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Abstract
We envision a world in which robots and humans can collaborate to perform complex
tasks in real-world environments. Current motion planners successfully generate tra-
jectories for a robot with multiple degrees of freedom, in a cluttered environment, and
ensure that the robot can achieve its goal while avoiding all the obstacles in the envi-
ronment. However, these planners are not practical in real world scenarios that involve
unstructured, dynamic environments for a three primary reasons. First, these motion
planners assume that the environment the robot is functioning in, is well-known and
static, both during plan generation and plan execution. Second, these planners do not
support temporal constraints, which are crucial for planning in a rapidly-changing en-
vironment and for allowing task synchronisation between the robot and other agents,
like a human or even another robot. Third, the current planners do not adequately
represent the requirements of the task. They often over-constrain the task description
and are hence unable to take advantage of task flexibility which may aid in optimising
energy e ciency or robustness. In this thesis we present Chekhov, a reactive, inte-
grated motion planning and execution executive that addresses these shortcomings
using four key innovations. First, unlike traditional planners, the planning and exe-
cution components of Chekhov are very closely integrated. This close coupling blurs
the traditional, sharp boundary between the two components and allows for optimal
collaboration. Second, Chekhov represents temporal constraints, which allows it to
perform operations that are temporally synchronised with external events. Third,
Chekhov uses an incremental search algorithm which allows it to rapidly generate a
new plan if a disturbance is encountered that threatens the execution of the existing
plan. Finally, unlike standard planners which generate a single reference trajectory
from the start pose to the goal pose, Chekhov generates a Qualitative Control Plan
using Flow Tubes that represent families of feasible trajectories and associated con-
trol policies. These flow tubes provide Chekhov with a flexibility that is extremely
valuable and serve as Chekhov’s first line of defence.
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Chapter 1
Introduction
The pinnacle of achievement for many researchers in the field of Artificial Intelligence
is to create a robotic system that is truly sentient and aware. We envision a world in
which humans and machines interact seamlessly in a rapidly-changing environment.
Today, robots are used quite extensively in mass-production factories. However, these
robots only perform repetitive tasks with little or no variability, and that require the
robot to make no significant execution-time adjustments. These robots perform these
tasks by simply executing a set of pre-defined commands or a pose trajectory that is
specified by a human operator. Moreover, these robots can only function e↵ectively in
manufacturing scenarios that are highly structured and controlled. More specifically,
the environment in which these robots operate is set up with a specific task in mind;
they have limited sensing capabilities and function essentially in an open-loop system.
They are not aware of their surroundings and are not robust to environment changes.
These robots expect the world to be in a given state, and only that state, when they
perform their function. For example, let us consider a typical manufacturing plant,
such as the one depicted in Figure 1-1. In these factories, robots are often used to
weld di↵erent parts of an auto-mobile together. The parts that are to be welded
together must be placed in exactly the right position to obtain the expected result.
Even a slight error in positioning these parts could result in a defective end-product.
Most manufacturing scenarios require a much greater level of flexibility than the
one described above; for example, we imagine a manufacturing scenario in which
15
Figure 1-1: Auto-Mobile Manufacturing Factory.
humans and robots collaborate to perform tasks in an unstructured environment.
One of the fundamental steps to realising this vision is to create a robotic system
that can operate and perform complex manipulation tasks in a dynamic environment.
In particular, a robot must be aware of the environment around it, and must stop
immediately when it is performing a task if an obstacle, a robotic helper or a human,
obstructs its path. Furthermore, if the obstacle remains in its path, the robot should
not idly wait until another agent clears its path; it should try to circumvent this
obstacle and continue performing its task. If the robot is unable to find a path
around the obstacle, it should signal a failure to a human or to a robotic helper and
actively ask these agents for help in fulfilling its task. In essence, the robot should
react to a given situation much like a human would react if he was placed in a similar
situation.
Creating a robotic system that can safely and e↵ectively operate in uncertain
environments is an intriguing problem that is fraught with a number of stimulating
challenges. The first impediment arises from the geometric structure of the environ-
ment and the geometric structure of the robot itself. The geometric relations between
the two can evolve and change in many unexpected ways. Moreover, most tasks in the
real world have an associated duration (or time) constraint. In particular, these tasks
specify a time interval within which the robot must complete the assigned task. In
16
addition, a robot has a set of actuation limits and associated dynamics that may make
it impossible for the robot to successfully perform the assigned task in the allotted
duration. A robotic system that aspires to operate in an unstructured environment
must account for the actuation limits and associated dynamics of the robot and gen-
erate its plans accordingly. Furthermore, the task that the robot must perform, may
itself be extremely intricate. This only adds to the overall complexity of the problem.
In these situations, it becomes vital for the planner to ascertain whether there is any
level of flexibility possible in the generation and the execution of the plan. Finally,
the complexities of planning and control in higher-dimensional state spaces that arise
when dealing with robotic manipulators in three-dimensional environments make the
problem of reacting swiftly to disturbances particularly challenging due to the com-
putational e↵ort, combined with the real-time requirements and constraints on the
planner.
Although current motion planners can solve complex planning problems, they
do not address these requirements adequately. Current motion planners successfully
generate trajectories for a robot with multiple degrees of freedom in a cluttered en-
vironment, and ensure that the robot can achieve its goal while avoiding all the
obstacles in the environment. However, these planners are not practical in real world
scenarios that involve unstructured, dynamic environments for a number of reasons.
First, these motion planners assume that the environment that the robot is function-
ing in, is well-known and static, both during plan generation and plan execution. The
environment model provided to these planners is a geometric representation of the
environment determined by a vision system. Additionally, these planners do not sup-
port temporal (time-related) constraints which are a crucial requirement for planning
in a rapidly-changing environment and for allowing task synchronisation between the
robot and other agents, like a human or another robotic helper. Moreover, the cur-
rent planners do not adequately represent the requirements of the task. They often
over-constrain the task description and this prevents the planners from taking advan-
tage of the flexibility in the task that may be available to them. The fact that these
planners neglect temporal constraints only exacerbates the problem. The flexibilities
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in the task may aid in optimising the energy e ciency and robustness of the plan
generated by the motion planner.
For example, let us consider a situation in which a robot is tasked with picking
up an object from a table. This task can be described as follows:
Move the end-e↵ector in the vicinity of (x,y,z) in 10-20 seconds
However, current planners represent this in a much more constrained fashion:
Move the end-e↵ector to position (x,y,z) in 15 seconds
These nominal goals, like the goal position (x,y,z) and the temporal constraint (15
seconds) become the only requirements as the planner cannot handle a more flexible
representation.
In this thesis, we present Chekhov, a reactive, integrated motion planning and
execution system that addresses these issues using four key innovations.
The first of Chekhov’s innovations is the fact that the planning and execution
components of Chekhov are very closely integrated. Much of Chekhov’s novelty arises
from this close coupling. This intimate interaction blurs the sharp boundary between
planning and execution that exists in traditional planners and this allows for optimal
collaboration. Chekhov’s second innovation is that it represents and observes tem-
poral constraints. This ability to incorporate temporal constraints allows Chekhov
to perform operations that are temporally synchronised with external events. For
example, Chekhov can be used to control robotic “assembly chains”. Consider the
scenario illustrated in Figure 1-2 in which Robot A and Robot B are tasked with
completing an assembly. Robot A has a sub-assembly that it must complete by itself,
as does Robot B. However, they both need to cooperate to complete the entire assem-
bly. One approach would be to allow one of the robots to complete its sub-assembly
before allowing the other robot to begin working. However, this would be extremely
ine cient. Instead, Chekhov can use temporal constraints to make the robots work
on their sub-assemblies in parallel and cooperate in performing a task only when it is
required. In the example illustrated in Figure 1-2, the tasks that the robots perform
are temporally constrained. Both robots must have a section of their sub-assemblies
ready at t = 10. In the time interval, (t = 10, t = 15), Robot A must help Robot
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B position its sub-assembly. Robot B must then complete its last sub-assembly by
t = 25, as Robot A readies to move its completed sub-assembly into position. In the
time interval, (t = 25, t = 30), Robot B helps Robot A position its sub-assembly.
Finally, in the time interval, (t = 32, t = 35), Robot A helps Robot B complete the
assembly.
The third of Chekhov’s innovations is that it uses an incremental search algorithm
which allows it to rapidly generate a new plan, that modifies the existing plan, if
a disturbance is encountered that prevents the existing plan from being executed
successfully. This ability to react quickly to disturbances allows Chekhov to perform
tasks even if there are changes in the environment. For example, while picking up an
object from a moving conveyor belt, if the speed of the conveyor belt varies, Chekhov
will be able to adjust to these variations and still pick up the object. Similarly,
if Chekhov is trying to stop a rolling ball and the ball suddenly hits an obstacle
and changes direction, Chekhov will adjust to this disturbance. Most importantly,
if an obstacle appears and obstructs the path that Chekhov has generated, Chekhov
will modify its motion plan to avoid the obstacle and achieve its goal, if possible.
Finally, the last of Chekhov’s major innovations is that, unlike standard motion
planners which generate a single reference trajectory from the start pose to the goal
pose, Chekhov generates a Qualitative Control Plan (QCP) using Flow Tubes that
represent families of feasible trajectories and associated control policies. These flow
tubes provide Chekhov with a flexibility that is extremely valuable. This flexibility
not only allows Chekhov to, initially, choose the best path in a certain circumstance,
but also allows it to quickly change trajectories in response to a disturbance without
the need to generate an entirely new plan. This serves as Chekhov’s first line of
defence and is tremendously useful.
We will analyse each of these innovations in detail in the subsequent chapters of
this thesis.
This thesis comprises three major components. The first component comprises
Chapter 2 (The Problem Statment). In this component we will introduce and moti-
vate the problem that we try to solve in this thesis. We will then present the problem
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t = 0
t = 10
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t = 25
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t = 32
t = 35
Figure 1-2: An assembly task performed by two robotic manipulators. Chekhov uses
temporal constraints to make the robots work in parallel and cooperate, when neces-
sary, to complete the assembly. Chekhov has not been demonstrated on this particular
task, however, Chekhov’s innovations make demonstrating such a collaborative task
possible, in the future.
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in an intuitive fashion before diving in and formally defining it. This component
forms the foundation on which the rest of this thesis is based.
The second component of this thesis deals with the Approach and comprises Chap-
ter 3 (The Chekhov Executive). It is the pith of this thesis and outlines our approach
to solving the problem that we introduced in the Chapter 2. Specifically, this com-
ponent introduces the Chekhov Executive and examines it in detail.
The final module of this thesis is the Evaluation component. Its comprises Chapter
4 (The Manufacturing Test Bed) and Chapter 5 (Contributions). In this component
we validate the Chekhov Executive. We describe the system that we built in order
to test the Chekhov Executive and present the results that were produced when the
Chekhov Executive was tested in simulation and in reality, on a robotic test bed.
Additionally, in this component we reiterate the contributions that this thesis has
made to its field and discuss how we plan to continue this work in the future.
21
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Chapter 2
Problem Statement
2.1 Overview
Chekhov is a reactive motion planning and execution system. Broadly speaking,
when Chekhov is provided with a model of the environment,that is the robot and
its workspace, an objective function, duration limits and a goal, it will generate an
optimal, or near-optimal, plan that will allow a robot to move from its given start
pose to a specified goal pose while avoiding the obstacles in the environment. If an
obstacle moves and obstructs the path that Chekhov had originally generated, or
if the goal state that was to be achieved is modified, Chekhov will adapt to these
disturbances by modifying the existing plan, if possible. If Chekhov is unable to suc-
cessfully adjust the existing plan so as to allow the robot to achieve the goal while
avoiding the environment’s disturbances, Chekhov will discard the original plan and
generate an entirely new one. Chekhov focusses on providing a fast reactive capabil-
ity that is essential for robotic manipulation in unstructured, real-world environments.
More specifically, Chekhov solves a problem that can be framed as follows:
Chekhov plans and executes the motions of a robot in order to accomplish a task
goal that is specified by a set of temporal and spatial constraints. Furthermore,
the resulting motion plan is optimal or near-optimal with respect to the specified
objective function. This objective function can be used to optimise energy e ciency,
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robustness, speed, smoothness and a variety of other objectives.
In order to provide robots with the ability to operate e ciently and e↵ectively
in uncertain, dynamic environments, Chekhov must be able to react swiftly to dis-
turbances. In particular, once plan execution has begun, the time that Chekhov
needs to adjust the plan to respond to a disturbance must be significantly less than
both the time needed to execute the adjusted plan, and the expected time to the
next disturbance that is severe enough to warrant plan adjustment. If Chekhov does
not meet these requirements, it would spend a disproportionate amount of time on
computation dealing with what needs to be done, instead of actually performing the
action required to alleviate the problem it is facing. This indecisive behaviour will
cause Chekhov to become overloaded with disturbances that have occurred after the
one it is currently handling, and it will not be able to react to all these disturbances
in time. Furthermore, this uncertain behaviour could result in Chekhov continuing
on its original course of action even in the presence of a disturbance, or could cause
Chekhov to suddenly stop during execution. Both these eventualities could have
catastrophic consequences in a rapidly-changing environment as they could damage
the robot, the environment around the robot or the product the robot is working on;
most importantly, they could harm a human that happens to be near the robot.
2.1.1 An Intuitive Introduction to the Problem Being Solved
We can thus intuitively define the Chekhov problem statement as follows.
Chekhov takes the following as inputs:
• A model of the environment.
• A plant model representing the actuation limits of the robot.
• The current state of the robot.
• A set of spatial and temporal constraints that represent the goals to be achieved.
• A set of operating constraints that specify the regions of operation of the robot.
24
B1 B2
J1
J2
J3
Figure 2-1: A basic manipulation scenario. The robotic manipulator is on the left. It
is an arm with three degrees of freedom, J1, J2 and J3. The environment contains
two obstacles, B1 and B2, which are depicted as shaded rectangles. The task goal is
for the robotic arm to pick up the ball, which is located on B1.
• An objective function.
Chekhov generates the following output:
A set of control commands to the robot that satisfies all the constraints defined in
the input. Specifically, the control commands specify an optimal plan that achieves
the goals set forth in the input and observes both the spatial constraints by avoiding
all the obstacles in the environment, and the temporal constraints, by ensuring that
the goal is achieved in the specified duration.
Definition 2.1 (Goal). A goal is a particular robotic configuration, or robot pose,
that Chekhov seeks to achieve.
Consider the scenario in Figure 2-1. Figure 2-1 depicts a basic manipulation
scenario. The figure is a snapshot of the initial state of the world. The robotic
manipulator is shown on the left and it has three degrees of freedom, J1, J2 and
J3. The environment has two obstacles, B1 and B2, which are illustrated as shaded
rectangles. The task goal is for the robotic arm to pick up the ball, which is located
on B1.
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uB1 B2
Figure 2-2: A basic representation of Chekhov’s output. Chekhov issues a set of
actuation commands u. The dashed arrow represents the movement caused by this
actuation command set. The dashed illustration of the robotic arm, shows the final
position of the arm once the set of actuation commands has been executed.
Chekhov will be provided with all this information as its inputs. In this example,
the model of the environment will include a description of the world that the robot
inhabits, including the positions of the obstacles and the free space that the robot can
move through. Chekhov is also provided with information about the current state
of the robot. This includes the current angle that each of the robot joints is in. In
Figure 2-1, the robotic arm is shown to be standing upright, and hence, all its joint
angles are 0 rad. Chekhov’s goal, or goal state, is a pose in which the robotic arm
is holding the ball on Block B1. This goal must be achieved in in a specified time
interval d.
In the current scenario depicted in Figure 2-1, Chekhov’s output would be a set
of actuation commands (a single command in this case) of this form:
Move Joint 1 of the robotic arm clockwise ⇡/4 rad, with an angular velocity of 3
rad/sec.
That is, a set of commands to the robotic arm such that the robotic arm can pick
up the ball on Block B1. This is depicted in Figure 2-2. Chekhov issues a set of
actuation commands u.
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u = [u(ti) u(ti+1) ... u(tf )]
where u(ti) is the sequence of actuation commands that the robot executes at time
ti.
The dashed arrow represents the movement caused by this actuation command
set. The dashed illustration of the robotic arm shows the final position of the arm
once the set of actuation commands has been executed by the arm. The velocities and
accelerations that result from the actuation commands must be within the actuation
limits specified by the plant model.
2.1.2 Disturbances and Adjustments
As mentioned previously Chekhov’s emphasis is on providing robots with the capabil-
ity of operating in rapidly-changing environments. Consequently, Chekhov’s inputs
can change quickly and unexpectedly with time as the motion plan is being executed.
In most practical applications, these changes can be classified into 3 types.
Changes to the Current State of the Robot
Changes to the current state of the robot may occur and can have numerous causes.
For example, the sensor information that was used to estimate the state of the robot
may have been incorrect. Initially, Chekhov will assume that the robot is in this
incorrect state and generate a plan accordingly, however, there may be a correction
made to this state estimate of the robot’s current state based on newer, more accurate
data. The current state of the robot will have to be updated in order to ensure that
the plan is generated using the most accurate data. Another example situation, is
one in which an unexpected force, like a falling object, is applied on the robot. This
may result in a change in the current state of the robot. Finally, a third scenario is
one in which the robot is grasping an object in its gripper. In such situations, it is
common practice to incorporate the state of the grasped object into the overall robot
state (while the object remains grasped by the robot). Consequently, if the object
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B1 B2
Figure 2-3: A disturbance caused by a change in the current state of the robot. The
dashed illustration of the robotic arm represents the new state of the robotic arm,
while the solid illustration of the robotic arm represents the initial state of the robotic
arm. The dashed arrow represents the movement of the robotic arm from its initial
state to its new state.
slips, it constitutes a change in the overall current state of the robot. Additionally,
this slip may force the robot to further change its configuration in order to fix its
grip, so that the object can still be placed correctly, as required by the task. Figure
2-3 is a representative example of these changes. It depicts a change in the current
state of the robotic arm. The robotic arm moves from its initial state, illustrated by
the solid robotic arm, to its new state, illustrated by the dashed robotic arm. The
dashed arrow depicts this motion.
Changes to the Goals be to Achieved
Changes to the goals that Chekhov must achieve can occur frequently. For example,
the human operator may suddenly decide that he does not want the robot to perform
the task it was initially assigned and may decide to assign it a new task. As a result,
the goals provided to Chekhov will change quite drastically. However, the goal can
also be modified when the task remains the same; in fact, this change may be an
essential component of the task itself. For example, consider a scenario in which
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Figure 2-4: A disturbance caused by a change in the goals to be achieved by Chekhov.
The solid illustration of the cart and the ball depict their current state. The solid
arrow and the dashed illustration of the cart and the ball illustrate their motion.
The motion of the cart and the ball represents the change change in Chekhov’s goals.
Chekhov’s goal is to pick up the ball; consequently, when the ball is moved, it con-
stitutes a change in the Chekhov’s goals.
the robot is tasked with picking up an object from a moving conveyor belt. In this
situation, the robot has to pick up an object that is constantly moving. Consequently,
the goal that the robot needs to achieve changes although the task-goal remains the
same. Figure 2-4 illustrates a variation of the scenario described above. The goal is
for the robot to pick up the ball placed on the cart. However, this cart is moving;
this motion is depicted by the solid arrow and the dashed illustration of the cart and
the ball. The motion of the cart and the ball also represents the change in Chekhov’s
goals.
Changes to the Obstacles in the Environment
Obstacles constantly move around in real-world situations. At times these moving
obstacles may not e↵ect Chekhov’s execution; at other times, however, obstacles may
move into the path of robot. In Figure 2-5 the Block B2 moves from its initial position,
xi, to a new position, xf . As shown in this figure, in its new position the Block B2
obstructs the path of the robotic arm. The solid arrow represents the movement
caused by Chekhov’s output, the actuation command set u. This movement will
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Figure 2-5: A disturbance caused by the movement of obstacles in the environment.
The solid illustration of the arm represents the current state of the robot. The dashed
illustration of the arm represents the final state of the robot after it has executed the
set of actuation command issued to it by Chekhov. The solid arrow represents the
movement caused by the actuation command set u. The dashed arrow represents the
movement of the obstacle, B2 from its initial position, xi, to a new position, xf . The
new position of B2 will obstruct the motion of the robotic arm from its initial state
to its final state.
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result in the collision with B2 if it is executed completely.
We will now formally define some terms that we will use frequently in this thesis.
Definition 2.2 (Disturbance). A disturbance is an unexpected change to the task
goals, the environment or the state of the robot.
Definition 2.3 (Successful Plan Execution). A plan is said to have executed suc-
cessfully if it achieves all its task goals.
Definition 2.4 (Simple Plan Feasibility). A plan is said to be feasible if it satisfies
all constraints and if it is expected to execute successfully in the absence of any future
disturbances.
Definition 2.5 (Successful Adjustment). When a plan becomes infeasible due to a
disturbance, a successful adjustment is said to be have been made when a modifi-
cation or adjustment to the plan achieves simple plan feasibility.
If a plan becomes infeasible due to one or more disturbances, Chekhov tries to modify
its plan to adapt to these disturbances and ensure that the task goals can still be
achieved, if possible. If a successful adjustment cannot be made to the plan, Chekhov
has to detect this early and inform the higher-level control authority that is issuing
the motion goals. Thus, once again, the speed with which a successful adjustment is
computed is a very important consideration.
Chekhov’s Motion Executive provides updated actuation commands to the robot
at each control-time increment. However, it is unreasonable to assume that all suc-
cessful adjustments can be computed within the time window of a single control-time
increment. In general, it is adequate if the successful adjustment is calculated in time
to deal with the disturbance and if the time taken by this computation is less than
the expected arrival time of the next disturbance. A detailed explanation regarding
the speed of computing these adjustments is beyond the scope of this thesis.
This thesis focusses on fast performance in typical, practical situations. In par-
ticular the emphasis is on providing techniques that allow for swift plan-adjustment
in response to disturbances. These techniques are essential in order to provide robots
with the capability of operating in dynamic environments.
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This thesis does not delve into a detailed analysis of precisely how fast plan-
adjustments must be made in particular circumstances. Furthermore, we do not
aspire to try and solve “piano mover” problems, that have overly complex collision
environments. We assume that the tasks provided to Chekhov will be ordinary tasks
in which the obstacle environment is relatively uncluttered. Additionally, we will
focus on disturbances caused due to the movement of obstacles in the environment.
We assume that disturbances caused by the changes in the state of the robot are
minimal and that changes in the task goals to do not occur.
2.2 Formal Chekhov Problem Statement
We have now provided an intuitive description of the problem statement and discussed
some of the formalisms that are necessary in order to describe the inputs and outputs
of Chekhov rigorously. This section is devoted to formalising the intuitive problem
statement using the insight and understanding that has been built in the previous
sections.
Chekhov takes the following inputs:
• A model of the Environment E that can be expressed as a union of the collision
space and free-space in the environment. E = C(E) [ F(E)
• A Plant Model P = hqmin,qmax, q˙min, q˙maxi
• The current state of the robot hq, q˙i
• The spatial constraints that
– specify the goal constraints on the robot state gmin(q, q˙, t) < [qtf , q˙tf ]
T <
gmax(q, q˙, t)
– ensure that the robot is not in collision ¬(q \ C(E)).
• The temporal constraints. dmin < d < dmax
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• The operating constraints omin,omax that specify feasible regions of operation
for the robot. omin,omax = hq, q˙, ti
• The acceleration limits implied by the Plant Model P . fmin(q, q˙,u), fmax(q, q˙,u)
• The objective function c
where
• C(E) is the collision space of the environment E
• F(E) is the free space in the environment E
• q is the robot pose vector
• q˙ is the robot velocity vector
• qmin and qmax are the joint pose limits of the robot
• q˙min and q˙max are the velocity limits of the robot
• u is the set of actuation commands generated by Chekhov
• qtf , q˙tf are the position and velocity at the robot’s final state
• d is the task duration
• dmin and dmax are the bounds on the task duration
• t is the current time step
Chekhov generates the following outputs:
A set of command actuations, u, which specifies a trajectory, q(t), that is optimal
with respect to the objective function c and that observes all the constraints, both
spatial and temporal.
q(t) comprises position and velocity vectors that are indexed by a discrete time index,
k. Consequently, the q(t) is of the form:
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q(0) q(1) ... q(k) ... q(n)
q˙(1) q˙(2) ... q˙(k) ... q˙(n)
The position and velocity in the trajectory are related by the following linear, equality
constraint:
(q˙(k) = q(k)  q(k   1)) 8 k = 1 .... n
Hence, we can formulate the problem as follows:
minimize c (q, q˙, q¨,u, u˙)
such that ¬ (q \C(E))
qmin < q < qmax,
q˙min < q˙ < q˙max
fmin (q, q˙,u) < q¨ < fmax (q, q˙,u)
omin (q, q˙, t) < [q, q˙]
T < omax (q, q˙, t)
gmin (q, q˙, t) < [qtf , q˙tf ]
T < gmax (q, q˙, t)
(q˙(k) = q(k)  q(k   1)) 8 k = 1 .... n
dmin < d < dmax
(2.1)
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Chapter 3
The Chekhov Executive
In Chapter 2, we specified the problem that the Chekhov Executive attempts to solve,
both intuitively and formally. In Chapter 3, we describe our approach to solving this
problem. We begin this chapter by providing an overview of the Chekhov Execu-
tive’s system architecture. This introduces the major components of the Chekhov
Executive and provides a high-level explanation of their function. It also clarifies how
these components interact with one another and come together to form the Chekhov
Executive. The subsequent sections will focus on each one of these major components
and will delve into the details of their workings.
3.1 The System Architecture
This section provides an overview of the Chekhov Executive’s system architecture.
The overall system architecture is shown in Figure 3-1. Chekhov comprises two major
components, the Reactive Motion Planner and the Motion Executive.
Reactive Motion Planner
The Reactive Motion Planner is the component responsible for generating a feasible
plan from a given start pose to a specified goal pose. If no feasible plan can be
generated Chekhov will return, signalling a failure.
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The Motion Executive
The Motion Executive comprises two subcomponents, the Execution Monitor and
the Constraint Tightening subcomponent.
The Motion Executive is responsible for executing the feasible plan that the Re-
active Motion Planner provides to it. The Execution Monitoring subcomponent of
the Motion Executive continuously monitors the execution of this feasible plan. If
the Execution Monitor detects a disturbance that could prevent the plan from be-
ing executed successfully, the Constraint Tightening subcomponent is called. This
subcomponent focusses on determining whether a successful adjustment can be made
to the original motion plan. If this is possible, the constraint tightening component
makes this adjustment and the execution continues in the Motion Executive. If how-
ever, no successful adjustment can be made, the Motion Executive returns with a
failure and requests the Reactive Motion Planner for a new feasible plan.
Thus, there is substantial interaction between Chekhov’s two components, how-
ever, each component has its own functionality that it performs independently of the
other. In the subsequent sections we will examine each of these components in detail.
3.2 The Reactive Motion Planner
As mentioned in Section 3.1, the Reactive Motion Planner is responsible for generating
a feasible plan from a given start pose to a specified goal pose. The crucial feature that
distinguishes the Chekhov Executive’s Reactive Motion Planner from other motion
planners, is that Chekhov’s Reactive Motion Planner generates a “flow tube”, or a
family of feasible trajectories and associated control policies, from an initial region to
a goal region, rather than generating a single reference trajectory from the initial pose
to the goal pose. These flow tubes provide the Chekhov Executive with a flexibility
that is extremely valuable for plan execution in a dynamic setting. We emphasise
the significance of this feature using an example. Consider the scenario illustrated in
Figure 3-2. The figure depicts a road between two cities. In the upper portion of the
figure, these two cities are connected by a single-lane road. Consequently, if there is
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Chekhov Inputs
CHEKHOV EXECUTIVE
Reactive Motion Planner
Flow Tube Generator
Motion Executive
Feasible Plan
Execution Monitor
Disturbance
Constraint Tightening
No Successful Adjustment
Actuation Commands
ABORT
No Feasible Plan
Figure 3-1: The System Architecture of the Chekhov Executive.
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an accident on the road, or the road itself gets damaged, the commuters must wait
until this obstacle is cleared away. This may become a long, tiresome a↵air, however,
the commuters have no option or flexibility available to them. This single-lane road
is much like the plans produced by current motion planners. They generate a single
reference trajectory between a start pose and a goal pose. The upper portion of Figure
3-3 illustrates an example plan generated by such a motion planner. S is the current
pose of the robot and G is Chekhov’s goal. 1 and 2 are intermediate poses. The
solid arrows represent the single trajectory, from S to G, generated by the traditional
motion planner. If this trajectory becomes infeasible due to an obstacle, a new plan
will have to be generated.
The lower portion of the Figure 3-2 depicts two cities that are connected by a
road that has multiple lanes. In this scenario, if there is an accident, or if the road
gets damaged in one particular lane, the commuters can easily circumvent this ob-
stacle by using the other lanes that are available to them. This flexibility allows
commuters to reach their destination without being bothered by the obstacle. This
multi-lane road is analogous to the plan that Chekhov’s Reactive Motion Planner
generates using flow tubes. These flow tubes give Chekhov’s Motion Executive the
ability to choose one trajectory from the family of feasible trajectories, and provide
Chekhov with options that are often critical for allowing it to adapt to disturbances
in the environment. The lower portion of Figure 3-3 depicts an example plan gen-
erated by Chekhov’s Reactive Motion Planner. Unlike the traditional planner, the
Reactive Motion Planner does not generate a single trajectory; it generates a se-
quence of flow tubes from an initial region, which includes the current state of the
robot, to a goal region, which includes Chekhov’s goal.
Chekhov generates the feasible plan from the start pose to the goal pose using an
incremental, search-based planning algorithm called D* Lite [6]. The key feature of
the D* Lite algorithm is its ability to quickly re-plan when it is faced with environ-
mental changes. This feature of the D* Lite algorithm makes it an ideal choice for
Chekhov. The drawback of this algorithm is that it relies on a discretisation of the
state space, which can lead to computational tractability issues when Chekhov has
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Single-Lane
Single-Lane with Obstacle
Multiple Lanes
Multiple Lanes with Obstacle
Figure 3-2: Cars travelling along a road from City A to City B. The filled rectangles
in the figure illustrate the cars on the road. The shaded rectangles depict an obstacle
on the road. The solid arrows depict the direction in which the cars are moving on
the road. The dashed arrows depict the movement of the cars as they change lanes
in order to circumvent the obstacle. The upper portion depicts two cities that are
connected by a single-lane road. The lower portion illustrates two cities that are
connected by a multi-lane road. The dashed lines demarcate di↵erent lanes in the
multi-lane road.
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1S 2
G
1S 2
G
Traditional Motion Planner
Chekhov’s Reactive Motion Planner
Figure 3-3: Comparison of a plan generated by a traditional motion planner and one
generated by Chekhov’s Reactive Motion Planner. S represents the current pose of
the robot and G depicts Chekhov’s goal. 1 and 2 are intermediate poses. In the upper
portion, the solid arrows represent the single trajectory, from S to G, generated by
the traditional motion planner. The lower portion illustrates the plan generated by
Chekhov’s Reactive Motion Planner. It generates a sequence of flow tubes from an
initial region, which includes the current state of the robot, to a goal region, which
includes Chekhov’s goal.
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to deal with higher-dimensional state-spaces. However, the advantages of D* Lite
far outweigh its shortcomings and we address this dimensionality problem by using
a relatively coarse discretisation combined with a decoupling approach and a post-
processing step that fine tunes the solution. The result is a comprehensive control
policy for the entire manipulator workspace.
3.2.1 Graphical Representation of the Search Space
Chekhov’s Reactive Motion Planner creates a graph of the search space with the
discretised states as the vertices of the graph. Hence, each state on the graph rep-
resents a specific, unique robot configuration. The edges in the graph connect two
states that can transition directly between one another. The edges of the graph are
then augmented with flow tube information. These flow tubes represent the rela-
tionship between the dynamic limits of the robot and the feasible range of temporal
duration for transitioning along the edge. We will describe flow tubes in detail in the
next section.
Definition 3.1 (Neighbouring States). Two states in the search-space graph are said
to be neighbouring if there is an edge between them.
The upper portion of Figure 3-4 shows a pictorial representation of the search-
space graph that is generated by by the D* Lite Algorithm. In this figure, S denotes
the starting state of the robot, while the numbers 1 through 6 represent the other
states in the graph. In this example, we assume that the joint movements of the
robot are decoupled. In particular, we assume that the robot can only move one
joint at a given time. Consequently, states are only neighbouring if the robot can
transition between the states by moving a single joint. For instance, (S, 1) and (S, 2)
are examples of neighbouring states as we can transition between the states by moving
a single joint. However, (3, 4) are not neighbouring as the robot would need to move
two joints simultaneously in order to transition between the two states directly. With
the decoupling assumption the shortest path for the robot from state 3 to state 4 is
by either going through state 2 or by going through state 5. The lower portion of
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d1 d2
Figure 3-4: The upper portion illustrates the search-space graph generated by the D*
Lite algorithm. S, is the starting state of the robot. The numbers, 1 through 6 are the
other states or robot configurations depicted in this search-space graph. The robot
configuration that is illustrated next to the each state, is the specific configuration
associated with that state. The lower portion focusses on states S, 3 and 6, and the
edges between them. It illustrates the flow tubes that are used to augment each edge
in the search-space graph. The two flow tubes depicted have associated durations of
d1 and d2. The shape of the flow tube is determined by the dynamics of the robot.
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the figure focusses on states S, 3 and 6, and the edges between them. It illustrates
the flow tubes that are used to augment each edge in the search-space graph. The
two flow tubes depicted have associated durations of d1 and d2, which impose a
temporal constraint on each transition. The shape of the flow tube is determined by
the dynamics of the robot.
Figure 3-5 shows the state-space graph generated by a traditional motion planner
and the state-space graph generated by Chekhov’s Reactive Motion Planner. The
state-space graph generated by the Reactive Motion Planner has its edges augmented
with flow tubes, as mentioned previously.
3.2.2 Flow Tubes
As discussed previously in Chapter 2, this thesis deals with plan generation and plan
execution in a dynamic environment. When dealing with an environment that is
constantly changing, it is advantageous for the Motion Executive to be able to adapt
to disturbances by choosing from a family of trajectories, rather than trying to follow a
single, reference trajectory. The Reactive Motion Planner in Chekhov achieves this by
generating flow tubes [3], that represent families of feasible trajectories and associated
control policies from an initial region to a goal region. This explicit representation
of multiple feasible paths provides a flexibility that is essential for motion execution
in uncertain environments. A single-trajectory plan may become infeasible when the
environment changes. Consequently, the execution will have to be stopped while the
planner generates a new plan to account for the disturbance in the environment. This
is analogous to the scenario depicted in the upper potion of Figure 3-2 (the single-lane
road connecting the two cities). Flow tubes provide a family of feasible trajectories
from the start state to the goal state that we can choose from during execution. If one,
or even a large number, of the feasible trajectories in the flow tube become infeasible
due to a disturbance, execution can continue by following one of those trajectories in
the flow tube that still remains feasible (an analogous scenario is illustarted in the
lower potion of Figure 3-2). The plan will be abandoned and the planner forced to
re-plan, only if all the trajectories in the flow tube become infeasible.
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Traditional Motion Planner
Chekhov’s Reactive Motion Planner
Figure 3-5: Comparison of the state-space graph generated by a traditional motion
planner and one generated by Chekhov’s Reactive Motion Planner. S, is the start-
ing state of the robot. The numbers, 1 through 5 are the other states or robot
configurations depicted in this search-space graph. The robot configuration that is
illustrated next to the each state, is the specific configuration associated with that
state. The upper portion depicts the state-space graph generated by a traditional
motion planner. The poses are connected by a single trajectory. The lower portion
illustrates the state-space graph generated by Chekhov’s Reactive Motion Planner.
The Reactive Motion Planner generates flow tubes, which are used to connect di↵er-
ent poses.
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Flow Tube Representation
In this section we will focus on providing an intuitive understanding of flow tubes and
a description of our flow tube representation. In particular, we will lay emphasis on
certain aspects of the flow tube representation that are essential in order to ensure
that Chekhov can function e↵ectively.
Flow Tubes Must Only Include Feasible Trajectories
In many scenarios the set of feasible trajectories may have a very complex geometry,
which makes it impractical to define a flow tube that represents this complex geometry
exactly. Hence, any tractable representation must be an approximation of the feasible
trajectory set.
There are two approaches for such an approximation [1, 7, 8] :
1. Internal (Under) Approximation.
2. External (Over) Approximation.
Internal Approximation: This is a more conservative approximation. It includes
only feasible trajectories and excludes all infeasible trajectories. However, this repre-
sentation may also exclude some feasible trajectories, and hence is incomplete.
External Approximation: This approximation includes all feasible trajectories,
however, it may also include some infeasible trajectories.
In Figure 3-6 the dashed arrows depict the feasible trajectories and the solid
arrows represent the infeasible trajectories. The solid lines depict the boundaries
of the flow tube and the shaded ovals illustrate the flow tube cross-sections. The
oval on the left represents the initial cross-section of the flow tube while the oval
on the right illustrates the goal cross-section of the flow tube. The upper portion of
the figure illustrates the internal flow tube approximation. This includes only feasible
trajectories, as depicted in the figure; however, some feasible trajectories are excluded
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Figure 3-6: The internal and external flow tube approximation. The dashed arrows
depict the feasible trajectories and the solid arrows represent the infeasible trajecto-
ries. The solid lines represent the boundaries of the flow tubes and the shaded ovals
represent flow tube cross-sections. The oval on the left depicts the initial cross-section
of the flow tube, while the oval on the right depicts the goal cross-section of the flow
tube. The upper portion illustrates the internal flow tube approximation and the
lower portion illustrates the external flow tube approximation.
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by this representation. The lower portion of the figure depicts the external flow tube
approximation. This approximation includes all the feasible trajectories. However,
as shown in Figure 3-6, it also includes some of the infeasible trajectories.
It is important to note that the cross-sections of a flow tube can be defined over
any n-dimensional state space. This thesis however, focusses on a two-dimensional
flow tube representation, where one axis is a joint position and the other is time.
Approximation used in Chekhov: Chekhov requires a flow tube representa-
tion that will allow quick plan execution and fast re-planning, if necessary. The
Motion Executive will only execute a feasible trajectory. Consequently, if Chekhov
used the external flow tube approximation, each trajectory in the flow tube would
need to be checked to ensure that it is feasible, before being approved for execu-
tion.This would dramatically slow down the execution time. Therefore, we will use
the internal flow tube approximation that includes only feasible flow tubes. This
guarantees that any trajectory within the flow tube can be executed successfully
given that there is no change in the environment.
The major drawback of the internal representation is that it is incomplete as it
may exclude some valid trajectories. Hence, we must choose an internal representation
that maximises the number of feasible trajectories that it includes. In particular, the
flow tube representation must not be overly conservative. It is important to reiterate
that traditional planners have no notion of flow tubes and are restricted to following
a single trajectory, while Chekhov can follow any trajectory within the flow tube.
Structure of a Flow Tube
In this section we will provide an overview of the structure of a flow tube. A flow
tube is a function of the duration D, the goal region Rg, and Plant Model P , which
represents the actuation limits of the robot under consideration.
Figure 3-7 shows a flow tube. The region Ri is the set of feasible trajectory states
at time 0 and is called the initial cross-section of the flow tube, because it is the cross-
section of the flow tube in the position plane at time 0. Any trajectory beginning in
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Figure 3-7: The region Ri represents the initial cross-section of the flow tube. The
region Rg is called the goal cross-section of the flow tube and is a duration, D, away
from the initial cross-section.
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this region is guaranteed to reach the region, Rg, after the duration D. This region
Rg is called the goal cross-section of the flow tube and it is the cross-section of the
flow tube in the position plane at time D.
The flow tube must represent each of the following explicitly
• The Goal Region Rg.
• The Duration D.
• The Velocity Limits that are represented by the Plant Model P .
The Flow Tube Must Represent the Goal Region Explicitly
The goal region, Rg, is a cross section in the position plane at time D after the
initial region, Ri. It is essential that the flow tube representation include an explicit
description of the goal region. The goal region, Rg, makes it possible to calculate any
other cross-section of the flow tube.
The Flow Tube Must Represent the Duration Explicitly
A Flow Tube defines the family of feasible trajectories from the initial region to the
goal region of the flow tube. A trajectory starting at the initial region in the flow tube
is guaranteed to successfully reach the goal region after duration, D. This duration
serves as a means to determine whether the family of trajectories defined by the flow
tube satisfies a goal’s temporal constraint. Therefore, it is imperative that the flow
tube represents the duration explicitly.
The Flow Tube Must Represent the Velocity Limits Explicitly
A Flow Tube guarantees that a trajectory starting at the initial cross-section of the
flow tube will successfully reach the goal cross-section in a given time, D. Therefore,
while being generated, a flow tube must account for the velocity limits of the joints
of the robot. If this is not considered during flow tube generation, the trajectories in
the flow tube may not be feasible as they may require the joints to move at velocities
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that exceed their maximum limit. For example, consider a scenario in which we wish
to move a robot from a given pose A, to a goal pose B in a duration d. Going from
Pose A to Pose B, requires the robot to move one of its joints ⇡/2 rad clockwise.
This joint has a maximum velocity, vmax and consequently, it is not possible for the
robot to move from Pose A to Pose B in a duration d as this would require the robot
to exceed this velocity limit. As a result, no flow tube with a duration d, can exist
between the two poses. If the velocity limits were ignored, the flow tube would have
been generated. If a trajectory in the flow tube was executed, it could cause the robot
joint to exceed its nominal velocity limit, and this could damage the robot.
Formal Representation of a Flow Tube
Now that we have provided an intuitive understanding of flow tubes, we can formalise
the flow tube representation using the insights that we have gained previously.
A Flow Tube can be defined as follows:
Definition 3.2. FT = hRg,D,Pi
• Rg: Goal Cross-Section of the Flow Tube
• D: Duration between the Initial Cross-Section and the Goal Cross-Section
• P: Plant Model Representing the Actuation Limits of the Robot
A flow tube comprises a set of cross-sections. Furthermore, the region of state-
space between the goal region, Rg and each cross-section can be defined as a function
of Rg, di and P , which together imply that this region is a flow tube as well; where
di is the time required to move from cross-section i to the goal region.
This implies that any trajectory starting at any cross-section in a flow tube is
guaranteed to reach the goal cross-section in the specified duration. In Figure 3-8,
the region of the state space between the goal region, Rg and the first cross section,
CS1, defines a flow tube with goal cross-section, Rg, plant model P and duration d1.
All trajectories starting at CS1, are guaranteed to reach Rg in d1 time units.
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Figure 3-8: A Flow tube comprises a set of cross-sections. The region of state-space
between the goal region, Rg and each cross-section can be defined in terms of Rg, di
and P , which together imply that this region is a flow tube a well. The region of the
state space between the goal region, Rg and the first cross section, CS1, defines a flow
tube with goal cross-section, Rg, plant model P and duration d1.
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Flowtube Computations
In the implementation of the concepts that we will discuss in this thesis we have
focussed primarily on two-dimensional, velocity-limited flow tubes. These flow tubes
are computed using the following equations:
xmax[CS(di)] = xmax[Rg]  diq˙min
xmin[CS(di)] = xmin[Rg]  diq˙max
• xmax[CS] is the maximum position in the cross-section CS
• xmin[CS] is the minimum position in the cross-section CS
• q˙min and q˙max are the velocity limits of the robot
• di is the duration of the ith cross section
The flow tubes are computed by reaching back from the goal cross-section. This
implies that the first cross-section of the flow tube which is computed is the cross-
section that is closest to the goal cross-section and hence, farthest from the initial
cross-section. Each cross-section is a fixed time-step,  , from the cross-section that
was computed before it. More specifically, the cross-sections in a flow tube are equidis-
tant from one another in the temporal plane. Hence, the first cross-section, CS1, will
have a duration of  , the second cross-section CS2, a duration of 2  and so on.
Figure 3-9 demonstrates this procedure. The dashed arrow labelled 1, reaches back
from the goal cross-section to the cross-section that was computed first. This cross-
section has a duration  . Similarly the dashed arrow labelled 2, reaches back to the
cross-section computed second. This cross-section has a duration 2 , and hence is a
time step   from the first cross-section.
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Figure 3-9: The flow tube is computed by reaching back from the goal cross-section.
The red arrow labelled 1 demonstrates reaching back from the goal cross-section to
the first cross-section. This cross-section will have a duration of  . as each cross-
section in the flow tube is a fixed time-step,  , away from the previous cross-section
in the flow tube.
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3.2.3 Fast Incremental Plan Adjustment
In this section we provide a more detailed explanation of the algorithms that are used
by Chekhov’s Reactive Motion Planner. In the previous sections, we began to explore
the workings of the Reactive Motion Planner and we provided a detailed explanation
of how the Reactive Motion Planner uses the D* Lite algorithm to create a search-
space, state graph. The edges of this graph are then augmented with flow tubes,
which we have also examined in the previous section.
In this section we delve deeper and describe two algorithms, theBasic Algorithm
and the Enhanced Algorithm, that are fundamental to the Reactive Motion Plan-
ner. Our aim in this section is to first illustrate the workings of each algorithm at a
high, bird’s-eye level and to then analyse each of these algorithms in detail. We begin
with the Basic Algorithm and then move on to the Enhanced Algorithm.
Before we begin our scrutiny of these algorithms, however, we describe, more
formally, the plan that is generated by the Chekhov’s Reactive Motion Planner, using
the intuition that we have built thus far.
Definition 3.3 (Plan). The plan generated by Chekhov’s Reactive Motion Planner
comprises a sequence of flow tubes, such that, the initial region of the first flow tube
in the sequence includes the current robot pose, the goal region of the last flow tube in
the sequence includes Chekhov’s goal , and for every flow tube in the sequence, each
flow tube’s goal region is a subset of (lies within) the initial region of the succeeding
flow tube.
The last condition ensures that when Chekhov’s Motion Executive begins exe-
cuting a trajectory in the first flow tube, the trajectory is not only guaranteed to
reach the goal region of the first flow tube, but this trajectory will have a feasible
continuation in the succeeding flow tube, and in every flow tube included in the plan
sequence, until the goal is achieved. Figure 3-10 illustrates a plan generated by the
Reactive Motion Planner. In this figure, S denotes the current state of the robot, and
G denotes Chekhov’s goal. 1 and 2 represent two other intermediate states. The plan
that Chekhov generates comprises three flow tubes; d1, d2 and d3 are the durations
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Figure 3-10: Plan generated by the Reactive Motion Planner. S denotes the current
state of the robot, and G denotes the goal that Chekhov seeks to achieve. 1 and 2
represent two other intermediate states. The solid arrow depicts the trajectory chosen
from the flow tubes; d1, d2 and d3 are the durations associated with the flow tubes.
associated with these flow tubes. The current state, S, of the robot is within the
initial region of the first flow tube and the goal, G, is within the goal region of the
final flow tube. Furthermore, the goal regions of the first and second flow tube, are a
subset of (lie within) the initial regions of the second and third flow tube respectively.
This allows the trajectory, depicted by the solid arrow, to be executed smoothly.
The Basic Algorithm
We will begin by providing an overview of the Basic Algorithm. The algorithm takes
three inputs, the task goals, the search-space state graph and the current state of the
robot. It then searches through this state graph and tries to find a plan that will
achieve the task goals it has received. If the algorithm cannot generate a feasible
plan, it returns with a failure. If, however, the algorithm can generate a feasible plan,
it begins to execute this plan. The algorithm continuously monitors the plan while it
is being executed. If it detects a disturbance that is significant enough to prevent the
plan from being successfully executed, it stops the execution and updates the state
graph, until the state graph is consistent once again.
Definition 3.4 (Consistency in the state-space graph). The consistency of the
state-space graph is heavily influenced by the D* Lite algorithm. When a disturbance
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in the environment causes an edge in the state-space graph to go from being feasible to
being infeasible or vice versa, the D* Lite costs associated with the state-space graph
no longer reflect the current state of the world. At this time, the state-space graph is
said to be inconsistent.
Definition 3.5 (Updating the state-space graph). An update of the state-space graph
involves running one step of the D* Lite Algorithm, so as to update the D* Lite costs
associated with the state-space graph.
This newly updated, consistent state-graph reflects the changes in the environment
caused by the disturbance. It then searches through the updated state graph for a
feasible plan. If it finds a plan that can achieve the task goals, it begins to execute
this plan and the aforementioned process is repeated. This continues until the task
is successfully executed. If, at any point, the algorithm is unable to find a feasible
path through the state graph, it will return with a failure. The pseudo-code for this
algorithm is shown in Algorithm 1.
Let us now scrutinise this algorithm further by providing a more detailed analysis.
The Basic Algorithm begins with a call to the DstarLite function [Line 2] [6]. The
DstarLite function updates the state graph data structure by propagating costs and
generates a single-source, shortest path tree. When the D* Lite algorithm is run
for the first time, it is functionally identical to an A* search. It has a worst-case
computation time of O(n), where n is the number of states in the graph. As we
have mentioned previously the key feature of the D* Lite algorithm, and its major
advantage over the A* algorithm lies in its quick replanning ability. Consider the
situation in which an edge in the state graph that is included in the plan, becomes
infeasible due to a disturbance, after plan execution has begun. This makes the
current plan infeasible and a new plan must be generated, if one exists; a plan which
does not rely on the infeasible edge. The D* Lite algorithm iteratively updates the
state graph data structure until the graph is consistent, once again. After this, the
single-source shortest path tree is updated. The QueryPath function [Line 3] can then
be used to find a new path to the goal. This kind of plan adjustment, for a single
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infeasible edge, that relies on the state graph being consistent, still has a worst-case
computation of O(n). Typically, however, this kind of adjustment can be computed
at least an order of magnitude faster than the initial search.
The QueryPath function uses the shortest-path tree information from the consis-
tent state graph generated by D* Lite to quickly compute the optimal path from the
initial state to the goal state. The computation time for the QueryPath function is
O(log n) as it only involves traversing the shortest-path tree from the leaves to the
root. If QueryPath can find a feasible path, it returns this path and ExecutePath
[Line 6] is called in order to begin plan execution. If a feasible path cannot be found
the function returns with a failure [Line 9]. Furthermore, while the plan is being
executed the WaitForDisturbance function [Line 7] continuously monitors the exe-
cution, in parallel, and determines whether a disturbance is severe enough to prevent
the successful execution of the plan, as this would require a new plan to be generated.
Algorithm 1: Basic Planning Algorithm
Input: Task Goals, Search-Space State Graph, Current Robot State
Output: If feasible path found, actuation commands
1 while task execution incomplete do
2 DstarLite()
3 QueryPath()
4 if path feasible then
5 In parallel:
6 ExecutePath()
7 WaitForDisturbance()
8 else
9 Error:"No feasible path found"
The Enhanced Algorithm
The Enhanced Algorithm is an extension of the Basic Algorithm. The key, driving
insight behind the Enhanced Algorithm is the fact that the QueryPath function in the
Basic Algorithm is much faster (much shorter execution time) than the DstarLite
function. More specifically, it takes significantly less time to find a feasible path
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using the shortest-path tree than it does to iteratively update the state graph until
it is consistent. We will begin by providing an overview of the Enhanced Algorithm.
The Enhanced Algorithm takes three inputs, the task goals, the search-space state
graph and the current state of the robot. It then searches through this state graph
and tries to find a path that will achieve the task goals that it has received. If the
algorithm cannot generate a feasible plan, it returns with a failure. If a feasible plan
is generated, the algorithm begins to execute the plan. The algorithm monitors the
plan continuously while it is being executed. If it detects a disturbance that is severe
enough to prevent the successful execution of the plan, it stops the execution and
determines which edge in the state graph has become infeasible. The algorithm then
updates the graph to reflect these in-feasibilities. It does not update the entire state
graph until it is consistent. Instead, it searches through the updated, inconsistent
state graph for a feasible path to the goal. If it does not find a feasible path, it runs
a single step of the D* Lite algorithm and searches for a path in the newly-updated,
possibly inconsistent graph, once again. This process continues either until a feasible
path is found, or until the state graph becomes consistent.
If no feasible path is found once the state graph has been updated until it is con-
sistent, the algorithm returns with a failure. If, however, a feasible path is found,
the algorithm begins plan execution and continuously monitors the environment, in
parallel, for any new disturbances. As the plan being executed may have been gen-
erated using an inconsistent state graph, the plan may be sub-optimal; consequently,
the algorithm will use all available resources to perform execution monitoring and to
improve the optimality of the sections of the path that have not yet been executed.
The pseudo-code for this algorithm is shown in Algorithm 2.
Let us now explore this algorithm further by analysing it in detail. Like the Basic
Algorithm, the Enhanced Algorithm begins with a call to the DstarLite function
[Line 1]. This creates the search-space state graph data structure, which is used to
generate the single-source shortest path tree. We have described both these data
structures in detail in our analysis of the Basic Algorithm. The Enhanced Algorithm
uses the QueryPath function [Line 2] to find a feasible path to the goal. This function
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uses the shortest-path information from the state graph generated by the D* Lite
algorithm to quickly compute an optimal path from the start state to the goal state.
If QueryPath is unable to find a feasible path it returns with a failure [Line 4].
If a feasible path is generated, QueryPath returns this path and the ExecutePath
function [Line 13] is called in order to begin plan execution. Furthermore, while
the plan is being executed the WaitForDisturbance function [Line 15] continuously
monitors the execution. If it detects a disturbance that could prevent the successful
execution of the plan, it stops the execution and uses the MarkInfeasibleEdges
function [Line 7] to determine which edge or edges of the state graph have become
infeasible. This function then updates the state graph so that these edge or edges
will not be used in the next path search. The MarkInfeasibleEdges function does
not update the state graph until it is consistent. Its focus is to mark edges in the
graph as infeasible by assigning these infeasible edges extremely high costs. The
algorithm then calls the TryQueryPath function [Line 9] to search for a path to the
goal in the updated, inconsistent graph. If TryQueryPath is unable to find a feasible
path the DstarLiteOneStep function [Line 10] is called. As the name suggests, this
functions runs only a single step of the iterative D* Lite algorithm. After calling
this function, the TryQueryPath function is called on the newly-updated, possible
inconsistent, graph. This continues either until a feasible path is found or until the
D* Lite algorithm has run its final step and the state graph is consistent.
If no feasible path is found in the consistent state graph, the algorithm will return
with an error [Line 17]. If a feasible path is found, the algorithm will begin execution
once again by calling the ExecutePath function. As this path may have been gener-
ated using an inconsistent state graph, the path may not be optimal; consequently,
the algorithm uses all available computing resources not only to constantly monitor
plan execution but to also continuously call the AnytimeImprovePath function [Line
14] function. This function tries to improve the optimality of sections of the plan that
have not yet been executed, by iteratively calling the DstarLiteOneStep function, fol-
lowed by a call to the TryQueryPath function. Furthermore, the AnytimeImprovePath
function checks that the new, improved path only makes changes to sections of the
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original plan that have not yet been executed.
Algorithm 2: Enhanced Planning Algorithm
Input: Task Goals, Search-Space State Graph, Current Robot State
Output: If feasible path found, actuation commands
1 DstarLite()
2 QueryPath()
3 if path infeasible then
4 Error:"No feasible path found"
5 while task execution incomplete do
6 if disturbance detected then
7 MarkInfeasibleEdges()
8 while feasible path not found ^ DstarLite not finished do
9 TryQueryPath()
10 DstarLiteOneStep()
11 if path feasible then
12 In parallel:
13 ExecutePath()
14 AnytimeImprovePath()
15 WaitForDisturbance()
16 else
17 Error:"No feasible path found"
3.2.4 Summary
In this section we have provided a detailed description of Chekhov’s Reactive Motion
Planner. We began by analysing the manner in which the Reactive Motion Planner
uses the D* Lite algorithm to create a state-space graph. Next, we introduced the
concept of flow tubes, a family of feasible trajectories and associated control policies.
The edges of the state-space graph were augmented with these flow tubes in order to
represent the dynamics limits of the robot and the feasible range of temporal dura-
tions for transitioning along the edge. Finally, we explored in great detail Chekhov’s
algorithms for fast incremental plan adjustment. We presented two algorithms, the
Basic Algorithm and the Enhanced Algorithm, both of which find the optimal path
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from the start pose to the goal pose, if such a path exists. Both these algorithms also
allow Chekhov to quickly modify the existing plan to adjust to disturbances.
Figure 3-11 summarises the salient features of the Reactive Motion Planner pic-
torially. The upper portion of Figure 3-11 depicts the state-space graph generated by
the D* Lite algorithm. State 6 is the goal state that Chekhov wishes to achieve. The
robot configuration that is associated with state 6 is enclosed in a dashed rectangle.
The dashed arrows in the state-space graph illustrate the optimal path, generated
by Reactive Motion Planner’s algoirthms, from the start pose to the goal pose. the
bottom portion of Figure 3-11 focusses on this optimal path. This portion also de-
picts the flow tubes that are used to augment each edge in the state-space graph.
The temporal constraint that is associated with the task, D, is represented by the
solid arrow at the very bottom of the figure, while d1 and d2 represent the durations
associated with the first and second flow tube respectively.
3.3 The Motion Executive
As mentioned in Section 3.1, the Motion Executive is responsible for executing the
feasible motion plan that is generated by the Reactive Motion Planner.
The Motion Executive accepts the following inputs:
• The feasible motion plan generated by the Reactive Motion Planner.
• The model of the robot.
• The state estimates of the robot state and of the environment state that are
obtained from the sensing system. These estimates are continuously updated
to reflect the most recent sensing information.
The Motion Executive generates the following output:
A set of control commands to the robot which specifies a trajectory that satisfies all
the constraints defined in Equation 2.1. The output of the Motion Executive is also
the output of the Chekhov Executive.
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Figure 3-11: Salient Features of the Reactive Motion Planner. The upper portion
depicts the state-space graph generated by D* Lite. State 6 is the Goal Pose. The
robot configuration associated with this state is enclosed within a dashed rectangle.
The dashed arrows in the state-space graph illustrate the optimal path, generated
by the Reactive Motion Planner, from the start pose to the goal pose. The bottom
portion focusses on this optimal path. It also shows the flow tubes that are used to
augment each edge in the state-space graph, and the temporal constraints associated
with the task.
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The Motion Executive comprises two components, the Execution Monitor and
the Constraint Tightening Component. The Execution Monitor executes the fea-
sible motion plan that the Motion Executive receives as its input. Furthermore, it
continuously monitors the execution of this plan by constantly obtaining updates of
the state of the environment and the state of the robot. If the Execution Monitor
detects a disturbance that will prevent the plan from being executed successfully,
it calls the Constraint Tightening component of the Motion Executive. We will pro-
vide a detailed explanation of the Constraint Tightening component shortly; however,
in order to complete this bird’s-eye view of the Motion Executive it is su cient to
say that the Constraint Tightening component determines whether a successful ad-
justment can be made to the motion plan, when the feasibility of the motion plan
is threatened by the presence of a disturbance. If this is possible, the Constraint
Tightening component makes this adjustment and execution continues. If however,
no successful adjustment can be made the Constraint Tightening component returns
with a failure. The Motion Executive also returns with a failure and requests the
Reactive Motion Planner for a new plan.
3.3.1 The Constraint Tightening Component
In this section we will provide a detailed analysis of the Constraint Tightening com-
ponent of the Motion Executive. We will begin by introducing the concept of a Local
Adjustment to a disturbance which is the inspiration behind, and basis of, the rest
of the material that we will present in this section. Briefly stated, Local Adjustment
is a novel approach to modifying the motion plan to deal with certain kinds of dis-
turbances, without needing to request the motion planner for a new plan. Once this
concept of Local Adjustment has been examined, we will analyse a special instance
of this Local Adjustment that relates to velocity-limited systems. Finally, we will
provide a detailed explanation of the algorithm that is used by Chekhov in order to
perform Constraint Tightening.
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3.3.2 Local Adjustment
In this section we introduce an innovative approach that modifies motion plans to deal
with certain kinds of disturbances that threaten the feasibility of the motion plan.
These modifications are made without needing to call the Reactive Motion Planner
and request a new plan.
A disturbance may cause an originally feasible motion plan to become infeasible.
A plan becomes infeasible when one or more of the constraints expressed in Equation
2.1 are violated. We can attempt to deal with such disturbances by requesting a new
plan from the Reactive Motion Planner. If the Reactive Motion Planner returns a
feasible plan, we can execute this new motion plan. This will continue until either
the task is accomplished or the Reactive Motion Planner is unable to generate a
feasible motion plan that will accomplish the task goal. However, this planning can
be slow. Local Adjustment was developed with the vision of making this process
much more e cient in many situations. The goal of Local Adjustment is to perturb
the control policy that is expressed by the motion plan in a manner so as to ensure
that no constraints in Equation 2.1 are violated any longer. This idea is similar to
the concept of plan diagnosis.
In the case of Local Adjustment however, we cannot find a solution by relaxing
one or more constraints; the problem can only be solved by changing the solution.
The disturbance represents new, additional constraints. The new plan must satisfy
the constraints in Equation 2.1 as well as the new constraints added by the presence
of the disturbance.
Let us crystallise some of the major ideas behind Local Adjustment by ground-
ing this concept using the notion of flow tubes that we developed previously in this
chapter. While the feasible motion plan generated by the Reactive Motion Planner
is being executed, a disturbance in the form of an obstacle, may move close to and
intersect one or more of the flow tubes that represent the motion plan and hence
also represent the motion trajectory. The intersection of a flow tube with an ob-
stacle implies that some of the trajectories in the flow tube are no longer feasible.
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Figure 3-12: A Local Adjustment made to a trajectory. The vertical axis represents
one of the joints of the robot while the horizontal axis represents another joint. The
start pose of the robot is depicted by the unshaded rectangle, S. The goal pose is
depicted by the black circle, G. The solid black line represents the original trajectory
chosen by the Reactive Motion Planner. The obstacle in the environment is illus-
trated as a shaded rectangle. The dashed arrow illustrates the Local Adjustment
that achieves the task goal while avoiding the obstacle.
Consequently, continuing the execution of the originally generated plan may result
in a collision. In this scenario a Local Adjustment will involve shifting and possibly
tightening (or constraining) some of the flow tubes so that the boundaries of the flow
tubes no longer intersect with the obstacle. Once this Local Adjustment has been
made we will then determine whether a feasible path to the goal still exists in these
shifted and/or tightened flow tubes.
The techniques that are used to calculate a Local Adjustment are distinct from
those that are used for planning and incremental replanning. Planning involves a com-
prehensive, combinatorial search. Local Adjustment also involves a search, however,
the search is a simple, local search, one that is similar to those used in non-linear,
continuous, convex optimisation problems. The planner is only called if this Local
Adjustment is unsuccessful.
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Let us consider the example in Figure 3-12. In this figure the vertical axis repre-
sents one of the joints of the robot while the horizontal axis represents another joint.
The time axis is not shown in the diagram. The start pose of the robot is depicted
by the unshaded rectangle, S, and the goal pose is depicted by the black circle, G.
The obstacle is illustrated by a shaded rectangle. The solid black line represents the
original trajectory that was chosen by the Reactive Motion Planner. In this example,
the original trajectory is made infeasible by the sudden appearance of the obstacle.
The continued execution of this trajectory would result in a collision. Consequently,
a Local Adjustment needs to be made, failing which the Reactive Motion Planner
will be requested for a new feasible motion plan. The Local Adjustment focusses on
finding a new, adjusted trajectory by performing a simple, local search in the region
around the original trajectory. In this example, the Local Adjustment is successful
and the adjusted trajectory is illustrated by a dashed arrow. The Motion Executive
can execute this trajectory to achieve the task goal without needing to request the
Reactive Motion Planner for a new plan.
We wish to frame this kind of Local Adjustment as a non-linear, continuous,
convex optimisation problem. For Local Adjustment we solve the same problem as
that stated in Equation 2.1, however, we make a few additional, simplifying assump-
tions. It is important to note that the formulation in Equation 2.1 is not convex as
¬ (q \C(E)), the collision space constraints, are not convex. These collision space
constraints generally make the problem disjunctive (non-convex). The planning al-
gorithms can handle this non-convexity, however, these algorithms take time and are
not fast enough to compensate for a disturbance in real-time. Consequently, our aim
is to perform a Local Adjustment using convex optimisation techniques, which are
much faster than their non-convex counterparts. We accomplish this by adding con-
vex constraints to the problem formulation as collisions are detected and by ensuring
that these collision are resolved when the problem is solved. This is analogous to how
the Conflict-Directed A* [11] algorithm learns the structure of a problem and adds
constraints that rule out infeasible solutions.
In order to understand this approach more clearly we delve deeper into the math-
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ematics underlying this problem. Consider the following forward kinematics relation:
x = f(q)
where x is the pose of a given point on the robot, which is close to a disturbance.
The flow tubes that represent the motion plan describe the valid evolution of q
over time such that all the constraints in Equation 2.1 are satisfied. A trajectory
is chosen from these flow tubes by the Reactive Motion Planner. The poses in this
trajectory are checked using collision detection algorithms. These algorithms compute
a set of collision points for each pose. If this set is non-empty for any pose, it implies
that the pose is in collision and a Local Adjustment must be attempted. Furthermore,
for each of these collision points, the collision detection algorithms compute not only
the three-dimensional location of the collision, but also a surface normal, xr, that
indicates the direction in which the robot’s colliding link should move in order to avoid
or eliminate a collision. In addition, these algorithms also compute the depth or the
magnitude of the collision. This depth information is crucial for resolving the issue of
convexity, as this collision depth can be used to add soft constraints to Equation 2.1
when a collision is detected, instead of using the disjunctive collision space constraints,
¬ (q \C(E)). These soft constraints are convex and penalise collisions by associating
these collisions with a cost that depends on the depth of the collision. The deeper the
collision, that is, the more serious the collision, the higher will be the cost associated
with that collision. When the collision is resolved, its cost will go to 0. Consequently,
by adding these soft constraints to Equation 2.1, any algorithm that is used to solve
this problem will eliminate the collisions in order to obtain the optimal (least-cost)
solution.
We will now try to present this notion more concretely. As the pose x is close
to a disturbance, we want to move x away from the disturbance in order to avoid a
possible collision. This is achieved by calculating the surface normal, xr, which points
away from the collision for the pose represented by x. In particular, xr specifies the
direction in which x must move, in cartesian space, in order to prevent a possible
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Figure 3-13: Procedure of finding and making a Local Adjustment. The start pose of
the robot and the goal pose are depicted by the unshaded rectangle, S, and the black
circle, G, respectively. The solid line connecting S and G is the original trajectory
chosen by the Reactive Motion Planner. The other solid lines represent the other
feasible trajectories within the flow tubes generated by the Reactive Motion Planner.
The surface normal, xr, determined from the collision information, is illustrated as
a solid arrow. The adjustment trajectory is illustrated as a dashed arrow. The new,
feasible trajectory that is followed after the adjustment is made, is depicted using a
dotted line.
collision with the disturbance.
In order to compute the direction corresponding to xr in joint space, we use a
di↵erential dynamic programming approach which uses Jacobians.
 xr = J q (3.1)
where J is the Jacobian for the collision point. The pseudo-inverse of J is used to
compute  q from  xr.
This employs an iterative algorithm that alternates between:
1. Obtaining all the  xr vectors for all the collision points detected and computing
the the corresponding Jacobians and  q vectors, and
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2. Making an optimal adjustment for q by moving it in the direction  q.
The first step in this algorithm represents a linearisation of the system, while the
second step is an optimisation that uses the linearisation made in Step 1.
Consequently, the issue of determining an adjustment to q becomes a convex,
non-linear, optimisation problem. Moreover, by using Jacobians this can be further
simplified into a series of convex linear optimisation problems within the iterative
framework. However, this iterative process must ensure that the constraints expressed
in Equation 2.1 are satisfied for any attempted adjustment. If, at any point, an
iteration fails because no improvement can be made in the desired direction, the
Local Adjustment will return with a failure. This causes the Motion Executive to
return with a failure as well and the Reactive Motion Planner is requested for a new
plan.
If, however, the iteration succeeds in computing a q that resolves the collision, this
adjustment is made using a control action. The trajectory generated by this control
action is called the adjustment trajectory.
Definition 3.6 (Adjustment Trajectory). The adjustment trajectory is a modi-
fication made to the original trajectory that successfully avoids the disturbances that
threatened the original trajectory. This adjustment trajectory within the original flow
tube.
Once the adjustment is made, we search for a trajectory in the flow tube that
includes q and achieves the task goal. If such a trajectory is found we begin execution
of this new trajectory without ever needing to call the Reactive Motion Planner. If no
such trajectory exists, the Local Adjustment will return with a failure, and this will
ultimately result in a new plan being requested from the Reactive Motion Planner.
The procedure for finding an adjustment trajectory and for performing this Local
Adjustment is summarised pictorially in Figure 3-13. The start pose of the robot
and the goal pose are depicted by the unshaded rectangle, S, and the black circle,
G, respectively. The solid line that connects S and G, is the original trajectory
chosen by the Reactive Motion Planner. The other solid lines are the other feasible
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trajectories within the flow tubes generated by the Reactive Motion Planner. The
obstacle in the environment is illustrated by the shaded rectangle. Here, much like in
the example depicted in Figure 3-12, the original trajectory is made infeasible by the
sudden appearance of the obstacle. If execution continues, there will be a collision
at point C. Information obtained from the collision detection algorithms is used
to determine the surface normal, xr, which is shown in the figure as a solid arrow.
The incremental algorithm is then used to generate a control action that modifies
the original trajectory so as to avoid the obstacle. This adjustment trajectory is
illustrated in the figure as a dashed arrow. The end of the adjustment trajectory, E,
is the final q computed by the incremental algorithm. The dotted line in the figure
represents the new, feasible trajectory which contains both the final q depicted by E
and the goal pose, G.
3.3.3 Local Adjustment in Velocity Limited Systems
Now that we have analysed the concept of Local Adjustment in detail, we can use that
knowledge and intuition to scrutinise a special case of Local Adjustment in velocity-
limited systems; systems in which the acceleration limits are omitted. The omission
of the acceleration constraints along with the elimination of the collision-space con-
straints, as discussed in the previous section, result in the following simplification of
Equation 2.1:
minimize c (q, q˙,u, u˙)
qmin < q < qmax
q˙min < q˙ < q˙max
gfk([qtf , q˙tf ]
T ) 2 Rg
dmin < d < dmax
(3.2)
The collision-space constraints that have been omitted in Equation 3.2, are ac-
counted for in the cost function c. Furthermore, the goal constraints in the original
formulation in Equation 2.1, gmin (q, q˙, t) < [qtf , q˙tf ]
T < gmax (q, q˙, t), have been
replaced by a set of convex, linear constraints in the cartesian space:
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gfk([qtf , q˙tf ]
T ) 2 Rg
where Rg specifies the goal region in cartesian space and gfk represents the forward
kinematics of the system.
In this formulation, we have also omitted the operating constraints for the sake
of simplicity, however, these can be added to this formulation, if necessary. The
trajectories that will result after solving this problem are represented by position and
velocity vectors that are indexed by a discrete time index, k. Consequently, these
trajectories are of the form:
q(0) q(1) ... q(k) ... q(n)
q˙(1) q˙(2) ... q˙(k) ... q˙(n)
The position and velocity in the trajectory are related by the following linear,
equality constraint:
(q˙(k) = q(k)  q(k   1)) 8 k = 1 .... n
Moreover, the optimal adjustment made to q, by moving it in the direction  q
can be expressed as a quadratic function of the depth of the collision. Thus, this
formulation is a linear, or easily linearisable, system that can be solved using linear
programming.
3.3.4 The Constraint Tightening Algorithm
In the previous sections, we introduced and provided a detailed explanation of the
concept of Local Adjustment and examined a special instance of Local Adjustment
that relates to velocity-limited systems. In this section, we will analyse the algorithm
that is used by the Constraint Tightening component of the Motion Executive. This
algorithm is a simplified version of Local Adjustment, and it focusses on implementing
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Algorithm 3: ConstraintTightening
Input: A Flow Tube
Output: The Constrained Flow Tube, if feasible
1 foreach cross-section in the flow tube do
2 MidPoint,  FindMidPoint(cross-section);
3 MaxPoint  FindMaxPoint(cross-section);
4 MinPoint  FindMinPoint(cross-section);
5 if !inCollision(MidPoint) then
6 if DetectCollision(MidPoint,MaxPoint) then
7 NewMaxPoint  CollisionPoint;
8 if DetectCollision(MidPoint,MinPoint) then
9 NewMinPoint  CollisionPoint;
10 else if !inCollision(MaxPoint) then
11 if DetectCollision(MaxPoint,MidPoint) then
12 NewMinPoint  CollisionPoint;
13 else if !inCollision(MinPoint) then
14 if DetectCollision(MinPoint,MidPoint) then
15 NewMaxPoint  CollisionPoint;
16 else
17 Error:"No feasible path found";
18 UpdateCrossSection ();
19 UpdateFlowTube ();
20 if CheckFeasible(tightened flow tube) then
21 return (tightened flow tube)
22 else
23 Error:"No feasible path found";
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the notion of Local Adjustment using two-dimensional, velocity-limited flow tubes.
At a high-level, the algorithm iterates through each cross-section in the flow tube
and determines whether there is a disturbance that obstructs the cross-section at
any point. This information is obtained from the collision detection algorithms
in the OpenRAVE environment [2]. If it has, this constitutes a collision and the
¬ (q \C(E)) constraint in Equation 2.1 is violated. Consequently, the cross-section
is cropped at this collision-point. Once the algorithm has iterated through all the
cross-sections in the flow tube, the flow tube is updated to reflect the changes made
to its cross-sections. This updated, constrained flow tube is then tested to determine
whether it is still feasible. In particular, the family of trajectories that the flow tube
represents must satisfy all the constraints in Equation 2.1. If the flow tube is feasible,
the algorithm returns this constrained flow tube. If not, the algorithm returns with
a failure. The pseudo-code for this algorithm is shown in Algorithm 3.
Let us now scrutinise this algorithm further by providing a more detailed analysis.
The algorithm accepts a flow tube as its argument and begins by iterating through
each cross-section in the flow tube (Line 5). A cross-section is constrained, or tight-
ened if it contains a pose for which the robot is in collision. In particular, if it violates
the ¬ (q \C(E)) constraint in Equation 2.1. The collision check is performed by
the inCollision and DetectCollision functions using the collision detection algo-
rithms in the OpenRAVE environment. Lines [5:15] constitute the collision-checking
block of the algorithm and they determine whether a given cross-section needs to be
constrained. In addition, it stores the new limits of the cross-section if the cross-
section has been constrained. The UpdateCrossSection function (Line 18) updates
the cross-section to reflect the changes.
We begin checking for disturbances by starting at the mid-point of each cross-
section and by moving outwards in both directions towards the maximum and mini-
mum of the cross-section. If a collision is detected, the maximum and/or the minimum
are updated as required. However, if the pose specified by the mid-point of the cross-
section is in collision, we start at the maximum limit of the cross-section and move
towards the mid-point. As the maximum point of the cross-section is not in collision
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and the mid-point of the cross-section is in collision ,we can assume that the minimum
of the cross-section will also be in collision.
Similarly, when the maximum and the mid-point of the cross-section are in colli-
sion, we start at the minimum of the cross-section and move only until the mid-point.
This procedure is illustrated in Figure 3-14. This figure depicts two flow tubes
undergoing constraint tightening. The solid lines depict the boundaries of the flow
tubes, while the dashed lines represent the cross-sections within the flow tubes. The
filled circle next to each cross-section is the mid-point of that cross-section, and the
dashed arrows illustrate the manner in which each cross-section is examined by the
algorithm. The obstacle in the environment is illustrated by a shaded rectangle. The
upper portion of the figure depicts the case in which the algorithm begins at the
mid-point of each cross-section and moves outwards in either direction. When the
obstacle is encountered, the cross-section is cropped as required. The lower portion
of figure illustrates the case in which the mid-points of two of the cross-sections of the
flow tube are in collision. Consequently, for these cross-sections the algorithm begins
at the maximum point of the cross-section and then moves downwards, towards the
mid-point of the cross-section. When the collision is encountered the cross-section is
cropped as required.
Once all the cross-sections have been constrained, the UpdateFlowTube function
(Line 19) is used to update the flow tube to reflect these changes. Furthermore,
the CheckFeasible function (Line 20) is used to determine whether the constrained
flow tube is feasible. If it is feasible, the algorithm returns with the constrained flow
tube. If the flow tube is determined to be infeasible, the algorithm returns with an
error, indicating that the flow tube is infeasible and implying the need to request the
Reactive Motion Planner for a new plan.
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Figure 3-14: The constraint tightening algorithm. This figure depicts two flow tubes
undergoing constraint tightening. The solid lines depict the boundaries of the flow
tubes. The dashed lines represent the cross-sections within the flow tubes. The filled
circle next to each cross-section is the mid-point of that cross-section. The dashed
arrows illustrate the manner in which each cross-section is examined by the algorithm.
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Chapter 4
The Manufacturing Test Bed
Previously in this thesis we presented the problem that we are trying to solve using
the Chekhov Executive, and we described how the Chekhov Executive solves this
problem. Now that every aspect of Chekhov’s machinery has been presented and
examined in detail, we move onto analysing the results that we have obtained while
testing the Chekhov Executive.
We begin this chapter by first, re-iterating our vision for the future of robotic
manufacturing. Next, we will provide an overview of the overall system architecture
that is used in our robotic test bed, and then examine each of the components of this
architecture in detail. Finally, we will conclude this chapter by presenting our results
and by discussing the implications of these results.
4.1 Vision for Robotic Manufacturing
As we described in the introductory chapter of this thesis (Chapter 1), robots are
used extensively in mass-production factories around the world today. However,
these robots only perform monotonous and repetitive tasks with little or no vari-
ability. These robots are incapable of making significant execution-time adjustments.
Additionally, these robots can only function e↵ectively in manufacturing scenarios
that are highly structured and controlled. These restrictions are primarily a result of
the fact that these robots are unable to respond to unexpected failure and are unable
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to adapt autonomously to new situations.
We envision a manufacturing scenario in the future, in which humans and robots
collaborate to accomplish tasks in unstructured environments. These robot must
satisfy a range of criteria in order to make this vision a reality. However, in this
thesis, we focus on one essential capability that these robots must have if this vision
of a collaborative, intelligent manufacturing environment is to be achieved. In this
section we demonstrate this capability; a capability by which a robot can operate in
a dynamic environment. Additionally, the robot in this demonstration is capable of
autonomously adapting to new situations and disturbances. We have implemented a
simplified version of such a robotic manufacturing scenario and will analyse this, in
detail, in the next section.
4.2 System Capabilities
In this section we will provide a detailed explanation of our robotic manufacturing
scenario. This demonstration showcases a simplified version of the capability by which
a robot can operate in a dynamic environment and can autonomously adapt to new
situations and disturbances. The robotic manufacturing scenario comprises :
• A Whole Arm Manipulator (WAM) produced by Barrett Technology Inc. that
is equipped with a hand (also produced by Barrett).
• A number of boxes marked with black and white fiducial tags, that serve as
obstacles.
• A number of inexpensive web-cameras (web-cams).
The goal of this scenario is for the robot to go from a given start pose to a specified
goal pose. This will require the Chekhov Executive to sense the environment and
generate a plan using the Reactive Motion Planner. Chekhov will also be responsible
for executing this feasible plan using its Motion Executive. Furthermore, while the
plan is being executed, the sensing system (the array of web-cams) will continuously
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monitor the state of the environment and the state of the robot. If a disturbance is
introduced that obstructs the execution of the robot, and prevents it from reaching
its goal pose, the Motion Executive will try to salvage a feasible trajectory from the
original plan using Local Adjustment. If this is not possible, the Motion Executive
will request the Reactive Motion Planner for a new plan, and it will execute this new
plan, if one exists.
Consequently, the robot is robust to environment changes and to failure. Explicitly
stated, if the robotic agent detects a disturbance that will prevent the successful
execution of its plan, the robot will automatically discern a new course of action to
achieve its task goal and execute it. If there is no possible way for the robot to achieve
the task goal, it will return with a failure.
Although the scenario that we have presented, by no means demonstrates the
robot’s mastery of every capability that would be required in a real manufacturing
scenario, this demonstration does encapsulate many of the key aspirations that we
have for a futuristic, intelligent, robotic manufacturing factory. This scenario strikes
a balance between the practicality of building and implementing an academic demon-
stration, and showcasing the key contributions made by our research, which is the
central focus of this thesis. We use this demonstration to emphasise the key tech-
niques that allow for swift plan adjustment in response to disturbances.
4.3 System Architecture
In this section we provide a detailed explanation of the system architecture that is
used in the robotic manufacturing test bed. We will begin by providing a high-level,
bird’s-eye view of the overall system architecture and the manner in which the major
components in this architecture interact with one another. Next, we will analyse each
component of this system architecture in detail.
The overall system architecture of the robotic manufacturing test bed is shown in
Figure 4-1. This architecture comprises four major components:
• The Chekhov Executive ROS Node
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Figure 4-1: The system architecture of the Chekhov Robotic Test Bed
• The Simulator
• The Sensing and State Estimation Module
• The Hardware Module
The Chekhov ROS Node, the Sensing and State Estimation module and much of
the Simulator are programmed in C++. However, the Simulator module does provide
an API that is written in Python. The Robot Operating System (ROS) is used to com-
bine these independent components into one overall system that functions seamlessly.
Both the Chekhov Executive ROS Node and the Simulator module have their own
OpenRAVE simulation environment [2] and rely heavily on it. The decision to have
two separate OpenRAVE environments in the system architecture was a conscious de-
cision. The primary motivation was to allow for parallel processing. This architecture
design allows the OpenRAVE environment within the Chekhov ROS node to focus
only on motion planning and execution, while the other OpenRAVE environment, in
the Simulator, focusses on performing the simulation and state estimation.
The demonstration begins with the operator choosing a goal pose that the robot
needs to achieve. This information is relayed to the Chekhov ROS node which gen-
erates a feasible plan from the current robot state to the specified goal pose, if one
exists, using the Chekhov Executive that is within the Chekhov ROS Node. The
plan generation is performed in the OpenRAVE simulation environment within the
Chekhov ROS node.
The OpenRAVE environment within the Chekhov ROS node contains up-to-date
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information regarding the current state of the robot and the state of the environment.
This simulation environment is synced with the OpenRAVE simulation environment
in the Simulator module. This was an important design decision and was made to
ensure that all the sensor data from the Sensing and State Estimation module, are
routed through the Simulator module and are not sent directly to the Chekhov ROS
node. This has two primary benefits. First, as mentioned before, it allows for parallel
processing. Second, it ensures that the two OpenRAVE environments are always
synced and reflect the same state of the environment. Inconsistencies in the two
environment would lead to a multitude of issues; however, this architecture prevents
such inconsistencies from occurring.
Once the Chekhov Executive has generated a feasible plan, it sends the actuation
commands to the Simulator module. The Simulator nodule sends these actuation
commands to the Hardware module. In the Hardware module, this information is
send to the WAM Hardware controller which communicates with the hardware and
physically actuates the robot The Hardware component also sends proprioceptive
sensory information, like the current joint angles of the robot, back to the Simula-
tor module. When the OpenRAVE simulation in the Simulator module is updated,
the OpenRAVE simulation environment in the Chekhov ROS node is automatically
updated as well.
The Sensing and State Estimation module runs continuously in the background
and tracks the black and white fiducial tags on the obstacles. This information is
then routed back to the Simulator which updates the locations of the blocks in its
OpenRAVE simulation. This causes the OpenRAVE simulation in the Chekhov ROS node
to be updated as well. The Chekhov Executive’s Motion Executive also runs con-
stantly, until the task goal has been accomplished. If, at any point, the Motion Executive
detects a disturbance, an obstacle in this demonstration, that will prevent the plan
from being executed successfully, it attempts to make a Local Adjustment using its
Constraint Tightening algorithm and continues execution. If a Local Adjustment can-
not be made, the Reactive Motion Planner is requested for a new plan and execution
continues if a new feasible plan is generated. If no feasible plan exists, the robot halts
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and reports a failure.
Another critical design decision was to route all the hardware control and sens-
ing information through the Simulator before it was sent to the Chekhov ROS node
and before it was dispatched to the actual hardware in the Hardware module. This
decision was made in order to allow this architecture to be used only in simulation,
without being connected to the Hardware module and it provides us with a number of
benefits. Most importantly, by doing away with the hardware we can perform many
more extensive tests and we can simulate rare faults and random disturbances, which
are di cult to recreate in hardware.
Now that we have presented the overall system architecture of the manufacturing
test bed and discussed the manner in which these components interact, we will scruti-
nise each of these components. We will examine the Chekhov Executive ROS Node in
detail, however we will provide only a brief description of the Simulator, Sensing and
State Estimation, and Hardware modules, as a detailed analysis of these components
is beyond the scope of this thesis and can be found in [9].
4.3.1 The Chekhov Executive ROS Node
As shown in Figure 4-1 the Chekhov Executive ROS Node comprises three main
components:
• The Chekhov Executive ROS Wrapper
• The Chekhov Executive
• The OpenRAVE Simulation
We have examined the Chekhov Executive in great detail in Chapter 3 and we
will rely on the intuition and understanding gained in Chapter 3 as we continue. The
Chekhov Executive ROS Wrapper is an application programming interface (API)
that allows an operator to use the Chekhov Executive e↵ectively, without having an
knowledge or understanding about the inner-workings of the system. The primary
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purpose of this API is to allow the Chekhov Executive to communicate with other
ROS nodes.
As we have mentioned previously in this chapter, the Chekhov Executive ROS
Node has its own OpenRAVE simulation environment complete with its own OpenRAVE
library and OpenRAVE environment model. The OpenRAVE environment in the
Chekhov ROS node is used to perform the collision checking that is vital for motion
planning and execution. This is also extremely valuable for testing purposes. The
Chekhov Executive can be tested in a simulated environment with millions of obsta-
cles and disturbances, something that would be di cult to recreate in the real world,
on an academic test bed.
4.3.2 The Hardware Module
The physical hardware in the test bed comprises a seven degree-of-freedom Barrett
WAM equipped with a three-fingered Barrett Hand. TheWAM is extremely dexterous
and can move from one pose to another very quickly. Moreover, with seven degrees of
freedom the arm is kinematically redundant, which means that there are a number of
di↵erent joint angle combinations that result in the same end-e↵ector position. This
is extremely useful for a system like the Chekhov Executive that may be required to
find alternative paths to the same goal pose.
The Barrett Hand contains three independently actuatable fingers, two of which
can spin symmetrically about its middle. A more detailed description of the hardware
can be found in [9].
4.3.3 The Sensing and State Estimation Module
The Sensing and State Estimation module comprises a number of ROS packages that
have been designed to track objects in the environment. At a high-level, this module
accepts raw sensor data as its inputs, and produces two outputs:
1. Pose Estimates for objects with fiducials, that are being manipulated, and
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2. Locations of obstacles that need to be avoided. This is done by using an octomap
[4]. In this case, the pose estimates, along with the orientation of the obstacles,
are unnecessary. The only pertinent information is the region of the workspace
that is obstructed by the obstacle. This allows the planner to plan around these
obstacles.
This module makes extensive use of the open source, ARToolkit libraries [5].
The data that is obtained from the fiducial tracking is extremely noise and conse-
quently, we have used a series of filtering algorithms, involving Hidden Markov Models
(HMMs) and Kalman filters, to extract more meaningful pose data from this noisy
data. This filtered data is then routed back to the simulation which then uses this
sensor data to update the position of the block. This Sensing and State Estimation
module was implemented primarily by Pedro Santana. A more detailed explanation
of this module is beyond the scope of this thesis and can be found in [9].
4.4 Results
Now that we have provided a detailed explanation of the system architecture that
is used to test the Chekhov Executive, we will present the results of our tests. The
Chekhov Executive was tested both in hardware (on the WAM) and in simulation (in
the OpenRAVE environment).
4.4.1 Results for the Reactive Motion Planner
A representative test case for the Reactive Motion Planner is shown in Figure 4-2.
The uppermost portion of this figure illustrates snapshots of the execution of a motion
plan generated by the Reactive Motion Planner in the OpenRAVE environment. The
WAM successfully moves from its start pose to its goal pose without hitting any of the
obstacles, like the table or the block that is on the table, present in the environment.
The algorithm used to generate this initial trajectory required 367 update steps of
the D* Lite algorithm. The middle portion of Figure 4-2 shows a new obstacle that
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Original Plan
Obstacle Introduced
Modified Plan
Figure 4-2: Representative test case for the Chekhov Executive. The uppermost por-
tion shows snapshots of the WAM executing the motion plan in the OpenRAVE sim-
ulation environment. The middle portion shows the new obstacle that is introduced
in the simulation, which prevents the WAM from executing the originally generated
plan. The lower portion shows snapshots of the WAM executing a new plan that
achieves the original task goal while avoiding the new obstacle.
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Table 4.1: Results obtained after testing the Reactive Motion Planner
Initial Initial Quick Path Adjustment Adjustment
Steps Cost Query Cost Steps Cost
692 3.525 3.9 8 3.53
806 4.566 4.566 0 4.566
783 6.11 6.139 28 6.139
1343 5.034 5.034 10 5.034
738 4.164 4.164 2 4.164
1077 3.989 3.989 0 3.989
705 3.208 3.375 73 3.375
791 4.763 5.165 13 5.084
736 4.25 4.274 36 4.274
648 3.028 3.294 63 3.294
has been introduced into the same OpenRAVE simulation environment. This obsta-
cle makes the original plan generated by the Reactive Motion Planner infeasible and
also intersects several edges in the state-space graph generated by the D* Lite algo-
rithm. The lowermost portion of the figure depicts snapshots of the WAM executing
a new plan that was generated by using the Reactive Motion Planner’s incremental
re-planning capability. This new, modified plan contains a trajectory that avoids the
new obstacle and still successfully achieves the task goal. The incremental replanning
algorithm required only 61 update steps of the D* Lite algorithm to generate the
new plan. This reduces the computational e↵ort of generating a plan by more than a
factor of 5. The state-space graph used by the D* Lite algorithm had 2000 regularly-
spaced joint vertices, in this instance. In addition, in this example the planning was
performed for the four proximal joints of the WAM, while the 3 distal (wrist) joints
were fixed at position 0.
The data that we have collected after testing the Reactive Motion Planner are
shown in Table 4.1. The state-space graph used by the D* Lite algorithm for these
tests consisted of 1000 randomly distributed state vertices. The first two columns in
Table 4.1 relate to the intial solution. The first colum shows the number of D* Lite
update steps required to generate the initial solution. The second column contains the
86
cost associated with this initial solution. As we have mentioned while analysing the
Enhanced Algorithm in Chapter 3, a number of edges of the state-space graph may
become infeasible when a new obstacle is introduced into the environment. There are
two approaches to finding a plan that circumvents this new obstacle and still achieves
the task goal. The first is to update the state-space graph until it is consistent and
then search for the optimal path to the goal. The second is not to update the state-
space graph until this is consistent, as this operation can prove to be computationally
intensive. Instead, the edges of the state-space graph that have become infeasible
due to the new obstacle are given extremely high traversal costs, which ensure that
they will not be selected for use in any path. This updated, yet inconsistent, graph
is then used to search for a plan. It is important to note that the two approaches are
not mutually exclusive. The any-time algorithm combines the two and performs a
quick, initial search over the inconsistent graph. If this search is successful, it returns
this, possibly sub-optimal, solution. However, it continuously updates the solution
so as to improve the optimality of the un-executed sections of the solution. If the
inconsistent graph fails to provide a solution, it becomes necessary to update this
graph, and search this newly updated graph for a solution. This will continue until
either, a solution is found or the graph becomes consistent.
The third column in Table 4.1 is related to the second approach and shows the cost
associated with the path that was returned when searching through the inconsistent
state-space graph. The fourth column in the table shows the number of steps that
the D* Lite algorithm requires in order to make the state-space graph consistent once
again. It is extremely interesting to note that in all the cases shown in the table, the
number of update steps required by the algorithm to re-converge on a new solution
was substantially less, often by more than an order of magnitude, than the number of
update steps required to compute the original solution. The fifth and final column in
the table shows the cost of the path generated when the search was performed on the
consistent state-space graph. In a majority of the cases shown in the table, the cost
of the path returned by the any-time path query (the second approach) was as good
as the cost of the path returned if the path was computed after the state-space graph
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was consistent (the first approach). This is an intriguing finding, which demonstrates
the importance of the any-time algorithm. Furthermore, it demonstrates that there
may exist an important class of incremental replanning problems that can be solved
with relatively little computation e↵ort when compared with the computational e↵ort
required to compute the original solution.
In the future we intend to test this more extensively in a variety of di↵erent
test scenarios, both in simulation and in hardware, in order to collect more detailed
statistics on the e↵ectiveness of this approach.
4.4.2 Results for the Motion Executive
Our test scenarios for the Motion Executive can be grouped into three broad cases.
In the first set of test cases the test environments contained obstacles, however these
obstacles did not constrain the flow tubes that represented the initial plan generated
by the Reactive Motion Planner. In this first set of test scenarios, the best trajectory,
based on the objective function, was extracted from the flow tubes and this trajectory
was executed successfully.
For the second set of test cases, the test environments were extremely cluttered
with obstacles. The obstacles severely constrained the flow tubes that represented
the initial plan generated by the Reactive Motion Planner. In these scenarios, the
constraint tightening algorithm successfully constrained the flow tubes and selected
the best trajectory from the constrained flow tube. This feasible trajectory was then
successfully executed by the Motion Executive within the Chekhov Executive. The
robot avoided all the obstacles in the environment and moved from its start state to its
goal state without needing to request a new plan from the Reactive Motion Planner.
The test environments for the third set of test cases were similar to those used in
the second set and were extremely cluttered with obstacles. The constraint tightening
algorithm successfully constrained the flow tubes in these scenarios. However, the
constraint tightening algorithm was unable to salvage a feasible trajectory from these
constrained flow tubes. Consequently, the Reactive Motion Planner was requested
for a new plan.
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Figure 4-3 depicts two representative examples of the cluttered environments that
were used to test the Motion Executive. Figure 4-4 illustrates the execution a tra-
jectory in the cluttered environment. This trajectory was chosen from the feasible
trajectories in the constrained flow tubes.
Figure 4-5 depicts the flow tubes returned by the constrained tightening algo-
rithm for the example cluttered environment shown in the lower portion of Figure
4-3. The left column illustrates the flow tubes that were initially generated by the
Reactive Motion Planner. The right column depicts the constrained flow tubes. All
the constrained flow tubes in Figure 4-5 are feasible. Consequently, Chekhov can
extract the optimal, feasible trajectory from these constrained flow tubes and then
execute it.
4.4.3 Discussion
In the previous section we presented the results that we obtained after testing the
Chekhov Executive. In this section we will analyse the implication of these results.
The results, both from the Reactive Motion Planner and the constraint tighten-
ing algorithm, were extremely encouraging. The results obtained from testing the
Reactive Motion Planner demonstrated the e↵ectiveness of Chekhov’s reactive capa-
bility and strongly supported the existence of a class of incremental planning problems
that can be solved with relatively little computational e↵ort when compared with the
computational e↵ort required to compute the original solution.
The constraint tightening algorithm proved to be extremely e↵ective as well. The
success of the algorithm in a variety of di↵erent test environments emphasised the
potential of Local Adjustment. In particular, it underscored the importance of looking
beyond an extensive search of the state space that the planner performs, and focussing
on a smaller, more local search, which may be su cient in many scenarios. Finally,
it highlighted the importance of the idea of first searching for a new solution that
is similar to the original solution, before straying farther away and performing a
comprehensive search.
Together, at a general level, both these algorithms embody the higher level human
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Figure 4-3: Representative examples of the cluttered environments used to test the
Motion Executive.
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Figure 4-4: Plan execution in a cluttered environment. The trajectory that is being
executed is chosen from the feasible trajectories in the constrained flow tubes.
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Figure 4-5: The flow tubes returned by the constrained tightening algorithm for the
example cluttered environment shown in the lower portion of Figure 4-3. The left
column depicts the initial flow tubes generated by the Reactive Motion Planner. The
right column shows the constrained flow tubes.
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technique of learning from experience. They use the information gained while finding
the initial solution to bias their search for a new solution. These algorithms do require
additional memory in order to cache aspects of the original solution that are useful for
adjusting the original solution to form new solutions. However, memory is cheap and
should be exploited if it can be used to help solve these kinds of complex problems.
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Chapter 5
Contributions
This thesis has focussed on the development of a system that will enable a robot to
function in an uncertain, real-world environment. In this thesis we introduce Chekhov,
a reactive, integrated motion planning and execution executive that is capable of plan
generation and plan execution in a relative uncluttered, dynamic and unstructured
environment.
We have presented two algorithms, the Basic Algorithm and the Enhanced Al-
gorithm, which form the very core of Chekhov’s Reactive Motion Planner. These
algorithms constitute one of the major contributions made by this thesis. Both the
Basic Algorithm and the Enhanced Algorithm provide unique insights to replanning,
when the original plan generated by the Reactive Motion Planner becomes infeasible
due to a disturbance. The Enhanced Algorithm builds on the Basic Algorithm and
makes a number of novel innovations. It employs an innovative any-time algorithm
that rapidly finds a new plan, using a possibly inconsistent shortest-path tree, when
the execution of the original plan is threatened by a disturbance. This new plan
is not necessarily optimal, and consequently this algorithm constantly works to im-
prove the optimality of the unexecuted sections of the plan. The decision to initially
generate a plan using a possibly inconsistent tree, greatly speeds up the replanning
process. This, coupled with the any-time improvement approach constitutes a funda-
mental innovation made by the Reactive Motion Planning component of the Chekhov
Executive.
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We have also introduced the novel concept of Local Adjustment, which plays
a vital role in the functioning of the Motion Executive component of the Chekhov
Executive. Local Adjustment serves as Chekhov’s first line of defence when the execu-
tion of the original plan is threatened by a disturbance. Local Adjustment attempts
to modify the original plan, such that all the constraints specified in the original
planning problem are satisfied, without needing a new plan to be generated by the
Reactive Motion Planner. This concept highlights the idea of utilising information
procured from the original solution to influence, and bias, the search for a new,
modified solution. Local Adjustment makes assumptions which simplify the original
planning problem into a convex, non-linear optimisation problem that can be solved
much faster than the original planning problem.
Finally, we o↵ered a system architecture that showcases the Chekhov Executive,
both in simulation and in the real world.
These insights culminate to help this thesis make a meaningful contribution to
the field and provide a fundamental building block for research focussed on helping
robots to operate in real-world environments.
Future Work
In Chekhov’s current implementation, the positions of obstacles in the environment
are estimated using the Sensing and State Estimation module that we have described
previously. This only tracks obstacles that have a black and white coded fiducial on
them. A first extension to the Chekhov Executive would be to track any obstacle in
the environment, even those without a fiducial tag. We have already begun to work
on integrating this capability into Chekhov. The untagged obstacles are tracked using
an octomap [4].
Another interesting addition to Chekhov would be for us to create a system that
predictively models the movement of obstacles in the environment. This probabilistic
approach would allow Chekhov to be more intelligent in its decision making and would
showcase the temporal aspects of Chekhov more clearly.
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The predictive model of the environment can be further extended to include a
disturbance model that considers the risk of a collision with a particular obstacle in
the environment. Our group, the Model-Based Embedded Robotic Systems Group,
has previously developed new algorithms for risk-sensitive planning [10]. These algo-
rithms generate optimal plans within the risk bounds specified by chance constraints.
The inclusion of these algorithms in the Chekhov Executive would greatly improve
Chekhov’s decision making in uncertain, dynamic environments.
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