Introduction {#s1}
============

Normative theory has played an important role in our understanding of how the brain forms decisions. For example, many perceptual, memory, and reward-based decisions show inherent trade-offs between speed and accuracy. These trade-offs are parsimoniously captured by a class of sequential-sampling models, such as the drift-diffusion model (DDM), that are based on the accumulation of noisy evidence over time to a pre-defined threshold value, or bound ([@bib54]; [@bib25]; [@bib6]; [@bib37]). These models have close ties to statistical decision theory, particularly the sequential probability ratio test that can, under certain assumptions, maximize expected accuracy for a given number of samples or minimize the number of samples needed for a given level of accuracy ([@bib3]; [@bib80]; [@bib81]). However, even when these models provide good descriptions of the average behavior of groups of subjects, they may not capture the substantial variability under different conditions and/or across individual subjects. The goal of this study was to better understand the principles that govern this variability and how these principles relate to normative theory.

We focused on a perceptual decision-making task with asymmetric rewards. For this task, both human and animal subjects tend to make decisions that are biased towards the percept associated with the larger payoff (e.g., [@bib43]; [@bib79]; [@bib10]; [@bib40]; [@bib63]; [@bib17]; [@bib66]; [@bib49]; [@bib74]; [@bib76]; [@bib19]; [@bib39]; [@bib46]; [@bib82]; [@bib84]). These biases are roughly consistent with a rational strategy to maximize a particular reward function that depends on both the speed and accuracy of the decision process, such as the reward rate per trial or per unit time ([@bib25]; [@bib6]). This strategy can be accomplished via context-dependent adjustments in a DDM-like decision process along two primary dimensions ([Figure 1A](#fig1){ref-type="fig"}): (1) the momentary sensory evidence, via the drift rate; and (2) the decision rule, via the relative bound heights that govern how much evidence is needed for each alternative ([@bib55]). Subjects tend to make adjustments along one or both of these dimensions to produce overall biases that are consistent with normative theory, but with substantial individual variability ([@bib79]; [@bib8]; [@bib6]; [@bib66]; [@bib74]; [@bib39]; [@bib46]; [@bib27]).

![Theoretical framework and task design.\
(**A**) Schematics of the drift-diffusion model (DDM). Motion evidence is modeled as samples from a unit-variance Gaussian distribution (mean: signed coherence, *Coh*). Effective evidence is modeled as the sum of motion evidence and an internal momentary-evidence bias (*me*). The decision variable starts at value a × *z*, where *z* governs decision-rule bias and accumulates effective evidence over time with a proportional scaling factor (*k*). A decision is made when the decision variable reaches either bound. Response time (RT) is assumed to be the sum of the decision time and a saccade-specific non-decision time. (**B**) Response-time (RT) random-dot visual motion direction discrimination task with asymmetric rewards. A monkey makes a saccade decision based on the perceived global motion of a random-dot kinematogram. Reward is delivered on correct trials and with a magnitude that depends on reward context. Two reward contexts (LR-Left and LR-Right) were alternated in blocks of trials with signaled block changes. Motion directions and strengths were randomly interleaved within blocks.](elife-36018-fig1){#fig1}

To better understand the principles that govern these kinds of idiosyncratic behavioral patterns, we trained three monkeys to perform a response-time (RT), asymmetric-reward decision task with mixed perceptual uncertainty ([Figure 1B](#fig1){ref-type="fig"}). Like human subjects, the monkeys showed robust decision biases toward the large-reward option. These biases were sensitive not just to the reward asymmetry, as has been shown previously, but also to experience-dependent changes in perceptual sensitivity. These biases were consistent with adjustments to both the momentary evidence and decision rule in the DDM. However, these two adjustments favored the large- and small-reward choice, respectively, leading to nearly, but not exactly, maximal reward rates. We accounted for these adjustments in terms of a satisficing, gradient-based learning model that calibrated biases to balance the relative influence of perceptual and reward-based information on the decision process. Together, the results imply complementary roles of normative and heuristic principles to understand how the brain combines uncertain sensory input and internal preferences to form decisions that can vary considerably across individuals and task conditions.

Results {#s2}
=======

We trained three monkeys to perform the asymmetric-reward random-dot motion discrimination ('dots') task ([Figure 2A](#fig2){ref-type="fig"}). All three monkeys were initially trained on a symmetric-reward version of the task for which they were required to make fast eye movements (saccades) in the direction congruent with the global motion of a random-dot kinematogram to receive juice reward. They then performed the asymmetric-reward versions that were the focus of this study. Specifically, in blocks of 30 -- 50 trials, we alternated direction-reward associations between a 'LR-Right' reward context (the large reward was paired with a correct rightward saccade and the small reward was paired with a correct leftward saccade) and the opposite 'LR-Left' reward context. We also varied the ratio of large versus small reward magnitudes ('reward ratio') across sessions for each monkey. Within a block, we randomly interleaved motion stimuli with different directions and motion strengths (expressed as coherence, the fraction of dots moving in the same direction). We monitored the monkey's choice (which saccade to make) and RT (when to make the saccade) on each trial.

![Relationships between sensitivity and bias from logistic fits to choice data.\
(**A**) For each monkey, the probability of making a rightward choice is plotted as a function of signed coherence (--/+indicate left/right motion) from all sessions, separately for the two reward contexts, as indicated. Lines are logistic fits. (**B**) Top row: Motion sensitivity (steepness of the logistic function) in each context as a function of session index (colors as in A). Solid lines indicate significant positive partial Spearman correlation after accounting for changes in reward ratio across sessions (p\<0.05). Black dashed lines indicate each monkey's motion sensitivity for the task with equal rewards before training on this asymmetric reward task. Middle row: ΔBias (horizontal shift between the two psychometric functions for the two reward contexts at chance level) as a function of session index. Solid line indicates significant negative partial Spearman correlation after accounting for changes in reward ratio across sessions (p\<0.05). Bottom row: Lapse rate as a function of session index (median = 0 for all three monkeys). (**C**) ΔBias as a function of motion sensitivity for each reward context (colors as in A). Solid line indicates a significant negative partial Spearman correlation after accounting for changes in reward ratio across sessions (p\<0.05). (**D**) Optimal versus fitted Δbias. Optimal Δbias was computed as the difference in the horizontal shift in the psychometric functions in each reward context that would have resulted in the maximum reward per trial, given each monkey's fitted motion sensitivity and experienced values of reward ratio and coherences from each session (see [Figure 2---figure supplement 1](#fig2s1){ref-type="fig"}). Solid lines indicate significant positive Spearman correlations (p\<0.01). Partial Spearman correlation after accounting for changes in reward ratio across sessions are also significant for moneys F and C (p\<0.05).\
10.7554/eLife.36018.006Figure 2---source data 1.Task parameters and the monkeys' performance for each trial and each session.The same data are also used in [Figure 2---figure supplement 1](#fig2s1){ref-type="fig"}, [Figure 3](#fig3){ref-type="fig"}, [Figure 3---figure supplement 2](#fig3s2){ref-type="fig"}, [Figure 4](#fig4){ref-type="fig"} and [Figure 4---figure supplement 1](#fig4s1){ref-type="fig"}\
10.7554/eLife.36018.007Figure 2---source data 2.Source data for [Figure 2---figure supplement 1](#fig2s1){ref-type="fig"}.Log-likelihood of the logistic regressions with and without sequential choice bias terms.](elife-36018-fig2){#fig2}

The monkeys' biases reflected changes in reward context and perceptual sensitivity {#s2-1}
----------------------------------------------------------------------------------

For the asymmetric-reward task, all three monkeys tended to make more choices towards the large-reward option, particularly when the sensory evidence was weak. These choice biases corresponded to horizontal shifts in the psychometric function describing the probability of making a rightward choice as a function of signed motion coherence (negative for leftward motion, positive for rightward motion; [Figure 2A](#fig2){ref-type="fig"}). These functions showed somewhat similar patterns of behavior but some differences in detail for the three monkeys. For example, each monkey showed steady increases in perceptual sensitivity (steepness of the psychometric function), which initially dropped relative to values from the symmetric-reward task then tended to increase with more experience with asymmetric rewards ([Figure 2B](#fig2){ref-type="fig"}, top; *H~0~*: partial Spearman's *ρ* of sensitivity versus session index after accounting for session-specific reward ratios = 0, p\<0.01 in all cases, except LR-Left for monkey C, for which p = 0.56). Moreover, lapse rates were near zero across sessions ([Figure 2B](#fig2){ref-type="fig"}, bottom), implying that the monkeys knew how to perform the task. The monkeys differed in terms of overall bias, which was the smallest in monkey F. Nevertheless, for all three monkeys bias magnitude tended to decrease over sessions, although this tendency was statistically significant only for monkey C after accounting for co-variations with reward rate ([Figure 2B](#fig2){ref-type="fig"}, middle). There was often a negative correlation between choice bias and sensitivity, consistent with a general strategy of adjusting bias to obtain more reward ([Figure 2C](#fig2){ref-type="fig"}; [Figure 2---figure supplement 1C](#fig2s1){ref-type="fig"}). Monkeys F and C used suboptimal biases that were larger than the optimal values, whereas monkey A showed greater variations ([Figure 2D](#fig2){ref-type="fig"}). The monkeys showed only negligible or inconsistent sequential choice biases ([Figure 2---figure supplement 2](#fig2s2){ref-type="fig"}), and adding sequential terms did not substantially affect the best-fitting values of the non-sequential terms in the logistic regression (spearman's *ρ* \>0.8 comparing session-by-session best-fitting values of the terms in [Equation 1](#equ1){ref-type="disp-formula"} with and without additional sequential terms from [Equation 2)](#equ3){ref-type="disp-formula"}. Therefore, all subsequent analyses did not include sequential choice effects.

To better understand the computational principles that governed these idiosyncratic biases, while also taking into account systematic relationships between the choice and RT data, we fit single-trial RT data (i.e., we modeled full RT distributions, not just mean RTs) from individual sessions to a DDM. We used a hierarchical-DDM (HDDM) method that assumes that parameters from individual sessions of the same monkey are samples from a group distribution ([@bib85]). The HDDM was fit to data from each monkey separately. The HDDM had six parameters for each reward context. Four were from a basic DDM ([Figure 1A](#fig1){ref-type="fig"}): *a,* the total bound height, representing the distance between the two choice bounds; *k*, a scaling factor that converts sensory evidence (motion strength and direction) to the drift rate; and *t~0~* and *t~1~*, non-decision times for leftward and rightward choices, respectively. The additional two parameters provided biases that differed in terms of their effects on the full RT distributions ([Figure 3---figure supplement 1](#fig3s1){ref-type="fig"}): *me*, which is additional momentary evidence that is added to the motion evidence at each accumulating step and has asymmetric effects on the two choices and on correct versus error trials (positive values favor the rightward choice); and *z*, which determines the decision rules for the two choices and tends to have asymmetric effects on the two choices but not on correct versus error trials (values \> 0.5 favor the rightward choice). The HDDM fitting results are shown in [Figure 3](#fig3){ref-type="fig"}, and summaries of best-fitting parameters and goodness-of-fit metrics are provided in [Table 1](#table1){ref-type="table"}. A DDM variant with collapsing bounds provided qualitatively similar results as the HDDM ([Figure 3---figure supplement 2](#fig3s2){ref-type="fig"}). Thus, subsequent analyses use the model with fixed bounds, unless otherwise noted.

![Comparison of choice and RT data to HDDM fits with both momentary-evidence (*me*) and decision-rule (*z*) biases.\
(**A**) Psychometric data (points as in [Figure 2A](#fig2){ref-type="fig"}) shown with predictions based on HDDM fits to both choice and RT data. B, RT data (circles) and HDDM-predicted RT distributions (lines). Both sets of RT data were plotted as the session-averaged values corresponding to the 20^th^, 40 ^th^, 60^th^, and 80^th^ percentiles of the full distribution for the five most frequently used coherence levels (we only show data when \> 40% of the total sessions contain \>4 trials for that combination of motion direction, coherence, and reward context). Top row: Trials in which monkey chose the left target. Bottom row: Trials in which monkeys chose the right target. Columns correspond to each monkey (as in A), divided into choices in the large- (left column) or small- (right column) reward direction (correct/error choices are as indicated in the left-most columns; note that no reward was given on error trials). The HDDM-predicted RT distributions were generated with 50 runs of simulations, each run using the number of trials per condition (motion direction × coherence × reward context × session) matched to experimental data and using the best-fitting HDDM parameters for that monkey.\
10.7554/eLife.36018.011Figure 3---source data 1.Source data for [Figure 3---figure supplement 2](#fig3s2){ref-type="fig"}.Collapsing-bound model fitting parameters and goodness of fits for each session.](elife-36018-fig3){#fig3}

10.7554/eLife.36018.012

###### Best-fitting parameters of HDDM.

10.7554/eLife.36018.013Table 1---source data 1.HDDM model fitting parameters for each session.The same data are also used in [Figures 3](#fig3){ref-type="fig"}, [4](#fig4){ref-type="fig"}, [5](#fig5){ref-type="fig"}, [Figure 5---figure supplement 1](#fig5s1){ref-type="fig"}, [Figure 6](#fig6){ref-type="fig"}, [Figure 6---figure supplements 1](#fig6s1){ref-type="fig"}, [2](#fig6s2){ref-type="fig"}, [3](#fig6s3){ref-type="fig"}, [Figure 8](#fig8){ref-type="fig"} and [Figure 8---figure supplement 1](#fig8s1){ref-type="fig"})

           Monkey F (26079 trials)   Monkey C (37161 trials)   Monkey A (21089 trials)                                                             
  -------- ------------------------- ------------------------- ------------------------- ------ ------- ------ ------ ------ ------- ------ ------ ------
  *a*      1.67                      0.16                      1.43                      0.12   1.77    0.09   1.53   0.13   1.33    0.13   1.36   0.09
  *k*      10.22                     1.87                      9.91                      2.11   6.58    0.51   5.08   0.92   4.04    0.33   3.45   0.46
  *t~1~*   0.31                      0.03                      0.29                      0.03   0.35    0.04   0.33   0.05   0.29    0.04   0.27   0.04
  *t~0~*   0.28                      0.04                      0.31                      0.05   0.33    0.04   0.31   0.03   0.21    0.08   0.26   0.04
  *z*      0.60                      0.03                      0.57                      0.04   0.62    0.03   0.40   0.04   0.57    0.06   0.39   0.04
  *me*     −0.06                     0.04                      0.08                      0.05   −0.14   0.04   0.21   0.06   −0.22   0.05   0.27   0.09

The DDM fits provided a parsimonious account of both the choice and RT data. Consistent with the results from the logistic analyses, the HDDM analyses showed that the monkeys made systematic improvements in psychometric sensitivity (*H~0~*: partial Spearman's *ρ* of sensitivity versus session index after accounting for session-specific reward ratios = 0, p\<0.01 in all cases except p=0.06 for LR-Left for monkey A). Moreover, there was a negative correlation between psychometric sensitivity and choice bias (*H~0~*: partial Spearman's *ρ* of sensitivity versus total bias after accounting for session-specific reward ratios = 0, p\<0.001 in all cases). These fits ascribed the choice biases to changes in both the momentary evidence (*me*) and the decision rule (*z*) of the decision process, as opposed to either parameter alone ([Table 2](#table2){ref-type="table"}). These fits also indicated context-dependent differences in non-decision times, which were smaller for all large-reward choices for all three monkeys except in the LR-Right context for monkeys C and A (*t-*test, p\<0.05). However, the differences in non-decision times were relatively small across reward contexts, suggesting that the observed reward biases were driven primarily by effects on decision-related processes.

10.7554/eLife.36018.014

###### The difference in deviance information criterion (ΔDIC) between the full model (i.e., the model that includes both *me* and *z*) and either reduced model (*me-*only or *z-*only), for experimental data and data simulated using each reduced model.

Negative/positive values favor the full/reduced model. Note that the ΔDIC values for the experimental data were all strongly negative, favoring the full model. In contrast, the ΔDIC values for the simulated data were all positive, implying that this procedure did not simply prefer the more complex model.

10.7554/eLife.36018.015Table 2---source data 1.DIC for model fitting to the monkeys' data and to the simulated data.

             Experimental data   Simu: *me* model   Simu: *z* model                             
  ---------- ------------------- ------------------ ----------------- ----- ------ ------ ----- ------
  Monkey F   −124.6              2.3                −2560.4           5.2   3.1    9.8    0.2   11.8
  Monkey C   −1700.4             2.1                −6937.9           1.3   17.5   11.3   1.8   1.3
  Monkey A   −793.6              3.4                −2225.7           4.0   25.4   9.0    1.2   3.4

The monkeys' bias adjustments were adaptive with respect to optimal reward-rate functions {#s2-2}
-----------------------------------------------------------------------------------------

To try to identify common principles that governed these monkey- and context-dependent decision biases, we analyzed behavior with respect to optimal benchmarks based on certain reward-rate functions. We focused on reward per unit time (RR) and per trial (RTrial), which for this task are optimized in a DDM framework by adjusting momentary-evidence (*me*) and decision-rule (*z*) biases, such that both favor the large-reward choice. However, the magnitudes of these optimal adjustments depend on other task parameters (*a, k*, *t~0~,* and *t~1~*, non-bias parameters from the DDM, plus the ratio of the two reward sizes and inter-trial intervals) that can vary from session to session. Thus, to determine the optimal adjustments, we performed DDM simulations with the fitted HDDM parameters from each session, using different combinations of *me* and *z* values ([Figure 4A](#fig4){ref-type="fig"}). As reported previously ([@bib6]; [@bib66]), when the large reward was paired with the leftward choice, the optimal strategy used *z* \< 0.5 and *me* \< 0 ([Figure 4B](#fig4){ref-type="fig"}, top panels, purple and orange circles for RR and RTrial, respectively). Conversely, when the larger reward was paired with the rightward choice, the optimal strategy used *z* \> 0.5 and *me* \> 0 ([Figure 4B](#fig4){ref-type="fig"}, bottom panels).

![Actual versus optimal adjustments of momentary-evidence (*me*) and decision-rule (*z*) biases.\
(**A**) Schematic of the comparison procedure. Choice and RT data from the two reward contexts in a given session were fitted separately using the HDDM. These context- and session-specific best-fitting *me* and *z* values are plotted as the monkey's data (black circles in B and C). Optimal values were determined by fixing parameters *a*, *k*, and non-decision times at best-fitting values from the HDDM and searching in the *me*/*z* grid space for combinations of *me* and *z* that produced maximal reward function values. For each *me* and *z* combination, the predicted probability of left/right choice and RTs were used with the actual task information (inter-trial interval, error timeout, and reward sizes) to calculate the expected reward rate (RR) and average reward per trial (RTrial). Optimal *me/z* adjustments were then identified to maximize RR (purple) or RTrial (orange). (**B**) Scatterplots of the monkeys' *me/z* adjustments (black), predicted optimal adjustments for maximal RR (purple), and predicted optimal adjustments for maximal RTrial (orange), for the two reward contexts in all sessions (each data point was from a single session). Values of *me* \> 0 or *z* \> 0.5 produce biases favoring rightward choices. (**C**) Scatterplots of the differences in *me* (abscissa) and *z* (ordinate) between the two reward contexts for monkeys (black), for maximizing RR (purple), and for maximizing RTrial (orange). Positive Δme and Δz values produce biases favoring large-reward choices.\
10.7554/eLife.36018.019Figure 4---source data 1.RTrial and RR function for each session and reward context.The same data are used for [Figure 5](#fig5){ref-type="fig"}, [Figure 5---figure supplement 1](#fig5s1){ref-type="fig"}, [Figure 6](#fig6){ref-type="fig"}, [Figure 6---figure supplement 1](#fig6s1){ref-type="fig"}, [Figure 7](#fig7){ref-type="fig"}, [Figure 7---figure supplement 1](#fig7s1){ref-type="fig"}, [Figure 8](#fig8){ref-type="fig"} and [Figure 8---figure supplement 1](#fig8s1){ref-type="fig"}](elife-36018-fig4){#fig4}

The monkeys' adjustments of momentary-evidence (*me*) and decision-rule (*z*) biases showed both differences and similarities with respect to these optimal predictions ([Figure 4B](#fig4){ref-type="fig"}, black circles; similar results were obtained using fits from a model with collapsing bounds, [Figure 4---figure supplement 1](#fig4s1){ref-type="fig"}). In the next section, we consider the differences, in particular the apparent use of shifts in *me* in the adaptive direction (i.e., favoring the large-reward choice) but of a magnitude that was larger than predicted, along with shifts in *z* that tended to be in the non-adaptive direction (i.e., favoring the small-reward choice). Here we focus on the similarities and show that the monkeys' decision biases were adaptive with respect to the reward-rate function in four ways (RTrial provided slightly better predictions of the data and thus are presented in the main figures; results based on RR are presented in the Supplementary Figures).

First, the best-fitting *me* and *z* values from each monkey corresponded to near-maximal reward rates ([Figure 5A](#fig5){ref-type="fig"}). We compared the optimal values of reward per trial (RTrial~max~) to the values predicted from the monkeys' best-fitting *me* and *z* adjustments (RTrial~predict~). Both RTrial~predict~ and RTrial~max~ depended on the same non-bias parameters in the HDDM fits that were determined per session (*a, k*, *t~0~,* and *t~1~*) and thus are directly comparable. Their ratios tended to be nearly, but slightly less than, one (mean ratio: 0.977, 0.984, and 0.983 for monkeys F, C, and A, respectively) and remained relatively constant across sessions (*H~0~*: slopes of linear regressions of these ratios versus session number = 0, p\>0.05 for all three monkeys). Similar results were also obtained using the monkeys' realized rewards, which closely matched RTrial~predict~ (mean ratio: 0.963, 0.980, and 0.974; across-session Spearman's *ρ* = 0.976, 0.995, and 0.961, for monkeys F, C, and A, respectively, p\<0.0001 in all three cases). These results reflected the shallow plateau in the RTrial function near its peak ([Figure 5B](#fig5){ref-type="fig"}), such that the monkeys' actual adjustments of *me* and *z* were within the contours for 97% RTrial~max~ in most sessions ([Figure 5C](#fig5){ref-type="fig"}; see [Figure 5---figure supplement 1](#fig5s1){ref-type="fig"} for results using RR). Thus, the monkeys' overall choice biases were consistent with strategies that lead to nearly optimal reward outcomes.

![Predicted versus optimal reward per trial (RTrial).\
(**A**) Scatterplots of RTrial~predict~:RTrial~max~ ratio as a function of session index. Each session was represented by two ratios, one for each reward context. (**B**) 97% RTrial~max~ contours for all sessions, computed using the best-fitting HDDM parameters and experienced coherences and reward ratios from each session. Light grey: LR-Left blocks; Dark grey: LR-Right blocks. (**C**) The monkeys' adjustments (blue: LR-Left blocks, red: LR-Right blocks) were largely within the 97% RTrial~max~ contours for all sessions and tended to cluster in the *me* over-biased, *z* under-biased quadrants (except Monkey F in the LR-Right blocks). The contours and monkeys' adjustments are centered at the optimal adjustments for each session.](elife-36018-fig5){#fig5}

Second, the across-session variability of each monkey's decision biases was predicted by idiosyncratic features of the reward functions. The reward functions were, on average, different for the two reward contexts and each of the three monkeys ([Figure 6A](#fig6){ref-type="fig"}). These differences included the size of the near-maximal plateau (red patch), which determined the level of tolerance in RTrial for deviations from optimal adjustments in *me* and *z*. This tolerance corresponded to the session-by-session variability in each monkey's *me* and *z* adjustments ([Figure 6B](#fig6){ref-type="fig"}). In general, monkey F had the smallest plateaus and tended to use the narrowest range of *me* and *z* adjustments across sessions. In contrast, monkey A had the largest plateaus and tended to use the widest range of *me* and *z* adjustments (Pearson's *ρ* between the size of the 97% RTrial contour, in pixels, and the sum of the across-session variances in each monkeys' *me* and *z a*djustments = 0.83, p=0.041). Analyses using the RR function produced qualitatively similar results ([Figure 6---figure supplement 1](#fig6s1){ref-type="fig"}).

![Relationships between adjustments of momentary-evidence (*me*) and decision-rule (**z**) biases and RTrial function properties.\
(**A**) Mean RTrial as a function of *me* and *z* adjustments for the LR-Left (top) and LR-Right (bottom) blocks. Hotter colors represent larger RTrial values (see legend to the right). RTrial was normalized to RTrial~max~ for each session and then averaged across sessions. (**B**) Scatterplot of the total variance in *me* and *z* adjustments across sessions (ordinate) and the area of \>97% max of the average RTrial patch (abscissa). Variance and patch areas were measured separately for the two reward blocks (circles for LR-Left blocks, squares for LR-Right blocks). (**C, D**) The monkeys' session- and context-specific values of *me* (**C**) and *z* (**D**) co-varied with the orientation of the \>97% heatmap patch (same as the contours in [Figure 5B](#fig5){ref-type="fig"}). Orientation is measured as the angle of the tilt from vertical. Circles: data from LR-Left block; squares: data from LR-Right block; lines: significant correlation between *me* (or *z*) and patch orientations across monkeys (p\<0.05). Colors indicate different monkeys (see legend in B). E, Scatterplots of conditionally optimal versus fitted Δ*me* (top row) and Δ*z* (bottom row). For each reward context, the conditionally optimal *me (z)* value was identified given the monkey's best-fitting z (*me*) values. The conditionally optimal Δ*me (*Δ*z)* was the difference between the two conditional optimal *me (z)* values for the two reward contexts. Grey lines indicate the range of conditional Δ*me* (Δ*z*) values corresponding to the 97% maximal RTrial given the monkeys' fitted z (*me*) values.](elife-36018-fig6){#fig6}

Third, the session-by-session adjustments in both *me* and *z* corresponded to particular features of each monkey's context-specific reward function. The shape of this function, including the orientation of the plateau with respect to *z* and *me*, depended on the monkey's perceptual sensitivity and the reward ratio for the given session. The monkeys' *me* and *z* adjustments varied systematically with this orientation ([Figure 6C and D](#fig6){ref-type="fig"} for RTrial, [Figure 6---figure supplement 1C and D](#fig6s1){ref-type="fig"} for RR). This result was not an artifact of the fitting procedure, which was able to recover appropriate, simulated bias parameter values regardless of the values of non-bias parameters that determine the shape of the reward function ([Figure 6---figure supplement 2](#fig6s2){ref-type="fig"}).

Fourth, the monkeys' *me* and *z* adjustments were correlated with the values that would maximize RTrial, given the value of the other parameter for the given session and reward context ([Figure 6E](#fig6){ref-type="fig"} for RTrial, [Figure 6---figure supplement 1E](#fig6s1){ref-type="fig"} for RR). These correlations were substantially weakened by shuffling the session-by-session reward functions ([Figure 6---figure supplement 3](#fig6s3){ref-type="fig"}). Together, these results suggest that all three monkeys used biases that were adaptively calibrated with respect to the reward information and perceptual sensitivity of each session.

The monkeys' adaptive adjustments were consistent with a satisficing, gradient-based learning process {#s2-3}
-----------------------------------------------------------------------------------------------------

Thus far, we showed that all three monkeys adjusted their decision strategies in a manner that matched many features of the optimal predictions based on their idiosyncratic, context-specific reward-rate functions. However, their biases did not match the optimal predictions exactly. Specifically, all three monkeys used shifts in *me* favoring the large-reward choice (adaptive direction) but of a magnitude that was larger than predicted, along with shifts in *z* favoring the small-reward choice (non-adaptive direction). We next show that these shifts can be explained by a model in which the monkeys are initially over-biased, then adjust their model parameters to increase reward and stop learning when the reward is high enough, but not at its maximum possible value.

The intuition for this gradient-based satisficing model is shown in [Figure 7](#fig7){ref-type="fig"}. The lines on the RTrial heatmap represent the trajectories of a gradient-tracking procedure that adjusts *me* and *z* values to increase RTrial until a termination point (for illustration, here we used 97% of the maximum possible value). For example, consider adjusting *me* and *z* by following all of the magenta gradient lines until their end-points. The lines are color-coded by *me/z* being adaptive vs. non-adaptive, regardless of their relative magnitudes to the optimal values. In other words, as long as the initial *me* and *z* values fall within the area covered by the magenta lines, the positive gradient-tracking procedure would lead to a good-enough solution with adaptive *me* and non-adaptive *z* values similar to what we found in the monkeys' data. [Figure 7](#fig7){ref-type="fig"} also illustrates why assumptions about the starting point of this adaptive process are important: randomly selected starting points would result in learned *me* and *z* values distributed around the peak of the reward function, whereas the data (e.g., [Figure 5C](#fig5){ref-type="fig"}) show distinct clustering that implies particular patterns of starting points.

![Relationships between starting and ending values of the satisficing, reward function gradient-based updating process.\
Example gradient lines of the average RTrial maps for the three monkeys are color coded based on the end point of gradient-based *me* and *z* adjustments in the following ways: (1) *me* biases to large reward whereas *z* biases to small reward (magenta); (2) *z* biases to large reward whereas *me* biases to small reward (blue); (3) *me* and *z* both bias to large reward (green), and (4) *me* and *z* both bias to small reward (yellow). The gradient lines ended on the 97% RTrial~max~ contours. Top row: LR-Left block; bottom row: LR-Right block.](elife-36018-fig7){#fig7}

We simulated this process using: (1) different starting points; (2) gradients defined by the reward function derived separately for each reward context, session, and monkey; and (3) a termination rule corresponding to achieving each monkey's average reward in that session (RTrial~predict~) estimated from the corresponding best-fitting model parameters and task conditions. This process is illustrated for LR-Left blocks in an example session from monkey C ([Figure 8A](#fig8){ref-type="fig"}). We estimated the unbiased *me* and *z* values as the midpoints between their values for LR-Left and LR-Right blocks (square). At this point, the RTrial gradient is larger along the *me* dimension than the *z* dimension, reflecting the tilt of the reward function. We set the initial point at baseline *z* and a very negative value of *me* (90% of the highest coherence used in the session; overshoot in the adaptive direction) and referred to this setting as the 'over-*me*' model. The *me* and *z* values were then updated according to the RTrial gradient (see cartoon insert in [Figure 8A](#fig8){ref-type="fig"}), until the monkey's RTrial~predict~ or better was achieved (magenta trace and circle). The endpoint of this updating process was very close to monkey C's actual adjustment (gray circle). For comparison, three alternative models are illustrated. The 'over-*z*' model assumes updating from the baseline *me* and over-adjusted *z* values (blue, initial *z* set as 0.1 for the LR-Left context and 0.9 for the LR-Right context). The 'over-both' model assumes updating from the over-adjusted *me* and *z* values (green). The 'neutral' model assumes the same updating process but from the baseline *me* and baseline *z* (black). The endpoints from these alternative models deviated considerably from the monkey's actual adjustment.

![The satisficing reward function gradient-based model.\
(**A**) Illustration of the procedure for predicting a monkey's *me* and *z* values for a given RTrial function. For better visibility, RTrial for the LR-Left reward context in an example session is shown as a heatmap in greyscale. Gradient lines are shown as black lines. The square indicates the unbiased *me* and *z* combination (average values across the two reward contexts). The four trajectories represent gradient-based searches based on four alternative assumptions of initial values (see table on the right). All four searches stopped when the reward exceeded the average reward the monkey received in that session (RTrial~predict~), estimated from the corresponding best-fitting model parameters and task conditions. Open circles indicate the end values. Grey filled circle indicates the monkey's actual *me* and z. Note that the end points differ among the four assumptions, with the magenta circle being the closest to the monkey's fitted *me* and *z* of that session. (**B**) Scatterplots of the predicted and actual Δ*me* and Δz between reward contexts. Grey circles here are the same as the black circles in [Figure 4C](#fig4){ref-type="fig"}. Colors indicate model identity, as in (**A**). (**C**) Average regression coefficients between each monkey's Δ*me* (left four bars) and Δ*z* (right four bars) values and predicted values for each of the four models. Filled bars: *t-*test, p\<0.05. (**D**) Covariation of *me* (top) and *z* (bottom) with the orientation of the \>97% maximal RTrial heatmap patch for monkeys and predictions of the four models. Blue: data from LR-Left blocks, red: data from LR-Right blocks. Data in the 'Monkey' column are the same as in [Figure 6C and D](#fig6){ref-type="fig"}. Note that predictions of the 'over-*me*' model best matched the monkey data than the other models.](elife-36018-fig8){#fig8}

The 'over-*me*' model produced better predictions than the other three alternative models for all three monkeys. Of the four models, only the 'over-*me*' model captured the monkeys' tendency to bias *me* toward the large-reward choice (positive Δ*me*) and bias *z* toward the small-reward choice (negative Δ*z*; [Figure 8B](#fig8){ref-type="fig"}). In contrast, the 'over-*z*' model predicted small adjustments in *me* and large adjustments in *z* favoring the large-reward choice; the 'over-both' model predicted relatively large, symmetric *me* and z adjustments favoring the large-reward choice; and the 'neutral' model predicted relatively small, symmetric adjustments in both *me* and *z* favoring the large-reward choice. Accordingly, for each monkey, the predicted and actual values of both Δ*me* and Δ*z* were most strongly positively correlated for predictions from the 'over-*me*' model compared to the other models ([Figure 8C](#fig8){ref-type="fig"}). The 'over-*me'* model was also the only one of the models we tested that recapitulated the measured relationships between both *me*- and *z*-dependent biases and session-by-session changes in the orientation of the RTrial function ([Figure 8D](#fig8){ref-type="fig"}). Similar results were observed using RR function ([Figure 7---figure supplement 1](#fig7s1){ref-type="fig"} and [Figure 8---figure supplement 1](#fig8s1){ref-type="fig"}). We also examined whether the shape of the reward surface alone can explain the monkeys\' bias patterns. We repeated the simulations using randomized starting points, with or without additional noise in each updating step. These simulations could not reproduce the monkeys\' bias patterns (data not shown), suggesting that using 'over-*me*' starting points is critical for accounting for the monkeys\' suboptimal behavior.

Discussion {#s3}
==========

We analyzed the behavior of three monkeys performing a decision task that encouraged the use of both uncertain visual motion evidence and the reward context. All three monkeys made choices that were sensitive to the strength of the sensory evidence and were biased toward the larger-reward choice, which is roughly consistent with results from previous studies of humans and monkeys performing similar tasks ([@bib43]; [@bib79]; [@bib10]; [@bib40]; [@bib63]; [@bib17]; [@bib66]; [@bib49]; [@bib74]; [@bib76]; [@bib19]; [@bib39]; [@bib46]; [@bib82]; [@bib84]). However, we also found that these adjustments differed considerably in detail for the three monkeys, in terms of overall magnitude, dependence on perceptual sensitivity and offered rewards, and relationship to RTs. We quantified these effects with a logistic analysis and a commonly used model of decision-making, the drift-diffusion model (DDM), which allowed us to compare the underlying decision-related computations to hypothetical benchmarks that would maximize reward. We found that all three monkeys made reward context-dependent adjustments with two basic components: (1) an over-adjustment of the momentary evidence provided by the sensory stimulus (*me*) in favor of the large-reward option; and (2) an adjustment to the decision rule that governs the total evidence needed for each choice (*z*), but in the opposite direction (i.e., towards the small-reward option). Similar to some earlier reports of human and monkey performance on somewhat similar tasks, our monkeys did not optimize reward rate ([@bib71][@bib72]; [@bib76]). Instead, their adjustments tended to provide nearly, but not exactly, maximal reward intake. We proposed a common heuristic strategy based on the monkeys' individual reward functions to account for the idiosyncratic adjustments across monkeys and across sessions within the same monkey.

Considerations for assessing optimality and rationality {#s3-1}
-------------------------------------------------------

Assessing decision optimality requires a model of the underlying computations. In this study, we chose the DDM for several reasons. First, it provided a parsimonious account of both the choice and RT data ([@bib52]; [@bib56]). Second, as discussed in more detail below, the DDM and related accumulate-to-bound models have provided useful guidance for identifying neural substrates of the decision process ([@bib60]; [@bib11]; [@bib12]; [@bib31]; [@bib58]; [@bib61]; [@bib46]; [@bib74]; [@bib18]). Third, these models are closely linked to normative theory, including under certain assumptions matching the statistical procedure known as the sequential probability ratio test that can optimally balance the speed and accuracy of uncertain decisions ([@bib3]; [@bib80]; [@bib81]; [@bib16]). These normative links were central to our ability to use the DDM to relate the monkeys' behavior to different forms of reward optimization. The particular form of DDM that we used produced reasonably good, but not perfect, fits to the monkeys' data. These results support the utility of the DDM framework but also underscore the fact that we do not yet know the true model, which could impact our optimality assessment.

Assessing optimality also requires an appropriate definition of the optimization goal. In our study, we focused primarily on the goal of maximizing reward rate (per trial or per unit of time). Based on this definition, the monkeys showed suboptimal reward-context-dependent adjustments. It is possible that the monkeys' were optimizing for a different goal, such as accuracy or a competition between reward and accuracy ('COBRA,' [@bib43]). However, the monkeys' behavior was not consistent with optimizing for these goals, either. Specifically, none of these goals would predict optimal *z* adjustment that favors the small reward choice: accuracy maximization would require unbiased decisions (*me* = 0 and *z* = 0.5), whereas COBRA would require *z* values with smaller magnitude (between 0.5 and those predicted for reward maximization alone), but still in the adaptive direction. Therefore, the monkeys' strategies were not consistent with simply maximizing commonly considered reward functions.

Deviations from optimal behavior are often ascribed to a lack of effort or poor learning. However, these explanations seem unlikely to be primary sources of suboptimality in our study. For example, lapse rates, representing the overall ability to attend to and perform the task, were consistently near zero for all three monkeys. Moreover, the monkeys' reward outcomes (RTrial or RR with respect to optimal values) did not change systematically with experience but instead stayed close to the optimal values. These results imply that the monkeys understood the task demands and performed consistently well over the course of our study. Suboptimal performance has also been observed in human subjects, even with explicit instructions about the optimality criteria ([@bib71]; [@bib72]), suggesting that additional factors need to be considered to understand apparent suboptimality in general forms of decision-making. In our study, the monkeys made adjustments that were adapted to changes in their idiosyncratic, context-dependent reward functions, which reflected session-specific reward ratios and motion coherences and the monkeys' daily variations of perceptual sensitivity and speed-accuracy trade-offs ([Figure 6](#fig6){ref-type="fig"}, [Figure 6---figure supplement 1](#fig6s1){ref-type="fig"}). Based on these observations, we reasoned that the seemingly sub-optimal behaviors may instead reflect a common, adaptive, rational strategy that aimed to attain good-enough (satisficing) outcomes.

The gradient-based, satisficing model we proposed was based on the considerations discussed below to account for our results. We do not yet know how well this model generalizes to other tasks and conditions, but it exemplifies an additional set of general principles for assessing the rationality of decision-making behavior: goals that are not necessarily optimal but good enough, potential heuristic strategies based on the properties of the utility function, and flexible adaptation to changes in the external and internal conditions.

Assumptions and experimental predictions of the proposed learning strategy {#s3-2}
--------------------------------------------------------------------------

In general, finding rational solutions through trial-and-error or stepwise updates requires a sufficient gradient in the utility function to drive learning ([@bib75]). Our proposed scheme couples a standard gradient-following algorithm with principles that have been used to explain and facilitate decisions with high uncertainties, time pressures, and/or complexity to achieve a satisficing solution ([@bib68]; [@bib86]; [@bib22]; [@bib50]; [@bib29]; [@bib62]; [@bib28]; [@bib73]; [@bib23]; [@bib51]). This scheme complements but differs from a previously proposed satisficing strategy to account for human subjects' suboptimal calibration of the speed-accuracy trade-off via adjustments of the decision bounds of a DDM that favor robust solutions given uncertainties about the inter-trial interval ([@bib87]). In contrast, our proposed strategy focuses on reward-biased behaviors for a given speed-accuracy tradeoff and operates on reward per trial, which is, by definition, independent of inter-trial-interval.

Our scheme was based on four key assumptions, as follows. Our first key assumption was that the starting point for gradient following was not the unbiased state (i.e., *me* = 0 and *z* = 0.5) but an over-biased state. Notably, in many cases the monkeys could have performed as well or better than they did, in terms of optimizing reward rate, by making unbiased decisions. The fact that none did so prompted our assumption that their session-by-session adjustments tended to reduce, not inflate, biases. Specifically, we assumed that the initial experience of the asymmetric reward prompted an over-reaction to bias choices towards the large-reward alternative. In general, such an initial over-reaction is not uncommon, as other studies have shown excessive, initial biases that are reduced or eliminated with training ([@bib24]; [@bib33]; [@bib48]). The over-reaction is also rational because the penalty is larger for an under-reaction than for an over-reaction. For example, in the average RTrial heatmaps for our task ([Figure 6A](#fig6){ref-type="fig"}), the gradient dropped faster in the under-biased side than in the over-biased side. This pattern is generally true for tasks with sigmoid-like psychometric functions (for example, the curves in [Figure 2---figure supplement 1](#fig2s1){ref-type="fig"}). Our model further suggests that the nature of this initial reaction, which may be driven by individually tuned features of the reward function that can remain largely consistent even for equal-reward tasks ([Figure 8---figure supplement 2](#fig8s2){ref-type="fig"}) and then constrain the end-points of a gradient-based adjustment process ([Figure 8](#fig8){ref-type="fig"}), may help account for the extensive individual variability in biases that has been reported for reward-biased perceptual tasks ([@bib79]; [@bib74]; [@bib39]; [@bib8]).

The specific form of initial over-reaction in our model, which was based on the gradient asymmetry of the reward function, makes testable predictions. Specifically, our data were most consistent with an initial bias in momentary evidence (*me*), which caused the biggest change in the reward function. However, this gradient asymmetry can change dramatically under different conditions. For example, changes in the subject's cautiousness (i.e., the total bound height parameter, *a*) and perceptual sensitivity (*k*) would result in a steeper gradient in the other dimension (the decision rule, or *z*) of the reward function ([Figure 8---figure supplement 3](#fig8s3){ref-type="fig"}). Our model predicts that such a subject would be more prone to an initial bias along that dimension. This prediction can be tested by using speed-accuracy instructions to affect the bound height and different stimulus parameters to change perceptual sensitivity ([@bib52]; [@bib20]).

Our second key assumption was that from this initial, over-biased state, the monkeys made adjustments to both the momentary evidence (*me*) and decision rule (*z*) that generally followed the gradient of the reward function. The proposed step-wise adjustments occurred too quickly to be evident in behavior; for example the estimated biases were similar for the early and late halves in a block (data not shown). Instead, our primary support for this scheme was that the steady-state biases measured in each session were tightly coupled to the shape of the reward function for that session. It would be interesting to design tasks that might allow for more direct measurements of the updating process itself, for example, by manipulating both the initial biases and relevant reward gradient that might promote a longer adjustment process.

Our third key assumption was that the shallowness of the utility of the function around the peak supported satisficing solutions. Specifically, gradient-based adjustments, particularly those that use rapid updates based on implicit knowledge of the utility function, may be sensitive only to relatively large gradients. For our task, the gradients were much smaller around the peak, implying that there were large ranges of parameter values that provided such similar outcomes that further adjustments were not used. In principle, it is possible to change the task conditions to test if and how subjects might optimize with respect to steeper functions around the peak. For example, for RTrial, the most effective way to increase the gradient magnitude near the peak (i.e., reducing the area of the dark red patch) is to increase sensory sensitivity (*k*) or cautiousness (*a*; i.e., emphasizing accuracy over speed; [Figure 8---figure supplement 2](#fig8s2){ref-type="fig"}). For RR, the gradient can also be enhanced by increasing the time-out penalty. Despite some practical concerns about these manipulations (e.g., increasing time-out penalties can decrease motivation), it would be interesting to study their effects on performance in more detail to understand the conditions under which satisficing or 'good enough' strategies are used ([@bib67]; [@bib69]).

Our fourth key assumption was that the monkeys terminated adjustments as soon as they reached a good-enough reward outcome. This termination rule produced end points that approximated the monkeys' behavior reasonably well. Other termination rules are likely to produce similar end points. For example, the learning rate for synaptic weights might decrease as the presynaptic and postsynaptic activities become less variable ([@bib1]; [@bib35]). In this scheme, learning gradually slows down as the monkey approaches the plateau on the reward surface, which might account for our results.

The satisficing reward gradient-based scheme we propose may further inform appropriate task designs for future studies. For example, our scheme implies that the shape of the reward function near the peak, particularly the steepness of the gradient, can have a strong impact on how closely a subject comes to the optimal solution for a given set of conditions. Thus, task manipulations that affect the shape of the reward-function peak could, in principle, be used to control whether a study focuses on more- or less-optimal behaviors ([Figure 8---figure supplement 4](#fig8s4){ref-type="fig"}). For example, increasing perceptual sensitivity (e.g., via training) and/or decisions that emphasize accuracy over speed (e.g., via instructions) tends to sharpen the peak of the reward function. According to our scheme, this sharpening should promote increasingly optimal decision-making, above and beyond the performance gains associated with increasing accuracy, because the gradient can be followed closer to the peak of the reward function. The shape of the peak is also affected by the reward ratio, such that higher ratios lead to larger plateaus, i.e. shallower gradient, near the peak. This relationship leads to the idea that, all else being equal, a smaller reward ratio may be more suitable for investigating principles of near-optimal behavior, whereas a larger reward ratio may be more suitable for investigating the source and principles of sub-optimal behaviors.

Possible neural mechanisms {#s3-3}
--------------------------

The DDM framework has been used effectively to identify and interpret neural substrates of key computational components of the decision process for symmetric-reward versions of the motion-discrimination task. Our study benefitted from an RT task design that provided a richer set of constraints for inferring characteristics of the underlying decision process than choice data alone ([@bib17]; [@bib49]; [@bib76]). The monkeys' strategy further provides valuable anchors for future studies of the neural mechanisms underlying decisions that are biased by reward asymmetry, stimulus probability asymmetry, and other task contexts.

For neural correlates of bias terms in the DDM, it is commonly hypothesized that *me* adjustments may be implemented as modulation of MT output and/or synaptic weights for the connections between different MT subpopulations and decision areas ([@bib8]). In contrast, *z* adjustments may be implemented as context-dependent baseline changes in neural representations of the decision variable and/or context-dependent changes in the rule that determines the final choice ([@bib42]; [@bib53]; [@bib41]; [@bib83]). The manifestation of these adjustments in neural activity that encodes a decision variable may thus differ in its temporal characteristics: a *me* adjustment is assumed to modulate the rate of change in neural activity, whereas a *z* adjustment does not. However, such a theoretical difference can be challenging to observe, because of the stochasticity in spike generation and, given such stochasticity, practical difficulties in obtaining sufficient data with long decision deliberation times. By adjusting *me* and *z* in opposite directions, our monkeys' strategies may allow a simpler test to disambiguate neural correlates of *me* and *z*. Specifically, a neuron or neuronal population that encodes *me* may show reward modulation congruent with its choice preference, whereas a neuron or neuronal population that encodes *z* may show reward modulation opposite to its choice preference ([Figure 4---figure supplement 2](#fig4s2){ref-type="fig"}). These predictions further suggest that, although it is important to understand if and how human or animal subjects can perform a certain task optimally, for certain systems-level questions, there may be benefits to tailoring task designs to promote sub-optimal strategies in otherwise well-trained subjects.

Materials and methods {#s4}
=====================

Subjects {#s4-1}
--------

We used three rhesus macaques (*Macaca mulatta*), two male and one female, to study behavior on an asymmetric-reward response-time random-dot motion discrimination task ([Figure 1B](#fig1){ref-type="fig"}, see below). Prior to this study, monkeys F and C had been trained extensively on the equal-reward RT version of the task ([@bib11]; [@bib13]; [@bib12]). Monkey A had been trained extensively on non-RT dots tasks ([@bib9]; [@bib4]), followed by \>130 sessions of training on the equal-reward RT dots task. All training and experimental procedures were in accordance with the National Institutes of Health Guide for the Care and Use of Laboratory Animals and were approved by the University of Pennsylvania Institutional Animal Care and Use Committee (\#804726).

Behavioral task {#s4-2}
---------------

Our task ([Figure 1B](#fig1){ref-type="fig"}) was based on the widely used random-dot motion discrimination task that typically has symmetric rewards ([@bib60]; [@bib11]). Briefly, a trial started with presentation of a fixation point at the center of a computer screen in front of a monkey. Two choice targets appeared 0.5 s after the monkey acquired fixation. After a delay, the fixation point was dimmed and a random-dot kinematogram (speed: 6 °/s) was shown in a 5° aperture centered on the fixation point. For monkeys F and C, the delay duration was drawn from a truncated exponential distribution with mean = 0.7 s, max = 2.5 s, min = 0.4 s. For monkey A, the delay was set as 0.75 s. The monkey was required to report the perceived global motion direction by making a saccade to the corresponding choice target at a self-determined time (a 50 ms minimum latency was imposed to discourage fast guesses). The stimulus was immediately turned off when the monkeys' gaze left the fixation window (4°, 4°, and 3° square windows for monkey F, C, and A, respectively). Correct choices (i.e., saccades to the target congruent with actual motion direction) were rewarded with juice. Error choices were not rewarded and instead penalized with a timeout before the next trial began (timeout duration: 3 s, 0.5--2 s, and 2.5 s, for monkeys F, C, and A, respectively).

On each trial, the motion direction was randomly selected toward one of the choice targets along the horizontal axis. The motion strength of the kinematogram was controlled as the fraction of dots moving coherently to one direction (coherence). On each trial, coherence was randomly selected from 0.032, 0.064, 0.128, 0.256, and 0.512 for monkeys F and C, and from 0.128, 0.256, 0.512, and 0.75 for monkey A. In a subset of sessions, coherence levels of 0.064, 0.09, 0.35, and/or 0.6 were also used for monkey A.

We imposed two types of reward context on the basic task. For the 'LR-Left' reward context, correct leftward saccades were rewarded with a larger amount of juice than correct rightward saccades. For the 'LR-Right' reward context, correct leftward saccades were rewarded with a smaller amount of juice than correct rightward saccades. The large:small reward ratio was on average 1.34, 1.91, and 2.45 for monkeys F, C, and A, respectively. Reward context was alternated between blocks and constant within a block. Block changes were signaled to the monkey with an inter-block interval of 5 s. The reward context for the current block was signaled to the monkey in two ways: 1) in the first trial after a block change, the two choice targets were presented in blue and green colors, for small and large rewards, respectively (this trial was not included for analysis); and 2) only the highest coherence level (near 100% accuracy) was used for the first two trials after a block change to ensure that the monkey physically experienced the difference in reward outcome for the two choices. For the rest of the block, choice targets were presented in the same color and motion directions and coherence levels were randomly interleaved.

We only included sessions in which there are more than 200 trials, more than eight coherences and more than eight trials for each coherence, motion direction and reward context (61, 37, and 43 sessions for monkey F, C, and A, respectively).

Basic characterization of behavioral performance {#s4-3}
------------------------------------------------

Eye position was monitored using a video-based system (ASL) sampled at 240 Hz. RT was measured as the time from stimulus onset to saccade onset, the latter identified offline with respect to velocity (\>40°/s) and acceleration (\>8000°/s^2^). Performance was quantified with psychometric and chronometric functions ([Figure 2](#fig2){ref-type="fig"} and [Figure 3](#fig3){ref-type="fig"}), which describe the relationship of motion strength (signed coherence, *Coh*, which was the proportion of the dots moving in the same direction, positive for rightward motion, negative for leftward motion) with choice and RT, respectively. Psychometric functions were fitted to a logistic function ([Equation 1](#equ1){ref-type="disp-formula"}), in which $\lambda$ is the error rate, or lapse rate, independent of the motion information; 𝞪~0~ and (𝞪~0 ~+ 𝞪~rew~)are the bias terms, which measures the coherence at which the performance was at chance level, in the LR-Right and LR-Left reward contexts, respectively. 𝞫~0~ and (𝞫~0~ + 𝞫~rew~) are the perceptual sensitivities in the LR-Right and LR-Left reward contexts, respectively.$$P_{rightwardchoice} = \lambda + \left( {1 - 2\lambda} \right) \times \frac{1}{e^{- Sensitivity(Coh - Bias)}}$$

Reward-biased drift-diffusion model {#s4-4}
-----------------------------------

To infer the computational strategies employed by the monkeys, we adopted the widely used accumulation-to-bound framework, the drift-diffusion model (DDM; [Figure 1A](#fig1){ref-type="fig"}). In the standard DDM, motion evidence is modeled as a random variable following a Gaussian distribution with a mean linearly proportional to the signed coherence and a fixed variance. The decision variable (DV) is modeled as temporal accumulation (integral) of the evidence, drifting between two decision bounds. Once the DV crosses a bound, evidence accumulation is terminated, the identity of the decision is determined by which bound is crossed, and the decision time is determined by the accumulation time. RT is modeled as the sum of decision time and saccade-specific non-decision times, the latter accounting for the contributions of evidence-independent sensory and motor processes.

To model the observed influences of motion stimulus and reward context on monkeys' choice and RT behavior, we introduced two reward context-dependent terms: *z* specifies the relative bound heights for the two choices and *me* specifies the equivalent momentary evidence that is added to the motion evidence at each accumulating step. Thus, for each reward context, six parameters were used to specify the decision performance: *a:* total bound height; *k*: proportional scaling factor converting evidence to the drift rate; *t~0~* and *t~1~*: non-decision times for leftward and rightward choices, respectively; and *z* and *me.* Similar approaches have been used in studies of human and animal decision making under unequal payoff structure and/or prior probabilities ([@bib79]; [@bib6]; [@bib10]; [@bib74]; [@bib31]; [@bib46]).

To fit the monkeys' data, we implemented hierarchical DDM fitting using an open-source package in Python, which performs Bayesian estimates of DDM parameters based on single-trial RTs ([@bib85]). This method assumes that parameters from individual sessions are samples from a group distribution. The initial prior distribution of a given parameter is determined from previous reports of human perceptual performance and is generally consistent with monkey performance on equal reward motion discrimination tasks ([@bib11]; [@bib44]). The posterior distributions of the session- and group-level parameters are estimated with Markov chain Monte Carlo sampling. The HDDM was fit to each monkey separately.

For each dataset, we performed 5 chains of sampling with a minimum of 10000 total samples (range: 10000 -- 20000; burn-in: 5000 samples) and inspected the trace, autocorrelation and marginal posterior histogram of the group-level parameters to detect signs of poor convergence. To ensure similar level of convergence across models, we computed the Gelman-Rubin statistic (R-hat) and only accepted fits with R-hat \<1.01.

To assess whether reward context modulation of both *z* and *me* was necessary to account for monkeys' behavioral data, we compared fitting performance between the model with both terms ('full') and reduced models with only one term ('z-only' and 'me-only'). Model selection was based on the deviance information criterion (DIC), with a smaller DIC value indicating a preferred model. Because DIC tends to favor more complex models, we bootstrapped the expected ΔDIC values, assuming the reduced models were the ground truth, using trial-matched simulations. For each session, we generated simulated data using the DDM, with single-session parameters fitted by *me*-only or *z*-only HDDM models and with the number of trials for each direction × coherence × reward context combination matched to the monkey's data for that session. These simulated data were then re-fitted by all three models to estimate the predicted ΔDIC, assuming the reduced model as the generative model.

To test an alternative model, we also fitted monkeys' data to a DDM with collapsing bounds([@bib88]). This DDM was constructed as the expected first-stopping-time distribution given a set of parameters, using the PyMC module (version 2.3.6) in Python (version 3.5.2). The three model variants, \'full\', *\'me*-only\' and *\'z*-only\', and their associated parameters were the same as in HDDM, except that the total bound distance decreases with time. The distance between the two choice bounds was set as$$a/\left( 1 + e^{\beta{({t - d})}} \right)$$where $a$ is the initial bound distance, $\beta$ determines the rate of collapsing, and $d$ determines the onset of the collapse. Fitting was performed by computing the maximum *a posteriori* estimates, followed by Markov chain Monte Carlo sampling, of DDM parameters given the experimental RT data.

Sequential analysis {#s4-5}
-------------------

To examine possible sequential choice effects, for each monkey and session we fitted the choice data to three logistic functions. Each function was in the same form as [Equation 1](#equ1){ref-type="disp-formula"} but with one of four possible additional terms describing a sequential effect based on whether the previous trial was correct or not, and whether the previous trial was to the large or small reward target. The sequential effect was assessed via a likelihood-ratio test for *H~0 ~*: the sequential term in [Equation 2](#equ3){ref-type="disp-formula"} = 0, p\<0.05$$P_{rightwardchoice} = \lambda + \left( {1 - 2\lambda} \right) \times \frac{1}{e^{- Sensitivity(Coh - (Bias + Bias_{seq}))}}$$

*Bias~seq~* was determined using indicator variables for the given sequential effect and the reward context (e.g., LR-Right context, previous correct LR choice): *I~seq~* $\times$ *I~rew ~* $\times$ 𝞪~seq~, where

*I~rew~* =±1 for LR-Right/LR Left reward contexts.

*I~seq~* = *I~prevLR-prevCorrect~, I~prevLR-prevError~, I~prevSR-prevCorrect~,* and * I~prevSR-prevError~* for the 4 types of sequential effects (note that there were not enough trials to compute previous error SR choice).

Optimality analysis {#s4-6}
-------------------

To examine the level of optimality of the monkeys' performance, we focused on two reward functions: reward rate (RR, defined as the average reward per second) and reward per trial (RTrial, defined as the average reward per trial) for a given reward context for each session. To estimate the reward functions in relation to *me* and *z* adjustments for a given reward context, we numerically obtained choice and RT values for different combinations of *z* (ranging from 0 to 1) and *me* (ranging from −0.6 to 0.6 coherence unless otherwise specified), given *a, k,* and non-decision time values fitted by the full model. We then calculated RR and RTrial, using trial-matched parameters, including the actual ITI, timeout, and large:small reward ratio. RR~max~ and RTrial~max~ were identified as the maximal values given the sampled *me-z* combinations, using 1000 trials for each coherence ×direction condition. Optimal *me* and *z* adjustments were defined as the *me* and *z* values corresponding to RR~max~ or RTrial~max~. RR~predict~ and RTrial~predict~ were calculated with the fitted *me* and *z* values in the full model.
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United Kingdom

In the interests of transparency, eLife includes the editorial decision letter and accompanying author responses. A lightly edited version of the letter sent to the authors after peer review is shown, indicating the most substantive concerns; minor comments are not usually included.

Thank you for submitting your article \"Ongoing, rational calibration of reward-driven perceptual biases\" for consideration by *eLife*. Your article has been reviewed by three peer reviewers, including Peter Latham as the Reviewing Editor, and the evaluation has been overseen by Richard Ivry as the Senior Editor. The following individual involved in review of your submission has agreed to reveal his identity: Roger Ratcliff (Reviewer \#3).

The reviewers have discussed the reviews with one another and the Reviewing Editor has drafted this decision to help you prepare a revised submission.

Summary:

The authors consider a relatively standard 2AFC task in which monkeys view a random dot kinematogram and have to decide whether the dots are moving to the right or left. To make things slightly more interesting than usual, the rewards are asymmetric: in blocks of 30-50 trials, one saccade directions receives higher reward than the other.

The monkey learned to take the asymmetry into account: the more uncertain they were, the more they favored the direction that had higher reward. However, they were slightly suboptimal: they received about 97% of the reward they could have received if they had used an optimal policy.

To explain the suboptimality, the authors used a \"satisficing\" gradient-based learning rule. Essentially, the monkeys follow the gradient in trial averaged reward rate until they achieve 97% performance, and then stop learning. For such a model, the final values of the parameters depend on initial conditions. The authors found, however, that, under their model, all the animals used the same initial condition; so-called \"over-me\".

Essential revisions:

There were a lot of things we liked about this paper (more on that below). However, all of us had problems with the \"satisficing\" learning rule. We know that\'s an essential feature of the paper, but it seems like a near untenable hypothesis. How, for instance, can the animal know when it reaches 97%? Presumably there\'s nothing special about 97%, but that still leaves the problem: how can the animal know when it\'s near the optimum, and so turn off learning? For the satisficing learning rule to be a viable explanation, these questions need to be answered.

Note that there are reasons to turn down the learning rate; see, for example, Aitchison et al., 2017, and Kirkpatrick et al., PNAS (2016), 106:10296\--10301. But those approaches -- which essentially turn down the learning rate when the synapses become more sure of their true values -- would put a slightly different spin on the paper. In addition, the authors need to try other explanations. For instance, because learning is stochastic, the animal never reaches an optimum. And if the energy surface has a non-quadratic maximum (as it appears the energy surface does in this case), there will be bias. If the bias matches the observed bias, that would be a strong contender for a viable model. It\'s also possible that the model class used by the monkeys does not contain the true model, which could happen if z and me are tied in some way. That seems like an unlikely model, but probably not less likely than a model that turns down the learning rate. It is, at the very least, worth mentioning.

In addition, you should look for sequential effects: does behavior on one trial depend on the outcome of the previous trial? If so, can you link these to changes in me and z? If so, that could shed light on which model, if any, is correct. And it would be a nice addition to the analysis so far, which is primarily steady state.

On the plus side, the paper is short, well-written, and to the point, and the findings are novel and interesting. We\'re highly sympathetic to the idea that animals adopt satisficing solutions as opposed to optimal ones in many settings. We also think the ability to account for idiosyncratic differences in performance of different animals is a very nice result.

\[Editors\' note: further revisions were requested prior to acceptance, as described below.\]

Thank you for resubmitting your work entitled \"Ongoing, rational calibration of reward-driven perceptual biases\" for further consideration at *eLife*. Your revised article has been reviewed by three reviewers, one of whom is a member of our Board of Reviewing Editors, and the evaluation has been overseen by Richard Ivry as the Senior Editor.

The manuscript has been improved but there are some remaining issues that need to be addressed before acceptance, as outlined below:

We see no fundamental obstacles to acceptance. However, there are still some things that are not clear. And in one case it appears that we were not sufficiently clear, so there is still a small amount of work to be done. Following are our suggestions; hopefully they will be crystal clear.

1\) At least two of the reviewers were somewhat confused by the stopping rule. We think we eventually understood things, and the rule is in fact simple: stop learning when the reward reaches a certain (good enough) value. However, this is surprisingly hard to extract. We have a couple of suggestions to fix this:

a\) You say:

\"We next consider if and how a consistent, adaptive process used by all three monkeys could lead to these idiosyncratic and not-quite optimal patterns of adjustments.\"

This is not all that informative -- basically, you\'re saying you have a model, but you\'re not going to tell the reader what it is. Why not say:

\"We show that this can be explained by a model in which the monkeys are initially over-biased, adjust their model parameters to increase reward, but stop learning when the reward is high enough, but not maximum.\"

b\) In Figure 8 legend, you say \"All four searches stopped when the reward exceeded the monkeys\' RTrial~predict~ in that session.\" This is hard to make sense of, for two reasons. First, we had to go back and figure out what RTrial~predict~ is. Second, the implication is that there\'s something special about RTrial~predict~. In fact, the point is that you stop integrating when the reward reaches the reward the monkeys got on that trial. It would be a lot easier to understand if you just said that, without mentioning RTrial~predict~.

c\) Identical comments apply to the third paragraph of the subsection "The monkeys' adaptive adjustments were consistent with a satisficing, gradient based learning process".

2\) The added paragraph was not so clear:

"Our last assumption was that the monkeys terminated adjustments as soon as they reached a good-enough reward outcome. \[...\] Moreover, the updating process could use step sizes that are fixed or adaptive to the gradient of a reward-related cost function (Aitchison et al., 2017 and Kirkpatrick et al., 2017)."

The first two sentences are fine, but after that one would have to know those papers inside and out to understand what\'s going on. I think all you need to say is something like:

(Aitchison et al., 2017 and Kirkpatrick et al., 2017) proposed a model in which learning rates decreased as synapses become more certain. In this scheme, learning can become very slow near an optimum, and might account for our results.

3\) In our previous review, we said

In addition, the authors need to try other explanations. For instance, because learning is stochastic, the animal never reaches an optimum. And if the energy surface has a non-quadratic maximum (as it appears the energy surface does in this case), there will be bias. If the bias matches the observed bias, that would be a strong contender for a viable model.

In your response, you seemed to be able to guess what would happen in this case. We admire you if you are indeed correct, but we think it will require simulations. In particular, you need to run a model of the form

Delta z = eta dR/dz + noise

Delta me = eta dR/dme + noise

where R is reward. The average reward value of z and me under this model will, for a non-quadratic surface, but slightly biased. We think it\'s important to determine, numerically, what that bias is. Given that you\'re set up to solve an ODE, it shouldn\'t be much work to check what happens to the above equations.

4\) You should cite Ratcliff, 1985, -- as far as we know, that was the first paper to have bias in drift rates and starting point as 2 possibilities.

5\) Take out this quote:

\"... they may not capture the substantial variability under different conditions and/or across individual subjects\".

6\) Add in the Green and Swets reference near Figure 2 and note that signal detection theory does not have a model of criterion setting and does not achieve optimal performance where that has been studied.

10.7554/eLife.36018.038

Author response

> Essential revisions:
>
> There were a lot of things we liked about this paper (more on that below). However, all of us had problems with the \"satisficing\" learning rule. We know that\'s an essential feature of the paper, but it seems like a near untenable hypothesis. How, for instance, can the animal know when it reaches 97%? Presumably there\'s nothing special about 97%, but that still leaves the problem: how can the animal know when it\'s near the optimum, and so turn off learning? For the satisficing learning rule to be a viable explanation, these questions need to be answered.

We apologize for the confusion. We agree with the reviewers that the monkeys likely did not know when they reached 97% of the maximum reward per trial or reward rate, which would imply that the monkeys also knew the location of the peak of the reward surface. In fact, the model simulations that we used to compare to the monkeys' data did not use that stopping criterion. Instead, we assumed that the monkeys used an absolute reward criterion, computed as the expected reward based on the session-specific task and model parameters (using RTrial for Figure 8 and RR for Figure 8---figure supplement 1). For example, they might be "satisfied" with 3 ml juice per 10 trials for reward per trial, or 3 ml juice per minute for reward rate, to turn off learning.

We used a 97% maximum reward per trial or reward rate as the stopping point only for the illustrations of gradient trajectories in Figure 7, Figure 7---figure supplement 1, Figure 8---figure supplement 3 and 4. Note that in these simulations, the distinction between a "97% of maximum" versus an "absolute reward" criterion is arbitrary and depends only on our choice of model parameters.

We have revised the text to highlight these points, as follows:

Figure 8 legend: "All four searches stopped when the reward exceeded the monkeys' RTrial~predict~ in that session."

Results: "The lines on the RTrial heatmap represent the trajectories of a gradient-tracking procedure that adjusts *me* and *z* values to increase RTrial until a termination point (for illustration, here we used 97% of the maximum possible value)."

> Note that there are reasons to turn down the learning rate; see, for example, Aitchison, Pouget, and Latham, 2017, and Kirkpatrick et al., PNAS (2016), 106:10296\--10301. But those approaches -- which essentially turn down the learning rate when the synapses become more sure of their true values -- would put a slightly different spin on the paper.

Thank you for pointing us to these relevant studies. We have added a paragraph in the Discussion to speculate on different mechanisms of stopping:

"Our last assumption was that the monkeys terminated adjustments as soon as they reached a good-enough reward outcome. \[...\] Moreover, the updating process could use step sizes that are fixed or adaptive to the gradient of a reward-related cost function (Aitchison et al., 2017 and Kirkpatrick et al., 2017)"

To explore these points further, we simulated an updating process with a stopping rule that was based on the gradient of the reward function. As shown in [Author response image 1A](#respfig1){ref-type="fig"}, in the same example session as in Figure 8, the reward and gradient-based updating and termination rules landed at similar end points. However, in general the reward-based updating process that we used in the manuscript approximated the monkeys' data better ([Author response image 1B](#respfig1){ref-type="fig"}). We have not included this analysis in the revised manuscript but would be happy to do so at the reviewers' discretion.

![Comparison between reward and gradient-based updating process.\
(**A**) example over-*me* reward (magenta) and gradient (cyan)-based updating process The same example as shown in Figure 8A. Gray circle indicates monkeys' *me* and *z*. (**B**) Same format as Figure 8B. Scatterplot of end points for the two updating processes.](elife-36018-resp-fig1){#respfig1}

> In addition, the authors need to try other explanations. For instance, because learning is stochastic, the animal never reaches an optimum. And if the energy surface has a non-quadratic maximum (as it appears the energy surface does in this case), there will be bias. If the bias matches the observed bias, that would be a strong contender for a viable model.

The reviewers are correct that the energy surface has a non-quadratic maximum and the gradient trajectories across the *me/z* space show certain biases (Figure 7 and Figure 7---figure supplement 1). For example, the area covered by the magenta or blue gradient lines is larger than the area covered by the green lines, indicating that if a monkey randomly picks a starting point within the *me/z* space, it is more likely to end up with one of two combinations: either an overly biased *me* and a non-adaptive *z* or an overly biased *z* and a non-adaptive *me*. However, these two combinations were not equally represented in our data. Instead, all three monkeys we tested showed a strong bias toward the first. Therefore, we do not think that the inherent bias in the energy surface alone can explain the observed patterns of behavior. As we now note in the text: "Figure 7 also illustrates why assumptions about the starting point of this adaptive process are important: randomly selected starting points would result in learned *me* and *z* values distributed around the peak of the reward function, whereas the data (e.g., Figure 5C) show distinct clustering that implies particular patterns of starting points."

> It\'s also possible that the model class used by the monkeys does not contain the true model, which could happen if z and me are tied in some way. That seems like an unlikely model, but probably not less likely than a model that turns down the learning rate. It is, at the very least, worth mentioning.

Thank you for this suggestion. We agree that this possibility is important and should be acknowledged. We have added a sentence in Discussion (subsection "Considerations for assessing optimality and rationality"): "The particular form of DDM that we used produced reasonably good, but not perfect, fits to the monkeys' data. These results support the utility of the DDM framework but also underscore the fact that we do not yet know the true model, which could impact our optimality assessment."

> In addition, you should look for sequential effects: does behavior on one trial depend on the outcome of the previous trial? If so, can you link these to changes in me and z? If so, that could shed light on which model, if any, is correct. And it would be a nice addition to the analysis so far, which is primarily steady state.

Thank you for this suggestion. We did these analyses and found no evidence for consistent or substantial sequential choice effects for the three monkeys. We therefore conclude that these effects do not substantially impact our results. We now describe these findings in Results (subsection "The monkeys' biases reflected changes in reward context and perceptual sensitivity", first paragraph and Figure 2---figure supplement 1).

We also added a paragraph in the Materials and methods section describing the sequential analysis (subsection "Sequential analysis").

> On the plus side, the paper is short, well-written, and to the point, and the findings are novel and interesting. We\'re highly sympathetic to the idea that animals adopt satisficing solutions as opposed to optimal ones in many settings. We also think the ability to account for idiosyncratic differences in performance of different animals is a very nice result.

Thank you for these encouraging comments!

\[Editors\' note: further revisions were requested prior to acceptance, as described below.\]

> The manuscript has been improved but there are some remaining issues that need to be addressed before acceptance, as outlined below:
>
> We see no fundamental obstacles to acceptance. However, there are still some things that are not clear. And in one case it appears that we were not sufficiently clear, so there is still a small amount of work to be done. Following are our suggestions; hopefully they will be crystal clear.
>
> 1\) At least two of the reviewers were somewhat confused by the stopping rule. We think we eventually understood things, and the rule is in fact simple: stop learning when the reward reaches a certain (good enough) value. However, this is surprisingly hard to extract. We have a couple of suggestions to fix this:
>
> a\) You say:
>
> \"We next consider if and how a consistent, adaptive process used by all three monkeys could lead to these idiosyncratic and not-quite optimal patterns of adjustments.\"
>
> This is not all that informative -- basically, you\'re saying you have a model, but you\'re not going to tell the reader what it is. Why not say:
>
> \"We show that this can be explained by a model in which the monkeys are initially over-biased, adjust their model parameters to increase reward, but stop learning when the reward is high enough, but not maximum.\"

Thank you for the suggestion. We have incorporated this way of phrasing. The new text is: "We next show that these shifts can be explained by a model in which the monkeys are initially over-biased, then adjust their model parameters to increase reward and stop learning when the reward is high enough, but not at its maximum possible value."

> b\) In Figure 8 legend, you say \"All four searches stopped when the reward exceeded the monkeys\' RTrial~predict~ in that session.\" This is hard to make sense of, for two reasons. First, we had to go back and figure out what RTrial~predict~ is. Second, the implication is that there\'s something special about RTrial~predict~. In fact, the point is that you stop integrating when the reward reaches the reward the monkeys got on that trial. It would be a lot easier to understand if you just said that, without mentioning RTrial~predict~.

Thank you for pointing this out. However, the stopping rule we used was not when the reward reaches the reward the monkeys got on that trial, but rather when the reward reaches the average reward the monkeys got on in that session. To make the sentence easier to understand, we changed it into "All four searches stopped when the reward exceeded the average reward the monkey received in that session (RTrial~predict~), estimated from the corresponding best-fitting model parameters and task conditions".

> c\) Identical comments apply to the third paragraph of the subsection "The monkeys' adaptive adjustments were consistent with a satisficing, gradient based learning process".

We changed "RTrial~predict~" in that sentence into "average reward in that session (RTrial~predict~)".

> 2\) The added paragraph was not so clear:
>
> "Our last assumption was that the monkeys terminated adjustments as soon as they reached a good-enough reward outcome. \[...\] Moreover, the updating process could use step sizes that are fixed or adaptive to the gradient of a reward-related cost function (Aitchison et al., 2017 and Kirkpatrick et al., 2017)."
>
> The first two sentences are fine, but after that one would have to know those papers inside and out to understand what\'s going on. I think all you need to say is something like:
>
> (Aitchison et al., 2017 and Kirkpatrick et al., 2017) proposed a model in which learning rates decreased as synapses become more certain. In this scheme, learning can become very slow near an optimum, and might account for our results.

Thank you for the suggestion. We have changed the last two sentences to: "For example, the learning rate for synaptic weights might decrease as the presynaptic and postsynaptic activities become less variable (Aitchison et al., 2017; Kirkpatrick et al., 2017). In this scheme, learning gradually slows down as the monkey approaches the plateau on the reward surface, which might account for our results."

> 3\) In our previous review, we said
>
> In addition, the authors need to try other explanations. For instance, because learning is stochastic, the animal never reaches an optimum. And if the energy surface has a non-quadratic maximum (as it appears the energy surface does in this case), there will be bias. If the bias matches the observed bias, that would be a strong contender for a viable model.
>
> In your response, you seemed to be able to guess what would happen in this case. We admire you if you are indeed correct, but we think it will require simulations. In particular, you need to run a model of the form
>
> Delta z = eta dR/dz + noise
>
> Delta me = eta dR/dme + noise
>
> where R is reward. The average reward value of z and me under this model will, for a non-quadratic surface, but slightly biased. We think it\'s important to determine, numerically, what that bias is. Given that you\'re set up to solve an ODE, it shouldn\'t be much work to check what happens to the above equations.

Thank you for the suggestion. We simulated this model at random starting points with different scaling factors (eta) and different noise levels. As shown in [Author response image 2](#respfig2){ref-type="fig"}, when the reward-gradient updating processes start from random locations on the reward function, the end points tend to cover all directions relative to the peak, with majority of the end points clustered in the over-me, under-z region and the over-z, under-me region. This result is inconsistent with our monkeys' behaviors, which deviated from the peak only in the over-*me*, under-*z* region. Therefore we do not think this model can explain our data. We have not included this analysis in the revised manuscript but would be happy to do so at your discretion.

![Gradient updating with randomness in the starting location and each updating step does not generate the biased end-point pattern seen in the data.\
(**A**) Simulation of reward-gradient updating trajectories starting from random locations (white circles) on the reward function. Each updating step = scaling factor x gradient + noise (noise along the *me* and *z* dimensions were generated independently from the same Gaussian distribution). The updating process stopped when reward exceeded 97% of the maximum (red circles indicate end points). Note that the end-points of the updating process were located all around the reward-function plateau. The reward function was from the LR-R blocks in an example session of monkey C. (**B**) Polar histograms of the angle of the end-points relative to the peak of the reward function, showing end-points scattered all around the peak with clusters in two locations.](elife-36018-resp-fig2){#respfig2}

> 4\) You should cite Ratcliff, 1985, -- as far as we know, that was the first paper to have bias in drift rates and starting point as 2 possibilities.

Thank you for pointing out this reference. We have added this citation in the second paragraph of the Introduction.

> 5\) Take out this quote:
>
> \"... they may not capture the substantial variability under different conditions and/or across individual subjects\".

Thank you for the suggestion. However, we have opted to keep this sentence, which we think makes a useful and accurate point.

> 6\) Add in the Green and Swets reference near Figure 2 and note that signal detection theory does not have a model of criterion setting and does not achieve optimal performance where that has been studied.

Given that Figure 2 is about logistic regression, not signal detection theory, we have decided not to include this reference here.
