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MARKOV AND ARTIN NORMAL FORM THEOREM
FOR BRAID GROUPS
L. A. BOKUT∗, V.V. CHAYNIKOV∗, AND K.P. SHUM∗∗
Abstract. In this paper we will present the results of Artin–
Markov on braid groups by using the Gro¨bner-Shirshov basis. As
a consequence we can reobtain the normal form of Artin–Markov–
Ivanovsky as an easy corollary.
1. Introduction
The theory of braid groups were first studied by E. Artin dated
back to 1925 (see [Ar25]). Artin established generators and defining
relations of the braid group and a faithful representation theorem of
the braid group as a subgroup of the automorphism group of a free
group. Later on, Markov [Mar45] (1945) and Artin [Ar47] (1947) en-
riched the Artin generators by the Burau elements ( [Bur32]) and find
a presentation of the braid group in the Artin-Burau generators. We
call it the Artin-Markov presentation of the braid group in the Artin-
Burau generators. The main result of ( [Mar45]) and ( [Ar47]) is the
normal form theorem for the braid group. We call it the Artin-Markov-
Ivanovsky normal form theorem for Markov credited the result to A.
Ivanovsky; it looks that there is no paper published by A. Ivanovskii
himself. However, the proof of the normal form theorem of the braid
group given by Markov and Artin are rather complicated because the
automorphism of the free groups are involved. In this note we will try
to escape the technical details of the proof given by Markov [Mar45]
and Artin [Ar25]. We will show by direct calculations (of compositions)
that the Artin-Markov presentation of the braid group is the minimal
Gro¨bner-Shirshov basis of the braid group in the Artin-Burau genera-
tors and under an appropriate ordering of group words, namely, the in-
verse tower ordering. As a consequence, by the Composition-Diamond
Lemma the Artin-Markov-Ivanovsky normal form in the braid group
follows as an immediate corollary of our result.
2. Basic notations and results
In this section we give some basic notations and cite some useful
results in the literature. We first let X be a linearly ordered set and
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k a field. Let k〈X〉 the free associative algebra over X and k. On the
set X∗ of words generated by X we impose a well order ≤ compatible
with the multiplication of words. We call this kind of order a monomial
order.
Now, let f ∈ k〈X〉 be a polynomial with leading word f¯ . We say
that f is monic if f¯ occurs in f with coefficient 1. We now formulate
the following definitions.
Definition 2.1. Let f and g be two monic polynomials.
(i) Let w be a word such that w = f¯ b = ag¯, with deg(f¯)+deg(g¯) >
deg(w). Then we call the polynomial (f, g)w the intersection
composition of f and g with respect to w if (f, g)w = fb− ag.
(ii) Let w = f¯ = ag¯b. Then we call the polynomial (f, g)w = f−agb
the inclusion composition of f and g with respect to w.
In the above case, the transformation f 7→ (f, g)w = f − agb
is called the elimination of the leading word (ELW) of g in f.
(iii) Let S ⊂ k〈X〉. We call a composition (f, g)w trivial relative to
S (and w) if
(f, g)w =
∑
αiaitibi,
where ti ∈ S, ai, bi ∈ X
∗, and ¯aitibi < w. In a notation,
(f, g)w ≡ 0 mod (S, w). In particular, if (f, g)w goes to zero by
using ELW of polynomials from S, then (f, g)w is trivial relative
to S. We assume that f1 and f2 are some polynomials satisfying
the condition f1 ≡ f2 mod (S, w) if f1 − f2 ≡ 0 mod (S, w).
Definition 2.2. Then we call S a Gro¨bner-Shirshov set (basis) in
k〈X〉 if any composition of polynomials from S is trivial relative to S.
From now on, we denote the algebra with set of generators X and
set of defining relations S by 〈X |S〉.
The following lemma and its applications to Gro¨bner-Shirshov bases
was due to Newman [Ne42], Shirshov ( [Sh62]), Buchberger [Bu65], [Bu70]
and Bergman [Be78]. The lemma given below was formulated by Bokut
(see [Bo72], [Bo76]).
Lemma 2.3 (Composition-Diamond Lemma). Let R = 〈X |S〉. The
set of defining relations S is a Gro¨bner-Shirshov set if and only if the
set
Irr(S) = {u ∈X∗ | u 6= af¯b, for any f ∈ S}
of S-irreducible words consists of a linear basis of R.
Definition 2.4. Let S be a Gro¨bner-Shirshov basis in k〈X〉. Then
S is called a minimal Gro¨bner-Shirshov basis if for any s ∈ S, s is
a linear combination of S \ {s}-irreducible words. Any ideal of k〈X〉
has a unique minimal Gro¨bner-Shirshov basis (i.e., a set of generators
of the ideal).
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If a subset S of k〈X〉 is not a Gro¨bner-Shirshov basis then one can
add to S all nontrivial compositions of polynomials of S, and continue
this process (infinitely) many times in order to have a Gro¨bner-Shirshov
set (basis) Scomp that generates the same ideal as S. This procedure
is called the Buchberger - Shirshov algorithm [Sh62], [Bu65], [Bu70].
Definition 2.5. A polynomial f is called semigroup relation if f is of
the form u − v, where u, v ∈ X∗. If S is a set of semigroup relations,
then any nontrivial composition of S has the same form. Consequently,
the set Scomp also consists of semigroup relations.
Remark 2.6. Let A = sgp〈X |S〉 be a semigroup presentation. Then
S ⊂ k〈S〉 and one can find a Gro¨bner-Shirshov basis Scomp. This set
does not depend on k and it consists of semigroup relations. In this
case, we call Scomp a Gro¨bner-Shirshov basis of A. It is the same as a
Gro¨bner-Shirshov basis of the semigroup algebra kA = 〈X |S〉.
We now introduce the concept of inverse tower ordering of words.
Definition 2.7. Let X = Y
⋃˙
Z, words Y ∗ and the letters Z are well
ordered. Suppose that the order on Y ∗ is monomial. Any word in X
has the form u = u0z1 . . . uk−1zkuk, where k ≥ 0, zi ∈ Z, ui ∈ Y
∗.
Define the inverse weight of the word u ∈ X by:
inwt(u) = (k, uk, zk, . . . , z1, u0).
Now we order inverse weights lexicographically and define
u > v ⇐⇒ inwt(u) > inwt(v).
Then we call the above order the inverse tower order. Clearly, the
above order is a monomial order.
In case Y = T
⋃˙
U and Y ∗ are endowed with the inverse tower order,
we call order of words on X the inverse tower order of word relative
the presentation
X = (T
⋃˙
U)
⋃˙
Z.
In general, we can define the inverse tower order of X-words relative
to the presentation
X = (. . . (X(n)
⋃˙
X(n−1))
⋃˙
. . . )
⋃˙
X(0),
where X(n)-words are endowed by a monomial order.
Definition 2.8. Let Σ = {σ1, . . . , σn−1} be a finite alphabet. Then,
the following group presentation define the n-strand braid group:
Bn = 〈Σ | σi+1σiσi+1 = σiσi+1σi, σiσj = σjσi, i− j > 1〉
Here any index falls into the interval [1, n− 1] .
In the braid group Bn, we now introduce a new set of generators.
We call them the Artin-Burau generators.
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In the braid group Bn, we let
si,i+1 = σ
2
i , si,j+1 = σj . . . σi+1σ
2
i σ
−1
i+1 . . . σ
−1
j ,
where 1 ≤ i < j ≤ n− 1.
Form the set
Sj = {si,j, s
−1
i,j , 2 < i < j < n}
and
Σ−1 = {σ−11 , . . . , σ
−1
n−1}.
Then the set
S = Sn ∪ Sn−1 ∪ · · · ∪ S2 ∪ Σ
−1
generates Bn as a semigroup. We call elements of S the Artin-Burau
generators of Bn. Observe that generators σi are omitted as well as the
trivial group relations on them. With the above notation Markov [Mar45]
used si,i+1σ
−1
i to replace σi, and σ
−2
i = s
−1
i,i+1 to replace σ
−1
i σi = 1.
Then we order the set S in the following way:
Sn < Sn−1 < · · · < S2 < Σ
−1,
Clearly, in the above chain, any letter of Sn is less than any letter of
Sn−1 and so on. Also we define for each j
s−11,j < s1,j < s
−1
2,j < · · · < sj−1,j, and σ
−1
1 < σ
−1
2 < . . . σ
−1
n−1.
With above notation, we now able to order the S-words by using the in-
verse tower order, according to the fixed presentation of S as the union
of Sj and Σ
−1. We order the Sn-words by the deg− inlex order, i.e., we
first compare the words by length and than by inverse lexicographical
order, starting from their last letters.
The following abbreviations are taken from [Mar45].
σi,j+1 = σ
−1
i . . . σ
−1
j , 1 ≤ i ≤ j ≤ n− 1, σii = 1.
Also we denote {a, b} = b−1ab.
3. Main results
We first cite some crucial results from [Mar45], [Ar47].
The first lemma is fairly easy.
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Lemma 3.1. ( [Mar45, Lemma 3], [Ar47, p.119]) The following rela-
tions hold in the braid group Bn for (δ = ±1):
σ−1k s
δ
i,j = s
δ
i,jσ
−1
k , k 6= i− 1, i, j − 1, j,(3.1)
σ−1i s
δ
i,i+1 = s
δ
i,i+1σ
−1
i ,(3.2)
σ−1i−1s
δ
i,j = s
δ
i−1,jσ
−1
i−1,(3.3)
σ−1i s
δ
i,j = {s
δ
i+1,j , si,i+1}σ
−1
i ,(3.4)
σ−1j−1s
δ
i,j = s
δ
i,j−1σ
−1
j−1,(3.5)
σ−1j s
δ
i,j = {s
δ
i,j+1, sj,j+1}σ
−1
j .(3.6)
Also we have
σi−1s
δ
i,j = {s
δ
i−1,j, s
−1
i−1,i}σi−1,
σis
δ
i,j = s
δ
i+1,jσi,
σj−1s
δ
i,j = {s
δ
i,j−1, s
−1
j−1,j}σj−1,
σjs
δ
i,j = s
δ
i,j+1σj .
Remark 3.2. We note that last relations from the above lemma will not
in Gro¨bner-Shirshov basis of the braid group Bn (see below). We use
them for a sketch of a proof of next Lemma 3.3.
Lemma 3.3. ( [Mar45, Lemmas 6 and 7], [Ar47, Theorem 18]) The
following relations hold in the braid group Bn for all i < j < k < l,
ε = ±1:
s−1j,ks
ε
k,l = {s
ε
k,l, s
−1
j,l }s
−1
j,k ,(3.7)
sj,ks
ε
k,l = {s
ε
k,l, sj,lsk,l}sj,k,(3.8)
s−1j,ks
ε
j,l = {s
ε
j,l, s
−1
k,l s
−1
j,l }s
−1
j,k ,(3.9)
sj,ks
ε
j,l = {s
ε
j,l, sk,l}sj,k,(3.10)
s−1i,ks
ε
j,l = {s
ε
j,l, sk,lsi,ls
−1
k,l s
−1
i,l }s
−1
i,k ,(3.11)
si,ks
ε
j,l = {s
ε
j,l, s
−1
i,l s
−1
k,l si,lsk,l}si,k.(3.12)
Also for j < i < k < l or i < k < j < l, and ε, δ = ±1
sδi,ks
ε
j,l = s
ε
j,ls
δ
i,k.(3.13)
Proof. We provide a proof of (3.7) for ε = 1 as a typical example. We
use arguments given by Markov in [Mar45]. First we can easily see that
the relation holds for j = k− 1, l = k+1. We assume that (3.7) holds
for j < k < l. Then we prove it for j − 1 and l + 1 using Lemma 3.1.
We deduce the following equalities by direct computation:
s−1j,ksk,l+1 = s
−1
j,k{sk,l, σ
−1
l } = {{sk,l, s
−1
j,l }, σ
−1
l }s
−1
j,k = {sk,l+1, s
−1
j,l+1}s
−1
j,k ,
s−1j−1,ksk,l = {s
−1
j,k , σj−1}sk,l = σ
−1
j−1s
−1
j,kσj−1sk,l = σ
−1
j−1s
−1
j,ksk,lσj−1 =
{{sk,l, s
−1
j,l }s
−1
j,k , σj−1} = {sk,l, s
−1
j−1,l}s
−1
j−1,k.
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This shows that (3.7) holds. 
Finally, we have the following relations in the braid groupBn( see [Mar45,
Lemma 5]). A proof is fairly simple.
Lemma 3.4. The following relations hold in the braid group Bn:
σ−1j σ
−1
k = σ
−1
k σ
−1
j , j < k − 1,(3.14)
σj,j+1σk,j+1 = σk,j+1σj−1,j, k < j,(3.15)
σ−2i = s
−1
i,i+1,(3.16)
We now call the relations (3.1)–(3.16) together with the trivial rela-
tions
s±1i,j s
∓1
i,j = 1
the Artin-Markov relations S for the braid group Bn in terms of the
Artin-Burau generators.
Using the above relations S together with the definition σi = sii+1σ
−1
i ,
we can deduce Artin’s relations for Bn.
Namely, in relation (3.15) we let k = j − 1. Then we have
σ−1j σ
−1
j−1σ
−1
j = σ
−1
j−1σ
−1
j σ
−1
j−1.
Also
σ−1i σi = σ
−1
i si,i+1σ
−1
i = si,i+1σ
−2
i = si,i+1s
−1
i,i+1 = 1,
and the same for σiσ
−1
i = 1.
Corollary 3.5. The following relations are deduced by the ELW of S
(to be more precis, by the ELW of (3.7)– (3.16)):
σi,jσk,j = σk,jσi−1,j−1, k < i,
σi,jσk,j = s
−1
i,k+1σk+1,jσi,j−1, i ≤ k.
4. Main Theorem
Using the Artin-Markov relations given in the Section 3, we establish
the following theorem.
Theorem 4.1. The Artin-Markov relations form a minimal Gro¨bner-
Shirshov basis of the braid group Bn in term of the Artin-Burau gen-
erators relative to the inverse tower order of words.
Proof. There are no inclusion compositions of defining relations. We
only need to check all possible intersection compositions. Let us do
some for examples.
Let us check a composition of intersection of two relations f, g of the
form (3.8) relative to the ambiguity
w = (ij)(jk)(kl), i < j < k < l,
where (ij) = si,j. We have
f = (ij)(jk)− {(jk), (ik)(jk)}(ij), g = (jk)(kl)− {(kl), (jl)(kl)}(jk).
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We need to prove that
{(jk), (ik)(jk)}(ij)(kl) ≡ (ij){(kl), (jl)(kl)}(jk) mod (S, w).(4.1)
In fact, by computation we deduce that
(ij){(kl), (jl)(kl)}(jk) ≡ {(kl), {(jl), (il)(jl)}(kl)}(ij)(jk) ≡
{(kl), {(jl), (il)(jl)}(kl)}{(jk), (ik)(jk)}(ij).(4.2)
For the left hand side of (4.1) we have
{(jk), (ik)(jk)}(ij)(kl) ≡ {(jk), (ik)(jk)}(kl)(ij) ≡
(jk)−1(ik)−1(jk)(ik)(jk)(kl)(ij) ≡
(jk)−1(ik)−1(jk)(ik){(kl), (jl)(kl)}(jk)(ij) ≡
(jk)−1(ik)−1(jk){{(kl), (il)(kl)}, {(jl), (il)−1(kl)−1(il)(kl)}
{(kl), (il)(kl)}}(ik)(jk)(ij) ≡ (jk)−1(ik)−1(jk){(kl),
{(jl), (il)−1(kl)−1}(kl)(il)(kl)}(ik)(jk)(ij) ≡
(jk)−1(ik)−1(jk){(kl), (il)(jl)(kl)}(ik)(jk)(ij) ≡
(jk)−1(ik)−1{{(kl), (jl)(kl)}, (il){(jl), (kl)}{(kl), (jl)(kl)}}(jk)(ik)(jk)(ij) ≡
(jk)−1{{{(kl), (il)−1}, X}, {(il), (kl)−1(il)−1}X}(ik)−1(jk)(ik)(jk)(ij) ≡
(X = {(jl), (kl)(il)(kl)−1(il)−1}{(kl), (il)−1} = {(kl), (il)−1}{(jl), (kl)})
(jk)−1{{{(kl), (il)−1}, {(jl), (kl)}}, (il)(jl)(kl)}(ik)−1(jk)(ik)(jk)(ij) ≡
{{{{(kl), (jl)−1}, (il)−1}, {{(jl), (kl)−1(jl)−1}, {(kl), (jl)−1}}},
(il){(jl), (kl)−1(jl)−1}{(kl), (jl)−1}}(jk)−1(ik)−1(jk)(ik)(jk)(ij) =
{{{(kl), (jl)−1(il)−1}, (jl)}, (il)(jl)(kl)}{(jk), (ik)(jk)}(ij).(4.3)
Words (4.2) and (4.3) are the same for
{(kl), {(jl), (il)(jl)}(kl)} = {{{(kl), (jl)−1(il)−1}, (jl)}, (il)(jl)(kl)}.
Thus, (4.1) is verified and the composition is checked.
To check the compositions of relations f, g of the forms (3.12), (3.2)
respectively, we let w = σ−1q (jk)(kl) and let
f = σ−1q sjk − sjkσ
−1
q , q 6= j − 1, j, k − 1, k,
g = (jk)(kl)− {(kl), (jl)(kl)}(jk).
Then we have
(f, g)w = σ
−1
q {(kl), (jl)(kl)}(jk)− (jk)σ
−1
q (kl).
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If q 6= l − 1, l then it is clear that the composition is trivial. So, we
need to consider the following cases:
a) q = l. We have
σ−1l {(kl), (jl)(kl)}(jk) ≡ {{(k, l + 1), (l, l + 1)}, {(j, l + 1), (l, l + 1)}
{(k, l + 1), (l, l + 1)}}(jk)σ−1l ≡ {(k, l + 1), (j, l + 1)(k, l + 1)(l, l + 1)}(jk)σ
−1
l ,
(jk)σ−1l (kl) ≡ (jk){(k, l + 1), (l, l + 1)}σ
−1
l
≡ {(k, l + 1), (j, l + 1)(k, l + 1)(l, l + 1)}(jk)σ−1l .
Hence, the case is verified.
b) q = l − 1. We have
σ−1l−1{(kl), (jl)(kl)}(jk) ≡ {{(k, l− 1), (j, l − 1)(k, l− 1)}(jk)σ
−1
l−1,
(jk)σ−1l−1(kl) ≡ (jk)(kl)σ
−1
l−1 ≡ {(k, l− 1), (j, l − 1)(k, l− 1)}(jk)σ
−1
l−1.
Hence, the case is also verified.
Finally, we need to check the composition of relations (3.16). We
first let
f = σ−1j σ
−1
k . . . σ
−1
j − σ
−1
k . . . σ
−1
j σ
−1
j−1, k < j,
g = σ−1j σ
−1
l . . . σ
−1
j − σ
−1
l . . . σ
−1
j σ
−1
j−1, l < j,
and let w = σ−1j σ
−1
k . . . σ
−1
j σ
−1
l . . . σ
−1
j .
Then, we have
(f, g)w = −σ
−1
k . . . σ
−1
j σ
−1
j−1σ
−1
l . . . σ
−1
j + σ
−1
j σ
−1
k . . . σ
−1
j−1σ
−1
l . . . σ
−1
j σ
−1
j−1,
We consider the following cases:
a) l = j − 1. In this case, by Corollary 3.5, we have
(f, g)w ≡ −σ
−1
k . . . σ
−1
j s
−1
j−1,jσ
−1
j + σ
−1
j σ
−1
k . . . σ
−1
j−2s
−1
j−1jσ
−1
j σ
−1
j−1;
σ−1k . . . σ
−1
j s
−1
j−1,jσ
−1
j ≡ s
−1
j,j+1σ
−1
k . . . σ
−1
j−1s
−1
jj+1 ≡ s
−1
j,j+1s
−1
kj+1σ
−1
k . . . σ
−1
j−1;
σ−1j σ
−1
k . . . σ
−1
j−2s
−1
j−1jσ
−1
j σ
−1
j−1 ≡ σ
−1
j s
−1
kj σ
−1
k . . . σ
−1
j−2σ
−1
j σ
−1
j−1
≡ {s−1kj+1, sjj+1}s
−1
jj+1σ
−1
k . . . σ
−1
j−1 ≡ s
−1
j,j+1s
−1
kj+1σ
−1
k . . . σ
−1
j−1,
and the case is done.
b) l < j − 1. We use again Corollary 3.5 to obtain
σ−1k . . . σ
−1
j σ
−1
j−1σ
−1
l . . . σ
−1
j ≡ σ
−1
k . . . σ
−1
j σ
−1
l . . . σ
−1
j σ
−1
j−2 ≡ σkj+1σlj+1σ
−1
j−2
≡ σlj+1σk−1jσ
−1
j−2 (when l < k), or ≡ s
−1
kl+1σl+1j+1σkjσ
−1
j−2 (when k ≤ l).
If l < k, then
σ−1j σ
−1
k . . . σ
−1
j−1σ
−1
l . . . σ
−1
j σ
−1
j−1 ≡ σ
−1
j σkjσljσ
−1
j σ
−1
j−1
≡ σ−1j σljσk−1j−1σ
−1
j σ
−1
j−1 ≡ σ
−1
j σlj+1σk−1j ≡ σlj+1σk−1jσ
−1
j−2,
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and we are done. If l ≥ k, then k ≤ l < j − 1 and so we have
σ−1j σ
−1
k . . . σ
−1
j−1σ
−1
l . . . σ
−1
j σ
−1
j−1 ≡ σ
−1
j σkjσljσ
−1
j σ
−1
j−1
≡ σ−1j s
−1
kl+1σl+1jσkj−1σ
−1
j σ
−1
j−1 ≡ σ
−1
j s
−1
kl+1σl+1j+1σkj ,
and
σ−1j s
−1
kl+1σl+1j+1σkj ≡ s
−1
kl+1σl+1j+1σkjσ
−1
j−2,
as desired. 
Applying Composition-Diamond Lemma we obtain:
Corollary 4.2. The set of S-irreducible words of Bn corresponding to
the above Gro¨bner-Shirshov basis S consists of the words
fnfn−1 . . . f2σinnσin−1n−1 . . . σi22,(4.4)
where fj are free irreducible words in {sij | i < j}, 2 ≤ j ≤ n.
Corollary 4.3 (Markov-Ivanovsky [Mar45, Theorem 6] and Artin [Ar47,
Theorem 17 and remark of Theorem 18]). Every word of Bn has a
unique presentation in the form (4.4).
Let Σn be the symmetric group, i.e.,
Σn = 〈s1, . . . , sn−1 | s
2
i = 1, si+1sisi+1 = sisi+1si, sisj = sjsi, i−j > 1〉,
and let
Si,i = 1 and Si,j+1 = sisi+1 . . . sj , i < j.
The following lemma was proved in [Mar45, Theorem 4, Corollary
6]. It also follows from the fact that
{s2i = 1, sisj = sjsi, i− j > 1, Sj,j+1Sk,j+1 = Sk,j+1Sj−1,j, k < j}
is a Gro¨bner-Shirshov basis of Σn under the deg-inlex order of words
in {si} (see [BoS01]).
Lemma 4.4. Every element of Σn has a unique presentation in a form
Sin,nSin−1,n−1 . . . Si2,2,
where ij ≤ j and 2 ≤ j ≤ n.
Let Pn be the group of pure braids. This is the kernel of the natural
homomorphism of Bn onto Σn. From Theorem 4.1, Corollary 4.3 and
Lemma 4.4 it follows
Corollary 4.5 (Markov-Ivanovsky [Mar45, Theorem 8] and Artin [Ar47,
Theorem 18]). Pn is a group with generators {sij} and defining rela-
tions (3.7)–(3.13) (which, together with the trivial relations, form a
minimal Gro¨bner-Shirshov basis of Pn relative the inverse tower order
of words in the generators).
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