In gene expression microarray data analysis, selecting a small number of discriminative genes from thousands of genes is an important problem for accurate classification of diseases or phenotypes. The problem becomes particularly challenging due to the large number of features (genes) and small sample size. Traditional gene selection methods often select the top-ranked genes according to their individual discriminative power without handling the high degree of redundancy among the genes. Latest research shows that removing redundant genes among selected ones can achieve a better representation of the characteristics of the targeted phenotypes and lead to improved classification accuracy. Hence, we study in this paper the relationship between feature relevance and redundancy and propose an efficient method that can effectively remove redundant genes. The efficiency and effectiveness of our method in comparison with representative methods has been demonstrated through an empirical study using public microarray data sets.
INTRODUCTION
The rapid advances in gene expression microarray technology enable simultaneously measuring the expression levels for thousands or tens of thousands of genes in a single experiment [19] . Analysis of microarray data presents unprecedented opportunities and challenges for data mining in areas such as gene clustering [2, 10] , sample clustering and class discovery [2, 7, 20] , sample classification [1, 7] , and gene selection [20, 22] . In sample classification, a mi-croarray data set is provided as a training set of labeled samples. The task is to build a classifier that accurately predicts the classes (diseases or phenotypes) of novel unlabeled samples. A typical data set may contain thousands of genes but only a small number of samples (often less than a hundred). The number of samples is likely to remain small at least for the near future due to the expense of collecting microarray samples [6] . The nature of relatively high dimensionality but small sample size in microarray data can cause the known problem of "curse of dimensionality" and overfitting of the training data [6] . Therefore, selecting a small number of discriminative genes from thousands of genes is essential for successful sample classification [5, 7, 22] . Research on feature selection is receiving increasing attention in gene selection for sample classification.
Feature selection, a process of choosing a subset of features from the original ones, is frequently used as a preprocessing technique in data mining [4, 15] . It has proven effective in reducing dimensionality, improving mining efficiency, increasing mining accuracy, and enhancing result comprehensibility [3, 12] . Feature selection methods can broadly fall into the wrapper model and the filter model [12] . The wrapper model uses the predictive accuracy of a predetermined mining algorithm to determine the goodness of a selected subset. It is computationally expensive for data with a large number of features [3, 12] . The filter model separates feature selection from classifier learning and relies on general characteristics of the training data to select feature subsets that are independent of any mining algorithms. In gene selection, the filter model is often adopted due to its computational efficiency [7, 22] .
Among existing gene selection methods, earlier methods often evaluate genes in isolation without considering geneto-gene correlation. They rank genes according to their individual relevance or discriminative power to the targeted classes and select top-ranked genes. Some methods based on statistical tests or information gain have been shown in [7, 16] . These methods are computationally efficient due to linear time complexity O(N ) in terms of dimensionality N . However, they share two shortcomings: (1) certain domain knowledge or trial-and-error is required to determine the threshold for the number of genes selected (e.g., a total of 50 genes were selected in Golub et al' work [7] ); and (2) they cannot remove redundant genes. The issue of "redundancy" among genes is recently raised in gene selection literature. It is pointed out in a number of studies [5, 23] that simply combining a highly ranked gene with another highly ranked gene often does not form a better gene set be-cause these two genes could be highly correlated. The effects of redundancy among selected genes are two-fold. On one hand, the selected gene set can have a less comprehensive representation of the targeted classes than one of the same size but without redundant genes; on the other hand, in order to include all representative genes in the selected gene set, redundant genes will unnecessarily increase the dimensionality of the selected gene set, which will in turn affect the mining performance on the small sample [6] . Some latest methods [5, 22] take into account the gene-to-gene correlation and remove redundant genes through pair-wise correlation analysis among genes. They can handle redundancy to certain extent but require time complexity of O(N 2 ). In addition, they still need to decide the threshold for the number of selected genes.
In this paper, we tackle gene selection by developing a novel redundancy based approach that overcomes the above two shortcomings in an efficient way. The remainder of this paper is organized as follows. In Section 2, we introduce gene and feature selection, review notions of feature relevance, and identify the need for feature redundancy analysis. In Section 3, we provide formal definitions on feature redundancy, and reveal the relationship between feature relevance and feature redundancy. In Section 4, we describe correlation measures and present our redundancy based filter method. Section 5 contains experimental evaluation and discussions. Section 6 concludes this work.
GENE, FEATURE, AND FEATURE RELEVANCE
In sample classification and gene selection, the microarray data for analysis is in the form of a gene expression matrix (shown in Figure 1 ), in which each column represents a gene and each row represents a sample with label c i . For each sample the expression levels of all the genes in study are measured, so f ij is the measurement of the expression level of the jth gene for the ith sample where j = 1, ..., N and i = 1, ..., M . The format of a microarray data set conforms to the normal data format of machine learning and data mining, where a gene can be regarded as a feature or attribute and a sample as an instance or a data point. Figure 1 : An example of gene expression matrix.
Let F be a full set of features and G ⊆ F . In general, the goal of feature selection can be formalized as selecting a minimum subset G such that P(C | G) is equal or as close as possible to P(C | F ), where P(C | G) is the probability distribution of different classes given the feature values in G and P(C | F ) is the original distribution given the feature values in F [13] . We call such a minimum subset an optimal subset, illustrated by the example below. In the presence of hundreds or thousands of features, researchers notice that it is common that a large number of features are not informative because they are either irrelevant or redundant with respect to the class concept [22] . Traditionally, feature selection research has focused on searching for relevant features. Although empirical evidence shows that along with irrelevant features, redundant features also affect the speed and accuracy of mining algorithms [8, 12, 13] , there is little work on explicit treatment of feature redundancy. We next present a classic notion of feature relevance and employ the same example above to illustrate why it alone cannot handle feature redundancy.
Based on a review of previous definitions of feature relevance, John, Kohavi, and Pfleger classified features into three disjoint categories, namely, strongly relevant, weakly relevant, and irrelevant features [11] . Let F i ∈ F and S i = F − {F i }. These categories of relevance can be formalized as follows.
Definition 1. (Strong relevance) A feature Fi is strongly relevant iff
P(C | F i , S i ) = P(C | S i ) .
Definition 2. (Weak relevance) A feature Fi is weakly relevant iff
Strong relevance of a feature indicates that the feature is always necessary for an optimal subset; it cannot be removed without affecting the original conditional class distribution. Weak relevance suggests that the feature is not always necessary but may become necessary for an optimal subset at certain conditions. Irrelevance (following Definitions 1 and 2) indicates that the feature is not necessary at all. According to these definitions, it is clear that in previous Example 1, feature F1 is strongly relevant, F2, F3 weakly relevant, and F4, F5 irrelevant. An optimal subset should include all strongly relevant features, none of irrelevant features, and a subset of weakly relevant features. However, it is not given in the definitions which of weakly relevant features should be selected and which of them removed. Therefore, we can conclude that feature relevance alone cannot effectively help remove redundant features and there is also a need for feature redundancy analysis.
DEFINING FEATURE REDUNDANCY
Notions of feature redundancy are normally in terms of feature correlation. It is widely accepted that two features are redundant to each other if their values are completely correlated (for example, features F 2 and F 3 in Example 1). In reality, it may not be so straightforward to determine feature redundancy when a feature is correlated (perhaps partially) with a set of features. We now formally define feature redundancy in order to devise an approach to explicitly identify and eliminate redundant features. Before we proceed, we first introduce the definition of a feature's Markov blanket given by Koller and Sahami (1996) .
The Markov blanket condition requires that Mi subsume not only the information that F i has about C, but also about all of the other features. It is pointed out in Koller and Sahami (1996) that an optimal subset can be obtained by a backward elimination procedure, known as Markov blanket filtering: let G be the current set of features (G = F in the beginning), at any phase, if there exists a Markov blanket for F i within the current G, F i is removed from G. It is proved that this process guarantees a feature removed in an earlier phase will still find a Markov blanket in any later phase, that is, removing a feature in a later phase will not render the previously removed features necessary to be included in the optimal subset. According to previous definitions of feature relevance, we can also prove that strongly relevant features cannot find any Markov blanket. Since irrelevant features should be removed anyway, we exclude them from our definition of redundant features. Hence, our definition of redundant feature is given as follows. From the property of Markov blanket, it is easy to see that a redundant feature removed earlier remains redundant when more features are removed. Figure 1 depicts the relationships between definitions of feature relevance and redundancy introduced so far. It shows that an entire feature set can be conceptually divided into four basic disjoint parts: irrelevant features (I), redundant features (II, part of weakly relevant features), weakly relevant but non-redundant features (III), and strongly relevant features (IV). An optimal subset essentially contains all the features in parts III and IV. It is worthy to point out that although parts II and III are disjoint, different partitions of them can result from the process of Markov blanket filtering. In previous Example 1, either of F2 or F3, but not both, should be removed as a redundant feature.
In determining relevant features and redundant features, it is advisable to use efficient approximation methods for two reasons. First, searching for an optimal subset based on the definitions of feature relevance and redundancy is combinatorial in nature. It is obvious that exhaustive or complete search is prohibitive with a large number of features. Second, an optimal subset is defined based on the full population where the true data distribution is known. It is generally assumed that a training data set is only a small portion of the full population, especially in a highdimensional space. Therefore, it is not proper to search for an optimal subset from the training data as over-searching the training data can cause over-fitting [9] . We next present our method.
AN APPROXIMATION METHOD
In this section, we first introduce our choice of correlation measure for gene selection, and then describe our approximation method based on the previous definitions.
Correlation Measures
In gene selection, there exist broadly two types of measures for correlation between genes or between a gene and the target class: linear and non-linear. Since linear correlation measures may not be able to capture correlations that are not linear in nature, in our approach we adopt non-linear correlation measures based on the information-theoretical concept of entropy, a measure of the uncertainty of a random variable. The entropy of a variable X is defined as
and the entropy of X after observing values of another variable Y is defined as
where P (x i ) is the prior probabilities for all values of X, and P (x i | y i ) is the posterior probabilities of X given the values of Y . The amount by which the entropy of X decreases reflects additional information about X provided by Y and is called information gain, given by
IG(X | Y ) = H(X) − H(X | Y ) .
Information gain tends to favor variables with more values and can be normalized by their corresponding entropy. In this work, we use symmetrical uncertainty (SU ), defined as 
Methodology and Analysis
In developing an approximation method for both relevance and redundancy analysis, our goal is to efficiently find a feature subset that approximates the optimal subset (parts III and IV in Figure 2 ). We first differentiate two types of correlation between features and the class. In relevance analysis, the individual C-correlation for each feature is measured and ranked. Without choosing any threshold, we heuristically treat all features as relevant features which are subject to redundancy analysis. In Section 2, we apply the concept of redundant cover to exactly determine feature redundancy. When it comes to approximately determine feature redundancy, the key is to define approximate redundant cover. In our method, we approximately determine the redundancy between two features based on both their individual C-correlations and combined C-correlation. We assume that a feature with a larger individual C-correlation value contains by itself more information about the class than a feature with a smaller individual C-correlation value. For two features F i and F j with ISUi ≥ ISUj, we choose to evaluate whether feature Fi can form an approximate redundant cover for feature Fj (instead of F j for F i ) in order to maintain more information about the class. In addition, if combining F j with F i does not provide more predictive power in determining the class than Fi alone, we heuristically decide that Fi forms an approximate redundant cover for Fj. Therefore, an approximate redundant cover is defined as follows. Recall that Markov blanket filtering, a backward elimination procedure based on a feature's Markov blanket in the current set, guarantees that a redundant feature removed in an earlier phase will still find a Markov blanket (redundant cover) in any later phase when another redundant feature is removed. It is easy to verify that this is not the case for backward elimination based on a feature's approximate redundant cover in the current set. For instance, if F j is the only feature that forms an approximate redundant cover for F k , and Fi forms an approximate redundant cover for Fj, after removing F k based on F j , further removing F j based on F i will result in no approximate redundant cover for F k in the current set. However, we can avoid this situation by removing a feature only when it can find an approximate redundant cover formed by a predominant feature, defined as follows.
Definition 9. (Predominant feature) A feature is predominant iff it does not have any approximate redundant cover in the current set.
Predominant features will not be removed at any stage. If a feature F j is removed based on a predominant feature F i in an earlier phase, it is guaranteed that it will still find an approximate redundant cover (the same Fi) in any later phase when another feature is removed. Since the feature with the highest ISU value does not have any approximate redundant cover, it must be one of the predominant features and can be used as the starting point to determine the redundancy between the rest features. In summary, our approximation method of relevance and redundancy analysis is to find all predominant features and eliminate the rest. It can be summarized by an algorithm shown in Table 1 .
Algorithm RBF:
Relevance analysis 1 Order features based on decreasing ISU values Redundancy analysis 2 Initialize Fi with the first feature in the list 3 Find and remove all features for which Fi forms an approximate redundant cover 4 Set F i as the next remaining feature in the list and repeat step 3 until the end of the list We now analyze the efficiency of RBF before conducting an empirical study. Major computation of the algorithm involves ISU and CSU values, which has linear time complexity in terms of the number of instances in a data set. Given dimensionality N , the algorithm has linear time complexity O(N ) in relevance analysis. To determine predominant features in redundancy analysis, it has a best-case time complexity O(N ) when only one feature is selected and all of the rest features are removed in the first round, and a worse-case time complexity O(N 2 ) when all features are selected. In general cases when k (1 < k < N ) features are selected, based on the predominant feature identified in the previous round, RBF typically removes a large number of features in the current round. This makes RBF substantially faster than algorithms of subset evaluation based on traditional greedy sequential search, as will be demonstrated by the running time comparisons reported in Section 5. As to space complexity, the algorithm only requires space linear to dimensionality N to compute and store ISU values in relevance analysis, as CSU values can be dynamically computed in redundancy analysis.
Our method is suboptimal due to the way individual and combined C-correlations are used for relevance and redundancy analysis. It is fairly straightforward to improve the optimality of the results by considering more complex combinations of features in evaluating feature relevance and redundancy, which in turn increases time complexity. To improve result optimality without increasing time complexity, further effort is needed to design and compare different heuristics in determining a feature's approximate redundant cover. In our previous work [24] , the redundancy between a pair of features is approximately determined based on their individual C-correlations to the class and the correlation between themselves which is measured by their symmetrical uncertainty value. The method has similar complexity to RBF, but it does not directly consider the overall predictive power of two features when determining feature redundancy, while RBF does based on their combined C-correlation.
EMPIRICAL STUDY
In this section, we empirically evaluate the efficiency and effectiveness of our method on gene expression microarray data. The efficiency of a feature selection algorithm can be directly measured by its running time over various data sets. As to effectiveness, since we often do not have prior knowledge about which genes are irrelevant or redundant in microarray data, we adopt two indirect criteria: (a) number of selected genes and (b) predictive accuracy on selected genes. For gene selection in sample classification, it is desirable to select the smallest number of genes which can achieve the highest predictive accuracy on new samples.
Experimental Setup
In our experiments, we select four microarray data sets which are frequently used in previous studies: colon cancer, leukemia, breast cancer, and lung cancer 1 . Note that except for colon data, each original data set comes with training and test samples that were drawn from different conditions. Here we combine them together for the purpose of cross validation. The details of these data sets are summarized in Table 2 . Two representative filter algorithms are chosen in comparison with RBF in terms of the evaluation criteria identified before. One algorithm representing feature ranking methods is ReliefF, which searches for nearest neighbors of instances of different classes and ranks features according to their importance in differentiating instances of different classes. A subset of features is selected from top of the ranking list [18] . The other algorithm is a variation of the 1 http://sdmc.lit.org.sg/GEDatasets/Datasets.html CFS algorithm, denoted by CFS-SF (Sequential Forward). CFS uses symmetrical uncertainty to measure the correlation between each feature and the class and between two features, and exploits best-first search in searching for a feature subset of maximum overall correlation to the class and minimum correlation among selected features [8] . Sequential forward selection is used in CFS-SF as previous experiments show CFS-SF runs much faster to produce similar results than CFS. A widely used classification algorithm C4.5 [17] is adopted to evaluate the predictive accuracy of the selected features. We use programs for ReliefF, CFS-SF, and C4.5 from Weka's collection [21] . RBF is also implemented in the Weka environment.
For each data set, we first apply all the feature selection algorithms in comparison, and obtain the running time and the selected genes for each algorithm. Note that in applying ReliefF, the number of nearest neighbors is set to 5 and all instances are used in weighting genes. We then apply C4.5 on the original data set and each of the three newly obtained data sets (with only the selected genes), and obtain overall classification accuracy by leave-one-out crossvalidation, a performance validation procedure adopted by many researchers due to the small sample size of microarray data [5, 22] . The experiments were conducted on a Pentium III PC with 256 KB RAM. Table 3 reports the running time, number of selected genes, and the leave-one-out accuracy for each feature selection algorithm. As shown in the table, RBF produced selected genes in seconds for each data set. ReliefF took from 4 seconds (on colon data) to 6 minutes (on lunge cancer data) to produce the results. CFS-SF produced its result on colon data in 5 seconds, but it failed on the other three data sets as the program ran out of memory after a period of time (> 10 minutes) due to its O(N 2 ) space complexity in terms of the number of genes N . These observations clearly show the superior efficiency of RBF for gene selection in highdimensional microarray data.
Results and Discussions
We now examine the effectiveness of these three algorithms based on the number of genes selected and the leaveone-out accuracy reported in Table 3 . We pick the colon data to explain the difference in gene selection results. As we can see from Table 3 , based on the original colon data (2000 genes), 12 out of 62 samples were incorrectly classified, resulting an overall accuracy of 80.65%. RBF selected only 4 genes and helped to reduce the number of misclassified samples to 4 (increasing the overall accuracy to 93.55%). ReliefF also selected 4 genes but only reduced the number of errors to 9 (85.48% on accuracy) since it cannot handle feature redundancy. CFS-SF resulted in 7 errors (88.71% on accuracy), but it selected more genes than RBF. Across the four data sets, we can observe that RBF selected less number of genes than ReliefF and CFS-SF. At the same time, the genes selected by RBF led to the highest accuracy by leave-one-out.
In summary, the above results suggest that RBF is an efficient and effective method for gene selection and is practical for use in sample classification. It is worthy to emphasize that genes selected by RBF are independent of classification algorithms, in other words, RBF does not directly aim to increase the accuracy of C4.5. 
CONCLUSIONS
In this work, we have introduced the importance of removing redundant genes in sample classification and pointed out the necessity of studying feature redundancy. We have provided formal definitions on feature redundancy and proposed a redundancy based filter method with two desirable properties: (1) it does not require the selection of any threshold in determining feature relevance or redundancy; and (2) it combines sequential forward selection with elimination, which substantially reduces the number of feature pairs to be evaluated in redundancy analysis. Experiments on microarray data have demonstrated the efficiency and effectiveness of our method in selecting discriminative genes that improve classification accuracy.
