In recent years, there has been interest in employing atomistic computations to inform macroscale thermal transport analyses. In heat conduction simulations in semiconductors and dielectrics, for example, classical molecular dynamics (MD) is used to compute phonon relaxation times, from which material thermal conductivity may be inferred and used at the macroscale. A drawback of this method is the noise associated with MD simulation (here after referred to as MD noise), which is generated due to the possibility of multiple initial configurations corresponding to the same system temperature. When MD is used to compute phonon relaxation times, the spread may be as high as 20%. In this work, we propose a method to quantify the uncertainty in thermal conductivity computations due to MD noise, and its effect on the computation of the temperature distribution in heat conduction simulations. Bayesian inference is used to construct a probabilistic surrogate model for thermal conductivity as a function of temperature, accounting for the statistical spread in MD relaxation times. The surrogate model is used in probabilistic computations of the temperature field in macroscale Fourier conduction simulations. These simulations yield probability density functions (PDFs) of the spatial temperature distribution resulting from the PDFs of thermal conductivity. To allay the cost of probabilistic computations, a stochastic collocation technique based on generalized polynomial chaos (gPC) is used to construct a response surface for the variation of temperature (at each physical location in the domain) as a function of the random variables in the thermal conductivity model. Results are presented for the spatial variation of the probability density function of temperature as a function of spatial location in a typical heat conduction problem to establish the viability of the method.
Introduction
Multiscale simulations are increasingly the norm in a variety of heat transfer applications. In thermal analysis of microelectronics, for example, phonon relaxation times used in transistor heat transfer calculations are computed using molecular dynamics simulations [1] [2] [3] [4] [5] [6] [7] [8] . In the analysis of multimaterial thermal transport problems, interface transmissivity and reflectivity may be computed from atomistic simulations [9] . Increasingly there is interest in coupling molecular dynamics to flow or thermal transport simulations [10] [11] [12] to resolve near-wall subcontinuum physics. In many of these cases, deterministic macroscale simulations must be coupled to noisy molecular dynamics simulations (MD), from which effective properties are computed for use at the macroscale. The noise in MD simulations arises from the fact that the atoms in a given MD setup can have several possible initial velocity configurations all of which satisfy the constraint of total energy defined by the system temperature and the condition that there is no overall momentum. Thus, macroscale parameters such as thermal conductivity, computed from multiple realizations of the initial atomic positions and velocities, have a spread in values, or MD noise. The question we seek to answer is: What is the effect of MD noise on macroscale predictions?
The particular focus of this paper is the computation of phonon relaxation times in semiconductors and dielectrics, and the use of these relaxation times in computing thermal conductivity for use in macroscale thermal transport computations. Over the last decade, there has been a spate of simulation techniques published for submicron thermal transport based on the Boltzmann transport equation, typically under the relaxation time approximation [13] [14] [15] [16] [17] [18] [19] [20] [21] . Though many of these papers employ approximate relaxation times obtained from fitting experimentally-measured thermal conductivities [22, 23] , there have been efforts to obtain relaxation times in a more rigorous manner, either by employing perturbation theory [24] [25] [26] [27] [28] [29] [30] or through molecular dynamics [1] [2] [3] [4] [5] [6] [7] [8] .
MD simulation solves the classical multibody dynamics problem to compute the trajectory of each atom in the system at a given temperature. The interactions between the atoms are typically modeled using empirical interatomic potentials, which are readily available for many materials. The computed trajectories are then post processed using techniques from statistical mechanics to extract thermal properties such as phonon relaxation times, mean free paths, phonon dispersion, bulk thermal conductivity, and the like. These post processing techniques use lattice dynamics to extract phonon properties from MD simulations. For example, McGaughey and Kaviany [20] decomposed the total energy of the system (potential and kinetic) into its normal modes, where each mode is specified by its wave-vector and polarization. This information is then used to compute the autocorrelation function of the energy of each of these modes. The time-constant of the temporal decay of the autocorrelation function provides the relaxation time of a given mode. Henry and Chen [7] used a slightly different approach by computing the time history of the amplitudes of the normal mode instead of energy. The decay constant of this amplitude provides the relaxation time of a given mode. Another approach was developed by Thomas et al. [5, 6] where they computed the spectral energy density (SED) of the system as a function of phonon wave-vector and frequency. When plotted against frequency spectrum, the SED displays peaks at the corresponding phonon frequencies. Furthermore, these peaks assume a Lorentzian shape, the half-width of which is used to compute the phonon relaxation time. In all the above methods, once the relaxation times are obtained, the thermal conductivity is computed using kinetic theory [2] . The reported values of thermal conductivity computed using the above procedures has an uncertainty of around 20-60 W/mK, which may be as high as 40% of the mean value.
This observed variation in phonon relaxation times results from the fact that the atomic velocities in MD simulations at a given temperature can be initialized with different configurations, with each configuration providing a different trajectory of atoms. In a typical MD calculation, a random number corresponding to a given distribution (say, Gaussian) is used to initialize atomic velocities. Several initialization configurations are obtained for a given temperature by sampling this random number. MD simulations are then performed with each of these initializations and the average of all the results is used as the representative value at that temperature.
Although the above method is widely used, the use of average values ignores the spread in relaxation times, and indeed, their statistical distribution. Depending on the nonlinearity of the macroscale problem, this spread may be manifested in a significant and spatially-variable spread in the computed temperature profiles. Indeed, this spread may far exceed the error bands engendered by numerical error, and accounting for it may be essential for making comparisons with macroscale experimental measurements.
Over the last decade, there has been significant interest in uncertainty quantification (UQ) in engineering simulations [31] [32] [33] . The focus has been on developing verification and validation protocols, and more recently, on integrating aleatoric uncertainties (due to natural variability in simulation inputs), epistemic or model form uncertainties (i.e., lack of knowledge about the physics), and experimental and numerical errors, in order to derive PDFs of simulation predictions. From these, the user may draw rigorous conclusions about the probability of specific simulation output metrics being achieved.
Bayes networks have emerged as a useful framework within which to combine calibration [34] , validation, and uncertainty quantification [35] [36] [37] [38] . Though Bayesian inference techniques have long been a staple of the reliability literature [34, 38, 39] , application of Bayesian uncertainty quantification to microscale and multiscale systems is relatively new. A recent work in quantifying the uncertainty in multiscale fluid flow simulations is that by Salloum et al. [40] , demonstrated on a Couette flow problem. They used MD to model the atomistic behavior of a thin layer of fluid close to the stationary wall and continuum modeling for the rest of the domain. The velocity of the fluid layer at the interface between atomistic and continuum domain was used to communicate between these two scales. gPC expansions of fluid velocities at the interface of the scales were constructed, with MD noise as one of the random variables. These polynomials were used to propagate uncertainty from the atomistic to macroscale and then back to atomistic scale until their coefficients converged. They used Bayesian inference to construct a surrogate model that could replace computationally expensive MD. Similar techniques are used by these authors to quantify the uncertainty in MD simulations of concentration driven ionic flow through nanopores [41, 42] . To our knowledge, these approaches have never been used in multiscale heat transfer computations.
Another important set of tools for uncertainty quantification are the class of surrogate models. Traditional Monte Carlo approaches [43] for uncertainty propagation sample different realizations from the space of random parameters (input values, system properties, etc.) governing the problem and evaluate the solution of the deterministic computational model for each of these realizations. The process generates the PDF of the output quantity of interest (QoI) as a function of input PDFs. Although sampling forms the mainstay of UQ, it is prohibitively expensive when the computational model is expensive. A variety of surrogate modeling methods have been developed to allay cost. These techniques use the solution of the computational model at a selected number of test points in the random parameter space to generate a surrogate model that is computationally inexpensive but can capture the behavior of exact model to an acceptable degree. The number of test points used for surrogate models is usually substantially lower than that required for sampling approaches.
Popular methods for surrogate models include Gaussian process models and gPC expansions [44] , among others. In Gaussian process models [45] , the output QoI is expressed as a Gaussian with a mean and covariance function. The form of mean and covariance are determined by the type of available data and the required level of flexibility in the surrogate model. Typically, the mean of the distribution is given a functional form derived from the data or sometimes simply set to zero. If there is noise in the test data, it can be accounted for by adding an extra covariance to the mean. The magnitude of this covariance function is determined by the magnitude of noise in the data. Similarly, the covariance function of a Gaussian process is computed based on the type of available data. One of the advantages of Gaussian process models is that the mean and covariance functions need not be constrained by any assumptions about functional form. Instead they allow the data to determine these forms by introducing hyperparameters. Using the principle of maximum marginal likelihood, Gaussian process models compute the values of these hyperparameters based on the available test data. Once computed, these hyperparameters, can be used to generate the distribution of data at an unknown input location.
The gPC approach has recently gained popularity in engineering applications [46] [47] [48] [49] as a way of representing the stochastic relationship between the inputs and outputs of a model. In this method the output QoI is expressed as an expansion in orthogonal basis polynomials that are functions of random parameters of the system. Ghanem and Spanos [50] first proposed the stochastic Galerkin method using a Weiner-Hermite polynomial chaos expansion to address Gaussian random variables. This was later generalized by Xiu and Karniadakis [46] [47] [48] [49] to address other distributions using the Weiner-Askey scheme. Stochastic Galerkin schemes derive a new system of coupled equations for the expansion coefficients, which are then solved deterministically. A disadvantage of this method is that it is intrusive and the new system of equations may not always have an easy deterministic solution. More recently, nonintrusive stochastic collocation techniques have gained in popularity [49, 51] . Here, the original system of equations is solved deterministically, but only at selected collocation points, typically sparsely distributed [52] in the multidimensional random parameter space. These collocation points are then used in interpolation schemes to reconstruct the coefficients of the polynomial expansion [49] [50] [51] [52] [53] . Recently, adaptive stochastic collocation schemes have begun to appear in which the sparse grid is constructed adaptively based on the error distribution [54, 55] .
In this paper, we present a method to propagate the uncertainty in phonon relaxation rates resulting from MD noise to compute its effect on the macroscale temperature distribution for heat conduction in bulk silicon. We use Bayesian inference to construct a probabilistic model for bulk silicon thermal conductivity using MD simulations of phonon relaxation times. A generalized polynomial chaos expansion of the temperature field in the silicon heat conduction problem is constructed in terms of the random variables in the thermal conductivity model. This gPC surrogate model is then used to compute the PDF of the two-dimensional temperature distribution subject to the noise in the thermal conductivity resulting from MD noise.
In the sections that follow, we discuss the main components of our procedure viz. (i) extraction of phonon relaxation times and thermal conductivity from MD simulations, (ii) the Bayesian inference method to construct a probabilistic surrogate thermal conductivity model from thermal conductivity data, (iii) a deterministic solution procedure for the 2D Fourier heat conduction equation, and finally (iv) the procedure to quantify the uncertainty in the macroscale temperature distribution due to MD noise. Finally, we present verification results for our method, and demonstrate its use in the probabilistic computation of thermal transport in silicon.
Phonon Relaxation Time Computations Using Molecular Dynamics
The starting point in the computation procedure is the determination of phonon relaxation times using molecular dynamics (MD) simulation. A periodic domain containing silicon atoms is simulated, using the Stillinger-Weber potential [56] using the LAMMPS solver [57] . A total number of 4096 atoms (n ¼ 8, where n is number of unit cells in each atomic direction corresponding to total number of 8n 3 atoms) are used for the simulation. Size effects due to the finite domain size have been examined in Ref. [58] . In Ref. [59] , it was shown that thermal conductivity calculations became size independent beyond about 216 atoms, albeit using the environment-dependent interatomic potential. Therefore, thermal conductivity computations performed here with 4096 atoms are expected to be domainindependent. All simulations used a lattice constant of 0.56309 nm and a time step of 1 femtosecond. Each simulation involves 4:4 Â 10 6 time steps from which 2 Â 10 5 steps correspond to pressure equilibration using an NPT (i.e., constant number of atoms, pressure, and temperature) ensemble and 2 Â 10 5 steps correspond to energy equilibration using an NVE (i.e., constant number of atoms, volume, and energy) ensemble [60] . The simulations are performed at seven different temperatures (300 K-900 K) with 20 realizations at each temperature. At a given temperature, each realization has different initial atomic velocity obtained by changing the random seed of the Gaussian distribution that controls the velocity initialization. Atomic velocities are collected every 10 time steps for post processing.
In order to compute the lattice thermal conductivity of silicon as a function of temperature, we examine the spectral properties of individual phonon modes through the spectral energy density (SED) analysis discussed in Ref. [5] . The advantage of the SED method is that it does not require any adjustable parameters and can be readily integrated with MD simulations to extract the fullyanharmonic phonon frequencies and associated phonon scattering rates for individual modes.
In this method, the SED function may be derived as
where k is the wave vector, x is the angular frequency, s 0 is the integration time constant (1 ns in this work), a represents the x; y; z 
where v is the index of phonon branches and Cðk; vÞ is the combination of coefficients as weighting factors for Lorentzian functions. s is the fully-anharmonic phonon relaxation time. By constructing the SED function based on Eq. (1) using the atomic velocities from MD simulations and fitting Eq. (2) to it, x 0 and s can be extracted for a given k. Using the above procedure, the phonon dispersion relation, i.e., the x versus k relation, and the relaxation times as a function of wave vector k (or frequency x) are obtained for each phonon branch. For silicon, with 2 atoms per unit cell, and 3 coordinate directions x; y; z, we obtain a total of 6 phonon branches. Three of these are acoustic branches (longitudinal acoustic (LA) and two transverse acoustic (TA)) and the other three are optical branches (longitudinal optical and two transverse optical). In order to capture the behavior of phonons accurately in the entire wave vector space, the dispersion relation must be computed in the volume of the entire first Brillouin zone. To allay cost, for a material like silicon, it is customary to restrict computations to high-symmetry directions such as [100], [010], [001] and further, under assumptions of isotropy, to pick one of these directions as representative of the entire Brillouin zone. For this paper, we obtain properties in [100] direction and make an isotropic assumption to compute macroscopic parameters. This assumption means that the first Brillouin zone is spherical in shape and the phonon properties are same along all the directions. This assumption is reasonably good for silicon and has been used in several past computations, Ref. [7] for example.
In Fig. 1 , we show the relaxation times for LA and TA phonon branches at 300 K and 900 K computed using the procedure described above, with error bars due to MD noise. The variation in error bars at different frequencies is due to the nonlinear nature of the interatomic potential used for MD simulations. The error bars represent the upper/lower bound of relaxation time from the 20 samples simulated.
Once the relaxation times ðs r Þ and dispersion relations are obtained for all phonon branches, the thermal conductivity for each MD realization may be obtained under the assumption of Brillouin zone isotropy as [2] Fig
As mentioned above, twenty independent simulations are performed with different velocity initializations to obtain the scatter in thermal conductivity at a given temperature. The same procedure is then repeated for different temperatures to get the scatter at all required temperatures. At any given temperature, there is a scatter in the s r values obtained from MD, resulting in a scatter in the thermal conductivity. In Fig. 2 , we show the computed thermal conductivity at different temperatures with the associated scatter. While there are other sources of uncertainty in this simulation such as domain size and time-step size, the procedures for accounting for these are well-established. Consequently, in this paper, we focus on the effect of MD noise in macroscale simulations. This choice is justified by the fact that even with all the other numerical/simulation parameters fixed we observe a noise of about 20% solely due to random initializations, clearly demonstrating the magnitude of this effect. This magnitude is far larger than the error in thermal conductivity due to domain size or timestep effects.
Bayesian Inference: Surrogate Model for Thermal Conductivity
As mentioned earlier, computation of thermal conductivity from MD simulation is computationally quite expensive. Furthermore, it is important to capture the dependence of thermal conductivity on temperature in many problems of technological interest. In order to allay MD cost, we construct a surrogate model for conductivity using the available MD simulation data at selected temperatures. We choose a surrogate model of the form
where v 0 T v1 þ v 2 is the mean and v 3 T þ v 4 is the standard deviation; a normal distribution is assumed. The assumption of normal distribution is made only for the sake of simplicity; the same procedure can be directly applied to any type of distribution. The coefficients, v 0 ; v 1 ; v 2 are obtained by fitting the mean of the thermal conductivity data to the expression v 0 T v1 þ v 2 . The coefficients v 3 and v 4 are chosen to be random parameters, the distribution of which is obtained by calibrating the functional form of k to the (noisy) values of thermal conductivity data obtained from MD. Bayesian inference is used to perform the calibration. This procedure is similar to that used by Salloum et al. in Refs. [40] [41] [42] . The advantage of Bayesian inference is that the calibrated coefficients take the form of a PDF instead of deterministic values. The PDFs allow the surrogate models to capture not only the temperature dependence of conductivity but also the MD noise at each temperature.
The Bayesian inference procedure is now outlined. Assuming an inverse power variation of thermal conductivity with tempera- 
where the left hand side of Eq. (5) is called the joint posterior probability, k MD are the available conductivity data from MD simulations; Prðk MD jv 3 ; v 4 Þ is called the joint likelihood, and denotes the probability that the conductivity k MD is observed for the given values of v 3 ; v 4 ; pðv 3 Þ; pðv 4 Þ are the prior values (or initial guesses) of these coefficients; and the denominator is the total probability, a normalizing constant. The joint likelihood function is given as
Once the likelihood is computed using Eq. Fig. 3(c) and we can clearly see from the figure that the surrogate model captures the MD noise reasonably well.
Assessment of Surrogate Model.
Here we discuss the methodology to assess the goodness-of-fit of the surrogate model constructed in the above section. We use the method of Bayesian hypothesis testing discussed in Ref. [36, 38] to introduce a metric called the Bayes factor that can quantify the accuracy of the model. We define the Bayes factor as the ratio of likelihoods of two hypotheses or models (H 0 and H 1 ).
where H 0 refers to the model calibrated using Bayesian inference, H 1 refers to the actual model which is used as standard for comparison, and D is the data used to assess goodness-of-fit. In other words, the Bayes factor quantifies the accuracy with which the surrogate model captures the actual model. In our case, the form of hypothesis H 1 , i.e., the actual model, is not readily available. Therefore, we assume the model H 1 to be uniform distribution, consistent with the fact that no information is available about the actual model. In the case of multiple data points Di for assessment, where i ¼ 1 to N, with N being the number of data points, and given that the data points are independent of each other, the overall Bayes factor is equal to the product of Bayes factors computed for individual data points given by 
The individual value B i corresponding to data point i is computed as
where v 3 and v 4 are calibration coefficients p $ Uniform distribution (9) A Bayes factor greater than 1 suggests that the surrogate model is better than a model with a uniform distribution. In Table 1 , we show the overall Bayes factors using the real MD data for temperatures between 300 and 900 K. Also, the individual Bayes factors (B 1 , B 2 ,…, B N ) are observed to be in range between 1.3 and 84, i.e., greater than unity.
Numerical Method
For the purposes of demonstration, steady Fourier heat conduction is considered, with a random thermal conductivity such as that resulting from MD simulations. The finite volume method [61] is used to discretize the deterministic energy equation. A spatially second-order accurate scheme is employed. The resulting set of nominally linear algebraic equations is solved using lineby-line tridiagonal matrix algorithm [61] .
Uncertainty Quantification
In this section, we describe our approach to account for the MD noise in the thermal conductivity and propagate it to the continuum scale to quantify its effect on the predicted temperature profile. The objective is to generate a PDF of temperature distribution in the physical domain resulting from the PDF of thermal conductivity. This resulting PDF may be used to assess confidence in temperature predictions, where a PDF with the smaller standard deviation implies greater confidence.
The standard procedure to achieve this is to generate samples of random parameters that govern the conductivity (see Eq. (4)), and solve the Fourier equation numerically using the conductivity computed from each of these samples. There are various procedures to generate random samples, including Monte Carlo (MC) sampling, latin hypercube sampling (LHS), etc., with MC being the gold standard. Each realization of these samples yields a field of temperature, T(x,y). If the sample size is sufficiently large, the PDF of temperature constructed from these solutions represents the actual distribution of temperature due to MD noise. However, the above procedure is computationally very expensive when there is large number of random parameters and when the deterministic finite volume solution is computationally-intensive. An alternate and more efficient approach is to construct a gPC response surface of temperature with the coefficients of thermal conductivity surrogate model (v 3 ; v 4 ; and g) as the random variables of expansion. This approach generates collocation points at which the deterministic solution T(x, y) of Fourier equation is required. The number of collocation points required for gPC is significantly lower than the number of Monte Carlo samples typically needed. In this work, we use Smolyak sparse grid algorithm [52] to generate the collocation points and the response surface is constructed using the Purdue UQ (PUQ) software from Purdue University [62] .
Given the surrogate model for thermal conductivity
Þg, where v 3 and v 4 are the calibrated PDFs, the solution procedure is as described below (see Fig. 4 ).
(1) Choose a set of N collocation points for v 3 ; v 4 ; and g. 
Results
In this section, we present the results of our methodology followed by a discussion of our findings.
6.1 Problem Description. We consider the problem of heat conduction in a square domain, as shown in Fig. 5 . A square domain of side 100 mm is considered. The Fourier conduction equation solved in the physical domain is given by
where T is the temperature, k is the thermal conductivity given by Eq. (4), and S is the source term. We use a nonlinear source term of the form S ¼ AT 3 ðT 1 À TÞ where T 1 ¼ 800 K. Several cases of the above problem are examined and the value of A is chosen in order to suit each of those cases, as described in the Sec. 6. The domain is discretized into a uniform rectangular mesh of 20 Â 20. Discrete values of T and the thermal conductivity k are stored at cell centroids.
Uncertainty Quantification
6.2.1 Effect of Nonlinearity in Thermal Conductivity. We first investigate the effect of nonlinearity in the PDF of thermal conductivity on the temperature distribution. For this we synthetically Transactions of the ASME generate three simple test cases of thermal conductivity data with each case having different orders of nonlinearity. The data are generated using the conductivity relation of the form
where a; b; and r are deterministic coefficients with the nonlinearity in thermal conductivity governed by the inverse power of temperature b. Three different cases with b ¼ À1:2, b ¼ À1:25, and b ¼ À1:3, respectively, are considered. The values of a and r for all three cases are 2:5 Â 10 5 W=mK bþ1 and 15 W=mK, respectively. By fixing the coefficients a; b; and r to be deterministic, the only source of uncertainty in thermal conductivity is through g, which is chosen to have a normal distribution of mean 0 and standard deviation of 1.
As described earlier, the uncertainty in temperature distribution is obtained by constructing a gPC response surface of temperature as a function of random variables, which in this case is just g, i.e., Tðx; yÞ ¼ f ðx; y; gÞ. A fourth-order Legendre polynomial is used to generate the collocation points. A total of 17 collocation points are generated. The same Fourier problem, r: krT ð ÞþS ¼ 0 with S ¼ AT 3 ðT 1 À TÞ is solved for the three cases. The value of A used for these cases is 0:0024 W=m 3 K 4 and T 1 ¼ 700 K. Once the gPC response surface of temperature is obtained Tðx; yÞ ¼ f ðx; y; gÞ, the mean and standard deviation of temperature across the physical domain are computed by sampling the values of g, as shown in Figs. 6 and 7. A noteworthy aspect of these three cases is the variation of standard deviation with the nonlinearity in thermal conductivity. As shown in Fig. 7 , the standard deviation of temperature increases nonlinearly with the nonlinearity in thermal conductivity, as expected. Thus, the noise in thermal conductivity resulting from MD simulations is expected to be amplified nonlinearly, depending on the nonlinearity of the macroscale problem. Figure 8 shows PDFs of temperature at the location x/L ¼ 0.05 and y/L ¼ 0.95 (considering the origin to be at the center of the domain) for different degrees of nonlinearity. This location corresponds to that of maximum temperature in the computational domain. We see that though the thermal conductivity distribution is normally distributed and thus symmetric about the mean, the resulting temperature distribution is skewed, and the degree of skewness is quite pronounced as the degree of nonlinearity in the thermal conductivity, embodied in the b factor, increases.
Uncertainty Quantification Using MD Data for Silicon.
We now consider the propagation of uncertainty in the thermal conductivity of silicon for the heat conduction problem described above. A Bayesian surrogate for the thermal conductivity is constructed as described above. A gPC response surface of the temperature distribution is then constructed by choosing collocation points for the random parameters v 3 ; v 4 ; and g in Eq. (4). We use the Smolyak sparse grid algorithm with third-order Legendre polynomials to generate these points. A total of 69 sampling points is Transactions of the ASME generated by this algorithm. For each of the collocation points, we obtain a unique value of thermal conductivity given by
; and g i are from a given set i of collocation points where i ¼ 1-69. These values are then used to solve the deterministic Fourier problem r: krT ð Þ þ S ¼ 0 with S ¼ AT 3 ðT 1 À TÞ where A¼0:0024W=m 3 K 4 . Sixty nine different temperature solutions T(x,y) are obtained. Finally, to construct a gPC response surface of temperature at each cell, we visit each finite volume cell of the discretized domain, collect the temperature data at that cell from all 69 collocation points, and use them to construct a polynomial for temperature of the form Tðx;yÞ¼f ðx;y;v 3 ;v 4 ;gÞ: In other words, the above equation provides an inexpensive closed form polynomial relationship between the random inputs v 3 ;v 4 ; and g and the output T(x,y). We employ this surrogate to directly investigate the effect of MD noise on the overall temperature distribution. Once such a polynomial is available, the PDF of temperature at each finite volume cell is generated by sampling the random parameters v 3 ;v 4 ; and g.
Using the above procedure, the contours of the mean and standard deviation of temperature are obtained as shown in Figs. 9 and 10, respectively. The maximum standard deviation is approximately 28 K, i.e., 3.7% of the maximum temperature. The corresponding standard deviation in thermal conductivity is 18.87 W/mK, 7% of the maximum value. We observe in Fig. 10 that the region of maximum standard deviation does not occur at the region of maximum temperature but at a location below the center of the domain. This behavior is due to the interplay between nonlinear thermal conductivity and nonlinear source term, and would vary from problem to problem. The PDF of temperature at different spatial locations is shown in Fig. 11 . For silicon, the nonlinearity in the temperature dependence of thermal conductivity is captured by the factor v 1 which is found to be v 1 ¼ À0:2548. This relatively mild nonlinearity results in relatively symmetric temperature distributions, as seen in Fig. 11. 6.2.3 Verification Using Monte Carlo Simulation. Finally, we verify our method using standard Monte Carlo (MC) simulation for the same problem using the same thermal conductivity data. In this method, MC samples of thermal conductivity are generated by sampling the values of v 3 and v 4 from k ¼ v 0 T v1 þ v 2 þðv 3 T þ v 4 Þg. We use a total of 35,000 MC samples. The deterministic Fourier equation is then solved for each of these 35,000 thermal conductivity samples to compute the temperature profile. The mean and standard deviation computed from the above solutions is compared with corresponding mean and standard deviation obtained from gPC fit. We find good agreement between the two results, with the maximum difference between mean temperatures and standard deviations to be 0.17 K and 0.19 K respectively, i.e., 0.028% and 1.25%, respectively. This minor difference can be attributed to the accuracy with which the gPC fit can capture the uncertainty in thermal conductivity. The agreement with MC simulation results verifies the method and at the same time emphasizes the significant speed-up in the procedure: Our method requires just 69 samples to produce the same results as those obtained by 35,000 MC samples.
Conclusions
In this paper, we presented a method to quantify the uncertainty in thermal conductivity due to the inherent noise in MD simulations and propagate it to temperature predictions at the continuum scale. Bayesian inference is used to construct a probabilistic surrogate model for the thermal conductivity distribution as a function of temperature distribution. The effect of MD noise in thermal conductivity on the macroscale temperature is large in the areas of high temperature. This is due to the nonlinear dependence of conductivity on temperature and the presence of a nonlinear source term. Our method was verified against standard Monte Carlo simulation and showed good agreement; however, our technique was shown to be as much as three orders of magnitude less expensive than Monte Carlo simulation. The methodology developed in this paper may be generalized to compute the effect of MD noise in any problem that involves atomistic-to-continuum coupling.
