Abstract. The purpose of this paper is to attain some optimality conditions for the identification of a diffusion matrix (material) under several restrictions. Assuming that the set of such diffusion matrices is closed for the H-convergence, we give a method to obtain admissible directions which applies to a not-necessarily convex control set. Our results permit obtaining the diffusion matrix from the state functions.
Introduction.
The problem we consider in the present paper is related to the choice of an optimal material under several conditions, or the identification of a material from a finite number of observations. In a mathematical setting, we have the model problem Here Ω is a bounded open set of R N , J is a smooth objective functional in H 1 0 (Ω) k , f 1 , . . . , f k are k fixed elements of H −1 (Ω), and M (Ω) is a given set of measurable functions with values in the space of symmetric matrices of order N . The elements of M (Ω) are uniformly elliptic and bounded. Clearly, other generalizations can be considered: J depending on A, other boundary conditions, etc. A physical example is the identification of a material. For this purpose, we apply a finite number k of external conditions (in our case they are represented by f i ) and in each case we realize a measure of the corresponding state. For example, we give the value z i of the state in a subset ω ⊂ Ω. Then the problem can be formulated as
where y i are the solutions of (1.2). Assuming J is sequential lower semicontinuous for the weak topology of H 1 0 (Ω) k and M (Ω) is closed for the H-convergence or the G-convergence, because we are working with symmetric matrices and thus the two concepts are equivalent (see, e.g., [22] , [19] , [18] , [4] , [25] ), it is well known that (1.1) has, at least, a solution (see, e.g., [25] , [17] ). If M (Ω) does not satisfy this last condition and J is sequential continuous for the weak topology of H 1 0 (Ω) k , we can obtain a relaxed problem replacing M (Ω) by its H-closure. Thus, it is natural to assume M (Ω) is H-closed. The calculus of the H-closure of a set is a very difficult problem and there are a lot of works in this field (see, e.g., [23] , [14] , [13] , [8] , [25] , [3] , [16] and the references in them). In this paper we are interested in obtaining some necessary conditions which must satisfy the optimal solution of (1.1). For k = 1, the problem has been studied in [13] , [20] , [8] , [25] , [3] . For k > 1, there are few results to our knowledge (see [25] , [6] , [7] , [3] ).
The paper is organized as follows:
In section 3 we give a definition of admissible direction (see Definition 3.1). Then we prove that if A is a solution of (1.1), y 1 , . . . , y k the corresponding state functions, p 1 , . . . , p k the solutions of (3.2) (the adjoint states), and C the matrix defined by (3. 3), we have
for every admissible direction H. Related results can be found, for example, in [8] , [13] , [25] , [3] . However, in these papers, the admissible directions are of the form H = B − A, with B in M (Ω), which needs some convexity assumptions. When k ≤ N − 1 (in particular k = 1) and M (Ω) is obtained by homogenization, mixing a finite number of matrices with fixed proportions, a result of Tartar (see [25] ) shows that although M (Ω) is not convex, for every ξ 1 , . . . , ξ k ∈ R N , the set
is convex, and thus the directions H = B − A can still be considered. However, this is not true for k ≥ N (or, in principle, for other choices of M (Ω) even if k ≤ N − 1). This is the reason we have given a more general definition of admissible direction. In section 4, assuming M (Ω) local (see Definition 4.1) and closed for the Hconvergence, we give an original method to find admissible directions following our definition. As a consequence, we obtain the main result of the paper, Theorem 4.5, where we prove that for every A, B ∈ M (Ω), l ∈ {1, . . . , N}, W ⊂ R N linear subspace of dimension l, and every bounded measurable set T of W , with l-dimensional positive measure, the matrix H defined by T (which probably is not optimal). This permits us to obtain a family of admissible direction, depending on the subspace W chosen. Essentially, they are of the form B − A plus a term which has a growth of order two in B − A for every B ∈ M (Ω). When the dimension of W is equal to 1, the corresponding admissible direction comes just from a lamination. In this case the expression of H is known and it can be found, for example, in [25] (it can also be obtained from the results in [10] ), but to our knowledge its utility to obtain optimality conditions for problem (1.1) has not been exploited. Most of the consequences we obtain in the present paper using Theorem 4.12 use only, in fact, l = 1. However, we show that in some cases (see Remark 4.17) it is better to use a subspace of dimension greater than one. Using Theorem 4.12 we prove in Corollary 4.18 that for every B ∈ M (Ω), the condition
(which is the condition we find if the admissible directions are of the form B−A) is still true on the set where C has a nonpositive eigenvalue or where Ker(A − B) = {0}. In particular (see Corollary 4.20) the condition (1.6) holds a.e. in Ω for every B ∈ M (Ω) when k ≤ N − 1. When M (Ω) comes from the mixture of a finite number of materials with fixed proportions, this result can also be obtained from the convexity of the set defined by (1.4), but we note that our set M (Ω) is more general.
In section 5 we study the case where M (Ω) is invariable by rotations, which is a natural assumption in the applications. Then we show that condition (1.3) implies that C and A are mutually diagonalizable a.e. in Ω. Moreover, assuming further hypotheses (in particular if M (Ω) is H-closed and N ≥ 3), we prove in Proposition 5.4 that the eigenvalues of A and C are mutually ordered.
As application of the results stated above, it is possible to obtain, in some situations, the matrix A from C and then to reduce the set of optimality conditions to a nonlinear partial differential system with variables y i , p i , 1 ≤ i ≤ k. The main problem to carrying out this point is that in general, the H-closure of a given set is unknown. In section 6, we apply our results to two examples: The first one is the mixture of two homogeneous isotropic materials, which has also been studied in [3] (see also [25] for k = 1). In this case M (Ω) is convex. In second problem we consider a polycrystal in dimension 2, where M (Ω) is not convex. We use the subindex to mean periodicity. For example, for a cube
Notation. For a linear subspace
3. Optimality conditions. In this section we introduce the definition of admissible direction. Using it, we obtain the first optimality result for the control problem (1.1). 
Then we have
Then it is easy to check that for 1 ≤ i ≤ k, we have (3.6) withẏ i the solutions of
Now, for ε > 0, we consider A ε ∈ M (Ω) in the conditions of (3.1). Then for 1 ≤ i ≤ k, we define y i,ε as the solutions of
Taking y * i,ε − y i,ε as test function in the difference of (3.5) and (3.8) , and dividing by ε, we get
By the ellipticity of A + εH (for ε small enough) and (3.1), we deduce from (3.9) the existence of c > 0 such that
From (3.1), (3.6) , and the Lebesgue-dominated convergence theorem, we deduce that
which, by (3.6), implies On the other hand, since A is a solution of (1.1) and A ε ∈ M (Ω), we have
with y ε = (y 1,ε , . . . , y k,ε ) and y = (y 1 , . . . , y k ). From (3.10) and the Fréchet derivability of J, we get
But takingẏ i as the test function in (3.2) and p i as the test function in (3.7), we have
This proves
) and then, from (3.12), we get
Remark 3.3. The above theorem is still true if the elements of M (Ω) are not necessarily symmetric by changing A to A t in the definition (3.2) of the functions p i and taking The advantage of this definition is the following: If M (Ω) is the set we obtain by mixing r materials with proportions fixed, then for every ξ 1 , . . . , ξ N −1 ∈ R N , the set
is convex (see [24] , [25] ). So, with this definition of K A (M (Ω)), the matrices of the
Thus, (3.13) still holds in this case. Later we will deduce this result (see Corollary 4.20) for more general choices of M (Ω), using simply Definition 3.1 of admissible directions.
Calculus of admissible directions.
In the following, let us calculate explicitely some admissible directions by imposing additional hypotheses about M (Ω).
where F is measurable in the sense that
As it is proved in [21] , the local property is satisfied in several typical examples of M (Ω). A first consequence of assuming M (Ω) is local follows.
Proof. By Definition 3.1, for every i ∈ {1, . . . , m} there exists A i ε ∈ M (Ω) and c > 0 (which can be taken independent of i) such that
Taking then
and then H belongs to
It is not difficult to show that the above result remains true if we replace
Using Proposition 4.2, we get the following.
Proposition 4.4. In the assumptions of Theorem 3.2, if M (Ω) is local, we have
Proof. By Proposition 4.2, for every H ∈ K A (M (Ω)) and every ω ⊂ Ω measurable, the matrix H χ ω belongs to K A (M (Ω)). So, using (3.4), we get 
Proof. We consider A, B, W , and T as in the statement of the theorem. For an orthonormal basis {e 1 , . . . , e } of W , we denote
For ε > 0 small enough, we denote
, and
Since M (Ω) is local and closed for the H-convergence, the matrix A ε obtained by taking, for ε fixed, the H-limit when δ tends to zero of the matrices x →Ã ε (x,
belongs to M (Ω). Since the matricesÃ ε are a tensorial product of functions which only depend on x and functions which only depend on y, it is well known (see, e.g., [5] , [2] ) that A ε is given by
where w i,ε is the unique solution of 
but for a.e. x ∈ Ω, the first term on the right-hand side vanishes. So,
(4.7)
For 1 ≤ i ≤ N , we take w i,ε as the test function in (4.7). Then we get
for a.e. x ∈ Ω. Using then (2.1) and the Cauchy-Schwarz inequality, we deduce there exists c > 0 such that
for ε > 0 small enough and a.e. x ∈ Ω.
We defineŵ i,ε : Ω × (ε
. So there exists a subsequence of ε, which we still denote by ε, which converges weak- * in
. Since the curl of the limit is zero, it is the gradient of a function
Once we prove thatŵ i is the solution of (4.4), we conclude that the whole of the sequence converges.
We considerv ∈ D(W ) and ε > 0 small enough, such that ε
Taking v ε as the test function in (4.7), using the change of variables z = ε − 1 y, and integrating with respect to x in a measurable set ω, we get
Passing to the limit in this equality and taking into account the arbitrariness ofv and ω, and the density of D(R N )/R in the factor space of functions with gradient in L 2 (R N ) over R (see, e.g., [9] ), we show thatŵ i is the solution of (4. 
This implies (4.9). Now, for i, j ∈ {1, . . . , N} and a.e. x ∈ Ω, we write
Taking w i,ε as the test function in the problem satisfied by w j,ε and using the change of variables z = ε
So, from (4.10), we get
On the other hand, using (4.9), we have 
) is a cone, we conclude the proof of the theorem. Remark 4.6. Theorem 4.5 applies, for example, to the case where M (Ω) is the set of materials which can be obtained by homogenization, mixing m materials with the prescribed volume. These sets usually appear in problems of optimal design. Some applications are given in the last section of the paper; see also, e.g., [3] , [8] , [13] , [25] , and references therein.
Remark 4.7. The method used in the proof of Theorem 4.5 to obtain admissible directions, which consists of putting an inclusion of a tensor B in a background of tensor A, is a variation of the classical Weierstrass test. Related ideas have been used, for example, by K. A. Lurie (see [8] and references therein).
Remark 4.8. In Theorem 4.5 the expression of H when T is contained in a subspace W of dimension l can be obtained from the corresponding result to W = R N (and then the case W = R N can be consider as the most interesting one). It is enough to consider the matrix H ε corresponding to W = R N and T ε ⊂ R N defined by
and then pass to the limit in ε. The proof of Theorem 4.5 given above has the advantage that we do not need to realize this second limit. Remark 4.9. The expression (4.3) of the admissible direction H has the difficulty that the functionŵ i is not explicit. However, as we said in the introduction, we think that it can be used, for example, to obtain a steepest descent direction. Then the functionŵ i can be calculated numerically. For this purpose we recall that by (3.11) in the proof of Theorem 3.2 we have
and then, since M (Ω) is local, an idea to obtain the steepest direction is to maximize the product H : C in the closure of the matrices H given by (4.3). By Remark 4.8, it is enough to consider W = R N . We remark that the set of such H is bounded and it is not difficult to show that its closure is convex and thus is essentially a ball (for some norm).
In Theorem 4.5, the set T does not depend on x ∈ Ω. Thanks to Proposition 4.2 we can, in fact, take T depending on x. A result in this sense, which we use later in Theorem 4.12, is the following. 
Ω, L(W, W )). Then, taking T (x) = E(x)T 0 , for a.e. x ∈ Ω, the matrix H defined by (4.3) with T = T (x) is inK A (M (Ω)) for every A, B ∈ M (Ω).
Proof. For E in the conditions of the lemma, it is well known that there exists a sequence E n = m(n) j=1 E j,n χ ωj,n with E j,n ∈ L(W, W ), ω j,n ⊂ Ω measurable, Downloaded 06/10/16 to 150.214.182.169. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php
and then E n is also invertible and satisfies
where, for i ∈ {1, . . . , n},ŵ i,n is the solution of
(4.11)
From Theorem 4.5 and Proposition 4.2, this function belongs to K A (M (Ω))
. Using the change of variablesw i,n (z) = w i,n (E nz ), we deduce thatw i,n is the solution of
From the uniform convergence of E −1
Returning to the old variables, we then deduce that ∇ 
in Ω. We define T 0 the unitary ball in W and for a.e. x ∈ Ω we take T (x) = R(x) −1 T 0 and H(x) the matrix given by (4.3) with T = T (x). From Lemma 4.10, H belongs toK A (M (Ω)).
The problem is to calculate the solutionŵ i , 1 ≤ i ≤ N , of (4.4). For this purpose, the idea is to use the change of variables z = Rz, which transforms (4.4) in a similar problem, where A and T are respectively replaced by the identity and the unitary ball in W . This problem can be solved by using in a suitable way the fundamental solution of the laplacian. Doing this and returning to the old variables we deduce that (up to a function which only depends on x)ŵ i is given bŷ
Then by (4.3) we deduce

H(x)e i = (B(x) − A(x))(e i + µ i (x)).
Taking into account the expression of µ i , we finish the proof of the theorem. Using Lemma 4.11 and condition (3.4), we deduce the following theorem. 
(4.12)
Remark 4.13. The condition (4.12) can also be written
Thus, the better choice for W is to consider just the subspace which gives the minimum in this expression. This can also be related to the choice of the steepest descent direction, mentioned in Remark 4.9. If we restrict ourselves to the set of matrices H of the form
then to choose the matrix giving the maximum of H : C is equivalent to solving the minimization problem which appears in (4.13). Remark 4.14. The condition (4.12) must be compared with the usual one when M (Ω) is convex, which is 
Proof. It is enough, for ξ ∈ R N \ 0, to take W = {λξ / λ ∈ R} in Theorem 4.12 and to use that in this case:
Remark 4.16. The condition (4.15) is equivalent to
is symmetric with respect to the scalar product given by (ξ|η) = Bξη for every ξ, η ∈ R N ), [10] and [15] . In particular, it has been shown that, under a suitable change of variables, the set M (Ω), assumed stable under lamination, is convex. Corollary 4.15 can also be obtained from this result. In fact, deriving the usual formula for the lamination of two matrices A and B in the direction ξ, it has been proved in [25] that the matrix
is an admissible direction. However, this has not been applied in our knowledge to the obtaining of optimality conditions for problem (1.1). Most of the results we obtain in the following can be deduced using (4.15), and then one can conjecture that the choice = 1 is the best one in (4.12) (or even using all the matrices H given by Theorem 4.5) or, equivalently (see Remark 4.13) , that the minimum in (4.13) is attained for = 1. An easy counterexample shows that this is not true in general; it is enough to consider C = B = I and A = mI with m > 1. Then the minimum of the eigenvalues of
2 while taking, for example, W = R N we have 
and
Then we have
Proof. Let B be in M (Ω). For a.e. x ∈ Ω B , we choose ξ(x) ∈ Ker(A(x) − B(x)) \ {0}, and for a.e. x ∈ Ω − \ Ω B , we take e(x) as an eigenvector associated with a nonpositive eigenvalue of C(x) and ξ(x) = (A(x) − B(x)) −1 e(x). Then, taking ξ = ξ(x) in (4.15), we obtain (4.17).
By the above result, it is interesting to learn how many nonpositive eigenvalues have the matrix C. In this sense, we give the following theorem.
Then we have the following: 
Proof. The proof of (i) is easy to verify. In order to prove (ii), we use the Courant-Fischer characterization of the eigenvalues:
where λ 1 ≤ · · · ≤ λ N are the eigenvalues ofC.
Taking i = m − and E = Span{φ Proof. We apply Theorem 4.19 to
e. x ∈ Ω. In this caseC = C(x). Since, clearly, the number m + which appears in this result is less than or equal to k ≤ N − 1, we deduce that the number of positive eigenvalues of C is less than or equal to N −1, and then there exists at least a nonpositive eigenvalue of C a.e. in Ω. Corollary 4.18 gives then (4.14).
Invariability by rotations.
In the applications, it is a natural hypothesis to assume that M (Ω) is invariable by rotations. We show in this section that this assumption implies that the eigenvectors of A and C agree. Proof. Let us first prove that given a skew-symmetric matrix R and a measurable set ω ⊂ Ω, the function (RA + AR t ) χ ω belongs to K A (M (Ω)). To this purpose we define G :
Since Ker(G (I)) coincides with the space of skew-symmetric matrices, it is known (see, e.g., [1] ) that for ε ∈ R with |ε| small enough, there exists P ε ∈ M N such that G(P ε ) = G(I) or, equivalently, P ε ∈ O N , and (P ε − I)/ε converges to R. Defining then
and using that M (Ω) is invariable by rotations, we deduce that A ε belongs to M (Ω) and (
Using now that the set of skew-symmetric matrices is a vectorial space, condition (3.4) , and the arbitrariness of ω, we deduce 2(RA) : C = (RA + AR t ) : C = 0 a.e. in Ω.
For i, j ∈ {1, . . . , N}, i = j, we take in the above equation R as the matrix Downloaded 06/10/16 to 150.214.182.169. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php defined by
in another case.
Then we get (AC) ij − (CA) ij = 0 a.e. in Ω,
i.e., A and C commute, and then they are mutually diagonalizable. Remark 5.3. From Proposition 5.2, assuming that the matrix C is known and that their eigenvalues are all different, we must look for the optimal solution A on the set of matrices of M (Ω) which have the same eigenvectors as C a.e. So it can be interesting to write condition (4.13) assuming that B is also mutually diagonalizable with C. If we restrict ourselves to the spaces W which are generated by eigenvectors of C, we get the following result: In the conditions of Proposition 5.2, if c i , a i , i ∈ {1, . . . , N}, are, respectively, the eigenvalues of C and A, then for every B ∈ M (Ω) mutually diagonalizable with A and C, with eigenvalues b 1 , . . . , b N , we have
We also note that by Remark 4.16, for A, B, C as above, the condition (5.1) implies in particular (4.15) .
Assuming stronger hypotheses, we can improve Proposition 5.2. Proposition 5.4 below is related to a theorem due to Lewis [11] , which applies to the optimization of a function h : M s N → R convex and invariable by rotations (see also [12] , where there is a review of results corresponding to optimization problems on symmetric matrices).
Proposition 5.4. In the assumptions of Theorem 3.2, we assume M (Ω) invariable by rotations and at least one of the following hypotheses:
in Ω, such that (5.2) holds. Clearly, we can also assume c 1 ≤ · · · ≤ c N a.e. in Ω. We consider i, j ∈ {1, . . . , N}, i = j, and we take L ∈ O N , defined by From (5.3) we get
This finishes the proof of Proposition 5.4. 
Applications.
In this section let us show how the condition (3.4) and the consequences we have obtained from it can be used, in some cases, to obtain A∇y i , A∇p i , 1 ≤ i ≤ k, as explicit functions of ∇y i , ∇p i and then, from (1.2) and (3.2), to reduce the optimality conditions given in Theorem 3.2 to a nonlinear system in ∇y i , ∇p i . The main difficulty in carrying out this idea is that obtaining the H-closure of a subset of L ∞ (Ω, M N ) is a very difficult problem, which has only been solved in some particular cases (see [23] , [14] , [13] , [8] , [16] , [25] ). To simplify the exposition, we have chosen two simple problems where the H-closure is well known. The first consists of the mixture of two homogeneous isotropic materials in dimension two (the problem can also be studied analogously for higher dimensions). This problem has also been studied in [3] and [7] . In this case the set M (Ω) is convex. In the second problem we consider a nonconvex situation corresponding to a polycrystal in dimension two.
First problem. We start by recalling the following result which has been proved in [23] and [14] . with s ∈ (0, 1). This means we know the proportion of the materials defined by α and β but not its local distribution. This usually holds when one material is better than the other but it is also more expensive. In the second situation we consider the case where we do not have any restriction on θ. It is easy to check that this implies the existence of r ∈ R, which satisfies the statement of the proposition.
Remark 6.4. The expression of F is strictly decreasing with respect to θ. Then, from (6.6), it is possible to obtain θ as a function of c 1 , c 2 and r.
Remark 6.5. In Proposition 6.3, if r ≥ 0, then θ = 0 a.e. in the set 
