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Questions of asymptotic inference are discussed for a point process model in which the 
conditional intensity function increases monotonically between events and drops by determined 
(nonrandom) amounts after each event. Parameter estimates are shown to be consistent and, 
except under the null hypothesis of a Poisson process, normally distributed. Under the null 
hypothesis, however, the Hessian matrix is not asymptotically constant, and the limiting distribution 
of the likelihood ratio statistic is not ~,2, but has a form related to that of the Cramer-von Mises 
aJ 2 statistic for the test of goodness of fit. 
self-correcting point process * conditional intensity function * maximum likelihood estimates 
• norstandard case * random Fisher information matrix * weak convergence 
1. Introduction 
This is the secor.d paper concerned with statistical aspects of some point process 
models suggested by Vere-Jones [17] as possible models for earthquake occurrence. 
The first paper (Vere-Jones and Ozaki [18j) was concerned with the cyclic Poisson 
and Hawkes self-exciting models. In the present paper we shall consider inference 
problems for a model in which the conditional intensity function can be represented 
in the form 
(tlHo.,) = exNa + f l ( t -  pN(t))} (1) 
where H0,, is the o--field ge.nerated by the process in the time interval 0 ~< s < t, ~, 
/3, p are constants, N(t) is the r, umber of events that have occurred since the 
beginning of observations at time (), ahd the conditional intensity is defined by 
A (tlHo.,) dt = E[dN(t)lHo.,] (2) 
(see Rubin [16], Lipster and Shiryaev [13. Chapter 18] and Kutoyants [11] for 
further discussion and examples of processes defined through their conditional 
intensity function). This model is a special case of the 'self-correcting' point processes 
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studied by lsham and Westcott [9], and a somewhat simpler variant of the 'stres:~- 
release' model proposed by Vere-Jones [l 7]. 
One of the principal advantages of specifying a point process model through the 
conditional intensity function is that a simple explicit form then becomes available 
for the log likelihood function, namely 
A = log L = In A (tlHo.,) dN(t)-- A (tJH0.,) dt (3) 
) I 
(see the references already cited). This forms a natural basis for the discussion of 
questions of inference. General conditions for the asymptotic onsistency and 
normality of the maximum likelihood estimates for models specified in this way 
have been gi,,en by Ogata [14] and Kutoyants [10, 11]. In addition to various 
requirements of boundedness and differentiability with respect o the parameters in
the conditional intensity, these require the sensitivity vector (the efficient score, or 
vector of first derivatives of the log likelihood with respect o the parameters) to 
satisfy a law of large numbers and a central imit theorem. 
The model with parameterization (1) presents pecial features in two respects. 
Firstly, for /3 >0,  the process itself behaves in a type of periodic manner (the 
"self-correcting' property studied by lsham and Westcott [9]) and the requisite laws 
of large numbers need some special attention. This question is studied in a companion 
paper [15] from which the relevant results are summarized in Proposition l below. 
Apart from this, the p~ocess with 13 > 0 enjoys standard asymptotic properties of a 
locally asymptotically normal (LAN) model, and the general approach to point 
process models developed for this case by Kutoyants [10] can be applied. These 
results take up Section 2 below. 
The second feature of special interest concerns the case/3 = 0, when the process 
reduces to a Poisson process. In this case it is the likelihood which shows non-standard 
behaviour. The sensitivity vector is not asymptotically normally distributed; the 
Hessian is not a:~ymptotically constant; and the likelihood ratio does not have an 
asymptotic a,e-distribution. I  the terminology of Basawa and Koul [3], the model 
under the null hypothesis 13 =0 belongs to a regular nonergodic family (see also 
[4])). In Section 3, asymptotic distributions for the sensitivity vector and Hessian 
matrix are obtained, and some partial results given for the behaviour of the likelihood 
ratio and related test statistics. 
2. Behaviour under the alternative hypothesis 13 > 0 
The properties of the process pecified by the conditional intensity (1) depend 
critically on the signs of the parameters/3 and p. The following summary holds: 
/3 = () stationary Poisson process, 
/3 :- O, p = 0 increasing Pc4sson process, 
Y. Ogata, D. Vere-Jones / Inference for earthquake models 339 
/3>0, p>O 
/3>0, p<0} 
/3<0, p>O 
/3<0, p~O 
self-correcting process (stable, regular), 
explosive (positive feedback) process, 
totally finite process. 
Thus the case/3 = 0 divides processes with very contrasting types of behaviour, and 
it is perhaps not surprising that this case, though not technically on the boundary 
of the parameter space, nevertheless gives rise to anomalous behaviour. 
In this section we shall consider in detail the case/3 > O, p > O. There is then no 
loss of generality in supposing the scale on the time axis chosen to that p = 1 and 
the intensity (1) can be written 
with 
A (till,,,,) = exp{a + fiX(t)} (4) 
X( t )=t -N( t ) .  (5) 
The process X(t) is clearly Markovian. since the probabilities of all transitions are 
governed by the intensity A, and A itself is determined by the current value of X(t).  
More remarkable is that the behaviour of X(t)  is governed by the discrete-time 
process X(n) ,  which is confined to the lattice of integers, and there forms an 
aperiodic positive recurrent Markov chain. These aspects are discussed in detail in 
the companion paper [15], from which we take the following summary of results. 
Let { ~,} denote the stationary distribution for the chain X(n) ,  and for an arbitrary 
measurable function h(.)  set 
[I ] tl i=E  h[X(n+ u)]dulX(n)  =j (6) 
) 
whenever the expectation is defined. Say that h(.)  is exponentially dominated if 
there exists M < ~ such that Ih(x)l <~ e Mt'). 
Finally, for a family of weight functions to(t, T) introduce the three conditions 
(i) to(t, T)>~0;~o r to(t, T )d t= l ,  
(ii) to(t, T) is monotonic increasing !,1 t, 0<~ t<~ 7", 
(iii) w( T, T) --, 0 as T increases. 
We have then the following result, which is a restatement of Proposition 1 from [ 15]. 
Proposition 1. Let to(t, 7") be a far,:ily of weight functions satisfying the condition 
( i)-( iii) above, and let h be measurable and ext,onentially dominated. Then as T ~ 
fi 
t : c  
to(t, T)h[X(t)] dt-> ~, 7rjh i (in probability) (7) 
) - -X  
where hj is defined by (6). 
We turn next to a consideration of the likelihood, noting first 
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Proposition 2. If (N(T)  > 0, the likelihood function (3), with the parameterization 
( 1 ), has'. a unique maximum; if N(T)  = 0 no maximum exists. 
Prooi. It is convenient here to rewrite (1) in the log-linear form. 
log a (t[Ho.,) = a +/3t+ 3"N(t) (8) 
from which it follows quite generally (see Otaga [14]) that the Hessian is negative 
definite a~':d hence that the likelihood has at most a single maximum. To see that 
such a maximum exists, suppose N(T)>0,  and write the vector (a,/3, 3') in the 
form rd~, where r is a scalar and dp a unit vector. The log-likelihood can then be 
written 
I 
T 
,I = Nrcb" S -  exp{r~ S(t)} dt (9) 
II 
where S( t )=( l , t ,N( t ) )  and g is the average Y.TS(t~)/N, supposing events at 
1t~ t~ < t2<" • • < tN < T. We shall show that for every fixed ~, A tends to -oo as r 
tends to :t:o~. This implies the existence of a finite value of r, say r(~,), at which tee 
likelihood achieves a maximum with ~ fixed, and hence (from the compactness of 
the unit sphere and the continuity of r(~)) of a finite global maximum. 
To this end, let A denote the subset of [0, T] on which ~.  S(t) > 0. Suppose first 
r--, +<x:. If A is non empty, the integral over A of the integrand in the second term 
will dominate the remaining parts of the expression for A, and so cause A -->-oo. 
I|, on the other hand, A is empty, then ~.  S(t) is almost everywhere negative and 
the avelage tb" g is negative. But then the first term in (9) becomes large and 
negative as r --, +o0, while the second term converges to zero, so that again A --> -~.  
The case r - - , -~  can be handled by a similar argument. Finally, if N = 0 the first 
term in (8) vanishes and the second reduces to -T  e"(e j3T- 1)//3T which can be 
made arbitrarily close, but never equal, to zero by taking t~ or/3 sufficiently large 
and negative. Thus no finite maximum is achieved, which completes the proof of 
the Proposition. 
The parameterization (8) is not suitable for studying the behaviour as T--,~, 
for the terms t and N(t) are asymptotically proportional to each other, causing the 
resulting information matrix to be singular. The natural form for the asymptotic 
discussion seems to be 
log A(tlH,,,)= ~+/3X(t)+ yt /T  (10) 
where we take as the true parameter vector O,,--:= ,or.,/3., 0). with/3.> 0. With these 
,is,,umptions. the [lessian matrix, evaluated at tlae vector of true parameters (-)~, 
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can be written in the form 
1 a"Ar(Oo) -H( T)/T 
/li  ,i, 
-~ ~ AT(t) dt ~ ~ X(t)AT.(t)dt 
1If * -- X(t)2Ar(t) dt T ~ 
T-- ~ tAr(t) dt 
] 
l, 
tX(t)AT(t) dt 
1 ft 7' T3 I2AT(t) dt 
) 
where At(t) is an abbreviation for the conditional intensity evaluated at Oo. Letting 
T~oo, and repeatedly applying Proposition 1, we find that -H(T ) /T  has the 
asymptotic form 
u v 'u \  
J-- • w ' v |  
1 • * ~U] 
where the limits U, V. W are defined as in (7), with h(x) taking the forms e ~-', xe ~'~ 
and x2e ~ respectively. Also, by considering the quadratic form 
I ~ ~ et3X( t+, j  ~_'J~=e~"E [(~_~+~2X(t+u)+2~3)'+~3/12] du 
where the expectation is taken with respect o the asymptotic distributio~J of X(n) ,  
it is straightforward to check that £ and similarly -H(T ) ,  is positive definite. 
These results form the essential basis for the proof of asymptotic onsistency and 
normality of the parameter estimates. A powerful general approach to such results 
for '~oint process models is given by Kutoyants [10], and we shall indicate how his 
results can be applied in the present case. Any linear combination of the first 
derivatives of the likelihood can be written in the form of an integral against a 
process of Martingale increments, viz 
{ 0A waA'[ fr, aA+t, + = fr(O,t)dY(t) (12) T ,,2 ua"  a13 ~-~J 3o 
where 
dY(t) =dN(t ) -Ax( (9 ,  t) dt 
is the process of Martingale increments, and 
fr(O, t)= T-l/2(u÷ vX(t)+ wt/T). 
The normalization here is chosen to ensure that the integral of f-~ against AT remains 
0(1) as T-~ ~. Kutoyants then shows that an integral of the form of (12) converges 
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in distribution to a normal N(0, tr 2) random variable provided that, as T+ oo, and 
for some c5 > 0, 
(a) fr(O, t)Zar(O, t) dt ~ o "2 (in probability), 
] (b) E lfT(O,t)12+~Ar(O,t)dt ~0. 
In our example condition (a) is a restatement of the convergence l ading to (11), 
with ~r 2= ~'J~, and ~:'= (u, v, w). The second condition is a further corollary of 
Proposition 1, from which it follows that with ~5 = 1 the expectation i (b) is O( T -I/2) 
as T- ,  oo. This establishes the asymptotic normality of the sensitivity vector. 
Consistency and asymptotic normality of the maximum likelihood estimates now 
follow from standard arguments, no special difficulties arising. Consistency, for 
exa~mple, can be established along the same lines as in Billingsley [5], making use 
of the fixed point theorem (cf. Aitchison and Silvey [1]) to establish the existence 
of a solution to the likelihood equations within a given neighbourhood of the true 
parameters for sufficiently large T. Asymptotic normality of the parameter stimates 
can then be established as a corollary to local asymptotic normality, following the 
approach of Kutoyants [10, 11], or directly from the Taylor expansion of the 
likelihood function. We omit details, and quote only the final result. 
Theorem 3. Consider a self-correcting process with conditional intensity parameterized 
in the form (10), and vector of true parameters O~ = (a0,/3¢~, 0). where/3o> O. Then 
for 0< T<oc and N(T)>0 there exist uniquely defined maximum likelihood 
estimators (~'r = (dr., ~ ;  ~r) such that Or ~ Oo in probability, and the distribution 
of T'/2(Or-Oo) is asymptotically normal N(0, J-~) with J given by (11). 
Further standard results, such as the asymptotic )(2 form for the distribution of 
the likelihood ratio for testing O = Oo against O # O0, follow readily, but greater 
interest attaches to the corresponding tests when/3o = 0, so we turn to a consideration 
of this case. 
3. Properties of the maximum likelihood estimates when 13o = 0 
The behaviour of the process when/3,,--0 differs both quantitatively and qualita- 
tively from its behaviour when/3, # 0. For this reason it may not be surprising that 
the maximum likelihood estimates and associated test statistics exhibit irregularities 
of bchaviour when/3,, = {I that are not present when/3o> 0. To explore these features 
in detail, it v~iil be convenient to make use of the following weak convergence 
Lcmma for the Poisson process, which provides the counterpart when/30 = 0 to the 
la~s of large numbers and associated central limit properties developed in the 
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previous sections for the case/30 > 0. The Lemma follows readily from standard 
results such as Billingsley [7, Theorem 16.1] or Daley and Vere-Jont,.~ !8]. 
Lemma 4. Let N ( t ), 0<~ t <~ T, be a stationary Poisson process with intensity A. Then 
as T ~ oo, the normalized processes 
N( rT) - ArT 
Wr(z) = x/A--T (0~ < r~ < 1) (13) 
converge weakly in D[0, 1] to the standard Brownian motion W(r). 
With this Lemma we can determine the asymptotic distributions of the sensitivity 
vector and the Hessian matrix, and from these, in principle at least, the distributions 
of the maximum likelihood estimates. To obtain a contiguous family when t3o = 0 
we need to modify the norming in the conditional intensity function, which for this 
section we shall take in the form 
In ar( t]Ho.,) = a + flX(t)/4rT+ yt/ T (141 
where as before X( t )= t -N( t ) ,  and we take as the null hypothesis O0 = (0, 0, 0). 
This of course supposes that the rate under the null hypothesis i known a priori: 
we shall examine later in the section the consequences of treating this rate as an 
unknown nuisance parameter. 
Proposition 5. Under the null hypothesis O,~ = (0, 0, 0) in (14), the sensitivity vector 
and Hessian matrix converge in the distribution as T --> oo to the functionals of standard 
Brownian motion W( r) set out below: 
x/; T O O. 
ot dW(r) t 
10A fo 'W(r)  dW(~.)] = 
I , ; rdW(r )  1 
.¢ £, 
1 W(r) dr 
) 
1 i/2 A 
o0,, ,30; 
1 
* W2(r )  d r  
) 
w(1) t 
-½[W(1)2- 1] 
1 
W(1) -  W(r) dr 
) 
2 
f rW(r) d7 = ~. 
3 
= l / t ,  
f 15) 
Proof. The various results follow on evaluating the derivatives at 0o, expressing 
N(t) in terms of Wt(r)  as in (13), and applying Lemma 4, checking that the 
functionals which arise (either integrals of W(r) or evaluations at r = 1) are con- 
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tinuous functionals on D[O, 1]. In the case of OAlafl, for example, we have 
1 aA 1 [ I i r -  - Io "  ] fo l=-  4TOI3 T X(t)dn(t) X(t)dt WT(r) dWT(r) 
= ,[wT(1) _114 w (1) 
24-T -, ½[W(1)'-- 1]. 
The other cases can be proved similarly. 
We observe from this result hat not only is the Hessian matrix not asymptotically 
constant but also that, even conditioning on the random variable appearing in the 
Hessian matrix, the vector of first derivatives i not asymptotically normal. Thus 
the model does not fall into the particular non-ergodic lass (mixed normal or 
LAMN models) forming the main part of the discussion in Basawa and Scott [4], 
for example. 
Despite these features, many properties of the likelihood function and associated 
parameter estimates can be proved by minor variations of the arguments used in 
the preceeding section. Positive definiteness i  a consequence of the representation 
i' ~'=-!~ = (~l+~,_W(r)+~3r)2dr. i 
To establish consistency, consider the Taylor expansion of ~A/aO at a point O on 
the surface of the sphere O-  Oo = 0_~ where p is a small positive quantity and ~ a 
unit vector. We find 
where 
-- P Zr(~,  r)-" dr 1 iJA , (O_Oo)=_~ Zr(~,r) dWr(r)_p2 
T \i JO/ 4T  ~ ~ " 
+ p3G-r(~: ) (16) 
Z7 r) = s + Wr(r) + ¢3r 
and the remainder term GT-(s ~) is uniformly bounded in ¢: (in probability) as To  co. 
The first two integrals do not tend towards constants as T--, oe, but settle down to 
a stationary type behaviour in which the distributions approach those of the corres- 
ponding integrals with Brownian motion W(z) in place of Wr(r). In particular the 
random quantity 
U=min  (~l+~2W(r)+~3r)2dr=min Z(~,r)2dr 
has a well-defined istribution on (0, ce), with zero mass at the origin; then given 
a positive e > 0, we can find a constant cr > 0 such that 
Prob( U > tr) ~ 1 - - .  
6 
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Hence we can also find a To so large that, for the corresponding quantity (with ZT 
replacing Z) LIT, 
Z 
Prob(UT>O')>~ 1-~ for T~ > Tu. 
We can then choose p so small that 
Prob{pSG(,)<-P---3 I j  ZT(~, 7")~ d~" } 
E 
i>! - -  
6 
and hence a T~ so large that 
Prob{pSGr(~: ) ~ p3 f, T.I. 
e 
Zr(~, r)" dr t> 1-~ for T> T.. 
Finally, given p and tr, we can choose M so large that 
Prob 0 Z(~, r) dW(r) ---:_ Z(~:, r) 2 dr I> 
D 
E 
j __  
6 
and a T~ so large that the corresponding event with Z~- and Wr holds with probability 
at least 1 -e /3  for T> ~.  If then 
T > max( To, Ti, T2, M 2) 
we find that with probability at least 1 - e the expression (16) is negative verywhere 
on the surface of the sphere l O-- Oo1 = p, so that the maximum likelihood estimates 
must lie within this sphere. We deduce that the estimates are still consistent. As in 
the previous case, the asymptotic distributions can then be determined by setting 
O = O in the Taylor expansion for OA/iJO. We obtain the following result. 
Proposition 6. Under the null hypothesis @o = (0, 0, 0) in (14), the maximum likeli- 
hood estimates of Oo are consistent, and as T~oo the distribution of 
o,,) 
approaches that of the functional of Browni~,n motion =" ~ ~ where ~, =" are given 
A 
by (15). Furthermore the distribution of the log-likelihood ratio 2 log(A/,1.), where 
;{ is evaluated at ~9, approaches that of the functional ~ ~' E ~ ~. 
It is somewhat unnatural in the above Prol,osition to assume that the rate in (1) 
is known a priori. If it is not known, several alternative tests can be proposed. The 
simplest extension of the above proposition would be to consider the likelihood 
ratio 2 In ~{/A~, where A~ is the maximum likelihood under the assumption of a 
constant (but unknown) rate Poisson process. The distribution of this ratio will 
approach that of the functional 
1 p~----] • ~= ~-W(1)  2. 
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A slightly more tractable form occurs if we suppose that the process is stationary 
(so that .the ~/term in (14) is omitted) and replace p by the estimated average rate 
N(T)  
~-- -  (17) 
T 
The hypothesis testing problem is then best set up as a test for fl = 0 in the parametric 
form 
)t( tlHo.,) = p exp[/~l(t- pN ( t) )] (18) 
We may obtain a test with asymptotically optimal properties by replacing p by t; 
in the likelihood ratio test based on the model (18) with p known. The use of (17) 
for t; then corresponds to replacing Wr(l") by the 'Brownian Bridge' 
W~-J.(r) = W-r(r)-  ZWT(1), 
in the derivatives of the likelihood function. Thus OA//~fl approaches the value -½, 
and the distribution of the likelihood ratio becomes approximately that of the 
functional 
The distribution of this particular functional of the Brownian bridge has been 
tabulated in connection with the Cram~r-von Mises test of goodness of fit. Specifi- 
cally, Anderson and Darling [2] provide tables of the statistic 
" I,' ( co- = W,, T) 2 dr. 
} 
together with details concerning the analytical form of the distribution. It should 
be noted that in the present application we will reject the null hypothesis of the 
Poisson process for small values of to-'. 
We leave as a topic for further investigation the optimality of the various tests 
proposed in this section. 
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