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Abstract. The paper contains an extension of the Khristianovich-Geertsma-de Klerk (KGD) model to 
the case when the confining rock pressure, which closes a hydraulic fracture, varies in the direction 
of its propagation. The extension is impelled by the need to simulate fracture hampering 
(acceleration) when it penetrates into a layer with increased (decreased) rock pressure. The paper 
presents the problem formulation, an efficient numerical method for its solving, examples of 
fractures propagating through layers with various stresses and general conclusions. It is established 
that when the fracture enters a layer with increased rock stresses (positive stress contrast), it actually 
stops. In this case, the fluid particle velocity drops practically to zero and the velocity near the tip 
oscillates about a small value until the fluid pressure increases to the level of the increased rock 
pressure. In the opposite case, when the fracture enters a layer with decreased stresses (negative 
stress contrast), the fracture front accelerates until the fluid pressure drops to the level of the 
decreased rock pressure. Physical considerations and numerical results imply that the transition 
through a boundary of layers with different stresses may be characterized by a simple dimensionless 
parameter. The latter is defined as the ratio of the average difference between the fluid and rock 
pressures (at the moment of reaching the contact) to the stress jump at the contact. The parameter is 
applicable to contacts with positive as well as negative contrasts. The model and the method 
developed are to serve for improvement of the popular pseudo three-dimensional (P3D) model.   
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1. Introduction  
Hydraulic fracturing (HF) is an operation widely used for stimulation of fluid flow to a borehole. It is 
also applied in geothermal technologies, sequestration of toxic waste and CO2, roof control and 
preventing rockbursts in mines (see, e. g. reviews in papers [1,2]). In view of limited and uncertain 
information on the properties and the state of rock in a pay layer and embedding mass, the analytical 
study and numerical modeling are of significance for success of this expensive operation [3]. 
Mathematical investigations were started by Khristianovich and Zheltov [4,5]. The authors assumed 
that a cross section orthogonal to the fracture front was in the plane-strain state. Later Geertsma and 
de Klerk developed the model in the form known presently as the Khristianovich-Geertsma-de Klerk 
(KGD) model. Since then, investigations of HF have got growing attention (e.g. [7-28]). Despite of 
huge number of publications on simulation of HF, the KGD model is still of principal significance 
due to its pioneering nature and to the facility to obtain very accurate benchmark solutions  (e.g. [16, 
22,25]). Its importance has grown last years in view of yet existing difficulties in modeling 3D 
problems in real time what increased interest in the development of the pseudo three-dimensional 
(P3D) model. The latter is based on the Perkins-Kern-Nordgren (PKN) model [7,9], in which plane-
strain conditions are assumed in cross-sections parallel to the fracture front, the fluid pressure is 
assigned constant in a cross section and rock mass is considered elastic with the homogeneous 
confining pressure σ closing a crack. The extension of the PKN model to the P3D model 
[10,3,20,24] includes two items. Firstly, the confining stress σ is assigned as a step function along 
the fracture height what serves to account for different rock pressure in different layers. Secondly, in 
contrast with the classical PKN model, the fracture height is not constant; rather it grows with some 
speed. Assigning this speed is a tricky issue, which is tackled by assuming various simplifications. 
For instance, in the paper [3], its authors assume that the stress intensity factor at the fracture tips 
equals to a critical value 𝐾𝐼𝐶. However, in many problems, for instance in the case, when there is no 
stress contrast, this yields to inexistence of a solution for the P3D model. To avoid this flaw, a 
fictitious coefficient 𝐾𝐼𝐶  is introduced [3,10,24], which is chosen to make results acceptable. In 
papers [3,10], a notice was made on attempts to assign the fictitious 𝐾𝐼𝐶 by using the KGD model. 
Meanwhile, except for the paper [24], no clear explanation how to do it has been given.     
The authors of the paper [24] considered a problem for a pay layer located between half planes with 
the same stress contrast. The hydraulic fracture propagates symmetrically about the middle of the 
pay layer, thus the problem is symmetric with respect to the fracture center. For this particular case, 
the KGD problem is solved with stress contrast. Its solution is used for semi-empirical choice of 𝐾𝐼𝐶 
as a function of the fracture speed. The success reached for the particular case indicates that there is 
sense to solve the KGD problem for an arbitrary composition of layers with arbitrary stress contrasts. 
The objective of this work is to formulate, numerically solve and discuss general features of the 
generalized KGD problem.  
The objective is reached on the basis of the modified theory of hydraulic fracturing summarized in 
[26]. We consider the general case, when a problem may be non-symmetric about the fracture center 
and, consequently, speeds of tips may differ. The problem formulation and the  method developed 
account for the propagation of both tips. The method is applicable to problems with arbitrary stress 
contrast, which may be positive or negative and very high in absolute value. For the particular case 
considered in the paper [24], there is agreement of the results to the accuracy of graphs presented in 
[24]. From the numerical results it follows that there is the principal difference between the case 
when the fracture penetrates a layer with higher stresses (positive contrast) and the case when it 
enters a layer with lower stresses (negative contrast). In the first case, the fluid particle velocity drops 
practically to zero and the velocity near the tip oscillates about a small value until the fluid pressure 
increases to the level of the increased rock pressure. In the second case, when the fracture enters a 
layer with decreased stresses (negative stress contrast), the fracture front accelerates until the fluid 
pressure drops to the level of the decreased rock pressure. We also establish a dimensionless 
parameter, which characterizes peculiarities of the transition through a boundary of layers with 
positive, as well as negative, stress contrast.  
2. Problem formulation 
Straight hydraulic fracture of the length 2𝑥∗(𝑡)  grows under conditions of plane strain in the 
direction orthogonal to the direction of compressive stresses 𝜎(𝑥) in a layered mass containing K 
layers (Fig. 1). The layers are numerated upward so that the bottom layer has the number 1, while the 
top K. The region is chosen thick enough to be sure that the areas below the first and above the last 
layer are certainly beyond the threshold of possible crack growth. Then the first and the last layers 
may be represented by half-planes. Layers between them have finite thickness ℎ𝑗 (j = 2,…,K-1). The 
upper boundary of the j-th layer is assigned with the number j, thus the contact between layers j and j 
+ 1 has the number of the lower layer j (j = 1,…,K). The global x-axis is directed upward, and the 
origin is located at the center of the pay layer, which has the number 𝑗𝑝 and the thickness ℎ
𝑗𝑝 = 𝛨.  
Therefore, the first boundary has the coordinate 𝑥1 = −
𝐻
2
− ∑ ℎ𝑠
𝑠=𝑗𝑝−1
𝑠=2 , while the following ones 
have coordinates 𝑥𝑗 = 𝑥1 + ∑ ℎ𝑠𝑠=𝑗𝑠=2  (j = 2,…,K-1). The source of a fracturing fluid of the intensity 
Fig. 1 
𝑄 is located at the center of the pay layer (𝑥𝑄 = 0). Similar to P3D model, the layers are assumed to 
be homogeneous with the same elasticity modulus E and the Poisson ratio ν (see, e.g. [3]). The 
layered structure is taken into account via merely assigning various confining stresses 𝜎(𝑥) acting 
along layers and closing the fracture. The presence of the contrast differs the problem formulation 
from the classical KGD model, in which the stress 𝜎(𝑥) is constant along the direction of the fracture 
propagation. In the P3D model, the change of stresses in layers is prescribed as step-function with 
constant value of compression 𝜎𝑗 at each of the layers:   
 𝜎(𝑥) = 𝜎𝑗      𝑥𝑗−1 < 𝑥 < 𝑥𝑗 ,         𝑗 = 1, … , 𝐾 (1) 
with 𝑥0 = −∞ and 𝑥𝐾 = ∞. Note however that the derivative of step-function is the sum of delta-
functions what in the considered modified KGD problem leads to computational difficulties. For this 
reason, below we consider the step-wise distribution of the closing pressure as limiting for 
continuous distribution 𝜎(𝑥) and make a special study on this issue. 
To simplify notation, the confining stress 𝜎(𝑥), as well as the fluid pressure 𝑝(𝑥, 𝑡), are assumed 
positive. For linearly elastic rock, the fracture opening 𝑤(𝑥, 𝑡) is defined entirely by the difference 
𝑝𝑛𝑒𝑡(𝑥, 𝑡) = 𝑝(𝑥, 𝑡) − 𝜎(𝑥). It is convenient to write the latter as     
 𝑝𝑛𝑒𝑡(𝑥, 𝑡) = 𝑝𝑑(𝑥, 𝑡) − 𝛥𝜎(𝑥) (2) 
where 
 𝑝𝑑(𝑥, 𝑡) = 𝑝(𝑥, 𝑡) − 𝜎0,        𝛥𝜎(𝑥) = 𝜎(𝑥) − 𝜎0      (3) 
Thus, in (2) 𝑝𝑑(𝑥, 𝑡)is the differential pressure, defined with respect to the stress 𝜎0 = 𝜎(0) in the pay 
layer, while 𝛥𝜎(𝑥) is the “stress contrast” of the compressive stresses with respect to 𝜎0. 
Rheology of the fracturing fluid is given by the power law (e.g. [3]) 𝜏 = 𝑀?̇?𝑛, where 𝜏 and ?̇? are, 
respectively, the shear stress and the shear strain rate; 𝑀 is the consistency index, 𝑛 is the behavior 
index. For a Newtonian fluid, 𝑀 = 𝜇 is dynamic viscosity, 𝑛 = 0; for commonly used thinning fluids 
0 < 𝑛 < 1.  
By employing the modified HF theory [26], the mathematical problem is formulated as follows. For 
a non-compressive fluid, equations of volume conservation and momentum are written in terms of 
the particle velocity 𝑣: 
 
𝜕𝑤
𝜕𝑡
= −
𝜕(𝑤𝑣)
𝜕𝑥
− 𝑞𝑙 + 𝛿(𝑥)𝑄(𝑡) (4) 
 𝑣 = −𝑠𝑖𝑔𝑛 (
𝜕𝑝𝑑
𝜕𝑥
) (
𝑤𝑛+1
𝜇′
|
𝜕𝑝𝑑
𝜕𝑥
|)
1/𝑛
 (5) 
where 𝛿(𝑥) is the Dirac’s delta, 𝜇′ = 𝜃𝑀, 𝜃 = 2 [
2(2𝑛+1)
𝑛
]
1/𝑛
. The possibility to use in (5) 𝑝𝑑 instead 
of 𝑝 follows from equation (3), because the confining stress 𝜎0  in the pay layer is constant and, 
consequently, 𝜕𝑝/𝜕𝑥 = 𝜕𝑝𝑑/𝜕𝑥.  
The propagation of tips is defined by their speed equations:  
 
𝑑𝑥∗𝑙
𝑑𝑡
= 𝑣∗𝑙 = lim𝑥→𝑥∗𝑙𝑣(𝑥, 𝑡),       
𝑑𝑥∗𝑢
𝑑𝑡
= 𝑣∗𝑢 = lim𝑥→𝑥∗𝑢𝑣(𝑥, 𝑡) (6) 
where 𝑥∗ is the coordinate of a tip, 𝑣∗ = 𝑑𝑥∗/𝑑𝑡 is its speed; henceforth, the indices l and u denote 
respectively the lower and upper tip of the fracture.  
The opening 𝑤(𝑥, 𝑡)  is unknown and it depends on rock elasticity and the difference 𝑝𝑛𝑒𝑡(𝑥, 𝑡) 
between the fluid pressure and the confining stress. In view of (2), the hypersingular elasticity 
equation (e. g. [27]) is written as:  
 𝑝𝑑(𝑥, 𝑡) − 𝛥𝜎(𝑥) =
𝐸′
4𝜋
∫
𝑤(𝜉,𝑡)
(𝜉−𝑥)2
𝑑𝜉             𝑥∗𝑙 ≤ 𝑥 ≤ 𝑥∗𝑢 
𝑥∗𝑢
𝑥∗𝑙
 (7) 
where 𝐸′ = 𝐸/(1 − 𝜈2). A solution to (7) is searched in the class of functions 𝑤 equal to zero at tips:  
 𝑤(𝑥∗𝑙, 𝑡) = 0,         𝑤(𝑥∗𝑢, 𝑡) = 0 (8) 
The fracture propagation up and/or down is possible only when the stress intensity factor 𝛫𝛪 at the 
upper and/or lower tip reaches the critical value 𝛫𝛪𝐶:  
 𝛫𝛪𝑙 = 𝛫𝛪𝐶 ,         𝛫𝛪𝑢 = 𝛫𝛪𝐶 (9) 
Henceforth, we consider the practically significant case (see, e.g. [17]), when the main resistance to 
the fracture propagation is defined by viscous shear at fracture surfaces. In this case the fracture 
toughness is taken zero: 𝛫𝛪𝐶 = 0. Then the opening and the differential pressure near fracture tips are 
defined by asymptotic equations for the viscosity dominated regime (e. g. [26]):  
 𝑤(𝑥) = 𝐴𝑤(𝑣∗)𝑟
𝛼,    𝑝𝑑(𝑥) = −𝐴𝑤(𝑣∗)𝐵(𝛼)𝐸′𝑟
𝛼−1 (10) 
where 𝐴𝑤(𝑣∗) = 𝐴𝜇(𝛼)(𝑡𝑛|𝑣∗|)
1−𝛼 , 𝐴𝜇(𝛼) = [(1 − 𝛼)𝐵(𝛼)]
−𝛼/2 , 𝐵(𝛼) =
𝛼
4
cot [𝜋(1 − 𝛼}] , 𝛼 =
2/(𝑛 + 2), 𝑡𝑛 = (
𝜇′
𝐸′
)
1/𝑛
,  𝑟 = |𝑥∗ − 𝑥|.    
Employing (10) in (5) and (6) yields speed equations for tips expressed via asymptotics of the 
opening:   
 
𝑑𝑥∗𝑙
𝑑𝑡
= 𝑣∗𝑙 = −
1
𝑡𝑛
lim𝑥→𝑥∗𝑙 (
1
𝐴𝜇
𝑤(𝑥)
𝑟𝛼
)
1
1−𝛼
,     
𝑑𝑥∗𝑢
𝑑𝑡
= 𝑣∗𝑢 =
1
𝑡𝑛
lim𝑥→𝑥∗𝑢 (
1
𝐴𝜇
𝑤(𝑥)
𝑟𝛼
)
1
1−𝛼
 (11) 
As a result, we arrive at the complete system of five equations (4), (5), (7), (11) with five unknowns 
𝑤(𝑥, 𝑡), 𝑝𝑑(𝑥, 𝑡), 𝑣(𝑥, 𝑡), 𝑥∗𝑙(𝑡), 𝑥∗𝑢(𝑡). The boundary conditions (8) and fracture conditions (9) 
under 𝛫𝛪𝐶 = 0 are met identically due to the asymptotic umbrella (10). The system contains temporal 
derivatives of 𝑤, 𝑥∗𝑙 and 𝑥∗𝑢. Thus initial conditions are needed for these quantities. They are:   
 𝑥∗𝑙(𝑡0) = 𝑥∗𝑙0, 𝑥∗𝑢(𝑡0) = 𝑥∗𝑢0,     𝑤(𝑥, 𝑡0) = 𝑤0(𝑥)     𝑥∗𝑙0  ≤ 𝑥 ≤ 𝑥∗𝑢0 (12) 
The problem consists of solving the system (4), (5), (7), (11) under the initial conditions (12) and 
with accounting for the asymptotic behaviour of the opening (10).  
3. Normalized variables  
It is convenient to exclude the elasticity modulus 𝐸′  and the viscosity parameter 𝜇′  from the 
equations by introducing the normalized opening [27]:  
 𝑤𝑛 = (𝑡𝑆
𝐸′
𝜇′
)
1/(𝑛+2)
 (13) 
where the factor 𝑡𝑆  serves to conveniently choose an appropriate time scale. Then by using the 
normalized variables 
 𝑤′ =
𝑤
𝑤𝑛
,  𝑤′0 =
𝑤0
𝑤𝑛
,  𝑝′ =
𝑝
𝑤𝑛𝛦′
, 𝜎′ =
𝜎
𝑤𝑛𝐸′
, 𝜎′𝑗 =
𝜎𝑗
𝑤𝑛𝐸′
 ,  𝑝𝑑
′ =
𝑝𝑑
𝑤𝑛𝐸′
,  𝛥𝜎′ =
𝛥𝜎
𝑤𝑛𝐸′
,  
  𝑞′𝑙 =
𝑞𝑙
𝑤𝑛
, 𝑄′ =
𝑄
𝑤𝑛
  (14) 
we have the same equations for primed quantities while now  𝐸′ = 1 and 𝜇′ = 1. Emphasize that 
such normalizing does not influence the spatial coordinates and velocities. This serves to normalize 
the spatial coordinate in a way, which removes singularity of  
𝜕𝑤
𝜕𝑡
 at the crack tips if the latter is 
evaluated under fixed value of the global coordinate. Since the tip speeds may differ both in the 
direction and magnitude, we introduce different normalizing for points below and above the source:       
 𝜍 =
𝑥
|𝑥∗|
= {
𝜍1 = −𝑥/𝑥∗𝑙           𝑥 ≤ 0 
𝜍2 = 𝑥/𝑥∗𝑢            𝑥 ≥ 0 
 (15) 
When 𝑥  runs from 𝑥∗𝑙  to 𝑥∗𝑢 , the coordinate 𝜍  changes from -1 to +1. The temporal derivative 
(𝜕𝑤/𝜕𝑡)𝑥, evaluated under constant x, is connected with the temporal derivative(𝜕𝑤/𝜕𝑡)𝜍, evaluated 
under constant 𝜍, as (𝜕𝑤/𝜕𝑡)𝑥 = (𝜕𝑤/𝜕𝑡)𝜍 + (𝑑𝜍/𝑑𝑡)𝜕𝑤/𝜕𝜍. For the variable 𝜍, defined by (15), we 
obtain:   
  (
𝜕𝑤
𝜕𝑡
)
𝑥
= (
𝜕𝑤
𝜕𝑡
)
𝜍
− 𝜍
𝑣∗
𝑥∗
𝜕𝑤
𝜕𝜍
 (16) 
Since the opening is zero at the crack tips, the corresponding derivatives (𝜕𝑤/𝜕𝑡)𝜍 at them become 
zero, while the derivatives (𝜕𝑤/𝜕𝑡)𝑥 under the asymptotics (10) go to infinity in magnitude. This is 
an essential advantage of the variables 𝜍1 and 𝜍2. 
In terms of the variables (14) and (15), after using (16) in the continuity equation (4), we obtain the 
system:  
 
𝜕𝑤′
𝜕𝑡
=
1
|𝑥∗|
𝜕[𝑤′(𝜍|𝑣∗|−𝑣)]
𝜕𝜍
−
𝑣∗
𝑥∗
𝑤′ − 𝑞′
𝑙
+ 𝛿(𝑥)𝑄′(𝑡) (17) 
 𝑣 = −𝑠𝑖𝑔𝑛 (
𝜕𝑝′𝑑
𝜕𝜍
) (
𝑤𝑛+1
𝜇′
|
1
𝑥∗
𝜕𝑝𝑑′
𝜕𝜍
|)
1/𝑛
 (18) 
 
𝑑𝑥∗𝑙
𝑑𝑡
= − (
1
𝑡𝑠
)
1/n
lim𝜍1→−1 (
1
𝐴𝜇
𝑤(𝜍)
|𝑥∗𝑙(1+𝜍1)|𝛼
)
1
1−𝛼
, 
𝑑𝑥∗𝑢
𝑑𝑡
= (
1
𝑡𝑠
)
1/n
lim𝜍2→1 (
1
𝐴𝜇
𝑤(𝑥)
|𝑥∗𝑢(1−𝜍2)|𝛼
)
1
1−𝛼
 (19) 
 𝑝𝑑′(𝜍, 𝑡) − 𝛥𝜎′(𝜍) =
1
4𝜋
∫
𝑤′(𝜏,𝑡)
|𝑥∗(𝜏)|[𝜏−𝜍|𝑥∗(𝜍)/𝑥∗(𝜏)|]2
𝑑𝜏            − 1 < 𝜍 < 1 
1
−1
 (20) 
where it is assumed that 𝑥∗(𝜂) = 𝑥∗𝑙  when 𝜂 < 0 and 𝑥∗(𝜂) = 𝑥∗𝑢 when 𝜂 > 0. Pay attention that 
the coordinates of the tips, their speed and the particle velocities enter the system (17)-(20) non-
normalized. They are measured in units conveniently chosen when introducing the normalizing (13), 
say in meters and meters per minute.  
After normalizing the second of equations (3), the normalized contrast of stresses 𝛥𝜎′(𝜍) for the step 
function (3) is:  
 Δ𝜎′(𝜍) = Δ𝜎′𝑗 =  𝜎′𝑗(𝜍) − 𝜎′0        𝜍
𝑗−1 < 𝜍 < 𝜍𝑗 ,         𝑗 = 1, … , 𝐾 (21) 
where the normalized coordinates of layer boundaries, defining the stress contrast, depend on time:   
 𝜍𝑗 =
𝑥𝑗
|𝑥∗(𝑥𝑗)|
   (22) 
Near the tips (𝜍 = ±1), the asymptotic equation for the opening becomes:  
 𝑤′(𝜍) = 𝐴𝑤′(𝑣∗)|𝑥∗(𝜍)|
𝛼(1 − |𝜍|)𝛼          (23) 
where 𝐴𝑤′(𝑣∗) = 𝐴𝑤(𝑣∗)/𝑤𝑛.  
The initial conditions (12) are also re-written in the normalized variables:  
 𝑥∗𝑙(𝑡0) = 𝑥∗𝑙0, 𝑥∗𝑢(𝑡0) = 𝑥∗𝑢0,     𝑤
′(𝜍, 𝑡0) = 𝑤0
′ (𝜍)      − 1 ≤ 𝜍 ≤ 1 (24) 
Finally, we need to solve the system (17)-(20) on the interval (-1,1) under the initial conditions (24) 
with the stress contrast defined by (21), (22) and with the asymptotics of the opening given by (23).  
4. Reduction to system of ordinary differential equations  
The solution is found for the normalized quantities, in which we omit primes to simplify notation. 
The interval [-1, 1] of the normalized coordinate 𝜍 is represented with two sub-intervals [-1, 0) and 
[0,1]. The first of them is divided into 𝑁1 elements of the same size Δ𝜍1 = 1/𝑁1 and start points at 
𝜍𝑖 = −1 + (𝑖 − 1)Δ𝜍1 (i = 1,..., 𝑁1); the second, into 𝑁2 equal elements of the length Δ𝜍2 = 1/𝑁2 
and start points at точках 𝜍𝑖 = (𝑖 − 𝑁1 − 1)Δ𝜍2 (i = 𝑁1 + 1,..., 𝑁), where 𝑁 = 𝑁1 + 𝑁2 is the total 
number of elements at the interval [-1, 1]. The lower tip (𝜍 = −1), the origin (𝜍 = 0) and the upper 
tip (𝜍 = 1) have the numbers, respectively, 𝑖 = 1, 𝑖 = 𝑁1 + 1 and 𝑖 = 𝑁 + 1.   
The discretized opening, particle velocity, differential pressure and leak-off term are prescribed as 
grid functions: 𝑤𝑖 = 𝑤(𝜍𝑖), 𝑣𝑖 = 𝑣(𝜍𝑖), 𝑝𝑖 = 𝑝𝑑(𝜍𝑖), 𝑞𝑙𝑖 = 𝑞𝑙(𝜍𝑖) (𝑖 = 1, … , 𝑁 + 1). The values of 
the opening are zero at the interval ends: 𝑤1 = 0, 𝑤𝑁+1 = 0. The values of the particle velocity at the 
ends of the interval equals to the propagation speed: 𝑣1 = 𝑣∗𝑙, 𝑣𝑁+1 = 𝑣∗𝑢.  
For the source (𝑖 = 𝑁1 + 1) given by delta-function, the volume balance accounting for the influx 
intensity 𝑄(𝑡), is 
 
𝑑𝑤𝑁1+1
𝑑𝑡
=
3𝑄(𝑡)−𝑤𝑁1−1𝑣𝑁1−1+4𝑤𝑁1𝑣𝑁1−4𝑤𝑁1+2𝑣𝑁1+2+𝑤𝑁1+3𝑣𝑁1+3
2[Δ𝜍1|𝑥∗𝑙|+Δ𝜍2𝑥∗𝑢]
 (25) 
The particle velocity is discontinuous at the source. Thus, at the points 𝑖 = 𝑁1  and 𝑖 = 𝑁1 + 2 , 
closest to the source, continuity equation is approximated to merely the first order of accuracy:   
 
𝑑𝑤𝑁1
𝑑𝑡
=
𝑤𝑁1(𝜍𝑁1|𝑣∗𝑙|−𝑣𝑁1)−𝑤𝑁1−1(𝜍𝑁1−1|𝑣∗𝑙|−𝑣𝑁1−1)
|𝑥∗𝑙|Δ𝜍1
−
𝑣∗𝑙
𝑥∗𝑙
𝑤𝑁1 − 𝑞𝑙𝑁1   (26) 
 
𝑑𝑤𝑁1+2
𝑑𝑡
=
𝑤𝑁1+3(𝜍𝑁1+3𝑣∗𝑢−𝑣𝑁1+3)−𝑤𝑁1+2(𝜍𝑁1+2𝑣∗𝑢−𝑣𝑁1+2)
𝑥∗𝑢Δ𝜍2
−
𝑣∗𝑢
𝑥∗𝑢
𝑤𝑁1+2 − 𝑞𝑙𝑁1+2  (27) 
At the remaining division points (𝑖 = 2, … , 𝑁1 − 1, 𝑁1 + 3, … , 𝑁), central differences are available:   
 
𝑑𝑤𝑖
𝑑𝑡
=
𝑤𝑖+1(𝜍𝑖+1|𝑣∗|−𝑣𝑖+1)−𝑤𝑖−1(𝜍𝑖−1|𝑣∗|−𝑣𝑖−1)
2|𝑥∗|Δ𝜍(𝑖)
−
𝑣∗
𝑥∗
𝑤𝑖 − 𝑞𝑙𝑖   (28) 
where Δ𝜍(𝑖) = {
Δ𝜍1
Δ𝜍2
,    𝑥∗ = {
𝑥∗𝑙
𝑥∗𝑢
,          𝑣∗ = {
𝑣∗𝑙                     1 ≤ 𝑖 ≤ 𝑁1
𝑣∗𝑢            𝑁1 + 1 ≤ 𝑖 ≤ 𝑁
 .  
the system of ordinary differential equations (ODE) (25)-(28) contains 𝑁 − 1  equations. It is 
complemented with two speed equations (19), which being discretized become:  
 
𝑑𝑥∗𝑙
𝑑𝑡
= − (
1
𝑡𝑠
)
1/𝑛
(
1
𝐴𝜇
𝑤2
|𝑥∗𝑙Δ𝜍1|𝛼
)
1
1−𝛼
,             
𝑑𝑥∗𝑢
𝑑𝑡
= (
1
𝑡𝑠
)
1/𝑛
(
1
𝐴𝜇
𝑤𝛮
|𝑥∗𝑢Δ𝜍2|𝛼
)
1
1−𝛼
 (29) 
Therefore, we have the dynamic system of N + 1 ODE (25)-(29) in N + 1 unknowns; the  first  N – 1 
equations contain the temporal derivatives of the unknown openings 𝑤𝑖  at the internal nodes 
𝑖 = 2, … , 𝑁1 − 1, 𝑁1 + 3, … , 𝑁 of the mesh, while the last two contain the derivatives of unknown 
coordinates  𝑥∗𝑙 and 𝑥∗𝑢 of fracture tips, which are also present in the right hand sides of equations 
(25)-(28). The values 𝑣∗𝑙 and 𝑣∗𝑢 entering (26)-(28) are defined by the right hand sides of the speed 
equations (29).  
The nodal values of the particle velocity, needed to evaluate right hand sides of ODE (25)-(28), are 
found from discretized Poiseuille type equation (18). The nodal values of the velocity are evaluated 
by using modified formula of central differences [27], which accounts for the asymptotics of the 
differential pressure, which behaves as 𝑂(𝑟𝛼−2), where 𝑟 is the distance form a tip, 0 < 𝛼 < 1. As a 
result, for nodal values of the velocity we obtain:   
𝑣1 = 𝑣∗𝑙,   𝑣2 = 0.5(𝑣∗𝑙 + 𝑣3), 
 𝑣𝑖 = −𝑠𝑖𝑔𝑛(𝑝𝑖+1 − 𝑝𝑖−1) (𝑤𝑖
𝑛+1 |
𝑝𝑖+1−𝑝𝑖−1
𝑥∗∆𝑓
|)
1/𝑛
       𝑖 = 3, … , 𝑁1, 𝑁1 + 2, … , 𝑁 − 1 (30) 
𝑣𝑁 = 0.5(𝑣∗𝑢 + 𝑣𝑁−1),    𝑣𝑁+1 = 𝑣∗𝑢 
where 𝛥𝑓 =
(1−|𝜍𝑖|)
𝛼(𝑛+1)
𝛼(𝑛+1)−1
[
1
(1−|𝜍𝑖+1|)
𝛼(𝑛+1)−1 −
1
(1−|𝜍𝑖−1|)
𝛼(𝑛+1)−1].  Note that the particle velocity at the 
source (𝑖 = 𝑁1 + 1) is undefined and it is not used in ODE (25)-(29).   
The nodal values of the differential pressure entering (30) are found from the discretized elasticity 
equation (20) with approximation of the density near a node j as 𝑤(𝜍) =
𝑤𝑗
(1−|𝜍𝑗|)
2/3 (1 − |𝜍|)
2/3 , 
which accounts for the asymptotics (23) for a Newtonian fluid (𝑛 = 1, 𝛼 = 2/3). This serves to 
accurately approximate the opening both near and far from the front for any thinning fluid (0 < 𝑛 <
1). Under this approximation, hypersingular integral entering (20) is evaluated analytically over an 
arbitrary interval (a, b). Specifically, for 𝑎, 𝑏 < 0 , we have ∫
(1−|𝜏|)2/3
(𝜏−𝜔)2
𝑏
𝑎
𝑑𝜏 = 𝛷(√−𝑎
3
, √−𝜔
3
) −
𝛷(√−𝑏
3
, √−𝜔
3
), while for 𝑎, 𝑏 > 0 , we have ∫
(1−|𝜏|)2/3
(𝜏−𝜔)2
𝑏
𝑎
𝑑𝜏 = 𝛷(√𝑏
3
, √𝜔
3
) − 𝛷(√𝑎
3
, √𝜔
3
) , where 
𝛷(𝜉, 𝑧)) =
𝜉2
𝑧3−𝜉3
+
2
3
1
𝑧
[
1
2
𝑙𝑛 |
(𝜉/𝑧−1)3
(𝜉/𝑧)3−1
| + √3𝑎𝑟𝑐𝑡𝑔
1+2𝜉/𝑧
3
] . For the node 𝑗 = 2 , integration is 
performed over the interval (−1, −1 + 1.5𝛥𝜍1); for the source (𝑗 = 𝑁1 + 1), over two intervals 
(−0.5𝛥𝜍1, 0) and (0, 0.5𝛥𝜍2);  for remaining nodes, over the interval (𝜍𝑗 − 𝛥𝜍/2, 𝜍𝑗 + 𝛥𝜍/2) for the 
j-th node. Finally, for the nodal values of the differential pressure, we have:   
 𝑝𝑖 =
1
4𝜋
∑ 𝐴𝑖𝑗(𝑤𝑗
𝑁
𝑗=2 + 𝑤𝑆𝐶𝑗)       𝑖 = 2, …  𝑁 (31) 
In (31), the influence coefficients 𝐴𝑖𝑗  are obtained as explained by integration over the interval 
corresponding to the number j. The values 𝑤𝑆𝐶𝑗 = 𝑤𝑆𝐶(𝜍𝑗) present the nodal values of the opening 
𝑤𝑆𝐶(𝜍) , generated by piece-wise constant stress contrast. This opening is defined by equation 
following form the classical solution [29] of the elasticity problem for a straight crack under arbitrary 
traction. For the piece-wise constant stress contrast (21), it is: 
𝑤𝑆𝐶(𝜍) = (
4
𝜋
) {Δ𝜎𝑙[𝑔(𝜍, 𝜍𝑙) − 𝑔(𝜍, −1)] + ∑ Δ𝜎𝑠[𝑔(𝜍, 𝜍𝑠) − 𝑔(𝜍, 𝜍𝑠−1)]
𝑠=𝑢−1
𝑠=𝑙+1
+ 
 Δ𝜎𝑢[𝑔(𝜍, 1) − 𝑔(𝜍, 𝜍𝑢−1)]}  (32) 
where 𝑔(𝜍, 𝜏) = (𝜉1 − 𝑥1)arch |
𝑥𝑚
2 −𝑥1𝜉1
𝑥𝑚(𝜉1−𝑥1)
| − √𝑥𝑚2 − 𝑥1
2arccos
𝜉1
𝑥𝑚
, 𝑥𝑚 = 0.5(𝑥∗𝑢 − 𝑥∗𝑙)  𝜉1 =
𝜉1(𝜏) = |𝑥∗(𝜏)|𝜏 − 𝑥0, 𝑥1 = 𝑥1(𝜍) = |𝑥∗(𝜍)|𝜍 − 𝑥0, 𝑥0 = 0.5(𝑥∗𝑢 + 𝑥∗𝑙), l and u are the numbers of 
layers containing the lower and upper tips of the fracture, respectively; 𝜍𝑠  is the normalized 
coordinate of the s-th contact defined by (22). Summation under the sum symbol in (32) is performed 
only when u >  l + 1. In the case, when u = l, the both tips are in the pay layer, there is no stress 
contrast (Δ𝜎𝑙 = Δ𝜎𝑢 = 0) and consequently 𝑤𝑆𝐶(𝜍) = 0. In this case, the solution is that of the 
classical KGD problem, for which one can use the highly accurate bench mark solution (e. g. [25]). 
Note that equation (32) yields that at contacts of layers, the function 𝑤𝑆𝐶(𝜍) is continuous while its 
derivative has log-type singularity.  
Summarizing, the right hand sides of the system (25)-(29) are evaluated as follows. Firstly, for given 
at a considered moment nodal openings 𝑤𝑖 and coordinates 𝑥∗𝑙 and 𝑥∗𝑢 of the tips, we use equation 
(31) to find the nodal values of the differential pressure 𝑝𝑖. The latter are substituted into (30) to 
evaluate the nodal values of the particle velocity, which in their turn are substituted into continuity 
equations (25)-(28). Therefore, at each time instant, the right hand sides of equations (25)-(29) are 
defined. Thus integration of the ODE (25)-(29) under the discretized initial conditions (24) may be 
performed by means of well-developed methods (see, e. g. [30]).   
5. Numerical results and their discussion  
The described computational scheme is implemented for an arbitrary system of layers with arbitrary 
stress contrast and any numbers 𝑁1 and 𝑁2 points of the fracture division. The power-law fluid may 
have an arbitrary behaviour index n. The initial conditions can be arbitrary, as well. Solution of the 
Cauchy problem for the system of ODE is performed by implicit backward differentiation method 
[31]. 
Below for certainty we present results for the case of a Newtonian fluid (n = 1), constant influx at the 
source (𝑄(𝑡) = 𝑐𝑜𝑛𝑠𝑡 ) and impermeable rock (𝑞𝑙 = 0). The initial conditions are those of the 
classical KGD problem: zero fracture length and zero opening on it at the initial time (𝑥∗𝑙(0) = 0,
𝑥∗𝑢(0) = 0,     𝑤0(0) = 0). Therefore, until the fracture reaches a boundary of the pay layer, the 
problem is self-similar with known self-similar solution (see, e. g. [11,16,22,25]). By special tests 
with various number of division points it was established that the numbers of points 𝑁1 = 𝑁2 = 51 
guarantee the accuracy 1.3%, at least, for all the values discussed below.   
After normalizing, the external characteristics of the problem under prescribed geometry of layers 
are merely the influx Q and stress contrast 𝜎(𝑥). From physical considerations it is clear that passing 
through a contact occurs differently depending on whether the fracture penetrates layer with higher 
(𝜎+ >  𝜎−)  or lower (𝜎+ <  𝜎−) stresses. In the former case, we call the contact positive, in the 
second negative. Clearly, peculiarities of the transition through a positive or negative contact are 
defined by the difference 𝜎+ − 𝜎− in the neighboring layers. Therefore, the study of the peculiarities 
may be performed for the simplest symmetric scheme (Fig. 2) when the pay layer with the stress 
𝜎− = 𝜎0  is located between half-planes with the same compressive stress 𝜎
+ . Then due to the 
symmetry of the problem, the number of unknowns reduces two-fold, while the transition through 
contacts under prescribed thickness Η of the pay layer is entirely characterized by the stress contrast 
Δ𝜎 = 𝜎+ − 𝜎0.   
Fig. 2 
Calculations for this scheme are performed in the normalized variables, while their results are 
discussed in non-normalized quantities for the particular case considered in the paper [24]. 
Specifically, the following parameters of the model are used: 𝐻 = 50 m, 𝐸′  = 2.5 104 MPa,  𝜇′ = 1.2 
Pa s, 𝑄0 = 5 10
-4
 m
2
/s. For stress contrast, the authors of [24] assigned three positive values: Δ𝜎 = 
0.5, 1.5 and 3.5 MPa. To study the transition in detail, we additionally consider (i) the case of 
extremely high positive barrier (Δ𝜎 = 50 MPa) and (ii) previously non-studied cases of negative 
barriers (Δ𝜎 = - 0.5, - 1.5 and -3.5 MPa).  
For the positive stress contrasts Δ𝜎, studied in [24], the fracture length 2𝑥∗ = 2𝑥∗𝑢 and the opening 
profiles agree with those of the cited paper to the accuracy of graphs given in it. For the positive 
stress contrast Δ𝜎 =50 MPa, notably higher than the maximal contrast Δ𝜎 = 3.5 MPa studied in [24], 
the results are presented in Fig. 3. It shows the changes in time of the fracture half-length 𝑥∗ (Fig. 
3a), the average pressure 𝑝𝑎𝑣 (Fig. 3b), the average opening 𝑤𝑎𝑣 (Fig. 3c) and the propagation speed 
𝑣∗  (Fig. 3d). It can be seen that the fracture practically does not propagate until the average 
differential pressure in it is an order less than the stress contrast Δ𝜎. In the considered case, the delay 
time is about 3000s. Fig. 3c implies that during this time, the average opening increases 
proportionally to the fluid volume entering the fracture. The propagation speed 𝑣∗ (Fig. 3d), when 
reaching high barrier, drops two orders (from 0.1 m/s to 0.001 m/s) and oscillates about the small 
value until the pressure 𝑝𝑎𝑣 becomes of order of stress contrast Δ𝜎.  
The oscillations of the propagation speed 𝑣∗ arise because fluid particles, when reaching high barrier, 
stop and even change the direction of motion near fracture tips. The particle velocity profiles, shown 
in Fig. 4, illustrate this complicated motion for the stress contrast Δ𝜎 = 5 MPa. It can be seen that 
after the velocity drops practically to zero at the moment t = 201.4 s, there occurs back flow near the 
fracture tip in the time interval from 201.7 s to 210 s. As show detailed calculations, fluctuations of 
the particle velocity near the barrier continue after that; they damp merely when t > 10
4
  s.       
It is of interest to reveal to what extent the stress jump influences the accuracy of the results. To this 
end, the calculations for the stress contrast Δ𝜎  =50 MPa are repeated with change of the step-
function to continuous distribution of Δ𝜎 from zero to 50 MPa in a narrow strip of 2 m width located 
symmetrically about the boundary x = H/2 = 25 m. In these calculations, we took a fine mesh near 
the barrier. Typical results for step-wise change of stress contrast are shown in Fig. 5 at the time t = 
12000 c. They are indistinguishable from those obtained in calculations for the contrast prescribed by 
step-function. The agreement of the results justifies assigning stress contrast by step-function.  
Fig. 6 presents results for boundaries with negative stress contrasts (Δ𝜎 = -0.5, -1.5 and -3.5 MPa) in 
comparison with those for positive stress contrasts of the same magnitude. Clearly, in difference with 
positive contrast, the transition through negative contrast leads to drastic acceleration of the fracture 
and to drop of average pressure in it. Meanwhile, similar to positive contrast, with time growth the 
propagation speed asymptotically tends to the value corresponding to the classical KGD model (Δ𝜎 = 
0), while the average differential pressure approaches the assigned stress contrast Δ𝜎. Note that the 
effect of faster propagation in a layer with decreased confining pressure has been observed in 3D 
modeling with the implicit level set algorithm [28].   
From physical considerations and numerical results for both positive and negative contrasts it 
follows that the internal characteristic of the transition through a contact serves the difference 
between the fluid and rock pressures in the fracture at the moment when a tip reaches the contact. 
Denote the average difference 𝑃. For the pay layer, 𝑃 is the average net-pressure at this moment. 
Recalling that the external characteristic is the difference Δ𝜎 = 𝜎+ −  𝜎−, we infer that the transition 
is controlled by the dimensionless parameter     
Fig. 3 
Fig. 4 
Рис. 5 
Fig. 6 
 𝑅 =
Δ𝜎
𝑃
   (33) 
It can be promptly evaluated for the simplest symmetric scheme of Fig. 2. In this case, the moment  
𝑡𝐻 of reaching the contact is defined by the condition 𝑥∗(𝑡𝐻) = 𝐻/2, while all the quantities are 
known for the self-similar solution studied in detail in [19,24,30]. By employing this solution, we 
obtain the analytical expression for the average differential pressure 𝑃 at the moment of reaching the 
contact:  
   𝑃 =
√𝑄𝜇′𝐸′3
4
𝑘0√𝐻
   (34) 
with 𝑘0 = 1/(𝑃0√2𝜉∗𝑛 ) , and for a Newtonian fluid (n = 1) 𝑃0 = 0.3832 , 𝜉∗𝑛 = 0.6113 , thus 
𝑘0 = 2.360 . Substitution of (34) into (33) yields equation for the contrast parameter 𝑅  in the 
considered particular case:  
   𝑅 = 𝑘0
Δ𝜎√𝐻
√𝑄𝜇′𝐸′3
4   (35) 
Note that for positive (negative) stress contrast, the contrast parameter 𝑅 is positive (negative). For 
positive contrast, by taking (35) squared, we can write it as 𝑅2 = 𝑘0
2?̃?, where ?̃? is the parameter 
introduced in the paper [24] for the scheme of Fig. 2:  
?̃? =
Δ𝜎2𝐻
√𝑄𝜇′𝐸′3
 
Surely, it is easy to extend the parameter ?̃? to negative contrast by including the factor sign Δ𝜎 into 
its definition. However, the parameter ?̃? , being practically equivalent to the parameter 𝑅  in the 
particular case discussed, is inapplicable in the general case.  
In conclusion we give an example illustrating application of the method developed to a non-
symmetric system of layers with different stress contrasts. Fig. 7 presents profiles of the opening at 
various time instances, when below and above the pay layer of the thickness H = 50 m there are 
layers of various thicknesses and different stress contrasts. The elasticity modules, fluid viscosity and 
its influx are those assumed above for the scheme of Fig. 2. It can be seen that high positive barrier 
(Δ𝜎 = 7.5 MPa) practically arrests the fracture, which after overcoming the barrier with less stress 
contrast (Δ𝜎 = 5 MPa) rapidly propagates in the layer where the contrast drops to zero.  
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Fig. 1. The scheme of a hydraulic fracture in layered rock with various stresses in layers  
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Fig. 2. The symmetric scheme of a pay layer between half-planes with the same stress contrast  
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Fig. 3. The change in time of a) half-length, b) average net-pressure, c) average opening, d) 
propagation speed when the fracture passes through the barrier with stress contrast Δ𝜎 = 50 MPa   
  
  
 
 
Fig. 4.  Profiles of the fluid velocity in the fracture penetrating the barrier  
with stress contrast Δ𝜎 = 5 MPa  
 
 
 
 
 
 Fig. 5. Profile of the opening for a barrier represented by linear change of stress contrast within a 
strip of 2m width. It is indistinguishable from that for the contrast prescribed by step-function  
  
  
 
  
       
Fig. 6. The change in time of a) fracture half-length, b) average net-pressure, c) average opening and 
d) particle velocity for barriers with positive (?̃? > 0) and negative (?̃? < 0) stress contrasts  
  
  
 
Fig. 7. Profiles of the opening at various time instances for a non-symmetric system of layers with 
various stress contrasts (values of Δ𝜎 are shown on top of the figure)  
 
 
