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I. INTRODUCTION
Atmospheric and oceanic flows driven by predominantly horizontal density differences, such as sea breezes, thunderstorm outflows, powder snow avalanches, and turbidity currents are frequently modeled as gravity currents. [1] [2] [3] [4] [5] Dimensional analysis indicates that the quasisteady front velocity, U, of a gravity current of height h is proportional to (g h) 1/2 , where g = g(ρ 1 − ρ 2 )/ρ 1 is the reduced gravity, ρ 1 is the density of the current, ρ 2 the ambient, and g is the gravitational acceleration.
For more than 70 years, researchers have debated the value of the proportionality factor, called the Froude number or front condition, and how it scales on the channel depth H. Most researchers attempted to calculate this quantity analytically via a control volume analysis that conserves mass and streamwise momentum across the front of a current. This approach, however, requires an empirical assumption about the conservation of energy across a current, leading to the debate about which energy assumption is the best.
Recently, we presented a new method for determining the front velocity of internal bores, a closely related flow, in Borden and Meiburg 6 that did not require any assumptions about the conservation of energy. Instead of conserving mass and balancing streamwise momentum across the front of a current, we conserved mass and circulation across and around the control volume.
Here, we develop and extend our circulation model for internal bores to gravity currents and compare its predictions with those of other models and measurements of gravity currents produced by direct numerical simulation (DNS). Additionally, we examine the influence of downstream mixing on the front-condition in Sec. IV, and also develop a Boussinesq model that considers the entire domain of a dam-break gravity current, similar to the momentum based model of Shin et al., 7 in Sec. V. Finally, we discuss the implications of applying Bernoulli's equation along a gravity current interface in Sec. VI.
II. A BRIEF HISTORY OF GRAVITY CURRENT MODELS
Efforts to refine the relationship between the current velocity and height, denoted by the Froude number, F h = U/ √ g h, date back to von Kármán, 8 who considered a two-dimensional gravity current in an inviscid, irrotational, and infinitely deep ambient (Figure 1 current is at rest, he obtained
where σ = ρ 2 /ρ 1 is the density ratio. For Boussinesq currents with σ ≈ 1,
argued that von Kármán's assumption of energy conservation along the interface cannot be justified, and instead considered the inviscid, irrotational flow past a gravity current in a finite-depth channel ( Figure 1(b) ). He assumed that the pressure distributions far up-and downstream of the front of the current were hydrostatic, and applied the conservation of mass and horizontal momentum flux in the ambient as
To close the problem, an additional condition is needed to determine p B − p C . Benjamin invoked Bernoulli's law, but along C-B (the bottom of the channel) rather than along C-A (the interface). Benjamin's approach produced the following Froude number formed with the channel height:
where α = h/H represents the fractional current height. Similar to von Kármán, Benjamin also calculated a Froude number scaled with the current height-the conversion is simply F h = F H α −1/2 . This Froude number does not tend to zero in the deep channel limit, but because h is not known ahead of time (it must be measured), its value will be more uncertain when measured from experiments or simulations.
By then applying Bernoulli's equation along the top of the channel (D-E), Benjamin showed that an energy-conserving current is possible only for α = 1/2; currents with α > 1/2 require an input of energy to be realized.
The analyses of von Kármán and Benjamin apply to all gravity currents, regardless of how they are generated. Shin et al., 7 on the other hand, focused on gravity currents generated by partialdepth lock releases [ Figure 1 and considered a control volume that encompasses both fronts (i.e., CDFG). By conserving mass and horizontal momentum, they obtained
Invoking Bernoulli's law with no head loss along D-F to close the system then yields
where β = d/H is the non-dimensional lock height. They furthermore showed that energy-conserving flows are possible only if both fronts propagate at the same speed (U = U r ), and if α = β/2. An alternative argument was put forward by Yih, 10 who focused on full-depth lock releases. By assuming 101301-3 Z. Borden and E. Meiburg Phys. Fluids 25, 101301 (2013) symmetry between the light and dense fronts, and equating the rate at which potential energy is lost with the rate at which kinetic energy is gained, he arrived at
Of course, full-depth lock releases are only truly symmetric in the Boussinesq limit where his Froude number reduces to 1/2. Finally and more recently, Nokes et al. 11 developed a model for Boussinesq intrusive gravity currents that assumes no head losses between the front stagnation point and the top of the gravity current head, but makes no assumptions about the loss of energy behind the head. The authors model the flow around the dynamic head of the gravity current and assume the flow near the front is inviscid and irrotational, and that the flow is horizontal, but not uniform, at the location of maximum height of the current head. Their model must be solved numerically, but can be approximated with the polynomial
III. CIRCULATION BASED MODELS FOR BOUSSINESQ GRAVITY CURRENTS
Consider the flow configuration in Figure 1 (b). Following Benjamin, we assume the fluid within the current to be at rest far downstream of the front (along B-E), 12 and write conservation of mass as in Eq. (2) . Instead of applying the balance of streamwise momentum, however, we focus on the vorticity field in the control volume surrounding the front of the current (i.e., BCDE). For steady, two-dimensional, Boussinesq flows, the vorticity is governed by
where ω is the vorticity normal to the page, ν is the kinematic viscosity, and ρ * = (ρ − ρ 2 )/(ρ 1 − ρ 2 ) is the Boussinesq density. From left to right, the terms in Eq. (9) represent the advection of vorticity, the baroclinic generation of vorticity, and the diffusion of vorticity due to fluid viscosity. Although the pressure does not explicitly appear in Eq. (9), we have not made the assumption that the flow is hydrostatic. The elimination of the dynamic pressure is purely the result of the Boussinesq approximation. Because this equation does not contain the pressure, we have one fewer unknowns than do the models of von Kármán, Benjamin, and Shin et al. By integrating Eq. (9) over a control volume that extends far up-and downstream of the front (BCDE), we obtain a relation governing the total circulation around the control volume:
The last term in Eq. (10) represents the diffusion of vorticity across the boundaries of the control volume, which requires a gradient in the vorticity normal to the boundary. For now, we, like all other gravity current models discussed above, will assume that the top and bottom boundary conditions are free-slip, which causes this term to go to zero.
With these simplifications, Eq. (10) states that changes in the convective vorticity flux should be balanced by baroclinic vorticity generation, even for flows with thin diffusive interfaces. For sharp interfaces, the area integral of the baroclinic term becomes g h. As for the advective term, no vorticity enters the control volume, and vorticity flows out of the control volume confined to a thin vortex sheet between the two layers. The vorticity flux carried by the sheet is equal to the vortex sheet strength, γ = U 2 − U 1 , multiplied by the sheet's principal velocity, u PV = (U 1 + U 2 )/2. 13, 14 Using the assumption that the velocity in the current is zero far downstream of the front (along B-E), Eq. (10) reduces to
Combing this relationship with conservation of mass (Eq. (2)) produces
If we did allow the top and bottom boundaries to be no-slip, the walls would act as additional sources of vorticity. In a reference frame moving with the front of the current, the walls will be moving with the front velocity U. Downstream of the control volume, the top wall can be treated as a vortex sheet with sheet strength γ = U − U 2 and principal velocity u PV = (U + U 2 )/2. Downstream of the front, the bottom wall will have sheet strength γ = −U and principal velocity u PV = U/2. With these two new vortex sheets, the total flux of vorticity out of the control volume will be
There will also be an additional source of vorticity within the control volume-the generation of vorticity at the walls due to shear, which comes from the last term in Eq. (10) . Because the vortex sheets along the walls are at steady state downstream of the control volume, all of the vorticity generated within the control volume due to shear at the walls must also be advected out of the control volume along the walls. These new sources of vorticity will cancel with the first and third terms on the right side of Eq. (13), leaving us with the vorticity balance in Eq. (11) . No-slip walls will also have one last effect within the control volume. Near the front of the current where the local height is small, the baroclinically generated vorticity at the interface could diffuse across the no-slip bottom wall. It is not immediately clear how significant this loss of vorticity would be, or how it would scale with the Reynolds number, but it would be interesting to resolve this issue with further study. 
Unfortunately, assessing the accuracy of these models by comparing their predicted front velocities to those of experimental and simulated currents is difficult. First, there is no generally accepted definition of the current height: should it be the maximum height of the current head, 11, 15, 16 a temporal and spatial average over some distance behind the current head, 9, 17, 18 or even the height at the lock location? 7 Figure 3(a) shows that the differences in the current height found by these methods are significant. Furthermore, there is even disagreement in the literature over the best method for defining the local height. Shin et al. 7 and Borden et al. 18 define the local height as h(x) = ρ * (x, z) dz, which represents the height of the current if the velocity field were frozen, and all dense fluid were allowed to settle. Very recently, Anjum et al. 19 propose an alternate definition of h(x) = 2 ρ * (x, z)z dz/ ρ * (x, z) dz, which is representative of the available potential energy in the flow and qualitatively captures more of the diffuse fluid in the mixing region along the interface. We will continue to use the frozen flow definition to be consistent with our previous work, but it would be interesting to revisit these results using the potential energy height.
Recall that in our idealized current, the change in height of the interface between the heavy and light fluids creates a horizontal pressure gradient, due to hydrostatics, that drives the current forward. The height used in an analytical front condition must therefore represent the magnitude of this hydrostatic pressure. The nose height is ill-suited for this purpose because the pressure field around the current's head is largely dynamic. Notice in Fig. 3(b) that along the bottom of the channel, the pressure is the same in the nose region as in the flat region immediately behind the nose, even though α nose > α mean . Furthermore, putting cross-section B-E within the head of the gravity current violates two of our underlying assumptions: that the velocity in the current at that cross section be zero, and that the vertical pressure gradient be purely hydrostatic. However, we note that the choice of α nose is appropriate for the model of Nokes et al., 11 which takes into account the dynamic flow-field surrounding the current head and is explicitly based on the scaling of the nose height.
Finally, although both α mean and α gate represent hydrostatic pressure fields (at least in a streamwise-averaged sense for α mean ), we believe that α mean is more appropriate for use in a front condition because it is measured much closer to the front of the current. This choice is also consistent with two-layer shallow water models of gravity currents, which show that the current height at the gate location is greater than the height near the nose that is used to calculate the front velocity. 3 Even with this choice of current height, an evaluation of the above front conditions by comparison with measured DNS front velocities is nebulous. The differences between the predictions of Benjamin's and the circulation model are sufficiently small to be of the same order of magnitude as variations of the front velocity as a function of the Reynolds number, the Schmidt number, and slip vs. no-slip boundary conditions. It is not surprising, therefore, that the direct comparison of these predictions with two-dimensional, unsteady front velocities from high-resolution Navier-Stokes simulations (cf. Borden et al. 18 for a detailed description of the simulation approach) in Figure 2 fails to reveal which model is more accurate. Consequently, we instead focus on the vorticity flux as a function of the downstream location when comparing the models, as this quantity is much less sensitive to the Reynolds and Schmidt numbers. By evaluating the vorticity flux from ωu dz = U 
where * = uω dz/g H is the non-dimensional vorticity flux and α(x) = ρ * (x, z) dz/H is the local non-dimensional height of the current. Figure 4 compares the predictions of each model with results from the simulated current in Figure 3(a) . Close to the front, where the flow is nearly steady, the agreement between the circulation-based model and the Navier-Stokes simulation is close-the best of any model. If the diffusion of vorticity across the bottom boundary was significant, we would expect poor agreement near x/H = 0. Since, however, the agreement between the measured vorticity flux and the prediction by the circulation model is close, our elimination of the viscous term from Eq. (10) was a reasonable assumption.
With increasing downstream distance, the interface between the current and the ambient becomes unsteady in the Navier-Stokes simulations, and the agreement with the steady-state models deteriorates. We can eliminate this unsteady behavior by taking a spatial average of the downstream vorticity flux. A comparison of the average downstream flux in many simulations with the predictions of the analytical models in Fig. 5(a) shows that once again, the circulation model does an excellent job of predicting the downstream vorticity flux of a DNS gravity current. Uncertainty in the measurement of the downstream average means we cannot say the circulation model is more accurate than Benjamin's, but we can say it more closely fits the measured vorticity flux than the model of Shin et al.
These comparisons imply that the conservation of momentum in its vorticity formulation is a fundamental condition best satisfied by the circulation-based model. The earlier models do not explicitly enforce the correct rate of transport of vorticity out of the control volume, i.e., at the rate at which it is being generated within the control volume.
In our derivation of the circulation model, we employed a linear combination of the streamwise and vertical momentum equations-the vorticity equation-to eliminate pressure and solve for the front velocity of a current. Consequently, we are now free to use the streamwise momentum balance by itself to predict the pressure difference across the current's front. By rewriting the momentum balance in Eq. (3) to include the pressures along the top of the channel and combining the resulting expression with conservation of mass in the Boussinesq limit, we find that
Substituting in the front conditions from the circulation, Benjamin, and Shin et al. models produces 
The non-dimensional head loss * = /ρ 1 g H is shown as a function of the current's partial depth in Fig. 6 for each of the three models. As expected, the loss in Benjamin's model is always zero. The present circulation model predicts that there will be some loss along this streamline, reaching a maximum value of * C O = 1/54 at α = 1/3. Lastly, the model by Shin et al. actually predicts a gain of energy along this streamline.
Because the circulation-based model does not encompass both fronts of a lock-release current, we cannot compare the energy assumption of Shin et al. with the predictions of our model. Instead, we examine the head loss along the D-E streamline, which is indicative of the total dissipation rate across the head of the gravity current. By evaluating Bernoulli's equation along that streamline and allowing for head loss, we find that
Figure 6(b) shows this head loss as a function of the current's partial depth for each of the three models. All models predict a similar trend-no head loss for α = 0 and α = 0.5, and a maximum head loss at some intermediate value. But the partial depth at which the maximum head loss occurs is slightly different for each model. We note that, because the model of Shin et al. enforces no head loss along D-F, Eq. (24) implies that there must necessarily be a gain of energy along streamline E-F that equals and opposes the loss along D-E.
IV. THE INFLUENCE OF MIXING
Every one of the above models assumes that the downstream interface between the dense and light fluids is infinitely thin. But, Fig. 7 shows that in real and simulated gravity currents, there is a finite-thickness shear layer downstream of the front of the current in which the velocity and density transition smoothly between their lower and upper layer values. In Borden and Meiburg, 6 we were able to include the influence of this shear layer into our circulation model for internal bores and improve its accuracy. Here, we extend that analysis to gravity currents.
The thickness of the shear layer in Fig. 7 is of comparable thickness to the height of the current itself. Although the velocity within the shear layer can reasonably be approximated as a linear transition between the current and ambient values, it does not attain the average velocity at z = h as it does for internal bores. 6 Rather, we must assume that the shear layer extends some distance below z = h into the current, and a different distance δ 2 above the interface into the ambient (Fig. 8) .
Over the distance δ 1 + δ 2 , the velocity transitions linearly between U 1 in the current and U 2 in the ambient. Note that U 1 no longer can be zero because then conservation of mass would be violated. The density, on the other hand, varies piecewise linearly over the shear layer, from ρ = ρ 1 at
If we now define z † such that z † = 0 at z = h, the density and velocity profiles in the shear layer become
and the conservation of mass in each layer can be written as
The vorticity balance can be evaluated directly from Eq. (10) given the velocity and density fields described by Eqs. (25) and (26). It becomes
which is the same as Eq. (11), except now the lower layer velocity U 1 is no longer zero. The mixing layer therefore affects the current velocity only through the conservation of mass, not through the conservation of circulation. A diffuse circulation front condition as a function of α, δ † 1 = δ 1 /H , and δ † 2 = δ 2 /H can be obtained by combining Eqs. (27), (28), and (29).
Unfortunately, we know of no good analytical method for determining δ as a function of α. Turner 20 argued that a stratified shear layer will grow in thickness until the global decrease in kinetic energy equals the global increase in potential energy. By assuming a linear velocity and density profile in the shear layer, he produced the expression δ = 2( U) 2 /g , where U is velocity jump across the shear layer. Turner 20 found, however, that this expression greatly overpredicts the thickness of an experimental shear layer. Turner attributed the difference to viscous losses within the shear layer, and proposed that his expression be used as a scaling argument, not an equality.
We tried implementing Turner's method, as well as a linear stability analysis to predict the diffuse interface thickness for internal bores in Borden and Meiburg, 6 but found that neither method was accurate. All we can do, therefore, is measure the shear layer thickness from the DNS simulations and use a curve fit to obtain δ 1 and δ 2 for the diffuse circulation model. To calculate these thicknesses, we evaluate the streamwise averaged velocity and density profiles downstream of the current. From the endpoints of the velocity profile, its value at z = h, and its maximum slope, we can then calculate the values of δ 1 and δ 2 . The measured thickness for several gravity currents are shown in the left frame in Fig. 9(a) . We fit curves to these thickness profiles and substituted them into the diffuse circulation model. The resulting front condition, shown in Fig. 9 (b) lies almost exactly on top of the measured front velocities.
The inability to account for downstream mixing is not exclusive to the circulation model. Each of the above analytical front velocities and front conditions assume there is no mixing behind the current's front. We have not done the calculations, and therefore cannot say that if every model were corrected to include downstream mixing, the circulation model would be the most accurate. We can say, though, that we have quantified a major source of error in the predicted front velocitiesdownstream mixing. And, if we could write an analytical expression relating δ to the other flow parameters, we could correct this error and obtain very accurate front velocities.
Finally, we note that the thickness of the mixing layer will be affected by the dimensionality of the DNS. In Borden et al., 18 we found that the mixing layer thickness of internal bores was slightly thinner in three-dimensional DNS, compared to two-dimensional simulations, because spanwise instabilities limit the growth of interfacial vortices. Fortunately, relative trends in the shear layer thickness as parameters were varied were unaffected.
V. LOCK-INCLUSIVE MODELS
Although our circulation front condition, as well as those of von Kármán, Yih, Benjamin, relate the front velocity of a gravity current to the current height at the front, they do not allow for a solution for the height and velocity given the initial conditions in the fluid domain. To calculate these quantities, we typically must solve the one-or two-layer shallow water equations with one of the above front conditions as a front condition, 3 or use DNS simulations. The gravity current model of Shin et al., 7 on the other hand, attempts to relate the front velocity and current height to the initial lock conditions without using the shallow water equations. They use the simplified flow in Fig. 1(c) and assume that as the current propagates to the right with velocity U, a left-moving discontinuity propagates back into the lock with velocity U r . They also assume that the height is uniform between these two fronts. With these assumptions, they conserve mass across the advancing and retreating fronts, conserve streamwise momentum globally, and assume that energy is conserved along the streamline D-F. Their approach produces the current height and front velocity
for Boussinesq currents, where
is the front condition based on the initial lock height. Their analysis also predicts that both the forward and reverse fronts propagate with the same velocity.
We feel that some of the underlying assumptions of the SDL model are suspect. The density field of a simulated gravity current in Fig. 3(a) shows that the height of the current is not constant between the advancing and retreating fronts. Furthermore, it is not even clear that the retreating front can be thought of as a discontinuity. For gravity currents with sufficiently large H/d, the retreating front is subcritical and propagates as a rarefaction wave, not an internal bore.
Despite these reservations, we now show that it is possible to construct a lock-inclusive gravity current model based on vorticity arguments rather than the conservation of streamwise momentum and energy used by Shin et al. 7 We begin by conserving mass in the upper layer across both fronts, written as
which can be rearranged as
We could also conserve mass in the current across the retreating front, but this condition is linearly dependent on Eqs. (32) and (33) and does not provide any additional information. Next, we apply the conservation of vorticity as written in Eq. (10) across each front-in control volumes BCDE and GBEF:
In order to satisfy the steady flow assumption, Eq. (36) is written in a reference frame moving with the advancing front, and Eq. (37) in a reference frame moving with the retreating front. Combining Eqs. (34)-(37) produces the following expressions for the current height and front velocity:
We note that if we solve Eq. (38) for d, substitute the resulting expression into Eq. (39), and solve for F H , we recover the circulation front condition in Eq. (12) . First, let us examine the accuracy of these models in predicting the height of a gravity current. Figure 10(a) shows that unlike the model of Shin et al., the full-domain circulation model predicts a nonlinear relation between the current height and the lock height. In Sec. III, we argued that the best definition for the height of the current was an averaged value taken in the region immediately behind the head of the current. Both the Shin et al. and full-domain circulation models overpredict this height. That argument, however, was based on the geometry in Fig. 1(b) -we wanted the height that best described the flow near the front of the current. The flow geometry upon which these lock-inclusive models are based instead suggests that h be representative of the averaged height between the advancing and retreating fronts. One could therefore argue, based on the DNS current in Fig. 3 , that the height at the initial lock location most closely fits this description. If we use this definition of the height, then the SDL model is more accurate, especially for currents that take up a large portion of the channel. The dimensionless velocities for both the forward and reverse propagating DNS currents are shown in Fig. 10(b) . For a full depth lock-release current, both the forward and reverse currents propagate at the same speed. As the lock-height is decreased relative to the channel depth, the Froude number for the forward current increases monotonically. The reverse current first slows down with decreasing d/H, but quickly speeds up and becomes the faster current for d/H 0.69.
The Shin et al. model is more accurate than the circulation model is at predicting the speed of the forward current, but its prediction that both currents propagate at the same speed is clearly incorrect. Although the circulation model correctly predicts that the speed of the reverse current initially decreases with decreasing d/H, it fails to predict the reversal at d/H ≈ 0.9. We believe that the discrepancy has to do with the assumptions surrounding the reverse front. Both the Shin et al. and full-domain circulation models assume that the reverse front propagates as an internal bore. Because the circulation model predicts that the current height decreases as d/H becomes smaller, the dynamic pressure gradient driving fluid across the contracting layer must increase. 18 Because this pressure gradient opposes the propagation of the bore, it makes sense that its front velocity would decrease.
Because the measured current heights in the DNS simulations do decrease with decreasing d/H, the only way to explain the increase in speed of the reverse current is that it is propagating as a subcritical rarefaction wave rather than as a supercritical internal bore. In fact, Fig. 11 shows that the left propagating current is supercritical in the DNS simulations only for d/H > 0.8. This transition roughly corresponds to the inflection point in Fig. 10(b) . Based on these results, we believe the assumptions underlying both the Shin et al. and fulldomain circulation models are unreasonable. The height between the left and right propagating fronts is not constant, and the left propagating front usually does not propagate as a discontinuity. The only accurate way to relate the current height and propagation velocity to the initial lock conditions is through the use of a one or two-layer shallow water model with a front condition based on the geometry in Fig. 1(b) as a front condition.
VI. A NOTE ON BERNOULLI's EQUATION
In Borden and Meiburg, 6 we point out that our equation governing the conservation of circulation for an internal bore, similar to Eq. (11), can be derived with an alternative method. Instead of an integral expression equating the change in vorticity flux with the baroclinic vorticity generation, we apply Bernoulli's equation with no head loss along the current interface in both the upper and lower layers, and then take the difference of the resulting expressions.
In deriving his gravity current front condition, however, Benjamin argued that one cannot apply Bernoulli's equation with no head loss along the current interface. His model, as well as our circulation model and the model of Shin et al., predicts that there is a significant loss of energy across the front of a gravity current (except when α = 1/2). We intuitively expect that in a real gravity current, this dissipation should be local to the interface. So how is it, then, that Eq. (11) can be derived via Bernoulli's equation along the interface?
Consider the geometry in Fig. 1(b) . In the upper fluid layer, Bernoulli's equation with head loss can be written along the interface starting from point O as
where u is the head loss along this streamline. Similarly, we can write Bernoulli's equation with head loss along the interface in the lower fluid layer as
Taking the difference between these two equations produces the expression
This equation is similar to Eq. (11), but with an additional term containing the difference of the head losses in the upper and lower fluid layers at the interface. Now, it is clear that we do not need to assume energy conservation along the interface to arrive at Eq. (11) . Instead, the integral derivation of the conservation of circulation predicts that in the Boussinesq limit, the head loss along the interface in the current is equal to the head loss along the interface in the ambient (i.e., that u = l ). We are able to establish the above relationship between Bernoulli's equation and the conservation of circulation only in the Boussinesq limit. As the density ratio σ decreases below one, the head losses at the interface in each layer will no longer be equivalent. In the σ = 0 limit (i.e., a cavity flowing along the top of a channel), there will be no head loss in the cavity ( u = 0), but a non-zero head loss in the dense fluid ( l = 0). Therefore, a circulation conserving non-Boussinesq model for gravity currents can only be derived via integral expressions.
VII. CONCLUSIONS
In this investigation, we have shown that the relation between a Boussinesq gravity current front velocity and its height can be determined solely from mass and momentum balances by using the vorticity form of the momentum equation. With this approach, vertical momentum conservation is introduced as an additional constraint to supplement the conservation of mass and horizontal momentum. We therefore no longer require an energy closure assumption to solve for the current velocity, as had been necessary in earlier theories, and can use the energy equation to make predictions, instead of assumptions, about the flow of energy across a current.
Predictions of the vorticity flux by the new theory are in close agreement with numerical simulation results-closer than any earlier model. The front velocity predicted by the circulation conserving theory agrees reasonably well with the measured front velocities in DNS gravity currents, and we were able to show that most of the discrepancy can be eliminated by examining the influence of downstream mixing on the conservation of mass. Finally, we attempted to extend our circulation theory to the full-domain lock exchange domain of Shin et al., but found that two of the assumptions underlying full-domain models-that the height is constant over the full length of the current and the reverse front propagates as a supercritical internal bore-made the model ill-suited to relating the velocity and size of a gravity current to the initial conditions in the lock that produced it.
The extension of the above approach to more complex flows, such as intrusions, currents with stratified ambients, and currents flowing into shear layers, and to non-Boussinesq gravity currents and internal bores is at this moment under way.
