We aim at the construction of a Hidden Markov Model (HMM) of assigned complexity (number of states of the underlying Markov chain) which best approximates, in Kullback-Leibler divergence rate, a given stationary process. We establish, under mild conditions, the existence of the divergence rate between a stationary process and an HMM. Since in general there is no analytic expression available for this divergence rate, we approximate it with a properly defined, and easily computable, divergence between Hankel matrices, which we use as our approximation criterion. We propose a three-step algorithm, based on the Nonnegative Matrix Factorization technique, which realizes an HMM optimal with respect to the defined approximation criterion. A full theoretical analysis of the algorithm is given in the special case of Markov approximation.
Introduction
Let {Y t , t ∈ Z} be a stationary finitely valued stochastic process that admits a representation of the form Y t = f (X t ) where {X t , t ∈ Z} is a finite Markov chain and f is a many-to-one function. We call such a process a Hidden Markov Model (HMM). Other definitions of HMM's have been proposed in the literature (and we will adopt a specific one, taken from [20, 21] , in subsequent sections of the present paper), but they are all equivalent to the present one which has the advantage of simplicity and serves well for an introductory section. The cardinality of the state space of the Markov chain X t is called size of the HMM.
The probabilistic characterization of HMM's was first given by Heller [13] in 1965. The problem analyzed was: among all finitely valued stationary processes Y t , characterize those that admit an HMM representation. To some extent the results in [13] are not quite satisfactory, since the proofs are non-constructive. Even if Y t is known to be representable as an HMM, no algorithm has been devised to produce a realization i.e. to construct, from the laws of Y t , a Markov chain X t and a function f such that Y t ∼ f (X t ) (i.e. they have the same laws). As stated, the problem has attracted the attention of workers in the area of Stochastic Realization Theory, starting with Picci and Van Schuppen [21] , see also Anderson [2] . More recent references with related results are Vidyasagar [24] and Vanluyten, Willems and De Moor [23] . While some of the issues have been clarified a constructive algorithm is still missing.
In this paper we direct our attention to the approximation of stationary processes by HMM's and propose a constructive algorithm, based on Nonnegative Matrix Factorization (NMF), that results in the approximate realization of a best HMM. More specifically, given a stationary process Y t , we consider the problem of optimal approximation of Y t within the class of HMM's of assigned size. The optimality criterion we adopt is the informational divergence rate between processes. The optimal HMM exists, but is not unique. We construct an approximate realization of an optimal HMM by recasting the problem as a NMF with constraints, for which we devise a three step algorithm. A remarkable feature of the proposed algorithm is that, in the case of Markov approximation, it produces the explicitly computable optimal solution. In the special case of Y t being itself an HMM, the algorithm can be used to construct an approximate realization.
In [15] numerical procedures for NMF have been proposed and convergence properties of some of them have been studied in [10] ; they turn out to be very close to those of the EM algorithm [25] , although the algorithm for NMF is completely deterministic.
The remainder of the paper is organized as follows. Section 2 contains preliminaries on HMMs. In Section 3 the realization problem is posed, as well as an approximate version of it in terms of divergence rate. Section 4 establishes the existence of the divergence rate between a stationary process and an HMM. In Section 5 the Hankel matrix of finite dimensional distributions is introduced, whereas in Section 6 we show its relevance for the approximate realization problem. Finally, in Section 7, we propose the algorithm to find the best approximation and verify its ideal behavior in the case of approximation by a Markov chain. If the given process is an HMM itself of the same size as the approximating HMM, then we also show that the algorithm produces an HMM that is equivalent to the given one.
This paper develops and extends some preliminary ideas presented in [9] .
Mathematical Preliminaries on HMM's
In this paper we consider discrete time Hidden Markov Models (HMM) with values in a finite set. We follow [20, 21] , see also [2] , for the basic definitions and notations.
Let (Y t ) t∈Z be a discrete time stationary stochastic process defined on a given probability space {Ω, A, P } and with values in the finite set (alphabet) Y = {y 1 , y 2 , . . . , y m }. Y * will denote the set of finite strings of symbols from the alphabet Y, with the addition of the empty string denoted 0. For any v ∈ Y * , let |v| be the length of the string v. By convention |0| = 0. If u, v ∈ Y * , we denote by uv the string obtained by concatenation of v to u.
For any n ∈ N, let Y n be the set of all strings of length n, with the obvious inclusion Y n ⊂ Y * . We denote by Y Since {Y t } is stationary, the probability distribution of the sequence Y + t is independent of t. This distribution induces a map p : Y * → [0, 1] with the following properties
The map p represents the finite dimensional probability distributions of the process (Y t ) t∈Z , sometimes referred to as pdf. Notice that the special case of (d), when u = 0, provides for all n ∈ N the standard property of a probability measure on Y n :
The following definition basically originates with [5] , where actually a control setting is considered. We adopt the formulation from [20] . Definition 2.1. A pair (X t , Y t ) t∈Z of stochastic processes taking values in the finite set X × Y is said to be a stationary finite stochastic system (SFSS) if
The processes (X t ) t∈Z and (Y t ) t∈Z are called respectively the state and the output of the SFSS. 3. The past and the future of Y t are conditionally independent given X t , i.e. for all t ∈ Z and v ∈ Y *
The representation of an HMM as the output process of a SFSS is not unique. The cardinality of X is called size of the representation of the HMM. The smallest size of a representation is called order of the HMM. In this paper we assume that the cardinality of X is N and that of Y is m.
Remark 2.3. The probability distribution of a stationary HMM is specified by
• the m nonnegative matrices {M (y), y ∈ Y} of size N ×N with elements
• a probability (row) vector π of size N , such that π = πA, where
The matrix A is the transition matrix of the Markov chain (X t ) t∈Z and π is an invariant vector of A. Since the state space X is finite, the Markov chain (X t ) t∈Z admits an invariant distribution, see [19] , which is unique if A is irreducible.
We extend the definition in (3) to strings v ∈ Y * as follows.
An immediate consequence of Definition 2.1 is that the following semigroup property holds
Let w ∈ Y n be given by w = y 1 · · · y n . The map p then satisfies p(w) = P (Y 1 = y 1 , . . . , Y n = y n ) and can be written in terms of the matrices M (y i ) as
and for any pair of strings u and v in Y * , one has
where e = (1, . . . , 1) ⊤ .
In the case of an HMM which has a representation of size N , its finite dimensional distributions are completely determined by the values of p(u), for all strings u of length at most equal to 2N , see [8] for an easy proof of this statement, or [5] for more involved arguments leading to a proof that in fact lengths of at most 2N − 1 suffice.
Under the slightly restrictive factorization hypothesis:
it is possible to reparametrize the pdf. Define
The factorization hypothesis then reads
from which one derives the classical Baum formula, see [3] ,
which is the most widely used definition of HMM in the signal processing literature, see [22] .
, a deterministic function of X, then b iy ∈ {0, 1} with b iy = 1 iff f (i) = y and the factorization hypothesis holds. Since it is always possible to represent an HMM as a deterministic function of a MC, one may assume without loss of generality the factorization hypothesis. In general this results in an unnecessarily large state space. In the present paper this additional assumption, however, is irrelevant.
Realization for HMMs
First we recall the weak stochastic realization problem [20] for HMMs, which is as follows. Let Y be an HMM with law P Y (·), find an SFSS (X,Ŷ ) such that the law PŶ (·) coincides with P Y (·). Any such SFSS is called a (weak) realization of Y . Since the laws P Y (·) and PŶ (·) are completely specified by the corresponding finite dimensional distributions p Y (·) and pŶ (·), the problem reduces to finding matrices M (y) that specify the distribution of the SFSS (X,Ŷ ), see Remark 2.3. The realization is inherently non-unique.
In order to solve this problem one needs a characterization of the distribution of an HMM. This characterization is given by Heller [13] (Theorem 3.1 below). In the formulation of the theorem we need some additional concepts. Let C * be the convex set of probability distributions on Y * . A convex subset C ⊂ C * is polyhedral stable if (i) C = conv {q 1 (·), · · · , q c (·)}, the convex hull of finitely many probabilities q i (·) and (ii) for 1 ≤ i ≤ c and ∀y ∈ Y the finite dimensional conditional distributions q i (· | y) :=
Theorem 3.1 (Heller) . P Y (·) is the distribution of an HMM iff the set
The realization problem is unsolved in general and Heller's theorem, although it gives a complete characterization, is not useful to find a concrete realization, that is finding the matrices M (y). For partial results we refer to [2] and [24] .
In the present paper we propose to look for an approximate realization. The advantage of this alternative approach is that it can also be used as a procedure to approximate any given stationary distribution by that of an HMM. We formulate this approximate realization problem as a problem of optimal approximation in divergence rate, to be defined in the next section.
Problem 3.2. Given Q, a stationary measure on Y ∞ , and N ∈ N, find the distribution of a stationary HMM measure of size N , P * say, that is closest to Q in divergence rate, i.e. solve
where the infimum is taken over all stationary HMM distributions of size N .
Divergence rate, existence and minimization
In this section we recall the definition of the divergence rate between processes, as previously given in for instance [14] for two HMMs, and we show, under a technical condition, that the divergence rate between a stationary process and an HMM is well defined.
Consider a process Y = (Y t ) t∈Z with values in Y under two probability measures P and Q. We interpret P and Q as the laws of the process in the path space Definition 4.1. Let Q and P be measures on Y ∞ with q and p as the corresponding families of finite dimensional distributions. Define the divergence rate of Q with respect to P as
if the limit exists.
In the next theorem we establish the existence of the divergence rate between a stationary process and a stationary HMM under some restrictions. The approach we follow for the proof is inspired by analogous results in [16] and [18] , although the arguments given in [17] , where the divergence rate between two HMMs is studied, could also be adapted. In the proof we use the following notation. If R is a set of real numbers, then min + R denotes the minimum of the strictly positive elements of R, if it exists, which is of course the case when R is finite and contains at least one positive number. (ii) Q admits an invariant probability measure µ * on Y i.e.
Then the limit in (7) exists and is finite.
In order to prove Theorem 4.2 we need a technical lemma. 
Proof. This Lemma represents a special case of Proposition 4.3 of [18] . Assumption A of [18] is replaced with our assumptions (ii) and (iii). Assumption B of [18] plays no role in the present context. Assumption C of [18] can be dispensed with, since the alphabet is finite.
Proof of Theorem 4.2
From the definition of divergence rate in formula (7) we see that we have to establish the existence of the limit, as n tends to infinity, of
For the first term in (9) we note that −E Q log q Y
) converges to H(Q), the entropy rate of Q, which is finite, because of stationarity and the fact that Y is finite, see [11, Lemma 2.4.1]. Therefore it is sufficient to show that the second term in (9) has a finite limit, for which we use Lemma 4.3. Let y 0 , . . . , y n−1 be a string in Y * with positive probability under Q. By absolute continuity, assumption (i), it also has positive P -probability. Now we exploit the fact that Y is an HMM under P . In particular, it follows from (4) that there are indices i 0 , . . . , i n−1 such that
Since the set R of all probabilities π k and m ij (y) is finite, we have δ := min + R > 0. Hence, we conclude from the above displayed inequality that p(y n−1 0 ) ≥ δ n+1 , from which we obtain that
Moreover, by Lemma 4.3
Then the dominated convergence theorem can be applied to conclude that
) admits the finite limit c. A priori no extra information is available about the given stationary measure Q. Therefore it is useful to give conditions on the parameters m ij (y) of the HMM measure P to ensure the absolute continuity condition of Theorem 4.2 for any given stationary measure Q. If Q is arbitrary, then in principle all probabilities q(y
Then all finite strings have positive probability under P and hence the limit in (7) exists. 
By iteration of this inequality applied to p(y
), the result follows, since (10) also implies that p(y 0 ) = ij π i m ij (y 0 ) > 0. Remark 4.6. The Condition (10) of Corollary 4.5 may appear restrictive, but in absence of any additional knowledge about Q, one can not completely avoid it. To illustrate this, let us assume that P is such that Y is Markov. Since in principle all strings y n−1 0 may have positive Q-probability, the same must hold under P , but this means that all transitions i → j have positive probability, so A ij > 0 for all i, j. This is precisely Condition (10) in the present context. We return to Problem 3.2. This problem is well defined under the conditions of Theorem 4.2, since the divergence rate is then guaranteed to exist. There is however a major problem. No analytic expression is known for the divergence rate, when Q is arbitrary and P an HMM measure (except for a Markov law P , that we will treat in Remark 4.7). This is even the case if Q itself is an HMM measure, see [12] for some recent results. A similar observation has already been made in [4] , where the entropy rate of an HMM was studied for the first time. In fact, in the latter paper, the only nontrivial example for the entropy rate is given in the form of an infinite series example. This motivates an alternative approach. In the next section we will approximate the abstract Problem 3.2 with a, in principle, numerically tractable one. For this we will need the Hankel matrix involving all finite dimensional distributions of a stationary process and that of an HMM. This is the topic of the next section.
Remark 4.7. The minimization problem can be solved explicitly if P runs through the set of all stationary Markov distributions. First we recall that the existence of the divergence rate when P is the distribution of a Markov process (or k-step Markov process) with transition matrix A is much easier to establish. Inspection of the proof of Theorem 4.2 reveals that the entropy term −H(Q) remains. We now explicitly compute the second term in (9). Since P is a Markov law, we have p(Y n−1 0
and E Q log p(Y j |Y j−1 ) = E Q log p(Y 1 |Y 0 ), by stationarity. Hence
To guarantee that the latter expectation is finite for arbitrary Q, one imposes that all elements of A are positive, see Remark 4.6. This condition can be relaxed if it is known that for certain pairs y 0 , y 1 it holds that q(y 0 y 1 ) = 0, in which case A y 0 y 1 = 0 is allowed as well.
A relatively simple computation shows that the minimizing distribution P * in this case is such that the transition probabilities P * (Y t+1 = j|Y t = i) of the approximating Markov chain coincide with the conditional probabilities Q(Y t+1 = j|Y t = i) and the invariant (marginal) distribution under P * is the same as the one under Q. Moreover, in this case it is easy to show that even the Pythagorean identity [6] 
holds true. A similar result holds for approximation by a k-step Markov chain. Unfortunately, such appealing closed form solutions do not exist if the minimization is carried out over stationary HMM measures.
Hankel matrix for stationary processes
Given an integer n, we define two different orders on Y n : the first lexicographical order (flo) and the last lexicographical order (llo). These orders have been introduced in [2] . In the flo the strings are ordered lexicographically reading from right to left. In the llo the strings are ordered lexicographically reading from left to right (the ordinary lexicographical ordering). Let us first give an example. Let the output alphabet be Y = {0, 1} and n = 2. Then we have (in flo) that Y 2 f lo = (00, 10, 01, 11) and Y 2 llo = (00, 01, 10, 11). On Y * we define two enumerations: (u α ) flo and (v β ) llo . In both cases the first element of the enumeration is the empty string. For (u α ) flo we then proceed with the ordering of Y 1 according to flo, then with the ordering of Y 2 according to flo, and so on. The enumeration (v β ) llo is obtained by having the empty string followed by the ordering of Y 1 according to llo, then by the ordering of Y 2 according to llo, and so on. In both cases the length of a string increases monotonically with the index α or β. In order to make clear the introduced notation, we continue with the example where the output alphabet is Y = {0, 1}. In this case the two enumerations will be: 
.).
We are now able to give the following Definition 5.1. For a stationary process with pdf p(·) the Hankel matrix H is the infinite matrix with elements p (u α v β ), where u α and v β are respectively the α-th and β-th elements of the two enumerations.
As an example we write below the upper left corner of the Hankel matrix of a stationary binary process (again with Y = {0, 1}). In the following table, this matrix results from deleting the first row and first column. 0 0 1 00 01 10 11 
As the reader can readily see, the antidiagonal blocks H KL (with K + L constant) contain the same probabilities. With abuse of language H is called a (block) Hankel matrix although in a true block Hankel matrix H KL is constant along the antidiagonals. Because of the columns enumeration scheme (v β ) llo , the block H K,L+1 of size m K × m L+1 can be written as
where H KL (y ℓ ) is defined as
The Hankel matrix of a stationary HMM has special properties which will be instrumental for our treatment of the approximation problem. For an HMM the elements p(u i v j ) of H KL can be factorized, according to (5), as
In matrix form this gives the factorization property
matrices of dimensions m K × N and N × m L respectively, we obtain that
Remark 5.2. From relation (14) it follows that the Hankel matrix of a stationary HMM can be factorized as
where the infinite matrix
In the case of K = 0 and L = 0, (13) and (14) still hold and
where in the last passage we use that π is a probability vector.
Next we are going to rewrite formula (11) . Observe that the probabilities in (12) take the form
The matrices H KL (y ℓ ) can be factorized as
Thus formula (11) can be expressed as
Hence
and
Note that Γ L (y ℓ ) has the same dimensions as Γ L .
Divergence rate approximation
In this section we will see how to approximate the divergence rate D(Q||P ) between a stationary process and an HMM by the informational divergence between the corresponding Hankel matrices.
For two nonnegative numbers q and p their informational divergence is defined as D(q p) = q log q p − q + p with the conventions 0/0 = 0, 0 log 0 = 0 and q/0 = ∞ for q > 0. From the inequality x log x ≥ x − 1 it follows that D(q p) ≥ 0 with equality iff q = p.
It follows that D(M N) ≥ 0 with equality iff M = N . If i,j M ij = i,j N ij = 1, the informational divergence reduces to the usual KullbackLeibler divergence between probability distributions
The divergence rate between two processes can be approximated by the informational divergence between their Hankel matrices, as we will demonstrate now.
Let Q and P be measures as in Theorem 4.2. Denote by H nn and H P nn the (n, n) block of their Hankel matrices. A typical element of H nn is
The informational divergence between the Hankel blocks is
which, when compared to the definition of divergence rate, provides the following Theorem 6.2. Assume that P and Q are as in Theorem 4.2. Then the divergence rate exists and
This theorem motivates the use of 1 2n D(H nn H P nn ), for n large enough, as an approximation of the divergence rate between Q and P .
Algorithm for approximate realization
We take as an approximation of the divergence rate between measures the informational divergence between the corresponding Hankel blocks. Indeed, Theorem 6.2 motivates, for n large, to replace Problem 3.2 by
By the HMMs block factorization property, Equation (14), it holds that H P nn = Π n Γ n . The minimization in (23) 
under the constraints e ⊤ Π n e = 1 and Γ n e = e. A minimizing nonnegative matrix always exists, see [10] , Proposition 2.1. We seek a procedure for the construction of a parametric representation of an optimal HMM, starting from a solution (Π * n , Γ * n ) of the minimization problem (24) . Two extra steps involving NMF will eventually produce the parameters M (y). We present the whole procedure as a three steps algorithm. At each step we provide some additional details and comments. in
Defining the block matrices
we immediately obtain from (25) the identity Γ n+1 = MΓ (n) . We denote by Γ * (n) the matrix obtained from Γ (n) by replacing the Γ n with Γ * n obtained from step 1. Let Γ * n+1 be the matrix obtained from step 2. Then (25) suggests to minimize D(Γ * n+1 MΓ * (n) ) with respect to M under the constraint Me = e. The minimization can be carried out with a factorization procedure similar to the one in step 2, leading to the solution M * . The submatrices M * (y i ) with i = 1, . . . , m of dimension N × N are the parameters of the best HMM approximation.
Notice that the constraint Me = e, imposed at step 3, corresponds to the requirement that the transition matrix of the underlying Markov chain A is stochastic and the resulting A * = y i M * (y i ) is used as the transition matrix of the approximate model.
The algorithm when the true distribution is an HMM
Suppose that the stationary law Q that one wants to approximate is actually that of a stationary HMM of order N . Then Equations (14) , used to construct step 1 of the algorithm, (15) used for step 2, and (16) and (17) , used for step 3 are valid for both Q and P and for the proper indices n, n + 1. The generic Hankel block of the Q measure therefore factorizes as H nn = Π n Γ n . In the (generic) full rank case, the matrices Π * n , Γ * n resulting from step 1, will satisfy the relations Π * n = Π n S and SΓ * n = Γ n , for some invertible matrix S, with the property that Se = e. It also follows that SΓ * n+1 = Γ n+1 and one easily verifies that the matrices M * (y i ) from step 3 satisfy SM * (y i ) = M (y i )S. Consequently SA * = AS and π * = πS is an invariant vector of A * . The probabilities p * (u) = π * M * (u)e induced by the algorithm are therefore equal to the original probabilities p(u) = πM (u)e.
The algorithm under Markov approximation
Here we analyze the behavior of the algorithm in the case where one wants to approximate a given stationary process Y , having distribution Q, with a Markov chain having distribution P . We know from Remark 4.7 that the optimal divergence rate approximation P * is such that the transition probabilities P * (Y t+1 = j|Y t = i) coincide with the conditional probabilities q(j|i) := Q(Y t+1 = j|Y t = i). We show that, in this case, the final outcome of the algorithm is in agreement with this result. Recall that the algorithm was motivated by the properties of the Hankel matrix of HMMs. When the approximating model class is Markov, we can still represent its elements as HMMs. Let {1, . . . , N } be the space state of the Markov chain with transition matrix A, then the matrices M (y) assume the special structure m ij (y) = A ij δ jy .
The corresponding matrix Π n consists of all row vectors πM (u), with u = y 1 · · · y n (in flo) of length n. The generic row takes the form of an N -vector consisting of zeros and on the j-th place P (Y t+|u| t = u) iff j = y n . Write u =ũy n , whereũ runs through all strings of length n − 1. It follows that Π n has the following block-diagonal structure, 
where each block Π j n is a column vector consisting of the probabilities P (Y t+|u| t =ũj). The Markov assumption does not impose any special structure on the matrices Γ n .
In step 1 of the algorithm we therefore impose that the matrix Π n has the block-diagonal structure (27). Write the matrix Γ n as Stated in other terms, Π * j n has typical elements q(ũj) and Γ * j n has typical elements q(jv) q(j) (v a string of length n). In step 2 of the algorithm something similar takes place. The solution Γ * j n+1 has typical elements q(jw) q(j) , where w is a string of length n + 1. In step 3 of the algorithm, the matrix M takes the form
where, by virtue of (26), M j = [0, · · · , 0, m j , 0, · · · , 0], with the column vector m j on the j-th place. It turns out that also this step of the algorithm has an explicit solution, given by m * j i = q(j|i). Hence the corresponding matrix of transition probabilities A * has elements A * ij = q(j|i), in agreement with Remark 4.7.
