Abstract: A recent collection of papers in the last years have given a renovated interest to the notion of orbit decidability. This is a new quite general algorithmic notion, connecting with several classical results, and closely related to the study of the conjugacy problem for extensions of groups. In the present survey we explain several of the classical results closely related to this concept, and we explain the main ideas behind the recent connection with the conjugacy problem made by Bogopolski-Martino-Ventura in [2] . All the consequences up to date, published in several other papers by other authors, are also commented and reviewed. 
Introduction
In many areas of mathematics and in innumerable topics and situations, the notion of transformation plays an important role. If is the set of objects we are interested in, a transformation of is usually understood to be just a map : → . (We will use the right notation for maps, → ; so, means the composition of rst and then , → → .) The classical dynamical point of view consists on xing such a map and then looking at their iterates : → ; here we have the notion of -orbit of an element ∈ as the collection of all its images under iterates of , i.e., { | ∈ ℤ} (or just taking non-negative iterates, ∈ ℕ, if is not invertible). The study of orbits of interesting dynamical systems (i.e., interesting sets and interesting maps coming from many di erent parts of mathematics like geometry, topology, analysis, di erential equations, statistics, discrete mathematics, etc.) constitutes today a whole branch of mathematics, with innumerable research papers published in this direction.
For a general set , the collection Map( , ) of all self-maps is a wild object. However, there are many situations where, instead of looking at a particular map , one is interested in considering a certain subset of "well-behaved" maps, ⊆ Map( , ). For example, geometers and topologists use to take as a geometric object, e.g., a topological space, an abstract metric space, a surface, a manifold, etc. and then look at the collection of continuous self-maps, or homeomorphisms, or (quasi-)isometries, or geometrically meaningful homeomorphisms (pseudo-Anosov maps in the case of surfaces, or many other speci c de nitions for higher-dimensional manifolds). Combinatorialists use to take interesting discrete sets and study their set of permutations = Sym( ). Algebraists tend to take to be an algebraic structure (a monoid, group, a ring, a module, an algebra, etc.) and then look at the set of all endomorphisms = End( ), or automorphisms = Aut( ) of , or many di erent subsets of these sets which could be meaningful in more speci c situations.
Whenever a set and a subset ⊆ Map( , ) are xed, we can de ne the -orbit of an element ∈ in the natural way: the collection of images of under all maps in , = { | ∈ } ⊆ .
In this sense, the -orbit de ned above is just the -orbit for = { | ∈ ℤ} (or = { | ∈ ℕ} if is not invertible).
Although sometimes it is not stated in these terms, this notion of orbit decidability is present in many situations, and is usually central when studying algorithmic aspects of many of the interesting problems one can formulate about the objects in and how do they relate to each other under the transformations in .
Note that the concept of orbit decidability is stated in full generality and so, the reader can particularize and study it in any area of mathematics he/she is interested in.
We point out that there are classical situations, and very classical algorithms in a big variety of contexts, which apparently are not related to orbit decidability, but can be translated or expressed in a way that become direct particular cases. For example, consider the problem of deciding whether a given element ∈ of a free (left or right) -module over a ring is primitive (i.e., part of an -basis) or not. This is apparently unrelated with orbit decidability but, xing an -basis { 1 , 2 , . . . } of , it is clear that is primitive if and only if 1 can be mapped to by some -automorphism of . Hence, deciding primitiveness in is a particular case of orbit decidability for = Aut ( ). The classical problem of extending to an -basis of , if possible, is just the search part of the above orbit decidability problem (once such an is found, then { = 1 , 2 , . . . } is the desired -basis for ).
In the present survey, we will focus on the algebraic setting and, more speci cally, on groups. This is the meaning and the reason for the title of the paper, Group-theoretic orbit decidability.
Classical results for groups
Let us concentrate ourselves in Group Theory. In this area of mathematics one can nd lots of examples of classical algorithmic problems which can be expressed as particular cases of orbit decidability.
For example, out of the three very classical Dehn problems, the rst two are clearly of this kind. Let = ⟨ 1 , . . . , | 1 , . . . , ⟩ be a nitely presented group, and let us consider elements of given to us (i.e., represented) as reduced words on the generators . We represent equality in by = and conjugacy by ∼ ( ∼ if and only if there exists an element ∈ such that := −1 = ). Clearly, the conjugacy problem for is just the orbit decidability for the set of inner automorphisms,
Hence, has solvable conjugacy problem if and only if Inn( ) is orbit decidable. Since the word problem is a particular case of the conjugacy problem ( equals 1 if and only if is conjugated to 1), it is also a particular case of an orbit decidability problem. In particular, the existence of groups with unsolvable word and/or conjugacy problems gives us the rst instances of orbit undecidability.
Whitehead [31, 32] , in two of his classical and most in uential papers, found an algorithm to decide, given two elements in the free group , whether one can be mapped to the other by an automorphism of and, in the a rmative case, nd such an automorphism. In other words: Theorem 2.1 (Whitehead [31, 32] ). The full automorphism group Aut( ) of a free group is orbit decidable (including the search version).
Several classical variations on this problem can also be expressed in orbit decidability terms. For example, Whitehead's argument also proves the following multiple version for cyclic words (see [20] ): Theorem 2.2 (Whitehead [31, 32] ). Let = ( /∼) and
Then, is orbit decidable (including the corresponding search version).
McCool made a re nement of this argument in [23] , and gave an algorithm which, given two -tuples of real elements in , say ( 1 , . . . , ) and ( 1 , . . . , ), decides whether there exists an ∈ Aut( ) such that = for all = 1, . . . , ; in other words:
Even a later version for subgroups due to Gersten in 1984, see [13] , also ts into this setting:
Theorem 2.4 (Gersten [13] ). Let be a nitely generated free group, and let be the set of conjugacy classes of nitely generated subgroups of . Let
We can also move our attention from automorphisms to other collections of maps, and we will nd more results in the literature expressible in this orbit decidability fashion. For example, orbit decidability of the whole set of endomorphisms of a free group, End( ) consists on deciding whether, given two words , ∈ , there is an endomorphism ∈ End( ) such that = . But, letting { 1 , . . . , } be a free basis of and writing and as words on them, = ( 1 , . . . , ) and = ( 1 , . . . , ), this is the same as asking for the existence of some elements 1 , . . . , ∈ (images of 1 , . . . , under a potential endomorphism ) such that ( 1 , . . . , ) = . This is precisely asking whether the given such equation has a solution in . Similarly, the version of the same problem with tuples boils down to asking for solutions of a system of free equations. Makanin's result solving general systems of equations in the free group answers positively to this question: Theorem 2.5 (Makanin [21] ). Let be a nitely generated free group, and let = ( ) . Then, End( ) is orbit decidable (including the corresponding search version).
L. Ciobanu and A. Ould Houcine in [10] solved the interesting intermediate situation concerning monomorphisms: deciding whether there is a monomorphism ∈ Mon( ) mapping a certain element to another is a third problem, sensibly di erent from both the automorphism case (Whitehead techniques) and the endomorphism case (equations); in some sense it consists on deciding the compatibility of a certain kind of in nite system of equations, see [10] . They solve the multiple version as well: Theorem 2.6 (Ciobanu-Ould Houcine [10] ). Let be a nitely generated free group, and let = ( ) . Then,
Mon( ) is orbit decidable (including the corresponding search version).
Moving attention to other families of groups beyond free, we also nd other interesting orbit decidability results in the literature. For example, the following are some examples of Whitehead-like results. An extension of Whitehead problem, the so-called mixed Whitehead problem, was solved by BogopolskiVentura in [4] for torsion-free hyperbolic groups (this is a multiple version with the equalities being up to conjugacy, but forcing common conjugators in pre-established blocks, see [4] for details). A particular consequence of that result is the following: Theorem 2.8 (Bogopolski-Ventura [4] ). Let be a torsion-free hyperbolic group, and let = /∼ be the set of conjugacy classes in . Then, for every -tuple ( 1 , . . . , ) ∈ , the subgroup
acting on in the natural way is orbit decidable (including the corresponding search version).
Concentrating now into free abelian groups, we also nd here interesting orbit decidability results. The Whitehead type result for ℤ is a very elementary observation in linear algebra:
This is just based on the elementary fact that given two integral vectors , ∈ ℤ , there exists an invertible matrix such that = if and only if the highest common divisor of the entries of both and do coincide. However, not every orbit decidability question is easy in ℤ . In fact, GL 4 (ℤ) contains orbit undecidable subgroups, as will be seen below. To start with, cyclic subgroups of GL (ℤ) are known to be orbit decidable, but this problem is more tricky than its super cial looking: given an invertible integral matrix ∈ GL (ℤ) and two vectors , ∈ ℤ , we have to decide whether = for some ∈ ℤ (i.e., whether gets mapped to by some element in the cyclic subgroup ⟨ ⟩ ⩽ GL (ℤ)). Of course, for any xed value of this is elementary checkable, but note that is precisely the unknown of the problem. In 1986, Kannan-Lipton gave a polynomial time algorithm to solve this problem, see [17] ; in fact, they did more, they covered all rational vectors and matrices (not necessarily invertible). An alternative way to solve this problem is using a more recent connection of the notion of orbit decidability with the conjugacy problem in groups (due to Bogopolski-Martino-Ventura and explained below): using this, orbit decidability of cyclic subgroups of GL (ℤ) happens to be equivalent to the conjugacy problem for ℤ -by-ℤ groups. As particular cases of polycyclic groups, the conjugacy problem for those groups was already know to be solvable since 1969 (see [27] ).
A mistake, the beginning of a new story
A recent result by Bogopolski-Martino-Ventura [2] has given a renovated protagonism to the notion of orbit decidability (see Theorem 4.1 below). It tightly connects this notion with the conjugacy problem for extensions of groups. Any short exact sequence of groups,
naturally determines a subgroup of Aut( ): since is a normal subgroup of , for every ∈ , the conjugation of induces an automorphism of , : → , → −1 (which does not necessarily belong to Inn( )). The set of all such automorphisms, = { | ∈ }, form a subgroup of Aut( ) called the action subgroup of the given sequence.
Under certain conditions for the short exact sequence, Theorem 4.1 states that has solvable conjugacy problem if and only if is orbit decidable. This is an interesting result because, next to any orbit decidability situation which one is able to solve, one can immediately deduce the solvability of the conjugacy problem for a certain family of groups. Conversely, from any unsolvable orbit decidability situation one can immediately deduce that certain groups have unsolvable conjugacy problem. This idea is proving to be quite fruitful, and a sequence of papers have been appearing in the last years exploiting it, and will probably continue to do so, both in the positive and in the negative direction (i.e., nding new families of groups with solvable conjugacy problem, or proving the existence of group of certain type with unsolvable conjugacy problem); we do an extensive review on this line in the next sections. But, in order to give a deeper exposition of the ideas behind Theorem 4.1 (the main result from [2] ), let us concentrate rst on what it is, in my opinion, the key point that allowed its authors to get that result. And (not being a rare situation in mathematics, in general), this key point was essentially motivated by a previous mistake, momentarily done by the authors while working in their previous paper [1] . This is the reason for the title of the present section.
In the paper [1] , Bogopolski-Martino-Maslakova-Ventura solved the conjugacy problem for free-bycyclic groups. Their strategy was to reduce it to the twisted conjugacy problem for free groups (a more complicated problem in an easier group) and then solving this.
De nition 3.1. Let = ⟨ | ⟩ be a nitely presented group. For an endomorphism ∈ Aut( ), we say that two elements , ∈ are -twisted conjugated, denoted ∼ , if there exists an ∈ such that ( )
The twisted conjugacy problem (for endomorphisms) for , denoted TCP( ) (resp. TCP ( )), consists on algorithmically deciding, given ∈ Aut( ) (resp. ∈ End( )) and given two elements , ∈ , whether ∼ . (To be more precise, and are given as words on , and is given by words describing the images , for each ∈ .)
Note that, if is the identity, this is precisely the standard conjugacy problem for , denoted CP( ). However, in general, it looks like a much more complicated algorithmic problem; intuitively, TCP( ) encodes the di culty of CP( ) plus the di culty of Aut( ) (the more tricky endomorphisms or automorphisms admits, the more complicated TCP ( ) or TCP( ) will be compared to CP( )). In fact, the twisted conjugacy problem is strictly stronger than the conjugacy problem, as shown in [2, Corollary 4.9] , where the rst known examples of groups with solvable CP( ) but unsolvable TCP( ) were given.
Let us go back to free-by-cyclic groups. Let = ⟨ 1 , . . . , | ⟩ be the free group of rank and ∈ Aut( ). We will refer to the corresponding free-by-ℤ group with the notation
Normal forms are well known in such groups: every element from ⋊ ℤ can be written in a unique way as for some ∈ ℤ, and some reduced word on the (and, of course, this normal form is algorithmically computable from any word on the generators representing the element).
Using normal forms, the above mentioned reduction of the problem CP( ⋊ ℤ) to TCP( ) follows easily from a straightforward calculation: if we conjugate an arbitrary element ∈ ⋊ ℤ by an arbitrary other element ∈ ⋊ ℤ, we obtain
Hence, two elements in ⋊ ℤ, say and , are conjugate in ⋊ ℤ if and only if = and is -twisted conjugated to some iterated image of under , namely ∼ ( ) for some integer . This reduces CP( ⋊ ℤ) to in nitely many instances of TCP( ), but the following easy observation reduces it down to nitely many. Observe that, for any endomorphism ∈ End( ), the trivial equation ( ) −1 ( ) = says that ∼ , for every ∈ . Hence, ∼ ( + ), making the parameter work modulo . Then,
we have ∼ ⇐⇒ = , and ∼ for some = 0, . . . , − 1.
This reduces CP( ⋊ ℤ) to nitely many instances of TCP( ), i.e., to TCP( ), a more complicated problem but in an easier group.
When working in [1] , and after realizing about this reduction, we concentrated on TCP( ) and solved it:
. Let be a nitely generated free group. Then, TCP( ) is solvable.
But in the meantime, we realized a mistake made in the argument for the above reduction, that the reader probably already realized too: for (3.1) to make sense, one needs to assume ̸ = 0. That is, in the case = = 0, the reduction to the nite situation does not work, and the problem to be solved still contains a parameter running over in nitely many values: given , ∈ one should decide whether ∼ for some integer ; these are in nitely many instances of standard conjugacy in . So, Theorem 3.2 only solves CP( ⋊ ℤ) in the special case = ̸ = 0, while the case = = 0 was still pending to be solved. An important observation here is that the problematic case = = 0 corresponds, precisely, to when the two inputs and belong to the free subgroup ⊲ ⋊ ℤ, while the case solved through Theorem 3.2 corresponds to the inputs being outside it. This observation will be crucial later on.
Fortunately, in the working process for the paper [1] , a completely independent preprint appeared by P. Brinkmann solving precisely this missing case: Theorem 3.3 (Brinkmann [8] ). Given a nitely generated free group , two elements , ∈ and an automorphism ∈ Aut( ), it is decidable whether there exists an integer such that is conjugate to .
This is not just a fortunate coincidence. It is worth mentioning that, in that time, P. Brinkmann was also thinking about the conjugacy problem for ⋊ ℤ. He did not succeed but, as a side product, he got the above special case which happens to be precisely complementary to the other one solved by BogopolskiMartino-Maslakova-Ventura in [1] (this is, indeed, a fortunate coincidence!). Even though the resolution of CP( ⋊ ℤ) is formally published in [1] , it is honest to refer to it as Brinkmann-Bogopolski-MartinoMaslakova-Ventura theorem.
This was the happy end of the paper [1] , which got published in 2006. Later, three of the four authors of [1] kept thinking about possible extensions of Theorem 3. 4 , an e ort that ended in 2010 with the publication of [2] . It is in this context when the distinction between the two cases highlighted by the mistake done took a renovated role. In fact, this was the crucial point connecting all this story with the notion of orbit decidability; we explain this further development in the next section. The reader probably already observed that Brinkmann's result is easily expressible in orbit decidability terms: "for every ∈ Aut( ), the subgroup ⟨ ⟩ ⋅ Inn( ) ⩽ Aut( ) is orbit decidable". Or, in a more informal language, "cyclic subgroups of Aut( ) are orbit decidable up to conjugacy".
Before going into this direction, let us mention a side event that happened later a ecting the above results. The proofs of Theorems 3.2 and 3.3 both make essential use of the following previous result about computation of xed points of automorphisms of free groups: Theorem 3.5 (Maslakova [22] ). There exists an algorithm to compute a nite generating set for the xed point subgroup of an arbitrary automorphism of a free group of nite rank.
Some years after the publication of [1] , the proof of Maslakova's theorem was found to be wrong and incomplete. Several attempts to x it have been uploaded to the arXiv by Bogopolski-Maslakova (see the sixth version, from January 2014, in [3] ); no version has been rmly published yet.
However, the validity of Theorems 3.2 and 3.3 is not a ected because there is another alternative and independent proof for them. Clearly, they are both consequences of Theorem 3.4 (corresponding to the two particular cases mentioned above), and Theorem 3.4 follows directly as a corollary of the following two deep results, from 2006 and 2010 respectively, and none of them using [22] : Theorem 3.6 (Ol'shanskii-Sapir [26] 
Theorem 3.7 (Bridson-Groves [6]). If is a nitely generated free group and is an automorphism of , then ⋊ ℤ satis es a quadratic isoperimetric inequality.
In the Ol'shanskii-Sapir Theorem, lim is a standard limit with an extra technical assumption of algorithmic nature (see [26] for details), which is veri ed by the limit hidden behind the Bridson-Groves Theorem.
Orbit decidability and extensions of groups
When one tries to generalize Theorem 3.4, as Bogopolski-Martino-Ventura did in 2005 after nishing [1] , the natural place to look is at the family of free-by-free groups, namely groups of the form
where 1 , . . . , ∈ Aut( ), i.e., the same framework as for free-by-ℤ groups but with several independent stable letters and several de ning automorphisms. Exactly like in the free-by-ℤ case, we have here normal forms of the type ( 1 , . . . , ) ( 1 , . . . , ), where and are reduced words on 1 , . . . , and 1 , . . . , , respectively.
At a rst look, it seemed quite reasonable to think that the techniques used to prove Theorem 3.4 could successfully extend to this much bigger family of groups. However, there is a classical result by C. F. Miller constructing explicit examples of free-by-free groups with unsolvable conjugacy problem; see [25] . Hence, the plan to generalize the arguments from [1] to the family of free-by-free groups must necessarily collide with some unavoidable obstacles.
Despite this certainty, we proceeded with the plan to adapt the argumentations from Theorem 3.4 to free-by-free groups. Of course we did not succeed, but we got the nice surprise of getting a very clear picture of the situation: the arguments for the case where the two inputs are outside extended perfectly well to our new general situation and so, the conjugacy problem is solvable in this case (via its reduction to the twisted conjugacy problem for free groups). The case where the two inputs belong to leaded directly to the following problem, intuitively much harder than Brinkmann's one:
Given , ∈ , decide whether is conjugate to for some ∈ ⟨ 1 , . . . , ⟩. Note that, for = 1, i.e., in the free-by-ℤ case, this is exactly the contents of Brinkmann's Theorem 3.3. As said, some obstacle must have appeared because of the previously known existence of free-by-free groups with unsolvable conjugacy problem. The good new was that the above one is the very unique obstacle in that generalization process. Hence, we could conclude that a given free-by-free group has solvable conjugacy problem if and only if its corresponding problem (4.1) is solvable. In other words,
) is solvable ⇐⇒ ⟨ 1 , . . . , ⟩ ⩽ Aut( ) is orbit decidable up to conjugacy (4.2) (i.e., if and only if ⟨ 1 , . . . , ⟩ ⋅ Inn( ) ⩽ Aut( ) is orbit decidable). In particular, note that this equivalence immediately implies the existence of orbit undecidable subgroups of Aut( ), corresponding to Miller's examples of free-by-free groups with unsolvable conjugacy problem. This idea was exploited, as explained below. Finally, a further generalization was done, based on the fact that the freeness of and is not essentially used along the argument. In [2] , Bogopolski-Martino-Ventura were able to formulate and prove an analog of (4.2) for arbitrary short exact sequences of groups 1 → → → → 1, not just about the canonical sequence determined by a free-by-free group 1 → → ⋊ 1 ,..., → → 1. As a toll, one has to assume a technical condition about centralizers at the quotient group (trivially satis ed in the free case).
The main result in [2] is the following, and we reproduce here the proof given there, so that the reader can appreciate the analogy with the motivating free case. which computes a nite set of coset representatives, ℎ,1 , . . . , ℎ, ℎ ∈ (i.e., (ℎ) = ⟨ℎ⟩ ℎ,1 ⊔ ⋅ ⋅ ⋅ ⊔ ⟨ℎ⟩ ℎ, ℎ ). Then, has solvable CP ⇐⇒ = { | ∈ } ⩽ Aut( ) is orbit decidable.
Proof. As a preliminary observation we note that in the given short exact sequence (since we have explicit presentations of the involved groups and images of the corresponding generators by and ) one can algorithmically compute images and pre-images of elements by both morphisms. This will be implicitly used several times along the proof. As usual, we shall identify with ⩽ . By de nition, = −1
for every ∈ and ∈ . So, given two elements , ὔ ∈ , nding ∈ such that ὔ = −1
is the same as nding ∈ such that ὔ = .
Hence, the conjugacy problem in with two inputs from is exactly the orbit decidability problem for . This shows the implication to the right.
Assume now that is orbit decidable. Let , ὔ ∈ be two given elements in and let us decide whether they are conjugate to each other in . Map them to . Using (ii), we can decide whether and ὔ are conjugate to each other in . If they are not, then and ὔ cannot either be conjugate to each other in and we are done. Otherwise, (ii) gives us an element from conjugating into ὔ . Compute a pre-image ∈ of this element. It satis es ( ) = ( ) = ὔ . Now, changing to , we may assume that = ὔ . If this equals the trivial element in (a fact that can e ectively be checked using (ii)), then and ὔ lie in and, using our hypothesis, we are done. Hence, we are restricted to the case = ὔ ̸ = 1. Now, compute ∈ such that ὔ = (this is the -pre-image of −1 ὔ ). Since ̸ = 1, we can use (iii) to compute elements 1 , . . . , ∈ such that ( ) = ⟨ ⟩ 1 ⊔ ⋅ ⋅ ⋅ ⊔ ⟨ ⟩ , and then compute a pre-image ∈ for each , = 1, . . . , . Note that, by construction, the -images of and (respectively and ) commute in so,
for some computable ∈ . Since = ὔ , every possible conjugator of into ὔ must map under to ( ) so, it must be of the form for some integer , some ∈ {1, . . . , }, and some ∈ . Hence,
Thus, deciding whether the elements and ὔ are conjugate to each other in amounts to decide whether there exists an ∈ {1, . . . , } and ∈ satisfying = −1
, which is equivalent to = ( −1 −1 ) and so to = ( )
. Since takes nitely many values and the previous equation means precisely ∼ , we can algorithmically solve this problem using the hypothesis (i). This completes the proof.
Note that in the proof of Theorem 4.1 we did not use the full power of hypothesis (i). In fact, we used a solution to TCP ( ) only for the automorphisms in the action subgroup, ∈ . For speci c examples, this may be a weaker assumption than a full solution to TCP( ).
Hypothesis (iii) is somehow restrictive, but at the same time satis ed by many groups: for example, free groups (where the centralizer of an element 1 ̸ = ℎ is cyclic and generated by its maximal root) and it is not di cult to see that torsion-free hyperbolic groups also satisfy it, see [2, Section 4.2].
The correct way to think about this theorem is the following: it reduces the CP for a group to the TCP plus a certain OD problem in a certain normal subgroup ⊴ . It is true that the TCP is harder than the standard CP, and the resulting OD problem is sometimes more technical than the original problem; but both of them take place entirely in the subgroup rather than in . In all situations when is a group signi cantly easier than , Theorem 4.1 promises to be useful: it reduces the CP for to two independent problems, maybe more technical, but in an easier group, namely . Or, from bottom to top: for any group where one knows how to solve the TCP, Theorem 4.1 gives a great tool to investigate the solvability/unsolvability of the CP in a vast family of extensions of , by means of nding orbit decidable/orbit undecidable subgroups of Aut( ). This point of view has been quite fruitful in the last years, as explained in the following sections.
Negative results
After Theorem 4.1, the next natural thing to do is to analyze Miller's construction of free-by-free groups with unsolvable conjugacy problem (see [25] ), looking for explicit examples of orbit undecidable subgroups in Aut( ). This was done in [2] and, in fact, a closer look to these negative examples revealed a more general way to construct orbit undecidable subgroups inside Aut( ) for many other groups , other than free. On its turn, this source of orbit undecidability determines then lots of new group extensions (of those groups ) with unsolvable conjugacy problem. Let us remind now these arguments, starting from Miller's construction and highlighting then the generalization to other groups .
Miller's construction begins with an arbitrary nite presentation, say = ⟨ 1 , . . . , | 1 , . . . , ⟩ (where the are words on the ). Let +1 = ⟨ , 1 , . . . , | ⟩ and + = ⟨ 1 , . . . , , 1 , . . . , | ⟩ be the free groups of rank + 1 and + , respectively, on the listed generators. Consider the + automorphisms of +1 given by
, → , for = 1, . . . , and , = 1, . . . , , and denote by ( ) ⩽ Aut( +1 ) the group of automorphisms they generate. Next, consider the +1 -by-+ group de ned by these automorphisms,
+ . The following theorem is [25, Chapter III, Corollary 5] . Below, we shall provide an alternative proof.
Theorem 5.1 (Miller [25]). If has unsolvable word problem, then ( ) has unsolvable conjugacy problem.
So, applying Miller's construction to a presentation with generators, relations, and with unsolvable word problem, one obtains an ( + )-generated subgroup of Aut( +1 ), namely ( ), which is orbit undecidable.
In [5] , V. Borisov constructed a group presented with for generators, twelve relations, and having unsolvable word problem. By embedding it into a bigger group with two generators and the same number of relations via the Higman-Neumann-Neumann Embedding Theorem (see [16] ), we get a group with = 2 generators, = 12 relations, and having unsolvable word problem. Applying Miller's construction to , we conclude the existence of an 3 -by-14 group with unsolvable conjugacy problem. In other words, Corollary 5.2. There exists a 14-generated subgroup ⩽ Aut( 3 ) which is orbit undecidable.
Recall that this orbit undecidable subgroup is = ⟨ 1 , . . . , 12 , 1 , 2 ⟩ ⩽ Aut( 3 ), where the and the are the above isomorphisms corresponding to a group = ⟨ 1 , 2 | 1 , . . . , 12 ⟩ with unsolvable word problem.
Looking at the details of the proof of Theorem 5.1, one can see the parallelism with the following more general construction.
Let be an arbitrary group. Recall that the stabilizer of a given subgroup ⩽ , denoted Stab( ), is
For simplicity, we shall write Stab( ) to denote Stab(⟨ ⟩), ∈ . Furthermore, we de ne the conjugacy stabilizer of , denoted Stab * ( ), to be the set of automorphisms acting as conjugation on , formally Proof. Suppose ∈ ⩽ Aut( ) is given. Take ὔ = and observe that
So, there exists some ∈ such that is conjugate to ὔ in , if and only if ∈ . Hence, orbit decidability for ⋅ Inn( ) ⩽ Aut( ) solves MP( , ).
One can interpret Proposition 5.3 by saying that if, for a certain group , Aut( ) contains a pair of subgroups ⩽ ⩽ Aut( ) with unsolvable MP( , ) (plus the existence of that special element ), then ⋅Inn( ) ⩽ Aut( ) is orbit undecidable.
The most classical example of unsolvability of the membership problem goes back to more than fty years ago. In [24] (see also [25 1, 1 ) , . . . , (1, ), ( 1 , 1 ) Consider the particular case of the free group of rank three, 3 = ⟨ , , | ⟩, and the following copy of 2 × 2 inside Aut( 3 ). For every , ∈ ⟨ , ⟩ ⩽ 3 , consider the automorphism
. Furthermore, it is also clear that 1 and 1 do commute, 11 = = 1 1 . So,
is a subgroup of Aut( 3 ) isomorphic to 2 × 2 . In order to apply Proposition 5.3, let us consider = ∈ 3 . We claim that ∩ Stab * ( ) = {Id}. In fact, suppose , ∈ ⟨ , ⟩ are such that ( ) = is conjugate to = in 3 . Since both words have exactly three occurrences of , they must agree up to cyclic reordering. That is, ( ) ( ) ( ) equals either , or 2 , or
2
. From this, one can straightforward deduce that = = 1 in all three cases. Thus, = Id proving the claim. Now, let = ⟨ , | 1 , . . . , 12 ⟩ be the above example of a group with two generators, twelve relations, and unsolvable word problem. By Mihailova result and Proposition 5.3,
is orbit undecidable. Hence, by equation (4.2), the 3 -by-14 group determined by the fourteen automorphisms 1 1 , . . . , However, adopting this more general point of view, one can look at other subgroups of Aut( 3 ) isomorphic to 2 × 2 ; for each such subgroup ⩽ Aut( 3 ), we can replicate the construction nding many other free-by-free groups with unsolvable conjugacy problem (brothers, in this sense, of Miller's examples). Or, even more interestingly, one can replicate this construction over an arbitrary group (not necessarily free) with the only condition that Aut( ) contains a copy of 2 × 2 (plus the technical condition of existence of that element ∈ ). This provides lots of new examples of orbit undecidable subgroups of Aut( ), which correspond to lots of new extensions of with unsolvable conjugacy problem. Some of the results in the literature in this line are reviewed in the following sections.
Extensions of free groups
Following the idea at the end of Section 4, let us particularize Theorem 4.1 to groups for which we know a solution to its twisted conjugacy problem, in order to nd certain extensions of having solvable conjugacy problem, and others having unsolvable conjugacy problem. Of course, the rst non-trivial examples of groups with solvable TCP are free groups (see Theorem 3.2).
Let us take in Theorem 4.1 to be free, say = , and to be free as well, say (the reader could easily extend the following results to being torsion-free hyperbolic, since these groups also satisfy condition (iii) from Theorem 4.1, see [2, Section 4.2]). As we observed in Section 3, Brinkmann's Theorem 3.3 can be rephrased by saying that cyclic subgroups of Aut( ) are orbit decidable up to conjugacy; hence, Corollary 6.1 (Brinkmann-Bogopolski-Martino-Maslakova-Ventura [1, 8] It is not known, in general, whether orbit decidability goes down to nite index subgroups. But, in [2] , it was proved to do so at least for the special case of the free group and for the full automorphism group, Since Out( 2 ) ≃ GL 2 (ℤ) is virtually free, the case of rank two is very special: Theorem 6.5 (Bogopolski-Martino-Ventura, [2] ). Let 2 be the free group of rank two. Then every nitely generated subgroup of Aut( 2 ) is orbit decidable up to conjugacy.
And, hence, Corollary 6.6 (Bogopolski-Martino-Ventura, [2] ). Every 2 -by-free group has solvable conjugacy problem.
In [2, Section 6.2.] the reader can nd more interesting examples of orbit decidable subgroups in Aut( ), this time coming from a more geometric context, together with the corresponding free extensions with solvable conjugacy problem.
Extensions of free abelian groups
Let us take now in Theorem 4.1 to be free abelian, say = ℤ , and to be free, say (the reader could easily extend the following results to being torsion-free hyperbolic, like in the previous section). Of course we can, because TCP(ℤ ) is solvable as reducible to the compatibility of a system of linear equations. Note that, in this case, orbit decidability/undecidability is going to concern subgroups of Aut(ℤ ) ≃ GL (ℤ), i.e., groups of invertible integral × matrices. Note also that orbit decidability and orbit decidability up to conjugacy do coincide in this context because the base group is abelian.
To start with, and as explained above, Kannan-Lipton gave a polynomial time algorithm in 1986, see [17] , to solve the orbit decidability problem for cyclic subgroups of GL (ℚ) (they call its rational version the orbit problem). It should be mentioned that this was already known since ℤ -by-ℤ groups are clearly polycyclic, and an old result due to V. N. Remeslennikov established that polycyclic groups are conjugacy separable and, as a consequence, have solvable conjugacy problem.
Moreover, this result was used in [2] to prove a more general fact about orbit decidability in GL (ℤ). J. Tits [30] proved the deep and remarkable fact that every nitely generated subgroup of GL (ℤ) is either virtually solvable or it contains a non-abelian free subgroup. It turns out that all subgroups of the rst kind are orbit decidable, so forcing orbit undecidable subgroups of GL (ℤ) (if any) to contain non-abelian free subgroups: Following the same route as for free groups, the folklore Observation 2.9, tells us that
has solvable conjugacy problem.
And orbit decidability also goes down to nite index subgroups for free abelian groups, at least in the case of the whole linear group: Finally, the rank two case is again special: Theorem 7.8 (Bogopolski-Martino-Ventura [2] ). Every nitely generated subgroup of GL 2 (ℤ) is orbit decidable.
And hence, Corollary 7.9 (Bogopolski-Martino-Ventura [2] ). All ℤ 2 -by-free groups have solvable conjugacy problem.
It is interesting to consider now the negative situation: are there orbit undecidable subgroups of GL (ℤ)?
In other words, are there ℤ -by-free groups with unsolvable conjugacy problem? Such groups, if they exist, would be a kind of Miller-type groups but with the base group being abelian. Of course, in dimension = 2 there are none, by the two previous results. However, Bogopolski-MartinoVentura constructed such examples in dimensions 4 and above. Their existence is a direct consequence of Proposition 5.4: it is well known that 2 embeds in GL 2 (ℤ) (in fact, GL 2 (ℤ) is virtually free), and so 2 × 2 embeds in GL 2 (ℤ) × GL 2 (ℤ) ⩽ GL 4 (ℤ) ⩽ GL (ℤ) for ⩾ 4; it is easy to nd such an embedding admitting a vector ∈ ℤ 4 whose stabilizer intersects trivially with its image and so, by Proposition 5.4, one deduces the existence of orbit undecidable subgroups of GL (ℤ) and, consequently, the existence of ℤ 4 -by-free groups with unsolvable conjugacy problem:
Theorem 7.10 (Bogopolski-Martino-Ventura [2] ). For ⩾ 4, GL (ℤ) contains nitely generated orbit undecidable subgroups. These groups are the rst known examples of free abelian-by-free groups with unsolvable conjugacy problem. While having a quite di erent structure from Miller's examples, they are clearly reminiscent to them, but with a free abelian base group. At this point it is worth mentioning the intriguing case of dimension 3, in which none of the above arguments work. The crucial fact in the proof of Theorem 7.8 is GL 2 (ℤ) being virtually free, while GL 3 (ℤ) is clearly not; on the other hand, the crucial fact in the proof of Theorem 7.10 is 2 × 2 being a subgroup of GL (ℤ) for ⩾ 4, while it is known not to embed in GL 3 (ℤ). Hence, the two above arguments fail dramatically in the case of dimension 3 and, as far as we know, the question remains open. Question 7.12. Do there exist nitely generated orbit undecidable subgroups of GL 3 (ℤ)? In other words, do there exist ℤ 3 -by-free groups with unsolvable conjugacy problem?
The examples of nitely generated orbit undecidable subgroups Γ of GL (ℤ) provided by Theorem 7.10 are not nitely presented because they are build using Mihailova's construction. By modifying a little bit that construction, and at the cost of increasing the dimension by two extra units, Sunić-Ventura found in [29] , for ⩾ 6, new examples of nitely generated orbit undecidable subgroups Γ ⩽ GL (ℤ) which are, additionally, free.
Proposition 7.13 (Sunić-Ventura [29] ). The group Aut( ), for ⩾ 5, and the group GL (ℤ), for ⩾ 6, both contain nitely generated, orbit undecidable, free subgroups.
Question 7.14. Do Aut( 3 ), Aut( 4 ), GL 3 (ℤ), GL 4 (ℤ) and GL 5 (ℤ) contain nitely generated, orbit undecidable, free subgroups?
As an interesting side application of these last results, Sunić-Ventura constructed in [29] the rst known examples of automaton groups with unsolvable conjugacy problem. Automaton groups are de ned as those subgroups of the automorphism group of a regular rooted in nite tree generated by nite self-similar sets; many papers have been published these last years developing this new an interesting area (see [29] for a quick introduction and references). The word problem, for example, is solvable for all groups in this class, with a rather straightforward exponential time algorithm (several alternative better algorithms are known, working in polynomial time for certain speci c subclasses). The question on solvability of the conjugacy problem was explicitly raised for the class of automaton groups by Grigorchuk-Nekrashevych-Sushchanskiȋ in [15] , and solved in the negative direction by Sunić-Ventura in [29] :
Theorem 7.15 (Sunić-Ventura [29] ). There exist automaton groups with unsolvable conjugacy problem.
The strategy followed was to observe that the implication to the right in Theorem 4.1 uses no hypothesis at all: in any short exact sequence, orbit decidability of the action subgroup is a subproblem of the conjugacy problem of the extension group. In particular, Observation 7.16. Let be a nitely generated group, and let Γ be a nitely generated subgroup of Aut( ). If Γ ⩽ Aut( ) is orbit undecidable, then ⋊ Γ has unsolvable conjugacy problem.
Then, the central part in [29] was dedicated to prove that ℤ ⋊ Γ is an automaton group for every nitely generated subgroup Γ ⩽ GL (ℤ), using techniques from Brunner-Sidki. Now Corollary 7.11 completed the proof.
Extensions of other groups
In the recent paper [14] , González-Meneses and Ventura consider the braid group and solve TCP( ). With a rst super cial look, it may seem an easy problem because it is well known that Out( ) ≃ 2 , with the non-trivial element represented by the automorphism : → which inverts all generators, → −1 .
However, the conjugacy problem twisted by this (namely, solving the equation ( )
= for ∈ ) becomes a quite delicate combinatorial problem about palindromic braids, see [14] for details. Theorem 8.1 (González-Meneses-Ventura [14] ). The twisted conjugacy problem is solvable in the braid group.
After that, the natural thing to do was to look at short exact sequences with = , and to study the conjugacy problem for extensions of by free (or by torsion-free hyperbolic) groups, via Theorem 4. Another successful situation was Thompson's group . Burillo-Matucci-Ventura, in the recent preprint [9] , followed a similar project and solved the twisted conjugacy problem for this particular group TCP( ).
Theorem 8.4. Thompson's group has solvable twisted conjugacy problem.
Here, the situation is di erent from the braid group since Out( ) is quite big. However, it has been possible to solve the twisted conjugacy problem because, due to a result by M. Brin [7] saying that every automorphism of Thompson's group looks like a conjugation by an element from some extension of . Thompson's group can be viewed as the subgroup of PL 2 (ℝ) (this is the group of all piecewise-linear orientation preserving homeomorphisms of ℝ with a discrete set of breakpoints at dyadic rational points and such that all slopes are powers of 2) formed by all those elements which, additionally, are eventually integral translations, i.e., which satisfy ( ) = + − and ( ) = + + , respectively, for ≪ 0 and for ≫ 0. In this setting, one can look at the intermediate group EP 2 (ℝ) of those elements ∈ 2 (ℝ) which are eventually periodic (i.e., such that ( − 1) = ( ) − 1 for ≪ 0, and ( + 1) = ( ) + 1 for ≫ 0). If we expand this last subgroup by forgetting the condition of orientation preserving (i.e., allowing decreasing maps), we get the group EP 2 (ℝ) which happens to be isomorphic to the automorphism group Aut( ) of Thompson's group : Theorem 8.5 (Brin [7] for all ∈ .
The good point of this result is that then, given an automorphism ∈ Aut( ), the equation corresponding to the -twisted conjugacy problem, namely ( )
= , becomes the much simpler one (
= , i.e., −1 ( ) = ( ). Hence, the twisted conjugacy problem for reduces to the conjugacy problem in EP 2 , allowing only conjugators from . After dealing with non-easy technical problems of dynamic nature, Burillo-Matucci-Ventura overcame them, solving the twisted conjugacy problem for Thompson's group , see [9] for details. The question about orbit decidability seems a bit more complicated. In [9] the authors were only able to prove that the full automorphism group Aut( ) (as well as the subgroup of positive automorphisms Aut + ( )) is orbit decidable assuming that a certain conjecture is true: the solvability of the simultaneous conjugacy problem for . Partial results have been obtained by Bleak, Kassabov and Matucci on this matter, but the problem in general is still open, and so is the orbit decidability of Aut( ).
On the other hand, Burillo-Matucci-Ventura proved in [9] that 2 × 2 embeds in Aut( ) and so, using Proposition 5.4, got the corresponding negative result: Theorem 8.6. There are extensions of Thompson's group by nitely generated free groups, with unsolvable conjugacy problem.
To conclude this section, we refer the reader to a paragraph written in the introduction of [2] : "In light of Theorem 4.1, it becomes interesting, rst, to collect groups where the twisted conjugacy problem can be solved. And then, for every such group , to study the property of orbit decidability for subgroups of Aut( ): every orbit decidable (undecidable) subgroup of Aut( ) will correspond to extensions of having solvable (unsolvable) conjugacy problem".
We interpret this as an invitation to the (algorithmic oriented) reader to push this same project further into his/her own area of expertise: choose your favorite group , and try to solve TCP( ). This will not be a very interesting result by itself (it is just a technical variation of CP( )), but it will pave the way, via Theorem 4.1, to study the CP in a vast collection of extensions of : you will have chances to prove results of the type "all -by-free groups have solvable CP", or "there exists a -by-free group with unsolvable CP".
Variations on orbit decidability
The de nition of orbit decidability admits variations, pointing to deeper algorithmic problems. We present here one of these possible variations that we nd interesting. It is not totally clear, by the moment, whether is it related to some algebraic problem, like standard orbit decidability is related to the CP via Theorem 4.1. Even if it is not, the problems it provides are interesting enough by themselves.
De nition 9.1. Let be a group, and ⩽ Aut( ). We say that is ( -)subgroup orbit decidable, ( -)SOD for short, if there is an algorithm which, given , ℎ 1 , . . . , ℎ ∈ , decides whether ∈ = ⟨ℎ 1 , . . . , ℎ ⟩ ⩽ for some ∈ .
Since in , as well as in ℤ , roots of elements are well de ned and must be preserved by automorphisms (i.e., = implieŝ =̂ ), it is easy to see that, for every , solvability of OD( ) implies solvability of 1-SOD( ). However, -SOD( ) for ⩾ 2 looks like a much more complicated problem, even over the free abelian group.
Over the free group , at least two special instances of this problem are solved in the literature. Silva-Weil solved in [28] the problem SOD(Aut( 2 )): given an element and a subgroup of the rank two free group 2 , one can algorithmically decide whether ∈ for some ∈ Aut( 2 ). Cli ord-Goldstein [11] gave a complicated algorithm solving the particular case of SOD(Aut( )) where the given input is a primitive element: there is an algorithm deciding whether a given subgroup ⩽ contains a primitive element of . The rest of the problem SOD(Aut( )) remains open, and nothing is know for other subgroups ⩽ Aut( ).
Over the free abelian group ℤ , SOD(GL (ℤ)) is an exercise (just a matter of greatest common divisors of the entries of the involved vectors). But, for a xed given matrix ∈ GL (ℤ), the problem SOD(⟨ ⟩) is much more interesting: after projectivizing ℤ , the automorphism : ℤ → ℤ induces a map : ℙ −1 (ℤ) → ℙ −1 (ℤ)
and SOD(⟨ ⟩) becomes the problem of deciding whether a given orbit of intersects a given (projective) linear variety in ℙ −1 (ℤ) (for = 2, this problem becomes a nice exercise in linear algebra, involving the eigenvalues of ).
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