Abstract. General approach to the multiplication or adjoint operation of 2×2 block operator matrices with unbounded entries are founded. Furthermore, criteria for self-adjointness of block operator matrices based on their entry operators are established.
introduction
Block operator matrices arise in various areas of mathematical physics such as ordinary differential equations [22, 23, 26] , theory of elasticity [15, 33, 34] , hydrodynamics [10, 11] , magnetohydrodynamics [14] , quantum mechanics [28] , and optimal control [13, 32] . The spectral properties of block operator matrices are of vital importance as they govern for instance the solvability and stability of the underlying physical systems. As a basis for spectral analysis, the multiplication or adjoint operation and self-adjointness of block operator matrices with unbounded entries have attracted considerable attention and have been investigated case by case, see, e.g, [3, 4, 7, 18, 19] for the former and [5, 6, 12, 17, 25] for the latter, or the monograph [29] for both of these topics. As has been pointed out in [18] , what is essentially trivial for bounded operators appears to become erratic for unbounded operators. The purpose of this paper is to build a common framework for these problems.
To this end, let us first recall some notions on block operator matrices. Throughout this paper, we will denote by X 1 , X 2 complex Banach spaces, X * 1 , X * 2 the adjoint spaces (see [9, Section III.1.4]), and X := X 1 × X 2 the product space equipped with the norm (x 1 x 2 ) t := (
It is well known that (X 1 × X 2 ) * is isometrically isomorphic to X * 1 × X * 2 equipped with the norm
such that if the element f of (X 1 × X 2 ) * is identified with the element (f 1 f 2 ) t of X whenever x = (x 1 x 2 ) t ∈ X 1 × X 2 (see [16, Theorem 1.10.13] ). Following Engel [4] , we define the injections J 1 , J 2 and the projections P 1 , P 2 as follows.
J 1 : X 1 → X, J 1 x 1 := x 1 0 and P 1 : X → X 1 , P 1 x 1 x 2 := x 1 , J 2 : X 2 → X, J 2 x 2 := 0 x 2 and P 2 : X → X 2 , P 2
Furthermore, we denote by Q 1 , Q 2 the projections
is called a (2 × 2) block operator matrix on X. It induces a linear operator on X which is also denoted by A:
product and adjoint
In this section, we shall establish rules for the product and adjoint operations of block operator matrices. Lemma 2.1. Let A : D(A) ⊂ X → X be a linear operator. The following statements are equivalent.
(a) A has a matrix representation
. Furthermore, if one of the above statements holds, then
in the sense of linear operators on X.
Proof. First, the statements (a) and (c) are equivalent (see [27, p. 287] ) and, moreover, one see easily that the statements (b) and (c) are equivalent. In addition, one readily checks that (2.1) holds if A has a matrix representation, see also [4] .
Definition 2.1. Let A = (A jk ), B = (B jk ) be block operator matrices on X. We define the formal product block operator matrix of A and B as follows:
A jk B kl ).
Theorem 2.1. Let A, B be block operator matrices on X. Then A × B = AB if and only if AB has a matrix representation.
Proof. The "only if" part is trivial. The proof of the "if" part. Assume AB has a matrix representation. Writing A = (A jk ), B = (B jk ) and D(A) = D 1 × D 2 , where D k are subspaces of X k for k = 1, 2, respectively. Then . If
then by Lemma 2.1,
and so from the structure of the set D(AB) we know that 
where
(b) Suppose that A is closed with ρ(A) = ∅, and that D(A) ⊂ D(C). Then for some (and hence for all) λ ∈ ρ(A),
Proof. To prove the first equality, we denote by RST the product of the three linear operators on the right side. It is easy to see that
Hence, we have, by Theorem 2.1,
this proved the first equality. Similarly, the second equality holds.
Definition 2.2. Let

A =
A B C D be a block operator matrix on X with dense domain D 1 ×D 2 . Then the block operator matrix
is said to be the formal adjoint block operator matrix of A.
Theorem 2.2. Let A be a block operator matrix on X with dense domain. Then A × = A * if and only if A * has a matrix representation.
Proof. We only need to prove the "if" part. Assume A * has a matrix representation. Writing
By taking k = 1 in (2.2) we get
It follows that
Similarly, by taking k = 2 in (2.2) we get
Obviously,
Moreover, there is a block operator
(for the notions of differential operators see [21] ).
Example 2.1. Given the following four differential operators on the Hilbert space
In fact, we see from
where the latter equality follows from Theorem 2.1. By Lemma A.1,
It remains to prove L is closed. Since 
If a densely defined operator A has a matrix representation, this need not be true for A * even if A is closed; see the following example.
Example 2.2. Let X 1 = X 2 and let A be a closed densely defined operator on X 1 with D(A) = X 1 . Consider the block operator matrix
It is easy to verify that A is a closed operator with domain D(A) = D(A) × X 1 . Furthermore, we see from Theorem 2.1 that
Since A is unbounded, we have D(A * ) = X 1 . Taking
Hence, by Lemma 2.1, A * has no block operator matrix representation.
self-adjointness
Let H 1 , H 2 be complex Hilbert spaces. Now we consider self-adjointness of block operator matrices with unbounded entries acting on the Hilbert space
First we shall consider necessary conditions for a block operator matrix to be self-adjoint. Let A := A B C D be a block operator matrix acting on
Clearly, A is symmetric if and only if
Furthermore, it follows from Theorem 2.2 and (3.1) the following assertion.
In addition, we point out that the entry operators of a self-adjoint block operator matrix need not be closed, see the following example.
From the methods of differential operators we know that M is closed, C ∞ c (0, 1) is a core of M , and M * is determined by
Let L D be the same as in Example 2.1 and let M 0 := M | D(LD) . For the block operator matrix
A B B A on the Hilbert space X, we claim that (a) A is self-adjoint, (b) A, B are not closed and A A * , B B * .
In fact, it is easy to see that
By interpolation theorem of Sobolev spaces (see [1, Theorem 5.2] ) and Lemma A.3,
. Since E * = E −1 = E, it follows from Lemma A.2 and Lemma A.3 that A is self-adjoint. This proved the first claim. The second claim follows from the following four equalities:
Next we consider sufficient conditions for a block operator matrix to be (essentially) self-adjoint. In view of (3.1) and Example 3.1, through out the rest of this section we make the following basic assumptions:
(i) A, B, C, D are densely defined and closable,
Further assumptions will be formulated where they are needed.
Proposition 3.2. A is self-adjoint if one of the following statements holds:
(a) A, D are self-adjoint, C is A-bounded with relative bound < 1, and B is D-bounded with relative bound < 1. (b) B is closed, C = B * , A is C-bounded with relative bound < 1, and D is B-bounded with relative bound < 1.
Proof. We prove the claim in case (a); the proof in case (b) is analogous. Writing
Then S is self-adjoint and T is symmetric (see [29, Proposition 2.6.3]). Furthermore, by the assumptions T is S-bounded with relative bound < 1. By applying Lemma A.3 to S, T , we complete the proof.
Proposition 3.3.
A is essentially self-adjoint if one of the following statements holds: (a) A, D are self-adjoint, and for some a ≥ 0,
(b) B is closed, C = B * , and for some a ≥ 0,
Proof. We prove e.g. case (a). By the assumptions, we have, for all (x, y)
Consequently, the assertion follows from the Wüst theorem (see [30, Theorem 4] ). 
for some (and hence for all) λ ∈ ρ(A).
Proof. Proof of (a). Let λ ∈ ρ(D). By applying Corollary 2.1 to (A − λ) we have
where 
It follows that
In the factorization (3.3), the first and last factor are bounded and boundedly invertible, and therefore by Lemma A.1 and Lemma A.2,
Furthermore, in (3.3) we can replace λ by λ and obtain
We conclude from (3.4),(3.5) that A * = A if and only if S 1 (λ) * = S 1 (λ). Proof of (b). Let λ ∈ ρ(A). Similar to the proof of (a) we have A * = A if and only if S 2 (λ)
Then A is self-adjoint if one of the following holds:
(a) C is A-bounded with relative bound < 1 and B is D-bounded with relative bound ≤ 1, (b) C is A-bounded with relative bound ≤ 1 and B is D-bounded with relative bound < 1.
Proof. We prove the claim in case (a); the proof in case (b) is analogous. It is enough to prove
Step 1. We start from the claim that for λ > 0 large enough, B(D − iλ) −1 C is A-bounded with relative bound < 1. Since C is A-bounded with relative bound < 1, it is enough to prove for each ε > 0 there exists λ > 0 such that
We observe that for x ∈ D(D) and λ > 0,
since D is self-adjoint. By the assumption that B is D-bounded with relative bound ≤ 1, there exists a(ε) ≥ 0 such that
so that for x ∈ D(D), we have, using (3.7) twice and then (3.8),
It is enough to choose λ > 0 large enough such that
Step 2. In this step, we show that for λ > 0 large enough, (B(D − iλ) −1 C) * is A-bounded with relative bound < 1. Since D(D) ⊂ D(B) and B is closable, B(D − iλ) −1 is everywhere defined and closed, so that it is bounded by the closed graph theorem. Thus, by Lemma A.1,
Thus, by
Step 1, (B(D − iλ) −1 C) * is A-bounded with relative bound < 1.
Step 3. Now (3.6) follows from Step 1 and Step 2 by applying Lemma A.3 and (3.9). Proof. We prove the claim in case (a); the proof in case (b) is analogous. Let λ ∈ ρ(A). We need to prove
Step 1. First we claim that C(A−λ) −1 B is D-bounded with relative bound 0. Since C is A-bounded with relative bound 0, for each ε > 0, there exists b 1 (ε, λ) ≥ 0, such that
so that for x ∈ D(B),
where the last inequality follows from the fact that (A− λ)
Step 2. We have, with arguments similar to the ones used in the proof of (3.9),
* is D-bounded with relative bound 0.
Step 3. Finally, (3.10) follows from Step 1 and Step 2 by applying Lemma A.3.
The following analogue of Theorem 3.1 can be proved in the same way. 
for some (and hence for all) λ ∈ ρ(A). 
is bounded on D(B). Since the operator
is bounded on its domain D(|A| 1 2 ), the operator
Remark 3.1. It follows from Corollary 3.3 and Theorem 3.1 that the linearized Navier-Stokes operator considered in [6] is essentially self-adjoint and it is not closed.
By the techniques used in the proofs of [2, Theorem 3.1] and the corresponding corollaries therein, with some slight modifications, we can prove the following theorem and related corollaries. 
