Knowledge about the intrinsic electronic properties of water is imperative for understanding the behaviour of aqueous solutions that are used throughout biology, chemistry, physics, and industry. The calculation of the electronic band gap of liquids is challenging, because the most accurate ab initio approaches can be applied only to small numbers of atoms, while large numbers of atoms are required for having configurations that are representative of a liquid. Here we show that a high-accuracy value for the electronic band gap of water can be obtained by combining beyond-DFT methods and statistical time-averaging. Liquid water is simulated at 300 K using a plane-wave density functional theory molecular dynamics (PW-DFT-MD) simulation and a van der Waals density functional (optB88-vdW).
I. Introduction
Because of their importance in the natural sciences, the structural and physical properties of different phases of water have been the subject of intensive investigations by scientists and engineers for over a hundred years. [1] [2] [3] [4] [5] A lot of effort has been made to understand the structural and transport properties of water. At present the structures of gaseous and solid H 2 O (ice) phases are well established, based on the early work by Fowler and Bernal who proposed that (1) each H 2 O molecule can be regarded as an 'element' and (2) in building the structures of ice phases, each H 2 O element is in tetragonal coordination with hydrogen bonds (OÁ Á ÁH) of about 1.9 Å. 5 The variations of OÁ Á ÁH ordering in the tetragonal coordination create dozens of ice phases, which at present are still under discussion. [5] [6] [7] [8] [9] [10] [11] [12] Obviously, there is no long-range ordering in liquid water. However, at short-range the structure of water is topologically the same as those of ice, but with flexible bond-lengths and angles of H 2 O tetragons. 3, 5, 6, [12] [13] [14] To successfully perform simulations of chemical reactions in aqueous solutions, it is imperative that not only the atomic structure, but also the electronic structure is well described, whereby the electronic band gap can serve as the most important criterion. Many studies have already been performed on the electronic band gap of liquid water, but in the cases where accurate computational methods were used, these were applied to too few water molecules to be representative of liquid water. And in the cases where large numbers of water molecules were actually considered, methods such as cluster calculations were used which are known to be less accurate in predicting electronic properties.
Here we aim for high accuracy by applying GW corrections to plane-wave density functional theory (PW-DFT) molecular dynamics (MD) simulations using a van der Waals density functional and a statistical analysis by the time-averaging of relevant physical parameters 'measured' during the MD simulations. We will now first discuss the experimental studies whereby the electronic structures of gas, water, and ice phases were investigated. 2, [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] Shibaguchi and co-workers investigated the electronic structure of ice by means of a combination of X-ray photoemission spectroscopy (XPS), Ultraviolet photoemission spectroscopy (UPS), and optical absorption spectroscopy, and obtained a band gap of 8.75 eV. 17 Painter and co-workers measured the reflectance of liquid water between 1050 and 3000 Å 16 and found that the imaginary index of refraction starts at around 7.1 eV. From the measured real and imaginary parts of the index of refraction and dielectric constant, the authors suggested an exciton transition at 8.3 eV, an interband transition at 9.6 eV, and an electronic band gap of 9.0 eV. 16 Other measurements of photoemission spectra provide a range of values for the band gap of water; 6.9 eV, 21,22 7.0, 23 8.7 eV, 24 8.9 eV 25 and 9.0 eV. 16 As reviewed by Winter and co-workers, such a variance in experimental data for the insulating ice phases and water is caused by many factors, such as electric charging, work functions, surface sensitivity (electron escape depths are typically B10-20 Å), vapour-solid or vapour-liquid mixing, impurities, etc.
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Many theoretical and simulation studies have also been performed to study the structural and electronic properties of water phases. To study the structure and dynamics simple empirical potentials are widely used. [26] [27] [28] [29] [30] Moreover, ab initio
Hartree-Fock (HF) and post-HF methods were employed to study water molecules and clusters, as well as ice phases. 11, 12, 21, 22, [34] [35] [36] Finally, first-principles density functional theory (DFT) has also been widely used to study the structural and electronic properties of ice phases and liquid water. [31] [32] [33] [34] [35] [36] [37] In theoretical studies of ice and liquid water, there are several issues to be noted. First, the standard DFT functionals, such as the local density approximation (LDA) and different GGA functionals, which are local or semi-local, do not describe accurately van der Waals interactions. This is an important issue since van der Waals interactions were shown to play an important role in water and ice phases, as well as other solids. [39] [40] [41] [42] [43] [44] [45] [46] [47] [48] [49] [50] For example, Santra and co-workers have recently investigated the ice phases at non-zero pressure using different van der Waals DFT exchange-correlation functionals and observed significant improvements of phase transition pressures of the ice phases compared to that of the PBE (after the names of authors, Perdew, Burke and Ernzerhof) functional. 41, 42 The van der Waals density functional was also found to describe water adsorption on metals well. 43, 44, 49 Second, most of the calculations performed so far have focused on the description of the ground states of ice phases and water. However, experimental measurements of electronic properties, such as band gaps, are related to excitations of electrons. To describe the excitations another scheme needs to be used, such as the GW approximation (whereby the self-energy is obtained from Green's function G and the electronic screening effect W) which describes well the eigenstates of one-electron quasi-particle (QP) levels which relate to electronic excitations. 31, [51] [52] [53] [54] [55] [56] This method, but in a non-self-consistent G0W0 fashion, was used by Hermann and co-workers to obtain the band gap of Ice-XI. 31, 32 Moreover, most first-principles molecular dynamics simulations employed supercells of 100 to 200 atoms, which can represent only a small number of molecules, and most simulations provide information about only one or a few configurations. This is not sufficient to obtain statistically meaningful results. 56, 57 Consideration of a large number of configurations with sufficient number of molecules to probe all relevant structures is needed. This approach was applied to analyse statistically the dominant defects in hydrogenated amorphous silicon nitrides covering different stoichiometries. 51, 57 The electronic structures were successfully simulated, including the energy gaps for the amorphous semiconductors with different types of defects. 56, 57 In the present manuscript, we report our results of a firstprinciples study on the H 2 O molecule, its dimer and Ice-XI, a low-temperature and low-pressure H 2 O phase with wellestablished H ordering 8, 10, 11, [26] [27] [28] [29] [30] [31] [32] as well as molecular dynamics simulations of water at 300 K, using the van der Waals density functional developed by Dion 39 and implemented to the code VASP by Klimeš and co-workers. 40 We also employ the selfconsistent GW0 approach 52, 54 for Ice-XI. The almost linear relationship that was obtained between the QP (quasi-particle) energies and K-S (Kohn-Sham) eigenvalues is used to obtain the electronic structure including the band gap of water. . This is not only useful for having a better understanding of the intrinsic properties of water, but also suggests that the same approach can be successfully applied to aqueous solutions that are widely used in various scientific disciplines and in industrial processes. The paper is arranged as follows. In Section II, we introduce the (super)cells which were employed for the structural optimization of an isolated H 2 O molecule and its dimer, as well as of water with the experimental density at room temperature. The details of the computational methods are also described. The optimized structures of the isolated H 2 O molecule, its dimer and the lattice parameters of Ice-XI are presented in Section III.A. The structural and chemical bonding details and electronic properties of first-principles molecular dynamics simulated water are presented in Section III.B. The electronic properties of Ice-XI obtained using the DFT van der Waals density functional are discussed together with the GW0 corrections in Section III.C. In Section III.D, we discuss the electronic structure of water using the GW corrections. The corrected curves of the density of states (DOS) are compared with the experimental measurements (mainly photoemission spectra). Finally a brief summary is presented in Section IV.
II. Details of computational techniques
For all the structural optimizations and total energy calculations of the isolated molecules and molecular dynamics simulations, we employed the Vienna code VASP (Vienna Ab initio Simulation Package) 57, 58 which is based on the density functional theory (DFT) within the Projector-Augmented Wave (PAW) method.
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Paper PCCP Dion's van der Waals density functional which includes nonlocal contributions was employed for the correlation energy term. 39, 40, 44 The generalized gradient approximation 61 (GGA) within the optB88 functional was employed for the exchange term. The electronic wave functions were sampled on dense grids (20 Â 10 Â 10 or 396 irreducible k-points) in the Brillouin zone (BZ) of the crystals, using the Monkhorst and Pack method 62 for the total energy and electronic structure calculations of liquids and solids. Structural optimizations were performed by the relaxation of both lattice parameters and coordinates of atoms for the crystals, while only atomic coordinates in a fixed cube were relaxed for the molecules. It is noteworthy that water and the ice phase contain strong local bonds, O 2p-H 1s, and therefore, the calculated valence electron total energy is expected to depend on the cut-off energies. We make a systematic investigation on the total energy calculations using different cut-off energies for the wave functions (E cut ) and for the augmentation functions (E aug ), which is about 30% higher than the corresponding E cut for a H 2 O molecule. The calculated results (see Fig. 1 ) show strong variations in the low energy range (E cut /E aug = 100/200-250/400 eV) for the calculated bond-length, the H-O-H angle and the total valence electron energy. When E cut /E aug is at least 300/450 eV, there is little dependence of the O-H bond-length (within 0.001 nm) and the H-O-H angle (within 0.11) on the energy set, but still a weak dependence of the calculated total energy on the energy set. The calculated total valence electron energy becomes stable when the cut-off energy is over 650 eV (within 1 meV per atom). Therefore, to ensure cut-off independent results in all total energy calculations the cut-off energy of the wave functions was set to be 750 eV, and the cut-off energy of the augmentation functions was set to be 1000 eV. The low sensitivity of the H-O-H angle and the O-H bond-length on the cut-off energy also allows us to use lower cut-off energies for the molecular-dynamics simulations. We used a cut-off energy of 320 eV, and only the G point in the Brillouin zone (BZ) in all molecular-dynamics simulations for the sake of finding a reasonable balance between computational feasibility and the accuracy of the results since the cell is large.
III. Calculated results and discussion

III.A. Structures of the H 2 O molecule, the H 2 O dimer, and the Ice-XI phase
We first discuss the properties of a water monomer, a dimer, and Ice-XI. Tables 1-4 list the calculated results for an isolated H 2 O molecule and its dimer (Fig. 2b) , as well as the Ice-XI phase with ordered hydrogen arrangements 11, 12, 26 (see Fig. 2a ). The calculated results are compared with recent theoretical studies. 11, 33, 34, 38, 47, 63, 67 The O-H bond-length in the H 2 O monomer is 0.973 Å, close to the experimental values within 0.02 Å. 64 There are many theoretical studies using various functionals, including the 'hybrid' B3LYP method which adopted an all-electron 6311G(p,d) basis set, 11, 12 X3LYP which contains van der Waals interactions, 35, 35 and the ab initio Hartree-Fock method within coupled-cluster singles, doubles, triples (HF-CCSDT) wave function. 38 Here we compare our results with a few of them ( The crystal structure of Ice-XI is orthorhombic with space group Cmc2 1 (nr. 36). The structure at 5 K was determined by Leadbetter and co-workers using neutron diffraction (Table 3) 69 and investigated theoretically by several groups using different approaches. 11, 26, 27, 32, 41, 42 We performed full structural optimization of this ice phase using the van der Waals density functional optB88-vdW. The results are shown in Table 3 . It is clear that our calculated lattice parameters are 2.5-4.0% smaller than the corresponding experimental values. That difference is similar to the PW91 results obtained by Casassa and co-workers. 11, 12 We also note that HF calculations overestimate the volume while better agreement with the experiment can be obtained with much more computationally expensive correlated methods, such as the Random Phase Approximation.
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The Bader charge analysis 58 shows that there is charge transfer of 0.64 electrons per hydrogen atom from H to O. In the H 2 O dimer, the charges are almost the same for the two O ions (À1.18 electrons), which is about 0.10 electrons less than that of an isolated molecule, in agreement with former calculations. 58 There are also some differences between the charges on the H atoms: the H of the long O-H bond has a charge of +0.55 electrons, which is smaller than the charges (about 0.60 electrons) on the other three H atoms. For the ice phase, the charge on the two oxygen ions is about À1.30 electrons and the H ions are charged in the range of 0.64-0.67 electrons, as shown in Table 4 .
III.B. Charges in water at 300 K
The thermal history of water simulated at 300 K is shown in Fig. 3 which also includes the variation of the cohesive energy for the water system on time at 300 K. It is clearly shown that the energy lowers down with time and reaches the equilibrium after about 3.5 ps (or 7000 iterations). First we briefly discuss the structure of the simulated water. We monitored the processes of the molecular dynamics simulations. We observed no sign of charged ions/clusters, neither a single proton (H In addition, the Born-Oppenheimer approximation was used in our molecular dynamics simulations, so that proton tunnelling is neglected. However, we observed a 2(H 2 O) cluster with a very short intermolecular (O-H) bond of 1.4 Å (Fig. S1 , ESI †), which exists for about 50 fs. Fig. 4a shows a typical configuration of water obtained from the first-principles molecular dynamics simulations at 300 K. We analysed several configurations obtained for each of about 0.5 ps time-gap. The O-H bonds distributions in H 2 O molecules together with the Bader charge distributions are shown in Fig. S2 (ESI †). Apparently there is a strong similarity among the distributions of the intra-molecule bonds for the different configurations (snapshots at different times) with significant deviations from a regular Gaussian-type distribution. This is also true for the Bader charge distributions (Fig. S2, ESI †) . As discussed previously, compared with the size of a drop of water (Bmm) the small number of water molecules in the cell (64H 2 O molecules, 192 atoms, size Bnm) can on the one hand be regarded as being local. The fluctuations of bonding in time, on the other hand, reflect the stochastic nature of liquid water. Therefore, time-averaging can and should be used to determine the physical properties of water. Here we simulate these properties by time-averaging over 2 ps.
The results are shown in Fig. 4 and Fig. S2 (ESI †). It is clear that the time-averaged distributions show more or less regular Gaussiantype distributions, in comparison to the large scattering observed between individual snapshot configurations (Fig. S2, ESI †) . The O-H bond-lengths in water range from 0.92 to 1.08 Å with the width of a half-peak height of 0.1 Å, centred at 0.99 Å, which is between that of the isolated H 2 O monomer (0.97 Å) and that of the Ice-XI phase (1.01 Å). This corresponds to the model of Bernal and co-workers. [3] [4] [5] As shown in Fig. 4c 
where R i is the observed bond length, R 0 is a tabulated parameter expressing the (ideal) bond length when element i has exactly valence 1, and A is a universal empirical constant, typically 0.37 Å. For example, a bond of 0.1 Å shorter gives a V value of 1.31 Valence Unit (VU) while a bond of 0.1 Å longer gives a V value of 0.76 VU. Considering the strong similarity between charge transfer and the valence of atoms/ions, the higher values of charge transfer in water is understandable.
III.C. Electronic structure of Ice-XI and water at 300 K
To have an overview of the electronic properties of different phases of water, the eigenvalues of an isolated H 2 O molecule (5a), its dimer (5b), the total density of states for Ice-XI (5c), and one snapshot of liquid water (5d) are displayed in Fig. 5 . Fig. 6 shows the calculated partial and total density of states (pDOS and tDOS) (6a) and the corresponding dispersion curves along the high symmetry lines of the Brillouin Zone (BZ) for the orthorhombic Ice-XI phase using Dion's DFT-v/d Waals density functional. 39, 40 Fig . 5 The DFT-van der Waals density functional calculations of eigenenergies of an isolated H 2 O, and its dimer; the tDOS of the ice phase and a snapshot of water simulated at 300 K with notable localization of electronic states. 
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For the H 2 O dimer, the distortion of the molecules and the interactions between the molecules (Fig. 2) cause splitting (about 1.5 eV) of the 1b 2 states, and further hybridizations between 3a 1 and 1b 1 states that induce the lowering of new 3a 1 and shifting up of new 1b 1 , together with the creation of two new hybridized states (bonding 3a 1 /1b 1 and anti-bonding (3a 1 /1b 1 )* states). The lowest unoccupied states 4a 1 are also lowered in energy due to further hybridization. Clearly the energy gap between the occupied and unoccupied states is strongly reduced in comparison to that of the H 2 O molecule. Fig. 5 also includes the tDOS for Ice-XI for the sake of comparison. Overall the results for the Ice-XI phase agree well with the early symmetry study by Parravicini and Resca who used the Bloch sums formed by H 2 O molecule orbitals as an expansion set for cubic ice, 68, 72 and the recent DFT-GGA calculations by Prendergast and co-workers for the Ice-Ih phase, 34 considering the strong similarities between the different H 2 O ordering of these phases. [3] [4] [5] [6] [10] [11] [12] Here we briefly discuss the electronic structure of Ice-XI, with the partial DOS and dispersion curves along the high symmetry lines in Fig. 6 . There are five separated bands. We use here the labels used in the early assignments 15, 16, 73 to designate the bands. Two of them, band 1b 2 at À6 eV, and band 1b 1 1 ) and À1.6 eV (anti-bonding 3a 1 *) is dominated by O 2p states mixed with some H 1s character. The top valence band belongs to the non-bonding O 2p states (1b 1 ). This band is very narrow and shows a strong localized character in nature. The lower part of the conduction band (from about 5.6 to about +14.5 eV) is dominated by O 2p/3s states mixed with some H 1s character. These states in the lower conduction band show significant dispersion over 5 eV. There is a peak at about 14.5 eV dominated by O 2p-H 1s states (anti-bonding, 4a 1 ) .
The van der Waals density functional produced an energy gap of 5.55 eV. The top of the valence band is at (1/4,0,0) in the Brillouin Zone while the bottom of the conduction band is at G (0,0,0) . The direct energy gap at G is 5.58 eV, just slightly larger than the indirect gap. The calculated energy gap is smaller than the experimental value of 8.75 eV, 17 which is not surprising since DFT functionals are known to underestimate the energy gaps of insulators and semiconductors. 52, 72 We return to Fig. 5 for the electronic structure of a snapshot of water at 300 K. Though similar to that of the Ice-XI phase, the tDOS curves of water at 300 K are more dispersed: there are localized states with tailed states near the band gap. As mentioned before, the present cell containing 64H 2 O molecules can be regarded as a representative of a small fraction of a real system. Therefore, to have a better understanding of an amorphous or a liquid system simulated with a limited number of atoms, statistics are required based on a number of samples, rather than based on one or a few samples, to produce physically meaningful results. 32, 54, 72 Water is an insulator with strong local distortions, though topologically similar to that of ice phases. [1] [2] [3] Correspondingly the DOS curve is composed of very localized states (Fig. 5 ). As shown in Fig. 4b there are broad O-H bonds and the distributions of charges at O (Fig. 4c) and at H (Fig. S2 , ESI †) in water. It is also notable that although there is a short hydrogen bond in the 2(H 2 O) clustering (Fig. S1 , ESI †), this clustering contributes nothing to the top of the valence band and the bottom of the conduction band, as shown in Fig. S5 (ESI †). That is understandable since the electronic structure of water is determined mainly by the short O-H bonds in the water molecule. In fact our analysis showed a change of the Fermi level in a range of about 0.9 eV for water in 2 ps (Fig. S3,  ESI †) . Meanwhile, as shown in Fig. S3 (ESI †) , the lowest unoccupied eigen-energies vary, albeit only slightly (0.1 eV). The major change of the DOS comes from the top of valence states due to the wide local bonding. Therefore, the integrated tDOS can be considered as a representative of the electronic properties of water as a whole (Fig. 5) . Clearly the integrated tDOS have broader bandwidths for each band. There are tailed states at the edges of the valence band and conduction bands. This results in a band gap of about 3.9 eV for the present calculations, largely due to the tailed states at the top of the valence band. The overall electronic characteristics are shown in Table 5 .
III.D. GW0 corrections and comparison with experimental observations
It is clear from Table 5 that there are many differences between the calculated electronic properties of the ice phase and water and the experimental photoemission spectra (PES) measurements. This is due to the fact that the DFT approaches describe well the ground states of electronic properties of materials, while most experimental methods, e.g. PES, are sensitive to the excitation of electrons. The GW method, a beyond-DFT approach, is very suitable to describe the excitation processes of sp electrons (a quasi-particle (QP) approach) and has been successfully applied to many systems. 49, 50, 52, 53, 70 For example, Hermann and co-workers performed a non-self-consistent G0W0 correction for ice. 31, 32 The requirements for computational capability limit us to the Ice-XI phase. Fig. 7 shows the results of partially self-consistent GW0 corrections for Ice-XI. The calculations show that the direct GW0 correction has already improved the K-S energy gap (DFT-PBE) significantly. About 3 iterations are required to reach convergence (Fig. 7a) . Fig. 7b shows that there is almost linear relationship between the QP energies and the Kohn-Sham (KS) eigenvalues for the sp electrons in Ice-XI. The first itineration (G0W0) provided an energy gap of about 8.66 eV which is strongly enhanced as compared to that (5.55 eV) from the van der Waals density functional theory. This G0W0 value is also close to that (about 8.8 eV) obtained by Hermann and co-workers. 31, 32 Furthermore, the QP energy gap from the GW0 correction is about 9.2 eV, considerably larger than that of the KS energy gap, as shown in Table 5 . This obtained QP band gap is close to the experimental value, 8.75 eV. 71 Considering the topological similarity between the regular structure of the ice phase and water, it is reasonable to use the obtained linear relationships between the QP energies and KS eigenvalues of Ice-XI as a correction to the electronic structure of water. Fig. 8 shows the obtained tDOS curves for simulated water in comparison with the PES spectra. 19, 20, 75 Table 5 lists the obtained electronic characteristics of the eigen-energies of water and the ice phase. It is clear that the obtained vdW-DFT tDOS curves have the peak mismatch with the experimental observations. This can be understood from the fact that standard DFT provides the electronic properties of a solid at its ground state while the PES measurements are related to excitons of electrons, as mentioned before. There is excellent agreement between valence bands of the QP tDOS and the PES observations (also in Fig. 8 ). The peaks of the hybridized O 2s and H 1a states (2a 1 ) match well with the PES measurements (not shown in Fig. 8) . Naturally, the heights/intensities of the peaks are dependent on the cross-sections of the photons with the characteristics of electrons, but the positions of the peaks can be easily recognized Fig. 7 Convergence of the partially self-consist GW0 calculations (a), and relationships between the DFT-GGA K-S eigenvalues and GW0 QP energies (b). The green and blues lines represent the fitting functions.
Paper PCCP and are listed in Table 5 . The obtained energy gap for the integrated tDOS of water at 300 K is about 7.3 eV for the QP, which is much higher than that of the KS gap (about 3.9 eV). The QP gap of 7.3 eV is in between the experimental values ranging from about 6.9 to 9.0 eV. The energy gap found in the present work is slightly larger than the predicted values (6.01 to 6.55 eV) obtained from a combination of configuration interaction (CI) and time-dependent DFT (TD-DFT) calculations. 76, 77 In particular, the QP gap is in very good agreement with the recent experimental measurements of the band gap of 6.9 eV.
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IV. Conclusions
Using the first-principles van der Waals density functional, we performed structural optimizations for the isolated H 2 O monomer, its dimer, and the crystalline ice phase. The obtained results agree well with the available experimental values and former theoretical calculations. First-principles molecular-dynamics simulations for water at 300 K showed the high stability of the structural element H 2 O, whereby configurations of the H 2 O elements retain tetragonal coordination with distortions. The Bader charge analysis showed that water is strongly ionic with a charge transfer of 0.64e/H to O.
To describe the electronic structure and in particular the electronic band gap of liquid water with high accuracy, we have employed the GW correction based on the relationship between the Kohn-Sham (KS) eigenvalues and the quasi-particle (QP) eigenvalues of the ice phase. Moreover, we have taken about one hundred snapshot configurations of liquid water with 192 atoms in the simulation cell, and performed statistical time averaging to obtain a more reliable estimate of the physical properties. Overall, the self-consistent GW0 corrections produce electronic structures and electronic band gaps of both Ice-XI and water, which are in excellent agreement with experimental observations. The present knowledge is helpful in understanding many processes and reactions in water and aqueous solutions, such as sol-gel silica processes. 74, 78 We suggest this approach as an accurate method to investigate the electronic properties of aqueous solutions and chemical reactions therein.
