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Abstract
We consider a processor sharing storage allocation model, which has
m primary holding spaces and infinitely many secondary ones, and
a single processor servicing the stored items (customers). All of the
spaces are numbered and ordered. An arriving customer takes the
lowest available space. We define the traffic intensity ρ to be λ/µ
where λ is the customers’ arrival rate and µ is the service rate of the
processor. We study the joint probability distribution of the numbers
of occupied primary and secondary spaces. We study the problem
in two asymptotic limits: (1) m → ∞ with a fixed ρ < 1, and (2)
ρ ↑ 1, m→∞ withm(1− ρ) = O(1).
1 Introduction
We consider the following storage allocation model. Suppose that near a
restaurant there are m primary parking spaces and across the street there
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are infinitely many additional ones. However, the restaurant has only one
waiter who serves all of the customers. All of the parking spaces are num-
bered and ordered; the one with rank = 1 is closest to the restaurant and
the primary spaces are numbered {1, 2, 3, ....., m}. We assume the follow-
ing: (1) customers arrive according to a Poisson process with rate λ, (2) the
waiter works at rate µ, (3) an arriving car parks in the lowest-numbered
available space, and (4) if there are N customers in the restaurant, the
waiter serves each customer at the rate µ/N . This corresponds to a pro-
cessor sharing (PS) service discipline.
Dynamic storage allocation and the fragmentation of computer mem-
ory are among the many applications of this model. We define N1 to be
the number of occupied primary spaces and N2 to be the number of occu-
pied secondary spaces. Then we define S to be the set of the indices of the
occupied spaces, and the ”wasted spaces”W are defined as the difference
between the largest index of the occupied spaces (Max S) and the total
number of occupied spaces (|S| = N1+N2). Coffman, Flatto, and Leighton
[2] showed that for the processor-sharing model
E[W ] = Θ
(√
1
1− ρ log
(
1
1− ρ
))
, ρ ↑ 1
where E[W ] is the expected value of the wasted spaces. Here E[W ] =
Θ(f(ρ)) means that there exist positive constants c, c′ such that c′f(ρ) ≤
E[W ] ≤ cf(ρ). Also when ρ → 1 (the heavy traffic case) Coffman and
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Mitrani [5] obtained upper and lower bounds on E[W ] in the form
1
2
√
π
1− ρ ≤ E[W ] ≤
1
1− ρ
(
π2
6
− 1
)
.
A related model, the M/M/∞ queue with ranked servers, has been
studied by many authors [1], [3], [4], [10], [12], [11]. This differs from the
current model in that if there are a total of N = N1 + N2 spaces occupied,
the total service rate is µN , as each customer in the restaurant is served at
rate µ. For this model various asymptotic studies appear in [1], [4], [11]. In
particular, Aldous [1] showed that the mean number of the wasted spaces
is E[W ] ∼ √2ρ log log ρ as ρ = λ/µ→∞.
A simple derivation of the exact joint distribution of finding N1 (resp.,
N2) occupied primary (resp., secondary) spaces appears in [13] and de-
tailed asymptotic results for this joint distribution appear in [8], [9], while
the distribution of Max S is analyzed in [7]. In [8] Knessl showed how
to obtain asymptotic results for the infinite server model directly from the
basic difference equation. Since the present processor sharing model does
not seem amenable to exact solution, we shall employ such a direct asymp-
totic approach here.
In this paper, we study the joint probability distribution of the numbers
of occupied spaces in the PS model, letting π(k, r) = Prob[N1 = k,N2 = r]
in the steady state. In part I [15] we obtained exact solutions form = 1 and
m = 2, and developed a semi-numerical semi-analytic method for general
m. We also derived asymptotic results in the heavy traffic case ρ ↑ 1, but
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with m = O(1). Here we shall obtain asymptotic results for m → ∞, for
the cases 0 < ρ < 1 and 1− ρ = O(m−1).
The paper is organized as follows. In section 2 we state the problem
and obtain the basic difference equations for π(k, r). In section 3 we sum-
marize our main results. In section 4 we consider m → ∞ with a fixed ρ
(0 < ρ < 1) and study π(k, r) for various ranges of (k, r). In section 5 we
consider the double limit m → ∞ and ρ ↑ 1, with m(1 − ρ) = O(1). Some
numerical studies and comparisons appear in section 6.
2 Statement of the problem
We letN1(t) (resp.,N2(t)) denote the number of primary (resp., secondary)
spaces occupied at time t. The joint steady state distribution function is
π(k, r) = π(k, r;m) = lim
t→∞
Prob[N1(t) = k,N2(t) = r], 0 ≤ k ≤ m, r ≥ 0.
Let ρ = λ/µ be the traffic intensity and we assume the stability condi-
tion ρ < 1. The pair (N1, N2) forms a Markov chain whose transition rates
are sketched in Fig. 1. The state space is the lattice strip {(k, r) : 0 ≤ k ≤
m, r ≥ 0} and the balance equations are
(1I[k+r>0] + ρ) π(k, r) = ρ π(k − 1, r)I[k≥1] + k + 1
k + r + 1
π(k + 1, r)I[k<m]
+
r + 1
k + r + 1
π(k, r + 1) + ρ π(m, r − 1)I[k=m, r≥1]. (2.1)
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Here I is an indicator function. The normalization condition is
∞∑
r=0
m∑
k=0
π(k, r) = 1. (2.2)
From our viewpoint we will need to consider explicitly the boundary
conditions inherent in (2.1), so we rewrite the main equation as
(1+ρ) π(k, r) = ρ π(k−1, r)+ k + 1
k + r + 1
π(k+1, r)+
r + 1
k + r + 1
π(k, r+1),
0 ≤ k < m, r ≥ 0, k + r > 0. (2.3)
and the boundary condition at k = m is
(1+ρ) π(m, r) = ρ π(m−1, r)+ r + 1
m+ r + 1
π(m, r+1)+ρ π(m, r−1), r ≥ 1.
(2.4)
There are also the two corner conditions
ρπ(0, 0) = π(1, 0) + π(0, 1) (2.5)
and
(1 + ρ)π(m, 0) = ρπ(m− 1, 0) + 1
m+ 1
π(m, 1). (2.6)
In (2.3) when k = 0 we interpret π(−1, r) as 0. The boundary condition at
k = m in (2.4) can be replaced by the artificial boundary condition
m+ 1
m+ r + 1
π(m+ 1, r) = ρ π(m, r − 1). (2.7)
This is obtained by extending (2.3) to hold also at k = m and comparing
this to (2.4).
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We note that the total number N1 + N2 behaves as the number of cus-
tomers in the M/M/1 − PS queue, which is well known to follow a geo-
metric distribution. Thus we have∑
k+r=N
π(k, r) = (1− ρ)ρN , N ≥ 0 (2.8)
and we can rewrite this as
N∑
r=0
π(N − r, r) = (1− ρ)ρN , 0 ≤ N ≤ m, (2.9)
N∑
r=N−m
π(N − r, r) =
m∑
k=0
π(k,N − k) = (1− ρ)ρN , N ≥ m. (2.10)
These identities will provide a useful check on the calculations that follow.
Fig. 1 A sketch of the transition rates.
6
3 Summary
Since the analysis shall become quite involved and technical, we collect
here some of the main results.
We takem→∞, first assuming that ρ < 1. We use the scaled variables
x = k/m and y = r/m, so that x is the fraction of primary spaces that are
utilized. The main approximation we obtain is then given by
π(k, r) ∼ K(x, y)emφ(x,y); 0 < x ≤ 1, y > 0 (3.1)
where
φ(x, y) = xφx + yφy + log ρ− log(s+ 1), (3.2)
φx = log
[
s+ 1− ρ− ρs e(1−ρ)t
s+ 1− ρ− s e(1−ρ)t
]
, (3.3)
φy = log
[
ρ(s+ 1− ρ− ρs e(1−ρ)t)
ρ(s + 1− ρ)− ρs e(1−ρ)t + (1− ρ)(s+ 1− ρ)et
]
, (3.4)
and (x, y) are related to (s, t) via the mapping
x = x(s, t) =
1
(s+ 1)(1− ρ)2
[
s+ 1− ρ− s e(1−ρ)t]
× [(s+ 1− ρ) e−(1−ρ)t − sρ2 − ρ(1− ρ)se−t] , (3.5)
y = y(s, t) =
s
(s+ 1)(1− ρ)
[
(1− ρ)(s+ 1− ρ)− ρs e−ρt + ρ(s+ 1− ρ) e−t] .
(3.6)
ThenK(x, y) is given by
K(x, y) =
√
(1− ρ)(s+ 1− ρ)3[s + 1− ρ− sρ e(1−ρ)t]3
(s+ 1− ρ− s e(1−ρ)t)[ρ(s+ 1− ρ)− ρs e(1−ρ)t + (1− ρ)(s+ 1− ρ)et]
× 1
(s+ 1)2
√
eρt
|  | , (3.7)
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where  = xtys − xsyt is the Jacobian of the transformation above. This
approximation to π(k, r) is explicit in terms of (s, t) but implicit in terms
of (x, y). However, for x ≈ 1 it becomes much more explicit, with
π(k, r) ∼ (1− ρ)
(
y + 1− ρ
y + 1
)
(y + 1)k−mρm(y+1). (3.8)
The above holds for y > 0 and k = m−O(1), which corresponds to all but
a few occupied primary spaces.
Different expansionsmust be constructed in various boundary and cor-
ner regions of the strip {(x, y) : 0 ≤ x ≤ 1, y ≥ 0}. For k = O(1)
(x = O(m−1)), which means that only a few primary spaces are occupied,
π(k, r) ∼ mk+1/2emφ(0,y)S0(y)y
k
k!
[
1 + ρ− eφy(0,y)]k (3.9)
where
φ(0, y) = y log ρ+
y
1− ρ log
[
y +
√
(y − 1 + ρ)2 + 4y − (1− ρ)
y +
√
(y − 1 + ρ)2 + 4y + (1− ρ)
]
− log
[
y +
√
(y − 1 + ρ)2 + 4y + 1 + ρ
]
+ log 2 + log ρ, (3.10)
φy(0, y) = log ρ+
1
1− ρ log
[
y +
√
(y − 1 + ρ)2 + 4y − (1− ρ)
y +
√
(y − 1 + ρ)2 + 4y + (1− ρ)
]
,
(3.11)
S0(y) =
√
2π(1− ρ)(s∗ + 1− ρ)3/2√s∗
(s∗ + 1)
√
(s∗ + 1)2 − ρ
, (3.12)
s∗(y) =
1
2
[
y − 1 + ρ+
√
(y − 1 + ρ)2 + 4y
]
. (3.13)
For r = O(1) and 0 < x < 1, which corresponds to having a few secondary
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spaces occupied and a fraction of the primary ones, we obtain
π(k, r) ∼ (1− ρ)
2ρm+rxr/(1−ρ)
[1− ρ+ ρx1/(1−ρ)]r+1 , r ≥ 1, (3.14)
π(k, 0)− (1− ρ)ρk ∼ −(1− ρ)ρ
m+1x1/(1−ρ)
1− ρ+ ρx1/(1−ρ) . (3.15)
Here we wrote the result for r = 0 so as to estimate the deviation of π(k, 0)
from the geometric distribution (1− ρ)ρk = (1− ρ)ρmx.
Near the corner (x, y) = (0, 0) we use the original discrete variables
(k, r) to find that
π(k, r) ∼ ρm+rm−r/(1−ρ)(1− ρ)2−r/(1−ρ) Γ
(
1 +
r
1− ρ
)
× 1
2πi
∮
z−k−1(1− ρz)ρr/(1−ρ)−1
(1− z)1+r/(1−ρ) dz, r ≥ 1 (3.16)
and
π(k, 0)− (1− ρ)ρk ∼ −ρmm−1/(1−ρ)
k−1∑
j=0
(
1− ρk−j
1− ρ
)
P (j, 1)
j + 1
, (3.17)
P (k, 1) = ρ(1− ρ)2−1/(1−ρ)Γ
(
2− ρ
1− ρ
)
× 1
2πi
∮
z−k−1(1− ρz)ρ/(1−ρ)−1
(1− z)1+1/(1−ρ) dz. (3.18)
Here the integrals are over a small loop about z = 0, and these contour
integrals may be expressed in terms of hypergeometric functions. Near
the other corner (x, y) = (1, 0) we use the variables n = m − k and r, and
obtain
π(k, r) ∼ (1− ρ)2ρm+r, r ≥ 1 (3.19)
π(k, 0) ∼ (1− ρ)(ρ−n − ρ)ρm, r = 0. (3.20)
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We note that for ρ < 1 and m→∞most of the probability mass occurs in
the range k = O(1) and r = 0, and π(k, r) is exponentially small in all of
the other ranges.
Defining the marginal distribution by
M(k) =
∞∑
r=0
π(k, r), 0 ≤ k ≤ m (3.21)
and
N (r) =
m∑
k=0
π(k, r), r ≥ 0, (3.22)
we can easily obtain their expansions from the results for π(k, r). For the
distribution of the number of occupied primary spaces we have
M(k)− (1− ρ)ρk ∼ ρ
m+1xρ/(1−ρ)
(1− ρ)m , 0 < x ≤ 1, (3.23)
M(k)− (1− ρ)ρk ∼ ρmm−1/(1−ρ)[P (k, 0) + P (k, 1)], k = O(1),
(3.24)
where P (k, 0) is given by (4.85). For the distribution of the number of
occupied secondary spaces we obtain
N (r) ∼ (1− ρ)ρm(y+1)
(
y + 1− ρ
y
)
, y > 0, (3.25)
N (r) ∼ m(1− ρ)3ρm+r
∫ 1
0
ur−ρ
(1− ρ+ ρu)r+1 du, r ≥ 1, (3.26)
1−N (0) ∼ m(1− ρ)2ρm+1
∫ 1
0
u1−ρ
1− ρ+ ρu du. (3.27)
In particular the mean number of occupied secondary spaces is
∞∑
r=1
rN (r) ∼
(
1− ρ
2− ρ
)
mρm+1. (3.28)
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Finally we consider the double limit where m → ∞ and ρ ↑ 1. We
introduce the parameter a = m(1 − ρ) = O(1). On the (x, y) scale we find
that
π(k, r) ∼ m−1K(x, y)emΨ(x,y) ; 0 < x ≤ 1, y > 0 (3.29)
where
Ψ = xΨx + yΨy − log(s+ 1) (3.30)
with
Ψx = log
(
1 + s− st
1− st
)
, (3.31)
Ψy = log
(
1 + s− st
1− st + set
)
, (3.32)
x(s, t) =
1
s+ 1
(1− st)(1 + 2s− st− se−t), (3.33)
y(s, t) =
s
s+ 1
[
s+ (1− st)e−t] . (3.34)
and
K = as
3/2(s− st + 1)et/2√
s(s+ 1)(1− st)(set − st+ 1)√2s(s+ 2)− [s(s+ 2)t2 − 2t+ s(s+ 2)− 1]e−t
× exp
[
ast− as
2t2
2(s+ 1)
− a(s+ 1)
]
. (3.35)
For k = m−O(1) (x = 1−O(m−1)) the expression simplifies to
π(k, r) ∼ 1
m
ay
y + 1
(y + 1)k−me−a(y+1), y > 0 (3.36)
which shows that the total probability mass in the range k = m−O(1) and
y > 0 is asymptotically e−a. The remaining mass occurs in the range r = 0
and 0 < x < 1, as the results below show that
∑m
k=0 π(k, 0) ∼ 1− e−a.
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For k = O(1) (x = O(m−1)) we find that
π(k, r) ∼ mk−1/2S0(y)y
k
k!
[
2− eΨy(0,y)]k emΨ(0,y) (3.37)
where
Ψ(0, y) = − y +
√
y2 + 4y
y +
√
y2 + 4y + 2
+ log
(
2
y +
√
y2 + 4y + 2
)
, (3.38)
Ψy(0, y) = − 2
y +
√
y2 + 4y
, (3.39)
S0(y) =
a
√
2π
(
y +
√
y2 + 4y
)3/2
(
y +
√
y2 + 4y + 2
)(
y +
√
y2 + 4y + 4
)1/2
× exp
[
−a
(
y +
√
y2 + 4y
2
+
1
y +
√
y2 + 4y + 2
)]
. (3.40)
If y > 0 the analysis and results for 1 − ρ = O(m−1) are similar to the
case ρ < 1. However this is not the case if y = o(1). We give below various
results for r = O(1) (y = O(m−1)) and r = O(
√
m) (y = O(m−1/2)). First,
for r = O(1) and 0 < x < 1we have
π(k, r) ∼ a
2
mr/2−1r−r/2xr/2+1/4e−a(x+1)/2e−2
√
mr(1−√x), r ≥ 1, (3.41)
and
π(k, 0)− (1− ρ)ρk ∼ −a
2
x3/4√
m
e−a(x+1)/2e−2
√
m(1−√x). (3.42)
Note also that with this scaling of ρ
(1− ρ)ρk = ae
−ax
m
[
1− a
2x
2m
+O(m−2)
]
. (3.43)
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When k, r = O(1)we have, for r ≥ 1,
π(k, r) ∼ a√π m−5/4r3/4e−(a+r)/2e−2
√
mr 1
2πi
∮
z−k−1
(1− z)r+2 e
r/(1−z)dz, (3.44)
and
π(k, 0)− (1− ρ)ρk ∼ −a√πe−(a+1)/2m−5/4e−2
√
m 1
2πi
∮
z−ke1/(1−z)
(1− z)3 dz.
(3.45)
The contour integral may be expressed in terms of a confluent hypergeo-
metric function.
The analysis near the corner (x, y) = (1, 0) is muchmore complicated in
the case 1 − ρ = O(m−1) than when ρ < 1. We have obtained some partial
results in the corner range, and there are several nested corner layers that
must be considered. First when 1−x = O(m−1/2) and y = O(m−1/2)we let
k = m−√mξ and r = √mR. We find that, for ξ, R > 0,
π(k, r) ∼ m−3/2Ω(ξ, R) = m−3/2R−1D(ξ, R) (3.46)
where D(ξ, R) is expressible in terms of D(0, R) via the integral
D(ξ, R) = 1
2
√
π
∫ ∞
R
exp
[
−(χ− R + ξ)
2
4 log(χ/R)
]
×
{
D(0, χ)
χ2
√
log(χ/R)
+
(χ−R)D(0, χ)
2χ[log(χ/R)]3/2
− Dχ(0, χ)
χ
√
log(χ/R)
}
dχ
+
ξ
2
√
π
∫ ∞
R
D(0, χ)
2χ[log(χ/R)]3/2
exp
[
−(χ−R + ξ)
2
4 log(χ/R)
]
dχ (3.47)
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and D(0, R) satisfies the integral equation
D(0, R) = 1√
π
∫ ∞
R
{
D(0, χ)
χ2
√
log(χ/R)
+
(χ− R)D(0, χ)
2χ[log(χ/R)]3/2
− Dχ(0, χ)
χ
√
log(χ/R)
}
× exp
[
− (χ− R)
2
4 log(χ/R)
]
dχ. (3.48)
We establish several asymptotic results for D(ξ, R) in subsection 5.4, and
also characterizeD as the solution to a heat equationwith amoving bound-
ary. In subsection 5.5 we consider the scale k = m − O(m3/4) and r =
O(
√
m) and obtain explicit expressions for π(k, r), but these follow simply
by expanding the result on the (x, y) scale as (x, y) → (1, 0) along certain
parabolic paths. In subsection 5.6 we consider x ∼ 1 and r = O(1), and
find that with k = m− ξ¯(logm)√m and r ≥ 1
π(k, r) ∼ 1
2
ae−amr/2−1m−ξ¯
√
rr−r/2, ξ¯ >
√
r, (3.49)
π(k, r) ∼ ae
−a
√
2π
m−ξ¯
2/2
m
√
logm
Γ(r − ξ¯2)
r!
ξ¯2+ξ¯
2
e−ξ¯
2
, 0 < ξ¯ <
√
r, (3.50)
π(k, r) ∼ ae
−a
2
√
2π
m−r/2−1r−r/2e−⊛
√
r logm
∫
⊛
−∞
e−u
2/2du,
⊛ = (ξ¯ −√r)
√
logm = O(1). (3.51)
When r = 0 we obtain
π(k, 0)− (1− ρ)ρk ∼ −1
2
ae−am−ξ¯−1/2, ξ¯ > 1, (3.52)
π(k, 0)− a
m
e−ax ∼ ae
−a
√
2π
m−ξ¯
2/2
m
√
logm
Γ(1 + ξ¯2)Γ(−ξ¯2)ξ¯1+ξ¯2, 0 < ξ¯ < 1,
(3.53)
π(k, 0)− a
m
e−ax ∼ − ae
−a
2
√
2π
m−3/2e−⊛
√
logm
∫
⊛
−∞
e−u
2/2du, ⊛ = O(1).
(3.54)
14
Note that x = 1− ξ¯(logm)m−1/2 so that e−ax ∼ e−a [1 + aξ¯(logm)/√m].
In subsection 5.6we shall also discuss the scales k = m−O(√m logm),
k = m − O(√m), and k = m − O(1), but we have not been able to resolve
completely all of the corner layer(s) near (x, y) = (1, 0). Furthermore, the
analysis also suggests that we may get different asymptotics for the limit
m→∞ with 1− ρ = O(m−1/2), which we do not consider here.
4 Asymptotic expansions for m → ∞ with fixed
0 < ρ < 1
In this section we examine the casewhenm→∞ and ρ is fixed (0 < ρ < 1).
We set
δ =
1
m
, x =
k
m
= δk, y =
r
m
= δr (4.1)
and then let
π(k, r) = K(x, y; δ) exp
[
1
δ
φ(x, y)
]
. (4.2)
For 0 < x < 1, and y > 0, (2.3) becomes
(1 + ρ)(x+ y + δ) K(x, y; δ) exp
[
1
δ
φ(x, y)
]
= ρ(x+ y + δ) K(x− δ, y; δ) exp
[
1
δ
φ(x− δ, y)
]
+ (x+ δ) K(x+ δ, y; δ) exp
[
1
δ
φ(x+ δ, y)
]
+ (y + δ) K(x, y + δ; δ) exp
[
1
δ
φ(x, y + δ)
]
. (4.3)
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The boundary condition (2.7) at x = 1 (k = m) becomes
ρK(1, y−δ; δ) exp
[
1
δ
φ(1, y − δ)
]
=
1 + δ
1 + y + δ
K(1+δ, y; δ) exp
[
1
δ
φ(1 + δ, y)
]
.
(4.4)
We assume that K(x, y; δ) has an asymptotic expansion in powers of δ,
with
K(x, y; δ) = K(x, y) + δK(1)(x, y) +O(δ2). (4.5)
To compute the leading term for π(k, r) we must compute φ(x, y) and the
leading term in (4.5). We divide (4.3) by K(x, y) exp[φ(x, y)/δ] and let δ →
0. Then we similarly divide (4.4) by K(1, y) exp[φ(1, y)/δ] and let δ → 0.
This leads to the following ’eikonal’ equation for φ, for 0 < x < 1 and
y > 0,
(1 + ρ)(x+ y)− ρ(x+ y)e−φx − xeφx − yeφy = 0, (4.6)
and at x = 1 we have the boundary condition
(1 + y)e−φy =
eφx
ρ
. (4.7)
We solve (4.6) and (4.7) for φ(x, y) by using the method of characteristics.
We write (4.6) as F (x, y, φ, φx, φy) = 0 where
F ≡ (1 + ρ)(x+ y)− ρ(x+ y)e−φx − xeφx − yeφy . (4.8)
16
The characteristic equations for this nonlinear PDE are [6]
x˙ =
dx
dt
=
∂F
∂φx
= ρ(x+ y)e−φx − xeφx , (4.9)
y˙ =
dy
dt
=
∂F
∂φy
= −yeφy , (4.10)
φ˙ =
dφ
dt
= φxx˙+ φyy˙, (4.11)
φ˙x = −∂F
∂x
= −(1 + ρ) + ρ e−φx + eφx , (4.12)
φ˙y = −∂F
∂y
= −(1 + ρ) + ρ e−φx + eφy . (4.13)
To solve this system we use rays starting from (x, y) = (1, s) at t = 0.
Thus the ’initial manifold’ is x = 1 where the boundary condition in (4.7)
applies, and all the rays start from x = 1 at t = 0. We view x and y as
functions of s and t. We set φx ≡ log Υ(s, t) and, from (4.8), (4.9), (4.10) and
(4.12), obtain
x˙+ y˙
x+ y
=
2ρ
Υ
− (1 + ρ), (4.14)
∂Υ
∂t
= (Υ− ρ)(Υ− 1). (4.15)
Solving (4.15) gives
Υ =
C0(s)e
(ρ−1)t − ρ
C0(s)e(ρ−1)t − 1 (4.16)
and using (4.16) we solve (4.14) to obtain
x+ y = C1(s)[C0(s)e
(ρ−1)t − ρ]2e(1−ρ)t. (4.17)
The functions C0(s) and C1(s)will be determined shortly.
17
From (4.16) and (4.17), (4.9) can be written as
∂x
∂t
+
[
C0(s)e
(ρ−1)t − ρ
C0(s)e(ρ−1)t − 1
]
x = ρC1(s)[C0(s)e
(ρ−1)t − ρ][C0(s)− e(1−ρ)t]. (4.18)
Solving (4.18) we obtain x(s, t) as
x(s, t) = [C0(s)C1(s)− ρ2C1(s)e(1−ρ)t + C2(s)e−ρt][C0(s)e(ρ−1)t − 1], (4.19)
and then y(s, t) follows from (4.17) as
y(s, t) = C0(s)C1(s)(1− ρ)2 + C2(s)[e−ρt − C0(s)e−t]. (4.20)
Applying the initial conditions (x(s, 0) = 1, y(s, 0) = s) we find that
C1(s) =
s+ 1
[C0(s)− ρ]2 , (4.21)
C2(s) =
1
C0(s)− 1 −
C0(s)− ρ2
[C0(s)− ρ]2 (s+ 1). (4.22)
To determine C0(s) we set φx = A(s) and φy = B(s) at t = 0, and from
(4.6) and (4.7) obtain the following equations along the initial manifold
(1 + ρ)(1 + s) = ρ(1 + s)e−A + eA + seB, (4.23)
ρ(1 + s)e−A = eB. (4.24)
Solving (4.23) and (4.24) leads to
A(s) = log(s+ 1), B(s) = log ρ.
Since eφy = −y˙/y from (4.10), φy(1, s) = log[−y˙(s, 0)/s] = B(s) = log ρ.
Thus we obtain C0(s) = (s + 1 − ρ)/s and then, from (4.19)-(4.22), obtain
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(3.5) and (3.6). Solving (4.12) and (4.13) then yields (3.3) and (3.4). Finally,
we obtain φ(x, y) by integrating (4.11) with respect to t. Using integration
by parts, we can write
φ =
∫
(φxx˙+ φyy˙)dt = φxx+ φyy −
∫
(φ˙xx+ φ˙yy)dt. (4.25)
The integrand in the last integral in (4.25) is −F = 0. We can also check
from (3.3) - (3.6) that indeed φ˙x/φ˙y = −y/x. Therefore, φ(x, y) = φxx +
φyy+ f(s)where f(s) is some function of s. At t = 0, φ(1, s) = log(s+1)+
s log ρ+ f(s) and since y = s at t = 0,
∂φ(1, s)
∂s
=
1
s+ 1
+ log ρ+ f ′(s) = φy(1, s) = log ρ.
Thus f(s) = − log(s + 1) + constant. We will later show, by asymptotic
matching, that near the corner (x, y) = (1, 0) the solution π(k, r) must be
O(ρm) = O (exp[(log ρ)/δ]). Thus φ(1, 0) = log ρ and we then obtain (3.2).
The value of the constant can also be ultimately found by normalization
or by using (2.8). Note, however, that our expansion (4.2) applies only in
the domain 0 < x ≤ 1, y > 0. We shall construct different expansions for
x ≈ 0 and y ≈ 0, and also near the two corners (x, y) = (0, 0) and (1, 0).
We can plot the rays, which are given by (3.5) and (3.6) in parametric
forms. Each fixed value of s corresponds to a particular ray parameterized
by t. We sketch the rays in Fig. 2 and Fig. 3. In Fig. 2 we plot the rays for
s > 0 and t in the range 0 ≤ t ≤ tmax ≡ log[1 + (1 − ρ)/s]/(1− ρ). At t = 0
we have x = 1 and at t = tmax(s) the rays reach x = 0. We also note that,
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in view of (3.3), φx develops a singularity at t = tmax(s). However, using
(3.5) and (3.6) we can continue the rays for t > tmax, and this continuation
is sketched in Fig. 3. We see that each ray reaches a minimum value of x,
where it has a cusp. The cusp occurs when x˙ = y˙ = 0, which happens at
t = tc(s) ≡ log[(s + 1 − ρ)/(ρs)]/(1 − ρ) > tmax(s). From (3.5) and (3.6) we
also see that when t = tc, x + y = 0, so that the line y = −x is the locus
of the cusp points. For t > tc we again have x˙ > 0 and the rays eventually
re-enter the domain x > 0, and then x increases past x = 1. The full rays
are sketched in Fig. 3, up to the time they return to x = 1. The figure
clearly shows the cusps and their locus. However, since the cusps occur
outside of the domain of interest {0 ≤ x ≤ 1, y ≥ 0} they do not affect
the solution very much, and we only consider the rays for 0 ≤ t ≤ tmax.
The origin (0, 0) is the only cusp point in the domain, and this will affect
significantly the asymptotic structure of π(k, r) for the scale k, r = O(1).
We analyze this range in subsection 4.4.
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Fig. 2 A sketch of the rays from x = 1.
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Fig. 3 A sketch of the extended rays from x = 1.
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We next calculate K(x, y) in (4.5). Expanding (4.3) as δ → 0 and using
the fact that φ satisfies (4.6) we obtain the following ’transport’ equation.[(
x+ y
2
φxx + 1
)
ρe−φx +
(x
2
φxx + 1
)
eφx +
(y
2
φyy + 1
)
eφy − (1 + ρ)
]
K
=
[
ρ(x+ y)e−φx − xeφx]Kx − yeφyKy. (4.26)
We note that the right hand side is x˙Kx+ y˙Ky = K˙, which is the directional
derivative of K along a ray. The factor that multiplies K in the left hand
side of (4.26) may be rewritten as
− 1
2
∂
∂x
[ρ(x+ y)e−φx −xeφx ]+ 1
2
∂
∂y
(yeφy)− (1+ ρ)+ 1
2
(eφx + eφy)+
3
2
ρe−φx
= −1
2
∂x˙
∂x
− 1
2
∂y˙
∂y
− (1 + ρ) + 1
2
(eφx + eφy) +
3
2
ρe−φx . (4.27)
Defining (s, t) to be xtys−xsyt, which is the Jacobian of the transformation
from (x, y) to (s, t) coordinates, we find that
∂x˙
∂x
=
∂xt
∂x
= xtttx + xtssx =
xttys − xtsyt

, (4.28)
∂y˙
∂y
=
∂yt
∂y
= yttty + ytssy =
ytsxt − yttxs

, (4.29)
and
∂
∂t
= ˙ = xttys + ytsxt − xtsyt − yttxs. (4.30)
Thus, from (4.12), (4.13), and (4.27) - (4.30), we can write (4.26) as
K˙
K
= −1
2
˙

+
1
2
(φ˙x + φ˙y) +
1
2
ρe−φx . (4.31)
Integrating (4.31) using (3.3) for φx we obtain
K(x, y) = K0(s)
[ |(s+ 1− ρ)e−(1−ρ)t − sρ|
||
]1/2
exp
(
φx + φy + t
2
)
(4.32)
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where K0(s) is a function of s.
To determineK0(s)we use the boundary condition at x = 1. From (4.4)
we obtained (4.7) to leading order in δ, and at the next order we obtain
ρe−φy
[
(y + 1)
2
φyyK(1, s) +K(1, s)− (y + 1)Ky(1, s)
]
= eφx
[(
φxx
2
+ 1
)
K(1, s) +Kx(1, s)
]
. (4.33)
Since φxx(1, s) = s/(ρ− s− 1) and φyy(1, s) = 0, (4.33) becomes
(s + 1)[Kx(1, s) +Ky(1, s)] +
s(2ρ− 1− s)
2(ρ− s− 1) K(1, s) = 0. (4.34)
Using the relations
Kx = Kttx +Kssx = Kt
ys

−Ks yt

=
Kt + ρsKs
ρ− s− 1 ,
Ky = Ktty +Kssy = −Ktxs

+Ks
xt

= Ks,
(s, 0) = ρ− 1− s,
(4.34) becomes
Kt
K
+ (ρ− 1)(s+ 1)Ks
K
+
ρs
1 + s
− s
2
= 0, t = 0. (4.35)
Evaluating (4.26) at t = 0 yields
Kt
K
=
s(ρ+ s+ 1)
2(ρ− s− 1) +
ρ
s+ 1
+ s (4.36)
and thus, from (4.35) and (4.36), we obtain the following ODE for K at
t = 0 with respect to s.
Ks
K
=
1
s+ 1− ρ −
1
s+ 1
. (4.37)
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Integrating (4.37) gives
K(1, s) = C∗
(
1− ρ
s+ 1
)
(4.38)
where C∗ is a constant. Equating (4.32) at t = 0with (4.38) we obtainK0(s)
as
K0(s) = C
∗ (s+ 1− ρ)3/2
(s+ 1)2
1√
ρ(1− ρ) .
To obtain C∗ we use the fact that N1 + N2 follows the geometric dis-
tribution in (2.8). Expanding φ and K near x = 1, which corresponds to
t = 0, the approximation π(k, r) ∼ K(x, y) exp[φ(x, y)/δ] simplifies to
π(k, r) ∼ C∗
(
1− ρ
y + 1
)
exp
(
y + 1
δ
log ρ
)
exp
[
x− 1
δ
log(y + 1)
]
. (4.39)
Here we usedK(x, y) ∼ K(1, y) and φ(x, y) = φ(1, y)+φx(1, y)(x−1)+·····.
If x + y is constant, we set x + y = z > 1 and use (2.8) with N = z/δ =
O(δ−1). We sum over (k, r) = (m,N −m), (m− 1, N −m+ 1), (m− 2, N −
m+ 2), · · ·, which corresponds to (x, y) = (1, z − 1), (1− δ, z − 1 + δ), (1−
2δ, z − 1 + 2δ), · · ·. Hence asymptotically for δ = 1/m→ 0 (2.8) becomes
∑
k+r=z/δ
π(k, r) = (1− ρ)ρz/δ
∼ C∗
[
1− ρ
z +O(δ)
] ∞∑
j=0
exp
[(z
δ
+ j
)
log ρ
]
exp [−j log(z +O(δ))]
∼ C∗
(
1− ρ
z
)
ρz/δ
∞∑
j=0
(ρ
z
)j
= C∗ρz/δ.
Therefore, C∗ = 1− ρ and thus we obtain (3.7). We also obtain π(k, r) near
x = 1 from (4.39) as (3.8), which applies for k = m−O(1) and y > 0.
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The ray solution π(k, r) ∼ K(x, y) exp[mφ(x, y)] is valid in the interior
of the state space and also near x = 1. However, the expansion breaks
down near the boundaries x = 0 and y = 0, and near the corner points
(x, y) = (1, 0) and (0, 0). We proceed to analyze these regions separately.
4.1 Boundary layer near x = 0
We observed from (3.3) that φx has a logarithmic singularity as x→ 0. We
consider the scale k = O(1) and y > 0, which corresponds to x = O(δ) and
r = O(δ−1) = O(m). We set
π(k, r) = δν−k exp
[
1
δ
φ(0, y)
]
Sk(y; δ),
and rewrite (2.3) as
(1 + ρ)[y + δ(k + 1)] eφ(0,y)/δSk(y; δ) = δρ[y + δ(k + 1)]e
φ(0,y)/δSk−1(y; δ)
+ (k + 1) eφ(0,y)/δSk+1(y; δ) + (y + δ) e
φ(0,y+δ)/δSk(y + δ; δ) (4.40)
for k > 0 and y > 0. The boundary condition at k = 0 is
(1+ρ)(y+ δ) eφ(0,y)/δS0(y; δ) = e
φ(0,y)/δS1(y; δ)+(y+ δ)e
φ(0,y+δ)/δS0(y+ δ; δ).
(4.41)
We expand Sk(y; δ) in the form
Sk(y; δ) = Sk(y) + δS
(1)
k (y) +O(δ
2).
In (4.40) and (4.41) we let δ → 0 and obtain the following equation for the
leading term Sk(y)[
1 + ρ− eφy(0,y)] y = (k + 1) Sk+1(y)
Sk(y)
, k ≥ 0. (4.42)
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The general solution to (4.42) is
Sk(y) = S0(y)
yk
k!
[
1 + ρ− eφy(0,y)]k
and thus
π(k, r) ∼ δν−keφ(0,y)/δS0(y)y
k
k!
[
1 + ρ− eφy(0,y)]k . (4.43)
It remains to determine the constant ν and the function S0(y).
We next asymptotically match (4.43) to the ray expansionK(x, y) exp[φ(x, y)/δ],
in an intermediate limit where x → 0 but k = x/δ → ∞. Using Stirling’s
formula for k! the expansion in (4.43) for k →∞ becomes
π(k, r) ∼ δνeφ(0,y)/δS0(y) e
k
√
2πk
exp[−k log k − k log δ] [1 + ρ− eφy(0,y)]k yk
= δν+1/2
S0(y)√
2πx
exp
[
1
δ
{
φ(0, y) + x+ x log
(y
x
)
+ x log
[
1 + ρ− eφy(0,y)]}] .
(4.44)
Here we rewrote the result in terms of x.
We expand the ray solution as x → 0. Along x = 0 we can explicitly
invert the transformation from (x, y) to ray coordinates. When x = 0 we
have t = tmax(s) and s + 1 − ρ− se(1−ρ)t = 0. Then from (3.6) we find that
s and y are related by y = s(s + 1 − ρ)/(s + 1). We thus define s∗ = s∗(y)
by (3.13). Thus, a ray that starts from (x, y) = (1, s∗) hits the y−axis at the
point (0, y). Then we use (3.2) and (3.4) and evaluate these expressions
at t = tmax and s = s∗, to obtain explicit expressions (3.10) and (3.11) for
φ(0, y) and φy(0, y). We note that φy(0, y) = log ρ−tmax(s∗). Also, from (3.3)
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and (3.5) we obtain
φx = − log x+log
([
s+ 1− ρ− ρs e(1−ρ)t] [(s+ 1− ρ) e−(1−ρ)t − sρ2 − ρ(1− ρ)se−t]
(s+ 1)(1− ρ)2
)
,
(4.45)
which is exact for all (x, y) and indicates the logarithmic singularity in φx
as x→ 0. By expanding (4.45) for s→ s∗ and t→ tmax we obtain
φx = − log x+ log
[
s∗(s∗ + 1− ρ)(1 + ρ− ρe−t)
(s∗ + 1)
]
+ o(1)
= − log x+ log y + log [1 + ρ− eφy(0,y)]+ o(1), (4.46)
which integrates to
φ(x, y) = φ(0, y)−x log x+x+x log y+x log [1 + ρ− eφy(0,y)]+o(x). (4.47)
The above precisely agrees with the exponential terms in (4.44). The ex-
pansions will thus asymptotically match provided that ν = −1/2 and
S0(y) = lim
x→0
[√
2πx K(x, y)
]
By expanding  = xtys − xsyt and then K in (3.7) for s → s∗ and t → tmax,
we obtain after some calculation
S0(y) =
√
2π(1− ρ)(s∗ + 1− ρ)3/2√s∗
(s∗ + 1)
√
(s∗ + 1)2 − ρ
=
(1− ρ)√2πy
[
(1 + ρ)y + (1− ρ)√(y − 1 + ρ)2 + 4y + (1− ρ)2]1/2[
y2 + 2(1 + ρ)y + (y + 1 + ρ)
√
(y − 1 + ρ)2 + 4y + (1− ρ)2
]1/2 ,
(4.48)
This completes the determination of ν and S0(y) in (4.43), and verifies the
matching between the (x, y) and (k, y) scales.
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4.2 Boundary layer near y = 0
We consider small values of y, and return to the original discrete variable
r = y/δ, thus setting
π(k, r) = Πr(x; δ) r ≥ 1 (4.49)
and
π(k, 0) = (1− ρ)ρk +Π0(x; δ). (4.50)
We assume for now that 0 < x < 1, and will treat the corner regions,
where x ≈ 0 or x ≈ 1, separately. Also we expect that for large m and
ρ < 1, the secondary servers will rarely be needed. Thus we expect that
π(k, r) will be mostly concentrated along π(k, 0), with this function being
roughly geometric in ρ. Thuswewrote π(k, 0) in a form so as to estimate its
deviation from a geometric distribution. We also note that (1 − ρ)ρkI{r=0}
is an exact solution to (2.3), and also satisfies the corner condition (2.5) at
(k, r) = (0, 0). It fails to satisfy the full problem in (2.1) only due to the
boundary condition at k = m. With (4.49) and (4.50), (2.3) becomes
(1 + ρ) Πr(x; δ) = ρ Πr(x− δ; δ) + x+ δ
x+ δ(r + 1)
Πr(x+ δ; δ)
+
δ(r + 1)
x+ δ(r + 1)
Πr+1(x; δ), r > 0. (4.51)
(1 + ρ) Π0(x; δ) = ρ Π0(x− δ; δ) + Π0(x+ δ; δ) + δ
x+ δ
Π1(x; δ), r = 0.
(4.52)
We expand Πr(x; δ) as
Πr(x; δ) = Πr(x) + δΠ
(1)
r (x) +O(δ
2).
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From (4.51) and (4.52) we obtain to leading order the following equations
x(1− ρ)Π′r − rΠr + (r + 1)Πr+1 = 0, (4.53)
x(1− ρ)Π′0 +Π1 = 0. (4.54)
Equations (4.53) and (4.54) express the ’current’ value Πr(x) in terms of the
’future’ value Πr+1(x). However, for sufficiently large r we can use the ray
expansion to compute π(k, r) asymptotically. ExpandingK(x, y) exp[mφ(x, y)]
for y → 0 and 0 < x < 1 leads to
π(k, r) = K(x, 0) exp{m[φ(x, 0) + yφy(x, 0) +O(y2)]}
∼ (1− ρ)
2
1− ρ+ ρe−t ρ
m[eφy(x,0)]r
=
(1− ρ)2ρm+r(e−t)r
[1− ρ+ ρe−t]r+1 . (4.55)
Here we used the fact that y = 0 implies that s = 0, and thus (cf. (3.5))
x(0, t) = e(ρ−1)t and e−t = x1/(1−ρ). The ray that starts from the corner (1, 0)
is the line segment y = 0, 0 ≤ x ≤ 1 and this ray reaches (x, 0) when
t = −(log x)/(1 − ρ). Therefore, from (4.55), as y → 0 π(k, r) becomes
(3.14). We can easily check that (3.14) satisfies (4.53). Thus we have the
leading term Πr(x) for r ≥ 1. To obtain Π0(x) we solve (4.54) with Π1(x)
computed from the right hand side of (3.14) with r = 1. We thus obtain
Π0(x) = ρ
m
[
C˜ +
(1− ρ)2
1− ρ+ ρx1/(1−ρ)
]
where C˜ is a constant. Since π(0, 0) = 1 − ρ, we expect that Π0(0) =
ρm[C˜ + (1 − ρ)] = 0, which implies that C˜ = −(1 − ρ). Therefore, for
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r = 0 we have (3.15). In subsection 4.4 we will consider π(k, r) for r and
k = O(1), and will give a more precise argument, based on asymptotic
matching, to show that Π0(0) = 0.
We know that for k ≤ m, ∑mn=0 π(k− n, n) = (1− ρ)ρk exactly, and this
implies that
∑x/δ
J=0ΠJ(x − δJ ; δ) = 0. Since 0 < x < 1, asymptotically we
should have
∑∞
J=0ΠJ(x) = 0, which is indeed true since
∞∑
r=1
Πr(x) =
∞∑
r=1
(1− ρ)2ρm+rxr/(1−ρ)
[1− ρ+ ρx1/(1−ρ)]r+1 =
(1− ρ)ρm+1x1/(1−ρ)
1− ρ+ ρx1/(1−ρ) = −Π0(x).
4.3 Corner layer near (x, y) = (1, 0)
We consider (x, y) near the corner (1, 0). We again use the discrete variable
r and consider k = m−O(1) (or 1− x = O(δ)). Thus we define n and L by
n = m− k, π(k, r) = L(n, r;m).
The main balance equation (2.3), written in terms of (n, r), becomes
(1 + ρ)L(n, r;m) = ρL(n + 1, r;m) +
m− n+ 1
m− n + 1 + rL(n− 1, r;m)
+
r + 1
m− n+ 1 + rL(n, r + 1;m). (4.56)
Here we used π(k±1, r) = L(n∓1, r;m). The artificial boundary condition
(2.7) becomes
m+ 1
m+ r + 1
L(−1, r;m) = ρ L(0, r − 1;m), r ≥ 2, (4.57)
and the corner condition in (2.6) is
(1 + ρ)L(0, 0;m) = ρL(1, 0;m) +
1
m+ 1
L(0, 1;m). (4.58)
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By requiring (4.56) to hold also at n = 0, thus defining L(−1, r;m), we can
use (4.57) (or (2.7)) instead of (2.3). Then (4.58) may be replaced by
L(−1, 0;m) = 0. (4.59)
The condition at the other corner (0, 0) corresponds asymptotically to n =
∞ and will play no role.
We expand L for m→∞ (or δ → 0) with
L(n, r;m) = L(n, r) +
1
m
L(1)(n, r) +O(m−2).
To leading order we obtain from (4.56)
(1 + ρ)L(n, r) = ρL(n + 1, r) + L(n− 1, r), r ≥ 0 (4.60)
and (4.57) and (4.59) lead to
L(−1, r) = ρ L(0, r − 1), r ≥ 2, (4.61)
L(−1, 0) = 0. (4.62)
We can infer the solution of (4.60)-(4.62) be expanding the ray solution
as (x, y) → (1, 0). This can be obtained by simply letting x → 1 in (3.14),
which suggests that
L(n, r) = (1− ρ)2ρm+r, r ≥ 1, (4.63)
which is independent of n. We can easily verify that (4.63) satisfies (4.60)
and (4.61). To obtain L(n, 0)we let x→ 1 in (3.15) and recall that k = m−n.
Hence,
L(n, 0) = (1− ρ)(ρ−n − ρ)ρm. (4.64)
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We also note that (4.58) implies asymptotically that
(1 + ρ)L(0, 0) = ρL(1, 0),
which is indeed satisfied by (4.64). Thus we have obtained the leading
term for π(k, r) in the corner region in a very simple form, with (3.19) and
(3.20). We note that when r = 0 and k = m − O(1) even the leading
term indicates a deviation from the geometric distribution (1 − ρ)ρk =
(1− ρ)ρm−n.
As a check we verify that (2.8) is satisfied asymptotically. In terms of n
this identity becomes
(1− ρ)ρN =
∑
k+r=N
π(k, r) =
∑
m−n+r=N
L(n, r;m). (4.65)
We consider N = m + Nˆ with m,N → ∞ but with Nˆ = O(1). Then the
corner range approximation can be used to approximate π(k, r) in the sum
in (4.65). We may have Nˆ < 0 or Nˆ ≥ 0. If Nˆ < 0, k + r = m+ Nˆ < m and
the approximations in (3.19) and (3.20) yield
∑
r=n+Nˆ
L(n, r;m) =
m+Nˆ∑
r=0
L(r − Nˆ, r;m) ∼
∞∑
r=0
L(r − Nˆ, r)
= L(−Nˆ , 0) +
∞∑
r=1
L(r − Nˆ , r)
= ρm
[
(1− ρ)(ρNˆ − ρ) +
∞∑
r=1
(1− ρ)2ρr
]
= (1− ρ)ρN .
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so that (2.8) holds for Nˆ < 0. For Nˆ > 0 we have N > m and then neces-
sarily r ≥ 1 so that
∑
r=n+Nˆ
L(n, r;m) =
m+Nˆ∑
r=Nˆ
L(r − Nˆ , r;m)
∼
∞∑
r=Nˆ
L(r − Nˆ, r) = ρm(1− ρ)2
∞∑
r=Nˆ
ρr
which again evaluates to (1 − ρ)ρm+Nˆ and m + Nˆ = N . When N = m
(Nˆ = 0) either of the above calculations apply, since π(m, 0) ∼ L(0, 0) can
be computed by either of the formulas in (3.19) and (3.20). This means that
π(k, 0) can be computed by setting r = 0 in the expression for r ≥ 1, but
only if k = m. This observation was also used in the analysis in section 5.
4.4 Corner layer near (x, y) = (0, 0)
We consider near (x, y) = (0, 0) and go back to the original discrete vari-
able (k, r), with k, r = O(1). We also set
π(k, r) = ρmm−r/(1−ρ)P (k, r;m), r > 0, (4.66)
and
π(k, 0) = (1− ρ)ρk + ρmm−1/(1−ρ)P (k, 0;m), r = 0. (4.67)
We also require that this corner expansion match to the expansion in sub-
section 4.2, in an intermediate limit where k → ∞ but x = k/m → 0.
By expanding (3.14) and (3.15) as x → 0, we see that xr/(1−ρ) becomes
O(m−r/(1−ρ)) on the k-scale. We thus scaled π(k, r) to be O(ρmm−r/(1−ρ))
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expecting that P (k, r;m) will be O(1). Note also that π(k, 1) and π(k, 0)−
(1−ρ)ρk are scaled to be of the same order inm. Then the balance equation
(2.3) becomes
(1 + ρ)P (k, r;m) = ρP (k − 1, r;m) + k + 1
k + r + 1
P (k + 1, r;m)
+
r + 1
k + r + 1
m−1/(1−ρ)P (k, r + 1;m), k > 0, r > 0,
(4.68)
(1 + ρ)P (k, 0;m) = ρP (k − 1, 0;m) + P (k + 1, 0;m)
+
1
k + 1
P (k, 1;m), k > 0, r = 0. (4.69)
Expanding P (k, r;m) as P (k, r;m) = P (k, r) + o(1) we obtain from (4.68)
and (4.69) the following equations for the leading term
(1 + ρ)P (k, r) = ρP (k − 1, r) + k + 1
k + r + 1
P (k + 1, r), r > 0, (4.70)
(1 + ρ)P (k, 0) = ρP (k − 1, 0) + P (k + 1, 0) + 1
k + 1
P (k, 1), k > 0, r = 0.
(4.71)
Here we define P (−1, r) = 0 so that (4.70) holds for k ≥ 0. However, we
must now consider the corner condition (2.5). Since π(0, 0) = 1 − ρ, (4.67)
implies that P (0, 0) = 0 and thus (2.5) asymptotically becomes
0 = P (1, 0) + P (0, 1). (4.72)
This is also consistent with (4.71) at k = 0. We shall first analyze (4.70) for
r > 0, and then solve (4.71) for P (k, 0).
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For r > 0we use the generating function ξ(z) = ξ(z; r) ≡∑∞k=0 P (k, r)zk.
Multiplying (4.70) by zk and summing over k ≥ 0 gives
[−ρz2 + (1 + ρ)z − 1] ξ′(z) = [ρ(r + 2)z − (1 + ρ)(r + 1)] ξ(z). (4.73)
The general solution to (4.73) is
ξ(z; r) = ξ∗(r)(1− z)−1−r/(1−ρ)
(
ρ
1− ρz
)1−ρr/(1−ρ)
where ξ∗(r) is a function of r. In particular,
ξ(0; r) = ξ∗(r)ρ1−ρr/(1−ρ) = P (0, r).
Inverting the generating function, we can write for r > 0,
P (k, r) = ξ∗(r)
1
2πi
∮
z−k−1
(1− z)1+r/(1−ρ)
(
ρ
1− ρz
)1−ρr/(1−ρ)
dz, (4.74)
where the integral is a complex contour integral along a small loop around
z = 0. We obtain ξ∗(r) by matching. Letting x→ 0 (x = k/m) in (3.14), and
invoking the asymptotic matching condition shows that
P (k, r) ∼ (1− ρ)
(
ρ
1− ρ
)r
kr/(1−ρ), k →∞. (4.75)
We now expand (4.74) as k →∞ and verify that (4.75) is satisfied. This will
also determine the function ξ∗(r). As k → ∞ the behavior of the integral
in (4.74) is determined by the singularity closest to z = 0, which occurs at
z = 1. Thus, expanding the integrand in (4.74) near z = 1 we obtain
P (k, r) ∼ ξ∗(r)
(
ρ
1− ρ
)1−ρr/(1−ρ) Γ(k + 1 + r
1−ρ
)
Γ
(
1 + r
1−ρ
)
kΓ(k)
= ξ∗(r)
(
ρ
1− ρ
)1−ρr/(1−ρ)
1
k B
(
k, 1 + r
1−ρ
) . (4.76)
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Expanding the Beta function as k →∞ yields
B
(
k, 1 +
r
1− ρ
)
∼ Γ
(
1 +
r
1− ρ
)
k−1−r/(1−ρ),
and thus (4.76) simplifies to
P (k, r) ∼ ξ∗(r)
(
ρ
1− ρ
)1−ρr/(1−ρ)
kr/(1−ρ)
Γ
(
1 + r
1−ρ
) .
Therefore, (4.75) is satisfied if
ξ∗(r) =
(1− ρ)2
ρ
(
ρ
1− ρ
)r/(1−ρ)
Γ
(
1 +
r
1− ρ
)
.
We show that (4.74), when expanded for r →∞ asymptotically matches
to the expansion in subsection 4.1 as y → 0. Letting y → 0 in (3.10), (3.11),
and (4.48) we obtain
S0(y) ∼ (1− ρ)3/2
√
2πy,
φ(0, y) = (y + 1) log ρ+
y log y
1− ρ −
2y log(1− ρ)
1− ρ −
y
1− ρ +O(y
2),
φy(0, y) =
1
1− ρ log y + log ρ−
2
1− ρ log(1− ρ) + o(1).
Thus as y → 0 (y = r/m) the asymptotic behavior of (4.43) is
π(k, r) ∼
√
2πr(1−ρ)3/2−2r/(1−ρ)(1+ρ)kρr+m r
k
k!
( r
m
)r/(1−ρ)
e−r/(1−ρ). (4.77)
This is an approximation to π(k, r) that applies in the matching region
where k = O(1), r →∞, r/m→ 0.
Next we expand the corner approximation (4.66), which is given by
(3.16), as r → ∞. We expand the integrand in (3.16) around z = 0 by
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setting z = u/r and evaluate the integral, using
rk
2πi
∮
u−k−1e(1+ρ)udu =
rk
k!
(1 + ρ)k.
Using Stirling’s formula we can expand the Gamma function in (3.16) as
Γ
(
1 +
r
1− ρ
)
∼
√
2πr
1− ρe
−r/(1−ρ)
(
r
1− ρ
)r/(1−ρ)
, r →∞. (4.78)
Therefore, (3.16) as r →∞ agrees with (4.77).
Next we verify that the corner approximation (3.16) matches to the ray
solution K(x, y) exp[mφ(x, y)], in an intermediate limit where k, r → ∞
but x = k/m, y = r/m→ 0. We expand (3.16) for k and r simultaneously
large, writing the integrand as
exp[H(z)]
z(1 − z)(1− ρz) ≡
1
z(1 − z)(1− ρz)
× exp
[
−k log z + ρr
1− ρ log(1− ρz)−
r
1− ρ log(1− z)
]
and using the saddle point method. The saddle point(s) satisfy H ′(z) = 0
so that
k
r
=
z
1− ρ
(
− ρ
2
1− ρz +
1
1− z
)
. (4.79)
(4.79) defines the saddle as a function of k/r and the saddle z0 = z0(k/r) is
given explicitly by
z0 =
1
2ρ
[
1 + ρ+
√
1− 2ρ
(
k − r
k + r
)
+ ρ2
]
. (4.80)
We note that z0 → 0 as k/r → 0 and z0 → 1 as k/r → ∞. Evaluating
the integral along the steepest descent path through the saddle point we
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obtain
π(k, r) ∼ ρm+rm−r/(1−ρ)(1− ρ)2−r/(1−ρ) Γ
(
1 +
r
1− ρ
)
× 1√
2πF ′′(z0) (1− z0)(1− ρz0) zk+10
[
(1− ρz0)ρ
1− z0
]r/(1−ρ)
∼ (1− ρ)3/2
√
r
F ′′(z0)
1
z0(1− z0)(1− ρz0)
× ρm+rz−k0
[
1
e
r
m
(1− ρz0)ρ
(1− ρ)2(1− z0)
]r/(1−ρ)
. (4.81)
In the ray solution we let x → 0 and y → 0, which corresponds to s → 0
and t → ∞, with x/y fixed (corresponding to se(1−ρ)t = O(1)). We find
that in this limit
1− ρ− se(1−ρ)t
1− ρ− ρse(1−ρ)t ∼ z0,
φx ∼ − log z0,
φy ∼ log ρ+ 1
1− ρ [log y − 2 log(1− ρ) + ρ log(1− ρz0)− log(1− z0)],
log(1 + s) ∼ s ∼ y
1− ρ.
Therefore, as (x, y)→ (0, 0), in terms of z0 = z0(x/y) = z0(k/r),
exp[mφ(x, y)] ∼ ρm+rz−k0
[
1
e
r
m
(1− ρz0)ρ
(1− ρ)2(1− z0)
]r/(1−ρ)
.
This agrees precisely with the exponentially varying terms in (4.81). From
(4.79) and (4.80) we also obtain
1
(1− z0)(1− ρz0) =
k + r
r
,
z0
√
F ′′(z0) =
(1 + ρ)√
2ρ
(k + r)√
r
√
∇−∇2
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where
∇ ≡
√
1− 4ρk
(1 + ρ)2(k + r)
=
√
1− 4ρ
(1 + ρ)2
x
(x+ y)
. (4.82)
It follows that√
r
F ′′(z0)
(1− ρ)3/2
z0(1− z0)(1− ρz0) =
(1− ρ)3/2
(1 + ρ)
√
2ρ
∇−∇2 . (4.83)
By asymptotic matching, the above should agree with the expansion of
K(x, y) as x, y → 0. As s → 0 and t → ∞ with se(1−ρ)t = O(1), from (3.7)
we obtain
K(x, y) ∼ (1− ρ)[1 − ρ− ρse
(1−ρ)t]
[1− ρ− se(1−ρ)t]1/2[1− ρ+ ρse(1−ρ)t]1/2 . (4.84)
Since x(s, t) ∼ [1 − ρ− se(1−ρ)t][(1 − ρ)e−(1−ρ)t − sρ2]/(1 − ρ)2 and y(s, t) ∼
s(1−ρ) in this limit, (4.84) agrees with (4.83). This completes the matching
verifications.
It remains to compute P (k, 0), by solving (4.71) and (4.72). We use the
generating function
ξ0(z) ≡
∞∑
k=0
P (k, 0)zk,
multiply (4.71) by zk, and sum over k ≥ 0, to obtain
ξ0(z) =
1
(1 + ρ)z − ρz2 − 1
∞∑
k=0
zk+1
k + 1
P (k, 1),
and thus
P (k, 0) =
1
2πi
∮
z−k−1ξ0(z)dz
= − 1
2πi
∮
z−k−1
(1− z)(1 − ρz)
[ ∞∑
j=0
zj+1
j + 1
P (j, 1)
]
dz. (4.85)
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Evaluating the contour integral leads to
P (k, 0) = −
k−1∑
j=0
1− ρk−j
1− ρ
P (j, 1)
j + 1
. (4.86)
Finally we verify the matching between (4.85) and (3.15). To evaluate
the integral in (4.85) as k →∞, we expand the integrand around z = 0 and
obtain
P (k, 0) ∼ − 1
1 − ρ
[
P (k − 1, 1)
k
+
P (k − 2, 1)
k − 1 +
P (k − 3, 1)
k − 2 + · · ·+ P (0, 1)
]
∼ − ρ
1 − ρ
k∑
n=1
(n− 1)1/(1−ρ)
n
∼ − ρ
1 − ρ
∫ k
1
x1/(1−ρ)−1dx ∼ −ρk1/(1−ρ). (4.87)
Therefore, from (4.67) and (4.87) we obtain
π(k, 0) ∼ (1− ρ)ρk − ρm+1
(
k
m
)1/(1−ρ)
. (4.88)
This applies for k → ∞ but with k/m → 0. If we let x → 0 in (3.15), we
obtain precisely (4.88), which verifies the matching. Thus, for r = 0 the
approximation to π(k, r) must be computed by using (4.74) with r = 1 in
(4.85) and then (4.67) with P (k, 0;m) ∼ P (k, 0).
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4.5 Marginal distributions
We define the marginal distributions by (3.21) and (3.22). First, we discuss
M(k) for various ranges of k. Summing (2.1) over r, we obtain
∞∑
r=0
(1I[k+r>0] + ρ)(k + r + 1) π(k, r) = ρI[k≥1]
∞∑
r=0
(k + r + 1)π(k − 1, r)
+ (k + 1)
∞∑
r=0
π(k + 1, r) +
∞∑
r=0
(r + 1)π(k, r + 1). (4.89)
If we defineM1(k) =
∑∞
r=1 r π(k, r), then (4.89) can be written as
ρ(k + 1)[M(k)−M(k − 1)]− (k + 1)[M(k + 1)−M(k)]
= π(0, 0)I[k=0] − ρ[M1(k)−M1(k − 1)] (4.90)
whereM1(−1) = 0 andM(−1) = 0. Setting M(k) = (1 − ρ)ρk + M˜(k),
from (4.90), we obtain
[M˜(k+1)−M˜(k)]−ρ[M˜ (k)−M˜ (k−1)] = ρ
(k + 1)
[M1(k)−M1(k−1)] (4.91)
where M˜(−1) = 0.
On the x scale (corresponding to k → ∞, 0 < x < 1), if we set M˜(k) =
ρmM¯(x; δ) andM1(k) = ρmM¯1(x; δ), (4.91) becomes
(x+ δ)[M¯(x+ δ; δ)− M¯(x; δ)]− ρ(x+ δ)[M¯(x; δ)− M¯(x− δ; δ)]
= δρ[M¯1(x; δ)− M¯1(x− δ; δ)]. (4.92)
Expanding M¯(x; δ) and M¯1(x; δ) as
M¯(x; δ) = δM¯(x) +O(δ2), M¯1(x; δ) = M¯1(x) +O(δ),
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from (4.92), we obtain to leading order
M¯ ′(x) =
ρ
1− ρ
M¯ ′1(x)
x
. (4.93)
For 0 < x < 1 π(k, r) is maximal in the range r = O(1) for r ≥ 1. Thus we
use (3.14) to evaluate the sum in (3.21), to obtain
M1(k) = ρmM¯1(x; δ)
∼ ρm (1− ρ)
2
[1− ρ+ ρx1/(1−ρ)]
∞∑
r=1
r
{
ρx1/(1−ρ)
[1− ρ+ ρx1/(1−ρ)]
}r
= ρm+1x1/(1−ρ). (4.94)
This gives the mean number of occupied secondary spaces, if the number
of occupied primary spaces is k = mx.
To leading order we haveM(k) ∼ (1 − ρ)ρk ∼ π(k, 0). To obtain the
correction (second) term for M(k), we need to solve (4.93) and then use
(4.94), which yields
M¯(x) =
ρ
1− ρ
∫ x
0
1
ς
M¯ ′1(ς)dς =
ρ
1− ρ x
ρ/(1−ρ). (4.95)
Therefore, we obtain (3.23). Using (3.23) we note that
m∑
k=0
M(k) ∼ 1− ρm+1 + ρ
m+1
1− ρ
∫ 1
0
x1/(1−ρ)−1dx = 1. (4.96)
Thus, the marginal is properly normalized up to order O(ρm). Expression
(3.23) breaks down as x→ 0, since then we must use the corner expansion
for π(k, r) to evaluate (3.21).
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For the k scale (x = δk, k = O(1)) we must use the approximation to
π(k, r) valid for k, r = O(1). Thus from (4.66) and (4.67) we obtain
M˜(k) ∼ ρmm−1/(1−ρ)[P (k, 0) + P (k, 1)], (4.97)
M1(k) ∼ ρmm−1/(1−ρ)P (k, 1) (4.98)
and we can easily check that (4.97) and (4.98) satisfy (4.91). Then P (k, 1)
and P (k, 0) are given by (4.74) and (4.85).
We verify the matching between the k and x scales. For k →∞, we use
(4.98) and write (4.91) asymptotically as
(1− ρ)M˜ ′(k) ∼ ρm+1m−1/(1−ρ) 1
(k + 1)
[P (k, 1)− P (k − 1, 1)]. (4.99)
Also for k →∞, we use (4.75) in (4.99) and obtain
M˜ ′(k) ∼ ρ
m+2
(1− ρ)2m
−1/(1−ρ)k1/(1−ρ)−2, (4.100)
and thus
M˜(k) ∼ ρ
m+1
(1− ρ) m
−1/(1−ρ)k1/(1−ρ)−1. (4.101)
This matches to M˜(k) on the x scale, in view of (3.23).
Near the boundary of x = 1, to obtainM(k) we use the corner (x, y) =
(1, 0) solution in subsection 4.3. From (3.19) (or 4.63)) and (3.20) (or (4.64)),
we obtain
M(k) ∼
∞∑
r=1
(1− ρ)2ρm+r + (1− ρ)(ρ−n − ρ)ρm = (1− ρ)ρm−n = (1− ρ)ρk.
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Thus the leading term for the marginalM(k) is the geometric distribution
(1−ρ)ρk, for all ranges of 0 ≤ k ≤ m. The correction term is roughly O(ρm)
and contains the effects of the (rarely used) secondary servers.
Next we discuss N (r), the marginal distribution of the number of oc-
cupied secondary spaces, for various ranges of y = δr. On the y scale (r =
O(m)), we use the fact that π(k, r) is maximal in the range k = m − O(1).
By summing (3.8) over k ≤ mwe obtain the distribution of N2 as
N (r) =
m∑
n=0
π(m− n, r) ∼ (1− ρ)
(
y + 1− ρ
y + 1
)
ρr+m
m∑
n=0
(y + 1)−n,
which can be written as (3.25). (3.25) applies only for y > 0, and has a
singularity as y → 0.
On the r scale (r = O(1)), we integrate (3.14) over 0 ≤ x ≤ 1 and obtain
(3.26) from
N (r) ∼ m(1− ρ)2ρm+r
∫ 1
0
xr/(1−ρ)
[1− ρ+ ρx1/(1−ρ)]r+1dx. (4.102)
Here we approximated the sum in (3.22) by an integral and changed vari-
ables using u = x1/(1−ρ). To check the matching between the r scale and the
y scale we let r → ∞ in (3.26). We expand the integrand in (3.26) around
u = 1 since it is an increasing function as r → ∞. If we set u = 1 − w/r,
(3.26) becomes
N (r) ∼ m(1− ρ)3ρm+r
∫ r
0
(1− w/r)r−ρ
(1− ρw/r)r+1
dw
r
,
∼ (1− ρ)3ρm+r m
r
∫ ∞
0
e−(1−ρ)wdw = (1− ρ)2ρm+r m
r
.(4.103)
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We can easily check that letting y → 0 in (3.25) and using y = r/m, we also
obtain (4.103).
We need a different expression forN (r)when r = 0. From (3.15), again
summing over 0 ≤ k ≤ m ( and integrating the correction term over 0 ≤
x ≤ 1) we obtain
N (0) =
m∑
k=0
π(k, 0)
∼
m∑
k=0
(1− ρ)ρk −m(1− ρ)ρm+1
∫ 1
0
x1/(1−ρ)
1− ρ+ ρx1/(1−ρ) dx
= 1−m(1− ρ)2ρm+1
∫ 1
0
u1−ρ
1− ρ+ ρudu+O(ρ
m). (4.104)
The normalization condition is satisfied since
∞∑
r=1
N (r) ∼ m(1− ρ)3ρm
∫ 1
0
u−ρ
1− ρ+ ρu
[ ∞∑
r=1
(
ρu
1− ρ+ ρu
)r]
du
= m(1− ρ)2ρm+1
∫ 1
0
u1−ρ
1− ρ+ ρudu ∼ 1−N (0).
We have thus estimated the difference 1−N (0), which gives the exponen-
tially small probability of having to use the secondary spaces. Note also
that the mean number of occupied secondary spaces is, from (3.26),
∞∑
r=1
rN (r) ∼ m(1− ρ)3ρm
∫ 1
0
[ ∞∑
r=1
r(ρu)r
(1− ρ+ ρu)r
]
u−ρ
(1− ρ+ ρu)du
= m(1− ρ)ρm+1
∫ 1
0
u1−ρdu =
(
1− ρ
2− ρ
)
mρm+1.
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5 Asymptotic expansions form→∞with ρ ↑ 1
In this section, we study the heavy traffic case, in which ρ ↑ 1, with m →
∞. We introduce the parameter a, with
ρ = 1− a
m
= 1− aδ, a = O(1). (5.1)
We shall again analyze (2.3) for different ranges of (k, r) (or (x, y)). For
some of the ranges the analysis will closely parallel that of section 4, which
had ρ < 1. However, when y ≈ 0 the analysis is much different, and
we will show that the scalings r = O(
√
m) (y = O(
√
δ)) and r = O(1)
(y = O(δ)) will lead to very different types of asymptotics.
We first consider 0 < x ≤ 1 and y > 0, and set
π(k, r) = P(x, y) = K(x, y; δ) exp
[
1
δ
Ψ(x, y)
]
.
Then (2.3) becomes
(2− aδ)(x+ y + δ) K(x, y; δ) exp
[
1
δ
Ψ(x, y)
]
= (1− aδ)(x+ y + δ) K(x− δ, y; δ) exp
[
1
δ
Ψ(x− δ, y)
]
+ (x+ δ) K(x+ δ, y; δ) exp
[
1
δ
Ψ(x+ δ, y)
]
+ (y + δ) K(x, y + δ; δ) exp
[
1
δ
Ψ(x, y + δ)
]
. (5.2)
The boundary condition (2.7) at x = 1 (k = m) becomes
(1−aδ)K(1, y−δ; δ) exp
[
1
δ
Ψ(1, y − δ)
]
=
1 + δ
1 + y + δ
K(1+δ, y; δ) exp
[
1
δ
Ψ(1 + δ, y)
]
.
(5.3)
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Weassume thatK(x, y; δ) has an asymptotic expansion in powers of δ, with
K(x, y; δ) = δK(x, y) + δ2K(1)(x, y) +O(δ3). (5.4)
To computeΨ(x, y)we divide (5.2) by δK(x, y) exp[Ψ(x, y)/δ] and let δ → 0.
Then we similarly divide (5.3) by δK(1, y) exp[Ψ(1, y)/δ] and let δ → 0. We
thus obtain the following equation for Ψ, for 0 < x < 1 and y > 0,
(x+ y)(2− e−Ψx)− xeΨx − yeΨy = 0, (5.5)
and at x = 1 the boundary condition
(1 + y)e−Ψy(1,y) = eΨx(1,y). (5.6)
We solve (5.5) and (5.6) for Ψ(x, y) by using the method of characteristics,
as we did in section 4 again writing (5.5) as F(x, y,Ψ,Ψx,Ψy) = 0 where
F ≡ (x+ y)(2− e−Ψx)− xeΨx − yeΨy . (5.7)
The characteristic equations for this nonlinear PDE are [6]
x˙ =
dx
dt
=
∂F
∂Ψx
= (x+ y)e−Ψx − xeΨx , (5.8)
y˙ =
dy
dt
=
∂F
∂Ψy
= −yeΨy , (5.9)
Ψ˙ =
dΨ
dt
= Ψxx˙+Ψyy˙, (5.10)
Ψ˙x = −∂F
∂x
= −2 + e−Ψx + eΨx , (5.11)
Ψ˙y = −∂F
∂y
= −2 + e−Ψx + eΨy . (5.12)
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To solve this system we again use rays starting from (x, y) = (1, s) at t = 0.
We set Ψx ≡ log Υˆ(s, t) and, from (5.7) - (5.9) and (5.11), obtain
x˙+ y˙
x+ y
= 2
(
1
Υˆ
− 1
)
, (5.13)
∂Υˆ
∂t
= (Υˆ− 1)2. (5.14)
The solutions to (5.14) and (5.13) are
Υˆ = 1− 1
t + C0(s)
, (5.15)
x+ y = C1(s)[t+ C0(s)− 1]2. (5.16)
Using (5.15) and (5.16) in (5.8) we obtain
∂x
∂t
+
[
1− 1
t+ C0(s)
]
x = C1(s)[t + C0(s)][t+ C0(s)− 1]. (5.17)
The general solution to (5.17) is
x(s, t) = [t+ C0(s)]{C1(s)[t + C0(s)− 2] + C2(s)e−t}, (5.18)
Subtracting (5.18) from (5.16) we obtain
y(s, t) = C1(s)− C2(s)[t+ C0(s)]e−t. (5.19)
Applying the initial conditions (x(s, 0) = 1, y(s, 0) = s) we find that
C1(s) =
s + 1
[C0(s)− 1]2 ,
C2(s) =
1
C0(s)
− C0(s)− 2
[C0(s)− 1]2 (s+ 1). (5.20)
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To determine C0(s) we set Ψx = α(s) and Ψy = β(s) at t = 0, and from
(5.5) and (5.6) obtain
2(1 + s) = ρ(1 + s)e−α + eα + seβ, (5.21)
(1 + s)e−α = eβ. (5.22)
Solving (5.21) and (5.22) leads to
α(s) = log(s+ 1), β(s) = 0.
Therefore, Ψx = α(s) = log(s + 1) = log Υˆ = log[1 − 1/C0(s)] at t = 0. This
implies that C0(s) = −1/s, which then gives C1(s) = C2(s) = s2/(s + 1).
Thus we obtain x(s, t) and y(s, t) as (3.33) and (3.34). From (5.15) and (5.9)
we also obtain (3.31) and (3.32). In the same manner as in section 4, we
solve for Ψ as
Ψ = Ψxx+Ψyy −
∫
(Ψ˙xx+ Ψ˙yy) dt,
= xΨx + yΨy + f(s).
Here we used Ψ˙xx+ Ψ˙yy = 0. At t = 0, Ψ(1, s) = log(1 + s) + f(s) and
Ψy(1, s) =
∂Ψ(1, s)
∂s
=
1
s+ 1
+ f ′(s) = 0.
This implies that f(s) = − log(s+ 1) + constant. We will later show that Ψ
must vanish at x = 1, y = 0 (i.e., t = 0, s = 0) so that this constant = 0.
Therefore, we have (3.30).
We plot the rays using (3.33) and (3.34) in Fig. 4 and Fig. 5. In Fig.
4 we plot the rays for s > 0 and t in the range 0 ≤ t ≤ tmax ≡ 1/s.
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At t = 0 we have x = 1 and at t = tmax(s) the rays reach x = 0. We
note that Ψx develops a singularity at t = tmax(s). We continue the rays
for t > tmax in Fig. 5. There is a cusp when x˙ = 0, which happens at
t = tc(s) ≡ 1 + 1/s > tmax(s). At t = tc, x+ y = 0 and thus the locus of the
cusps is on the line y = −x. By comparing Fig. 2 and Fig. 4we see that the
main difference in the rays occurs in their behavior near y = 0, and indeed
the asymptotics will be much different for y ≈ 0 and ρ ↑ 1, than what we
found for y ≈ 0 and ρ < 1 in section 4. Near y = 0 the ray expression
breaks down and we will analyze these cases in subsections 5.2 - 5.5.
0 0.2 0.4 0.6 0.8 1.0
0
0.5
1.0
1.5
2.0
‘ ‘
Fig. 4 A sketch of the rays from x = 1.
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K1.0 K0.5 0 0.5 1.0
0.5
1.0
1.5
2.0
‘ ‘
Fig. 5 A sketch of the extended rays from x = 1.
We next calculate K(x, y) in (5.4). In the same manner as in section 4
we obtain the following ’transport’ equation:
{
[(
Ψxx
2
− a
)
(x+ y) + 1
]
e−Ψx +
(x
2
Ψxx + 1
)
eΨx +
(y
2
Ψyy + 1
)
eΨy
− 2 + a(x+ y) }K = [(x+ y)e−Ψx − xeΨx]Kx − yeΨyKy. (5.23)
The right hand side is x˙Kx + y˙Ky = K˙ and thus, from (5.8), (5.9), (5.11),
(5.12), and (4.28) - (4.30), we can write (5.23) as
K˙
K = −
1
2
˙

+
1
2
(Ψ˙x + Ψ˙y) + a(x+ y)(1− e−Ψx) + 1
2
e−Ψx . (5.24)
Integrating (5.24) using (3.31) for Ψx we obtain
K = K0(s)||−1/2 exp
(
Ψx +Ψy
2
)
|s− st+ 1|1/2 exp
[
ast− as
2t2
2(s+ 1)
+
t
2
]
.
(5.25)
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where K0(s) is a function of s. Using (3.33) and (3.34), we obtain  as
 = −s(s− st+ 1)
(s+ 1)3
{
2s(s+ 2)− [s(s+ 2)t2 − 2t+ s(s+ 2)− 1]e−t} .
(5.26)
Therefore,
K = K0(s)(s+ 1)
3/2(s− st + 1)et/2√
s(1− st)(set − st + 1)√2s(s+ 2)− [s(s+ 2)t2 − 2t + s(s+ 2)− 1]e−t
× exp
[
ast− as
2t2
2(s+ 1)
]
. (5.27)
We determine K0(s) by matching P(x, y) to the ray solution in section
4. Setting ρ = 1− aδ in (3.2) and expanding the result for δ → 0 yields
φ = φ
∣∣∣
ρ=1
−aδ
(
dφ
dρ
) ∣∣∣
ρ=1
+O(δ2)
∼ xφx
∣∣∣
ρ=1
+yφy
∣∣∣
ρ=1
− log(s+ 1)− aδ(φssρ + φttρ + φρ)
∣∣∣
ρ=1
. (5.28)
We can easily check that when ρ = 1, φx = Ψx, φy = Ψy, and (3.5) and (3.6)
reduce to (3.33) and (3.34) respectively. After some calculation we find that
when ρ = 1,
φssρ + φttρ + φρ = φssρ + φttρ + xρφx + xφxρ + yρφy + yφyρ + 1
=
s2t2
2(s+ 1)
− st + s+ 1. (5.29)
Thus (5.28) becomes, as δ → 0,
φ ∼ xΨx + yΨy − log(s+ 1) + aδ
[
st− s
2t2
2(s+ 1)
− (s+ 1)
]
, (5.30)
and expanding (3.7) as δ → 0 gives
K ∼ δa||−1/2et/2 s
3/2
(s + 1)2
(s− st + 1)3/2√
set − st+ 1 . (5.31)
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Therefore, from (3.30), (5.27), (5.30), and (5.31), the matching suggests that
K0(s) = as
3/2
(s+ 1)2
e−a(s+1),
and thus we obtain (3.35).
The ray solution P(x, y) ∼ δK(x, y) exp[Ψ(x, y)/δ] is valid in the inte-
rior of the state space and also near x = 1. However, the expansion breaks
down near the boundaries x = 0 and y = 0, and near the corner points
(x, y) = (1, 0) and (0, 0). We analyze these regions separately in the follow-
ing subsections.
Near x = 1 we can simplify the ray solution to
π(k, r) = P(x, y) ∼ δay
y + 1
exp[m(x− 1) log(y + 1)− a(y + 1)], (5.32)
so that the exponent is O(1) for k = m−O(1) (i.e., 1−x = O(m−1) = O(δ)).
The total probability mass in this region is given by
M+ = Prob [N1 = m− O(1), N2 = O(m)]
∼ a
∫ ∞
0
∞∑
n=0
(y + 1)−n
y
y + 1
e−a(y+1)dy = e−a.
In subsection 5.2 we shall consider the scale 0 < x < 1 and r = O(1), and
obtain the mass in this range as
M− = Prob [0 ≤ N1 ≤ m, N2 = 0] ∼ 1− e−a,
which complementsM+. Thus for m → ∞ and in the heavy traffic limit,
there will either be no secondary spaces occupied, or the number of occu-
pied primary spaces will be close to the maximum m and then there will
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be a large number (O(m)) of secondary spaces occupied. From (5.32) we
can also infer the conditional limit laws
Prob [N1 = m− n|N2 = my] ∼ y(y + 1)−n−1, y > 0,
P rob [N2 = my|N1 = m− n] ∼ y(y + 1)
−n−1e−ay
Cn ,
with
Cn =
∫ ∞
0
ue−au
(u+ 1)n+1
du.
This may be written in terms of incomplete Gamma functions as
Cn = eaan
[
1
a
Γ(1− n, a)− Γ(−n, a)
]
.
5.1 Boundary layer near x = 0
We consider the scale k = O(1) and y > 0, which corresponds to x = O(δ)
and r = O(δ−1) = O(m). From (3.31) and (3.33) we see that Ψx has a
logarithmic singularity as x→ 0. We set
π(k, r) = δνˆ−k exp
[
1
δ
Ψ(0, y)
]
Sk(y; δ), (5.33)
and rewrite (2.3) as
(2−aδ)[y+(k+1)δ]eΨ(0,y)/δSk(y; δ) = δ(1−aδ)[y+(k+1)δ]eΨ(0,y)/δSk−1(y; δ)
+ (k + 1)eΨ(0,y)/δSk+1(y; δ) + (y + δ)eΨ(0,y+δ)/δSk(y + δ; δ),
k > 0, y > 0. (5.34)
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The boundary condition at k = 0 can be written as
(2−aδ)(y+δ)eΨ(0,y)/δS0(y; δ) = eΨ(0,y)/δS1(y; δ)+(y+δ)eΨ(0,y+δ)/δS0(y+δ; δ).
(5.35)
We expand Sk(y; δ) in the form
Sk(y; δ) = Sk(y) + δS(1)k (y) +O(δ2).
and let δ → 0 in (5.34) and (5.35) to obtain the following equation for the
leading term Sk(y)
[
2− eΨy(0,y)] ySk(y) = (k + 1)Sk+1(y), k > 0, y > 0. (5.36)
The general solution to (5.36) is
Sk(y) = S0(y)y
k
k!
[
2− eΨy(0,y)]k
and thus
π(k, r) ∼ δνˆ−kS0(y)y
k
k!
[
2− eΨy(0,y)]k exp [1
δ
Ψ(0, y)
]
. (5.37)
In the same way as in section 4 we determine the constant νˆ and the func-
tion S0(y) by matching (5.37) asymptotically to the ray solution P(x, y) ∼
δK(x, y)eΨ(x,y)/δ in an intermediate limit (x → 0 but k = x/δ → ∞). Using
Stirling’s formula for k! we can write the expansion in (5.37) for k →∞ in
terms of x, as
π(k, r) ∼ δνˆ+1/2 S0(y)√
2πx
exp
[
1
δ
{
Ψ(0, y) + x+ x log
(y
x
)
+ x log
[
2− eΨy(0,y)]}] .
(5.38)
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We expand the ray solution P(x, y) as x → 0, inverting the transfor-
mation from (x, y) to ray coordinates along x = 0. When x = 0 we have
t = tmax(s) = 1/s. Then from (3.34) we find that s and y are related by
y = s2/(s+ 1).We thus define sˆ = sˆ(y) by
sˆ(y) =
1
2
[
y +
√
y2 + 4y
]
. (5.39)
Note that this is the same as (3.13) with ρ = 1. Thus, a ray that starts from
(x, y) = (1, sˆ) hits the y−axis at the point (0, y). Using (3.30) and (3.32)
and evaluating these expressions at t = tmax and s = sˆ we obtain explicit
expressions for Ψ(0, y) and Ψy(0, y):
Ψ(0, y) = − sˆ
sˆ+ 1
− log(sˆ+ 1),
Ψy(0, y) = −tmax = −1
sˆ
,
which can be rewritten as (3.38) and (3.39) respectively. Also, from (3.31)
and (3.33) we obtain
Ψx = − log x+ log
[
(1 + s− st)(1 + 2s− st− se−t)
s+ 1
]
, (5.40)
which is exact for all (x, y) and indicates the logarithmic singularity in Ψx
as x→ 0. By expanding (5.40) for s→ sˆ and t→ tmax we obtain
Ψx = − log x+ log
[
sˆ2(2− e−t)
sˆ+ 1
]
+ o(1)
= − log x+ log y + log [2− eΨy(0,y)]+ o(1), (5.41)
which integrates to
Ψ(x, y) = Ψ(0, y)− x log x+ x+ x log y + x log [2− eΨy(0,y)]+ o(x). (5.42)
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The above agrees precisely with the exponential terms in (5.38) and thus
the expansionswill asymptotically match provided that νˆ = 1/2 and S0(y) =
limx→0
[√
2πx K(x, y)]. By expanding  = xtys − xsyt and then K in (3.35)
for s→ sˆ and t→ tmax, we obtain
S0(y) = asˆ
3/2
√
2π
(sˆ+ 1)
√
sˆ+ 2
exp
[
−a
(
sˆ+
1
2(sˆ+ 1)
)]
, (5.43)
which can also be written as (3.40) in terms of y. We have thus determined
νˆ and S0(y) in (5.37), and verified the matching between the (x, y) and
(k, y) scales.
5.2 Boundary layer near y = 0
We consider small values of y and use the original discrete variable r =
y/δ. We set, for 0 < x < 1,
π(k, r) = mν1+r/2e−
√
mrH(x)Qr(x; δ) r ≥ 1 (5.44)
and
π(k, 0) = (1− ρ)ρk +mν1√me−
√
mH(x)Q0(x; δ), r = 0, (5.45)
where H(x) is a positive function of x. The forms of the expansions in
(5.44) and (5.45) are indicated by the behavior of the ray expansion as y →
0, for 0 < x < 1, which we shall discuss shortly. We also note that in the
present heavy traffic limit
(1− ρ)ρk = δa(1− δa)x/δ = δae−ax
[
1− a
2x
2
δ +O(δ2)
]
. (5.46)
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With (5.44) and (5.45), from (2.3), we obtain
(2−aδ)[x+δ(r+1)]e−
√
mrH(x)Qr(x; δ) = (1−aδ)[x+δ(r+1)]e−
√
mrH(x−δ)Qr(x−δ; δ)
+(x+δ)e−
√
mrH(x+δ)Qr(x+δ; δ)+δ(r+1)
√
me−
√
m(r+1)H(x)Qr+1(x; δ), r > 0.
(5.47)
and
(2− aδ)(x+ δ)e−
√
mH(x)Q0(x; δ) = (1− aδ)(x+ δ)e−
√
mH(x−δ)Q0(x− δ; δ)
+ (x+ δ)e−
√
mH(x+δ)Q0(x+ δ; δ) + δe−
√
mH(x)Q1(x; δ), r = 0. (5.48)
Expanding Qr(x; δ) and Q0(x; δ) as
Qr(x; δ) = Qr(x) + δQ(1)r (x) +O(δ2), r ≥ 0,
we obtain from (5.47) at the first two orders (O(δ) and O(δ3/2)) the follow-
ing equations
[H′(x)]2 = 1
x
, (5.49)
2H′(x)Q′r(x) =
[ r
x
H′(x)− aH′(x)−H′′(x)
]
Qr(x). (5.50)
Taking H′(x) < 0, from (5.49) we obtain H(x) = −2√x + constant. By
matching to the ray solution at x = 1 (corresponding to t = 0), where
Ψ = 0, we must have H(1) = 0 so that
H(x) = 2 (1−√x) . (5.51)
Using (5.51) we solve (5.50) to obtain
Qr(x) = Q∗(r)xr/2+1/4e−ax/2, r > 0. (5.52)
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Here Q∗(r) is a function of r. Thus, for r > 0, the boundary solution near
y = 0 is
π(k, r) ∼ Q∗(r) mν1+r/2xr/2+1/4e−ax/2e−2
√
mr(1−√x). (5.53)
We determine Q∗(r) and ν1 by matching this boundary layer solution
to the ray solution P(x, y). We expand the ray solution P(x, y) as y → 0.
We let s → 0, t → ∞ with st fixed and 0 < st < 1. Then (3.30), (3.33),
(3.34), and (3.35) give
x ∼ (1− st)
2
s+ 1
+
2s(1− st)
s + 1
, (5.54)
y ∼ s
2
s+ 1
, (5.55)
K ∼ a
2
√
1− st exp
[
−a
(
1− st+ s
2t2
2
)]
, (5.56)
Ψ ∼ (1− st)2 log
(
1 +
s
1− st
)
+ s2 log
(
1− st
set
)
− log(1 + s)
∼ s2 [log(1− st)− log s− 2t] . (5.57)
We can invert (5.54) and (5.55) and write s and t in terms of x and y, for
y → 0, as
s =
√
y +
y
2
+O(y3/2), (5.58)
1− st = √x+
(√
x
2
− 1
)√
y +O(y), (5.59)
t =
1−√x√
y
+
1
2
+O(
√
y). (5.60)
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Using (5.58) - (5.60) in (5.56) and (5.57) we then obtain
δK ∼ δa
2
x1/4e−a(x+1)/2, (5.61)
Ψ ∼ −2√y(1−√x) + y
2
log
(
x
y
)
, (5.62)
and thus near y = 0 the ray expansion becomes
P(x, y) ∼ a
2
mr/2−1r−r/2xr/2+1/4e−a(x+1)/2e−2
√
mr(1−√x). (5.63)
Therefore, comparing (5.53) to (5.63) we conclude thatQ∗(r) = a2e−a/2r−r/2
and ν1 = −1. We have thus obtained (3.41).
For r = 0, we rewrite (5.45) as
π(k, 0) ∼ (1− ρ)ρk + e
−2√m(1−√x)
√
m
Q0(x). (5.64)
Then, from (5.48), we obtain to the leading order
Q0(x) = −Q1(x) = −Q∗(1)x3/4e−ax/2 = −a
2
x3/4e−a(x+1)/2, (5.65)
and thus obtain (3.42).
5.3 Corner layer near (x, y) = (0, 0)
We consider (x, y) near (0, 0) and go back to the original discrete variables
(k, r), with k, r = O(1). We also set
π(k, r) = m−5/4e−2
√
mr T (k, r; m), r > 0, (5.66)
π(k, 0) = (1− ρ)ρk +m−5/4e−2
√
m T (k, 0; m), r = 0, (5.67)
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and note that T (0, 0; m) = 0. The scaling in (5.66) and (5.67) can be in-
ferred by expanding (3.41) and (3.42) as x = δk = k/m → 0. Then the
balance equation (2.3) becomes
(2−aδ)(k+r+1)e−2
√
mr T (k, r; m) = (1−aδ)(k+r+1)e−2
√
mr T (k−1, r; m)
+ (k + 1)e−2
√
mr T (k + 1, r; m) + (r + 1)e−2
√
m(r+1) T (k, r + 1; m),
(5.68)
for k > 0, r > 0, and
(2− aδ)(k + 1) T (k, 0; m) = (1− aδ)(k + 1) T (k − 1, 0; m)
+ (k + 1) T (k + 1, 0; m) + T (k, 1; m), k > 0, r = 0. (5.69)
The boundary condition at k = 0 is
(2−aδ) e−2
√
mr T (0, r; m) = 1
r + 1
e−2
√
mr T (1, r; m)+e−2
√
m(r+1) T (0, r+1; m),
(5.70)
for r > 0, and the corner condition at (k, r) = (0, 0) is
0 = T (1, 0; m) + T (0, 1; m). (5.71)
Expanding T (k, r; m) as T (k, r; m) = T (k, r) + o(1) we obtain from
(5.68) - (5.70) the following equations for the leading term
2(k + r + 1) T (k, r) = (k + r + 1) T (k − 1, r) + (k + 1) T (k + 1, r),
k > 0, r > 0, (5.72)
2(k + 1) T (k, 0) = (k + 1) T (k − 1, 0) + (k + 1) T (k + 1, 0) + T (k, 1),
k > 0, r = 0, (5.73)
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2(r + 1) T (0, r) = T (1, r), r > 0. (5.74)
We shall first analyze (5.72) and (5.74) for r > 0, and then solve (5.73) for
T (k, 0).
For r > 0we use the generating function G(z) = G(z; r) ≡∑∞k=0 T (k, r)zk.
Multiplying (5.72) by zk and summing over k ≥ 0 gives
(z − 1)2G ′(z) = [−(r + 2)z + 2(r + 1)]G(z). (5.75)
The general solution to (5.75) is
G(z; r) = G∗(r)(1− z)−r−2er/(1−z)
where G∗(r) is a function of r. Inverting the generating function, we can
write
T (k, r) = G∗(r) 1
2πi
∮
z−k−1
(1− z)r+2 e
r/(1−z)dz, r > 0 (5.76)
where the integral is a complex contour integral along a small loop around
z = 0. We obtain G∗(r) by asymptotic matching. Letting x → 0 (x = k/m)
in (3.41), and invoking the asymptotic matching condition shows that
T (k, r) ∼ a
2
r−r/2kr/2+1/4e−a/2e2
√
kr, k →∞. (5.77)
We now expand (5.76) as k →∞. This will verify that (5.77) is satisfied and
also determine the function G∗(r). As k → ∞ the behavior of the integral
in (5.76) will be determined by a saddle point near z = 1. We write the
integrand in (5.76) as
exp[Hˆ(z)]
z(1 − z)r+2 ≡
1
z(1 − z)r+2 exp
[
−k log z + r
1− z
]
. (5.78)
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The saddle point(s) satisfy Hˆ ′(z) = 0 so that
k
z
=
r
(1− z)2 . (5.79)
(5.79) defines the saddle zˆ as a function of k/r, and it is given explicitly by
zˆ = 1 +
r
2k
−
√
r(4k + r)
2k
∼ 1−
√
r
k
, k →∞. (5.80)
Evaluating the integral along the steepest descent path through the saddle
point we obtain, as k →∞,
T (k, r) ∼ 1
2
√
π
r−r/2−3/4kr/2+1/4er/2e2
√
krG∗(r). (5.81)
Therefore, (5.77) and (5.81) suggest that G∗(r) = a
√
π r3/4e−(a+r)/2, and
thus, for r ≥ 1, we obtain (3.44).
Next we show that (3.44), when expanded for r → ∞ asymptotically
matches to the expansion in the boundary solution near x = 0, as y → 0.
Letting y → 0 in (3.38) - (3.40) we obtain
S0(y) = a
√
πy3/4e−a/2 +O(y5/4)
Ψ(0, y) = −2√y + y
2
+O(y3/2)
Ψy(0, y) = − 1√
y
+O(1).
Thus as y → 0 (y = r/m) the asymptotic behavior of (5.37) is
π(k, r) ∼ a√π m−5/4r3/4e−a/2er/2e−2
√
mr 2
krk
k!
. (5.82)
This is an approximation to π(k, r) that applies in the matching region
where k = O(1), r →∞, r/m→ 0.
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Next we expand the corner approximation (3.44) as r →∞. Expanding
the integrand in (3.44) around z = 0 by setting z = u/r and evaluating the
resulting integral, using
rker
2πi
∮
u−k−1e2udu =
2krker
k!
,
shows that (3.44), as r →∞ with k = O(1), agrees with (5.82).
We verify that the corner approximation (3.44) matches to the ray so-
lution δK(x, y) exp[mΨ(x, y)], in an intermediate limit where k, r →∞ but
x = k/m, y = r/m → 0. We expand (3.44) for k and r simultaneously
large, writing the integrand as
exp[H˜(z)]
z(1 − z)2 ≡
1
z(1 − z)2 exp
[
−k log z − r log(1− z) + r
1− z
]
and again using the saddle point method. The saddle point(s) now satisfy
H˜ ′(z) = 0 so that
k
r
=
z
1− z
(
1 +
1
1− z
)
. (5.83)
(5.83) defines the saddle z˜ as a function of k/r, and it is given explicitly by
z˜ = 1−
√
r
k + r
.
We note that z˜ → 0 as k/r → 0 and z˜ → 1 as k/r → ∞. Evaluating
the integral along the steepest descent path through the saddle point we
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obtain
π(k, r) ∼ a
2
m−5/4r1/4e−(a+r)/2e−2
√
mrer/(1−z˜)
z˜−k(1− z˜)−r√
z˜(1− z˜)
=
a
2
m−5/4r1/4e−(a+r)/2e−2
√
mre
√
r(k+r)
×
(
1−
√
r
k + r
)−k−1/2(
k + r
r
)r/2+1/4
. (5.84)
This approximation applies in the matching region where k, r → ∞, but
k/m, r/m→ 0.
In the ray solution we let x→ 0 and y → 0, which corresponds to s→ 0
and t → ∞, with x/y fixed (corresponding to 1 − st ≈ s). We find that in
this limit
1− st ∼ √x+ y −√y, s ∼ √y, t ∼ 1√
y
−
√
x+ y√
y
+ 1,
and thus, from (3.30) - (3.32) and (3.35), obtain
Ψx ∼ log
( √
x+ y√
x+ y −√y
)
,
Ψy ∼ log
(√
x+ y√
y
)
− 1√
y
+
√
x+ y√
y
− 1,
Ψ ∼ x log
( √
x+ y√
x+ y −√y
)
− 2√y +
√
y(x+ y)− y
2
+ y log
(√
x+ y√
y
)
,
K ∼ a
2
e−a/2
√
x+ y(√
x+ y −√y)1/2 .
Therefore, as (x, y)→ (0, 0), in terms of x = k/m and y = r/m,
P(x, y) ∼ a
2
m−1e−(a+r)/2e−2
√
mre
√
r(k+r)
×
√
k + r(√
k + r −√r)1/2
( √
k + r√
k + r −√r
)k (√
k + r√
r
)r
. (5.85)
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We can easily check that (5.85) agrees precisely with (5.84).
It remains to compute T (k, 0), by solving (5.73) and (5.71). We use the
generating function
G0(z) ≡
∞∑
k=0
T (k, 0)zk,
multiply (5.73) by zk, and sum over k ≥ 0, to obtain
(z − 1)2G ′0(z) + 2(z − 1)G0(z) + G∗(1)(1− z)−3e1/(1−z) = 0. (5.86)
The solution to (5.86) is
G0(z) = G∗(1)ze
1/(1−z)
(z − 1)3 = −a
√
π e−(a+1)/2z(1 − z)−3e1/(1−z), (5.87)
and thus,
T (k, 0) = 1
2πi
∮
z−k−1G0(z)dz
= −a√πe−(a+1)/2 1
2πi
∮
z−k
(1− z)3 e
1/(1−z)dz. (5.88)
To verify the matching between (5.67) and (3.42) we evaluate the inte-
gral in (5.88) as k →∞. We rewrite the integrand in (5.88) as
exp[H˜0(z)]
(1− z)3 ≡
1
(1− z)3 exp
[
−k log z + 1
1− z
]
,
and use the saddle point method. The saddle point(s) zˆ0 satisfy H˜
′
0(z) = 0
so that k = z/(1 − z)2 and hence
zˆ0 = 1−
√
4k + 1
2k
+
1
2k
∼ 1− 1√
k
.
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Evaluating the integral along the steepest descent path through the saddle
point and using the result in (5.67) we obtain
π(k, 0) ∼ (1− ρ)ρk − a
2
e−a/2m−5/4k3/4e−2
√
me2
√
k. (5.89)
As x → 0 (x = k/m) the asymptotic behavior of (3.42) agrees with (5.89).
This completes the analysis of the corner range where (x, y) ≈ (0, 0).
5.4 Analysis near the corner (x, y) = (1, 0) :
x = 1−O(m−1/2), y = O(m−1/2)
We examine the problem for x = 1 − O(√δ) and y = O(√δ), which corre-
sponds to k = m−O(√m) and r = O(√m). We let
x = 1− ξ
√
δ, y = R
√
δ, (5.90)
and set
π(k, r) = δ3/2Ω(ξ, R; δ). (5.91)
The scaling in (5.91) can be inferred by expanding (5.32) as x = 1−ξ√δ → 1
and y = R
√
δ → 0. Then, for 0 < ξ < 1 and R > 0, (2.3) becomes
(2− aδ)Ω(ξ, R; δ) = Ω(ξ −
√
δ, R; δ) + (1− aδ)Ω(ξ +
√
δ, R; δ)
+
(R
√
δ + δ)Ω(ξ, R +
√
δ; δ)
1 + (R− ξ)√δ + δ −
R
√
δ Ω(ξ −√δ, R; δ)
1 + (R− ξ)√δ + δ . (5.92)
The boundary condition (2.7) becomes
1 + δ
1 +R
√
δ + δ
Ω(−
√
δ, R; δ) = (1− δ) Ω(0, R−
√
δ; δ), R > 0. (5.93)
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Expanding Ω(ξ, R; δ) as
Ω(ξ, R; δ) = Ω(ξ, R) +O(
√
δ),
from (5.92) and (5.93) we obtain to the leading order
Ω + Ωξξ +R(Ωξ + ΩR) = 0 ; ξ, R > 0 (5.94)
R Ω+ Ωξ − ΩR = 0 ; ξ = 0, R > 0. (5.95)
We must thus solve a parabolic PDE in the quarter plane, subject to
an oblique derivative boundary condition along ξ = 0. While we were
not able to solve this problem exactly, we shall use asymptotic matching
to infer various properties of Ω(ξ, R) as ξ and/or R become(s) large, or if
R → 0. We shall also obtain an integral equation for the boundary val-
ues Ω(0, R), and show that the problem can be reduced to the heat equa-
tion with a moving boundary. We comment that the PDE in (5.94) is not
separable due to the term RΩξ. When considering the analogous infinite
server model (see [8]) Knessl obtained, in a certain heavy traffic limit, a
problem very similar to (5.94) and (5.95). However, there the term RΩξ
was replaced by ξΩξ, so that the PDE was separable. Then despite the
oblique derivative boundary condition Knessl could solve this problem
explicitly, in terms of contour integrals of parabolic cylinder functions. For
the infinite server model the corresponding probability π(k, r) on the scale
(5.90) was O(m−1) and most of the probability mass accumulated on this
scale. In the present processor sharing model we have, in view of (5.91),
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π(k, r) = O(m−3/2) for k = m − O(√m) and r = O(√m). Thus the total
mass is roughly O(m−3/2) × O(√m) × O(√m) = O(m−1/2). Indeed we al-
ready showed that for the PSmodel withm→∞ and 1−ρ = O(m−1), most
mass occurs either along r = 0, k = O(m) or r = O(m), k = m−O(1). The
PS model thus, on the (ξ, R) scale, leads to a more difficult mathematical
problem, but one whose analysis is perhaps less critical, due to the small
probability mass.
We first examine (5.94) and (5.95) for ξ and/or R→∞. This will estab-
lish the asymptotic matching between the (ξ, R) scale and the ray expan-
sion on the (x, y) scale. We introduce the small parameter ε > 0, setting
ξ =
ξ∗
ε
, R =
R∗
ε
,
and
Ω = εν
∗
eA(ξ
∗,R∗)/ε2B(ξ∗, R∗) [1 +O(ε2)] (5.96)
From (5.94) and (5.95) at the first two orders (O(ε−2) and O(1)) we obtain
A2ξ∗ +R∗(Aξ∗ +AR∗) = 0, (5.97)
2Aξ∗Bξ∗ +R∗(Bξ∗ + BR∗) + (Aξ∗ξ∗ + 1)B = 0 (5.98)
and when ξ∗ = 0 (5.95) leads to
Aξ∗ −AR∗ +R∗ = 0, (5.99)
Bξ∗ − BR∗ = 0. (5.100)
We are thus using a ray expansion on the PDE (5.94). We again use the
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method of characteristics, writing (5.97) as
F∗(ξ∗, R∗,A,Aξ∗,AR∗) = 0
where
F∗ ≡ A2ξ∗ +R∗(Aξ∗ +AR∗). (5.101)
The characteristic equations are
dξ∗
dω
= − ∂F
∗
∂Aξ∗ = −2Aξ
∗ − R∗, (5.102)
dR∗
dω
= − ∂F
∗
∂AR∗ = −R
∗, (5.103)
dF∗
dω
= −2A2ξ∗ − R∗(Aξ∗ +AR∗) = −A2ξ∗ , (5.104)
∂Aξ∗
dω
= −∂F
∗
∂ξ∗
= 0, (5.105)
∂AR∗
dω
= −∂F
∗
∂R∗
= −Aξ∗ −AR∗ . (5.106)
Letting R∗ = u at ω = 0 (using rays start from (R∗, ξ∗) = (u, 0) at ω = 0)
from (5.102)-(5.106) and (5.99) we obtain
R∗ = εR = ue−ω, (5.107)
ξ∗ = εξ = u
[
2ω + e−ω − 1] , (5.108)
A = −u2ω. (5.109)
Here we also used A(0, 0) = 0 to determine an integration constant. We
rewrite (5.98) as
dB
dω
= (Aξ∗ξ∗ + 1)B (5.110)
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The general solution to (5.100) and (5.110) is
B = B0 ue
ω
√
2ω + 1
, (5.111)
where B0 is a constant.
To determine B0 we examine the asymptotic behavior of the solution
(5.96) as ξ → 0 and R → ∞, which corresponds to u → ∞ and ω → 0.
From (5.107)-(5.109) and (5.111) we obtain
εR ∼ u, εξ ∼ uω, A ∼ −ε2Rξ, B ∼ εB0R.
Thus, from (5.91) and (5.96)
π(k, r) ∼ δ3/2εν∗+1B0Re−Rξ. (5.112)
Letting y → 0 (y = √δR) and x = 1−√δξ in (5.32) gives
π(k, r) ∼ δ3/2aRe−ae−ξR, (5.113)
and matching thus forces ν∗ = −1 and B0 = ae−a. Therefore,
δ3/2Ω(ξ, R) ∼ δ3/2ae−a ε
−1ueω√
2ω + 1
exp
(−ε−2u2ω) (5.114)
= δ3/2ae−a
Re2ω√
2ω + 1
exp
(−R2ωe2ω) . (5.115)
Here we used u = εReω. This gives the behavior of Ω(ξ, R) as ξ, R → ∞
with 0 ≤ ξ/R <∞.
We can rewrite (5.115) in terms of the LambertW -function. From (5.107)
and (5.108) we obtain ξ/R = eω (2ω + e−ω − 1) = eω(2ω − 1) + 1, so that
ξ
R
− 1 = 2√e
(
ω − 1
2
)
eω−1/2. (5.116)
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SettingW ≡ ω − 1/2 (5.116) becomes
WeW =
1
2
√
e
(
ξ
R
− 1
)
,
so that ω = 1/2 + W , where W is the Lambert function. Thus (5.115)
becomes
δ3/2Ω(ξ, R) ∼ δ3/2ae−a (ξ −R)
2
4R
√
2(W + 1)W 2
exp
[
−(ξ −R)2
(
W + 1/2
4W 2
)]
.
(5.117)
We next show that (5.117) or (5.115) also follows by expanding the ray
expansion on the (x, y) scale, as (x, y) → (0, 0) along lines where y/x is
fixed. We expand the ray solution P(x, y) as s → 0 with t fixed. Letting
s→ 0with t fixed in (3.33) and (3.34) gives
x(s, t) = 1 + s
(
1− 2t− e−t)+O(s2),
y(s, t) = se−t +O(s2),
and thus yet ∼ s and
s ∼ 1− x− y
2t− 1 ,
1− x
y
− 1 ∼ 2√e
(
t− 1
2
)
et−1/2. (5.118)
From (5.118), (3.30) - (3.32), and (5.27) we obtain
Ψ ∼ x
[
s+ s2
(
t− 1
2
)]
+ y
[
s
(
1− et)+ s2(t− 1
2
)]
− s+ s
2
2
∼
(
s2
2
− s
)
(1− x− y) + s2[(x+ y)t− 1]
∼ −(1− x− y)
2
(2t− 1)2
[
t + (1− x− y)t− 1− x− y
2
]
, (5.119)
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and
K ∼ ae
−aset√
2t+ 1
∼ ae
−a
√
2t+ 1
(1− x− y)2
y(2t− 1)2 . (5.120)
Since (1 − x)/y = ξ/R, in view of (5.116) and (5.118) we can identify t, as
t ∼ ω in this limit. Therefore, letting x = 1 −√δξ and y = √δR in (5.119)
and (5.120) we find that P(x, y) agrees with (5.115).
We next examine the asymptotic behavior of (5.115) as R→ 0 and ξ →
∞ (corresponding to u → 0 and ω → ∞ with uω fixed). From (5.107) and
(5.108) we obtain
u ∼ εξ
2ω
, eω ∼ ξ
2ωR
, ω ∼ log
(
ξ
R
)
.
Then (5.114) becomes
δ3/2Ω(ξ, R) ∼ δ3/2
(
ae−a
4
√
2
)
ξ2
R
| logR|−5/2 exp
[
− (ξ −R)
2
4 log(ξ/R)
]
. (5.121)
If we fix R and let ξ → ∞ (corresponding to u, ω → ∞), similarly we
obtain
π(k, r) ∼ δ3/2
(
ae−a
4
√
2
)
ξ2
R
(log ξ)−5/2 exp
[
− (ξ −R)
2
4 log(ξ/R)
]
. (5.122)
A more uniform result can be obtained by replacing log ξ in (5.122) by
log(ξ/R), which will contain also (5.121) as a special case.
We next examine (5.94) and (5.95) as ξ ↓ 0, R → ∞ with ξR fixed. We
shall thus obtain some of the higher order terms in (5.113). We set
R =
R∗
ε
, ξ = εξ⋄,
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and expand Ω(ξ, R) as
Ω(ξ, R) = ae−a
[
1
ε
Ω(0)(ξ⋄, R∗) + εΩ(1)(ξ⋄, R∗) + ε3Ω(2)(ξ⋄, R∗) +O(ε5)
]
.
Then, from (5.94) we obtain for the first three orders (O(ε−2), O(1), O(ε2))
Ω
(0)
ξ⋄ξ⋄ +R
∗Ω(0)ξ⋄ = 0, (5.123)
Ω
(1)
ξ⋄ξ⋄ +R
∗Ω(1)ξ⋄ = −Ω(0) − R∗Ω(0)R∗ , (5.124)
Ω
(2)
ξ⋄ξ⋄ +R
∗Ω(2)ξ⋄ = −Ω(1) − R∗Ω(1)R∗ , (5.125)
and from (5.95) we obtain the following boundary conditions at ξ⋄ = 0
Ω
(0)
ξ⋄ +R
∗Ω(0) = 0, (5.126)
Ω
(1)
ξ⋄ +R
∗Ω(1) = Ω(0)R∗ , (5.127)
Ω
(2)
ξ⋄ +R
∗Ω(2) = Ω(1)R∗ . (5.128)
Solving (5.123) - (5.128) recursively we obtain after some calculation
Ω(0) = R∗e−R
∗ξ⋄ , (5.129)
Ω(1) =
[
−R
∗(ξ⋄)2
2
+ ξ⋄ +
1
R∗
]
e−R
∗ξ⋄ , (5.130)
Ω(2) =
[
R∗(ξ⋄)4
8
− (ξ
⋄)3
6
− (ξ
⋄)2
2R∗
− ξ
⋄
(R∗)2
− 6
(R∗)3
]
e−R
∗ξ⋄ . (5.131)
We note that (5.123) and (5.126) imply that Ω(0) = e−ξ
♦R∗f0(R
∗), and we
ultimately determine f0 from the solvability condition for (5.125). Then to
obtain Ω(1) we must also consider the equation for Ω(3), etc. Therefore, as
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ξ ↓ 0 and R→∞with ξR = O(1),
Ω(ξ, R) = ae−ae−ξR[ R +
(
1
R
+ ξ − Rξ
2
2
)
+
(
− 6
R3
− ξ
R2
− ξ
2
2R
− ξ
3
6
+
Rξ4
8
)
+O(R−5) ]. (5.132)
Next we analyze (5.94) and (5.95) using a Laplace transform. We set
Ω(ξ, R) = D(ξ, R)/R. Then we rewrite (5.94) and (5.95) as
Dξξ +R(Dξ +DR) = 0 ; ξ, R > 0, (5.133)
Dξ −DR +
(
1
R
+R
)
D = 0 ; ξ = 0, R > 0. (5.134)
We assume thatD → 0 asR→ 0 and use a double Laplace transform, with
U∗(R;α) ≡
∫ ∞
0
D(ξ, R)e−αξ dξ, (5.135)
and
U(α, β) ≡
∫ ∞
0
U∗(R, α)e−βR dR,
=
∫ ∞
0
∫ ∞
0
D(ξ, R)e−αξe−βR dξ dR. (5.136)
Taking the Laplace transform of (5.133) over ξ gives
α2U∗(R;α) + αRU∗(R;α) +RU∗R(R;α) = αD(0, R) +Dξ(0, R) +RD(0, R).
(5.137)
Taking the Laplace transform of (5.137) over R we obtain
α2U − (α + β)Uβ − U =
∫ ∞
0
e−βR
{
αD(0, R) +R
[
d
dR
(D(0, R)
R
)]}
dR.
(5.138)
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Here we also used (5.134) to eliminate Dξ(0, R). Integrating by parts in the
right-hand side and dividing both sides of (5.138) by −(α + β)we obtain
Uβ +
(
1− α2
α + β
)
U =
∫ ∞
0
e−βR
(
1
R(α + β)
− 1
)
D(0, R)dR, (5.139)
and we can rewrite (5.139) as
[
(α + β)1−α
2U
]
β
=
∫ ∞
0
(
1
R
− α− β
)
D(0, R)e−βR(α + β)−α2dR. (5.140)
We assume that the real part of α2 is negative, i.e. ℜ(α2) < 0, integrate
(5.140) over (−α, β), and obtain
U(α, β) = 1
α + β
∫ β
−α
∫ ∞
0
(
α+ β
α + z
)α2 (
1
R
− α− z
)
D(0, R)e−zR dR dz
=
∫ 0
−1
∫ ∞
0
(
1
1 + θ
)−α2 [
1
χ˜
− (α + β)(1 + θ)
]
D(0, χ˜)e−βχ˜e−(α+β)χ˜θ dχ˜ dθ.
(5.141)
Here we changed variables with z = (α + β)θ + β and R = χ˜. Inverting
(5.141) over β gives
U∗(R;α) =
∫ 0
−1
(
1
1 + θ
)α2
e−αθR/(1+θ)
×
[(
1
R
− α + αθ
1 + θ
)
D
(
0,
R
1 + θ
)
− 1
1 + θ
Dχ˜
(
0,
R
1 + θ
)]
dθ
=
∫ 1
0
θ˜−α
2
e−αR(1−1/θ˜)
[(
1
R
− α
θ˜
)
D
(
0,
R
θ˜
)
− 1
θ˜
Dχ˜
(
0,
R
θ˜
)]
dθ˜
=
∫ ∞
R
(χ
R
)α2
eα(χ−R)
[(
1
χ2
− α
χ
)
D(0, χ)− Dχ(0, χ)
χ
]
dχ,
(5.142)
where we set θ = θ˜ − 1 and θ˜ = R/χ.
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Inverting (5.142) over α we obtain
D(ξ, R) =
∫ ∞
R
{ 1
2πi
∫
Br
exp
[
α(χ−R + ξ) + α2 logχ− α2 logR]
× [(1− αχ)D(0, χ)− χDχ(0, χ)] dα} dχ
χ2
=
1
2
√
π
∫ ∞
R
exp
[
−(χ− R + ξ)
2
4 log(χ/R)
]
×
[(
1
χ
+
χ− R + ξ
2 log(χ/R)
) D(0, χ)
χ
√
log(χ/R)
− Dχ(0, χ)
χ
√
log(χ/R)
]
dχ
(5.143)
=
1
2
√
π
∫ ∞
R
(χ−R + ξ)2
4[log(χ/R)]5/2
D(0, χ)
χ2
exp
[
−(χ− R + ξ)
2
4 log(χ/R)
]
dχ
− 1
2
√
π
∫ ∞
R
d
dχ
{D(0, χ)
χ
exp
[
−(χ−R + ξ)
2
4 log(χ/R)
]}
dχ√
log(χ/R)
.
(5.144)
Integrating the second integral by parts, we obtain an alternate expression
for D(ξ, R) as
D(ξ, R) = 1
2
√
π
∫ ∞
R
{
(χ− R + ξ)2
4[log(χ/R)]5/2
− 1
2[log(χ/R)]3/2
} D(0, χ)
χ2
× exp
[
−(χ− R + ξ)
2
4 log(χ/R)
]
dχ. (5.145)
Next we derive an integral equation for D(0, R) by letting ξ → 0 in
(5.143). We can rewrite (5.143) as (3.47). If ξ = 0, the second integral
has a non-integrable singularity at the boundary χ = R, due to the factor
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[log(χ/R)]−3/2. If we set χ = Rev, the second integral becomes
1
2
√
π
∫ ∞
0
ξD(0, Rev)
2v3/2
exp
[
−R
2(ev − 1 + ξ/R)2
4v
]
dv
=
1
4
√
π
∫ ∞
0
D(0, Rewξ2)
w3/2
exp
[
−R
2(ewξ
2 − 1 + ξ/R)2
4wξ2
]
dw (5.146)
where v = wξ2. Then letting ξ ↓ 0 in (5.146) we obtain
D(0, R)
4
√
π
∫ ∞
0
w−3/2e−1/4wdw =
D(0, R)
2
√
π
∫ ∞
0
u−1/2e−udu =
D(0, R)
2
. (5.147)
Therefore, from (3.47) and (5.147) we obtain (3.48). SinceD(0, R) = RΩ(0, R)
we thus also have the following integral equation for Ω(0, R)
RΩ(0, R) =
1√
π
∫ ∞
R
1√
log(χ/R)
exp
[
− (χ− R)
2
4 log(χ/R)
]
×
[
χ− R
2 log(χ/R)
Ω(0, χ)− Ωχ(0, χ)
]
dχ. (5.148)
We can also analyze the integral equation (5.148) asymptotically. Con-
sider the limit R → ∞. Then assuming that Ω(0, R) has mild (e.g. alge-
braic) growth, the function exp{−(χ − R)2/[4 log(χ/R)]}Ω(0, χ) becomes
sharply concentrated at χ = R, which is the lower limit on the integral in
(5.148). We thus set χ = R + V/R in (5.148) and note that
(χ−R)2
log(χ/R)
= V + V
2
2R2
− V
3
12R4
+O(R−6). (5.149)
Then if we evaluate (5.148) by an implicit form ofWatson’s lemma, to lead-
ing order the right-hand side becomes RΩ(0, R), which is the same as the
left-hand side, but this argument does not determineΩ(0, R). However, by
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considering higher order terms in the expansion of the integral, we find af-
ter some calculation that the right-hand side of (5.148) has the form, with
Ω(0, R) = Ω0(R),
RΩ0(R) +
1
R3
[
2R2Ω′′0(R)− 4RΩ′0(R) + 4Ω0(R)
]
+
1
R5
[
8R3Ω′′′0 (R)− 36R2Ω′′0(R) + 88RΩ′0(R)− 100Ω0(R)
]
+O(R−7Ω0).
(5.150)
We note that ifΩ0 has algebraic behavior asR→∞ thenΩ0, RΩ′0, R2Ω′′0, . . .
all have the same order of magnitude. The expansion in (5.150) is in pow-
ers of R−2, but the coefficient of R−1Ω0 turned out to be zero. Setting
(5.150) equal to RΩ0(R) we see that asymptotically the integral equation
(5.148) can be approximated by 2R2Ω′′0(R) − 4RΩ′0(R) + 4Ω0(R) = 0. This
is an ODE of Cauchy-Euler type that admits the solutions Ω0(R) = R and
Ω0(R) = R
2. But by asymptotic matching to the ray expansion (x = 1,
y > 0) we know that Ω0(R) ∼ ae−aR, which precludes the second solution.
Then from (5.150) we can conclude that ifΩ0(R) = ae
−a[R+cR−1+O(R−3)]
as R→∞, then c = 1. This result agrees precisely with (5.132) with ξ = 0.
The third (−6R−3) term in the expansion of Ω0(R) can also be obtained by
explicitly evaluating the O(R−7Ω0) terms in (5.150).
Now consider the limit ξ, R → ∞ with ξ/R fixed, and equation (3.47).
We evaluate the integral by an implicit form of the Laplace method. Scal-
ing χ = Rv the integrand will be maximal where
d
dv
{
[R(v − 1) + ξ]2
log v
}
= 0,
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or
2v log v = v − 1 + ξ
R
.
Letting v =
√
eeu this equation becomes equivalent to (5.116), with u =
W ((ξ/R − 1)/(2√e)) being the Lambert-W function. Then if we evaluate
(3.47) by the Laplace method we obtain, after multiplying by R,
RΩ(ξ, R) ∼ exp [−R2w∗v2∗]
√
2π
⋆
×
{
[R(v∗ − 1) + ξ]RΩ0(Rv∗)
4
√
π(log v∗)3/2
− 1
2
√
π
√
log v∗
[
d
dv
Ω0(Rv)
] ∣∣∣
v=v∗
}
(5.151)
where v∗ is the location of the maximum, w∗ = log v∗ and ⋆ = H ′′(v∗)
whereH(v) = [R(v−1)+ξ]2/(4 log v).We see that the first term in the right-
hand side of (5.151) dominates the second, and after some calculation we
find that⋆ = R2(1 + 2w∗)/(2w∗) so that (5.151) becomes
Ω(ξ, R) ∼ Ω0(Rv∗) v∗√
1 + 2w∗
exp
(−R2w∗v2∗) . (5.152)
Now bymatching Ω0(Rv∗) ∼ ae−aRv∗, so that (5.152) agrees precisely with
(5.115), after we identify w∗ ↔ ω, v∗ ↔ eω.
Thus (5.145) or (3.47) yields quite a bit of information as R→∞, since
we can then localize the integral operator. However, the opposite limit
R → 0+ seems much more difficult as then the global nature of the op-
erator persists, and the asymptotic evaluation of the integral seems to re-
quire considering separately the contributions from different ranges (such
as χ ∼ R, χ = O(1) and χ = O(R)). If χ = O(1) the contribution will
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of course involve D(0, χ) (or Ω0(χ)) for χ = O(1), which we do not have
explicitly.
We can also derive a heat equation from (5.94) and (5.95). We set ξ−R =
ζ and Ω(ξ, R) = D˜(ζ, R)/R. Then (5.94) and (5.95) can be rewritten as
D˜ζζ +RD˜R = 0 ; R > 0, ζ +R > 0, (5.153)
2D˜ζ − D˜R +
(
R +
1
R
)
D˜ = 0 ; R > 0, ζ +R = 0. (5.154)
Changing variables from R to R = e−Λ and letting D˜(ζ, R) = D∗(ζ,Λ),
from (5.153) and (5.154), for −∞ < Λ <∞, we obtain
D∗Λ = D∗ζζ ; ζ + e−Λ > 0, (5.155)
2e−ΛD∗ζ +D∗Λ +
(
1 + e−2Λ
)D∗ = 0 ; ζ + e−Λ = 0. (5.156)
We have thus reduced the problem to the heat equation, with Λ corre-
sponding to the time variable, on a domain with a moving boundary ζ =
−e−Λ. On this boundary the condition (5.156) must be satisfied for all
Λ ∈ (−∞,∞). We could convert this problem to an integral equation,
but this would not seem to have any advantages over (3.48) or (5.148).
5.5 Analysis near the corner (x, y) = (1, 0) :
x = 1−O(m−1/4), y = O(m−1/2)
Next we examine the behavior of π(k, r) in a region that is further away
from the boundary of x = 1, than the ξ scale. In this range the asymp-
totics of π(k, r) can be obtained by expanding the ray solution P(x, y) ∼
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δK exp(Ψ/δ) as (x, y)→ (0, 0). We set
1− x = δ1/4η, y = R
√
δ
and expand the ray solution P(x, y) as s→ 0 and t→∞ letting
t = − log s+ T∗, T∗ = T0 + δ1/4T1 + δ1/2T2 +O(δ3/4), (5.157)
s = δ1/4S∗, S∗ = S0 + δ1/4S1 + δ1/2S2 +O(δ3/4), (5.158)
R = Y¯ (S∗, T∗; δ) = Y¯0 + δ
1/4Y¯1 + δ
1/2Y¯2 +O(δ
3/4), (5.159)
η = Z¯(S∗, T∗; δ) = Z¯0 + δ1/4Z¯1 + δ1/2Z¯2 +O(δ3/4). (5.160)
On the (η, R) scale the ray expansion simplifies considerably, and with this
simplified form we will be able to relate this scale to the (ξ, R) scale in
subsection 5.4, as well as the (x, r) scale in subsection 5.2. In (5.159) and
(5.160) it is understood that S∗ and T∗ are replaced by their expansions in
powers of δ1/4, as in (5.157) and (5.158). Then we have Y¯n = Y¯n(S0, T0),
Z¯n = Z¯n(S0, T0) and thus Y¯0 = R, Z¯0 = η and Y¯n = Z¯n = 0 for n > 0.
Using (5.157) - (5.160) in (3.30) - (3.35) we obtain, after a lengthy calculation
π(k, r) ∼ δae
−aeT0/2√
1 + e−T0
(
4eT0 + 2 + η
√
1 + e−T0
R
)−1/2
exp
[
Ψ(0)√
δ
+
Ψ(1)
δ1/4
+Ψ(2)
]
(5.161)
where
Ψ(0) = −η
2
√
R
1 + e−T0
−R log (1 + eT0)+ 1
2
(
R
1 + e−T0
)
, (5.162)
Ψ(1) = −η
2
4
√
R
1 + e−T0
− η
2
(
R
1 + e−T0
)
+R
√
R
1 + e−T0
− 3
4
(
R
1 + e−T0
)3/2
,
(5.163)
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and
Ψ(2) = −
(
4eT0 + 2 + η
√
1 + e−T0
R
)−1
[
5
32
η4 + η3
(
eT0
2
+
3
4
)√
R
1 + e−T0
+ η2
R
1 + e−T0
(
eT0 +
55
48
− 3
4
e−T0
)
− η
(
R
1 + e−T0
)3/2(
2
3
eT0 +
4
3
+
5
2
e−T0
)
−
(
R
1 + e−T0
)2(
eT0 +
55
32
+
9
4
e−T0 − 1
2
e−2T0
)
]. (5.164)
Here T0 is defined implicitly by
η
√
1 + e−T0
R
= 2T0 − 1
2
log δ − logR + log (1 + e−T0)− 1. (5.165)
Since Y¯0 = R and Z¯0 = η imply that S0 =
√
R/(1 + e−T0) and η =
S0[2T0 − 2 logS0 − (log δ)/2 − 1] , we obtain (5.165). Note that T0 depends
on η and R, and also weakly upon m, due to the term − log δ = logm.
To check that (5.161) satisfies (5.5), we rewrite (5.5) in terms of η and R
as
(
1− δ1/4η + δ1/2R) (2− eΨη/δ1/4)−(1− δ1/4η) e−Ψη/δ1/4−δ1/2ReΨR/δ1/2 = 0.
(5.166)
Expanding Ψ as
Ψ = δ1/2Ψ(0) + δ3/4Ψ(1) + δΨ(2) +O(δ5/4), (5.167)
and using this in (5.166), we obtain at the first three orders (O(δ1/2), O(δ3/4),
O(δ))
R
[
1− eΨ(0)R
]
=
[
Ψ(0)η
]2
, (5.168)
η
[
Ψ(0)η
]2 −RΨ(0)η = 2Ψ(0)η Ψ(1)η +ReΨ(0)R Ψ(1)R , (5.169)
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and
ReΨ
(0)
R Ψ
(2)
R + 2Ψ
(0)
η Ψ
(2)
η = −
[
Ψ(1)η
]2 − RΨ(1)η − R2 eΨ(0)R
[
Ψ
(1)
R
]2
+ 2ηΨ(0)η Ψ
(1)
η −
R
2
[
Ψ(0)η
]2 − 1
12
[
Ψ(0)η
]4
. (5.170)
Differentiating both sides of (5.165) with respect to η gives
∂T0
∂η
=
(
η
2
e−T0√
R(1 + e−T0)
+ 1 +
1
1 + e−T0
)−1√
1 + e−T0
R
. (5.171)
From (5.162) we have
Ψ(0)η = −
1
2
√
R
1 + e−T0
−
[
η
√
Re−T0
4 (1 + eT0)3/2
+
R
2 (1 + e−T0)
+
R
2 (1 + e−T0)2
]
∂T0
∂η
,
(5.172)
and thus, using (5.171), we obtain
Ψ(0)η = −
√
R
1 + e−T0
. (5.173)
Similarly, differentiating both sides of (5.165) with respect to R gives
∂T0
∂R
=
(
η
2
e−T0√
R(1 + e−T0)
+ 1 +
1
1 + e−T0
)−1
1
R
(
1− η
2
√
1 + e−T0
R
)
.
(5.174)
From (5.162) and (5.174) we obtain
Ψ
(0)
R = − log
(
1 + eT0
)
. (5.175)
We can easily check that (5.173) and (5.175) satisfy (5.168). In the same
manner, we can check that (5.162)-(5.164) satisfy (5.169) and (5.170).
We examine the asymptotic behavior of (5.161) as R → 0 with a fixed
η > 0 (corresponding to S0 → 0 and T0 → ∞), which should match to
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(3.41) when it is expanded as r → ∞. Letting T0 → ∞ (and R → 0) in
(5.165) we obtain
T0 ∼ 1
4
log δ +
1
2
logR +
1
2
(
η√
R
+ 1
)
, (5.176)
which when used in (5.161) gives
π(k, r) ∼ δae
−a
2
exp[ − 1√
δ
(
η
√
R
2
+
R
4
log δ +
R logR
2
+
η
√
R
2
)
− 1
δ1/4
(
η2
√
R
4
+
ηR
2
− R
√
R +
3
4
R3/2
)
− η
3
√
R
8
− η
2R
4
+
ηR3/2
6
+
R2
4
]
∼ ae
−a
2
mr/2−1r−r/2 exp
(
−η√rm1/4 − η
2
√
r
4
)
. (5.177)
Expanding (3.41) as x → 1 and letting x = 1 − ηm−1/4 also lead to (5.177),
which verifies the matching between the (η, R) and (x, r) scales.
Next we expand (5.161) and (5.165) as η → 0 with a fixed R, by setting
η = ξδ−1/4, which corresponds to T0 → −∞ and S0 → 0 with S0T0 << 1.
We note that in this limit, ξ/R→∞. Then we obtain from (5.161)
π(k, r) ∼ δae−aeT0
(
2 + ξδ1/4
e−T0/2√
R
)−1/2
exp[ −δ−1/2eT0R
2
−δ−1/4eT0/2 ξ
√
R
2
+ δ−1/4eT0/2R
√
R− R
2
2
(
2 + δ1/4e−T0/2
ξ√
R
)−1
], (5.178)
and (5.165) becomes
T0 ∼ δ1/4e−T0/2 ξ√
R
+
1
2
log δ + logR + 1. (5.179)
We let∇ = δ1/4e−T0/2ξ/√R and using T0 ∼ ∇+ (log δ)/2+ logR+1 obtain
ξ
R
∼ √e∇e∇/2. (5.180)
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We also note that eT0 =
√
δξ2/(R∇2). Then we can rewrite (5.178) as
π(k, r) ∼ δ3/2ae−a ξ
2
R
1
∇2√2 +∇ exp
(
− ξ
2
2∇2 −
ξ2
2∇ +
ξR
∇ −
R2
2(2 +∇)
)
.
(5.181)
Since ξ/R → ∞, from (5.180) we obtain ∇ ∼ 2 log(ξ/R) and (5.181) thus
agrees with (5.122). This verifies thematching between the (η, R) and (ξ, R)
scales, for ξ →∞ and η → 0.
5.6 Analysis near the corner (x, y) = (1, 0) : r = O(1)
We consider r = O(1), which corresponds to there being only a few occu-
pied secondary spaces, and x ∼ 1. We shall discuss the scales k = m−O(1),
k = m − O(√m), k = m − O(√m logm) and k = m − O(√m logm) =
m −√m(logm)ξ¯. To get an idea of the forms of the expansions for π(k, r)
on these scales, we first expand the results of subsection 5.5, which apply
on the (η, R) scale, in the limit η → 0, R → 0, and then rewrite the results
in terms of ξ¯ and r. We note that
1− x = δ1/4η = δ1/2ξ = −δ1/2(log δ) ξ¯, R = δ1/2r, (5.182)
which relates the variables x, η, ξ¯ and ξ.
We rewrite (5.165), which defines T0, as
η√
R
=
ξ√
r
= − ξ¯ log δ√
r
=
1√
1 + e−T0
[
2T0 − log δ − log r + log
(
1 + e−T0
)− 1] .
(5.183)
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Thus, if T0 = O(1),
ξ¯√
r
∼ 1√
1 + e−T0
, T0 ∼ − log
(
r
ξ¯2
− 1
)
. (5.184)
There is a singularity in this approximation to T0 when r = ξ¯
2, and this
will lead to a transition in the asymptotics along r = ξ¯2. We also note that
T0 = 0 if r = 2ξ¯
2, T0 < 0 if r > 2ξ¯
2, T0 > 0 if ξ¯
2 < r < 2ξ¯2,
and (5.183) implies that if r < ξ¯2, T0 →∞ with
T0 ∼ − log δ
2
(
ξ¯√
r
− 1
)
=
logm
2
(
ξ¯√
r
− 1
)
. (5.185)
We first consider the case r < ξ¯2. Letting η = m−1/4(logm)ξ¯, R =
m−1/2r and T0 →∞ in (5.161) yields
π(k, r) ∼ δae
−a
2
exp
[
− ξ¯
√
r
2
logm− rT0 + r
2
]
. (5.186)
As T0 →∞ (5.183) implies that
T0 ∼ ξ¯ logm
2
√
r
− logm
2
+
log r
2
+
1
2
, (5.187)
which refines the approximation in (5.185). Thus (5.186) becomes
π(k, r) ∼ δae
−a
2
exp
[
−ξ¯√r logm+ r
2
logm− r log r
2
]
=
ae−a
2
mr/2−ξ¯
√
r−1r−r/2, ξ¯ >
√
r. (5.188)
We note that the expression in (5.188) is algebraically small in m, and be-
comesO(m−r/2−1)when ξ¯ =
√
r. It is easy to see that (5.188) is precisely the
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expansion of (5.177) as η → 0 (η = m−1/4(logm) ξ¯) and thus it also matches
to the boundary layer solution (3.41), when it is expanded as x→ 1.
When r > ξ¯2 we refine (5.184) by setting
T0 = − log
(
r
ξ¯2
− 1
)
+
♣
logm
. (5.189)
Using (5.189) in (5.183) we obtain
♣ ∼ 4 log(r/ξ¯ − ξ¯) + 2
1− ξ¯2/r (5.190)
and thus
T0 ∼ − log
(
r
ξ¯2
− 1
)
+
4 log(r/ξ¯ − ξ¯) + 2
(1− ξ¯2/r) logm . (5.191)
Using (5.191) in (5.161) leads to
π(k, r) ∼ ae−a m
−ξ¯2/2
m
√
logm
ξ¯2√
r(r − ξ¯2)
(
ξ¯
r − ξ¯2
)ξ¯2 (
r − ξ¯2
r
)r
, ξ¯ <
√
r.
(5.192)
Next we examine the behavior of (5.161) in the transition region where
ξ¯ ∼ √r. We set
T0 = log logm+ log♦ (5.193)
and
ξ¯ =
√
r +
♠
logm
(5.194)
for ♦, ♠ ≪ logm. Then we obtain from (5.183)
♠ ∼ 2√r log logm, (5.195)
and then defining ξ¯∗ by
ξ¯ =
√
r + 2
√
r
(
log logm
logm
)
+
ξ¯∗
logm
(5.196)
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we find that (5.183) becomes
ξ¯∗√
r
= 2 log♦− 1
2♦ − log r − 1 + o(1). (5.197)
This defines ♦ implicitly in terms of ξ¯∗ and r. Then on the (ξ¯∗, r) scale we
obtain from (5.161)
π(k, r) ∼ ae−a
√ ♦
4♦+ 1m
−r/2−1(logm)−2rr−r/2e−ξ¯
∗
√
r. (5.198)
As ξ¯∗ → ∞ (5.198) should match to (5.188). From (5.197) we see that
♦ → ∞ and then using (5.196), (5.198) becomes the same as (5.188). We
next check the matching between (5.198) and (5.192). As ξ¯∗ → −∞, ♦ → 0
and (5.196) becomes
ξ¯2 ∼ r
(
1 +
2ξ¯∗√
r logm
+
4 log logm
logm
)
. (5.199)
Using (5.199) in (5.192) we obtain
π(k, r) ∼ ae
−a
m
(
−
√
r
2ξ¯∗
)1/2
exp
[
−r
2
logm− 2r log logm− ξ¯∗√r − r
2
log r
]
.
(5.200)
Here we used −ξ¯∗ ≫ log logm. The exponential part of (5.200) is the same
as the exponential part of (5.198). From (5.197) we obtain as ♦ → 0
− ξ¯
∗
√
r
∼ 1
2♦ , (5.201)
and thus √ ♦
4♦+ 1 ∼
√
♦ ∼
(
−
√
r
2ξ¯∗
)1/2
. (5.202)
Therefore, as ξ¯∗ → −∞ and ♦ → 0 (5.198) matches to (5.192).
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Next we examine π(k, r) on the (ξ¯, r) scale by analyzing the balance
equation (2.3). We set
π ∼ 1
m
√
logm
K¯(ξ¯, r) exp[f(ξ¯) logm] (5.203)
and rewrite (2.3) as
(
2− a
m
)
K¯(ξ¯, r)ef(ξ¯) logm
=
(
1− a
m
)
K¯
(
ξ¯ +
1√
m logm
, r
)
ef(ξ¯+1/(
√
m logm)) logm
+
m− ξ¯√m logm+ 1
m− ξ¯√m logm+ r + 1K¯
(
ξ¯ − 1√
m logm
, r
)
ef(ξ¯−1/(
√
m logm)) logm
+
r + 1
m− ξ¯√m logm+ r + 1 K¯(ξ¯, r + 1)e
f(ξ¯) logm. (5.204)
From (5.204) to leading order (O(1/m)) we obtain the limiting equation
− K¯(ξ¯, r)[f ′(ξ¯)]2 + rK¯(ξ¯, r)− (r + 1)K¯(ξ¯, r + 1) = 0. (5.205)
By matching (5.203) to (5.192), when r > ξ¯2 we must have f(ξ¯) = −ξ¯2/2.
Using this in (5.205) we obtain
K¯(ξ¯, r + 1)
K¯(ξ¯, r)
=
r − ξ¯2
r + 1
. (5.206)
Solving (5.206) gives
K¯(ξ¯, r) =
[
r−1∏
j=1
(j − ξ¯2)
]
K¯(ξ¯, 1)
r!
=
Γ(r − ξ¯2)
Γ(1− ξ¯2)
K¯(ξ¯, 1)
r!
, (5.207)
and thus
π(k, r) ∼ m
−ξ¯2/2
m
√
logm
Γ(r − ξ¯2)
r!
K¯(ξ¯, 1)
Γ(1− ξ¯2) . (5.208)
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We rewrite (5.208) as
π(k, r) ∼ m
−ξ¯2/2
m
√
logm
Γ(r − ξ¯2)
r!
H¯(ξ¯), H¯(ξ¯) =
K¯(ξ¯, 1)
Γ(1− ξ¯2) . (5.209)
We see that as ξ¯ ↑ √r, the factor Γ(r − ξ¯2) becomes singular, which indi-
cates a transition in the asymptotics. Analysis of the range ξ¯ ∼ √r will
also determine H¯(ξ¯) in (5.209), and thus K¯(ξ¯, 1) in (5.208). To study the
transition we scale ξ¯ −√r = O [(logm)−1/2] with
ξ¯ =
√
r +
⊛√
logm
, π(k, r) = Hr(⊛;m).
Then (2.3) becomes
(
2− a
m
)
Hr(⊛;m) =
[
1− r
m
+O
(
logm
m
√
m
)]
Hr
(
⊛− 1√
m logm
;m
)
+
[
r + 1
m
+O
(
logm
m
√
m
)]
Hr+1(⊛;m)+
(
1− a
m
)
Hr
(
⊛+
1√
m logm
;m
)
,
(5.210)
which we further approximate by
(r+1)Hr+1(⊛;m)−rHr(⊛;m)+ 1
logm
H′′r(⊛;m)+o
(
1
logm
)
= 0. (5.211)
Before analyzing (5.211) we derive matching conditions for Hr(⊛;m) as
⊛ → ±∞. On the (ξ¯, r) scale for ξ¯ > √r, (5.188) applies. This can also
be obtained by analyzing (2.3) on the (ξ¯, r) scale for ξ¯ >
√
r and using
asymptotic matching. In either case we ultimately conclude that (3.41)
remains valid for x → 1 as long as ξ¯ = (1 − x)√m/ logm > √r. By setting
ξ¯ =
√
r +⊛/
√
logm in (5.188) we obtain
ae−a
2
m−r/2−1r−r/2e−⊛
√
r logm [1 + o(1)]
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so that as ⊛→ +∞ the matching condition for Hr(⊛;m) is
Hr(⊛;m) ∼ ae
−a
2
m−r/2−1r−r/2e−⊛
√
r logm, ⊛→ +∞. (5.212)
By examining (5.209) as ξ¯ →√r and using
Γ(r − ξ¯2) ∼ 1√
r − ξ¯ ·
1√
r + ξ¯
= −
√
logm
⊛
(
2
√
r +
⊛√
logm
)−1
∼ −
√
logm
2⊛
√
r
(5.213)
we obtain from (5.209)
Hr(⊛;m) ∼ m−r/2−1e−⊛
√
r logm e
−⊛2/2
−2⊛
H¯(
√
r)
r!
√
r
, ⊛→ −∞. (5.214)
In view of the matching conditions we set
Hr(⊛;m) = m−r/2−1e−⊛
√
r logm[~r(⊛) + o(1)]. (5.215)
With (5.215) we see that
H′′r(⊛;m)− (logm)rH′r(⊛;m) ∼ m−r/2−1e−⊛
√
r logm(−2)
√
r logm ~r(⊛).
(5.216)
Also, since ξ¯ ∼ √r we have ξ¯ < √r + 1 and thus (5.209) may be used to
approximate Hr+1(⊛;m) in (5.211), as
Hr+1(⊛;m) ∼ m
−r/2−1
√
logm
e−⊛
√
r logme−⊛
2/2 H¯(
√
r)
(r + 1)!
. (5.217)
Using (5.216) and (5.217) in (5.211) we obtain to leading order
2
√
r~′r(⊛) =
e−⊛
2/2
r!
H¯(
√
r) (5.218)
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The solution to (5.218) that decays as ⊛→ −∞ is
~r(⊛) =
H¯(
√
r)
2r!
√
r
∫
⊛
−∞
e−u
2/2du. (5.219)
To determine H¯(
√
r) we use the matching condition in (5.212). Letting
⊛→∞, we evaluate the integral in (5.219) as√2π and rewrite (5.215), for
⊛→∞, as
Hr(⊛;m) ∼ m−r/2−1e−⊛
√
r logm H¯(
√
r)
r!
√
r
√
π
2
. (5.220)
Comparing (5.212) to (5.220) we obtain
H¯(
√
r) =
ae−a√
2π
r−r/2
√
r Γ(r + 1), (5.221)
so that
H¯(z) =
ae−a√
2π
z−z
2
zΓ(1 + z2). (5.222)
Thus on the (⊛, r) transition scale we have
π(k, r) = Hr(⊛;m) ∼ ae
−a
2
√
2π
m−r/2−1r−r/2e−⊛
√
r logm
∫
⊛
−∞
e−u
2/2du, r ≥ 1,
(5.223)
and when ξ¯ <
√
r, from (5.209) and (5.222), we obtain
π(k, r) ∼ ae
−a
√
2π
m−ξ¯
2/2
m
√
logm
Γ(1 + ξ¯2)Γ(r − ξ¯2)
r!
ξ¯−ξ¯
2
ξ¯, r ≥ 1. (5.224)
We note that letting ξ¯, r → ∞ in (5.224) and using Stirling’s formula for
the Gamma functions lead to (5.192). This verifies the matching between
the (ξ¯, r) scale and the ray expansion on the (x, y) scale.
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We next examine r = 0. For ξ¯ > 1 we can obtain the expansion of
π(k, 0) as a limiting case of (3.42), which leads to
π(k, 0)− (1− ρ)ρk ∼ −ae
−a
2
m−1/2−ξ¯, ξ¯ > 1. (5.225)
For 0 < ξ¯ < 1 we find that (5.205) still holds at r = 0, if we write
π(k, 0)− (1− ρ)ρk ∼ m
−ξ¯2/2
m
√
logm
K¯(ξ¯, 0).
Hence,
π(k, 0)− (1− ρ)ρk ∼ ae
−a
√
2π
m−ξ¯
2/2
m
√
logm
ξ¯1−ξ¯
2
Γ(1 + ξ¯2)Γ(−ξ¯2), 0 < ξ¯ < 1.
(5.226)
We note that π(k, 0) − (1 − ρ)ρk is negative, since Γ(−ξ¯2) < 0. There is a
transition in the asymptotics when ξ¯ = 1, and (5.226) also breaks down as
ξ¯ → 0, due to the singularities of Γ(−ξ¯2). We also note that on the ξ¯ scale
(1− ρ)ρk = ae
−a
m
[
1 +
a logm√
m
ξ¯ +O
(
log2m
m
)]
= O(m−1), (5.227)
so that the geometric part of π(k, 0) is still asymptotically dominant for
ξ¯ > 0.
To study the transition range ξ¯ ∼ 1we let π(k, 0)−(1−ρ)ρk ∼ H0(⊛;m)
where now ⊛ =
√
logm(ξ¯ − 1). Note that the transition point is the same
for π(k, 0) and π(k, 1). By examining the matching condition to (5.225) as
⊛→ +∞ and to (5.226) as ⊛→ −∞, we again set
H0(⊛;m) ∼ m−3/2e−⊛
√
logm
~0(⊛) (5.228)
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and from (5.211) with r = 0 we find that (logm)−1H′′0(⊛;m) ∼ −H1(⊛;m)
so that ~0(⊛) = −~1(⊛) and hence
π(k, 0)−(1−ρ)ρk ∼ − ae
−a
2
√
2π
m−3/2e−⊛
√
logm
∫
⊛
−∞
e−u
2/2du, ⊛ =
√
logm(ξ¯−1).
(5.229)
We note that on the ξ¯ scale the identity
∑m
r=0 π(N − r, r) = (1 − ρ)ρN is
asymptotically satisfied for ξ¯ < 1, in view of the fact that
∞∑
r=0
Γ(r − ξ¯2)
r!
= 0, 0 < ξ¯ < 1.
Now we consider scales that have ξ¯ → 0, so thatm− k = o(√m logm).
If we define ξ˜ by
m− k =
√
m logm ξ˜, ξ˜ =
√
logm ξ¯
then the factor m−ξ¯
2/2 = exp(−ξ¯2 logm/2) = e−ξ˜2/2 becomes O(1) and
(5.209) simplifies to
π(k, r) ∼ 1
m logm
ae−a√
2π
ξ˜
r
e−ξ˜
2/2, r ≥ 1. (5.230)
Here we used Γ(r − ξ¯2) ∼ (r − 1)! and H¯(ξ¯) ∼ ae−aξ¯/√2π as ξ¯ → 0.
We have verified, after a lengthy calculation which we omit, that (5.230)
can also be obtained by expanding m−3/2Ω(ξ, R) for ξ → ∞, R → 0 with
ξ = O(
√− logR), using the integral in (3.47) and our knowledge ofD(0, R)
(or Ω(0, R)) as R → ∞. If we expand π(k, 0) on the ξ¯ scale for ξ¯ → 0, we
obtain from (5.226)
π(k, 0) ∼ ae−a
[
1
m
− 1
m
e−ξ˜
2/2
√
2πξ˜
]
(5.231)
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so that on the ξ˜ scale the geometric part of π(k, 0) no longer dominates the
right side of (5.226). We thus re-examine the balance equation (2.3) along
r = 0, i.e.,
(
2− a
m
)
π(k, 0) =
(
1− a
m
)
π(k−1, 0)+π(k+1, 0)+ 1
k + 1
π(k, 1). (5.232)
On the ξ˜ scale we let π(k, 0) ∼ m−1♥(ξ˜) and use (5.230) to approximate
π(k, 1). Then (5.232) becomes asymptotically (after wemultiply bym2 logm)
−♥′′(ξ˜) ∼ ae
−a
√
2π
ξ˜e−ξ˜
2/2. (5.233)
The solution of (5.233) that matches, as ξ˜ →∞, to (5.226) is given by
♥(ξ˜) = ae−a
[
1− 1√
2π
∫ ∞
ξ˜
e−u
2/2du
]
(5.234)
so that on the ξ˜ scale with r = 0 we have
π(k, 0) ∼ ae
−a
m
[
1− 1√
2π
∫ ∞
ξ˜
e−u
2/2du
]
. (5.235)
For ξ˜ → ∞ (5.235) reduces to (5.231). This shows also that on the ξ˜ scale
(k = m− O(√m logm)) π(k, r) (r ≥ 1) is smaller than π(k, 0) by a factor of
(logm)−1.
Next we discuss the problem on the (n, r) scale where k = m − n and
n = O(1). Setting π(k, r) = L(n, r; m) we write (2.3) and (2.4) as
(
2− a
m
)
L(n, r; m) =
(
1− a
m
)
L(n+1, r; m)+ m− n + 1
m+ r − n+ 1L(n−1, r; m)
+
r + 1
m+ r − n + 1L(n, r + 1; m), n ≥ 1 (5.236)
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and
(
2− a
m
)
L(0, r; m) =
(
1− a
m
)
L(1, r; m) + r + 1
m+ r + 1
L(0, r + 1;m)
+
(
1− a
m
)
L(0, r − 1; m), r ≥ 1. (5.237)
The corner condition (2.6) becomes(
2− 1
m
)
L(0, 0; m) =
(
1− 1
m
)
L(1, 0; m) + 1
m+ 1
L(0, 1; m). (5.238)
We expand L as
L(n, r; m) = 1
m3/2
√
logm
[
L(n, r) + 1
logm
L(1)(n, r) +O(log−2m)
]
.
(5.239)
The scale factor m−3/2(logm)−1/2 must be included in view of matching
considerations, which we discuss shortly. Using (5.239) in (5.236)-(5.238)
we find that the leading term L(n, r) satisfies
2L(n, r)− L(n+ 1, r)− L(n− 1, r) = 0, r ≥ 0, (5.240)
2L(0, r)− L(1, r)−L(0, r − 1) = 0, r ≥ 1, (5.241)
with the corner condition
2L(0, 0)−L(1, 0) = 0. (5.242)
The correction term L(1)(n, r) also satisfies (5.240)-(5.242).
The general solution to (5.240) is L(n, r) = V(r) + nW(r) and we then
obtain from (5.241) and (5.242)
V(r)− V(r − 1) =W(r), r ≥ 1, (5.243)
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and
V(0) =W(0), (5.244)
which implies that L(n, 0) = (n + 1)V(0). A similar argument can be used
to determine L(1)(n, r) as V(1)(r) + nW(1)(r) so we write the expansion on
the (n, r) scale as
L(n, r; m) ∼ 1
m3/2
√
logm
{ V(0) +
r∑
l=1
W(l) + nW(r)
+
1
logm
[
V(1)(0) +
r∑
l=1
W(1)(l) + nW(1)(r)
]
} (5.245)
for r ≥ 1, and
L(n, 0; m) ∼ n+ 1
m3/2
√
logm
[
V(0) + 1
logm
V(1)(0)
]
. (5.246)
Now we try to match (5.245) and (5.246) to (5.230) and (5.235), noting
that n = ξ˜
√
m logm. On the ξ˜ scale L(n, 0) in (5.246) becomes O(m−1)
which is of the same order as (5.235), but the expansions cannot match
since (5.246) will be linear in n (or ξ˜), while (5.235) does not vanish as ξ˜ →
0. Problems also arise in matching the n and ξ˜ scales for r ≥ 1. For a fixed r
and n→∞, the leading term in (5.245) becomesm−3/2(logm)−1/2nW(r) =
m−1ξ˜W(r) which is larger than (5.230) by a factor of logm. We must thus
set W(r) = 0. We can match (5.230) to the correction term in (5.245) by
settingW(1)(r) = ae−a/(√2πr). Then we would have, for r ≥ 1,
L(n, r; m) ∼ 1
m3/2
√
logm
{
V(0) + 1
logm
[(
n
r
+
r∑
l=1
1
l
)
ae−a√
2π
+ V(1)(0)
]}
,
(5.247)
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and
L(n, 0; m) ∼ n+ 1
m3/2
√
logm
[
V(0) + 1
logm
V(1)(0)
]
. (5.248)
We have verified, by numerical computations, that the order of magni-
tude of π(k, r) on the (n, r) scale does seem to be O(m−3/2(logm)−1/2), that
π(k, 0) is approximately proportional to n + 1, and that π(k, r) is approxi-
mately constant for r ≥ 1 and k = m−O(1). However, the problems with
the matching suggest that there is yet another scale in the problem, which
corresponds to n → ∞ and ξ˜ → 0. We have not been able to identify this
new scale.
To summarize this subsection, we obtained results for π(k, r) on the
(ξ¯, r) scale, treating separately the cases ξ¯ >
√
r, ξ¯ ∼ √r, and ξ¯ < √r,
for r ≥ 1. For r = 0 we gave results for ξ¯ > 1, ξ¯ ∼ 1, and ξ¯ < 1. For
ξ˜ = ξ¯
√
logm = O(1)we obtained the simplified result in (5.230) for π(k, r)
for r ≥ 1. For π(k, 0), (5.235) applies on the ξ˜ scale. On the (n, r) scale we
obtained (5.247) for r ≥ 1 and (5.248) for r = 0. However, there is still a
”gap” in the asymptotics between the n and ξ˜ scale, a gap which we have
not been able to fill.
6 Numerical Studies
We assess the accuracy of some of the asymptotic formulas we obtained.
In Table 1 and Table 2 we test our asymptotic results for m →∞ with
a fixed ρ < 1. Table 1 has π(0, 1), where (3.16) applies with k = 0 and
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r = 1, π(m/2, 1), where (3.14) applies with x = 1/2 and r = 1, and π(m, 0),
where (3.20) applies with n = 0. We consider ρ = 0.5 and increase m from
10 to 30. The agreement is not particularly good for (k, r) = (0, 1) but does
improve significantly asm increases. For (k, r) = (m/2, 1) (boundary layer
near y = 0 in subsection 4.2) and (k, r) = (m, 0) (corner layer in subsection
4.3) the agreement is good even for m = 10, with errors of at most 10%.
In Table 4, we consider (k, r) = (0, m), (m/2, m), (m,m), so that y = 1
and x =0, 1/2, 1. The asymptotic formulas that apply are now (3.9) (with
(3.10)-(3.13)), (3.1) (with (3.2) - (3.7)), and (3.8) (with x = y = 1). We again
consider ρ = 0.5 and m = 10, 20, 30. Now we obtain generally excellent
agreement, with the worst error in Table 2 being about 3%, which occurs
for k = 0 and r = m = 10.
These comparisons show that the asymptotics agree reasonably well
with the exact numerical values of π(k, r). The comparisons also clearly
demonstrate the necessity of analyzing separately the different ranges of
(k, r), whenm→∞.
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Table 1
ρ = 0.5 ; (k, r) = (0, 1), (m/2, 1), (m, 0) ; 10 ≤ m ≤ 30.
(k, r) m exact asymptotic
(0, 1) 10 5.83× 10−6 9.76× 10−6
20 1.78× 10−9 2.38× 10−9
30 8.43× 10−13 1.03× 10−12
(m/2, 1) 10 8.57× 10−5 7.81× 10−5
20 7.92× 10−8 7.62× 10−8
30 7.61× 10−11 7.45× 10−11
(m, 0) 10 2.71× 10−4 2.44× 10−4
20 2.51× 10−7 2.38× 10−7
30 2.41× 10−10 2.32× 10−10
Table 2
ρ = 0.5 ; (k, r) = (0, m), (m/2, m), (m,m) ; 10 ≤ m ≤ 30.
(k, r) m exact asymptotic
(0, m) 10 7.59× 10−13 7.40× 10−13
20 3.64× 10−25 3.59× 10−25
30 1.52× 10−37 1.51× 10−37
(m/2, m) 10 4.86× 10−9 4.81× 10−9
20 4.93× 10−17 4.90× 10−17
30 5.02× 10−25 5.00× 10−25
(m,m) 10 3.67× 10−7 3.57× 10−7
20 3.45× 10−13 3.41× 10−13
30 3.28× 10−19 3.25× 10−19
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