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In this paper, we deﬁne the Orlicz zonotopes Zφ . Using the notion of shadow systems,
we give a sharp upper estimate for the volume of Zφ and a sharp lower estimate for the
volume of the polar of Zφ in terms of the volume of Z1.
© 2012 Elsevier Inc. All rights reserved.
1. Introduction
A convex body K in Euclidean n-space Rn is a compact convex set. If the origin is an interior point of K , then its polar
body K ∗ is deﬁned by
K ∗ = {x ∈Rn: 〈x, y〉 1 for all y ∈ K},
where 〈x, y〉 denotes the standard inner product of x and y in Rn .
A convex body K is uniquely determined by its support function deﬁned by
hK (u) = max
x∈K 〈x,u〉, for u ∈R
n.
If K is an origin-symmetric convex body, then the linearly invariant product of volumes
V (K )V
(
K ∗
)
is called the volume product of K , where V (K ) is the volume of K .
The Blaschke–Santaló inequality characterizes ellipsoids as the only maximizers of the volume product. The Mahler
conjecture for origin-symmetric convex bodies states that:
V (K )V
(
K ∗
)
 4
n
n! ,
with equality for parallelotopes and their polars (and other bodies). Mahler established this inequality for n = 2. Reisner
[23,24] proved that the Mahler conjecture holds for zonoids. A new proof of Reisner’s inequality was given by Gordon,
Meyer and Reisner [10] and by Campi and Gronchi [9].
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symmetric bodies K ,
V (K )V
(
K ∗
)
 cnω2n,
where ωn is the volume of the unit ball in Rn . Recently, Kuperberg [16] provided an explicit value for c. For other recent
important contributions to the Mahler conjecture we refer to [5,15,22].
A zonotope is a convex polytope in Rn given by the Minkowski sum of a ﬁnite number of segments. A zonoid is a limit
of a sequence of zonotopes in the Hausdorff metric.
For p  1 the Lp-zonotope Zp [26] is deﬁned by
hZp (u) =
[
m∑
i=1
∣∣〈u, vi〉∣∣p
]1/p
, u ∈Rn.
Ball [1,2], Barthe [3,4], Lutwak, Yang and Zhang [18] gave sharp upper and lower volume estimates for Zp and Z∗p under the
assumption that the set of segments is isotropic (see also [21,27]).
Campi and Gronchi [9] considered the same problem under a different constraint: these authors dealt with the linearly
invariant functionals
V (Z1)
V (Zp)
and V
(
Z∗p
)
V (Z1),
and proved that their minimum is attained when Z1 is a parallelotope.
In this paper, we deal with an Orlicz extension of zonotopes. Motivated by results of Haberl et al. [12–14] and Ludwig
and Reitzner [17], Lutwak, Yang and Zhang recently introduced the notions of Orlicz projection bodies and Orlicz centroid
bodies. It was shown in [19,20,29] that a study of the Orlicz Petty projection inequality and Orlicz centroid inequality leads
to the Orlicz Brunn–Minkowski theory which is a natural extension of the Lp Brunn–Minkowski theory. Work of Haberl et
al. [11] solves the even Orlicz Minkowski problem.
Let C be the class of convex functions φ : [0,∞) → [0,∞) such that φ(0) = 0 and φ is strictly increasing on [0,∞).
It therefore has an inverse φ−1 : φ((0,∞)) → (0,∞), where φ−1 is a concave function, φ−1(0) = 0 and φ−1 is strictly
increasing on [0,∞). Suppose that Λ = {v1, v2, . . . , vm} is a ﬁnite set of pairwise nonparallel vectors that span Rn . The
Orlicz zonotope Zφ(Λ) is deﬁned as the body whose support function is given by
hZφ(Λ)(u) = inf
{
λ > 0:
m∑
i=1
φ
( |〈u, vi〉|
λ
)
 1
}
for u ∈Rn. (1.1)
If p  1 and φ = t p , then it turns out that Zφ(Λ) = Zp(Λ).
Inspired by the work of Campi and Gronchi [9], we will prove the following theorems:
Theorem 1.1. Let φ ∈ C . For every ﬁnite set Λ of vectors spanning Rn,
V (Z1(Λ))
V (Zφ(Λ))
 V (Z1(E))
V (Zφ(E))
,
where E is an orthonormal basis of Rn.
Theorem 1.2. Let φ ∈ C . For every ﬁnite set Λ of vectors spanning Rn,
V
(
Z1(Λ)
)
V
(
Z∗φ(Λ)
)
 V
(
Z1(E)
)
V
(
Z∗φ(E)
)
,
where E is an orthonormal basis of Rn.
The paper is organized as follows. In Section 2, we will give various properties of the Orlicz zonotopes. In Section 3, we
prove the main theorems.
2. The Orlicz zonotopes
The setting of this paper is the Euclidean n-dimensional space Rn . We write e1, e2, . . . , en for the standard orthonormal
basis of Rn . Let Sn−1 denote the unit sphere.
We say that the sequence φi → φ, where φi, φ ∈ C , provided that
|φi − φ|I := max
t∈I
∣∣φi(t) − φ(t)∣∣→ 0
for every compact interval I ⊂R.
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follows that the function
λ 
→
m∑
i=1
φ
( |〈u, vi〉|
λ
)
is strictly decreasing on [0,∞). Thus from (1.1), we have
Lemma 2.1. Suppose φ ∈ C and Λ = {v1, v2, . . . , vm} spans Rn. If u0 ∈Rn \ {0}, then
m∑
i=1
φ
( |〈u0, vi〉|
λ0
)
= 1 ⇔ hZφ(Λ)(u0) = λ0.
The next lemma shows that hZφ(Λ) is in fact a support function.
Lemma 2.2. Suppose φ ∈ C and Λ = {v1, v2, . . . , vm} spans Rn. Then the function hZφ(Λ) is the support function of a convex body
Zφ(Λ) that contains the origin in its interior.
Proof. We will show that hZφ(Λ) is a sublinear function. It follows from deﬁnition (1.1) that for all u ∈Rn and, for c > 0,
hZφ(Λ)(cu) = chZφ(Λ)(u).
Next we show that, for u1,u2 ∈Rn ,
hZφ(Λ)(u1 + u2) hZφ(Λ)(u1) + hZφ(Λ)(u2).
Let hZφ(Λ)(ui) = λi , for i = 1,2. By Lemma 2.1, we have
m∑
i=1
φ
( |〈u1, vi〉|
λ1
)
= 1
and
m∑
i=1
φ
( |〈u2, vi〉|
λ2
)
= 1.
The convexity of the function φ shows that
φ
( |〈(u1 + u2), vi〉|
λ1 + λ2
)
 φ
( |〈u1, vi〉| + |〈u2, vi〉|
λ1 + λ2
)
 λ1
λ1 + λ2 φ
( |〈u1, vi〉|
λ1
)
+ λ2
λ1 + λ2 φ
( |〈u2, vi〉|
λ2
)
.
Summing both sides of the above inequality with respect to i = 1, . . . ,m shows that
m∑
i=1
φ
( |〈(u1 + u2), vi〉|
λ1 + λ2
)
 1.
From deﬁnition (1.1), the above inequality gives
hZφ(Λ)(u1 + u2) λ1 + λ2.
The fact that hZφ(Λ)(ui) = λi gives the desired result. Zφ(Λ) contains the origin in its interior since limt→∞ φ(t) = ∞. 
The next lemma is easily obtained using the deﬁnition of Orlicz zonotopes. It demonstrates the linear nature of the Orlicz
zonotopes.
Lemma 2.3. Suppose φ ∈ C , Λ = {v1, v2, . . . , vm} spans Rn and A ∈ GL(n), then
Zφ(AΛ) = AZφ(Λ).
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The notion of shadow system plays an important role in proving our theorems. It was deﬁned by Rogers and Shephard
[25,28]. A shadow system Xt of points from Rn is a family of sets which can be deﬁned as follows:
Xt = {xi + tai v}i∈I ,
where t ∈ [t1, t2], xi, v ∈ Rn , ai ∈ R, and I is an arbitrary set of indices. Here t can be seen as a time-like parameter and ai
as the speed of the point xi along the direction v . Shadow systems of convex bodies are convex hulls of shadow systems of
points.
Let Λ = {v1, v2, . . . , vm} a ﬁnite set of vectors spanning Rn with m > n and no parallel vectors. Suppose that
v2, v3, . . . , vm span Rn . Following the ideas of Campi and Gronchi [9], deﬁne Λt = {ω1,ω2, . . . ,ωm}, where
ω1 = (1+ at)v1,
ωi = vi − tv1 〈v1, vi〉‖v1‖2 . (3.1)
Here t varies in [− 1a ,1],
a =
∑
2i1<i2<···<inm |[vi1 , vi2 , . . . , vin ]|∑
2i2<i3<···<inm |[v1, vi2 , . . . , vin ]|
and [vi1 , vi2 , . . . , vin ] denotes the determinant of the matrix whose rows are vi1 , vi2 , . . . , vin .
To prove the main theorem, the following lemma will be needed.
Lemma 3.1. (See [9].) Let Λ = {v1, v2, . . . , vm} and Λt = {ω1,ω2, . . . ,ωm}. Then
V
(
Z1(Λt)
)= V (Z1(Λ))
for every t ∈ [− 1a ,1].
Note that at the endpoints of the movement, Z1(Λ− 1a ) is the sum of m − 1 segments and the cylinder Z1(Λ1) is the
sum of m − 1 segments orthogonal to v1 and a segment parallel to v1. It was shown in [9] that this reduction process can
be applied to every zonotope which is not an aﬃne image of an n-cube. After ﬁnitely many repetitions of this process to a
zonotope corresponding to an endpoint of the movement, one obtains an aﬃne image of an n-cube.
We shall require the following lemma which was proved in [7]. It characterizes shadow systems.
Lemma 3.2. (See [7].) Let Ht , t ∈ [t1, t2], be a one-parameter family of convex bodies such that Ht |v⊥ is independent of t. Assume the
bodies Ht are deﬁned by
Ht =
{
x+ yv: x ∈ Ht |v⊥, y ∈R, ft(x) y  gt(x)
}
, ∀t ∈ [t1, t2],
for suitable functions ft , gt . Then Ht , t ∈ [t1, t2] is a shadow system of convex sets along the direction v if and only if for every
x ∈ Ht |v⊥ ,
(i) gt(x) and − ft(x) are convex functions of the parameter t in [t1, t2],
(ii) fλr+(1−λ)s(x) λgr(x) + (1− λ) f s(x) gλr+(1−λ)s(x), for every r, s ∈ [t1, t2], λ ∈ [0,1].
We will follow the ideas of Campi and Gronchi [9] to prove the following theorem.
Theorem 3.3. Let φ ∈ C and suppose that Λt , t ∈ [t1, t2] is a shadow system of vectors along the direction v. Then Zφ(Λt) is a shadow
system of convex bodies along the same direction.
Proof. We ﬁrst show that hZφ(Λt )(u) is a Lipschitz function of t .
For f :Rn →R, deﬁne ‖ f t‖φ by
∥∥ f t∥∥
φ
= inf
{
λ > 0:
m∑
i=1
φ
( | f (vi + tai v)|
λ
)
 1
}
.
From the deﬁnition of ‖ · ‖φ , we have
∥∥ f t∥∥
φ
= λ1 ⇔
m∑
φ
( | f (vi + tai v)|
λ1
)
= 1i=1
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‖gt‖φ = λ2 ⇔
m∑
i=1
φ
( |g(vi + tai v)|
λ2
)
= 1,
for f , g :Rn →R such that ‖ f t‖φ and ‖gt‖φ are positive.
The convexity of φ gives
φ
( | f (vi + tai v) + g(vi + tai v)|
λ1 + λ2
)
 λ1
λ1 + λ2 φ
( | f (vi + tai v)|
λ1
)
+ λ2
λ1 + λ2 φ
( |g(vi + tai v)|
λ2
)
.
Summing both sides of the above inequality with respect to i = 1, . . . ,m, gives
m∑
i=1
φ
( | f (vi + tai v) + g(vi + tai v)|
λ1 + λ2
)
 1.
From the deﬁnition of ‖ · ‖φ , we have∥∥ f t + gt∥∥
φ
 λ1 + λ2 =
∥∥ f t∥∥
φ
+ ∥∥gt∥∥
φ
, (3.2)
that is∣∣∥∥ f t∥∥
φ
− ∥∥gt∥∥
φ
∣∣ ∥∥ f t − gt∥∥
φ
.
Since hZφ(Λt )(u) = ‖〈u, vi〉 + tai〈u, v〉‖φ , one obtains∣∣hZφ(Λs1 )(u) − hZφ(Λs2 )(u)∣∣ ∥∥ai〈u, v〉∥∥φ |s1 − s2|
for s1, s2 ∈ [t1, t2].
Since the orthogonal projection of Zφ(Λt) onto v⊥ is independent of t , to prove our theorem it is suﬃcient to show that
the family Zφ(Λt) satisﬁes conditions (i) and (ii) of Lemma 3.2.
Since Zφ(Λt) is origin-symmetric, for every t ∈ [t1, t2], we have
Zφ(Λt) =
{
x+ yv: x ∈ (Zφ(Λt1))∣∣v⊥, −gt(−x) y  gt(x)},
where x 
→ gt(x) is a concave function for x ∈ Zφ(Λt1 )|v⊥ .
From the deﬁnition of the support function, we have
z ∈ Zφ(Λt) ⇔ 〈z,u〉 hZφ(Λt )(u)
for every u ∈Rn , so
gt(x) = sup
{
λ ∈R: 〈x+ λv,u〉 hZφ(Λt )(u), ∀u ∈Rn
}
= sup{λ ∈R: λ〈u, v〉 hZφ(Λt )(u) − 〈x,u〉, ∀u ∈Rn}
for every x ∈ Zφ(Λt1 )|v⊥ .
Since the support function and scalar product are homogeneous of degree 1, we can suppose |〈u, v〉| = 1. Due to the fact
that vectors u with a non-positive scalar product with v provide no bounds for λ, we have
gt(x) = sup
{
λ ∈R: λ hZφ(Λt )(ω + v) − 〈x,ω + v〉, ∀ω ∈ v⊥
}
= inf
ω∈v⊥
{
hZφ(Λt )(ω + v) − 〈x,ω〉
}
.
Since t 
→ gt(x) is a Lipschitz function of t , and gt(x) is convex if
2g t1+t2
2
(x) gt1(x) + gt2(x)
for every t1, t2 in its range.
From (3.2) we have
2g t1+t2
2
(x) = inf
u∈v⊥
{
hZφΛ t1+t2
2
(2u + 2v) − 〈x,2u〉}
= inf
u∈v⊥
{∥∥〈2u + 2v, vi〉 + ai(t1 + t2)∥∥φ − 〈x,2u〉}
= inf
⊥
{∥∥〈u1 + u2 + 2v, vi〉 + ai(t1 + t2)∥∥φ − 〈x,u1 + u2〉}u1,u2∈v
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u1,u2∈v⊥
{∥∥〈u1 + v, vi〉 + ait1∥∥φ + ∥∥〈u2 + v, vi〉 + ait2∥∥φ − 〈x,u1 + u2〉}
= inf
u1∈v⊥
{∥∥〈u1 + v, vi〉 + ait1∥∥φ − 〈x,u1〉}+ infu2∈v⊥
{∥∥〈u2 + v, vi〉 + ait2∥∥φ − 〈x,u2〉}
= gt1(x) + gt2(x).
Hence the condition (i) of Lemma 3.2 holds.
Next we will verify the condition (ii) of Lemma 3.2. By (3.2), we have
(1− λ)gs(−x) = inf
u∈v⊥
{
(1− λ)hZφΛs (u + v) +
〈
x, (1− λ)u〉}
= inf
u∈v⊥
{∥∥(1− λ)〈u + v, vi〉 + ai(1− λ)s∥∥φ + 〈x, (1− λ)u〉}
= inf
u1,u2∈v⊥
{∥∥〈u2 − λu1 + v − λv, vi〉 + ai[(1− λ)s + λr − λr]∥∥φ + 〈x,u2 − λu1〉}
 inf
u1,u2∈v⊥
{∥∥〈u2 + v, vi〉 + ai[λr + (1− λ)s]∥∥φ + ∥∥〈−λu1 − λv, vi〉 − aiλr∥∥φ + 〈x,u2 − λu1〉}
= inf
u1∈v⊥
{
λ
∥∥〈u1 + v, vi〉 + air∥∥φ − λ〈x,u1〉}+ infu2∈v⊥
{∥∥〈u2 + v, vi〉 + ai[λr + (1− λ)s]∥∥φ + 〈x,u2〉}
= λgr(x) + gλr+(1−λ)s(−x).
This concludes the proof of the ﬁrst inequality of (ii). The second inequality follows by interchanging r with s, λ with 1− λ
and x with −x. 
We will need the following lemmas.
Lemma 3.4. (See [8].) Let K be a convex body in Rn. If Kt is a shadow system of origin symmetric convex bodies in Rn, then V (K ∗t )−1
is a convex function of t.
Lemma 3.5. (See [25,28].) Let K be a convex body in Rn, if Kt is a shadow system of convex bodies in Rn, then V (Kt) is a convex
function of t.
Theorem 3.6. Let φ ∈ C . For every ﬁnite set Λ of vectors spanning Rn,
V (Z1(Λ))
V (Zφ(Λ))
 V (Z1(E))
V (Zφ(E))
,
where E is an orthonormal basis of Rn.
Proof. Let Λ = {v1, v2, . . . , vm} be set of m > n vectors and suppose that v2, v3, . . . , vm span Rn . Deﬁne the shadow system
as in (3.1), then Zφ(Λt) is a shadow system by Theorem 3.3. From Lemma 3.5 we have that V (Zφ(Λt)) is a convex function
of t . This, together with Lemma 3.1 shows that the function V (Z1(Λt ))V (Zφ(Λt )) attains its minimum at one of the endpoints of
[− 1a ,1]. After ﬁnitely many iterations, Λt becomes a parallelotope E , which completes the proof. 
Theorem 3.7. Let φ ∈ C . For every ﬁnite set Λ of vectors spanning Rn,
V
(
Z1(Λ)
)
V
(
Z∗φ(Λ)
)
 V
(
Z1(E)
)
V
(
Z∗φ(E)
)
,
where E is an orthonormal basis of Rn.
Proof. Let Λ = {v1, v2, . . . , vm} be set of m > n vectors and suppose that v2, v3, . . . , vm span Rn . Deﬁne the shadow system
as in (3.1). Then Zφ(Λt) is a shadow system by Theorem 3.3. Lemma 3.1 and Lemma 3.4 show that [V (Z1(Λt))V (Z∗φ(Λt))]−1
is a convex function of t , hence [V (Z1(Λt))V (Z∗φ(Λt))]−1 attains its maximum at one of the endpoints of [− 1a ,1]. After
ﬁnitely many iterations, Λt becomes a parallelotope E , which concludes the proof. 
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