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Abstract

The use of underwater acoustics can be an important component in obtaining information from
the oceans of the world. It is desirable (but difficult) to compile an acoustic catalog of sounds
emitted by various underwater objects to complement optical catalogs. For example, the current
visual catalog for whale tail flukes of large marine mammals (whales) can identify even
individual whales from their individual fluke characteristics. However, since sperm whales,
Physeter microcephalus, do not fluke up when they dive, they cannot be identified in this
manner. A corresponding acoustic catalog for sperm whale clicks could be compiled to identify
individual sperm whales. A first step for recorded underwater acoustic data is usually noise
removal. In this paper we will be using both Fourier and wavelet methods to remove undesirable
noise in an attempt to identify unique sperm whale signals.

The Fourier wavelet based regularized deconvolution (ForWaRD) algorithm is a combination of
Fourier deconvolution and wavelet denoising Herrera et al. (2002). This computational
algorithm uses wavelet thresholding; Weiner Fourier deconvolution; and wavelet decomposition
with two different wavelet choices. The methods used in the ForWaRD algorithm have been
extended (XForWaRD) to achieve the goal of identifying individual sperm whales for an
acoustic catalog---a challenging signal processing problem.

The research described here extends the ForWaRD algorithm to be used with recently acquired
broadband underwater acoustic data from sperm whales (primarily females and calves) in the
northern Gulf of Mexico. Several additional extensions are needed for the algorithm to yield the
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best results. Applying wavelet denoising and Fourier deconvolution allows smoothing of the
data and separating the signal from the impulse response. Results indicate that the extension
using other methods of Fourier deconvolution improves the percent error in data reconstruction
with the underwater acoustic data. Other extensions are employed to the type of wavelet
thresholding, the wavelet choice improves the quality of the results. The exact extensions to the
algorithm (XForWaRD) along with the results are outlined and described. It is shown how the
proposed extensions produce significantly superior results by comparing methods and producing
the percent (reconstruction) error for each.

Keywords: Signal processing, Underwater Acoustics, Fourier Analysis, Wavelet Analysis,
Deconvolution, Noise Removal
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Chapter 1: Introduction
Deconvolution of a discretely measured signal is an ill-posed computational problem. One
deconvolution technique is termed Fourier division because it gives the desired signal by
performing term by term division of the observed signal by the transfer function. If any term of
the transfer function is zero then the solution is mathematically undefined. This dissertation will
explore and compare solutions to the problem, including classical Fourier, wavelet, and a
combination of Fourier and wavelet techniques. Classical Fourier deconvolution has been
explored in various papers: Ioup (1968), Hill and Ioup 1976), Tikhonov and Arsenin (1977),
Ioup and Ioup (1983), Bracewell (2000), Stoica and Moses (2005), and Levin et al. (2011).
Wavelet analysis has been explored by: Donoho et al. (1995), Strang and Nguyen (2009), and
Keng et al. (2013). In this dissertation the methods of the earlier research will be used and
extended to create a new algorithm to separate and enhance an original transmitted signal from
the observed signal and the transfer function.

These extensions to signal processing of recorded marine mammal acoustic data are investigated
thoroughly in this dissertation. The data were collected from the northern Gulf of Mexico in
June and July of 2017, consisting of passive acoustic recordings; sample rate 192,000 samples
per second, maximum frequency 96 kilohertz, total time recorded 102 continuous sequential
days.

This research is constrained to investigate only sperm whale, Physeter microcephalus, signals,
although many other marine mammals, fish, shipping, seismic exploration, and other underwater
noises/sounds were of course recorded simultaneously. The sperm whales were selected because
1

they have the loudest (high intensity) signal, and the hydrophones (recording devices) can most
easily record the signal. Another reason for using sperm whale data is to create an acoustic
catalog of sperm whale signals to identify each individual sperm whale in the Gulf of Mexico.
This is important because unlike other whales they do not fluke up their tails when diving so that
we cannot identify them by their tail markings, as done with visual catalogs of other marine
mammal tails.

Each click or signal produced by a sperm whale is approximately three milliseconds in length.
The recording devices have a sampling rate of 196 kilohertz, which means that the recording
devices record 196,000 samples per second. All of the recorded data used in this research is 577
samples or points and thus, each signal is approximately 3.05 ms in time. I analyzed over 500
sperm whale signals. The results for the same signal for each method are shown to enable a
comparison between methods possible, described below. Differences between individual whales
are noted when appropriate.

Chapter 2 presents outlines of various classical methods for deconvolving data: Fourier division,
Weiner deconvolution, blind deconvolution, least squares, and van Cittert. Each of these
methods will provide a different approach to solving the mathematical problem of having to
divide by zero. Each of these methods is applied to the marine mammal acoustical data with the
results compared to show the various strengths and weakness of the different methods of
deconvolution to remove noise from the signal as well as to? deconvolve.

2

In chapter 3, Wavelet Transforms and applications are presented to show how noise can be
removed from a signal and the signal quality improved by these methods. This is accomplished
by using wavelet decomposition and thresholding. I will again use marine mammal acoustic
signals for testing, comparing results and various techniques. Wavelet Transform results will
also be compared to those obtained using the Fourier Transform.

Chapter 4 combines aspects of chapters 1 and 2 into a single computational technique, Fourier
Wavelet Regularized Deconvolution, created by Neelemani et al. (2004). ForWaRD takes one of
the Fourier methods, Wiener deconvolution, and combines it with wavelet decomposition and
thresholding to denoise the signal. Applying these two methods to a marine mammal acoustic
signal allows comparison of results with both Fourier and wavelet signal processing techniques.

Chapter 5 shows this dissertation’s contribution to the field with a new extended XForWaRD
algorithm developed and applied to help solve the marine mammal signal enhancement problem.
The changes to the deconvolution techniques are outlined, and it is shown that they greatly
improve the results for underwater acoustics. It is also shown that (1) wavelet choice is
extremely important, and that (2) one must use hard thresholding when working with underwater
acoustic data. Results will be provided comparing the new XForWaRD extensions to the
observed marine mammal signal as well as the results of the original ForWaRD algorithm.

The ultimate goal of this research is to identify the best denoising and deconvolving method(s) to
apply to marine mammal data. In this way, computational and human time can be reduced when
analyzing such signals.

3

Chapter 2: Fourier Analysis

The Fourier transform is a mathematical operation that takes data from the time domain to the
frequency domain. Bracewell (2000) defines the continuous Fourier transform as Eq. (2.1) and
its inverse as Eq. (2.2):
∞

𝐹(𝑓) = ∫ 𝑓(𝑡)𝑒 −𝑖2𝜋𝑓𝑡 𝑑𝑡

(2.1)

−∞
∞

𝑓(𝑡) = ∫ 𝐹(𝑓)𝑒 𝑖2𝜋𝑓𝑡 𝑑𝑓

(2.2)

−∞

where t is the time and f is the frequency.
The discrete Fourier transform Eq. (2.3) and its inverse Eq. (2.4):
𝑁⁄2−1

𝐹(𝑓) = 𝑁 −1 ∑ 𝑓(𝑡)𝑒 −𝑖2𝜋𝑓𝑡⁄𝑁

(2.3)

𝑡=−𝑁⁄2
𝑁⁄2−1

𝑓(𝑡) = ∑ 𝐹(𝑓)𝑒 𝑖2𝜋𝑓𝑡⁄𝑁

(2.4)

𝑡=−𝑁⁄2

where N is the number of points. The same symbols for frequency (f) and time (t) are used in the
discrete equations as they are in discrete intervals with N points. Since the underwater acoustic
data used for the data analysis are causal, then a modified version of the discrete Fourier
transform and its inverse will be used here in Eq. (2.5) and (2.6) as:
𝑁−1

𝐹(𝑓) = 𝑁

−1

∑ 𝑓(𝑡)𝑒 −𝑖2𝜋𝑓𝑡⁄𝑁

(2.5)

𝑡=0
𝑁−1

𝑓(𝑡) = ∑ 𝐹(𝑓)𝑒 𝑖2𝜋𝑓𝑡⁄𝑁
𝑡=0
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(2.6)

The total number of points is still N but instead of [− 𝑁⁄2 , 𝑁⁄2 − 1] we use the interval
[0, 𝑁 − 1]. Both have the same number of points: −1 − (−𝑁⁄2) = 𝑁 − 1 = 𝑁 − 1 − 0.
One of the fundamental ideas of signal processing is convolution, when two functions (signals)
are mixed or intertwined together. Mathematically, it is a method of multiplying the functions
and calculating the area under the resulting shifted function at each sample. Other uses of
convolution are: smoothing, finding a weighted running mean, any action by an observing
instrument, smearing, blurring, etc. When two functions or signals are convolved the resulting
output is smoother and wider than either of the two convolved functions or signals. For sampled
data we have the following relationship: the length of the convolution is the sum of lengths of the
two functions or signals minus 1 (𝑁𝑓 + 𝑁ℎ − 1 = 𝑁𝑓∗ℎ ). Convolution is defined for continuous
functions as Eq. (2.7) and for discrete functions as Eq. (2.8):
∞

𝑓(𝑡) ∗ ℎ(𝑡) = ∫ 𝑓(𝑢)ℎ(𝑡 − 𝑢)𝑑𝑢

(2.7)

−∞
𝑁−1

𝑓(𝑡) ∗ ℎ(𝑡) = ∑ 𝑓(𝑢)ℎ(𝑡 − 𝑢)

(2.8)

𝑢=0

where h(t) is usually considered the impulse response of the underlying signal or system. The
Convolution Theorem used in Fourier signal processing states: if 𝑓(𝑡) ⊃ 𝐹(𝑓) and ℎ(𝑡) ⊃ 𝐻(𝑓)
then, 𝑓(𝑡) ∗ ℎ(𝑡) ⊃ 𝐹(𝑓)𝐻(𝑓), where ⊃ represents the Fourier transform operator (Bracewell,
2000). This is significant because it allows one to work in either the time domain or the
frequency domain to obtain equivalent results. In the frequency domain, the result of a
convolution is just the complex product of the Fourier transform. Therefore, it can often be
easier to work in this domain because a simple product is easier to deal with mathematically and
computationally than a time domain convolution. It should be noted that the converse is also
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true, if functions are convolved in the frequency domain, the inverse Fourier transform will then
produce the product of the signals in the function domain Bracewell (2000).

The proof of the theorem is straightforward. Recall for sampled data using Eq. (2.5) and Eq.
(2.8)
𝑁−1

𝐹(𝑓) = ∑ 𝑓(𝑡)𝑒 −2𝜋𝑓𝑡⁄𝑁
𝑡=0
𝑁−1

𝐻(𝑓) = ∑ ℎ(𝑡)𝑒 −2𝜋𝑓𝑡⁄𝑁
𝑡=0
𝑁−1

𝑓(𝑡) ∗ ℎ(𝑡) = ∑ 𝑓(𝑢)ℎ(𝑡 − 𝑢)
𝑢=0

Now we take the Fourier transform of 𝑓(𝑡) ∗ ℎ(𝑡)
𝑁−1

𝑁−1

𝑓(𝑡) ∗ ℎ(𝑡) = ∑ (∑ 𝑓(𝑢)ℎ(𝑡 − 𝑢)) 𝑒 −𝑖2𝜋𝑓𝑡⁄𝑁
𝑡=0

𝑢=0

𝑙𝑒𝑡 𝑣 = 𝑡 − 𝑢 → 𝑡 = 𝑣 + 𝑢
𝑁−1

𝑁−1

𝑓(𝑡) ∗ ℎ(𝑡) = ∑ (∑ 𝑓(𝑢)ℎ(𝑣)) 𝑒 −𝑖2𝜋𝑓(𝑣+𝑢)⁄𝑁
𝑡=0
𝑁−1

𝑢=0

𝑁−1

𝑓(𝑡) ∗ ℎ(𝑡) = ∑ (∑ 𝑓(𝑢)ℎ(𝑣)) 𝑒 −𝑖2𝜋𝑓𝑣⁄𝑁−𝑖2𝜋𝑓𝑢⁄𝑁
𝑡=0

𝑢=0

Decompose the exponential
𝑁−1

𝑁−1

𝑓(𝑡) ∗ ℎ(𝑡) = ∑ (∑ 𝑓(𝑢)ℎ(𝑣)) 𝑒 −𝑖2𝜋𝑓𝑣⁄𝑁 𝑒 −𝑖2𝜋𝑓𝑢⁄𝑁
𝑣=0

𝑢=0

rearrange and collect like terms together under the summations
6

𝑁−1

𝑁−1

𝑓(𝑡) ∗ ℎ(𝑡) = ∑ 𝑓(𝑢)𝑒 −𝑖2𝜋𝑓𝑢⁄𝑁 ∑ ℎ(𝑣)𝑒 −𝑖2𝜋𝑓𝑣⁄𝑁
𝑢=0

𝑣=0

Each summation is the same form as Eq. (1.5) and thus, the Fourier transform of that function is
𝑓(𝑡) ∗ ℎ(𝑡) = 𝐹(𝑓)𝐻(𝑓)∎
For sampled data the product in the transform domain is term by term multiplication. For
example, 𝐹(𝑓)𝐻(𝑓) = {𝐹1 𝐻1 , 𝐹2 𝐻2 , … , 𝐹𝑁 𝐻𝑁 }. Thus, when applying the Convolution Theorem
Bracewell (2000) with sampled data it is important to pad the functions with zeros before taking
the Fourier transform of each signal so that their lengths are the same as the convolution output.
For example, let 𝑓(𝑡) = {1,1,1,1} and ℎ(𝑡) = {1,0,1,1} then 𝑁𝑓 = 4 = 𝑁ℎ → 𝑁𝑓∗ℎ = 7. But the
Fourier transforms 𝐹(𝑓) and 𝐻(𝑓) would only have 4 terms each and the product will have 7
terms. To solve this problem, we would pad 𝑓(𝑡) and ℎ(𝑡) with zeros at the end, making them
𝑓𝑝 (𝑡) = {1,1,1,1,0,0,0} and ℎ𝑝(𝑡) = {1,0,1,1,0,0,0}. Now their Fourier transforms will have 7
terms each and the product of the Fourier transforms will also have seven terms. The convolution
theorem will work correctly. Padding a function with zeros does not change the Fourier
transform (Bracewell, 2000).

From the Convolution Theorem we can understand the basic idea of Fourier deconvolution. Let
𝑦(𝑡) ⊃ 𝑌(𝑓) and 𝑓(𝑡) ⊃ 𝐹(𝑓) and ℎ(𝑡) ⊃ 𝐻(𝑓). If 𝑦(𝑡) = 𝑓(𝑡) ∗ ℎ(𝑡) then, 𝑌(𝑓) = 𝐹(𝑓)𝐻(𝑓)
then Fourier deconvolution in the transform (or frequency) domain is:
𝐹(𝑓) =

𝑌(𝑓)
𝐻(𝑓)

(2.9)

Deconvolution is an ill posed mathematical problem. This can be seen from Eq. (2.9) because
one of the signals or functions will often have zeros included in the denominator. Dividing by a
7

zero in 𝐻(𝑓) is undefined mathematically. This leads to the question of what to do when that
happens. Several methods of solving the problem of having to divide by zero will be discussed.
Each solution is an estimate or adding a value in to remove the zeros. Because of these
“corrections” the results will not be exactly what the true answer is but an estimate or an
approximation. This is why deconvolution is often caused an ill-posed mathematical problem.

The simplest method is the principal solution (PS), given in Eq. (2.10), which states if 𝐻(𝑓) = 0
then 𝐹(𝑓) = 0 at that point (Ioup and Ioup, 1983; Bracewell and Roberts, 1954). This solution is
an approximation and is one reason that perfect reconstruction is typically not possible.
Consider the Convolution theorem: 𝑦(𝑡) = 𝑓(𝑡) ∗ ℎ(𝑡) → 𝑌(𝑓) = 𝐹(𝑓)𝐻(𝑓). If 𝐻(𝑓) is zero
for any term, then the product of 𝐹(𝑓) and 𝐻(𝑓) is also zero at that term. Hence, 𝑌(𝑓) equals
zero for that term. While 0⁄0 is undefined the assumption is made that because the numerator in
Fourier division is zero then the quotient is also zero.
𝑌(𝑓)
,
𝐹𝑃𝑆 (𝑓) = { 𝐻(𝑓)
0,

𝐻(𝑓) ≠ 0

(2.10)

𝐻(𝑓) = 0

An alternative to the principal solution is to instead of setting the value of 𝐹𝑃𝑆 (𝑓) equal to zero
when 𝐻(𝑓) = 0 instead set it is set to be equal to a small non negative value (𝛽) times the
observed signal (𝐹(𝑓) = 𝛽𝑌(𝑓)).

Blind deconvolution is an iterative method of deconvolving the data when the impulse response
is not known (Levin et al., 2011). Blind deconvolution starts with the observed noisy signal 𝑦(𝑡)
that is a convolution of the transmitted signal 𝑥(𝑡) convolved with the transfer function ℎ(𝑡).
The blind deconvolution algorithm will produce 𝑥(𝑡) and an estimated ℎ(𝑡) from 𝑦(𝑡).
8

The MATLAB algorithm used is the maximum likelihood algorithm (MLE) (MathWorks, 2022).
The MLE methodology estimates the parameters for the algorithm in an iterative process. The
parameters are determined so that the transmitted signal is separated from the impulse response.
This algorithm requires two inputs: data (𝑦) and an estimate of the impulse response (ℎ)
(Brooks-Bartlett, 2018). The likelihood equation is defined as 𝐿(𝑥) = ∏𝑁−1
𝑖=1 𝑓(ℎ𝑖 ; 𝑥). To
maximize the equation, we take the first derivative

𝜕𝐿(𝑥)
𝜕𝑥

= 0. Because we know 𝑦 = 𝑥 ∗ ℎ →

𝑌 = 𝑋𝐻. It is often advantageous to take the natural log of 𝑌 = 𝑋𝐻 which then becomes
ln(𝑌) = ln(𝑋) + ln(𝐻). Thus, when taking the derivatives, it is an easier process (PenState,
2022). The final result is that an estimated impulse response as well as the separated signal is
produced. Consider the following diagram (modified from Taboga, 2017):

Input 1:
Value for
estimate h

Input 2:
Value for
data y

function:
blind decon

output:
improved
signal/impulse
response

At each step or iteration the initial guess for h is adjusted to improve the quality of the output
signal. The iterative process is depicted as:
9

Step 1:
guess values
for h

Step 2:
blind decon
of data

Step 3:
Output signal and
new estimated
impulse response

Repeat steps until
desired quality of
signal is achieved

The best way to perform blind deconvolution is to start with one iteration, observe the results,
and then adjust. The goal is to run the algorithm with as few iterations as possible to get
acceptable results. For the underwater marine mammal acoustic data used here it was found that
10 iterations yielded the best results with the fewest iterations. 11 and 12 iterations yielded
quality results, but not discernably better than 10, and at 13 iterations the quality of the
deconvolved data started to decrease. The original estimated values for the impulse response
used was a vector of all 1’s with a size of the observed signal divided by 20. The estimated
impulse response must be shorter than the observed signal that is being deconvolved for the
MATLAB algorithm to run. Multiple values were tried to shorten the length of the impulse
response but 20 was found to be the most efficient factor to shorten by. Again, this is just the
starting point the impulse response is adjusted with each iteration (values and length change).
The blind deconvolution method was applied to 181 sperm whale clicks. Figure (2.1) is a
representative sperm whale click.

10

Fig (2.1). Sperm whale click from the northern Gulf of Mexico. The click is on axis and not
normalized.

The estimated impulse response for each click was slightly different based on the frequency
content of the signal, distance of the signal to the hydrophone, signal to noise ratio (SNR), and
other factors. I then averaged all 181 estimates for the impulse response to get an estimated
impulse response for sperm whale clicks in the northern Gulf of Mexico, shown in figure (2.2).

11

Fig (2.2). The estimated impulse response (ℎ̂𝐵 (𝑡)) for a sperm whale click in the northern
GoM. The results are an average of 181 sperm whale clicks. All clicks are on axis.

The result of using blind deconvolution with the estimated impulse response and the data given
in fig. (1.1) is shown in figure (2.3):

12

Fig (2.3) Results of blind deconvolution with the click given in figure (1.1)

The deconvolution sharpened the peaks of the deconvolved image. The amplitude of the
deconvolved main peak is 0.1684 while that of the observed signal is 0.1221.

Blind deconvolution is a method best used when all that is known is the observed signal. No
other a priori knowledge is required. An estimate is required for the impulse response, and the
more a priori knowledge the better the guess and the fewer iterations and computational time
required.

13

Another method to estimate an impulse response is called the Matched Impulse Response
Estimation (MIRE) method by Michalopoulou (2000). MIRE requires that both the observed
signal 𝑦(𝑡) and the transmitted signal 𝑥(𝑡) are both known. The procedure cross correlates
shown below in Eq (2.11) the transmitted signal and the observed signal - the matched filter
Michalopoulou (2000).

To test this method, synthetic data were used. Figure (2.4) the transmitted signal (a series of
spikes) and figure (2.5) the observed signal.

Fig (2.4) the transmitted signal 𝑥(𝑡) a series of delta randomly generated using Gaussian white
noise with a probability density of 0.1.

14

Fig (2.5). The observed signal 𝑦(𝑡) generated by convolving the transmitted signal the impulse
response.

The observed signal 𝑦(𝑡) is defined as 𝑦(𝑡) = 𝑥(𝑡) ∗ ℎ(𝑡). ℎ̂𝑀 (𝑡) is the cross correlation of 𝑥(𝑡)
and 𝑦(𝑡) as shown in Eq. (2.11) (Bracewell, 2000):
𝑁−1

ℎ̂𝑀 = 𝑥(𝑡) ⋆ 𝑦(𝑡) = ∑ 𝑥(𝜏)𝑦(𝜏 + 𝑡)

(2.11)

𝜏=0

where ⋆ is the mathematical operator representing correlation. The output ℎ̂𝑀 (𝑡) is shown in
figure (2.6)

15

fig (2.6). The estimated impulse responses ℎ̂𝑀 (𝑡) estimated by correlating the transmitted
signal 𝑥(𝑡) and the observed signal 𝑦(𝑡).

Notice that figure (2.6) has a lot more information than is needed to estimate the impulse
response. All of the information for the estimated impulse response is in the central peak. To
remove the side lobes or the extraneous information we will multiply the cross correlation by a
rectangular or boxcar filter Π(𝑡) as defined by Bracewell (2000) in Eq. (2.12):
Π(𝑡) = {

1,
0,

𝑎≤𝑛≤𝑏
𝑒𝑙𝑠𝑒𝑤ℎ𝑒𝑟𝑒
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(2.12)

where a and b are values based on the width of the central peak or lobe. For this simulation 𝑎 =
2497 and 𝑏 = 2627 shown in figure (2.7), which is located by taking the max value of the cross
correlation in Eq (2.11).

fig (2.7). The boxcar filter used to remove the extraneous information from the cross
correlation to obtain ℎ̂(𝑡)
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Figure (2.8) shows the results from MIRE and the filter superimposed on the same axis.

Fig (2.8). The red curve is the boxcar filter and the blue are the results from the MIRE
method.
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The estimated impulse response ℎ̂(𝑡) is seen in figure (2.9):

fig (2.9). The estimated impulse response (ℎ̂𝑀 (𝑡)) of the signal.

The true impulse response used to get the observed signal by convolving the transmitted signal
with the impulse response is seen in figure (2.10):
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fig (2.10). The true impulse response.

To test the accuracy of the results I calculated the error and cross correlated ℎ̂𝐵 (𝑡) and ℎ̂𝑀 (𝑡).
The calculated error is 0.0268 using Eq. (2.13).
error =

|ℎ − ℎ̂𝑀 |
|ℎ|

(2.13)

If the two signals are the same then the output of the cross correlation will be the same as an auto
correlation where the largest value is at the center and the output will be perfectly symmetric.
Figure (2.11) is the correlation of the two signals:
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Fig (2.11). The cross correlation between ℎ̂𝑀 (𝑡) and ℎ(𝑡).

Notice that the correlation between ℎ̂𝑀 (𝑡) and ℎ(𝑡) is close to symmetric but not perfectly
symmetric. The data used is just the observation 𝑦(𝑡); the impuslse response ℎ(𝑡) or the
transmitted signal 𝑥(𝑡) are not known. The central peak is located at point 123 if it was the true
center it would be located at 125. The two side peaks have amplitudes of 0.6132 on the left and
0.6130 on the right. All three of the points are very close but not perfect. This shows that while
not a true autocorrelation the two results from MIRE are very good and very close to the true
impulse response.

21

Applying MIRE to the underwater acoustic data for sperm whales poses a small problem. The
data used in this experiment is only the observed data. We do not have access to the transmitted
signal 𝑥(𝑡) or the impulse response ℎ(𝑡). The solution to the problem is to uses a click shown
figure (2.12) that has very good SNR. This is a click that is very close to the recording device so
that is it much louder than background noise and it can easily be filtered out.

Fig (2.12). Recorded sperm whale signal over 3 ms in time. Recorded from the Northern site
in the GoM at buoy 3.

The transmitted signal used is seen in figure (2.13) it has a SNR of 11.1318 using the MATLAB
algorithm.
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Fig (2.13). The reference signal used as the transmitted signal.

The output of the correlation between the two signals is seen in figure (2.14) we then window the
signal and compare it to the results from the impulse response obtained using blind
deconvolution from earlier.
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Fig (2.14). Results from windowing the correlation of 𝑥(𝑡) and 𝑦(𝑡) using the MIRE method.

Figure (2.15) shows the results from MIRE compared to blind deconvolution.

24

Fig (2.15). The results from two different methods of obtaining the impulse response. The
blue line is the MIRE method fig (1.14) and the red line is from blind deconvolution fig (2.2).

Notice that both methods have very similar shapes. MIRE has sharper peaks but oscillations on
the sides. Where blind deconvolution does not sharpen the peaks as well but is smoother overall.
Based on many trials, 250 sperm whale clicks, and the choice of which to use is very data
dependent and depends on the goals of the research. MIRE will make it easier to isolate the
peaks of the signal in using a deconvolution method like Weiner but the impulse response from
blind deconvolution would help reduce the noise present in the signal. I went back and used the
estimated h from MIRE with for the initial estimate in blind deconvolution and the best results
came after two iterations. Confirming the quality of the estimate from MIRE.
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Wiener deconvolution is another method of solving the dividing by zero problem shown in Eq.
(2.14). This is accomplished by making sure the denominator is non-zero at all times. This is
accomplished by multiplying the numerator and denominator by the complex conjugate of 𝐻(𝑓)
and adding a factor Q Eq. (2.15) to the denominator. Q is defined as a percentage of the
magnitude of the max value of 𝑌(𝑓). The Weiner filter uses he power spectral density of
observed signal and the impulse response which is defined as:
∗

−𝑖2𝜋𝑓𝑡⁄𝑁
−𝑖2𝜋𝑓𝑡⁄𝑀
𝐸{𝑁 −1 ∑𝑁−1
(𝑀−1 ∑𝑀−1
) }. Then in the denominator we take the
𝑖=0 𝑦(𝑡)𝑒
𝑖=0 ℎ(𝑡)𝑒
2

−𝑖2𝜋𝑓𝑡⁄𝑁
power spectral density of the impulse response 𝐸 {𝑀 −1 ∑𝑀−1
| } (Stoica and
𝑖=0 |ℎ(𝑡)𝑒

Moses, 2005). The result of the operation is Eq. (2.14) with the value of Q added to the power
spectral density of h(t).
𝐸{𝑌(𝑓)𝐻 ∗ (𝑓)}
𝑋(𝑓) =
𝐸{|𝐻(𝑓)|2 } + 𝑄
𝑄 = 𝜏| max{𝑌(𝑓)} |

(2.14)
(2.15)

𝐻 ∗ (𝑓) denotes the complex conjugate and 0 < 𝜏 < 1.

The impulse response estimation from both blind deconvolution and MIRE with the Weiner
deconvolution method to estimate the transmitted signal of the sperm whale was applied.
Various values for 𝜏 was investigated; the best results came when 𝜏 = 0.1. Figure (2.16) shows
the results of Wiener deconvolution using the impulse response estimate from blind
deconvolution compared to the observed data.
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Fig (2.16). The blue plot is the estimated signal produced by a sperm whale using Wiener
deconvolution and the estimated impulse response from blind deconvolution fig (2.2) the red
plot is the observed signal from the sperm whale.

Figure (2.17) shows the results when using the impulse response estimated by MIRE.
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Fig (2.17). The blue line is the results of using the impulse response estimated using MIRE fig
(2.9) and the blue line is the observed sperm whale signal.

The peaks are found and sharpened regardless of which impulse response estimation method was
use, but when MIRE is used there is less extraneous side lope information and performs better
with the underwater acoustic data.

Least squares deconvolution is a method of deconvolution that pulls from linear algebra. It
begins with the convolving of two signals and follows the basic steps:
𝑦=ℎ∗𝑥
ℎ𝑇 ∗ 𝑦 = ℎ𝑇 ∗ ℎ ∗ 𝑥
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The autocorrelation matrix Eq. (2.16)
ℎ(0)
⋯
⋮
⋱
𝑅 =ℎ ∗ℎ =ℎ⋆ℎ =[
ℎ(𝑛 − 1) ⋯
𝑇

ℎ(−𝑛 + 1)
⋮
]
ℎ(0)

(2.16)

ℎ𝑇 ∗ 𝑦 = 𝑅 ∗ 𝑥
Take the Fourier transform and use the convolution theorem
𝐻 𝑇 𝑌 = 𝑅𝑋
𝑅 −1 𝐻 𝑇 𝑌 = 𝑅 −1 𝑅𝑋
𝑋 = 𝑅 −1 𝐻 𝑇 𝑌
Which gives Eq. (2.17)
𝑋 = 𝑅 −1 𝐻 𝑇 𝑌 = (𝐻 𝑇 𝐻)−1 𝐻 𝑇 𝑌

(2.17)

Finally, take the inverse Fourier transform to get x Eq. (2.18)
𝑥 = ℱ −1 {𝑅 −1 𝐻 𝑇 𝑌}

(2.18)

Because all of the underwater acoustic data is causal the autocorrelation matrix R becomes Eq.
(2.19)
ℎ(0)
ℎ(1)
𝑅=[
⋮
ℎ(𝑛 − 1)

0
⋯
ℎ(0)
⋱
⋱
⋱
⋯
ℎ(1)

0
⋮
]
0
ℎ(0)

(2.19)

Applying least squares method to the underwater acoustic data using the same signal as above
figure (2.12) gives figure (2.18)
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Fig (2.18). The figure shows the results of the least squares deconvolution method. For the
observed signal fig (2.12).

Figure (2.19) is the results of the least squares method using the estimated impulse response from
blind deconvolution.
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Fig (2.19). The estimated signal using least squares and the impulse response estimated from
blind deconvolution.

Least squares provides the best results of the deconvolution methods attempted. Furthermore,
MIRE outperforms blind deconvolution’s estimated impulse response. MIRE has an error of
0.030144% and blind deconvolution’s estimated impulse response gives an error of 0.074072%.
This means the estimated transmitted signal from the least squares method is 2.46 times more
accurate with MIRE than blind deconvolution.

The procedure of van Cittert deconvolution (Ioup, 1968; Hill and Ioup, 1975; and Frieden, 1975;
Ioup and Ioup, 1983;) is an iterative method that can be performed in either the time or the

31

frequency domain. The following are the steps in the process of van Cittert deconvolution,
summarized in Eq. (2.20) and Eq. (2.21) (Ioup and Ioup, 1983):
𝑥0 (𝑡) = 𝑦(𝑡)
𝑥1 (𝑡) = 𝑥0 (𝑡) + [𝑦(𝑡) − 𝑥0 (𝑡) ∗ ℎ(𝑡)]
𝑥2 (𝑡) = 𝑥1 (𝑡) + [𝑦(𝑡) − 𝑥1 (𝑡) ∗ ℎ(𝑡)]
⋮
𝑥𝑛 (𝑡) = 𝑥𝑛−1 (𝑡) + [𝑦(𝑡) − 𝑥𝑛−1 (𝑡) ∗ ℎ(𝑡)]

(2.20)

The same process can also be performed in the transform domain:
𝑋0 (𝑓) = 𝑌(𝑓)
𝑋1 (𝑓) = 𝐹0 (𝑓) + [𝑌(𝑓) − 𝑋0 (𝑓)𝐻(𝑓)]
𝑋2 (𝑓) = 𝑋1 (𝑓) + [𝑌(𝑓) − 𝑋1 (𝑓)𝐻(𝑓)]
⋮
𝑋𝑛 (𝑓) = 𝑋𝑛−1 (𝑓) + [𝑌(𝑓) − 𝑋𝑛−1 (𝑓)𝐻(𝑓)]
Figure (2.20) shows the results of van Cittert deconvolution applied to the observed data
using ℎ̂𝐵 (𝑡).
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(2.21)

Fig (2.20). The results of van Cittert deconvolution using ℎ̂𝐵 (𝑡) compared to the observed
signal.

Figure (2.21) shows the results of van Cittert deconvolution applied to the observed data using
impulse response ℎ̂𝑀 (𝑡).
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Fig (2.21). The results of van Cittert deconvolution using ℎ̂𝑀 (𝑡) compared to the observed
signal.

Figures (2.19) and (2.20) show that van Cittert deconvolution does not work as well as some of
the other methods such as least squares or blind deconvolution for underwater acoustic data. The
figures (2.20) and (2.21) also show that the impulse response estimated with blind deconvolution
out performs that of the impulse response from MIRE in van Cittert deconvolution.

It is clear that the best deconvolution method to be used is very data dependent. For underwater
acoustic data the best method is least squares with the impulse response estimated with MIRE, as
shown/described above. The principal solution gives the poorest results, but that is not
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surprising. It is the base of several other methods and requires the most estimation because of
the large number of zeros or very small numbers involved. Blind deconvolution is best used if
the only data that is available is the observed signal because the algorithm only requires
knowledge of the observed signal and a simple guess for the initial impulse response. The
Weiner technique is a very safe method and will provide solid results especially in isolating and
sharpening the peaks of the signal. Weiner is also very simple computationally and does not
require much computer power. Least squares, while it produces better results and much lower
error, is more difficult computationally than Wiener. The best approach when working with new
or unknown or untried data is to use all the different methods to determine which will work best
for the given data.
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Chapter 3: Wavelet Analysis

Wavelets are basis functions 𝑤𝑎,𝑠 (𝑡) that are continuous in time as defined by Strang and
Nguyen (2009) in Eq. (3.1)
𝑡−𝑠
)
𝑤𝑎,𝑠 (𝑡) = |𝑎|−1⁄2 𝑤 (
𝑎

(3.1)

where a is the scale factor and s is the shift in time t.
The continuous wavelet transform (cwt) of a function of time 𝑓(𝑡) is defined by Strang and
Nguyen (2009) as Eq. (3.2) and the inverse continuous wavelet transform as Eq. (3.3)
∞

𝐹𝑤 (𝑎, 𝑠) = ∫ 𝑓(𝑡)𝑤𝑎,𝑠 (𝑡) 𝑑𝑡
∞

𝑓(𝑡) =

∞

(3.2)

−∞

1
∫ ∫ 𝑎−2 𝐹𝑤 (𝑎, 𝑠)𝑤𝑎,𝑠 (𝑡) 𝑑𝑎 𝑑𝑠
𝐶

(2.3)

−∞ −∞

The frequency 𝜔 of the Fourier transform is replaced by the scale a in the wavelet transform. C
is a constant given by: 𝐶 ≡ 2𝜋𝑓|𝑤
̂|2 𝑑𝜔⁄|𝜔|. 𝑤(𝑡) is called the mother wavelet.
The discrete wavelet transform (DWT) is defined by Smith (2011) as Eq. (3.4) and its inverse
Eq. (3.5)
∞

𝐹𝑤 (𝑘, 𝑛) = 𝑠 −𝑘⁄2 ∫ 𝑓(𝑡)𝑤(𝑛𝑎𝑘 𝑇 − 𝑡)𝑑𝑡

(3.4)

−∞

𝑓(𝑡) = ∑ ∑ 𝐹𝑊 (𝑘, 𝑛)𝜑𝑘𝑛 (𝑡)
𝑘

(3.5)

𝑛

Where n, k range over the integers and w is the mother wavelet, which can be interpreted as a
continuous impulse response filter. 𝜑 is the basis of the wavelet.
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The DWT can also be understood through filter banks (Strang and Nguyen 2009). Indeed,
MATLAB uses filter banks to perform the dwt. The basic filter bank can be thought of as a
combination of high pass filters ℎ𝐻 (𝑛) in Eq. (3.6), and low pass filters ℎ𝐿 (𝑛) in Eq. (3.7).
∞

𝑦ℎ𝑖𝑔ℎ (𝑛) = ∑ ℎ𝐻 (𝑘)𝑥(𝑛 − 𝑘)

(3.6)

𝑘=−∞
∞

𝑦𝑙𝑜𝑤 (𝑛) = ∑ ℎ𝐿 (𝑘)𝑥(𝑛 − 𝑘)

(3.7)

𝑘=−∞

The following block diagram shows one level of decomposition:

𝑥(𝑛)

ℎ𝐿 (𝑛)

↓2

Approximation coefficients

ℎ𝐻 (𝑛)

↓2

Detail coefficients

where (↓ 2) is the downsampling operator “down 2” such that: (↓ 2)ℎ(𝑛) = ℎ𝑒𝑣𝑒𝑛 (𝑛) =
{ℎ(0), ℎ(2), … }. A low pass filter is a moving average and has the properties
ℎ(0)+ℎ(1) ℎ(1)+ℎ(2) ℎ(2)+ℎ(3)

ℎ𝐿 (𝑘) = {

2

,

2

,

2

,…,

ℎ(𝑁−1)+ℎ(𝑁)
2

} for a causal Finite Impulse Response

(FIR) low pass filter, an impulse response, with ∑ ℎ𝐿 (𝑘) = 1. A high pass filter takes
differences between data points and has the properties
ℎ𝐻 (𝑘) = {

ℎ(0)−ℎ(1) ℎ(1)−ℎ(2) ℎ(2)−ℎ(3)
2

,

2

,

2

,…,

ℎ(𝑁−1)−ℎ(𝑁)
2

} for a causal FIR high pass filter with

∑ ℎ𝐿 (𝑘) = 0. The approximation coefficients are the result of the low pass filter and give
smoothed (or averaged) and down-sampled data coefficients. The detail coefficients show the
difference (or changes) between the data points for the down-sampled data.
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Recall from Eq. (1.8) that Eq. (3.6) and (3.7) can be thought of as convolutions of the transmitted
signal and the low pass or high pass filters.
A multilevel decomposition block diagram would look like:

𝑥(𝑛)

ℎ𝐿 (𝑛)

↓2
↓2

ℎ𝐿 (𝑛)

↓2

ℎ𝐻 (𝑛)

↓2

Level 2
coefficients

ℎ𝐿 (𝑛)

↓2

ℎ𝐻 (𝑛)

ℎ𝐻 (𝑛)

↓2

Level 1
coefficients

Level 3
coefficients

Each level of decomposition increases the smoothness of the approximation coefficients and
highlights the differences between the down-sampled values with the detail coefficients. It is
important to realize these facts when performing the dwt because you are losing data at each
level of decomposition. The goal is to use this decomposition to remove undesirable data points.
Figure (3.1) shows the approximation and detail coefficients for a level 4 decomposition of a
sperm whale signal using the Daubechies 6 (db6) wavelet.
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Fig (3.1). The left column shows the approximation coefficients and the right column shows
the detail coefficients. The top plot in each column is the original signal.

It is clear that with each level of decomposition more and more of the noise is removed from the
approximation coefficients. That can also be seen in the detail coefficients because the
differences from point to point are being reduced.

Reconstructing the signal and comparing it to the original signal is shown in figure (3.2):
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Fig (3.2). The red line represents the reconstructed signal and the blue line represents the
original signal.

It is clear from the plot that the reconstructed signal is smoother and has sharper peaks than the
original signal. For level 5 (or 4): make clear if you are using ONLY level 5(4) coefficients or
if you are using all levels up to and including level 5(4).

Title of Fig. 3.2 should be level 4.

The choice of a four level decomposition was not arbitrary. Various levels were tested. The
reconstruction at level three, figure (3.3), were not as sharp as at level four. At level five, figure
(3.4), too much data were removed and there were severe diminishing returns.
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Fig (3.3). The original signal is in blue, the reconstructed signal after a level 5 decomposition
is in red.
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Fig (3.4). The blue line is the original signal and the red line is the reconstructed signal after a
level 5 decomposition.

It is clear looking at the reconstructed signal that while it does maintain the overall shape the
signal is not much smoother if at all. The level four decomposition out performs level three for
this signal.

The level five decomposition is clearly of no value other than to tell one to stop and go back to
the previous level of decomposition. According to Strang and Nguyen (2009) any advantages
from going beyond a four-level decomposition are diminished by the loss of data from down-
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sampling at each level. Looking at the results shown here of the level five decomposition agrees
with the above statement.
The choice of wavelet also matters in the quality of the decomposition and reconstruction.
Figure (3.5) shows the reconstruction using the discrete Meyer wavelet. Figure (3.6) shows the
reconstruction with the Haar wavelet. Figure (3.7) shows the reconstruction with the symlet 4
wavelet. All are shown at decomposition level 4 for comparisons.

Fig (3.5). The original signal (blue) compared to the reconstructed signal (red) using a level 4
decomposition with the discrete Meyer wavelet.
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Fig (3.6). The original signal (blue) compared to the reconstructed signal (red) using a level 4
decomposition with the Haar wavelet.
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Fig (3.7). The original signal (blue) compared to the reconstructed signal (red) using a level 4
decomposition with the symlet 4 wavelet.

Figures (3.2) and (3.5) – (3.7) make it clear that the choice of wavelet is important to get the best
results. The results for the underwater acoustic data used in this experiment are that the best
wavelet choice is db4. When choosing the wavelet one should choose a wavelet that matches
the shape of the signal and choose a wavelet that has as few vanishing moments as possible. A
good starting point is the Daubechies family of wavelets, I recommend starting with Daubechies
4.
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Wavelet shrinkage (Donoho et al., 1995) is another method of smoothing or removing
undesirable aspects from data. Wavelet shrinkage accomplishes the task by selecting the
coefficients based on a thresholding value, setting those coefficients less than the threshold to
zero. This can be accomplished via hard or soft thresholding. In hard thresholding (Eq. (3.8)),
any data magnitude value less than the thresholding value (𝜏) is set to zero with the rest of the
values left unchanged. For soft thresholding (Eq. (3.9)), any data magnitude value smaller than
the thresholding value is set to zero but with all other values reduced by the amount of the
threshold magnitude. Soft thresholding will cause the amplitude values to shift towards zero but
will avoid the jumps in the data that hard thresholding will cause.
|𝑥(𝑡)| > 𝜏
𝑥(𝑡)
|𝑥(𝑡)| ≤ 𝜏
0
𝑠𝑖𝑔𝑛{𝑥(𝑡)}(|𝑥(𝑡)| − 𝜏) |𝑥(𝑡)| > 𝜏
𝑦𝑠𝑜𝑓𝑡 = {
|𝑥(𝑡)| ≤ 𝜏
0
An example of this can be seen in figure (3.8).
𝑦ℎ𝑎𝑟𝑑 (𝑡) = {

(3.8)
(3.9)

Fig (3.8). The left figure shows the original signal defined by 𝑦 = 𝑥. The middle figure
shows the original signal after hard thresholding is applied at the value of 0.4. The right figure
shows the original signal after soft thresholding is applied at a value of 0.4.
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The above figure shows the jump that is a result of applying hard thresholding. The amplitude of
all the values in soft thresholding is reduced by the thresholding value. Thresholding can be
applied at each level of decomposition to further shrink or smooth the data. When doing so the
value of 𝜏 can and often should be changed for each level of decomposition. Because of the
zeroing out of the data this is a lossy process, and the data cannot be reconstructed exactly as it
was before the wavelet shrinkage began.

A dwt was performed at level 4 with hard thresholding figure (3.9) and soft thresholding figure
(3.10) at each level on a sperm whale signal.

Fig (3.9). Hard Threshold: The thresholding value is set to be 0.2| max 𝑐𝐴𝑖−1 |, where cAi-1 is
the approximation coefficient of the previous level. The left column are reconstructions using
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only the approximation coefficients and the right column are reconstructions using the detail
coefficients. The thresholding was performed only on the approximation coefficients as per
the block diagram above (p. 35). Note that at each level, the approximation coefficients from
the level above have been used in the thresholding process.

Fig (3.10). Soft Threshold: The same level of thresholding was used as in fig (3.4). Left
column is the approximation coefficients and right column is the detail coefficients.

Comparing figure (3.9) and figure (3.10) shows that the shape is the same for both at all levels of
decomposition, but the amplitude decreases is figure (3.10), avoiding the discontinuity jumps
from hard thresholding. Figure (3.11) shows the original signal, reconstruction with no
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thresholding, and reconstruction after hard thresholding. Figure (3.12) shows the same original
and reconstructed signals, but reconstruction after soft thresholding.

Fig (3.11). The figure shows the original signal (blue), the reconstructed signal without
thresholding (red), and the reconstructed signal with hard thresholding (green). The
thresholding value is set at 20% of the magnitude of the max value of the approximation
coefficients at each level of decomposition.

Notice that the hard thresholding is smoother than the reconstructed data without thresholding
and both sharpen the peaks, but the reconstructed data does a slight better job of sharpening the
peaks.

49

Fig (3.12). The figure shows the original signal (blue), the reconstructed signal without
thresholding (red), and the reconstructed signal with soft thresholding (green). The
thresholding value is set at 20% of the magnitude of the max value of the approximation
coefficients at each level of decomposition.

Hard thresholding performs well in terms of smoothing the signal, and more importantly for this
signal, sharpening the peaks. While soft thresholding performs well in terms of smoothing the
signal, because of the reduced amplitude from the mathematical operation in Eq. (3.9), the peaks
are not sharpened. If the goal is to smooth the signal but sharpening the peaks is not as much of
a concern then soft thresholding would the appropriate choice. For the case of the underwater
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acoustic data, sharpening the peaks is important for identification and localization and should
almost always be the choice.

In conclusion, wavelets are best used to smooth a signal. Depending on the choice of hard or
soft thresholding, the sharpness of the peaks can be increased. Furthermore, the decision of
which wavelet to use is another decision that must be made, unlike Fourier analysis. The choice
of wavelets can have a large impact on the quality of the reconstruction of the signal via the
inverse wavelet transform. The use of Wavelet Transform analysis is very data dependent, as
obviously seen here with underwater acoustic data.
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Chapter 4: Fourier Wavelet Regularized Deconvolution

The original Fourier wavelet based regularized deconvolution (ForWaRD) algorithm combines
Fourier deconvolution with wavelet denoising, originally proposed by Neelamani et al. (2004)
and modified by Herrera et al. (2006), who added a pulse estimation at the start of the algorithm.
The algorithm was further modified by the authors as shown later in this paper, from using
ultrasound data to apply to underwater acoustic data. This modification was accomplished by
adjusting the impact of the weight range for the mean square error step. Neelamani et al. (2004)
suggest a weight range of [0.01~10]. These values work well with images and the ultrasound
data used by Herrera et al. (2006), but with underwater acoustic data the range must be adjusted.
Furthermore, it can be shown than the method of choosing the best wavelet can be improved
(Keng et al. 2013).

Techniques used in the ForWaRD method include Wiener deconvolution, Eq. (2.14), a modified
version of Fourier deconvolution, Eq. (2.9). This method of deconvolution avoids the problem
of possibly having to divide by zero through adding a positive nonzero factor in the denominator,
Eq. (2.9):

𝑋(𝑓) =

𝑄2 =

𝑌(𝑓)
𝐻(𝑓)

max(|𝑌(𝑓)|2 )
100

𝐸{𝑌(𝑓)𝐻∗ (𝑓)}
𝑋𝑒𝑠𝑡 (𝑓) =
𝐸{|𝐻(𝑓)|2 } + 𝑄 2
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(4.1)

(4.2)

(4.3)

where the observed signal 𝑦(𝑡), the original imput signal 𝑥(𝑡), and the impulse response ℎ(𝑡).
𝑌(𝑓), 𝑋(𝑓), and 𝐻(𝑓) are the Fourier transforms of 𝑦(𝑡), 𝑥(𝑡), and ℎ(𝑡). The value of Q in Eq.
(4.2) is based on the signal amplitude. Honarvar et al. (2004) used the term “noise desensitizing
factor.” Herrera et al. (2006) used the median absolute deviation (MAD) method suggested by
Donoho et al. (1995), first developed by Carl Friedrich Gauss in 1816. This method uses the
wavelet coefficients to calculate the value of Q as seen in Eq (4.4):

𝜎𝑛 =

𝑀𝑒𝑑𝑖𝑎𝑛(|𝑑𝐿 |)
0.6745

(4.4)

where d are the detail coefficients from the wavelet decomposition, and L is the level of wavelet
decomposition. The value of 0.6745 is the 75th quantile of the Gaussian percent point function
(ppf). The MAD portion of the equation is the median of the detail coefficients, the probable
error in the data. Thus, (0.6745 𝜎𝑛 ) is also the probable error at each point.

The ForWaRD technique begins with an observed signal 𝑦(𝑡) ⊃ 𝑌(𝑓) and an impulse
response ℎ(𝑡) ⊃ 𝐻(𝑓). This method requires two wavelets (𝜓𝑖 ) along with their corresponding
scaling functions (𝜙𝑖 ). The first pair is used for denoising and Fourier shrinkage, and the second
pair for wavelet shrinkage and the inverse wavelet transform. The two pairs can be different
wavelets or the same; the choice is data dependent. Independent variable t can be thought of as
continuous time. Sampled data are discrete samples numbered as n with total N. For our
experimental data, N = 577 points and sample interval 3.05 ms based on a sampling rate of 192
kHz.
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The ForWaRD algorithm is comprised of the following ten steps:
1. Take the discrete wavelet transform of the data (y) using (𝜙1 , 𝜓1 ) and estimate 𝜎𝑛 using
MAD from Eq. (4.4).
2. Use Tikhonov shrinkage (Tikhonov and Arsenin, 1977) to calculate 𝑄, the regularization
parameter, as given by Neelamani et al. (2004) in Eq. (4.5):

𝑄 = [0.1~10]

𝑁𝜎𝑛2
|𝑦𝑛 − 𝜇𝑦 |

2

(4.5)

where 𝜇𝑦 is the mean value of the observed data y and N is the length of the data y. This
will produce the best results with the least mean square error (MSE).
3. The next step is to estimate the signal using Tikhonov shrinkage in the Fourier domain as
shown in Eq. (4.6)

|𝐻(𝑓)|2
𝑌(𝑓)
𝑋𝜆1 (𝑓) =
[
]
𝐻(𝑓) |𝐻(𝑓)|2 + 𝑄 2

(4.6)

4. Next the inverse Fourier transform is taken. This gives the estimated values for the
signal.
5. Take the estimated function from step four and decompose it using the first wavelet and
its scaling function (𝜙1 , 𝜓1 ) so that it can be denoised. The choice of the wavelet should
be based on the observed signal 𝑦(𝑛). The simplest way to choose the wavelet is to
visually compare the shape of the observed signal and the wavelet and choose the wavelet
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most similar to the observed signal. Another method is to use techniques such as the
fractal dimension of the signal, choosing a wavelet with a similar fractal dimension.
6. The next step is to calculate the approximate and detail wavelet coefficients for the
estimated data to obtain 𝑎2𝑗 and 𝑑2𝑗 . The wavelet choice here should be a smooth
wavelet with only a few vanishing moments.
7. Next, we apply hard threshold the data using the detail coefficients 𝑑1𝑗 to get the 𝑇𝑗 as
shown in Eq. (4.7):

𝑇𝑗 = 𝜎𝑗 √2 log 𝑁

(4.7)

where 𝜎𝑗 is the noise standard deviation and N is the number of samples. T represents the
amount of the data you want to remove for smoothing. For example, if you wanted to
keep 90% of the data, set 𝑇𝑗 = 0.1. Use 𝑇𝑗 to acquire 𝑑𝑡ℎ𝑗 in Eq. (4.8):

𝑑𝑡ℎ𝑗 = {

𝑑1𝑗 ,

|𝑑1𝑗 | > 𝑇𝑗

0,

|𝑑1𝑗 | < 𝑇𝑗

(4.8)

8. Now the wavelet shrinkage coefficient (𝜆𝑗𝑤 ) is calculated using Eq. (4.9):
𝜆𝑗𝑤

=

|𝑑𝑡ℎ𝑗 |
2

2

|𝑑𝑡ℎ𝑗 | + 𝜎𝑗2

(4.9)

9. Next shrink the second set of detail coefficients (𝑑2𝑗 ) by using the wavelet shrinkage
coefficient to get 𝑑𝑠ℎ𝑗 , given in Eq. (4.10):
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𝑑𝑠ℎ𝑗 = 𝑑2𝑗 𝜆𝑗𝑤

(4.10)

10. Finally, perform the inverse discrete wavelet transform (IDWT) using the second set of
approximation coefficients and the shrunk detail coefficients with the second wavelet
choice (𝜙2 , 𝜓2 ) to obtain the smoothed data 𝑥𝑓 (𝑡).

Testing the methodology with synthetic data
The synthetic signal 𝑥(𝑛) is a function defined by Eq. (4.11) and shown in figure (4.1).

𝑥(𝑛) =

𝑃 2
−0.005(𝑘− )
2
𝑘 sin(0.07𝑘2𝜋)𝑒

where 𝑘 = 1, … , 𝑃 , and 𝑃 = 120 is the signal length.
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(4.11)

Fig (4.1). The transmitted signal generated using Eq. (4.11)

The impulse response ℎ(𝑛) is assumed to be a set of random deltas defined by Eq. (4.12) and
shown in figure (4.2).

ℎ(𝑛) = [𝐺𝑊𝑁 < 𝜌𝑟 ]𝐺𝑊𝑁

(4.12)

where 𝜌𝑟 = 0.03 is the density of the deltas present in the system and GWN is Gaussian white
noise.
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Fig (4.2). The impulse response generated with Eq. (4.12)

The observed signal is the convolution of the input signal 𝑥(𝑛) and the impulse response ℎ(𝑛).
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Fig (4.3). The observed signal 𝑦(𝑡) generated by convolving the transmitted signal with the
impulse response.

The ForWaRD algorithm was applied for various values of 𝑄 in Eq. (4.5). Values of [0.1~10]
produced the best results for the synthetic data with a value of 1 for the weight. The resulting
equation for 𝑄 becomes Eq. (4.13):
𝑄=

𝑁𝜎𝑛2
|𝑦𝑛 − 𝜇𝑦 |
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2

(4.13)

The results are shown in the following figure (4.4). The red dotted lines are the output of the
ForWaRD algorithm and the blue solid line is the original data. It is clear from figure (4.4) that
the ForWaRD algorithm nearly exactly matches the original signal.

Fig (4.4). A comparison of the true transmitted signal (blue) with the estimated transmitted
signal using the ForWaRD algorithm (red dotted line).

Applying the algorithm to measured underwater acoustic signals from marine mammals is a
more difficult problem. To begin with, we do not know the impulse response. We therefore use
the MIRE method discussed earlier in the paper.
The observed data 𝑦(𝑛) are given in figure (4.5).
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Fig (4.5). Observed data for a sperm whale from the northern GoM.
Using the method developed by Michalopoulou (2000), the impulse response for the northern
Gulf of Mexico is shown in figure (4.6), data provided by Drouant:
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Fig (4.6) estimated impulse response using the MIRE method.

Next, we apply the ForWaRD algorithm to find the input signal with the results shown in figure
(4.7).
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Fig (4.7). Estimated signal from a sperm whale using the ForWaRD algorithm.

By comparing the result from the ForWaRD algorithm in figure (4.7) to the observed data in
figure (4.5), we observe that the algorithm did not remove the noise, although the peaks are
sharper and easier to identify. It is clear that this method of deconvolution will not and can not
perfectly reconstruct the data, but it can reconstruct original sharp data from the convolved
observation to give a clearer view of the original signal and improve the sharpness of the peaks.
The extended algorithm (XForWaRD) was developed to increase the algorithm’s performance
with underwater marine mammal acoustics. The new extensions areoutlined in the following
chapter will show the methods tried and conclusions about the best results using techniques
described in chapters 2 and 3.
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Chapter 5: Extended Algorithm (XForWaRD)

Chapter 4 outlines the methodology of the original ForWaRD algorithm and shows that with
synthetic data it performs very well but that it does a poor job when working with underwater
marine mammal acoustic data. With this fact in mind, extended XForWaRD algorithm is
developed for application to marine mammal sounds. The following extensions will be outlined
and results compared to both the ForWaRD algorithm of Neelemani et al. (2004) and its
improved version by Herrea et al. (2006).

2

The first extension is in step 2: 𝑄 = [0.1~10]𝑁𝜎𝑛2 ⁄|𝑦𝑛 − 𝜇𝑦 | , Eq. (4.5). The first bracket
needs to be modified to [1~100]. This will yield better results by maintaining the intensity in
dB of the recorded data. The higher the frequency of the transmitted signal, the lower the value
that should be chosen. Sperm whales produce a signal with a frequency range of approximately
10 Hz to 30 kHz (Andre 2017). Thus, value of 1 used earlier needs to be modified for each sperm
whale signal. The recording devices used here have a sampling rate of 192 kHz, so perhaps with
an even higher frequency, the range would need further adjustments.

𝑌(𝑓)

|𝐻(𝑓)|2

The second extension is in step 3: Change 𝑋𝜆1 (𝑓) = 𝐻(𝑓) [|𝐻(𝑓)|2+𝑄2], Eq. (4.6) to van Cittert
based deconvolution: 𝑥𝑛 (𝑡) = 𝑥𝑛−1 (𝑡) + [𝑦(𝑡) − 𝑥𝑛−1 (𝑡) ∗ ℎ(𝑡)], Eq (2.20) or alternately the
least squares deconvolution: 𝑋𝜆1 = 𝑅 −1 𝐻 𝑇 𝑌 = (𝐻 𝑇 𝐻)−1 𝐻 𝑇 𝑌, Eq (2.17). Both have advantages.
The van Cittert based deconvolution can be performed in either the time or frequency domain.
This allows one to work in the domain that the data is collected. Thus, less calculations and
chances for a potential error arise. Least squares deconvolution is not an iterative process so
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there is less trial and error determining the correct number of iterations as with van Cittert based
deconvolution. Both van Cittert and least squares deconvolution produce a smaller percent error
than Wiener deconvolution (Tikhonov shrinkage) in the Fourier domain, as discussed in chapter
2. Least squares produces the smallest percent error when working with just Fourier techniques.

The next extension is in step 6: The second wavelet choice must be different than the first
wavelet choice in step 1. While using the base ForWaRD algorithm, one can use the same
wavelet choice when working with underwater acoustics as well as marine mammals. After
smoothing the data, it is critical that the second wavelet choice differ from the first. This is
because the data have changed and a new wavelet should be chosen so that it better matches the
new shape of the data. It was discovered through trial and error that often the best results are
acquired when both wavelets are from the same wavelet family, but this is not a requirement and
is likely a data-dependent decision.

The final extension is in step 7: The original algorithm does not specify hard or soft
thresholding, but when working with underwater marine mammal acoustics it is critical to use
hard thresholding because it maintains the amplitude of the signal. This leads to superior results.
The changes above define the steps of the XForWaRD algorithm, which yields far more accurate
results than the standard ForWaRD algorithm. We summarize the steps of the XForWaRD
algorithm as:
The XForWaRD algorithm is comprised of the following ten steps:
1. Take the discrete wavelet transform of the data (y) using (𝜙1 , 𝜓1 ) and estimate 𝜎𝑛 using
MAD from Eq. (4.4).
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2. Use Tikhonov shrinkage (Tikhonov and Arsenin, 1977) to calculate 𝑄, the regularization
parameter, as given by Neelamani et al. (2004) has the weight changed to give Eq. (5.1):

𝑄 = [1~100]

𝑁𝜎𝑛2
|𝑦𝑛 − 𝜇𝑦 |

(5.1)

2

3. The next step is to estimate the signal using van Cittert deconvolution in either the
Fourier domain or the time domain as shown in Eq. (2.17) and Eq. (2.20).

𝑥𝑛 (𝑡) = 𝑥𝑛−1 (𝑡) + [𝑦(𝑡) − 𝑥𝑛−1 (𝑡) ∗ ℎ(𝑡)]

(2.20)

𝑋𝑛 (𝑓) = 𝑋𝑛−1 (𝑓) + [𝑌(𝑓) − 𝑋𝑛−1 (𝑓)𝐻(𝑓)]

(2.21)

4. If Eq. (2.20) is used the inverse Fourier transform is taken. This gives the estimated
values for the signal. If Eq. (2.20) is used then move directly to step 5.
5. Take the estimated function from step four and decompose it using a different wavelet
and its scaling function (𝜙2 , 𝜓2 ) so that it can be denoised. The choice of the wavelet
should be based on the observed signal 𝑦(𝑛). The simplest way to choose the wavelet is
to visually compare the shape of the observed signal and the wavelet and choose the
wavelet most similar to the observed signal. Another method is to use techniques such as
the fractal dimension of the signal, choosing a wavelet with a similar fractal dimension.
6. The next step is to calculate the approximate and detail wavelet coefficients for the
estimated data to obtain 𝑎2𝑗 and 𝑑2𝑗 . The wavelet choice needs to be a different wavelet
than the wavelet used in steps 1 and 5. The choice of wavelet should be a smooth
wavelet with only a few vanishing moments. These two properties will enhance the noise
removal and smooth the data.
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A vanishing moment occurs when the scaling function can generate polynomials of
degree p-1. They are called vanishing because the wavelet coefficients are zero for
polynomials of degree smaller than p-1. In this case the scaling function 𝜙 alone can be
used the represent the functions. The moment part comes from the idea that it is
equivalent to the first p derivatives of the Fourier transform of the wavelet filter are all
zero when evaluated at zero frequency.

7. Next, hard thresholding is applied to the data using the detail coefficients 𝑑1𝑗 to get the
𝑇𝑗 . Hard thresholding is preferable because it maintains signal amplitudes, which is
important for identifying individuals and maintaining signal power.
8. Now the wavelet shrinkage coefficient (𝜆𝑗𝑤 ) is calculated using Eq. (4.9):
9. Next shrink the second set of detail coefficients (𝑑𝑡ℎ𝑗 ) by using the wavelet shrinkage
coefficient to get 𝑑𝑠ℎ𝑗 , given in Eq. (4.10):
10. Finally, perform the inverse discrete wavelet transform (IDWT) using the second set of
approximation coefficients and the shrunk detail coefficients with the second wavelet
choice (𝜙2 , 𝜓2 ) to obtain the smoothed data 𝑥𝑓 (𝑛).

The XForWaRD technique with van Cittert based deconvolution was applied with the results
shown in Figure (5.1).
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Fig (5.1). Estimated signal from a sperm whale using XForWaRD with van Cittert
deconvolution

The algorithm clearly removes more noise with van Cittert and the other modifications than it
does with the algorithm with the Herrara et al. (2004) modifications for underwater marine
mammal acoustics. This is clearly shown in figure (5.2) comparing figure (5.1) with the original
signal figure (4.5)
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Fig (5.2) Estimated signal from a sperm whale using XForWaRD with van Cittert
deconvolution. (orange) and the observed signal (blue).

Notice that van Cittert based deconvolution removes a great deal of the noise from the original
signal but does reduce the side lobes significantly while maintaining the amplitude of the two
primary peaks.

Next the least squares deconvolution with the XForWard algorithm was applied to the marine
mammal data. Figure (5.3) shows the results of the XForWaRD algorithm employing the least
squares deconvolution.
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Fig (5.3). Estimated signal from a sperm whale using XForWaRD.

Figure (5.4) compares figure (5.3) and figure (4.5). With this extended approach the SNR was
increased significantly facilitating the extraction of individual marine mammals sounds.
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/
Fig (5.4). Estimated signal from a sperm whale using XForWaRD with least squares. (orange)
and the observed signal (blue)

Least squares almost completely mitigates the noise from the sides and only maintains the
amplitude of the primary positive values of the central peaks. When comparing it to van Cittert
based deconvolution one needs to consider their goals. If it is to remove as much noise as
possible than least squares is the choice. The van Cittert technique maintains more of the central
peaks of the signal. Therefore, the decision of which of these two methods to apply is not a
universal decision but is data dependent. Figure (5.5) compares figures (5.1), figure (5.3), and
figure (4.5). The XForWaRD utilizes van Cittert deconvolution after using least squares, then
van Cittert, and finally both methods when applied to sperm whale acoustic data.
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Fig (5.5). Estimated signal from a sperm whale using new XForWaRD algorithm with least
squares (red), XForWaRD with van Cittert (black), and the observed signal (blue)

Figure (5.5) makes it clear that both least squares and van Cittert based technique is the choice
when smoothing and denoising the data. For marine mammal data application, it appears that van
Cittert based extension performs better because it maintains sharper peaks and the shape of the
signal more, but it is somewhat noisier than least squares extension. The percent error for least
squares is 3.858% while the percent error for van Cittert is 2.956%. While the error is very small
for both methods van Cittert has the lower percent error and it maintains the central peaks better
than least squares making van Cittert the superior choice of deconvolution methods for sperm
whale data.
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Conclusions

The Fourier method that yields the best overall results is least squares. Least squares is also the
most computationally difficult method. It also requires that one know the impulse response,
which is a limitation in many cases. If the impulse response is not known, blind deconvolution
yields the best results, but is limited in the fact that one must guess at the impulse response and
iterate. Weiner deconvolution is computationally simple, reasonably accurate but again requires
one know the impulse response. The principle or modified principal solution should almost
never be used. Ultimately, one should use the method that best fits the data and the needs of the
research. If computational difficulty and/or time is not an issue, the best approach is to use
MIRE to estimate an impulse response and then use least squares to deconvolve the data.

Wavelet denoising largely involves decomposition and thresholding. It is recommended both
are used at the same time where thresholding is applied after each level of decomposition. The
level of decomposition is very data dependent but because of the downsampling after each level
going beyond level four will yield diminishing returns, typically stopping after level two or three
is more than sufficient. Thresholding values should be chosen based on the data and the desired
results. This paper recommends for acoustic data to always use hard thresholding because it
maintains the signal amplitudes where as soft thresholding will yield smoother data but will lose
some sharpness of the peaks.

The original ForWaRD algorithm combines both Fourier deconvolution and wavelet denoising.
This method is very good approach to deconvolving and denoisng a signal with some limitations.
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While the algorithm is complex each of its steps are simple computationally which makes the
algorithm very efficient. The only possible difficulties are that knowledge of the impulse
response is required and some of the parameters require a range and some testing is required to
determine the exact values to use within the range leading to the novel XForWard technique. It
is recommended that of all the extensions of deconvolution and denoising developed in this
extended method be used for marine mammal data processing.

The final thoughts of this dissertation: Weiner deconvolution is the overall most useful tool and
should often be the first attempt at deconvolving data as it is very flexible and can be applied to
most data, provided there is a method of estimating the impulse response or PSF or if they are
known. Another advantage of this method is it is easy to adjust the correction factor of Q to fit
the data used to improve the quality of the results. While least squares will typically yield better
results the difference is not so great that there is no choice of method used. When working with
underwater marine mammal acoustics and applying XForWaRD with the van Cittert based
extension is the superior method. Least squares does remove more noise than van Cittert but the
fact that van Cittert maintains the peaks of the signal makes it the overall superior method with
the data for this experiment.
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