Introduction
It is well known that tolerances, which determine the acceptable range of geometric uncertainty, can have a significant impact on the properties of multibody systems. Too large tolerances can trigger unwanted behaviors and lead to the reduction in system reliability ͓1,2͔. Too narrow tolerances result in an unnecessarily high technological effort for manufacturing and high production costs. Numerical models of complex multibody systems are usually based on deterministic geometric parameters. However, when uncertainty is considered, these parameters are randomly distributed within tolerance intervals. If the distributions are known, it is possible, in theory, to propagate the uncertainties and find the corresponding distribution of responses of the system. Several methods exist to propagate uncertainties and estimate, for instance, a probability of failure. The most used and basic approach is based on the Monte-Carlo simulations ͑MCS͒, which typically requires a very large number of "tests" of system realizations to obtain an estimate of the probability of failure. For efficiency, MCS are often coupled with a response approximation ͑e.g., a response surface or metamodel ͓3,4͔͒, which enables large amounts of samples without repetitive calls to often expensive function evaluations. However, there is obviously a strong dependency of the estimated probability of failure on the quality of the response approximation. Moment-based approaches, such as first and second-order reliability methods ͑FORM and SORM͒ ͓5͔, stem from another class of techniques, which are based on a linear or quadratic approximation of the limit state function ͑boundary of the failure domain͒. These approaches often lack accuracy for a complex failure domain ͑e.g., disjoint failure spaces or highly nonlinear limit state functions͒. A more general tool is provided by polynomial chaos expansion ͑PCE͒, which enables the propagation of uncertainties of known probabilistic distributions to obtain the corresponding distribution of a response ͓6͔. All the aforementioned methods present limitations for problems with large computational times per simulation and highly nonlinear behaviors ͑e.g., discontinuous responses͒. Uncertainty propagation techniques are also used in association with optimization techniques for robust design or reliability-based design optimization ͑RBDO͒. These methods have been applied to many problems in aerospace and mechanical engineering ͓7-10͔. However, their application to multibody systems is, to the best of the authors' knowledge, rare.
This article proposes a novel methodology for the optimal geometric design of multibody systems with consideration of geometric uncertainty. The method is based on the notion of explicit design space decomposition, whereby the boundaries of failure regions ͑i.e., regions that are associated to unacceptable system performance͒ are defined explicitly as a function of the geometric characteristics of the system. This decomposition is created using a machine learning technique referred to as support vector machines ͑SVMs͒ ͓11͔, uniform design of ͑computer͒ experiments ͑DOEs͒ ͓12,13͔, and adaptive sampling. The construction of explicit limit state functions using SVMs present the following advantages.
• It enables a straightforward use for MCS-based estimation of the probability of failure while avoiding computationally expensive multibody simulations. The SVM-based approach can generate disjoint and nonconvex failure regions.
• It can handle discontinuous responses and binary design problems ͑e.g., pass or fail͒. These problems are not treatable using traditional response surface/metamodel approaches, which approximate the responses.
• It provides a framework for adaptive sampling and reduces the number of computationally intensive function calls ͓14,15͔.
• Once the explicit limit state function is created, it is possible to perform a reliability-based design optimization quite efficiently ͓16-18͔.
Contributed by the Design for Manufacturing Committee of ASME for publication in the JOURNAL OF • It gives the designer more insight into the design space by providing straightforward relationships between regions of the design space and specific mechanical behaviors ͓17͔.
In this article, the explicit design space decomposition is applied to the design of a web cutter, for which the member lengths are within some tolerance intervals. A reliability-based design optimization is performed in order to find the optimal nominal geometric configuration and corresponding tolerances that minimize the cost while resulting in a probability of failure lower than a specific target.
Methods
The proposed methodology is aimed at generating an explicit analytical function, which maps the probabilistic distribution of the geometric measures of the mechanical system to the resultant probability of failure. This function can be used in the objective or in the constraints of an RBDO problem, allowing the RBDO problem to be solved efficiently. The methodology is based on the modeling of the mechanical system and approximation at the deterministic and the probabilistic level.
The basic steps of the approach are summarized in Fig. 1 . Deterministic modeling ͑step one͒ refers to the simulation of the mechanical system using fundamental physical relations ͑first principles͒. An algorithm is defined that first accepts an arbitrary realization of the uncertain geometric measures, then integrates this realization into the system model and simulates the resultant dynamic system behavior. Finally, the dynamic behavior is categorized as satisfactory or not. In this step, all the specifics concerning the mechanical system are defined ͑Sec. 2.1͒.
Deterministic approximation ͑step two͒ refers to the construction of an explicit limit state ͑classification͒ function. One key feature of the proposed approach stems from the fact that the limit state is constructed using an SVM, which is efficiently evaluated ͑Sec. 2.2͒. This is the most delicate step of the methodology as it is imperative to minimize the number of simulation calls, which, in real world applications, may individually require multiple hours of computation. An adaptive sampling technique is employed to minimize the number of simulation calls necessary ͑Sec 2.3͒.
Probabilistic modeling ͑step three͒ refers to the definition of an algorithm, which accepts the probabilistic distribution of the uncertain geometric measures of the mechanical system and generates an estimate of the resultant probability of failure ͑i.e., the probability of emergence of unsatisfactory dynamic behavior͒. The probabilistic distribution is expressed as a function of a finite number of scalar parameters: the nominal geometric measures and the associated tolerances. The probability of failure estimate is obtained by means of MCS. In each MCS-trial, the explicit limit state function is employed ͑Sec. 2.4͒, allowing computationally expensive calls of multibody simulations to be avoided. As a result, MCS are computationally feasible even if complex real world problems and high accuracy are considerd.
Probabilistic approximation ͑step four͒ refers to the derivation of a regression model that approximates the input-output-relation obtained through MCS ͑i.e., the relation between the nominal geometric measures along with the associated tolerances and the resultant probability of failure, Sec. 2.4͒. An RBDO problem, involving the regression model, which does not require calls to multibody simulations or MCS, is then formulated. The problem can be solved efficiently using standard nonlinear optimization methods, while still incorporating a high ͑theoretically, nearly full͒ degree of the relevant complexity of both the deterministic and the probabilistic model ͑Sec. 2.5͒.
In the following sections, all main components of the described methodology are explained in more detail.
Multibody Simulation and Classification.
In order to apply the proposed methodology to a multibody system, multibody simulation is necessary to verify if a specific realization of the system under consideration ͑with given fixed geometric characteristics͒ is acceptable or not. This is essential as the SVM ex- Transactions of the ASME plicit design space decomposition is based on this binary classification of the geometric realizations. The overall scheme for simulation-based derivation of such classification, referred to as "Geometry Classification", is depicted in Fig. 2 . The geometric configuration to be analyzed is first incorporated into the multibody system model, which is then employed for simulations using predefined representative system excitations. Simulation results are the system responses ͑forces, velocities, etc.͒, which are transferred to the load and functionality calculation modules.
The position coordinates, holding the trajectory information of all system components, and hence, characterizing the geometric system component interplay, are processed by the "Functionality Calculation" module, yielding scalar indices that characterize the quality of the geometric system movement. Such quality measure could, for example, be the mean deviation of an end-effector trajectory from the optimal one. The time information is eliminated in this process.
The forces, moments, accelerations, and velocities are transferred to the "Load Calculation" module. There, the normal and shear stresses developed in the system components are computed. These are then transformed into equivalent normal stresses, using an appropriate comparison stress hypothesis. Afterwards, the maximum stresses over space and time are computed for each system component and transferred as load indices to the "Performance Evaluation" module.
In the "Performance Evaluation" module, load and functionality indices are used to classify the system as either failing or not failing by comparing the overall dynamic performance displayed by the performance indices with performance criteria ͑e.g., maximum allowed stresses͒. In this work, such criteria are constant quantities, and are defined a priori.
The decision on system performance is the final output of a processing sequence that started with the definition of the target multibody system geometry. The geometry classification module comprising simulation, functionality calculation, load calculation, and performance evaluation, can therefore be interpreted as a classifier that assigns a binary decision to a given outcome of the uncertain geometric system measures, which can be located anywhere inside the "accepted" geometric region defined by the tolerance intervals.
Design Space Decomposition Using Support Vector
Machines. In order to provide a better understanding of the design space and its relation to cost and performance, this work proposes to decompose the design space explicitly with support vector machines ͓16,18-20͔. This novel approach provides a deeper insight into the design space through the association of one type of response with one specific region of the design space. In addition, as one of its most remarkable features, it allows an easy calculation of probabilities of failure. An example of design space decomposition with an SVM is given in Fig. 3 . The example shows three response clusters with respect to two variables. The regions of the design space with the highest response are delimited explicitly in terms of the variables using the SVM.
More precisely, consider a system whose responses ͑or any other quantities such as the cost͒ have been evaluated based on a design of experiments and classified as acceptable or unacceptable. The responses can then be projected onto the design space to create a mapping between regions of the design space and "clouds of responses" ͑Fig. 3͒. Note that, as in the depicted example, the responses might be discontinuous with clouds that are associated with very distinct system behaviors. Using this mapping, the designer can associate changes in the system's characteristic quantities ͑e.g., performance͒ with regions of the design space. However, if only a few discrete data points are available, this might not be very useful. For this reason, it is beneficial to obtain an explicit expression of the region boundaries in the design space, such as the ones given by SVMs. In other words, an analytical expression for limit state functions is obtained. This forms the basis of the concept of explicit decomposition of the design space.
Support vector machines, which are traditionally used for the classification of data, provide a natural and powerful tool for the construction of limit state functions. SVMs create a general expression for a function that optimally separates two classes. The SVM value is positive for one class and negative for the other. Based on the SVM value at a point, the confidence of the decision can be evaluated. The general expression of an SVM limit state function is given as:
where x i are support vectors, y i ͕1,−1͖ are the class labels, K is a kernel function, b is the bias, and ␣ i are the Lagrange multipliers associated to the support vectors. The support vectors and the Lagrange multipliers are found through the maximization of the margin, which is the separation between classes y i = sign͑s͑x i ͒͒ = 1 and y i = −1 in a high dimensional feature space ͓21͔. Several choices can be made for the kernel function like the polynomial and the Gaussian kernel. The Gaussian kernel used in this research is given as: SVMs are a very general tool, as the limit state function can be nonconvex and form disjoint subregions in a high dimensional space. As classifiers, SVMs are more attractive than neural networks because they provide an explicit limit state function, and overfitting is avoided.
Adaptive Sampling for Minimal Number of Experiments.
In order to reduce computational costs, the number of geometry classifications for constructing the limit state function should be minimized. However, using too few samples can compromise the accuracy of the SVM limit state function. The accuracy of the limit state function depends both on the quantity and the quality of the training samples. Therefore, an adaptive sampling technique is used to reduce the number of samples required to generate an accurate SVM limit state function ͑Fig. 4͒. An initial estimate of the limit state function is made using a reasonably small training set consisting of N init samples. The design of experiments used to select the initial samples should be as uniformly distributed in the space as possible. For this purpose techniques such as centroidal Voronoi tessellations ͑CVT͒ ͓12͔ can be used. The initial estimate of the limit state function is then refined through the selection of new samples, based on the following criteria ͓14,15͔:
• The samples are added on the limit state function, as the probability of misclassification is highest at this location.
• The new samples are added in the sparsely populated regions of the space.
The above objectives are realized by adding new samples on the limit state function while maximizing the distance to the nearest existing training sample ͓15͔
The SVM limit state function is updated by adding new samples according to the above criteria until a stopping criterion is met ͓14͔. The SVM kernel parameters are updated after each sample evaluation by minimizing the number of support vectors n SV .
2.4 Probability of Failure. The probability of occurrence of a nonacceptable system performance, referred to as probability of failure, is defined as
where 
͑2.5͒ The integration domain ⍀ f in Eq. ͑2.4͒ is the subspace of all nonacceptable geometric configurations-the failure domain.
Assuming that:
• the joint PDF f X ͑x ; x n , t͒ can be determined a priori for any configuration of nominal geometric measures x n and associated tolerances t; and • the boundary of the failure domain ͑the limit state͒ can be described as a function of the geometric measures, g͑x͒ =0; the probability of failure can be estimated using a FORM/SORM ͓5͔ or another technique such as the advanced mean value ͑AMV͒ method ͓22͔. Such methods may be inappropriate in the case of a multibody system whose responses might be discontinuous with highly nonlinear limit state functions, sometimes representing the boundaries of disjoint failure domains. MCS offers an alternative way of estimating the solution of Eq. ͑2.4͒. The basic idea of MCS is to create multiple realizations x of the random process characterized by f X ͑x ; x n , t͒, and to classify each realization as either failure ͑unacceptable system performance͒ or safe ͑acceptable system performance͒. Hence, the real world random process that generates either functioning or failing systems is replicated, and a great amount of virtual empirical data is created. From these data, the probability of emergence of nonacceptable system performance can be estimated as
1 Assuming statistical independence of all geometric measures. where N f ͑x n , t͒ is the number of realizations x that were classified as failure and N is the total number of realizations created. The main advantages of MCS are its simplicity and generality: MCS can be implemented easily and any distribution of the geometric measures can be processed. It can be shown that the maximum relative error of MCS-based probability of failure estimation, within a 95% confidence interval, is equal to ͓5͔:
As expected, the relative error decreases as N increases. Also, the error can become large for very small values of p f . Hence, if the probability of nonacceptable system performance is small, as is the usual case when dealing with geometric tolerances, traditional MCS requires evaluation of a large number of trials in order to obtain accurate results. The efficiency of MCS can be improved in two ways as follows:
• Reduction in the number of trials required for a given accuracy.
• Reduction in the computational cost of each individual trial.
The first point is addressed using variance reduction techniques such as importance sampling and stratified sampling ͓5͔. Importance sampling, in a simple form, can be implemented efficiently. It allows setting up freely the joint PDF to be employed in MCS for the generation of geometric realizations. Using this function, f x ͑bias͒ ͑x ; x n , t͒, referred to as the biasing function, and the real PDF of the actual process f X ͑x ; x n , t͒, the probability of failure is:
The second point is tackled through the use of an explicit limit state function g͑x͒ constructed using an SVM. In this case, the classification of a geometric configuration consists of checking the sign of g͑x͒, which has the form of a series expansion. Thus, a high number of trials can be realized with a reasonable computational cost. Figure 5 shows an example of MCS using a limit state function, which is approximated by an SVM.
RBDO.
The RBDO problem can be stated as follows:
F͑x n ,t͒
where F is the objective function and g is a limit state or performance function. The limit state equation g͑x͒ = 0 divides the space of uncertain geometric measures into a failure region ͑g͑x͒ Յ 0͒ and a safe region ͑g͑x͒ Ͼ 0͒. p f,target is the target probability of failure and x is the vector of a geometric realization. The random quantities are drawn from the interval that is defined by the nominal geometric values x n and the corresponding tolerance assignments t. Note that there can be several limit state functions for the same system, each related to a different failure mode.
As mentioned in the previous paragraph, the probability of failure can be evaluated using Monte-Carlo simulations. However, the inclusion of a Monte-Carlo process within an optimization loop is not recommended for three main reasons:
• It is time consuming; • The probability calculated by Monte-Carlo simulations is noisy due to the randomness of the sampling; and • The probabilities are typically low and can vary by orders of magnitude during the optimization process.
In order to regularize the probabilistic constraint, the reliability index ␤ is used as a substitute for the probability of failure:
where ⌽ is the standard normal cumulative density function. The optimization problem is then rewritten as:
In order to improve computational efficiency, the reliability index is approximated by a regression function. This is done by first generating a uniform DOE in a space spanned by the nominal dimensions and the associated tolerances. MCS are run for each sample, thus providing the corresponding probability of failure. The purpose of this first DOE is to identify the region ͑a hyper rectangle͒ of the space where the probability of failure is smaller than a given value ͑which is larger than the target probability of failure used in the RBDO problem͒. In this subspace, a second DOE is performed and the reliability index obtained via MCS is approximated by a support vector regression ͑SVR͒ ͓23͔ function based on a Gaussian kernel.
Application Example
The proposed optimization scheme was applied to a web cutter mechanism. Uncertain geometric measures are assumed to be the distances Q-A ͑denoted as x 1 ͒, A-B ͑denoted as x 2 ͒, and B-O ͑denoted as x 3 ͒, as depicted in Fig. 6 . The performance of the web cutter mechanism depends strongly on these measures. In the following sections, specific details of all previously described tech- niques are presented, ultimately allowing for a probabilistic optimization of the geometric configuration of the web cutter mechanism. The application example is aimed at illustrating the presented concepts. As a result of some simplifications of real world physical relations, practical applicability cannot be expected.
Multibody Simulation.
The web cutter was modeled as a planar mechanism consisting of five rigid bodies. A schematic picture of the mechanism is given in Fig. 7 . Only revolute joints and rigid joints are present in the model. Bodies 1 and 3 are connected to the ground through revolute joints at points Q and O. A revolute joint at point A connects bodies 1 and 2, and another revolute joint at point B connects bodies 2 and 3. Two rigid joints at point B connect bodies 2 and 4, and bodies 3 and 5, respectively. All bodies are assumed to be beams of constant density and constant cross section.
A body coordinate formulation is used, whereby all employed mathematical relations are expressed in terms of coordinates, which uniquely define the location of each individual body in two-dimensional space ͓24͔. An inverse simulation of the web cutter dynamic behavior is performed, providing the angular coordinate of body 1 1 as motion input ͓24͔. The reaction forces at each joint are extracted ͓24͔. The only external forces considered are the web resistance forces. They are applied at points C and D, once the cutting event is detected. The magnitude of these forces is assumed to be constant.
The simulation scenario is defined by the motion input 1 ͑t͒. This input imposes a predefined angle, zero angular velocity, and zero angular acceleration on body 1 at time step one. Over a predefined initial time period, the angular velocity is smoothly increased to a target value. After that, it is held constant. Simulation is performed until body 1 has undergone one complete rotation at the target angular velocity.
The inputs of the "Simulation" module are the geometric measures ͕x 1 , x 2 , x 3 ͖, which determine the local coordinates of points Q, A, B, and O. Simulation outputs are all body and point coordinates and their derivatives, and all applied and constraint forces. Each of these quantities is a function of time.
Functionality Calculation.
The following quantities are calculated based on the trajectory data received from the "simulation" module.
• The minimum and maximum gap over time between the cutting blade edges ͑functionality indices 1 and 5, respectively͒. • The minimum gap over time between the cutting blade bodies ͑functionality index 2͒. • The maximum value over time of the displacement in the longitudinal and vertical web direction between the web position and cutting blade position, which arises during the interaction of the web and cutting blades ͑functionality indices 3 and 4, respectively͒.
• The extent of the web cutter working space in the longitudinal and vertical direction of the web movement ͑function-ality indices 6 and 7, respectively͒.
The processing of these indices with the aim of evaluating the system operation success is described in Sec. 3.4.
Load Calculation. The calculation of the load indices is performed in four steps:
1. Calculation of longitudinal and transversal cutting forces and cutting moments, yielding three measures per body, each depending on one spatial coordinate and time. 2. Calculation of normal and shear stresses, yielding two measures per body, each depending on two spatial coordinates and time. 3. Calculation of equivalent normal stresses, merging normal and shear stresses into one variable. 4. Calculation of maximum equivalent normal stresses over both spatial dimensions and time, yielding one scalar measure per body, which is used as load index.
Calculation of cutting forces and cutting moments is based on the rigid body assumption and Newton's second law. The following relations are used:
where, F L , F T , and M are the longitudinal cutting force, transversal cutting force, and cutting moment; s L and s T are the longitudinal and transversal beam element accelerations; F k ͑L͒ , F k ͑T͒ , and M k are the longitudinal and transversal components of the k-th external force and the k-th external moment; x Fk and x Mk are the corresponding coordinates of application of these loads; , A, and x are the density, cross sectional area, and length coordinate of the Transactions of the ASME beam element; and I S ͑x͒ is a switch function, which is equal to one if x S and zero otherwise. Normal and shear stresses are calculated based on the cutting measures ͓25͔. For the determination of equivalent normal stresses, denoted as i ͑x , y , t͒, the distortion energy hypothesis is employed ͓26͔. The load indices max,i are calculated as follows: max,i = max ͓x,y,t͔ i ͑x,y,t͒, i = 1, . . . ,5 ͑3.4͒
Performance Evaluation.
The overall system performance is classified as unacceptable ͑failure͒ if the load and functionality indices, received from the corresponding modules, indicate the occurrence of at least one of the following events.
• Failure events 1-5: One of the received load indices ͑the maximum equivalent normal stress of a system component over space and time͒ is greater than the associated predefined maximum allowed normal stress. Occurrence of such event corresponds to system failure due to overstressing.
• Failure event 6: The minimum gap ͑over all time͒ between the cutting blade edges ͑functionality index 1͒ is greater than a predefined value. Occurrence of this event corresponds to web cutter malfunction because of its inability to successfully perform the cutting task as a result of the cutting blade edges remaining too far apart at all times.
• Failure event 7: The minimum gap ͑over all time͒ between the cutting blade bodies ͑functionality index 2͒ is negative. This event corresponds to the intrusion of the cutting blades.
• Failure events 8 and 9: The maximum longitudinal or vertical web displacement during cutting ͑functionality indices 3 and 4͒ is greater than an associated predefined maximum value. Occurrence of one of these events corresponds to web cutter malfunction because the movement of the web is too strongly disturbed by the cutting blades while cutting is performed.
• Failure events 10-12: The maximum gap between the cutting blade edges ͑functionality index 5͒, the working space in longitudinal web direction ͑functionality index 6͒, or the working space in the vertical web direction ͑functionality index 7͒ is greater than an associated predefined maximum value. Occurrence of one of these events corresponds to an inappropriate shape of the web cutter, violating demands on its compactness.
Evaluation of the above events requires the feasible ranges of all functionality indices to be provided a priori as constants of the performance evaluation module. If none of the above cases is found to be true, the system performance is classified as acceptable.
3.5 Estimation of Probability of Failure. MCS-based estimation of the probability of failure, as described in Sec. 2.4, requires the joint PDF of the dimensions x = ͓x 1 x 2 x 3 ͔ T , as well as another PDF, the biasing function. Both PDFs are constrained by the nominal values x n = ͓x 1 ͑n͒ x 2 ͑n͒ x 3 ͑n͒ ͔ T ͑which determine the marginal means͒ and the tolerances t = ͓t 1 t 2 t 3 ͔ T ͑which determine the marginal variances and bounds͒. Each dimension x i ͑i =1,2,3͒ is assumed to be statistically independent and to be associated to a marginal PDF, which is a truncated Gaussian. An example of such PDF is displayed in Fig. 8 . Truncation corresponds to the fact that if tolerances are not met during manufacturing, the corresponding component is discarded. The actual joint PDF of the dimensions is obtained by multiplying all marginal PDFs. The biasing function is chosen as a joint uniform distribution over the space of allowed dimensions. In our study, MCS are performed in packets of 10 5 samples.
Optimization of Nominal Measures and Tolerances.
The following explicit mathematical relation is employed for the calculation of tolerance-related manufacturing costs of the web cutter mechanism:
This relation has been freely chosen. The influence of nominal values on the overall manufacturing costs is neglected. In order to obtain optimal tolerance assignments, the following optimization problem is solved by means of sequential quadratic programming ͑SQP͒:
In this problem statement, ␤ SVR ͑x n , t͒ denotes the SVR-function that approximates the reliability index ͑see Sec. 2.5͒ and ␤ target denotes the target reliability index, which corresponds to a probability of failure of p f,target = ⌽͑−␤ target ͒, where ⌽ is the standard normal cumulative density function. The lower and upper bounds of the optimization variables x n and t, denoted as x 1,tl ͑n͒ , x 1,tu ͑n͒ , x 2,tl ͑n͒ ,
x 2,tu ͑n͒ , x 3,tl ͑n͒ , x 3,tu ͑n͒ , t 1,tl , t 1,tu , t 2,tl , t 2,tu , t 3,tl , and t 3,tu , are equal to the limits of the regression function domain.
Results
In order to get an insight into the decomposition of the space of random geometric measures of the web cutter and to quantify the accuracy of the SVM-based approximation of the limit state function, a very large set of reference data was created. This set consisted of a uniform three-dimensional grid, comprising 55 3 = 166, 375 sample geometric realizations, which were generated over the following intervals:
Each sample was analyzed via multibody simulation ͑Secs. 2.1 and 3.1-3.4; note that it should be emphasized at this point that this large number of function calls is just for the purpose of comparison, and that the actual approach uses far less samples, as described subsequently͒. The regions in the space of uncertain geometric measures that are associated to the failure events described in Sec. 3.4, and the resulting exact overall safe domain are presented in Fig. 9 . Some of the failure domains are found to be nearly linear ͑Subfigs. 2, 6, 7, and 10͒, while some are highly nonlinear ͑Subfigs. 1, 4, 5, 8, and 9͒. The "global" limit state function, boundary of the overall safe domain ͑depicted in the central subfigure͒, comes out to be a highly nonlinear closed surface in the space of random geometric measures. This domain is characterized by sharp edges ͑discontinuities in the first partial derivatives͒.
An SVM-based approximation of the limit state ͑Sec. 2.2͒ was obtained using 178 sample realizations of the uncertain geometric measures. The ranges of these measures are:
An initial set of 40 samples was distributed uniformly over the considered space. The remaining samples were chosen adaptively ͑Sec. 2.3͒. The width parameter of the Gaussian kernel used was updated after the addition of each new sample, as mentioned in Sec. 2.3. A width parameter of 0.1 was used to construct the final SVM limit state function ͑Fig. 10͒. In the figure, the large dots represent the samples used for the training of the SVM-function. The small dots represent all samples of the large reference data set, which were falsely classified by the SVM, thus providing a "measure" of the error of the approximated limit state function.
It is noticeable that the adaptive sampling scheme successfully yielded an increased sampling density in the vicinity of the limit state while avoiding clustering effects. Hence, each sample was characterized by a high content of unique information about the location of the limit state. Reclassification of the samples of the reference data set using the SVM-function yielded a correct reclassification rate of 96.6%.
In order to define an appropriate domain for the regression of the reliability index ͑Secs. 2.4, 2.5, and 3.5͒, 150,000 sample nominal values of the uncertain geometric measures of the web cutter and corresponding tolerances were distributed over the ͑six-dimensional͒ subspace with the following bounds:
The samples were analyzed by means of MCS, employing the previously generated SVM-function ͑note that there is no actual simulation call at this point but simply SVM evaluations͒. All samples whose associated reliability indices were located between −ϱ and 2.8 ͑⇔p f ͑2.56· 10 −3 ,1͒͒ or between 5 and ϱ ͑⇔p f ͑0 , 2.86· 10 −7 ͒͒ were discarded. The minimum and maximum coordinate values of the remaining samples were selected as the limits of the regression function domain: Two sets of samples stemming from that region were generated by means of CVT: a training set comprising 1000 samples and a testing set comprising 5000 samples. The probabilities of failure and the corresponding reliability indices were calculated using MCS for all these samples. The training set was used for the generation of the regression function by means of SVR. The regression function accuracy was assessed based on the testing set. Using the SVR-function, the RBDO problem ͑3.6͒ was solved based on SQP ͑Secs. 2.5 and 3.6͒ with an analytic evaluation of all Jacobians. A target reliability index of ␤ target = 3.29 was chosen, which corresponds to a target probability of failure of p f,target = 0.05%. As a start of the optimization, the center point of the space of considered nominal measures was used. Starting tolerances were defined as the minimum values considered. Starting nominal measures and starting tolerances formed a feasible point with no active constraints and a cost value of 21,735. After 38 SQP iterations, optimization converged to the following optimal solution: For this solution, the probabilistic constraint is active; all other constraints are inactive. The cost at the solution is equal to 942. The distance between the starting and optimal point is equal to: Multiple starting nominal measures were generated by spanning a grid of 6 3 = 216 samples over the space of considered nominal measures. Optimization was reexecuted for each sample, each time yielding a convergence to the aforementioned solution.
For the sake of comparison, the actual reliability index associated to x n ͑opt͒ and t ͑opt͒ was estimated by means of MCS and is equal to ␤ MCS ͑x n ͑opt͒ , t ͑opt͒ ͒ = 3.68, which corresponds to a probability of failure of p f,MCS ͑x n ͑opt͒ , t ͑opt͒ ͒ = 0.01%. Hence, the SVRfunction yielded a conservative estimate of system reliability at x n ͑opt͒ and t ͑opt͒ . The solution of the RBDO problem is depicted within the space of uncertain geometric measures ͑Fig. 11͒. The large dot ͑at the intersection point of the lines͒ represents the optimal nominal geometric configuration x n ͑opt͒ . The rectangles represent the associated optimal tolerance assignments t ͑opt͒ . The outer surface, serving as a reference, indicates the SVM-based limit state approximation. The inner surface gives an impression of the real world distribution of geometric measures x i ͑i =1,2,3͒, which results from the RBDO solution. It is an isosurface of the joint PDF f X ͑x ; x n ͑opt͒ , t ͑opt͒ ͒, which encloses 90% of all possible geometric outcomes.
Conclusion
This study describes a novel method to perform a reliabilitybased design and tolerance optimization for multibody systems. The core of this approach is based on the notion of explicit design space decomposition, whereby the boundary of the failure domain is constructed explicitly using an SVM. SVM-based explicit limit state functions enable an efficient calculation of probability of failure, as well as an efficient adaptive sampling for the reduction in the number of function evaluations. The probabilistic constraint of an RBDO problem can subsequently be replaced by an approximation allowing the problem to be solved efficiently. The approach, which was applied to a web cutter, can handle an arbitrary number of failure modes, arbitrary probabilistic distributions of the uncertain variables, discontinuous system responses, and nonlinear and disjoint limit states. It can be automated to a large extent and can provide the designer with more insight into complex system dependencies such as an explicit knowledge of where the failure regions are.
The methodology has been shown to be computationally feasible in the case of three uncertain variables. Local errors of the design space decomposition occur mainly in the vicinity of the boundaries. Such errors would require some degree of conservativeness ͑e.g., a reduction in the safe region volume͒ if a real world application is tackled. Subsequent work will focus on investigating the efficiency of the proposed approach for larger scale multibody systems with more geometric properties and tolerance intervals. Also, the accuracy of the design space decomposition will be increased further by improving the convergence properties of the adaptive sampling scheme.
Probabilistic SVMs will be introduced, which map the distance between a sample and the optimal hyperplane to the confidence of classification as "safe." This allows for an easy assessment of the expected accuracy of an SVM model and, more importantly, a customization of the degree of conservativeness of the methodology. The latter is achieved by associating the limit state, not to the nominal confidence level of 50%, but to a higher confidence level of choice ͑e.g., 99%͒, meaning that the safe region is composed of reliably safe configurations only. A change in the target confidence level does not require retraining of the SVM-function. It is therefore feasible to generate a series of solutions, each one associated to a different degree of conservativeness.
In order to apply the proposed methodology in practice, a useroptimized design tool can be developed, which automates design space decomposition, MCS, and probability of failure regression and optimization, leaving only the nominal classification algorithm ͑i.e., the algorithm for modeling-and simulation-based classification of an arbitrary outcome of the uncertain system variables as either safe or "failure"͒ and the probabilistic distributions of the uncertain variables to be provided by the user. 
