ABSTRACT Visual odometry has greatly progressed since non-linear optimization methods were introduced for pose estimation. Furthermore, RGBD visual odometry has become a hot research topic in the robotic and computer vision field with the introduction of RGBD cameras. However, most RGBD-camera-based visual odometry methods are designed by extending monocular visual odometry methods, therein not paying much attention to the integration of the different types of information provided by RGBD images. In this paper, we propose a novel hybrid-residual-based-RGBD visual odometry, where three types of complementary information are integrated into a joint optimization model. The reprojection residuals, the photometric residuals and the depth residuals are minimized together in the non-linear optimization process, where a robust cost function and outlier filtering are employed in the iterative optimization to enhance the robustness of the iteration while simultaneously maintaining the optimality. Experiments on publicly available RGBD data sets validate the advantages of the integration of multiple types of information for RGBD visual odometry. The accuracy and robustness are greatly improved by our method.
I. INTRODUCTION
Visual odometry (VO) and visual simultaneous localization and mapping (VSLAM) are the two main vision-based selflocalization methods for robots, unmanned vehicles, etc. VO methods process a sequence of images and incrementally output the pose of the camera. VSLAM methods extend VO by introducing the parallel process of loop-closing and global optimization.
The VO/VSLAM problem was originally modeled as a probability estimation problem [1] , [2] . Most traditional methods, such as the Extended Kalman Filter [1] and the Particle Filter [3] , are based on probabilistic filtering. With the development of the research field, this issue is now studied based on optimization methods, and great successes have been achieved.
According to the optimization objectives, optimizationbased VO/VSLAM methods generally fall into two categories: methods optimizing the reprojection residuals [4] - [6] and methods optimizing the photometric residuals [7] - [9] .
Reprojection-residual-based methods are also called the feature-based methods, or indirect methods. These methods extract keypoints in the image and calculate the one-toone matches between the 3D keypoints (landmarks) and the image keypoints. The camera motion is estimated based on the found matches, yielding the name ''indirect methods''. The one-to-one matches are mostly resolved based on feature matching methods [4] , [6] , [10] , [11] ; this is why such methods are also called feature-based methods. Except for the feature matching, there are other methods [5] without feature matching used to acquire the one-to-one matches, where the keypoint tracking method is employed. The 3D keypoints are projected onto the image, and then, the pixel distances between the projected keypoints and the detected keypoints can be calculated. Finally, the camera motion can be optimized by minimizing the pixel distances, where the pixel distances in the optimization objective are called the reprojection residuals. The optimization is well known as bundle adjustment (BA). The reprojection residuals are usually called geometric residuals to differentiate from photometric residuals.
Photometric-residual-based methods do not require applying feature extraction or feature matching processes to an image. Therefore, photometric-residual-based methods are also called direct methods. Instead of using the keypoints as the landmarks, these methods use a mass of pixels. According to the number of pixels, the methods can be divided into dense methods [7] and sparse methods [8] , [9] . In particular, sparse methods are also called semi-dense methods, compared to the sparser feature-based methods. The 3D landmarks, i.e., pixels, are also projected onto the image, just like in feature-based methods; however, in contrast to calculating the reprojection error, the intensity/brightness errors between the projected pixels and the landmarks are calculated. Finally, the camera motion can be optimized by minimizing the intensity/brightness errors, where these errors are called the photometric residuals in the optimization objective. This optimization process has a similar form as the BA problem and can be solved using the same optimization algorithm.
Reprojection-residual-based methods address sparse keypoints, therein yielding a lower computational complexity during the optimization process. Moreover, since the oneto-one matches of keypoints have already been determined, they are more robust to fast movements or low frame rates. Photometric-residual-based methods address a mass of pixels, thereby resulting in a denser and finer map. Moreover, since more pixels are used in these methods, the photometricresidual-based methods usually achieve a higher accuracy.
Since each type of method has advantages and since the two types of methods are generally complementary, combining them into a unified VO/VSLAM method represents a significant research effort. Silva et al. [13] combined dense optical flow methods and sparse-feature-based methods, where the dense probabilistic method was employed to estimate the epipolar geometry and the sparse feature method was employed to estimate the feature depth. Forster et al. [14] proposed the semi-direct method, which combines the feature-based method and the photometricresidual-based method into a joint visual odometry. The two methods are employed in two optimization steps. The small patches of pixels around the feature points are first used for the photometric-residual-based optimization. Then, the optimization result is used to refine the feature correspondences; finally, the reprojection-residual-based optimization is conducted to obtain a precise result. Krombach et al. [15] proposed a parallel method whereby the feature-based method runs in real time in one thread and the direct method runs in a parallel thread at a lower frame rate. The former thread provides the real-time camera movement estimation, and the latter thread provides the dense map. The camera movement estimated from the former thread is also used as the initial estimate for the latter thread.
In addition to the two types of methods based on reprojection residuals and photometric residuals, RGBD cameras provide a new inspiration since they can acquire more information about the environment. RGBD cameras can synchronously provide the depth/range information in addition to color images. This gives RGBD cameras the natural advantages of estimating the accurate 3D coordinates of each pixel. This also helps to acquire a denser and finer map using dense depth images. Moreover, the scale uncertainty issue in monocular VO/VSLAM does not exist in RGBD VO/VSLAM.
Using RGBD cameras, StÃijckler and Behnke [12] utilized 3D surfels as the landmarks to represent the map, and Shape-Texture Descriptors for the surfels were designed for the landmark association. Then, the pose of the camera was optimized by minimizing the association residuals. This method is feature-based, but in contrast to other featurebased methods, the descriptor distances, instead of the pixel distances, of the features (surfels) are used as the residuals. Stueckler et al. [16] employed the surfel features together with the sparse keypoint features in the same odometry framework, and superior results in terms of accuracy could be achieved.
These optimization-based methods are summarized in Table 1 according to the information and the optimization frameworks that they employed.
Inspired by the complementarity of different types of information available in RGBD images, we propose a joint optimization model to seamlessly combine these types of information. The feature used here is the ORB feature [17] , which is relatively stable with regard to scale and rotation invariance. However, due to its sparseness property and the fake keypoint issue [18] , the accuracy of ORB-based odometry is limited. The direct methods have achieved the most accurate visual odometry, and the intensity and depth information is complementary in textured and structured environments. In this paper, we make the first attempt to integrate the three types of information in a joint hybrid residual model, and the optimization model is derived and solved. This is also the first trial of tight-coupling direct methods and indirect methods.
The framework of the proposed hybrid-residual-based visual odometry is illustrated in Figure 1 . The landmarks for the three types of residuals are extracted in the RGBD image. Then, the three types of residuals are calculated basing on the landmarks and the association; they are then combined into a joint hybrid residual model. The details of the derivation of the hybrid residual model are introduced in Section II. Based on the model, the nonlinear optimization is conducted using the robust cost functions and the outlier filtering. The algorithm of the nonlinear optimization is derived in Section III. Note that the optimized pose of each frame is in the world coordinate system, i.e., the landmark coordinate system, as in most other optimization-based odometry methods. Finally, the landmarks are updated by transforming the extracted landmarks in the current image into the world coordinate system, which will be used in the later frames.
The remainder of this paper is organized as follows. We first derive the hybrid residual model in Section II. Based on the model, the nonlinear optimization is derived in Section III. Then, the details of the landmark extraction and fining are introduced in Section IV. Section V presents the experimental settings and results to validate the performance of the proposed method. Finally, our work is concluded in Section VI.
II. HYBRID-RESIDUAL-BASED OPTIMIZATION MODEL
A. PROBABILITY MODEL OF CAMERA POSE From the perspective of probability theory, the estimation of the camera motion can be treated as the Maximum Likelihood Estimate (MLE), or the Maximum a Posteriori (MAP) estimate. The general probability estimation model can be represented as arg max
arg max ξ L (ξ ) is called the MAP estimation of ξ . p x oj , x wj |ξ is the maximum likelihood probability, and the p (ξ ) is the prior probability of ξ . ξ is the 6DOF (Degree of Freedom) movement of the camera from the map coordinate system to the camera coordinate system of the current image. ξ can be represented in a Lie algebra as ξ = [φ x , φ y , φ z , t x , t y , t z ]. x wj is the 3D landmark in the world coordinate system. x oj is the corresponding observation of x wj in the image. Note that the observation takes on different forms in different methods such as a 2D coordinate vector in reprojection methods and an intensity value in photometric methods. We write them simply as x oj indiscriminately. N is the total number of observation values.
The prior probability of ξ is also called prior information. If the prior information is given, the MAP model can be used. If the sensing data need to be calculated integrally, then the probability model is highly relative to the former pose of the camera; hence, the MAP model is used. In traditional filtering-based methods, the prior probability is required for the filtering model and can be calculated based on the motion model of the camera. In optimization-based methods, if integral sensing data are used, such as the inertial sensing data in visual-inertial odometry [19] , the MAP model is mostly used.
In contrast, if the camera pose only relies on the current state without prior information, the camera pose of ξ is optimized without the limitation of its prior probability. Then, Equation (1) has the following form:
Equation (2) is called the MLE model. In most state-ofthe-art VO/VSLAM methods, the optimization of the camera pose of the current image only relies on the landmarks in the world map, and no prior information is required; hence, the MLE model is mostly used. In this work, we focus on the integration of different types of residuals, and the MLE is used.
For the maximum likelihood probability, p x oj , x wj |ξ , we assume that the observation model has Gaussian noise:
π(ξ , x wj ) is the observation model, which first projects the 3D landmark x wj onto the 2D image. The projected landmark in the image is written as K•(ξ ⊗x wj ), where ξ ⊗x wj represents the 3D transform of the landmark from the map coordinate system to the camera coordinate system. We define ξ ⊗ x wj .
is the known constant camera intrinsic parameters, which can perspectively project the 3D point onto the image. We use the following pinhole camera model:
Then, the observation value is extracted from the image at the pixel [u cj v cj ] T . Since different methods have different forms of the observation model, the observation values may have different forms such as pixel coordinates or pixel intensities. This will be detailed in Section II-B.
With the Gaussian noise model, the maximum likelihood estimation model is made equivalent to the minimization of nonlinear weighted least squares by applying the minus logarithm operation, as shown in Equation (5).
e x oj , π ξ , x wj is called the residual of the observation, which measures the difference between the observation value x oj and the model value π ξ , x wj .
e(x oj ,π (ξ,xwj))
is called the standard residual, which is unitless and standard normally distributed. In most cases, the residual is simply the numerical subtraction. However, for the reprojection residuals, the Euclidean distance is used since the two values are the 2D coordinate vector in the image. We use e (·) as the general symbol of the residual, and the details of the calculation for different types of residuals are introduced in Section II-B.
B. HYBRID RESIDUAL INTEGRATION
Different methods calculate the residuals in different ways since they use different types of observation values such as the pixel coordinates in feature-based methods and the intensity values in photometric-residual-based methods.
In this work, we integrate three types of residuals in the observation error model: the reprojection residual e rep , the photometric residual e pho , and the depth residual e dep . dep,j . In the reprojection residual model, the observation values are the pixel coordinates of the landmarks in the image, which are usually used by the feature extraction and feature matching methods. Then, the reprojection residual is defined as the pixel distance between the detected keypoint and the reprojected point in the image, as shown in Equation (7).
E(ξ
[u oj v oj ] T are the pixel coordinates calculated by the observation model, given as π(ξ , x wj ), as mentioned previously.
[u wj , v wj ] T are the detected pixel coordinates of the landmark based on the keypoint detection and descriptor matching.
The photometric residuals are defined as the observation errors of the pixel intensities (brightness) and the landmarks, as shown in Equation (8) .
Intensity(x wj ) means the intensity value of the landmark, which is usually held in memory together with the coordinates in the local map and remains constant.
is the corresponding pixel intensity of the projected landmark in the image.
For the depth residuals, most RGBD cameras, including binocular RGBD cameras and structured-light-based RGBD cameras, sense the depth information based on the parallax model. Therefore, the inverse depth values are supposed to be Gaussian distributed [20] , [21] . We define the depth residuals as
Similar to the photometric error, invDepth(x wj ) is the inverse depth value of the landmark, and invDepth([u oj v oj ] T ) is the inverse depth value of the corresponding pixel of the projected landmark in the image. The inverse depth image is generated based on the depth image in the preprocessing step whenever a new image is captured.
Note that the observation value of invDepth(x wj ) is not a constant, in contrast to the photometric observation, and varies with the camera movement of ξ . invDepth(x wj ) is the inverse depth value of the landmark in the camera coordinate system, with the camera movement being ξ . This is an issue requiring attention when solving the nonlinear optimization, as will be detailed in Section III-C.
III. NONLINEAR OPTIMIZATION
The minimization of Equation (6) (10) Then, we obtain the matrix form of the cost function, E(ξ ), as Equation (11):
We call e the joint residuals, and W is the joint information matrix, which is a diagonal matrix.
Based on Gauss-Newton iterative optimization, suppose J to be the Jacobin matrix of e, i.e., J = ∂e/∂ξ T . Then, we obtain the increment of each iteration as follows:
As a result, the calculation of the Jacobin matrix is the only issue in this optimization procedure.
. . .
Based on Equation (4), we obtain
Based on the Lie algebra, we obtain
where the operator ∧ means the skew-symmetric matrix generation, as shown in (18) .
Thus, we replace Equations (16) and (17) in (15):
has the same form as the reprojection Jacobin matrix in Equation (19) .
is the intensity gradient of the pixel [u oj v oj ] T , where the intensity gradient image is generated based on the original image in the preprocessing step whenever a new image is captured.
∂z cj ∂ξ T is the third row of the matrix
, which is calculated in Equation (17) .
is the inverse depth gradient of the pixel [u oj v oj ] T , where the inverse depth gradient image is generated in the preprocessing step, similar to the intensity gradient image.
D. ROBUST COST FUNCTIONS AND OUTLIER FILTERING
Robust cost functions are widely used in optimizationbased odometry and many other nonlinear optimization applications. The cost functions can greatly improve the robustness of the optimization to the influence of outliers. An intuitive idea for addressing outliers is to set their weights to zero. However, for this iterative optimization issue, the initial several iterations are far from converged, which will result in an incorrect assignment of outliers. The iterative optimization will subsequently diverge more quickly. For this reason, the robust cost function is designed as a continuous function, and the increase rate of the output cost value decreases quickly with increasing residuals. In this way, the robust cost functions can decrease the influence of the outliers and improve the robustness of the optimizing iteration. As a result, the robustness of the whole odometry system can be improved.
The Geman-MacClure (G-M) cost function has proved to be one of the best robust cost functions in RGBD image processing [22] . Similar to the original cost function given as E j = e j w j e j , the form of the G-M cost function is E GM j = e j w j e j / 1 + e j w j e j . The original cost function is called the L2 cost function. The performance of the G-M cost function compared to the L2 cost function is shown in Figure 2 . We can see that the G-M cost function is monotonically increasing with increasing absolute residual, which ensures the global convergence of the iterative optimization, as with the L2 cost function. However, the output value of the G-M cost function increases slowly with increasing absolute residual when the absolute residual is large. This means that the influence of the outliers with large residuals can be efficiently suppressed compared to the L2 cost function. When the absolute residual is small, the G-M cost function outputs a cost value similar to the original L2 cost function. This means that the G-M cost function has minimal influence on the inliers and largely maintains the optimality of the optimization.
When applying the G-M cost function in the optimization, the new optimization model can be reformed as
e j w j e j / 1 + e j w j e j . = e T W GM e
where W GM is called the G-M weight, which is a diagonal matrix with elements w j / 1 + e j w j e j . Then, the optimization can be conducted as the original optimization by simply replacing the W with W GM , and we obtain the G-M cost-function-based iterative increment:
The introduction of the robust cost function can significantly improve the robustness of the optimizing iteration. However, the robust cost function is designed based on experience and will destroy the optimality of the original maximum likelihood estimation model. Theoretically, the L2 cost function is the only cost function that can ensure the optimality under the hypothesis of the Gaussian noise model. Therefore, we employ the robust cost function only in the initial several iterations to ensure that the optimization will not diverge. In the later iterations, the outliers must be removed since the robust cost function is no longer available to decrease their influence. In this case, some thresholds are pre-defined to filter out the outliers.
In this work, three thresholds, th rep , th pho , and th dep , are set for the three types of residuals. For each type of residual, e rep , e pho , and e dep , if the residual of a landmark matching, e x oj , π ξ , x wj 2 , is larger than the corresponding threshold, this landmark matching will be considered to be an outlier and be deactivated in the optimization. The entire optimization procedure is summarized as Algorithm 1:
IV. LANDMARK EXTRACTION
For visual odometry, the landmarks in the world for the pose estimation of the current image are actually detected in the initial frames and transformed into the world coordinate system. The landmarks extracted in the current image will be employed for the pose estimation of later images.
The quality of the landmarks will directly influence the performance of the odometry. A good landmark should be salient enough in the image and stable with the movement of the camera. Considering that there are three types of residuals in the proposed method, the landmarks are also divided into three types.
Reprojection-residual-based methods, which are also known as feature-based methods, usually use features possessing scale and rotation invariance as the landmarks. The ORB feature [17] is one of the most often employed features in VO/VSLAM methods. ORB features extract multi-scale FAST corners as the keypoints, and an oriented 256-bit binary descriptor is associated with the keypoint as its descriptor. Therefore, the ORB features are invariant to rotation and scale and provide good real-time performance for feature matching without GPUs.
In this work, the ORB features are chosen as the landmarks for the reprojection residuals. The ORB features are extracted from the color image of the RGBD image. To ensure the robustness of the method, the features are homogeneously extracted in the image [6] , where the image is divided into grids and the features in each grid are refined with an adapted threshold of the feature detector to maintain the number of keypoints in each grid. Note that the ORB feature is an optional choice for the reprojection residuals, and the proposed method is not restricted to specific features. Any similar feature can be employed in the framework for different applications. Reproject the landmarks in the current image based on the camera pose: π ξ i , x wj ; 3: Calculate the residuals of the landmarks: e j = e x oj , π ξ , x wj ; 4: Calculate the Jacobin Matrix: J = ∂e/∂ξ T ; 5: Calculate the variances of the three types of residuals:
pho,j , and
Calculate the iterative increment using the G-M robust cost function:
Update the camera pose: ξ i+1 = ξ i ⊕ ξ (where ⊕ is the Lie-algebra-based plus); 8: i = i + 1; 9: until i = n/2 10: repeat 11: Reproject the landmarks in the current image based on the camera pose as step 2; 12: Calculate the residuals of the landmarks as step 3; 13: Filter out the outliers using the threshold: th rep , th pho , and th dep ; 14: Calculate the Jacobin Matrix as step 4; 15: Calculate the variances of the three types of residuals as step 5; 16: Calculate the iterative increment using the L2 cost function: ξ = −(J T W J) −1 J T W e; 17: Update the camera pose as step 7;
18:
For the photometric residuals, the pixels with photometric measurements would undoubtedly be the landmarks. Different methods use different photometric models to describe the photometric measurements of the pixels. Some methods [9] introduce many factors into the photometric model, including the exposure time, the lens attenuation (vignetting), and the non-linear response, and have achieved great performance in environments with complex illumination. However, simultaneously, since the model factors also need to be optimized in the optimization process, the computational complexity would also increase in the optimization, and the optimization would more likely be trapped in faulty local optima. In this work, the photometric model is not the main research focus, and the most simplified as well as popular model is employed for the photometric measurement of the pixels. With the hypothesis that the illumination of the environment remains constant and the camera is pre-calibrated, the gray scale values of the same landmark in different images will remain constant. Therefore, the intensity value of the landmark is set to be the pixel gray scale value, which is directly indexed in the image.
For the extraction of the photometric landmarks, the intensity saliency is employed to extract the salient pixels as the landmarks. A pixel is defined to be intensity salient when its intensity value is significantly disparate to its neighbors in the image. In this work, the intensity gradient image is first generated, and the pixels with large gradient values are extracted as the salient pixels. Then, the intensity salient pixels can be extracted in this intensity gradient image. Note that Gaussian smoothing is conducted before the gradient image is generated to suppress the influence of the noise.
Considering that the number of landmarks will directly influence the computational complexity, the number of salient pixels should not be excessive. In this work, the histogram-based adaptive threshold method is employed to extract the salient pixels to ensure that the number of salient pixels remains constant, as shown in Figure 3 . The histogram of the gradient image is first generated based on the intensity gradient image. Then, we integrate the histogram from the right side (large values) to left side (small values). During the integration process, once the integration value is greater than a certain threshold (the desired number of salient pixels), the integration process is terminated, and the corresponding gradient value is set to be the adaptive threshold of the gradient. Note that the actual number of extracted salient pixels using this adaptive threshold of the gradient is slightly larger than the desired number of salient pixels because of the limitation of the sampling resolution of the histogram. The sampling resolution, i.e., the number of bins, is set to be 1000 in this work based on a compromise between accuracy and computational complexity.
The homogeneity of the extraction on the image is also very important for photometric landmark extraction, similar to reprojection landmark extraction. However, in contrast to reprojection landmarks, i.e., the ORB features, the intensity salient pixels are more likely to agglomerate in certain salient regions. Therefore, the griding process is not suitable for the extraction of the intensity salient pixels, as the salient pixels will still agglomerate in each grid. For this reason, we use a down-sampling process instead of the griding process.
For the landmark extraction for the depth residuals, the saliency property is also the most important rule for the determination of a pixel being a landmark or not. Therefore, the landmarks for depth residuals are extracted in the same way as the photometric landmarks, where the only difference is that the input image for the depth landmark extraction is the inverse depth image instead of the gray image for the photometric landmark extraction.
Note that the landmark extraction for all types of residuals is a relatively independent procedure and is conducted before the iterative optimization of the camera pose introduced in Section III. Therefore, the landmark extraction is processed in parallel in a separate thread in the executable program to boost the real-time performance.
V. EXPERIMENTS AND RESULTS
Several experiments are conducted to evaluate the proposed RGBD odometry system. The RGBD dataset for the experiments is the TUM dataset, which is publicly available with ground truth [23] . The RGBD images in the dataset are captured by a hand-held Kinect in an indoor environment. The proposed method is programmed with C++ and run on a computer with a 2.4 GHz quad-core processor.
The code is open source and can be downloaded from https://github.com/nubot-nudt/HRVO-RGBD.
A. LANDMARK EXTRACTION AND OUTLIER FILTERING
The three types of landmark extraction results are shown in Figure 4 , where the number of landmarks is set to 500.
The reprojection landmarks are extracted using the ORB feature extraction method, as shown in Figure 4 (b) . The extracted landmarks are homogeneously distributed in the image, as expected. The photometric landmarks and depth landmarks are extracted from the gray image and the depth image, respectively, as shown in Figure 4 (d) and Figure 4 (f). For both types of landmark extraction, the salient pixels are extracted as the landmarks; in addition, they are homogeneously distributed in the images instead of agglomerated.
Some typical outlier filtering results are shown in Figure 5 , where the image has typical semi-occlusions due to the variations in views and the layer environment. Note that the outlier thresholds should be set according to the measurement precision of the RGBD sensor. In these experiments, the outlier thresholds are set to be th rep = 2.5 pixels, th pho = 0.3, and th dep = 0.05 m −1 for the three types of residuals.
As shown in Figure 5 , the outliers can be effectively filtered out in the experimental results. For the photometric outlier filtering, since the occluded landmarks cannot be detected in the current image and cannot be matched to the landmarks, these occluded outliers have already been filtered out during the feature matching process. For the mismatches, these landmarks are considered as the outliers since they have large reprojection residuals, shown as the red keypoints in Figure 5 (a) . For the photometric outlier filtering and the depth outlier filtering, the occluded landmarks are also projected onto the current image. However, the corresponding pixels are the foreground pixels and result in large residuals when comparing with these landmarks, which are supposed to be located in the background. For the photometric outliers, some outliers are falsely kept as inliers in the image because the foreground pixels have similar intensities as the background. This is the drawback of the photometric outlier filtering. However, since the intensities are similar, the influences are also limited. For depth outlier filtering, the background landmarks can be effectively filtered out. Note that there are some pixels without depth information in the image, as indicated by black pixels in Figure 5 (c), being caused by the limitations of the RGBD camera. If the landmarks are projected onto these pixels, they are also considered to be outliers. As a result, there are substantially more outliers in the image compared to the reprojection outlier filtering and the photometric outlier filtering.
B. ODOMETRY EXPERIMENTS
Six odometry methods are employed to verify the performance of the proposed odometry method. The six comparison odometry methods are based on different combinations of the three types of residuals. The first comparison odometry method is set as the reprejection-residual-based method. This can be considered as a simplified version of ORB-SLAM [6] without loop closing and global pose optimization. The second comparison method is set as the photometric-residualbased method. This can be considered as a simplified version of LSD-SLAM [8] , where loop closing and global pose optimization are not conducted. The third comparison method is set as a depth-residual-based method. There is no VO/VSLAM method only based on the depth residuals (there are depth-information-based odometry and SLAM methods using lidar, but they are not comparable to visual odometry; therefore, they are not considered); therefore, we programed a depth-residual-based odometry method as the comparison method using the residual model of Equation (9) . The other three comparison methods are set to be the three types of combinations of the three types of residuals, i.e., the combination of photometric residuals and depth residuals, the combination of reprojection residuals and depth residuals, and the combination of reprojection residuals and photometric residuals.
To make a fair comparison, all the comparison methods are run under the same experimental conditions, on the same computer, with the same programing language, and on same datasets. Moreover, since the methods that use more landmarks will apparently have an advantage over methods that use fewer landmarks, it is necessary to maintain the same number of landmarks for each comparison method. For example, if a method employs both reprojection landmarks and photometric landmarks, the total numbers of the two types of landmarks would be the same as the other methods that only use one type of landmark. In other words, the addition of one type of landmark means a reduction in another type of landmark. Only in this way can the advantages of the integration of different types of information be verified.
In this experiment, the number of landmarks is set to 1500 for all the comparison methods. This parameter setting is manually set according to the computing capabilities of the computer mentioned above to ensure that all the methods run at the same frame rate of 30 Hz. As for the numbers of different types of landmarks in the same method, there is no theoretical principle for determining the settings. Considering that different types of information may contribute differently in different environments to the odometry, we set the numbers of different types of landmarks to be 1:1:1 for all the datasets to facilitate a fair comparison.
The experimental results of the trajectories of all the methods, together with their absolute trajectory errors (ATE), are drawn in Figure 6 .
In the dataset of Figure 6 (a), the camera experiences large rotation but minimal translation, and the images are heavily blurred, as shown in Figure 7 (a). In this case, the introduction of the reprojection residuals can significantly enhance the robustness of the odometry. The methods based on the photometric residuals or the depth residuals drift more quickly than the reprojection-residual-based method. On the other hand, the combination of multiple types of residuals can significantly increase the accuracy of the odometry. The method with two or more types of residuals achieves higher accuracy than those with only one type of residual. It can be observed that the method combining the photometric residuals and the depth residuals achieves high accuracy in the initial 12 seconds but suffers from a large drift at approximately the 13th second. On the one hand, this demonstrates the accuracy improvement achieved under the combination of the two types of residuals. On the other hand, this also demonstrates the contribution of the reprojection residuals to the robustness of the odometry.
In the dataset of Figure 6 (b), the camera moves in a stable and smooth manner, and there are abundant textures and structures in the images, as shown in Figure 7 (b). In this case, all the methods, except the depth-residual-based method, can achieve good performances. There is no especially outstanding method among them. This means that the combination of different types of residuals does not make a significant difference under these ''perfect'' application conditions. As for the depth-residual-based method, it is unstable and suffers the largest drift in many images. This is because the depth texture is not as abundant as the intensity textures in the images. Therefore, the depth residuals are not suggested to be used alone. However, the depth residuals remain significant for improving the odometry accuracy, as can be observed in other figures.
Typical images of the datasets for Figure 6 (c)-(e) are illustrated in Figure 7 (c)-(e). As shown by the trajectories and ATE figures in Figure 6 , the combination of multiple types of residuals can significantly improve the accuracy and robustness of the odometry, and the proposed hybrid-residual-based odometry method achieves the best performance across all methods.
To quantitatively analyze the contribution of the integration of multiple types of residuals, we calculate the reductions in the average ATE when comparing the hybrid-residual-based method to the other methods, and we show the reductions in percentage, ATE [ Table 2 . Table 2 shows that the proposed hybrid-residualbased method can significantly improve the accuracy of the odometry. The proposed method achieves an average reduction in transition error of 50% for the method based on a single type of residual and an over 20% reduction on average for the method based on two types of residuals. These results fully demonstrate the advantages of the proposed method in terms of achieving improved accuracy.
It is necessary to again mention that the integration of the multiple types of residuals is not conducted by simply adding more landmarks of a different type; it is not a simple ''trade'' of increased accuracy at increased computational cost. Instead, we add another type of landmark by reducing one type of landmark to maintain the computational cost. Therefore, these experiments fully proved the complementarity of different types of residuals, the integration of which is highly beneficial.
VI. CONCLUSIONS
This paper represents the first attempt to combine three types of complementary information to improve the accuracy and robustness of RGBD visual odometry. The three types of residuals, the reprojection residuals, the photometric residuals and the depth residuals, are integrated in the joint optimization model for the estimation of camera poses. The hybrid-residual-based model is built with a Gaussian assumption, and the solution process is derived based on the Gauss-Newton iterative optimization method. The robust cost function and outlier filtering are introduced in the iterative optimization to enhance the robustness of the optimization while simultaneously maintaining the optimality. For the landmark extraction, the ORB features are extracted as the reprojection landmarks, and the intensity saliency pixels and the depth saliency pixels are extracted as the photometric landmarks and the depth landmarks, respectively. The experiments on the open-source datasets validated the advantages of the integration of multiple types of information for RGBD visual odometry. The accuracy and the robustness are greatly improved by our method.
The conclusion of this work is a reference for most other RGBD applications. The work is expected to improve the performance of RGBD applications with the integration of multiple types of information.
However, there are certain aspects that need to be improved for the proposed odometry. First, there are no theoretical principles for the settings of the numbers of the three types of landmarks, and we can only provide a conservative setting of 1:1:1. Second, it is necessary to add the loop closing detection and the global pose optimization to the method to improve the accuracy and reduce drifting. These issues will be considered in our future work.
