ABSTRACT. We provide a description of the space of continuous and translation invariant Minkowski valuations Φ : K n → K n for which there is an upper and a lower bound for the volume of Φ(K) in terms of the volume of the convex body K itself. Although no invariance with respect to a group acting on the space of convex bodies is imposed, we prove that only two types of operators appear: a family of operators having only cylinders over (n − 1)-dimensional convex bodies as images, and a second family consisting essentially of 1-homogeneous operators. Using this description, we give improvements of some known characterization results for the difference body.
INTRODUCTION
An inequality between two geometric quantities associated to a convex body is called affine isoperimetric inequality if the ratio of these two quantities is invariant under the action of all affine transformations of the convex body. Affine isoperimetric inequalities have always constituted an important part of convex geometry and have found numerous applications to different areas, such as functional analysis, partial differential equations, or geometry of numbers (see [41] ). Moreover, affine isoperimetric inequalities are usually stronger than their Euclidean counterparts.
Three of the best known affine isoperimetric inequalities associated to operators between convex bodies are: the Rogers-Shephard inequality, associated to the difference body; the Busemann-Petty centroid inequality, associated to the centroid body; and the Petty projection and Zhang inequalities, associated to the projection body. One of the first and most relevant applications of these inequalities was given by Zhang [67] , who obtained an affine version of the Sobolev inequality from (an extension of) the Petty projection inequality. Ten years later, Haberl and Schuster [26, 27] generalized it to an asymmetric affine L p -Sobolev inequality by using the characterization of the L p -projection bodies previously obtained by Ludwig [35] in the context of the so-called L p -Minkowski valuations. For further results in this direction we refer to [57, Section 10.15] , [16, 28, 29, 39, 40, [42] [43] [44] 63] , and references therein.
In the present paper, we initiate a study aiming at a deeper understanding of the relationship between affine isoperimetric inequalities and characterization results for Minkowski valuations, by taking the converse direction of Haberl and Schuster [26] and classifying, given an affine isoperimetric inequality, all continuous (and translation invariant) Minkowski valuations by which it is satisfied. In this paper, we focus on the affine isoperimetric inequality associated to the difference body operator.
We denote by K n the space of convex and compact sets (convex bodies) in R n . The difference body operator D : K n −→ K n is defined by (1) DK := K + (−K), where −K := {x ∈ R n : −x ∈ K} and + denotes the Minkowski or vectorial sum. Notice that the ratio
is invariant under affine transformations of R n (here V n denotes the n-dimensional volume). The affine isoperimetric inequalities associated to the difference body read as follows
For convex bodies with non-empty interior, equality holds in the upper inequality exactly if K is a simplex, and convex bodies symmetric with respect to the origin (i.e., K = −K) are the only optimizers of the lower inequality. The lower bound follows from a direct application of the Brunn-Minkowski inequality (see [57] ) and the upper bound was proved by Rogers and Shephard in [51] (see also [15, 52] for other proofs and related inequalities). We study in this paper the operators Φ : K n −→ K n satisfying an (RS) type inequality, that is, operators such that the volume of the image of a convex body K is bounded uniformly, from above and from below, by a multiple of the volume of K (see Definition 1.1). We will always assume these operators to be continuous and Minkowski valuations.
In the framework of convex geometry, an operator Z : K n −→ (A, +) is a valuation if
for every K, L ∈ K n such that K ∪ L ∈ K n . Here (A, +) denotes an Abelian semigroup.
Valuations have developed as particularly important objects in convex geometry since Dehn's solution to the Third Hilbert problem. Probably the best known result in the theory of valuations is the characterization by Hadwiger [30] of the intrinsic volumes as a basis of the space of continuous and motion invariant valuations taking values in R. The interested reader is referred to [5, 8, 19, 46, 47] and [57, Chapter 6] for valuable and detailed surveys about the state of the art of the theory of real-valued valuations. We refer also to [6, 9, 10, 38] for further recent results in this area. Apart from the real-valued case, there has been an increasing interest in valuations having other spaces as codomain. Examples of these are, among others, the space of matrices, tensors, area and curvature measures, and various function spaces (see e.g. [11, 25, 36, 37, 65, 66] ).
Minkowski valuations are those taking values in K n endowed with the Minkowski addition. In other words, Φ : K n −→ K n is a Minkowski valuation if (2) holds for every pair of convex bodies K and L such that K ∪ L ∈ K n , and the Minkowski addition is taken on both sides of the equality. As stated before, they will be the main object of study of this work.
One of the most pursued scopes in the theory of valuations amounts to characterize classical and new objects from the realm of convex geometry, as valuations with specific additional properties. These additional properties are usually of two types: (i) topological: continuity or semi-continuity with respect to the standard topology on K n ; (ii) algebraic-geometrical: covariance or contravariance with respect to the action of some group of transformations of K n , such as the group of translations, GL(n) or SO(n).
In this paper we aim to use a property of a different nature: a metric-geometrical property, namely the fulfillment of the following volume constraint, recently introduced in [3] (see also [4, 17] ). Definition 1.1. Let Φ : K n −→ K n be an operator. We say that Φ satisfies a volume constraint (VC) if there are constants c Φ , C Φ > 0 such that
In [4] , the following characterization result for the difference body operator was obtained, based on (VC). This theorem belongs to a very recent and rapidly developing theory of classification results in convex geometry, without the notion of Minkowski valuation but under other natural, and very general, properties such as symmetrization. Some of these general results yield as a corollary a characterization of the difference body operator. We highlight in the following the first of them and refer the reader to [12, 21, 22, 48] for more details.
Theorem B ( [21] ). Let n ≥ 2. An operator Φ : K n −→ K n is continuous, translation invariant, and GL(n)-covariant if and only if there is a λ ≥ 0 such that Φ(K) = λDK for every K ∈ K n .
We would like to stress that Theorem B does not require the property of being a Minkowski valuation, but requires GL(n)-covariance. We recall that Φ is said to be covariant with respect to a group G of transformations of R n if
The first works about characterization of Minkowski valuations were obtained by Schneider in [55] and [56] . He obtained significant classification results for a special type of Minkowski valuations, called Minkowski endomorphism, which are defined as the continuous Minkowski valuations that are homogeneous of degree 1, commute with rotations, and are translation invariant. The difference body operator constitutes the fundamental example of a Minkowski endomorphism.
Ludwig's works [34, 35] represent the starting point for a systematic study of characterization results in the theory of Minkowski valuations. Concerning the difference body operator, she obtained the following fundamental characterization result.
Theorem C ( [35] ). Let n ≥ 2. An operator Φ : K n −→ K n is a continuous, translation invariant, and SL(n)-covariant Minkowski valuation if and only if there is a λ ≥ 0 such that
After the seminal results of Ludwig, an intensive investigation of Minkowski valuations has been launched, which has led to characterization results, for other groups of transformations or for certain subfamilies of K n . The corresponding results can be found in [1, 2, 13, 24, 31, [59] [60] [61] [62] 64] and references therein.
1.1.
Results of the present paper. We denote by MVal the space of continuous and translation invariant Minkowski valuations and by MVal s the subspace of MVal consisting of Minkowski valuations with symmetric image. The Steiner point of K is denoted by s(K). We refer the reader to Section 2 for further notation and definitions.
As described above, in the present paper, we consider the general question of describing the operators in MVal satisfying the (VC) condition without any further hypothesis. Our main result can be stated as follows: 
(ii) there exist a segment S, an (n − 1)-dimensional convex body L with dim(L + S) = n, and p : K n −→ R n continuous and translation invariant valuation such that
In Sections 4 and 5 the operator p : K n −→ R n is described more explicitly, as a sum of valuations with fixed degree.
If we additionally assume that the operator Φ has symmetric images, then p(K) is the origin, for every K ∈ K n , and we obtain the following. (i) Φ is homogeneous of degree one;
(ii) there exist a centered segment S and an o-symmetric
We would like to remark that Theorem 1.2 constitutes, to the best of our knowledge, the first characterization result in the theory of Minkowski valuations which does not assume the operator to be invariant, covariant or contravariant with respect to some subgroup of GL(n).
A description of the 1-homogeneous Minkowski valuations appearing in Theorem 1.3(i) was given in [3] in the context of Minkowski additive operators (i.e., continuous, 1-homogeneous, and translation invariant Minkowski valuations). There, the Minkowski endomorphisms satisfying the (VC) condition, and the Minkowski additive operators that satisfy (VC) and are monotonic were classified. Theorem 1.2 allows us to improve these results by removing the homogeneity hypothesis and obtain the following. (i) there are g ∈ GL(n) and p ∈ R n such that 
(ii) An operator Φ ∈ MVal s satisfies (VC) and is SO(n)-covariant if and only if there is a λ > 0 such that Φ(K) = λDK for every K ∈ K n .
To prove our results we rely upon recent developments from the theory of real-valued valuations, which will be recalled in Section 2 for the reader's convenience. In addition, we need to develop new techniques, since our assumption of satisfying (VC) is of a different nature than typical covariance or contravariance with respect to some subgroup of GL(n). For Theorem 1.2 we perform a careful study of the image of zonotopes under Φ : K n −→ K n , since the lack of covariance does not allow us to use the standard technique of exploiting the image of few simplices. For the proof of Theorems 1.4 and 1.5, we use Theorem 1.2 and classical results in the theory of real-valued valuations.
The paper is organized as follows. In Section 2 we collect the known results, especially about valuations, that will be used along the paper, and we introduce the notation used throughout. In Sections 3 to 5 we prove Theorem 1.2. More precisely, Section 3 is devoted to show that we have actually a dichotomy under the hypotheses of Theorem 1.2. This leads to either the 1-homogeneous case, or to case (ii) of Theorem 1.2. In the next two sections we study each case, giving the proof of Theorems 1.2 and 1.3 in Section 5. Finally, in Section 6, we prove Theorem 1.4 and Theorem 1.5 together with its analogue for n = 2. We end the paper with some examples to illustrate the necessity of our assumptions in Theorem 1.2.
2. PRELIMINARIES 2.1. Notation. As usual, we denote by R n the n-dimensional Euclidean space, equipped with the standard scalar product ·, · .
If A ⊂ R n is a measurable set, V n (A) denotes its volume, that is, its n-dimensional Lebesgue measure. If A ⊂ R n , the span of A, span A, is the vector subspace of R n parallel to the minimal affine subspace in R n containing A. The dimension of A is defined as dim A := dim(span A).
The unit sphere of R n is denoted by S n−1 and we denote by B n the Euclidean unit ball with volume κ n . For p, q ∈ R n we write [p, q] for the line segment joining the points p and q, and S v := [−v, v], v ∈ R n , for the line segment joining −v and v.
The general linear group in R n is denoted by GL(n), the special linear group by SL(n), the group of orthogonal transformations of R n by O(n) and by SO(n) ⊂ O(n) the group of the orthogonal transformations which preserve orientation.
Convex bodies.
For the basics on convex geometry and on the theory of valuations, we refer the reader to the books [7, 20, 23, 33, 57] .
Let K n denote the set of convex bodies (compact and convex sets) in R n endowed with the Hausdorff metric, and let K n s denote the set of convex bodies in R n which are symmetric with respect to the origin. The elements of K n s are called o-symmetric convex bodies. We endow K n with the Minkowski addition:
The support function of a convex body K ∈ K n , h K : R n −→ R, is given by
and it determines K uniquely ([57, Theorem 1.7.1]). For every u ∈ R n , the function K → h(K, u) is linear with respect to the Minkowski addition and multiplication by non-negative reals:
A zonotope is a convex body obtained as the finite sum of line segments and a zonoid is a convex body that can be approximated, in the Hausdorff metric, by zonotopes (see e.g. [57, p. 191] ). Zonotopes will play a prominent role in the proof of Theorem 1.2.
Mixed volumes.
We will thoroughly use the notion of mixed volumes of convex bodies, for which we refer to Chapter 5 of [57] . The mixed volume of n convex bodies K 1 , . . . , K n from K n will be denoted by the usual notation:
Mixed volumes are multilinear functionals (K n ) n −→ R. In each entry, they are continuous, translation invariant, and satisfy the valuation property (see (4) for the definition).
Brackets [i] next to an entry of a mixed volume mean that the entry is repeated i times. Mixed volumes can be extended to the vector space spanned by restrictions of support functions on S n−1 (see [57, p. 291] ). For the proof of Theorem 1.2, we will use the existence of this extension. In view of this, we will use both notations, K and h K , as arguments in a mixed volume involving the convex body K. In other words, we write equivalently
and interpret the support function as a function restricted to S n−1 .
Along the paper, and especially in Section 3, we will use the following result, containing conditions for which a mixed volume does not vanish. Theorem 2.1 (Theorem 5.1.8 in [57] ). For K 1 , . . . , K n ∈ K n , the following assertions are equivalent:
We say that ϕ is translation invariant if ϕ(K + t) = ϕ(K) for all K ∈ K n and t ∈ R n . If A is a topological space, we say that ϕ : K n −→ A is continuous, if it is continuous with respect to the Hausdorff topology on K n . If there is a multiplication between the positive real numbers and the elements in A, then we say that ϕ :
Finally, if a group of transformations G acts on K n and on A, we say that a valuation ϕ :
2.4.1. Real-valued valuations. These are the valuations µ on K n having (R, +), the real numbers with the usual addition, as target space. We denote by Val the space of real-valued valuations, which are additionally continuous and translation invariant; this is in fact a Banach space. The subspace of valuations homogeneous of degree j, j ∈ {0, . . . , n}, is denoted by Val j .
McMullen proved the following fundamental decomposition result of the space Val.
Theorem 2.2 ([45]).
For every µ ∈ Val there exist unique µ j , j = 0, . . . , n, with µ j ∈ Val j for every j, such that
In other words Val = j=0,...,n
Val j .
The next result provides useful information on the image of a homogeneous valuation in Val j which vanishes on convex bodies of certain dimensions. We will often use the following construction to pass from Minkowski valuations to realvalued valuations: Let Φ be a Minkowski valuation and fix u ∈ R n . The map Φ u :
is a real-valued valuation which inherits the properties of Φ such as continuity, translation invariance, j-homogeneity, and monotonicity. Let Φ : K n −→ K n be a continuous and translation invariant Minkowski valuation, i.e., Φ ∈ MVal. Using the support function of Φ(K) as just described, the decomposition in Theorem 2.2 yields
where every f j (K, u) is continuous in both variables and positively homogeneous of bi-degree (j, 1), i.e., it satisfies
Notice that, by the McMullen decomposition, each f j has the valuation property with respect to K, for every fixed u.
Since we will use the above decomposition very often, we will refer to it as the
We would like to remark that in the literature the term "McMullen decomposition of a Minkowski valuation" has been used with a stronger meaning, namely, a Minkowski valuation Φ has a McMullen decomposition if there exist
This turns out to be equivalent to the fact that every function u → f j (K, u) in (5) is convex for every 0 ≤ j ≤ n (cf. [18] ) which is, in general, not the case. This was first shown in [50] (see also [18] ). The following two results give conditions in order that some of the functions f j (K, u) are support functions.
By Lemma 2.4 the functions f 0 (K, ·) and f n (K, ·) in the McMullen decomposition (5) are always support functions. Moreover, since for every u ∈ R n , the function f 0 (·, u) is a continuous, translation invariant, and homogeneous of degree 0 real-valued valuation, it is a multiple of the Euler characteristic and, hence, independent of the convex body K; notice, however, that this multiple may depend on u. Analogously, f n (K, u) is a multiple of the volume of K (see [30] ), which may depend on u. In the following, we denote by L 0 (resp. L n ) the convex body with support function f 0 ({0}, ·) (resp. f n (κ −1/n n B n , ·) ) and write the McMullen decomposition of Φ as
Remark 2.5. Let Φ ∈ MVal and let p ∈ R n be a point. Then Φ({p}) = L 0 .
Another particular case, where the functions u → f j (K, u) are known to be convex, was given in [49] . Parapatits and Schuster proved there that restricted to zonoids Z ∈ K n , each function u → f j (Z, u) in the McMullen decomposition for Φ ∈ MVal is a support function.
for every λ > 0.
In view of the previous result we fix the following notation.
Definition 2.7. Let Φ ∈ MVal, let u ∈ R n , and let Z ∈ K n be a zonoid.
To simplify the notation in this case, we also write (5) inherits many invariance properties of Φ. In particular, we easily deduce the following. (5) with λK instead of K and once with −u instead of u yields
By comparing the coefficients of the above polynomial expression in λ we get
In the next lemma we collect some facts about the functions involved in the McMullen decomposition of Φ ∈ MVal which will be used throughout the rest of the work.
Lemma 2.9. Let Φ ∈ MVal, K ∈ K n , u ∈ R n , and j ∈ {0, 1, . . . , n}. Then:
Proof. The statement of item (i) was proved in [49] . Item (ii) follows directly from the McMullen decomposition of Φ. Item (iii) follows, for instance, from Corollary 6.3.2 in [57] .
Item (iv) is deduced from Lemma 2.4 and items (ii) and (iii). Item (v) follows from Theorem 2.3(ii).
For item (vi), we first note that since Φ(K) is a convex body for every K ∈ K n , we have
for every u, v ∈ R n and λ > 0. By the McMullen decomposition of Φ and the linearity of f j (K, ·) for j > j 0 , we have
If j 0 ≥ 1, then as λ → ∞, we get that the inequality can be satisfied only if
is a support function for every K ∈ K n . If j 0 = 0, we obtain the latter directly.
To finish this section, we state the following technical result, which can be obtained from Theorem 6.3.6 in [57] . For completeness, we give a proof of the result, which will be essential in Section 3.
Let C(n, k) denote the set of all ordered subsets of k elements among {1, . . . , n} and let σ j be the j-th element of σ, 1 ≤ j ≤ k.
Theorem 2.10 (Corollary of Theorem 6.3.6 in [57] ). Let 1 ≤ k ≤ n, let Φ ∈ MVal k , and let S 1 , . . . , S n be segments in R n . Then
Proof. Let Φ ∈ MVal k and let S 1 , . . . , S n be segments in R n . Consider u ∈ R n and define the continuous and translation invariant real-valued valuation Φ u (K) := h(Φ(K), u). From Theorem 6.3.6 in [57] , we have that there exists a continuous and translation invariant operator Φ u : (K n ) k −→ R that is Minkowski additive in each variable and such that
with n j=1 r j = k. Moreover, by Theorem 6.3.6 in [57] , the mapping K → Φ u (K[r], M r+1 , . . . , M k ) is a continuous and translation invariant valuation, homogeneous of degree r for each fixed r ∈ {1, . . . , k} and for every fixed tuple of convex bodies M r+1 , . . . , M k . In particular, for every r 1 , . . . , r n with r 1 + · · · + r n = k, we have that
is a continuous and translation invariant real-valued valuation, homogeneous of degree r 1 .
Since in (8) we are taking K = S 1 , a segment, if r 1 ≥ 2, the summand vanishes. Since the same argument can be done for r 2 , . . . , r n , we obtain that r i ∈ {0, 1} for every 1 ≤ i ≤ n and the sum in (8) can be taken over C(n, k). Hence,
The last equality holds by applying the same argument as before but with
for every u ∈ R n . Since the support function uniquely describes a convex body ([57, Theorem 1.7.1]), the statement of the theorem follows.
2.5. Volume constraints. As described in the introduction, the main objective of this paper is to describe Minkowski valuations satisfying certain volume constraints.
Definition 2.11. An operator Φ : K n −→ K n satisfies a lower volume constraint (LVC) if there exists a constant c Φ > 0 such that
Analogously, we say that Φ satisfies an upper volume constraint (UVC) if there exists
Throughout the paper we will refer to these properties simply writing (LVC) and (UVC), respectively. We will mostly consider valuations that satisfy both (LVC) and (UVC), which corresponds to Definition 1.1. If Φ is of this type, we will say that Φ satisfies the volume constraint, briefly, Φ satisfies (VC) or Φ satisfies the (VC) condition.
The identity operator on K n trivially satisfies (VC), but a more interesting example, which motivated the previous definition in [3] , is the difference body operator, defined in (1), which satisfies (RS).
The operators in Theorem 1.2(ii) are also examples of Minkowski valuations satisfying (VC). Indeed, for a segment S and an (n−1)-dimensional convex body L with dim(L+S) = n we have, by the linearity and positivity of mixed volumes (see Theorem 2.1),
Hence, the (VC) condition is satisfied with c Φ = C Φ = V n (L + S) = 0.
DICHOTOMY FOR THE IMAGE OF A POINT
The aim of this section is to prove that, if a Minkowski valuation Φ ∈ MVal satisfies the (VC) condition, then the image of a point is either a point or an (n − 1)-dimensional convex body. That is, we prove the following result.
For the proof of Theorem 3.1, we need to exploit in a more specific way the information given by the McMullen decomposition (6) of Φ, which we can use since Φ is a continuous and translation invariant Minkowski valuation.
We consider V n (Φ(λK)) for λ > 0. By (6), Lemma 2.9(i), and the extension of mixed volumes to differences of support functions (see Section 2.3), we have
The multilinearity of the extension of mixed volumes to differences of support functions provides us with a polynomial expansion of V n (Φ(λK)) in λ, which may contain terms of degree from 0 until n n . Moreover, each of the coefficients of the polynomial is a sum of mixed volumes of the support functions of L 0 and L n , and the functions
involved in the McMullen decomposition of Φ. As each of these functions depends only on K, for the sake of brevity, we will write
and denote by v Φ j (K) the coefficient of degree j in the above polynomial expansion of V n (Φ(λK)), 0 ≤ j ≤ n n . We note that, in general, v Φ j (K) may be negative.
Remark 3.2. Let Φ ∈ MVal satisfy (VC) and let f i , 0 ≤ i ≤ n, be the functions appearing in its McMullen decomposition. Let K ∈ K n and let v Φ j (K) be as above. Then, for every 0 ≤ j ≤ n n , the mixed volumes involved in the coefficient
We next state a fact whose proof is a simple observation, but which will play an important role in the next.
If Φ ∈ MVal satisfies the (VC) condition, then there exist positive constants c Φ and C Φ , independent of K and λ, for which
Comparing these inequalities with (9), we immediately get that the only possibly non vanishing term in the sum in (9) is the one containing λ n . In other words, V n (Φ(λK)) is necessarily a monomial of degree n. The following corollaries collect the important consequences of this fact.
Corollary 3.3. Let Φ ∈ MVal satisfy the (VC) condition. Then:
) vanishes if and only if each of the mixed volumes involved in its explicit expression does.
Proof. Let Φ ∈ MVal satisfy the (VC) condition and let K ∈ K n . If each function u → f j (K, u) is a convex function, 1 ≤ j ≤ n − 1, then the coefficients v Φ j (K) are sums of mixed volumes of convex bodies. Thus, these summands are all non-negative and the statement holds.
We now proceed to prove Theorem 3.1.
Proof of Theorem 3.1. Let Φ ∈ MVal satisfy the (VC) condition. We consider its McMullen decomposition, as described in (6), and use the notation of Definition 2.7.
We first prove that dim L 0 = n. Indeed, since L 0 = Φ({p}), by Remark 2.5 and (6), we have that dim L 0 = n implies V n (Φ({p})) > 0, in contradiction with the (UVC) condition. From now on, we assume 0 ≤ dim L 0 ≤ n − 1.
Let Z be a fixed n-dimensional zonotope. By Theorem 2.6, u → f k (Z, u) is the support function of a convex body Φ k (Z), for every 1 ≤ k ≤ n − 1. On the other hand, by Corollary 3.3(ii) we have v Φ n (Z) = 0, where v Φ n (Z) is the coefficient of the degree n of the polynomial V n (Φ(λZ)), in λ, given in (9) . Therefore, v Φ n (Z) is a sum of mixed volumes of the form
where a 0 , . . . , a n ∈ {0, 1, . . . , n} and satisfy the following two conditions.
• As the sum of the multiplicities of the entries of a mixed volume is n,
n k=0 a k = n;
• by (9) and the fact that
n k=0 ka k = n.
Using the described notation, we prove the following claim. Claim 1. v Φ n (Z) has only one non-zero summand:
with a 0 , . . . , a n ∈ {0, 1, . . . , n} satisfying (10) and (11) . Moreover,
We note that, a priori, a k , 1 ≤ k ≤ n − 1, may depend on the zonotope Z.
At the end of the proof, we will show that this summand is one of the following two:
and that this fact implies Theorem 3.1. We note that the mixed volume on (A) (resp. (B)) corresponds to a 0 = n − 1, a n = 1 and a j = 0, 1 ≤ j ≤ n − 1 (resp. a 1 = n, a 0 = 0 and a j = 0, 2 ≤ j ≤ n), which are the trivial solutions of (10) and (11).
We next prove Claim 1. By Corollary 3.3(ii), there exist a 0 , . . . , a n for which (12) holds. We show that dim(Φ k (Z)) = a k for every k ∈ {0, . . . , n}. This means, in particular, that there is only one possible choice for the numbers (a 0 , a 1 , . . . , a n ), which implies the whole claim.
For a 0 , . . . , a n such that (12) holds, Theorem 2.1 yields that dim(Φ k (Z)) ≥ a k and, hence, there exist a k linearly independent segments S 1 , . . . , S a k ⊂ Φ k (Z), for every k ∈ {0, . . . , n}. Assume that for some k ∈ {0, . . . , n}, dim(Φ k (Z)) > a k . Then, by condition (b) in Theorem 2.1, there exists j = k such that a j ≥ 1 and
However, this mixed volume is one of the summands of the coefficient v Φ n+k−j (Z), which has to be zero by Corollaries 3.4 and 3.3(iii). Thus, dim(Φ k (Z)) = a k , which concludes the proof of Claim 1.
In the second step of the proof, we will apply Claim 1 to cubes. To do so, we need to introduce some notation. Let {w 1 , . . . , w n } be a fixed basis of R n and define S i := [−w i , w i ] and (13)
Clearly C n is an n-dimensional zonotope and since Φ satisfies (VC) we have dim(Φ(C n )) = n. We define a k := dim(Φ k (C n )). By Claim 1, a k coincides with the multiplicity of Φ k (Z) in the mixed volume appearing in (12) , for Z = C n .
Let C(n, k) denote, as in Theorem 2.10, the set of all ordered subsets of k elements among {1, . . . , n} and for σ ∈ C(n, k) and j = 1, . . . , k, let σ j denote the j-th element of σ. By Theorem 2.10, we have
where C ′ (n, k) contains those elements σ ∈ C(n, k) for which dim(Φ k (S σ 1 + · · · + S σ k )) = 0. For every 1 ≤ k ≤ n, we can choose a subset Σ k ⊂ C ′ (n, k) which is minimal in the following sense: first
and, secondly, this equality fails to be true if we omit one of the terms from Σ k in the sum on the right-hand side. We note that the number of elements in Σ k is at most a k , which is attained if dim(Φ k (S σ 1 + · · · + S σ k )) = 1 for every σ ∈ Σ k . Moreover, for every σ ∈ C ′ (n, k) there exists a subset Σ k which contains σ and is minimal. Equation (15) will be used to prove Claim 2 below. For simplicity, we say that a segment S j has index in Σ k if there is a σ ∈ Σ k such that σ l = j for some 1 ≤ l ≤ k. Equation (14) together with the McMullen decomposition (6) yields
where q ∈ R n is given by n k=1
We will next focus on the following sum of convex bodies:
Let τ i be the number of subsets σ ∈ C ′ (n, k), for all possible choices of k between 1 and n, for which i is an element of σ. In other words, τ i is the number of summands in (17) in which the segment S i appears. We define I := (τ 1 , . . . , τ n ) ∈ N n .
Claim 2.
(a) For every 1 ≤ k ≤ n and σ ∈ C ′ (n, k),
arguing by contradiction. Without loss of generality we assume that τ 1 = 0, i.e.,
Then, by (14), we clearly have
which is a contradiction with (UVC) since V n (S 2 +· · ·+S n ) = 0. Hence, τ k ≥ 1, 1 ≤ k ≤ n, and each segment appears at least in one summand in (17) . For the proof of (a) and (b) in Claim 2, we will repeatedly use the following argument: if our claim is not satisfied, we construct, according to the given considerations in each case, appropriate zonotopes so that (UVC) fails to hold for them.
We prove next that (18) holds. If k = n, then (18) is directly satisfied. Indeed, if a n = 0, then a n = 1 from (11) and, by Claim 1, dim(Φ n (C n )) = dim(Φ n (S 1 + · · · + S n )) = 1.
For 1 ≤ k ≤ n − 1, we prove (18) by contradiction. Assume that there are k ∈ {1, . . . , n − 1} and σ ∈ C ′ (n, k) such that
Let Σ k ⊂ C ′ (n, k) be a minimal set containing σ, as defined in (15) . In this situation, because of the minimality of Σ k and Claim 1, the number q of elements of Σ k is at most (a k − 1). We denote by s ≤ qk the number of linearly independent segments with index in Σ k and by P s the zonotope sum of these s segments. For every 1 ≤ l ≤ n, l = k, let Σ l be a fixed minimal set. Denote by s ′ the number of linearly independent segment with index in an element of the set {Σ l } 1≤l≤n,l =k . Let P s ′ be the zonotope sum of these s ′ segments. We have
..,n; l =k la l = n − ka k .
Let P be the zonotope given by P = P s + P s ′ . By construction
and, hence, V n (P ) = 0. On the other hand, recalling (15), we have V n (Φ(P )) = 0. This contradicts (UVC). Thus, we have (18).
Hence, (19) and Claim 2(a) prove that each segment S 1 , . . . , S n appears at least in one summand of (17) and that each summand of (17) has dimension 1. This implies that, in the sum in (14) , there are at least a k summands in C ′ (n, k) for every 1 ≤ k ≤ n−1. In particular, any minimal set Σ k contains exactly a k elements.
We show next Claim 2(b), i.e., we show that for every 1 ≤ k ≤ n there are exactly a k subsets σ ∈ C ′ (n, k) for which dim(Φ k (S σ 1 + · · · + S σ k )) = 1 holds. For k = n, this follows immediately since C(n, n) contains only one element and either a n = 0 or a n = 1. Claim 1 yields the result. We prove the statement for 1 ≤ k ≤ n − 1 arguing by contradiction. For 1 ≤ l ≤ n − 1, let Σ l be minimal and denote σ 1 , . . . , σ a l ∈ Σ l . Fix k ∈ {1, . . . , n − 1} and assume that Claim 2(b) does not hold for k. Then there is σ ∈ C ′ (n, k) such that σ = σ j , j ∈ {1, . . . , a k }. Without loss of generality, since (18) holds, we may assume that
Let Q be the sum of the n − ka k segments whose index is in Σ l , 1 ≤ l ≤ n, l = k (cf. Claim 2(a)). Then dim Q = n − ka k . Indeed, if these segments are not linearly independent, i.e., if dim Q < n − ka k , consider the zonotope
Then dim P < n. On the other hand, by (15) , V n (Φ(P )) = 0. This contradicts the (UVC) condition. Thus we assume next that dim Q = n − ka k .
Consider the at most
, . . . , S σ a k k . We will distinguish the following mutually excluding cases and define an appropriate zonotope P ′ in each case: i) Some segment with index in Σ k is already a summand of Q. We set
.
ii) No segment with index in Σ k is in Q but some segment S σ 1 , . . . , S σ k is already a summand of Q. In this case we set
iii) Otherwise, all segments S σ 1 , . . . , S σ k have index in Σ k , that is,
Since σ = σ 1 , there is an l such that 2 ≤ l ≤ a k and for which S σ i = S σ l r for some 1 ≤ i, r ≤ k. We set
Define the zonotope P := P ′ + Q. By construction, we have dim P < n. On the other hand, by (16) , (15) , and (20) , dim(Φ(P )) = n. This contradicts the (UVC) condition and Claim 2(b) holds also for 1 ≤ k ≤ n − 1. Now, the assertion I = (1, . . . , 1), which completes the proof of Claim 2, follows immediately from (11), Claim 2(a) and (b), and the fact that τ i ≥ 1, 1 ≤ i ≤ n. Indeed, by Claim 2(b), C ′ (n, k) contains exactly a k elements, for every k = 1, . . . , n. This means that there are exactly ka k indices corresponding to C ′ (n, k) and, in total, we have n k=1 ka k = n indices. As each τ i is at least 1, we have that τ i = 1 for every i = 1, . . . , n, and Claim 2 is proved.
In the next claim we study the relation between the subset C ′ (n, k) associated to a generalized cube C n and the subset C ′ (n, k) associated to another generalized cube, P that differs only in one segment with C n ; that is, we compare the distribution of the segments appearing in (17) within the different Φ k for the generalized cubes C n and P . Claim 3. Let C n = S 1 + · · · + S n be as before and let S be a segment such that span S = span S i for every 1 ≤ i ≤ n. Define P := S + S 2 + · · · + S n . Let j ∈ {1, . . . , n − 1}. If
Let C n = S 1 + · · · + S n and let P = S + S 2 + · · · + S n be as in the statement. Using (16) for C n and P , we can write
where C ′ (n, k, C n ) (resp. C ′ (n, k, P )) denotes the subset of elements σ ∈ C(n, k) for which dim(Φ k (S σ 1 + · · · + S σ k )) = 0, for the above sum in C n (resp. P ). For P , we make an abuse of notation and denote also by 1 the index associated to S.
We compare the central sum
with the sum
First, using Claim 2(c), we split A and B as follows:
for 1 ≤ j, i ≤ n and β 2 , . . . , β i ∈ {2, . . . , n}. By Claim 2(c), S 1 does not appear in C, as well as, S does not appear in D. Thus, every summand in C is a summand in D and vice versa, that is, the sums C and D are the same and contain the same segments. Therefore, using again Claim 2(c), we obtain that β m ∈ {2, · · · , j} for 2 ≤ m ≤ i. Since every segment S m , 2 ≤ m ≤ j appears exactly once in B, we necessarily have i = j. Hence, the proof of (a) is completed. Now (b) follows directly from (a) and Claim 2(c).
Claim 4. Let C n = S 1 + · · · + S n be as in (13) . Then the unique non-zero summand of v Φ n (C n ) (given by Claim 1) is necessarily one of the following:
In the notation of Claim 1, this is equivalent to say that, for C n , either ( A) (a 0 , . . . , a n ) = (n − 1, 0, . . . , 0, 1) or ( B) (a 0 , . . . , a n ) = (0, n, 0, . . . , 0).
Notice that this yields the statement of Theorem 3.1. Indeed, by Remark 2.5, L 0 = Φ({p}) for every p ∈ R n and, by Claim 1, dim(Φ 0 (C n )) = dim L 0 = a 0 . Hence, we have that either dim(Φ({p})) = n − 1 or dim(Φ({p})) = 0.
First notice that the case n = 2 is trivial, since by (10) and (11), the only possibilities for (a 0 , a 1 , a 2 ) are (1, 0, 1) and (0, 2, 0). We assume in the following that n ≥ 3.
If a n = 1, by (11), we obtain that a j = 0 for every 1 ≤ j ≤ n − 1. Furthermore, using (10), a 0 = n − 1 and we are in case ( A). If a n = 1, then (11) yields a n = 0. Moreover, either a 1 = n and we are in case ( B) or a 1 = n, what the following argument proves to be impossible.
Let C n = S 1 + · · · + S n and assume that we have a n = 0 and a 1 = n. Define
Notice that, as proved at the beginning of the proof of Theorem 3.1, dim L 0 = a 0 < n. Hence by (11) , there exists k ≥ 1 such that a k = 0; in particular, k 0 is well-defined. If k 0 a k 0 = n, define k 1 := min{k :
The existence of k 1 is guaranteed by (11) . We claim that k 1 > 1. Indeed, if k 1 = 1, then 1 = k 0 = k 1 and thus, by the definition of k 1 , k 0 a k 0 = a 1 = n, but this contradicts the assumption that a 1 = n.
We claim also that k 0 < n. Indeed, k 0 = n means that a n = 0, which by (11) is equivalent to a n = 1, but we are assuming a n = 0.
We next claim that
then we have k 0 a k 0 = n. We study the quantity 2k 0 = k 0 + k 1 , depending on a k 0 . If a k 0 = 1, then k 0 = n, but this is not possible, as we have a n = 0. If a k 0 = 2, then 2k 0 = a k 0 k 0 = n and (21) holds. Finally, if a k 0 > 2 then 2k 0 < a k 0 k 0 = n. Inequality (21) is proved.
Using (18), (21), and Claim 2(c), we may assume without loss of generality that
We will apply Claim 3 to the following generalized cubes to obtain the contradiction. Consider the bases of R n given by {w 1 , . . . , w k 0 , w k 0 + w k 0 +1 , w k 0 +2 , . . . , w n } and {w 1 , . . . , w k 0 −1 , w k 0 + w k 0 +1 , w k 0 +1 , . . . , w n }, and the associated zonotopes
Here we denote
Observe that the choice of the first basis cannot be done if k 0 = n, i.e., a n = 1, which corresponds to ( A) of Claim 4.
By (22), we have
If k 0 = 1 and k 1 ≥ 2, we obtain
Applying Claim 3(a) to the cubes C n and P = C n , and using (22), we have that
Hence, if k 0 ≥ 2, (23) together with (25) yields a contradiction. If k 0 = 1 and k 1 ≥ 2, then (24) with (26) yields also a contradiction. We note that there is no contradiction if k 0 = k 1 = 1, which corresponds to case ( B) of Claim 4, since in this case we have
Thus, we have proved Claim 4, which concludes the proof of the theorem.
From the proof of the previous theorem, especially from Claim 1, and by approximation of arbitrary zonoids by n-dimensional ones, we deduce the following result.
Corollary 3.5. Let n ≥ 2 and let Φ ∈ MVal satisfy (VC).
(
In particular, L n is a point.
ON THE MCMULLEN DECOMPOSITION OF VALUATIONS SATISFYING (VC)
In this section we will investigate more deeply the properties of the homogeneous functions in the McMullen decomposition in (6) for Minkowski valuations satisfying (VC). The two next lemmas recall standard facts, which will be often used in the following.
Lemma 4.1. Let n ≥ 2 and j ∈ {0, 1, . . . , n}.
(i) If µ ∈ Val j vanishes on j-dimensional simplices, then µ vanishes on every j-dimensional convex body.
Proof. Lemma 4.2. Let n ≥ 2 and let T be a j-dimensional simplex, 2 ≤ j ≤ n. Then there exists a convex polytope P such that T ∪ P is a convex zonotope and T ∩ P has dimension j − 1.
Proof. Let T be a j-dimensional simplex, 2 ≤ j ≤ n. Without loss of generality we may assume that one vertex of T is the origin. Let g ∈ GL(n) be such that g(T ) is the standard j-dimensional simplex of the hyperplane H = {(x 1 , . . . , x n ) :
is convex (as the intersection of C j with an open half-space of H) and its closure is a polytope P . Let P ′ = g −1 (P ). Then C j = g(T ) ∪ g(P ′ ). This shows that the desired statement holds for g(T ). Applying now g −1 , we obtain it for T . Lemma 4.3. Let n ≥ 2, Φ ∈ MVal, and 1 ≤ j ≤ n − 1. Suppose that the mapping u → f j (Z, u), associated to Φ as defined in (6) , is a linear function for every Z zonotope in K n . Then:
Proof. Let Φ ∈ MVal, let 1 ≤ j ≤ n − 1, and let u → f j (Z, u) be a linear function for every Z zonotope in K n . We note that, from Theorem 2.6, f j (Z, ·) is a support function for every zonotope Z and hence we can write Φ j (Z) for the convex body whose support function is f j (Z, ·). Moreover, dim Φ j (Z) = 0, since a convex body with linear support function is a point.
(i) Let T be a j-dimensional simplex and let P be a polytope given by Lemma 4.2. Then T ∪ P is a zonotope and, by hypothesis, dim(Φ j (T ∪ P )) = 0. Furthermore, since dim(T ∩ P ) = j − 1, Lemma 2.9(iii) yields f j (T ∩ P, ·) ≡ 0. Hence, f j (T ∩ P, ·) is the support function of Φ j (T ∩ P ) = {0}. Moreover, from Lemma 2.9(iv), for every j-dimensional convex body K, u → f j (K, u) is the support function of a convex body Φ j (K). Thus, if f j (T, ·) and f j (P, ·) are the support functions of Φ j (T ) and Φ j (P ), resp., we have
Hence, dim(Φ j (T )) = 0 for every simplex T of dimension j. The statement follows by Lemma 4.1(ii).
(ii) Similarly to the argument in (i), we let T be a (j + 1)-dimensional simplex and let P be given by Lemma 4.2. Since dim(T ∩ P ) = j, from the previous item we have that dim(Φ j (T ∩ P )) = 0. On the other hand, since T ∪ P is a zonotope, by hypothesis we have dim(Φ j (T ∪ P )) = 0. Using now that f j (K, ·) is a support function for any K ∈ K n with dim K = j + 1, we obtain
Therefore, dim(Φ j (T )) = 0, and Lemma 4.1(ii) yields the result.
Lemma 4.4. Let n ≥ 2 and let Φ ∈ MVal satisfy (VC) and dim(Φ({0})) = n − 1. Then:
Proof. Let Φ be as in the statement.
(i) By Corollary 3.5(ii), each function u → f j (Z, u), 1 ≤ j ≤ n − 1, associated to Φ is the support function of a point, and hence it is a linear function. Lemma 4.3(i) yields the statement. (ii) Let now Φ be also an o-symmetrization. By Lemma 2.8, the function u → f j (K, u) is even for every 1 ≤ j ≤ n − 1 and K ∈ K n . On the other hand, by item (i), we know that u → f j (K, u) is a linear function for every K ∈ K n with dim K = j. Both conditions imply that f j (K, u) = 0 for every u ∈ R n and K ∈ K n with dim K = j.
Lemma 4.5. Let n ≥ 2 and let Φ ∈ MVal s satisfy (VC) and dim(Φ({0})) = n − 1. Then
Proof. Corollary 3.5(i) together with Lemma 2.8 yields dim L n = 1 and L n ∈ K n s . Let {e 1 , . . . , e n } be a basis of R n such that L n = [−e 1 , e 1 ] and denote by H the (n − 1)-dimensional subspace orthogonal to span{e 1 }. We divide the proof in three steps.
Step
We prove the claim by backward induction. First we prove it for j = n − 1. For simplicity, we write f (K, u) instead of f n−1 (K, u). For every a ∈ R n , (27) h(L n , ae
Since Φ(K) ∈ K n for every convex body K, for a fixed λ > 0 we can write, using (6) and (27) ,
Thus, as λ → ∞, we obtain
for every convex body K ∈ K n . Since K → f (K, u) is a continuous, translation invariant, and (n − 1)-homogeneous real-valued valuation, and, by Lemma 4.4(ii), it vanishes when restricted to (n − 1)-dimensional convex bodies, Lemma 2.3(i) yields
Combining this fact with (28) , in which K is replaced by −K, we obtain
From the fact that h(L n , u ′ ) = 0 we also obtain
1 ) = (|a| + |b|) e 1 , which yields, for a, b ∈ R with the same sign,
Using, as above, that Φ(λK) ∈ K n for every K ∈ K n and λ > 0 together with (30) and (29), we obtain
. If we apply this equality to u = e 1 + w and v = e 1 − w, w ∈ H, using (27) and that, by Lemma 2.8, f is even, we have
which implies f (K, w) = 0 for every convex body K ∈ K n and w ∈ H. Hence, we have proved Step 1 for j = n − 1.
In order to proceed with the (backward) induction, we assume that the claim holds for j > j 0 and prove it for j = j 0 . By the induction hypothesis, and the McMullen decomposition in (6), we can argue for f j 0 as we have just done with f to prove the statement.
Step 2. For every K ∈ K n and 1 ≤ j ≤ n − 1, either the function u → f j (K, u) or u → f j (−K, u) is a support function and
Step 1 and the evenness of u → f j (K, u) yield
and
Let K ∈ K n be such that f j (K, e 1 ) ≥ 0. As a consequence of the previous equalities,
This means that u → f j (K, u) is a support function. If f j (K, e 1 ) < 0, we can use Lemmas 4.4(ii) and 2.3(i) to obtain that f j (−K, e 1 ) > 0. Now, applying the previous argument to
Step 1, Φ j (K) lies on the line orthogonal to H passing through the origin. Since Φ j (K) ∈ K n s is a centered convex body, it is a centered segment on the line spanned by e 1 . Thus, there exists α j (K) ≥ 0 (depending on K and j) such that
Step 3. For every K ∈ K n and j ∈ {1, . . . , n − 1}, f j (K, ·) ≡ 0.
We prove it by induction on j. Let j = 1. Let K ∈ K n be so that dim K ≥ 1 and
is the coefficient of the 1-homogeneous term of the polynomial in (9) . On the other hand,
which, by Corollary 3.5(i), vanishes if and only if α 1 (K) = 0. If dim K = 0, then f 1 (K, u) = 0, for every u ∈ R n , by Lemma 2.9(iii). Hence, we have f 1 (K, ·) ≡ 0 for every K ∈ K n . Assume that f j (K, ·) vanishes for every j < j 0 ≤ n − 1 and for every K ∈ K n . Let K ∈ K n have dim K ≥ j 0 and consider v Φ j 0 (K), i.e., the coefficient of degree j 0 in the polynomial expansion (9) . Remark 3.2 yields that the only possible entries of each mixed volume summand of v Φ
The latter is true if and only if α j 0 (K) = 0, by a similar argument as for j = 1. Hence, the statement of Step 3 and so, also Lemma 4.5 are proved.
PROOF OF THEOREMS 1.2 AND 1.3
We start with the following theorem in which we give an explicit expression for the image of an operator Φ ∈ MVal satisfying (VC) and such that dim(Φ({0})) = 0. Proof. Assume first that Φ ∈ MVal satisfies the hypotheses of the statement. We show that f j (K, ·) is a linear function for every K ∈ K n and 2 ≤ j ≤ n, by backward induction on j. By Corollary 3.5(iii), if K is a zonoid, then f j (K, ·) is a linear function for every 2 ≤ j ≤ n. Thus, Lemma 4.3(i), ensures that if K is a convex body with dim K = j, 2 ≤ j ≤ n − 1, then f j (K, ·) is linear. Furthermore, since h(L n , ·) is a linear function, Lemma 2.9(vi) and Lemma 4.3(ii) yield dim(Φ n−1 (K)) = 0 for every K ∈ K n of dimension n, that is, f n−1 (K, ·) in the McMullen decomposition of Φ(K) is also a linear function. We now proceed with a backward induction argument. Let us assume that f j (K, ·) is a linear function for every j 0 < j ≤ n − 1 and K ∈ K n . By Lemma 2.9(vi) and Lemma 4.3(ii), f j 0 (K, ·) is linear for every K ∈ K n with dim K = j + 1. Theorem 2.3 yields that f j (K, ·) is linear for every
is not linear since it is not linear for zonotopes.) Now, again by Lemma 2.9(vi), we have that u → f 1 (K, u) is a support function for every K ∈ K n . We denote by Φ 1 (K) the convex body such that h(Φ 1 (K), ·) = f 1 (K, ·). The map K → Φ 1 (K) is a continuous and translation invariant Minkowski valuation that satisfies
The converse is clear.
Next we give the explicit expression for the image of an operator Φ ∈ MVal satisfying (VC) and such that dim(Φ({0})) = n − 1.
Theorem 5.2. Let n ≥ 2. An operator Φ ∈ MVal satisfies (VC) and dim(Φ({0})) = n − 1 if and only if there exist L ∈ K n with dim L = n − 1 and a segment S with dim(L + S) = n such that
where p j : K n −→ R n is a continuous, translation invariant valuation, homogeneous of degree j, 1 ≤ j ≤ n − 1.
In order to prove Theorem 5.2, we will first prove its symmetric version, namely, the following result. 
Proof. By Lemma 4.5 and the McMullen decomposition
On the other hand, by Corollary 3.
The converse clearly holds since K → L + V n (K)S, with L, S as assumed, satisfies all the conditions (cf. Section 2.5). Now we proceed with the proof of Theorem 5.2.
Proof of Theorem 5.2. Let Φ ∈ MVal satisfy (VC) and dim(Φ({0})) = n − 1. Define the operator Ψ :
It is clear that Ψ is a continuous and translation invariant Minkowski valuation which satisfies (VC) as a consequence of (RS) and the assumption that Φ satisfies (VC). Moreover, the image of K under Ψ is an o-symmetric convex body, since the difference body operator has this property. Notice also that dim(Ψ({0})) = dim(D(Φ({0}))) = dim(Φ({0})) = n − 1, since the difference body operator preserves the dimension of any convex body. Hence, we can apply Theorem 5.3 to Ψ and obtain the existence of an (n − 1)-dimensional o-symmetric convex body L and a centered segment S such that
If we write it in terms of the support function, and for a λ > 0, we have
The support function of Ψ(K) can be also written in terms of the support function of Φ(K). By the homogeneity of each summand in the McMullen decomposition of Φ in (6), we have
for every u ∈ R n . Comparing the coefficients of the polynomials in (34) and (35), we obtain that L n is a segment in the same direction as S and that L 0 is an (n − 1)-dimensional convex body lying in a parallel hyperplane to span L. Moreover,
Our aim is to show
Once it is proved, we have that Φ(K) is given as in (32) , since the functions u → f j (K, u) are linear functions, i.e., f j (K, u) = h({p j (K)}, u), as we want to show. To prove (37), we use the following two claims. 
for some q T,P ∈ R n . In other words, u → f j (T, u) + f j (P, u) is a linear function.
Claim 2. Let {e 1 , . . . , e n } be a basis of R n such that S = [−e 1 , e 1 ] and denote by H the hyperplane orthogonal to S. Then, for every K ∈ K n , u ′ , v ′ ∈ H, and 1 ≤ j ≤ n − 1,
We prove (38) by backward induction on j. Assume first j = n − 1. We argue as in Step 1 of Lemma 4.5. Since Φ(K) ∈ K n for every convex body K, for λ > 0, we have
As λ → ∞, we obtain
In order to obtain equality in (40), we first apply (40) to a simplex T and a polytope P satisfying the condition of the previous claim with j = n − 1 and add both expressions, to obtain (41)
Now Claim 1 yields that both sides of the above inequality are the same linear function. Hence, we have equality in (41) , which together with inequality (40) yields
is a continuous and translation invariant real-valued valuation for every u ′ ∈ H, Lemma 4.1(i) yields (38) for j = n − 1. Assuming next that (38) holds for every j > j 0 , we show it for j = j 0 . In this case, we obtain, similarly to the previous case,
Hence, applying again Claim 1, now for j = j 0 , and Lemma 4.1(i), we get (38) for every 1 ≤ j ≤ n − 1.
The proof of (39) follows, similarly, by a backward induction argument on j. Indeed, since we have proven that L n is a segment in the same direction as S (see (33)), we have h(L n , ae 1 
for every K ∈ K n , u ′ ∈ H and a ∈ R (arguing as we did for (40)). Now, exactly in the same way we performed the proof of (38), Claim 1 and Lemma 4.1(i) ensure (39) . Thus, Claim 2 is proved.
Now we proceed to prove (37) . Let u = ae 1 + u ′ and v = be 1 + v ′ , a, b ∈ R, u ′ , v ′ ∈ H. We compute, by using (39),
Assume that a + b > 0, a > 0, and b < 0. By using the above equations, (38) , and (36), we get
for every 1 ≤ j ≤ n − 1 and K ∈ K n . The equality for the remaining cases (different signs of a, b) is obtained in a similar way. Hence, (37) is proved. The converse is clear, as for any 
6. PROOF OF THEOREMS 1.4 AND 1.5
In this section, we apply Theorem 1.2 to obtain Theorems 1.4 and 1.5. These are improvements of the following results from [3] , as the homogeneity hypothesis is removed. 
Theorem 6.2 ([3]
). Let n ≥ 3. 
(ii) An operator Φ ∈ MVal s is 1-homogenous, SO(n)-covariant, and satisfies (VC) if and only if there is a λ > 0 such that Φ(K) = λDK for every K ∈ K n .
We consider first Theorem 6.1 and prove that the homogeneity property can be removed, that is, we prove Theorem 1.4.
Proof of Theorem 1.4. By Theorem 1.2, we have that Φ is either of the form
with Φ 1 ∈ MVal 1 , p, q ∈ R n and p j : K n −→ R n , 2 ≤ j ≤ n − 1, continuous, translation invariant, and j-homogeneous valuations; or
with S a non-degenerated segment, L an (n − 1)-dimensional convex body such that dim(L + S) = n and p j : K n −→ R n , 1 ≤ j ≤ n − 1, continuous, translation invariant, and jhomogeneous valuations. We observe first, that the monotonicity condition implies that for every K ∈ K n and for every λ ≥ 1, Φ(K) ⊂ Φ(λK), and that for every 0 < λ ≤ 1, we have Φ(λK) ⊂ Φ(K) (notice that, by translation invariance we may assume that K contains the origin, so that K ⊂ λK for λ ≥ 1 and K ⊃ λK for 0 < λ ≤ 1).
First we deal with the case of Φ being given as in (42) . Let λ ≥ 1 and K ∈ K n . Applying the support function to both sides of (42) , since h({p}, u) = p, u for any p ∈ R n , the monotonicity condition Φ(K) ⊂ Φ(λK) implies that
for any u ∈ R n , λ ≥ 1, and K ∈ K n . Following the notation in (42), we set p n (K) = q.
As λ → ∞, we obtain that p n (K), u ≥ 0 for every u ∈ R n , which is possible only if q = p n (K) = 0 for every K ∈ K n . By backward induction, as λ → ∞, we obtain that p j (K) = 0 for every K ∈ K n and 2 ≤ j ≤ n − 1. Hence, Φ as given in (42) is monotonic if and only if Φ = Φ 1 + p, where Φ 1 ∈ MVal 1 is monotonic. Theorem 6.1 yields the first statement of Theorem 1.4. We now deal with the operators of the form (43) . Again taking the support function, we get, for every u ∈ R n , 0 ≤ λ ≤ 1, and K ∈ K n , n−1 j=1 p j (K), u + V n (K)h(S, u) ≥ n−1 j=1 λ j p j (K), u + λ n V n (K)h(S, u).
As λ → 0 + , we have p 1 (K), u ≥ 0 for every u ∈ R n , which implies p 1 (K) = 0 for every K ∈ K n . Induction on j yields p j (K) = 0 for every 1 ≤ j ≤ n − 1. Hence, the above inequality holds if λ n h(S, u) ≤ h(S, u) for every u ∈ R n and 0 ≤ λ ≤ 1. This is possible only if h(S, u) ≥ 0 for every u ∈ R n , that is, if S contains the origin. The result follows after observing that K → L + V n (K)S is monotonic if S contains the origin.
Next we prove Theorem 1.5. For that we apply Theorem 6.2 and the following characterization, by Schneider [54] , of the Steiner point. We recall that the Steiner point s(K) of K ∈ K n is defined as s(K) = 1 κ n S n−1 h(K, u)udu and that an operator φ : K −→ R n is translation covariant if φ(K+t) = φ(K)+t for every t ∈ R n . We observe that the Steiner point is a continuous, translation covariant, SO(n)-covariant, and 1-homogeneous vector-valued valuation (see [57, p. 50] ). Schneider first proved in [53] that this list of conditions characterizes the Steiner point. In [54] , he removed the homogeneity hypothesis and proved the following result.
Theorem 6.3 ([54]
). An operator φ : K n −→ R n is a continuous, SO(n)-covariant, and translation covariant valuation if and only if there is a λ ≥ 0 such that φ(K) = λ s(K) for every K ∈ K n .
Proof of Theorem 1.5. We will show that every operator Φ ∈ MVal satisfying (VC) and being SO(n)-covariant is also 1-homogeneous, so that we can apply Theorem 6.2. By Theorem 1.2, we know that Φ is either of the form (42) or (43) . We study which of those operators are SO(n)-covariant.
Assume first that Φ is given as in (43) . Applying (43) to λK, for K ∈ K n and λ > 0, taking support functions in (43) , and using the SO(n)-covariance, we have for every g ∈ SO(n) and u ∈ R n , h(L, u) + n−1 j=1 λ j h(p j (g(K)), u) + λ n V n (K)h(S, u)
= h(g(L), u) + n−1 j=1 λ j h(g(p j (K)), u) + λ n V n (K)h(g(S), u).
As λ → 0 + , we obtain h(L, u) = h(g(L), u) for every g ∈ SO(n), where L ∈ K n is a fixed (n − 1)-dimensional convex body. Since h(L, u) = h(g(L), u) holds for every g ∈ SO(n) only if L = {0} or L = rB n , r > 0, and non of these are (n − 1)-dimensional convex bodies, we obtain that the case given by (43) does not contain any SO(n)-covariant valuation. Similarly, from (42), we have, for every u ∈ R n , g ∈ SO(n), λ > 0, and K ∈ K n , h({p}, u) + λh(Φ 1 (g(K)), u) + n j=2 λ j h({p j (g(K))}, u)
= h({g(p)}, u) + λh(g(Φ 1 (K)), u) + n j=2 λ j h({g(p j (K))}, u), which implies h({p j (g(K))}, u) = h({g(p j (K))}, u), ∀u ∈ R n , g ∈ SO(n), K ∈ K n , 2 ≤ j ≤ n.
Hence, since the support functions of p j (K) ∈ R n and g(p j (K)) ∈ R n coincide, we have p j (g(K)) = gp j (K), 2 ≤ j ≤ n. By Theorem 6.3 applied to K → p j (K) − s(K), which is translation covariant, this is possible only if p j (K) = λ j s(K) for every K ∈ K n and some λ j ≥ 0. As K → p j (K) is homogeneous of degree j, 2 ≤ j ≤ n, and K → s(K) is homogeneous of degree 1, this is the case only if λ j = 0, for every 2 ≤ j ≤ n. Similarly, h({p}, u) = h({g(p)}, u) for every g ∈ SO(n) and u ∈ R n , implies p = 0. Therefore, the only operators of the form in (42) which are SO(n)-covariant are 1-homogeneous. We can now apply Theorem 6.2 to obtain the result.
In a similar manner, we can use Theorem 1.2 and Theorem 6.1 in [3] to show the 2-dimensional version of Theorem 1.5. 
EXAMPLES
We provide some examples of operators satisfying all but one of the hypothesis of Theorem 1.2 and hence showing that the result is best possible, in the sense that other operators appear if one of the hypothesis is removed, except for the continuity. We are not aware of a translation invariant Minkowski valuation satisfying (VC) which is not continuous. is continuous, translation invariant, and satisfies (VC). It is also an o-symmetrization. However, it is not a Minkowski valuation.
Example 7.3. Let L be an (n − 1)-dimensional convex body and let S be a segment such that dim(L + S) = n. Then K → L + V n (DK)S is a continuous and translation invariant operator satisfying (VC). However, it is not a Minkowski valuation.
Example 7.4. For n ≥ 2, the complex difference body introduced in [2] , D C : K 2n −→ K 2n , with C an o-symmetric planar convex body provides a continuous and translation invariant Minkowski valuation that satisfies (LVC) and is an o-symmetrization. However, it does not satisfy (UVC). 
