Introduction
Consider the following stochastic differential equation (SDE) Xt = X0 + t0 f(s,X) dBs + t0 g(s,X) ds, ( Firstly, one can start with a filtered probability space (H, .F, P) and a Brownian motion B on that space. SDE (1.1) is then interpreted as an equation only for processes defined on 0 and by B one always refers to the same Brownian motion on Q. Existence and uniqueness of a solution means in this context that, for any initial value Xo there is (up to indistinguishability) exactly one solution process on Q satisfying Equation (1.1). This concept is applied e.g. by Protter (1992) and it easily extends to arbitrary semimartingales as driving processes. Alternatively, one may regard SDE (1.1) independently of a fixed underlying probability space and a fixed Brownian motion. In this context, SDE (1.1) has a (weak) solution whenever there is a probability space and two processes X and B on that space such that B is a Brownian motion and Equation (1.1) ( t , 0 3 C 9 ) : = 0 3 B 1 { 0 3 C 9 ( t k ) -0 3 C 9 ( t k -1 ) t k -t k -1 ) } f o r t k t ~ t k + 1 , 0 for t = 0 or t > 1, where {x} denotes x modulo 1, the function a is defined by a( The inclusion follows hom the definitions and from Equation (2.2). Since (2.3) implies { t k } = 0 3 B 1 ( { t -t } ) f o r t k t ~ t k + 1 , t h e inclusion "~" follows easily from Equation (2.2).
Proof of Statement 2.
We will proceed in four steps.
Step l: Definition of several Markov kernels We start by defining mappings Step 2: Fixed points of the Markov kernels defined in Step 1 Notation. Let I be an interval. x') >_ m: 2)), x E (S~)-1(~2, 3)), x E (Sy)-1(~3, 4)) (with A4, A9, instead of Bf). By Equations (2.3), (2.2), and according equations for X, we conclude that {~tt } _ P-a.s. for any 1 E -N and therefore Xt = Xt P-a.s. for any t > 0.
