Vertex connectivity a classic extensively-studied problem. Given an integer k, its goal is to decide if an n-node m-edge graph can be disconnected by removing k vertices. Although a linear-time algorithm was postulated since 1974 [Aho, Hopcroft and Ullman], and despite its sibling problem of edge connectivity being resolved over two decades ago [Karger STOC'96], so far no vertex connectivity algorithms are faster than O (n 2 ) time even for k = 4 and m = O (n). In this paper, we present a randomized Monte Carlo algorithm withÕ (m + k 7/3 n 4/3 ) time for any k = O ( √ n). This gives the first subquadratic time bound for any 4 ≤ k ≤ o(n 2/7 ) (subquadratic time refers to O (m) + o(n 2 ) time.) and improves all above classic bounds for all k ≤ n 0.44 . We also present a new randomized Monte Carlo (1 + ϵ )-approximation algorithm that is strictly faster than the previous Henzinger's 2-approximation algorithm [J. Algorithms'97] and all previous exact algorithms. The story is the same for the directed case, where our exactÕ (min{km 2/3 n, km 4/3 })-time for any k = O ( √ n) and (1 + ϵ )-approximation algorithms improve all previous exact bounds. Additionally, our algorithm is the first approximation algorithm on directed graphs. The key to our results is to avoid computing single-source connectivity, which was needed by all previous exact algorithms and is not known to admit o(n 2 ) time. Instead, we design the first local algorithm for computing vertex connectivity; without reading the * The full version of this paper is at https://arxiv.org/abs/1904.04453.
INTRODUCTION
Vertex connectivity is a central concept in graph theory. The vertex connectivity κ G of a graph G is the minimum number of the nodes needed to be removed to disconnect some remaining node from another remaining node. (When G is directed, this means that there is no directed path from some node u to some node v in the remaining graph.)
Since 1969, there has been a long line of research on efficient algorithms [5-8, 10-12, 14, 15, 21, 22, 28, 30-32, 36] for deciding k-connectivity (i.e. deciding if κ G ≥ k) or computing the connectivity κ G . For the undirected case, Aho, Hopcroft and Ullman [1, Problem 5 .30] conjecture in 1974 that there exists an O (m)-time algorithm for computing κ G on a graph with n nodes and m edges. However, no algorithms to date are faster than O (n 2 ) time even for k = 4.
On undirected graphs, the first O (n 2 ) bound for the simplest case, where m = O (n) and k = O (1), dates back to five decades ago: Kleitman [28] in 1969 presented an algorithm for deciding kconnectivity with running time O (kn ·VC k (n, m)) where VC k (n, m) is the time needed for deciding if the minimum size s-t vertex-cut is of size at least κ, for fixed s, t. Although the running time bound was not explicitly stated, it was known that VC k (n, m) = O (mk ) by Ford-Fulkerson algorithm [13] . This gives O (k 2 nm) which is O (n 2 ) when m = O (n) and k = O (1), when we plug in the 1992 result of Nagamochi and Ibaraki [32] . Subsequently, Tarjan [40] and Hopcroft and Tarjan [24] presented O (m)-time algorithms when k is 2 and 3 respectively. All subsequent works improved Kleitman's bound for larger k and m, but none could break beyond O (n 2 ) time. For k = 4 and any m, the first O (n 2 ) bound was by Kanevsky and Ramachandran [25] .
The first O (n 2 ) for any k = O (1) (and any m) was by Nagamochi and Ibaraki [32] . For general k and m, the fastest running times arẽ O (n ω + nk ω ) by Linial, Lovász and Wigderson [30] andÕ (kn 2 ) by Henzinger, Rao and Gabow [22] . Here,Õ hides polylog(n) terms, and ω is the matrix multiplication exponent. Currently, ω < 2.37287 [16] .
For directed graphs, an O (m)-time algorithm is known only for k ≤ 2 by Georgiadis [17] . For general k and m, the fastest running times areÕ (n ω + nk ω ) by Cheriyan and Reif [7] andÕ (mn) by Henzinger et al. [22] . All mentioned state-of-the-art algorithms for general k and m, for both directed and undirected cases [7, 22, 30] , are randomized and correct with high probability. The fastest deterministic algorithm is by Gabow [14] and has slower running time. Some approximation algorithms have also been developed. The first is the deterministic 2-approximation O (min{ √ n, k}n 2 )-time algorithm by Henzinger [21] . The second is the recent randomized O (log n)-approximationÕ (m)-time algorithm by Censor-Hillel, Ghaffari, and Kuhn [6] . Both algorithms work only on undirected graphs. Besides a few O (m)-time algorithms for k ≤ 3, all previous exact algorithms could not go beyond O (n 2 ) for a common reason: As a subroutine, they have to solve the following problem. For a pair of nodes s and t, let κ (s, t ) denote the minimum number of nodes (excluding s and t) required to be removed so that there is no path from s to t in the remaining graph. In all previous algorithms, there is always some node s such that these algorithms decide if κ (s, t ) ≥ k for all other nodes t (and some algorithms in fact computes κ (s, t ) for all t). We call this problem single-source kconnectivity. Until now, there is no o(n 2 )-time algorithm for this problem even when k = O (1) and m = O (n).
Our Results
In this paper, we present first algorithms that break the O (n 2 ) bound on both undirected and undirected graphs, when k is small. More precisely: Theorem 1.1. There are randomized (Monte Carlo) algorithms that take as inputs an n-node m-edge graph G = (V , E) and an integer k = O ( √ n), and can decide w.h.p. 1 if κ G ≥ k. If κ G < k, then the algorithms also return corresponding separator S ⊂ V , i.e. a set S where |S | = κ G and G[V − S] is not connected if G is undirected and not strongly connected if G is directed. The algorithm takes O (m + k 7/3 n 4/3 ) andÕ (min(km 2/3 n, km 4/3 )) time on undirected and directed graphs, respectively.
Our bounds are the first o(n 2 ) for the range 4 ≤ k ≤ o(n 2/7 ) on undirected graphs and range 3 ≤ k ≤ o(n/m 2/3 ) on directed graphs. Our algorithms are combinatorial, meaning that they do not rely on fast matrix multiplication. For all range of k that our algorithms support, i.e. k = O ( √ n), our algorithms improve upon the previous best combinatorial algorithms by Henzinger et al. [22] , which take timeÕ (kn 2 ) on undirected graphs andÕ (mn) on directed graphs 2 . 1 We say that an event holds with high probability (w.h.p.) if it holds with probability at least 1 − 1/n c , where c is an arbitrarily large constant. 2 As k ≤ √ n and m ≥ nk, we have k ≤ m 1/3 . So km 2/3 n ≤ mn.
Comparing with theÕ (n ω + nk ω ) bound based on algebraic techniques by Linial et al. [30] and Cheriyan and Reif [7] , our algorithms are faster on undirected graphs when k ≤ n 3ω /7−4/7 ≈ n 0.44 . For directed graph, our algorithm is faster where the range k depends on graph density. For example, consider the interesting case the graph is sparse but can still be k-connected which is when m = O (nk ).
Then ours is faster than [7] for any k ≤ n 0.44 like the undirected case. However, in the dense case when m = Ω(n 2 ), ours is faster than [7] for any k ≤ n ω−7/3 ≈ n 0.039 . To conclude, our bounds are lower than all previous bounds when 4 ≤ k ≤ n 0.44 for undirected graphs and 3 ≤ k ≤ n 0.44 for directed sparse graphs (i.e. when m = O (nk )). All these bounds [7, 22, 30] have not been broken for over 20 years. In the simplest case where m = O (n) and, hence k = O (1), we break the 50-yearold O (n 2 ) bound [28] down toÕ (n 4/3 ) for both undirected and directed graphs, respectively. Approximation algorithms. We can adjust the same techniques to get (1 + ϵ )-approximate κ G with faster running time. In addition, we give another algorithm using a different technique that can
We define the function T flow (k, m, n) as
Theorem 1.2 (Approximation Algorithm).
There is a randomized (Monte Carlo) algorithm that takes as input an n-node m-edge graph G = (V , E) and w.h.p. outputsκ, where
, n ω }) time for undirected graph, and inÕ (poly(1/ϵ ) min(T flow (k, m, n), n ω )) =Õ (min{n 2.2 , n ω }) time for directed graph where T flow (k, m, n) is defined in Equation (1). The algorithm also returns a pair of nodes x and y where κ (x, y) =κ. Hence, with additional O (m min{ √ n,κ}) time, the algorithm can compute the corresponding separator.
As noted earlier, previous algorithms achieve 2-approximation in O (min{ √ n, k}n 2 )-time [21] and O (log n)-approximation inÕ (m)
time [6] . For all possible values of k, our algorithms are strictly faster than the 2-approximation algorithm of [21] . Our approximation algorithms are also strictly faster than all previous exact algorithms with current matrix multiplication time (and are never slower even if ω < 2.2). In particular, even when ϵ = 1/n γ for small constant γ > 0, our algorithms are always polynomially faster than the exact algorithms by [22] with running timẽ O (mn) andÕ (kn 2 ) on directed and undirected graphs, respectively.
Compared with the boundÕ (n ω + nk ω ) by [30] and [7] , our bound for undirected and directed graphs areÕ (min{n 2.2 , n ω }) for any density, which are less than current matrix multiplication time. Finally, note that the previous approximation algorithms [6, 21] only work on undirected graphs, while we also show algorithms on directed graphs.
The Key Technique
At the heart of our main result in Theorem 1.1 is a new local algorithm for finding minimum vertex cuts. In general, we say that an algorithm is local if its running time does not depend on the size of the whole input.
More concretely, let G = (V , E) be a directed graph where each node u has out-degree deg out (u). Let deg out min = min u deg out (u) be the minimum out-degree. For any set S ⊂ V , the out-volume of S is vol out (S ) = u ∈S deg out (u) and the set of out-neighbors of S is N out (S ) = {v S | (u, v) ∈ E}. We show the following algorithm (see Theorem 4.1 for a more details): Theorem 1.3 (Local vertex connectivity (informal)). There is a deterministic algorithm that takes as inputs a node x in a graph G and parameters ν and k where ν, k are not too large, and inÕ (ν 1.5 k ) time either
(1) returns a set S ∋ x where |N out (S )| ≤ k, or (2) certifies that there is no set S ∋ x such that vol out (S ) ≤ ν and
Our algorithm is the first local algorithm for finding small vertex cuts (i.e. finding small separator N out (S )). The algorithm either finds a separator of size at most k, or certifies that no separator of size at most k exists "near" some node x. Our algorithm is exact in the sense that there is no gap on the cut size k in the two cases.
Previously, there was a rich literature on local algorithms for finding low conductance cuts 3 , which is a different problem from ours. The study was initiated by Spielman and Teng [38] [20, 35, 41, 42] ). Applications of these techniques for finding low conductance cuts are found in various contexts (e.g. balanced cuts [37, 39] ), edge connectivity [20, 27] , and dynamically maintaining expanders [33, 34, 37, 43] ).
It is not clear a priori that these previous techniques can be used for proving Theorem 1.3. First of all, they were invented to solve a different problem, and there are several small differences about technical input-output constraints. More importantly is the following conceptual difference. In most previous algorithms, there is a "gap" between the two cases of the guarantees. That is, if in one case the algorithm can return a cut S ∋ x whose conductance is at most ϕ ∈ (0, 1), then in the other case the algorithm can only guarantees that there is no cut "near" x with conductance αϕ, for
Because of these differences, not many existing techniques can be adapted to design a local algorithm for vertex connectivity. In fact, we are not aware of any spectral-based algorithms that can solve this problem, even when we can read the whole graph. Fortunately, it turns out that Theorem 1.3 can be proved by adapting some recent flow-based techniques. In general, a challenge in designing flowbased algorithms is to achieve the following goals simultaneously.
(1) Design some well-structured graph so that finding flows on this graph is useful for our application (proving Theorem 1.3 in this case). We call such graph an augmented graph. (2) At the same time, design a local flow-based algorithm which is fast when running of the augmented graph.
For the first task, the design of the augmented graph require some careful choices (see Section 2.2 for the high-level ideas and Section 4.1 for details). For the second task, it turns out that previous flow-based local algorithms [20, 35, 41, 42] can be adjusted to give useful answers for our applications when run on our augmented graph. However, these previous algorithms only give slower running time of at leastÕ ((νk ) 1.5 ). To obtain theÕ (ν 1.5 k ) bound, we first speed up Goldberg-Rao max flow algorithm [19] from running timeÕ (m min{ √ m, n 2/3 }) toÕ (m √ n) when running on a graph with certain structure. Then, we "localize" this algorithm in a similar manner as in [35] , which completes our second task (see Section 2.2 for more discussion). As a byproduct, our modification of Goldberg-Rao algorithm in fact gives the fastest weakly-polynomial algorithm for computing s-t vertex connectivity in node-weighted graphs: Theorem 1.4 (Weighted s-t vertex connectivity). Let G = (V , E) be a directed graph with n nodes and m edges where each node has integer weight from [1, U ]. For any s, t ∈ V , in time O (m √ n log n log U )), we can compute deterministically the minimum weight s-t separator S ⊂ V , i.e., s, t S and there is no path from s to
The previous fastest algorithm is by using the general max flow algorithm by Lee and Sidford [29] , giving an O (m
running time. This algorithm is randomized. Our algorithm is deterministic and slightly faster. Given the key local algorithm in Theorem 1.3, we obtain Theorems 1.1 and 1.2 by combining our local algorithms with other known techniques including random sampling, Ford-Fulkerson algorithm, Nagamochi Irabaki's connectivity certificate [32] and convex embedding [7, 30] . We sketch how everything fits together in Section 2.
OVERVIEW 2.1 Exact Algorithm
To illustrate the main idea, let us sketch our algorithm with running timeÕ (m + n 4/3 ) only on an undirected graph with m = O (n) and k = O (1). This regime is already very interesting, because the best bound has beenÕ (n 2 ) for nearly 50 years [28] . Throughout this section, N (C) is a set of neighbors of nodes in C ⊆ V that are not in C, and E G (S,T ) is the set of edges between (not necessarily disjoint) vertex sets S and T in G (the subscript is omitted when the context is clear). A vertex partition (A, S, B) is called a separation triple if A, B ∅ and there is no edge between A and B, i.e., N (A) = S = N (B).
Given a graph G = (V , E) and a parameter k, our goal is to either return a set C ⊂ V where |N (C)| < k or certify that κ G ≥ k. Our first step is to find a sparse subgraph H of G where κ H = min{κ G , k } using the algorithm by Nagamochi and Ibaraki [32] . The nice property of H is that it is formed by a union of k disjoint forests, i.e. H has arboricity k. In particular, for any set of nodes C, we have |E H (C, C)| ≤ k |C |. As the algorithm only takes linear time, from now, we treat H as our input graph G.
The next step has three cases. First, suppose there is a separation triple (A, S, B) where |S | < k and |A|, |B| ≥ n 2/3 . Here, we samplẽ O (n 1/3 ) many pairs (x, y) of nodes uniformly at random. With high probability, one of these pairs is such that x ∈ A and y ∈ B. In this case, it is well known (e.g. [11] ) that one can modify the graph and run a max xy-flow algorithm. Thus, for each pair (x, y), we run Ford-Fulkerson max-flow algorithm in time O (km) = O (n) to decide whether κ (x, y) < k and if so, return the corresponding cut. So w.h.p. the algorithm returns set C where |N (C)| < k in total timeÕ (n 1+1/3 ).
The next case is when all separation triples (A, S, B) where |S | < k are such that either |A| < n 2/3 or |B| < n 2/3 . Suppose w.l.o.g. that |A| < n 2/3 . By a binary search trick, we can assume to know the size |A| up to a factor of 2. Here, we sampleÕ (n/|A|) many nodes uniformly at random. For each node x, we run the local vertex connectivity subroutine from Theorem 1.3 where the parameter k in Theorem 1.3 is set to be k − 1. Note that the volume of A is
where the second equality is because G has arboricity k and |S | < k (also recall that we only consider m = O (n) and k = O (1) in this subsection). We set the parameter ν = Θ(|A|). With high probability, we have that one of the samples x must be inside A. Here, the localmax-flow cannot be in the second case, and will return a set C where
The last case is when κ G ≥ k. Here, both of Ford-Fulkerson algorithm and local max flow algorithm will never return any set C where |N (C)| < k. So we can correctly report that κ G ≥ k. All of our techniques generalize to the case when κ G is not constant.
Local Vertex Connectivity
In this section, we give a high-level idea how to obtain our local vertex connectivity algorithm in Theorem 1.3. Recall from the introduction that there are two tasks which are to design an augmented graph and to devise a local flow-based algorithm running on such augmented graph. We have two goals: 1) the running time of our algorithm is local; i.e., it does not depend on the size of the whole graph and 2) the local flow-based algorithm's output should be useful for our application.
The local time principles. We first describe high-level principles on how to design the augmented graph and the local flow-based algorithm so that the running time is local 6 .
(1) Augmented graph is absorbing: Each node u of the augmented graph is a sink that can "absorb" flow proportional to its degree deg(u). More formally, each node u is connected to a super-sink t with an edge (u, t ) of capacity α deg(u) for some constant α. In our case, α = 1. (2) Flow algorithm tries to absorb before forward: Suppose that a node u does not fully absorb the flow yet, i.e. (u, t ) is not saturated. When a flow is routed to u, the local flow-based algorithm must first send a flow from u to t so that the sink at u is fully absorbed, before forwarding to other neighbors of u. Moreover, the absorbed flow at u will stay at u forever. We give some intuition behind these principles. The second principle resembles the following physical process. Imagine pouring water on a compartment of an ice tray. There cannot be water flowing out of an unsaturated compartment until that compartment is saturated. So if the amount of initial water is small, the process will stop way before the water reaches the whole ice tray. This explains in principle why the algorithm needs not read the whole graph.
The first principle allows us to argue why the cost of the algorithm is proportional to the part of the graph that is read. Very roughly, the total cost for forwarding the flow from a node u to its neighbors depends on deg(u), but at the same time we forward the flow only after it is already fully absorbed at u. This allows us to charge the total cost to the total amount of absorbed flow, which in turn is small if the initial amount of flow is small.
Augmented graph. Let us show how to design the augmented graph in the context of edge connectivity in undirected graphs first. The construction is simpler than the case of vertex connectivity, but already captures the main idea. We then sketch how to extend this idea to vertex connectivity.
Let G = (V , E) be an undirected graph with m edges and x ∈ V be a node. Consider any numbers ν, k > 0 such that
We construct an undirected graph G ′ as follows. The node set of G ′ is V (G ′ ) = {s} ∪ V ∪ {t } where s and t is a super-source and a super-sink respectively. For each node u, add (u, t ) with capacity deg G (u). (So, this satisfied the first local time principle.) For each edge (u, v) ∈ E, set the capacity to be 2ν . Finally, add an edge (s, x ) with capacity 2νk + ν + 1.
Theorem 2.1. Let F * be the value of the s-t max flow in G ′ . We have the following:
(
Proof. To see (1) , suppose for a contradiction that there is such a partition (S,T ) where S ∋ x. Let (S ′ ,T ′ ) = ({s} ∪ S,T ∪ {t }). The edges between S ′ and T ′ has total capacity
by the min-cut max-flow theorem, the edges between S ′ and T ′ has total capacity
Observe that S ′ {s} and S ∋ x because the edge (s, x ) has capacity strictly more than 2νk + ν . Also, T ′ {t } because edges between {s} ∪ V and {t } has total capacity vol(V ) = 2m > 2νk + ν (the inequality is because of Equation (2)). So (S,T ) gives a cut in G where
Observe that the above theorem is similar to Theorem 1.3 except that it is about edge connectivity. To extend this idea to vertex connectivity, we use a standard transformation as used in [12, 22] by constructing a so-called split graph. In our split graph, for each node v, we create two nodes v in and v out . For each edge (u, v), we create an edge (u out , v in ) with infinite capacity. There is an edge (v in , v out ) for each node v as well. Observe that a cut set with finite capacity in the split graph corresponds to a set of nodes in the original graph. Then, we create the augmented graph of the split graph in a similar manner as above, e.g. by adding nodes s and t and an edge (s, x ) with 2νk + ν + 1. The important point is that we set the capacity of each (v in , v out ) to be 2ν . The proof of Theorem 1.3 (except the statement about the running time) is similar as above (see Section 4.1 for details).
Local flow-based algorithm. As discussed in the introduction, we can in fact adapt previous local flow-based algorithms to run on our augmented graph and they can decide the two cases in Theorem 1.3 (i.e. whether there is a small vertex cut "near" a seed node x). Theorem 2.1 in fact already allows us to achieve this with slower running time than the desiredÕ (ν 1.5 k ) by implementing existing local flow-based algorithms. For example, the algorithm by [35] , which is a "localized" version of Goldberg-Rao algorithm [19] , can give a slower running time ofÕ ((νk ) 1.5 ). Other previous local flow-based algorithms that we are aware of (e.g. [20, 35, 41, 42] ) give even slower running time (even after appropriate adaptations).
We can speed up the time toÕ (ν 1.5 k ) by exploiting the fact that our augmented graph is created from a split graph sketched above. To begin with, we first observe that, when running Goldberg-Rao algorithm on split graphs (which are weighted), the running time can be sped up fromÕ (m min{ . It turns out that unit networks share some structures with our split graphs, allowing us to apply a similar idea. Although our improvement is based on a similar idea, it is more complicated to implement this idea on our split graph since it is weighted. Finally, we "localize" our improved algorithm by enforcing the second local time principle. Our way to localize the algorithm goes hand in hand with the way Orecchia and Zhu [35] did to the standard Goldberg-Rao algorithm (see Section 4.3 for details).
PRELIMINARIES 3.1 Directed Graph
Let G = (V , E) be a directed graph where |V | = n and |E| = m. For any edge (u, v), we denote e R = (v, u). For any directed graph G = (V , E) , the reverse graph G R is G R = (V , E R ) where E R = {e R : e ∈ E}. • vol out
Definition 3.2 (Paths). For s, t ∈ V , we say a path P is an (s, t )-path if P is a directed path starting from s and ending at t. For any S,T ⊆ V , we say P is an (S,T )-path if P starts with some vertex in S and ends at some vertex in T . Definition 3.3 (Edge-and Vertex-cuts). Let s and t be any distinct vertices. Let S,T ⊂ V be any disjoint non-empty subsets of vertices. We call any subset of edges C ⊆ E (respectively any subset of vertices U ⊆ V ):
• an (S,T )-edge-cut (respectively an (S,T )-vertex-cut ) if there is no (S,T )-path in G \ C (respectively if there is no (S,T )-
In other words, G \ C (respectively G \ U ) is not strongly connected. If the graph has capacity function c : E → R ≥0 on edges, then c (C) = e ∈C c e is the total capacity of the cut C.
Definition 3.4 (Edge set). We define E (S,T ) as the set of edges
Definition 3.5 (Vertex partition). Let S,T ⊂ V . We say that (S,T ) is a vertex partition if S and T are not empty, and S ⊔ T = V . In particular, E(S,T ) is an (x, y)-edge-cut for some x ∈ S, y ∈ T . Definition 3.6 (Separation triple). We call (L, S, R) a separation triple if L, S, and R partition the vertex V in G where L and R are non-empty, and there is no edge from L to R.
Note that, from the above definition, S is an (x, y)-vertex-cut for any x ∈ L and y ∈ R. Definition 3.7 (Shore). We call a set of vertices S ⊆ V an outvertex shore (respectively in-vertex shore) if N out G (S ) (respectively N in G (S )) is a vertex-cut. Definition 3.8 (Vertex connectivity κ). We define vertex connectivity κ G as the minimum cardinality vertex-cut or n − 1 if no vertex cut exists. More precisely, for distinct x, y ∈ V , define κ G (x, y) as the smallest cardinality of (x, y)-vertex-cut if exists. Otherwise, we define κ G (x, y) = n − 1. Then, κ G = min{κ G (x, y) | x, y ∈ V , x y}. We drop the subscript when G is clear from the context.
Undirected Graph
Let G = (V , E) be an undirected graph. We assume that G is simple, and connected. Theorem 3.9 ( [32] ). There exists an algorithm that takes as input undirected graph G = (V , E), and in O (m) time outputs a sequence of forests F 1 , F 2 , . . . , F n such that each forest subgraph
H k has aboricity k. For any set of vertices S, we have E H k (S, S ) ≤ k |S |. In particular, the number of edges in H k is at most kn.
To compute vertex connectivity in an undirected graph, we turn it into a directed graph by adding edges in forward and backward directions and run the directed vertex connectivity algorithm.
LOCAL VERTEX CONNECTIVITY
Recall that a directed graph G = (V , E) is strongly connected where |V | = n and |E| = m. Theorem 4.1. There is an algorithm that takes as input a pointer to any vertex x ∈ V in an adjacency list representing a stronglyconnected directed graph G = (V , E), positive integer ν ("target volume"), positive integer k ("target x-vertex-cut size"), and positive real ϵ satisfying
and inÕ ( ν 3/2 ϵ 3/2 k 1/2 ) time outputs either • a vertex-cut S corresponding to the separation triple (L, S, R), x ∈ L such that
By setting ϵ = 1/(2k ), we get the exact version for the size of vertex-cut. Observe that Equation (6) is changed to |S | ≤ (1 + 1/(2k ))k = k + 1/2. So |S | ≤ k since |S | and k are integers.
Corollary 4.2.
There is an algorithm that takes as input a pointer to any vertex x ∈ V in an adjacency list representing a stronglyconnected directed graph G = (V , E), positive integer ν ("target volume"), and positive integer k("target x-vertex-cut size") satisfying Equation (4), or Equation (5) where ϵ = 1/(2k ), and inÕ (ν 3/2 k ) time outputs either
• a vertex cut S corresponding to the separation triple (L, S, R), x ∈ L such that
The rest of this section is devoted to proving the above theorem. For the rest of this section, fix x, ν , k and ϵ as in the theorem statement.
Augmented Graph and Properties
Definition 4.3 (Augmented Graph G ′ ). Given a directed uncapacitated graph G = (V , E), we define a directed capacitated graph
where ⊔ denotes disjoint union of sets, s and t are additional vertices not in G, and sets in Equation (10) are defined as follows.
• For each vertex v ∈ V \ {x }, we create vertex v in in set V in and v out in set V out . For the vertex x, we add only x out to V out .
Finally, we define the capacity function c G ′ : E ′ → R ≥0 ∪ {∞} as:
is its capacity and ν and k satisfy Equation (4) or Equation (5) .
We prove Lemma 4.4 in the rest of this subsection. We define useful notations.
We first introduce a standard split graph SG from G ′ .
Definition 4.5 (Split graph SG). Given
with capacity function c ′ G (e) restricted to edges in G ′ [W ] where the edge set of
Proof of Lemma 4.4(I). We fix a separation triple (L, S, R) given in the statement. Since x ∈ L, S is an (x, y)-vertex-cut for some y ∈ R by Definition 3.6.
Let C = {(u inn , u out ) : u ∈ S }. It is easy to see that C is an (x out , y in )-edge-cut in the split graph SG. In G ′ , we define an edge-
We now compute the capacity of the cut
The last inequality follows from |S | ≤ k and vol out G (S ) ≤ ν . Hence, the capacity of the minimum (s,
Before proving Lemma 4.4(II), we observe structural properties of an (s, t )-edge-cut in G ′ . Definition 4.6. Let C be the set of (s, t )-cuts of finite capacities in G ′ . We define three subsets of C as,
• C 1 = {C : C ∈ C, and one side of vertices in G ′ \ C contains s or t as a singleton }. • C 2 = {C : C ∈ C \ C 1 , and C is an ({s} ⊔ V in , {t })-edge-cut}.
• C 3 = {C : C ∈ C \ C 1 , and C is an ({s}, {v in , t })-edge-cut for some v in ∈ V in }.
Observe that three partitions in Definition 4.6 formed a complete set C and are pairwise disjoint by Definition 3.3, and by the construction of G ′ .
Proposition 4.8. We have the following lower bounds on cut capacity for cuts in
We now ready to prove Lemma 4.4(II).
Proof of Lemma 4.4(II)
. In G, we show the existence of a separation triple (L, S, R) where
We can write
It is easy to see that E * ν is an (x out , v in )-edge-cut in SG. To show a separation triple (L, S, R), it is enough to define S, and show that S is an (x, y)-vertex-cut where x ∈ L and y ∈ R. This is because L and R can be found trivially when we remove S from G.
Let S = {u ∈ V : (u in , u out ) ∈ E * ν }. It is easy to see that S is an (x, y)-vertex-cut in G for some y ∈ V .
Next, |S | ≤ (1+ϵ )k since otherwise c G ′ (C * ) > (1+ϵ )k (ν/(ϵk )) = ν/ϵ + ν, a contradiction to the capacity of C * .
It is easy to see that vol out G (L) ≤ ν/ϵ + ν + 1. This follows from the in-flow is at most ν/ϵ + ν + 1. □
Preliminaries for Flow Network and Binary Blocking Flow
We define notations related flows on a capacitated directed graph G = (V , E, c). We fix vertices s as source and t as sink. We will use Definition 4.10 mostly on the residual graph G f . Given a binary length function ℓ on (G, c, f ), we define a natural distance function to each vertex in (G, c, f ) under ℓ. d (v) is the length of the shortest (s, v)-path in G f under the binary length function ℓ.
For any
, then we call (v, w ) admissible edge under length function ℓ.
We denote E a to be the set of admissible edges of E f in (G, c, f ) under length function ℓ. Definition 4.13 (Binary length functionl). Given ∆ > 0, a capacitated graph (G, c) and a flow f , we define binary length functionŝ ℓ andl for any edge (u, v) in a residual graph (G, c, f ) as follows.
Letd (v) be the shortest path distance between s and v under the length functionl. We define special edge (u, v) to be an edge
We define the next length functionl. We now define the notion of shortest-path flow. Intuitively, it is a union of shortest paths on admissible graphs. This is the flow resulting from, e.g., the Binary Blocking Flow algorithm [19] . Observe that BinaryBlockingFlow(A(G, c, f , ℓ), ∆) always produces a shortest-path flow.
From the rest of this section, we fix an augmented graph (G ′ , c G ′ ) (Definition 4.3), and also a flow f .
Given residual graph G ′ f , and d ℓ , we can use
[35] provide a slightly different binary length function such that the algorithm in [19] has local running time.
Our goal in next section is to output the same ∆/4-or-binary blocking flow in G ′ f inÕ (νk ) time using a slight adjustment from [35] .
Local Augmented Graph and Binary Blocking Flow in Local Time
The goal in this section is to compute binary blocking flow on the residual graph of the augmented graph (G ′ , c G ′ ) with a flow f in "local" time. To ensure local running time, we cannot construct the augmented graph G ′ explicitly. Instead, we compute binary blocking flow from a subgraph of G ′ based on "absorbed" vertices.
Definition 4.16 (Split-node-saturated set). Given a residual graph (G ′ , c G ′ , f ), let B out be the set of vertices v ∈ V out ⊔ {x } in the residual graph (G ′ , c G ′ , f ) whose edge to t is saturated. The splitnode-saturated set B is defined as:
We define local binary length function ℓ: 
• any residual edge with length zero is modern.
Definition 4.20 (Layers). Given distance function
to be the set of j th −layer with respect to distance d.
The proof of the following Lemma is similar to that from [35] , but we focus on the augmented graph (G ′ , c G ′ , f ). Recall split-nodesaturated set B from Definition 4.16. The proof is in the full version.
Lemma 4.21. If d max < ∞ and (x, t ) is saturated, then we have:
where the sets in Equation (11) are defined as follows.
•
}. Using the same capacity and flow as in G ′ , the residual local graph is (LG (G ′ , B) , c LG , f LG ) where c LG and f LG are the same as c G ′ and f G ′ , but restricted to the edges in LG (G ′ , B) . The local length function ℓ also applies to LG (G ′ , B). The proof of the following Lemma is a straightforward modification from [35] .
Lemma 4.24. Given the local length function ℓ on both residual augmented graph (G ′ , c G ′ , f ) and residual local graph (LG, c LG ,
i.e., f 1 and f 2 coincide.
• BinaryBlockingFlow(A(LG, c LG , f LG , ℓ), ∆) takesÕ (ν/ϵ ) time.
Local Goldberg-Rao's Algorithm for
Augmented Graph
Output: maximum (s, t )-flow and its corresponding minimum (s, t )-edge-cut in G ′ 1 Let G ′ be an implicit augmented graph on G. // No need to construct explicitly.
// F is an upper bound on (s, t )-flow value in G ′ . 4 if F ≤ 0 then the minimum (s, t )-edge-cut is (s, x ), and return. 5 f ← a flow of value deg out
// a set of saturated vertices and out-neighbors.
LG ← local subgraph of G ′ given B. 
Correctness. We show that F is the upper bound on the maximum flow value in G ′ f . We use induction on inner loop. Before entering the inner loop for the first time, F is set to be the value of (s, t ) edge minus deg out G (x ). Since F is positive, then G f has valid maximum flow upper bound F . Now, we consider the inner loop. After 5Λ times, either
• we find a flow of value ∆/4 at least 4Λ times, or • we find a blocking flow at least Λ times. If the first case holds, then we increase the flow by at least ≥ (∆/4)(4Λ) = F /2. Hence, the flow F /2 is the valid upper bound.
For the second case, we need the following Lemma whose proof is essentially the same as the original proof of Goldberg-Rao's algorithm [19] : If the second case holds, we claim: Claim 4.27. If we find a blocking flow at least Λ times, then there exists an (s, t )-edge cut of capacity at most ∆Λ = F /2, which is an upper bound of the remaining flow to be augmented.
The correctness follows since at the end of the loop we have F < 1.
Running Time. By Lemma 4.24, we can compute ∆-blocking flow in LG with local binary length function ℓ inÕ (ν/ϵ ) time. The time already includes the time to read LG. The number of such computations is O (Λ log(ν/ϵ )) = O ( ν/(ϵk ) log(m)) =Õ ( ν/(ϵk )). So the total running time isÕ (ν 3/2 /(ϵ 3/2 k 1/2 )). This completes the proof of Theorem 4.25.
Proof of Theorem 4.1
Proof of Theorem 4.1. Given G, x, ν, k, ϵ, by Theorem 4.25, we compute the minimum (s, t )-edge-cut C * in G ′ inÕ (ν 3/2 /(ϵ 3/2 k 1/2 ) time. If the edge-cut C * has capacity > ν/ϵ +ν , then by Lemma 4.4(I), we can output ⊥. Otherwise, C * has capacity at most ν/ϵ + ν , by Lemma 4.4(II), we can output the separation triple (L, S, R) with the properties in Lemma 4.4(II). □
VERTEX CONNECTIVITY VIA LOCAL VERTEX CONNECTIVITY
Theorem 5.1 (Exact vertex connectivity). There exist randomized (Monte Carlo) algorithms that take as inputs a graph G,
, and inÕ (m + k 7/3 n 4/3 ) time for undirected graph (and inÕ (min(km 2/3 n, km 4/3 )) time for directed graph) can decide w.h.p. if κ G ≥ k. If κ G < k, then the algorithms also return the corresponding vertex-cut.
We define the function T (k, m, n) as
Theorem 5.2 (Approximate vertex connectivity). There exist randomized (Monte Carlo) algorithms that take as inputs a graph G, an positive integer k, and positive real ϵ < 1, and inÕ (m + poly(1/ϵ ) min(k 4/3 n 4/3 , k 2/3 n 5/3+o (1) , n 3+o (1) /k )) time for undirected graph (and inÕ (poly(1/ϵ )T (k, m, n)) time for directed graph where T (k, m, n) is defined 7 as in Equation (12)) w.h.p. return a vertex-cut with size at most
This section is devoted to proving Theorem 5.1. and Theorem 5.2.
Vertex Connectivity Algorithms
We describe the algorithm in the generic form as in Algorithm 2.
Correctness
We can compute approximate vertex connectivity by standard binary search on k with the decision problem. We focus on correctness of Algorithm 2 for approximate version. For exact version, the same proof goes through when we use ϵ = 1/(2k ), and We describe notations regarding edge-sets from a separation
Definition 5.6 (L-volume, and R-volume of the separation triple). For a separation triple (L, S, R), we denote vol
The following observations follow immediately from the definition of E * (L, S ) and E * (S, R), and a separation triple (L, S, R). Observation 5.7. We can partition edges in G according to (L, S, R) separation triple as
And,
• For any edge (x, y) ∈ E * (S, R), x ∈ R or y ∈ R. Furthermore,
We proceed the proof. There are three cases for the set of all separation triples in G. The first case is there exists a separation triple (L, S, R) such that
We show that w.h.p. Algorithm 2 outputs a vertex-cut of size at most Input: Sampling method, LocalVC, G = (V,E), k, a, ϵ Output: a vertex-cut U such that |U | ≤ k or a symbol ⊥.
where H k +1 as in Theorem 3.9. 2 if Sampling method = vertex then 3 for i ← 1 to n/(ϵa) (use n/a for exact version) do 4 Sample a random pair of vertices x, y ∈ V . 5 if k is not specified then compute approximate κ G (x, y).
return the corresponding (x, y)-vertex-cut U . Sample a random pair of edges (x 1 , y 1 ), (x 2 , y 2 ) ∈ E. 11 if k is not specified then 12 compute approximate
return the corresponding (x, y)-vertex-cut U .
15 if LocalVC is not specified then 16 Let x * , y * be vertices with minimum κ G (x * , y * ) computed so far.
17
Let W be the vertex-cut corresponding to κ G (x * , y * )
18
Let v min , u min be the vertex with the minimum out-degree in G and G R respectively.
19
return The smallest set among Let ν ← O (s), and G = {G, G R }. 33 for H ∈ G, z ∈ {x, y} do 34 if LocalVC(H, z, ν, k, ϵ ) outputs a vertex-cut U . then 35 return U . 36 return ⊥. The second case is there exists a separation triple (L, S, R) such that |S | ≤ k and vol * G (L) < a or vol * G (R) < a. We show that w.h.p. Algorithm 2 outputs a vertex-cut of size at most (1 + ϵ )k.
Lemma 5.9. If G has a separation triple (L, S, R) such that |S | ≤ k and vol * G (L) < a or vol * G (R) < a, then w.h.p. Algorithm 2 outputs a vertex-cut of size at most (1 + ϵ )k.
The final case is when every separation triple (L, S, R) in G, |S | > k. In other words, κ G > k. If Algorithm 2 outputs a vertex-cut, then it is a (1 + ϵ )-approximate vertex-cut. Otherwise, Algorithm 2 outputs ⊥ correctly.
Vertex-Sampling with LocalVC.
Lemma 5.10. Algorithm 2 with vertex-sampling, and LocalVC outputs correctly w.h.p. a vertex-cut of size ≤ (1 + ϵ )k if κ G ≤ k, and a symbol ⊥ if κ G > k.
Running Time
Let T 1 (m, n, k, ϵ ) be the time for deciding if κ (x, y) ≤ (1 + ϵ ), T 2 (ν, k, ϵ ) be the running time for approximate LocalVC, and T 3 (m, n, ϵ ) be the time for computing approximate κ (x, y). If G is undirected, we can replace m with nk with additional O (m) preprocessing time. The running time for exact version is similar.
Edge-Sampling with LocalVC.
Lemma 5.11. Algorithm 2 with edge-sampling, and LocalVC terminates in timẽ O ((m/(ϵa))(T 1 (m, n, k, ϵ ) + T 2 (a, k, ϵ ))).
Vertex-Sampling with LocalVC.
Lemma 5.12. Algorithm 2 with vertex-sampling, and LocalVC terminates in timẽ O ((n/(ϵa))(T 1 (m, n, k, ϵ ) + T 2 (a 2 + ak, k, ϵ ))).
Vertex-Sampling without LocalVC.
Lemma 5.13. Algorithm 2 with vertex-sampling without LocalVC terminates in timeÕ (n/(ϵ 2 k )T 3 (m, n, ϵ )).
Proof. The running time follows from the first loop where we set a such that the number of sample is n/(ϵ 2 k ), and computing approximate κ (x, y) can be done in T 3 (m, n, ϵ ) time. , n 2+o (1) ) ). The running time poly(1/ϵ )n 2+o (1) is due to [9] .
For undirected approximate vertex connectivity, we first sparsify the graph in O (m) time. Let m ′ be the number of edges of the sparsified graph. For k < n 0.8 , we use edge-sampling with approximate LocalVC algorithm where we set a = mâ , whereâ = min(5k +2,k +4) 3k +3
, andk = log n k. For k > n 0.8 , we use vertex-sampling without LocalVC.
6 (1 + ϵ )-APPROXIMATE VERTEX CONNECTIVITY VIA CONVEX EMBEDDING Theorem 6.1. There exists an algorithm that takes G and ϵ > 0, and in O (n ω /ϵ 2 + min(κ G , √ n)m) time outputs a vertex-cut U such that |U | ≤ (1 + ϵ )κ.
Preliminaries
Definition 6.2 (Pointset in F k ). Let F be any field. For k ≥ 0, F k is k-dimensional linear space over F. Denote X = {x 1 , . . . , x n } as a finite set of points in F k . The affline hull of X is aff(X ) = { k i=1 c i x i | x i ∈ X and k i=1 c i = 1}. The rank of X denoted as rank(X ) is one plus dimension of aff(X ). In particular, if F = R, then we will consider the convex hull of X , denoted as conv(X ).
