This paper presents the results of a comprehensive study of the shingled writing process and various signal processing and data detection approaches applied to the readback waveforms. The recording simulations include realistic head fields, a random granular media, magnetostatic and exchange interactions, and a READ head sensitivity function. Readback waveforms are examined in both one and two dimensions in terms of signal characteristics (linear and nonlinear), noise behavior (stationary and signal-dependent), and intertrack interference. Different equalization and detection approaches are compared and about a 10% density gain is reported for such 2-D magnetic recording compared with traditional single-track recording. These gains depend strongly on the number of readers, the reader positioning, and the reader width.
I. INTRODUCTION

C
ONVENTIONAL magnetic recording has reached a point where the data storage densities cannot be increased due to energy stability constraints, and among new technologies, 2-D magnetic recording (TDMR) [1] is a promising approach to reach areal densities up to 10 Tb/in 2 . A key component of TDMR is aggressive shingled writing [1] , which enables narrow track widths comparable with the grain diameter by allowing each sweep of the WRITE head to partially overlap and overwrite previously written adjacent tracks. Evidently, this creates challenges including severe 2-D intersymbol interference (ISI), noise data dependence, and channel nonlinearity. In this paper, we address a broad range of technical challenges associated with TDMR modeling and detection and propose some solutions to mitigate the above effects. In particular, we consider a TDMR read/write channel all the components of which, including recording medium as well as write and readback processes, are realistically modeled in software. For such a channel, we investigate advanced data detection and synchronization techniques and their potential to increase data densities.
Recently, several read-channel models [2] - [7] based on the Voronoi model were proposed. In these models, each Voronoi region represents a magnetic grain. In [3] - [7] , generating Voronoi regions is done by shifting the grain centers randomly from the cell centers. If the variance of the shift from cell centers is small, the randomness of the grain shape and position is unrealistically small. On the other hand, large deviation in grain centers leads to excessive increase in grain size dispersion. Yamashita et al. [8] used the Poisson disk distribution and Lloyd's relaxation method for the position of the grain centers. This model generates more realistic randomness and grain size dispersion. Furthermore, nonmagnetic grain boundaries are realized by applying a convex hull trimming [9] to the Voronoi cells iteratively. Yamashita et al. [7] proposed a simple write process considering magnetic clusters due to coupling between grains [10] . The write process is based on the Voronoi model with regard to magnetic clustering, WRITE head field gradient, media switching field distribution, and media switching field angle given by the Stoner-Wohlfarth (S-W) reversal mechanism. The writer having a triangular main-pole, a trailing-shield and a shield on one side of the pole [11] is employed. However, the write process does not include intergranular exchange fields and magnetostatic interaction fields between grains. In this paper, a modified write process is used in order that magnetic clusters are naturally formed by including these fields [8] . The reader output is generated via the 2-D convolution of the magnetization and the reader sensitivity function. The writing and readback timings are assumed to be perfect. The reading process is modeled by a double-shielded reader sensitivity function [6] , which is obtained by fitting to sensitivity function generated from the 2-D-finite element method (FEM) for different head and medium geometries based on a calculation method that appeared in [12] . As noted in [4] , in contrast to conventional recording systems, the primary source of noise in TDMR comes from the irregular boundaries of grains and the lack of knowledge of these boundaries during the readback process. Moreover, such noise is correlated and data-dependent. In this paper, we analyze the data-dependent noise characteristic of the readback signal generated by the media model discussed above. To compensate the SNR loss due to a decrease in the bit area, we assess the gains from the use of multiple readers in 0018-9464 © 2015 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information. the TDMR system. We implemented several detection schemes used in the literature. This paper considers the application of BCJR detectors with 1-D and 2-D targets for our read channel. Since the primary source of noise in TDMR arises from irregularities in the recording medium and leads to highly colored and data-dependent noise, pattern-dependent noise predictive (PDNP) detection [13] , [14] is also implemented to improve the performance. To compute the gains of using two readers, the symmetric information rate (SIR) can be computed as a measure of the achievable storage densities. In [15] , the SIR for binary-input channels with memory is computed by standard forward sum-product (BCJR) processing of the simulated channel output. Here, we embedded the PDNP algorithm in the forward BCJR algorithm to compute a more accurate approximation of the SIR for one and two reader systems.
Traditional track-based recording systems employ separate strategies for synchronization in the two dimensions. Typically, servo signals and an active control loop are used for synchronization in the cross-track direction while using dataaided timing recovery in the down-track direction. However, moving to TDMR with multiple readers will merge these two problems into one: that of determining the precise position of each recorded bit in the face of writing and reading cross-track position errors (misregistration), grain effects, and mismatches in the local oscillator and disk rotation speed. The use of multiple readers enables the mitigation of cross-track errors via signal processing after sampling, relaxing the alignment requirements of the real-time position control system. A 2-D phase-locked loop has been proposed to solve such a synchronization problem for the case of a linear additive white Gaussian noise (AWGN) channel with a separable impulse response [16] . In this paper, we show that linear suppression of interference from neighboring tracks can be accomplished asynchronously using a traditional 1-D synchronization loop.
This paper is organized as follows. Section II introduces the read channel model in detail. In Section III-A, the datadependent characteristic of the noise is described. The performances of multireader detectors are compared for our model in Section III-B. The SIR estimation of the channel is provided in Section III-C. Section IV explains the strategies for synchronization in TDMR. Finally, Section V concludes this paper.
II. READ/WRITE MODELING AND SIMULATIONS
We assume discretized granular media with nonmagnetic grain boundaries based on a discrete Voronoi model introduced in [6] . Fig. 1 shows an example of the discrete granular medium model. The black polygons and white gaps show the magnetic grains and nonmagnetic grain boundaries, where the average grain size, the grain size dispersion normalized by the average grain size, and the average nonmagnetic grain boundary are set to φ = 5.0 nm, σ φ / φ = 0.20, and a = 1.0 nm, respectively. The cross section of the headmedium geometry is shown in Fig. 2 , where the head-medium spacing, the thickness of the granular layer, and the thickness of the intermediate layer in the medium are set to d = 4 nm, δ = 10 nm, and s = 1 nm, respectively. In Fig. 3 , the writer has a triangular main-pole, a trailing-shield, and a shield on one side of the pole [11] . The physical write track width and the base angle of the main-pole are set to T ww = 50 nm and θ b = 75 • , respectively. The write field intensity and angle are calculated by the FEM [11] and are shown in Fig. 4 (a) and (b). The angle formed by the WRITE head field and the axis perpendicular to the medium plane is denoted by θ angle . In the figures, the triangle shows the footprint of the main-pole. The effective WRITE head field H eff is defined by
Here, H k is the anisotropy field and H sw is the switching field based on the S-W reversal mechanism according to the ψ angle and θ angle . Here, ψ angle stands for the angle formed by the anisotropy axis of each grain and the perpendicular axis, and the angle is assumed to be 0 • [10] . The switching field based on the S-W reversal mechanism is given by the following: We show the effective WRITE head field in Fig. 4(c) . The field around the center of the trailing edge is strong and weakens with distance from the edge. The magnetization switching is determined by comparing the total applied field with saturation field of each grain. The condition to switch the magnetization direction of grain i on the medium by the writer is given by the following inequality:
where H w,i is the WRITE head field from the writer at the centroid of grain i , H d,i is the magnetostatic interaction field which grain i experiences from other grains, H ex,i is the intergranular exchange field which grain i experiences from neighbors, H self,i is the self-demagnetizing field of grain i , and H sw,i is the switching field of grain i [10] . Fig. 5 shows an example of the shingle-written magnetization pattern on the discretized granular medium. The directions of axes x and y are called the down-track and cross-track directions, respectively. The channel bit length l c = 7.3 nm and the track pitch l tp = 22.1 nm are assumed, and the dimensions correspond to an areal channel density of 4 Tb/in 2 . The readers are assumed to be full-shielded as shown in Fig. 6 . The width between side shields H , the shield gap G, the width T , and thickness U of magnetoresistive element of the reader are set to H = 30 nm, G = 22 nm, T = 17 nm, and U = 2 nm, respectively. Fig. 7 shows the reader sensitivity function obtained by a 2-D FEM [17] . We assume that the center of the main track is 0 nm and the reader moves Five consecutive shingled tracks were written on the medium, and readback waveforms were created at closely spaced read positions spanning three tracks in the center. This process was repeated for a series of l tp decreasing from 34.0 to 16.1 nm track pitch. In the set of waveform generated for the simulations, the number of bits in the down-track dimension is 40 950. The results shown in the following sections are based on the simulation done on this set of waveforms.
III. DATA-DEPENDENT NOISE AND MULTITRACK DETECTORS
Data-dependent media noise and severe intertrack interference (ITI) are the two main challenges in TDMR systems, and must be mitigated by the detector [18] . We first consider the characteristics of the media noise in Section III-A, and then provide a performance comparison of various multitrack detectors in Section III-B. To provide more insights on the performance gain of the two reader TDMR system, we give the SIR estimation in Section III-C.
The equalizer used in the simulations for generating 1-D and 2-D targets is the generalized partial response (GPR) equalizer [19] . Let T be an L 1 × L 2 matrix representing the GPR target of size L 1 × L 2 . The target is called 2-D where L 1 > 1; otherwise, the target is 1-D (L 1 = 1). Let F be an R × N matrix representing the equalizer filter coefficients where R denotes the number of readers and N denotes the equalizer filter taps in the down-track direction, which is set to N = 15 throughout this paper. The GPR objective is to find the target and the equalizer filter simultaneously by minimizing the mean squared error between the equalizer output and the desired signal, subject to a minimum-phase constraint on the target.
A. Noise Analysis
In this paper, we have equalized the channel to a GPR target with three taps in the down-track direction (1 × 3 target), which is then followed by a BCJR detector to compute the number of bit errors for different input patterns and different track pitches (l tp ) with an order of significant bits 1-5 is shown in Fig. 9(a) . The 32 states shown in Fig. 9(b) and (c) are calculated by s = 5 i=1 X i 2 X i −1 , where X i ∈ {0, 1} is the value of the bit with the order of significance i shown in Fig. 9(a) . Fig. 9(b) shows the number of errors for different input patterns in the form of Fig. 9(a) with 32 states. It is shown that for narrow track pitch (l tp = 16.1 nm) which leads to severe ITI, the most harmful input patterns are the result of two consecutive transitions of input bits in the cross-track direction. Fig. 9(c) shows that for l tp = 24.1 nm, the most harmful input patterns are the ones with two transitions in both cross-and down-track directions. To assess the harmfulness of different input patterns, Fig. 10(a) and (b) is provided. In the remainder of this paper, 1/0 bits are colored as blue/white, respectively. Fig. 10(a) shows the most harmful patterns for l tp = 16.1 nm, and Fig. 10(b) shows the most harmful patterns for l tp = 24.1 nm. These figures show that by increasing the track pitch, the dependency of the media noise on the transition of input in cross-track dimension gradually fades away. As a result, the most harmful patterns for the readback signal of l tp = 34.0 nm are the ones with two consecutive transitions in the down-track direction. Fig. 11(a) and (b) shows the number of errors for the conventional 1-D detection for all cases of three consecutive bits in horizontal and vertical dimensions. As it is shown, the number of errors for a narrower track pitch directly depends on the number of transitions in the crosstrack dimension for narrower track pitch. As the track pitch increases, this dependency slowly fades away. For a constant bit-period, errors mostly occur when we have more transitions in the down-track dimension. Furthermore, the probability density function (pdf) of the media noise for different input patterns is provided in Fig. 12 , which also shows the datadependent characteristic of the media noise.
B. Detection Schemes
To determine the most appropriate detection strategy for multireader read channels, we have simulated and compared three detection schemes. For the two reader simulations, the multireader detector is designed such that the first reader is positioned at the center of the main track (0 nm) and the second reader is at the center of the upper adjacent track. The first scheme uses a single reader and conventional 1-D equalization and detection. In this method, a single reader output is equalized to a three tap (1 × 3) 1-D target and the BCJR algorithm is employed for detection. The BCJR algorithm assumes the noise to be AWGN with the noise variance equal to the variance of the residual noise of the equalizer. In the second scheme, the samples from two readers are equalized to 1-D and 2-D targets, and the equalizer outputs are then sent to a BCJR algorithm for detection. In the last method, a PDNP detector [14] is used to benefit from the fact that the equalizer output noise is colored and data-dependent. By inserting a noise prediction/whitening process into the branch metric computation of the BCJR algorithm, the PDNP detector is constructed. The PDNP detector uses different noise prediction filters for different input patterns in the trellis of the BCJR detector to take advantage of the data dependency of the media noise. The computation of the coefficients of the noise predictors and pattern-dependent variances is performed by a linear MMSE predictor. Fig. 13 compares the detection schemes for the read channel model in terms of bit error rate (BER). Single-reader and two-reader equalizers with 1-D and 2-D targets are compared with and without PDNP detection.
C. SIR of Read Channel Model
To compute the density gains due to using multiple readers, the capacity of the channels for both cases must be computed. A simpler problem than computing the capacity is the computation of the mutual information of the input X and the output Y , where X is binary and uniformly distributed. This mutual information is called SIR. The capacity and SIR can serve as performance benchmarks for channel coding and detection methods indicating the achievable storage densities.
The SIRs of one reader and two reader scenarios are compared in this section. Using GPR equalization, the output Y denotes the output samples of the equalizer in case of both one and two readers. In [15] , the SIR for binary-input channels with memory is computed by standard forward sum-product (BCJR) processing of the simulated channel output. We can use a similar approach to approximate the SIR. Using 1-D target, the read channel can be estimated by 1-D ISI channel. To use the method in [15] , the residual noise is approximated by AWGN with the same variance. The estimation of the SIR would be accurate if the residual noise of the equalizer is AWGN. To have a more accurate approximation of the SIR, we have used the PDNP method in the forward recursion of the BCJR algorithm. In other words, using the PDNP method, let us break the channel into separate small channels for different input patterns. By employing noise prediction/whitening filters, the AWGN approximation of the noise in the branch metric computation is better, which results in a more accurate SIR approximation. Fig. 14 shows the estimation of SIR using the forward BCJR algorithm for the one and two reader cases. Furthermore, the PDNP algorithm is used to compute better approximation of the SIR for the ISI channel with data-dependent and colored noise.
IV. JOINT DETECTION AND SYNCHRONIZATION
While it is reasonable to consider multiple readers per slider, the most practical design for writing will have only a single WRITE head per slider. As a result, the bits on neighboring tracks will not be synchronized. There may furthermore be a frequency offset caused by variations in rotational speeds, causing neighboring tracks to have slightly different bit rates. A fundamental question arises: must we have knowledge of the timing offsets for the bits of an interfering track when mitigating its interference? Here, we demonstrate that the answer is no for the special case of linear ITI suppression and constant timing phase offsets; in this case, the ITI can be suppressed asynchronously (without any knowledge of its timing phase), so that a synchronization loop is needed only for the track or tracks of interest. A clear benefit is that synchronization is not needed for each analog-to-digital converter (ADC) (or equivalently each READ head); rather it is only needed for each detected track, and it can leverage existing and mature 1-D synchronization strategies. Let a k (n) denote the kth bit written on the nth track. If these bits modulated a minimum-bandwidth pulse shape and were sampled at the bit rate asynchronously with a timing offset of τ n , the result would be d k Fig. 15 . The blue samples in Fig. 15(a) represent a k (n) after sampling synchronously, while the red samples represent d k (n) after sampling asynchronously. The histograms in Fig. 15(b) show the stark difference between the two sequences. Nevertheless, somewhat unexpectedly, a k (n) and d k (n) have identical secondorder statistics since
The value of τ n has no impact on the mean and autocorrelation function.
Based on a linear model for the output of the i th reader ADC in the presence of a timing offset, the kth sample of the i th ADC output can be modeled as
where 
where
T is the noise vector and g n = [g 1,n , . . . , g N,n ] T is the spatial ITI signature of the nth track.
In the case of linear ITI suppression (such as the two-reader detector with a 1-D target described in Section III-B), the weights that minimize the mean square error between the linear combiner output and the ITI-free samples (but with timing offset) of the i th track are
where R = E(r k r k T ) = E x n g n g n T + σ 2 I and p = E(x k (i) r k ) = E x g i . These weights appear to depend on the timing offsets τ n through the energy E x = E((x k (n) ) 2 ) of the ISI symbols x k (n) = d k (n) * h k . However, the fact that the mean and autocorrelation of d k (n) is independent of τ n implies that E x is independent of the timing offsets. The combining weights are thus independent of the timing phase of the interfering tracks, which means that ITI can be suppressed asynchronously before synchronization. These results extend to the case of a different frequency offset for each track: as long as the frequency offset is reasonably small, ITI can be linearly suppressed asynchronously with minimal penalty. A practical implication of this result is that a three-reader detector (for example) does not need three different synchronization loops, one for each reader; the equalizer coefficients will be invariant to the timing offsets of the interfering tracks. Only a single 1-D timing loop is needed after the equalizer and before the BCJR detector. Effective synchronization strategies for trellis-based detectors with 2-D targets can be devised based on per-survivor or per-node principles [20] .
V. CONCLUSION
Our study suggests that a TDMR benefits from advanced signal processing, which unlike traditional single-track systems, operates on multiple data tracks. For example, at BER = 10 −2 , a two-reader read channel combined with PDNP results in a 10% radial density increase. Future work includes developing 2-D modulation error correcting codes to reduce ISI and ITI, design of 2-D detectors based on generalized belief propagation algorithms as well as joint modulation and detection.
