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1. Einleitung
Lange Zeit waren die meisten statistischen Modelle parametrisch, d.h. die Form einer Wahr-
scheinlichkeitsverteilung oder einer Regressionsfunktion war bis auf einige freie Parameter
vorgegeben. Solche Modelle sind mathematisch relativ einfach zu handhaben, und ihr Ein-
satz ist insbesondere in solchen Fa¨llen sinnvoll, in denen die zugrundeliegende Sachpro-
blematik bereits weitgehend erforscht ist – zu denken ist hier z.B. an Fragestellungen aus
der Physik, in denen bestimmte Gesetze bereits bekannt sind und nur noch die fu¨r den
interessierenden Fall relevanten Werte von Konstanten zu bestimmen sind. Auch wird zur
Scha¨tzung der (meistens wenigen) Modellparameter nur eine vergleichsweise kleine An-
zahl Beobachtungen beno¨tigt, und in vielen Fa¨llen ist der rechnerische Aufwand gering.
Wenn u¨ber das zugrundeliegende Sachproblem jedoch nur wenig bekannt ist, sind para-
metrische Modelle ha¨ufig zu unflexibel und ko¨nnen unter Umsta¨nden zur Modellierung
vo¨llig ungeeignet sein. Dies hat zur Entwicklung nichtparametrischer Verfahren gefu¨hrt,
die inzwischen ein wichtiges Teilgebiet der Statistik darstellen. Zum einen gab es große
mathematische Fortschritte beim Versta¨ndnis der Methoden, zum anderen sind aufgrund
der Entwicklungen der Computertechnik viele aufwa¨ndige Verfahren erst heute praktisch
anwendbar. Die Anwendung statistischer Methoden in immer weiteren Gebieten der Wis-
senschaft macht die Entwicklung flexibler Methoden zudem immer dringlicher. Auch sind
nichtparametrische Methoden zur explorativen Datenanalyse und zur Visualisierung von
Daten gut geeignet.
In dieser Arbeit sollen zwei der wichtigsten Probleme der nichtparametrischen Statistik
betrachtet werden:
• In der nichtparametrischen Dichtescha¨tzung ist es das Ziel, fu¨r eine Stichprobe die
Dichte der Verteilung, aus der die Beobachtungen stammen, mo¨glichst gut zu rekon-
struieren.
• In der nichtparametrischen Regression soll der Zusammenhang zwischen einer oder
mehreren Einflussvariablen und einer abha¨ngigen Variablen modelliert werden.
In beiden Fa¨llen soll eine Funktion gescha¨tzt werden, die nicht durch nur endlich viele
Parameter bestimmt ist, obwohl unter Umsta¨nden gewisse Annahmen u¨ber Glattheit, Mo-
notonieverhalten oder den Tra¨ger der Funktion getroffen werden ko¨nnen. Jedoch stellt sich
immer das Problem, dass ein Element einer unendlichdimensionalen Funktionenklasse auf
Basis von nur endlich vielen Beobachtungen identifiziert werden soll. Die meisten Verfah-
ren der nichtparametrischen Kurvenscha¨tzung ha¨ngen von mindestens einem Gla¨ttungs-
oder Regularisierungsparameter ab, dessen Wahl das Ergebnis entscheidend beeinflusst.
In der Regel wird in irgendeinem Sinn die Glattheit oder Komplexita¨t der gescha¨tzten
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Kurve gesteuert. Wird zu viel gegla¨ttet, so verschwindet der Einfluß der beobachteten
Daten fast vo¨llig, und man erha¨lt nur noch eine sehr flache Kurve, die keine Informa-
tion mehr entha¨lt. Wird zu wenig gegla¨ttet, so passt sich die Kurve zu stark den – als
zum Teil zufa¨llig vorausgesetzten – konkret vorliegenden Beobachtungen an. Im Extrem-
fall werden z.B. in der Regression die Beobachtungen interpoliert, und man erha¨lt ebenfalls
keine Information mehr u¨ber den zugrundeliegenden Zusammenhang. Zwar la¨sst sich oft
der optimale Wert des Gla¨ttungsparameters theoretisch herleiten, jedoch ha¨ngt er meist
von der gesuchten Funktion ab. Fu¨r die praktische Anwendung mu¨ssen Verfahren benutzt
werden, die solche Gla¨ttungsparameter aufgrund der vorliegenden Daten wa¨hlen. Neben
der Untersuchung des Verhaltens nichtparametrischer Kurvenscha¨tzer bei optimaler Wahl
der Gla¨ttungsparameter geho¨rt daher die Konstruktion datengesteuerter Parameterwahl-
methoden zu den wichtigsten Problemen der nichtparametrischen Kurvenscha¨tzung.
Im Laufe der Jahre wurden zahlreiche Methoden vorgeschlagen, von denen die meisten in
zwei Klassen fallen. Zum einen wird ha¨ufig versucht, die Gu¨te des Scha¨tzers (meistens ge-
messen durch eine Verlust- oder Riskofunktion) fu¨r verschiedene Werte des Gla¨ttungspara-
meters aus den Daten zu scha¨tzen. Dies kann zum einen durch die Korrektur naiver
Scha¨tzer des Risikos durch Strafterme oder durch Resampling-Verfahren wie z.B. Kreuzva-
lidierung geschehen. Dann wird ein Wert gewa¨hlt, der ein gutes Ergebnis verspricht. Zum
anderen wird ha¨ufig versucht, in einem expliziten Ausdruck fu¨r den optimalen Wert des
Gla¨ttungsparameters die von der gesuchten Funktion abha¨ngenden Gro¨ßen aus den Daten
zu scha¨tzen und diese Scha¨tzungen dann einzusetzen (sogenannte Plug-In-Verfahren).
In dieser Arbeit soll nun ein weiterer Ansatz zur Gla¨ttungsparameterwahl na¨her unter-
sucht werden, der in einem anderen Gebiet der Mathematik, na¨mlich der Theorie der inver-
sen bzw. schlecht gestellten Probleme, sehr weit verbreitet, in der Statistik jedoch relativ
unbekannt ist. Die Grundidee ist, maximal mo¨glich zu gla¨tten unter einer Nebenbedin-
gung bezu¨glich der Anpassung an die Daten. Letztere kann im Falle der Dichtescha¨tzung
u¨ber den Abstand zwischen der aus der Dichtescha¨tzung durch Integration erhaltenen
Scha¨tzung fu¨r die Verteilungsfunktion und der empirischen Verteilungsfunktion formuliert
werden, wa¨hrend in der Regression meist die Gro¨ße der Residuen gemessen wird. Dabei soll
die Bedingung an die Anpassung ein U¨bergla¨tten und die Wahl der unter dieser Bedingung
maximalen Gla¨ttung ein Untergla¨tten verhindern.
Das zweite Kapitel gibt eine Einfu¨hrung in die Thematik. Zuna¨chst werden die beiden
wichtigsten Probleme der nichtparametrischen Kurvenscha¨tzung, die nichtparametrische
Dichtescha¨tzung und die nichtparametrische Regression, vorgestellt und die Gla¨ttungspara-
meterwahl diskutiert. Anschließend wird in einem Exkurs auf die Theorie der Regularisie-
rung inverser bzw. schlecht gestellter Probleme eingangen. Wa¨hrend einige Methoden der
Regularisierungs- bzw. Gla¨ttungsparameterwahl in beiden Feldern verbreitet sind, wird das
1966 von Morozov eingefu¨hrte Diskrepanzprinzip (vgl. [Mor66]) zwar in fast jedem Lehr-
buch u¨ber inverse Probleme vorgestellt, ist aber in der Statistik so gut wie unbekannt. Die
wenigen Ausnahmen werden im Anschluss vorgestellt, insbesondere die im Kontext des ma-
schinellen Lernens von Vapnik eingefu¨hrte Interpretation der nichtparametrischen Statistik
als inverses Problem (vgl. z.B. [Vap98] und [Vap00]) sowie der von Davies vorgeschla-
gene Data-Features- bzw. Data-Approximation-Ansatz (vgl. vor allem [Dav95], [Dav03],
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[Dav08]), der zwar von einem anderen philosophischen Hintergund ausgeht, aber praktisch
zu a¨hnlichen Methoden fu¨hrt.
Das dritte und das vierte Kapitel sind der genaueren Untersuchung von auf dem Dis-
krepanzprinzip basierenden Methoden zur Gla¨ttungsparameterwahl in der nichtparametri-
schen Dichtescha¨tzung gewidmet. Im dritten Kapitel wird die Bandbreitenwahl fu¨r Kern-
scha¨tzer untersucht – in diesem Kontext wurden bereits von verschiedenen Autoren un-
abha¨ngig voneinander Varianten des Diskrepanzprinzips vorgeschlagen und untersucht.
Diese bereits vorliegenden Resultate werden in dieser Arbeit vereinheitlicht und erwei-
tert. Außerdem wird gezeigt, dass fu¨r bestimmte Klassen von Dichten die Bandbreiten-
wahl mittels eines Diskrepanzprinzips zu einem inkonsistenten Scha¨tzer fu¨hrt. Zusa¨tzlich
werden auch einige neue Varianten, die auf der Normalverteilung als Referenzdichte ba-
sieren, vorgeschlagen. Da die theoretischen Ergebnisse asymptotischer Natur sind, werden
die verschiedenen Versionen des Diskrepanzprinzips in einer umfangreichen Simulations-
studie erstmals sowohl untereinander als auch mit Standardmethoden der Bandbreitenwahl
verglichen. Wa¨hrend sich einige Erfahrungen aus den bereits in der Literatur beschriebe-
nen, kleineren Simulationsstudien besta¨tigen lassen, zeigen sich auch einige u¨berraschende
Ergebnisse. Insbesondere scheinen die asympotischen Resultate fu¨r Stichprobenumfa¨nge
bis mindestens n = 2500 nahezu irrelevant zu sein. Es zeigt sich jedoch auch, dass einige
Versionen des Diskrepanzprinzips gute Resultate liefern.
Im vierten Kapitel wird die Anwendung des Diskrepanzprinzips auf die Wahl der Anzahl
der Bins in regula¨ren Histogrammen diskutiert. Hier liegen in der Literatur bisher noch
keine theoretischen Ergebnisse vor. Es werden einige den Resultaten aus Kapitel 3 analoge
Ergebnisse hergeleitet. Es zeigt sich unter anderem, dass auch die Wahl der Anzahl der Bins
mit Hilfe des Diskrepanzprinzips fu¨r bestimmte Dichten zu inkonsistenten Scha¨tzern fu¨hrt.
Bei der Dichtescha¨tzung mit regula¨ren Histogrammen gibt es jedoch auch einige wichtige
Unterschiede zu Kernscha¨tzern: Zum einen ist der zu wa¨hlende Gla¨ttungsparameter dis-
kret, zum anderen kann die gesuchte Dichte selbst die Form eines regula¨ren Histogramms
besitzen. In diesem Fall wird gezeigt, dass bestimmte Versionen des Diskrepanzprinzips
asymptotisch die korrekte Anzahl Bins wa¨hlen. Im Anschluss an diese theoretischen Er-
gebnisse werden auch hier verschiedene Versionen des Diskrepanzprinzips in einer umfang-
reichen Simulationsstudie mit Standardmethoden der Binanzahlwahl verglichen. Es zeigt
sich auch in diesem Fall, dass einige Versionen des Diskrepanzprinzips gute Ergebnisse
liefern.
Kapitel 5 behandelt einige Aspekte der Verwendung von Diskrepanzprinzipien in der
nichtparametrischen Regression am Beispiel des Nadaraya-Watson-Kernscha¨tzers sowie der
kubischen Gla¨ttungssplines. In der Literatur wurden fu¨r diese Methoden bereits auf der
Residuenquadratsumme basierende Versionen des Diskrepanzprinzips vorgestellt. Auch das
im Rahmen des Data-Approximation-Ansatzes ha¨ufig verwendete Multiresolutionskriteri-
um stellt ein auf einer speziellen Norm im Rn basierendes Diskrepanzprinzip dar. Es wer-
den im weiteren Verlauf des Kapitels vor allem geometrische Eigenschaften dieser Norm,
die nicht nur die Gro¨ße von Residuen beurteilt, sondern auch unerwu¨nschte Muster er-
kennen kann, diskutiert. Diese Ergebnisse (Kapitel 5.2) wurden bereits separat in [Mil08]
vero¨ffentlicht. In einer Simulationsstudie werden verschiedene auf der euklidischen Norm
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der Residuen oder dem Multiresolutionskriterium basierende Varianten des Diskrepanz-
prinzips mit bekannten Standardmethoden verglichen.
Abschließend werden im sechsten Kapitel die Resultate dieser Arbeit zusammengefasst
und diskutiert. Außerdem wird auf weitere offene Fragen eingegangen.
Im Anhang finden sich Details zu den verwendeten mathematischen Hilfsmitteln sowie
zu den Simulationen.
Alle Simulationen in dieser Arbeit wurden mit dem Open-Source-Statistikpaket R [R D]
durchgefu¨hrt. Fu¨r einige Formelmanipulationen, wie z.B. die Berechnung ho¨herer Ablei-
tungen der verwendeten Kerne, wurde außerdem das ebenfalls frei verfu¨gbare Computeral-
gebrasystem Sage verwendet [S+10].
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2. Nichtparametrische
Kurvenscha¨tzung, Regularisierung
und das Diskrepanzprinzip
2.1. Nichtparametrische Kurvenscha¨tzung, Verlust und
Risiko
In dieser Arbeit werden die beiden einfachsten Probleme der nichtparametrischen Kur-
venscha¨tzung, die nichtparametrische Dichtescha¨tzung und die nichtparametrische Regres-
sion, betrachtet. Diese sollen im Folgenden kurz vorgestellt werden.
Seien X1, . . . , Xn unabha¨ngig identisch verteilt gema¨ß einer Verteilung P , die eine Le-
besgue-Dichte f : R −→ [0,∞) besitze. Das Problem der nichtparametrischen Dich-
tescha¨tzung besteht darin, f aus den Beobachtungen zu rekonstruieren. Dazu soll ein
Scha¨tzer fˆ konstruiert werden, so dass fu¨r jedes x ∈ R fˆ(x) := fˆ(x,X1, . . . , Xn) eine
messbare Funktion von X = (X1, . . . , Xn) ist. Es wird vorausgesetzt, dass f ∈ F fu¨r ei-
ne geeignete Funktionenklasse F gilt. Im Gegensatz zum parametrischen Fall, in dem die
Elemente von F durch einen endlichdimensionalen Parameter θ ∈ Rk indiziert werden
ko¨nnen, sind hier vor allem
”
große“ Klassen F von Interesse, insbesondere Teilmengen von
unendlichdimensionalen Funktionenra¨umen.
Die nichtparametrische Regression bescha¨ftigt sich mit der Modellierung des Zusam-
menhangs zwischen (mindestens) einer Einfluss- und einer Zielvariablen. Hier liegen n un-
abha¨ngige Paare von Beobachtungen (X1, Y1), . . . , (Xn, Yn) vor, wobei vorausgesetzt wird,
dass zwischen Xi und Yi ein Zusammenhang der Form
Yi = f(Xi) + εi
mit Xi ∈ [0, 1] besteht. Die Xi ko¨nnen dabei stochastisch oder deterministisch sein (z.B.
Xi =
i
n
). Die εi sind unabha¨ngige Zufallsvariablen mit E(εi) = 0. Analog zum Fall der Dich-
tescha¨tzung wird angenommen, dass f ∈ F ist fu¨r eine Funktionenklasse F , die wieder – im
Gegensatz zum parametrischen Fall – als
”
groß“ vorausgesetzt wird. Ein Scha¨tzer fˆ ist eine
messbare Abbildung fˆ : [0, 1]× [0, 1]n×Rn −→ R mit fˆ(x) := fˆ(x,X1, . . . , Xn, Y1, . . . , Yn).
Die Gu¨te eines Scha¨tzers kann – zumindest theoretisch – durch eine Verlustfunktion
gemessen werden. Zum Vergleich wahrer und gescha¨tzter Kurven werden meist Metriken
oder Normen auf den entsprechenden Funktionenra¨umen verwendet. Wichtige, sowohl fu¨r
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die Dichtescha¨tzung als auch fu¨r die Regression relevante Beispiele sind die p-Normen dp:
dp(f, g) := ‖f − g‖p =
(∫
R
|f(x)− g(x)|pdx
)1/p
(1 ≤ p <∞), (2.1)
d∞(f, g) := ‖f − g‖∞ = ess supR|f(x)− g(x)|, (2.2)
wobei ess sup das essentielle Supremum bezeichnet.
Wu¨nschenswert wa¨re ein Scha¨tzer, der den Abstand zwischen der wahren und der aus
dem vorliegenden Datensatz gescha¨tzten Kurve minimiert. Dies ist jedoch schwierig, da
d(f, fˆ(x,X1, . . . , Xn)) bzw. d(f, fˆ(x,X1, . . . , Xn, Y1, . . . , Yn)) nicht nur vom unbekannten
f abha¨ngen, sondern auch Zufallsvariablen sind. In der Regel wird daher nicht versucht,
den Verlust fu¨r die vorliegenden Beobachtungen zu minimieren, sondern das Risiko, d.h.
den erwarteten Verlust
R(f, fˆ) := EP (d(f, fˆ(·, X1, . . . , Xn)))
im Dichtescha¨tzungsfall und
R(f, fˆ) := EP (d(f, fˆ(·, X1, . . . , Xn, Y1, . . . , Yn)))
im Regressionsfall. Hierbei wird u¨ber alle mo¨glichen Realisationen der Stichprobe gemittelt,
d.h. das Risiko ha¨ngt nicht mehr von der konkret beobachteten Stichprobe ab, wohl aber
von der unbekannten Funktion f .
In anderen Fa¨llen ist man nicht an der gesamten Funktion f interessiert, sondern nur
an Werten von f an einem oder mehreren Punkten oder anderen Funktionalen T (f). In
diesen Fa¨llen werden andere Verlustfunktionen benutzt und es ergeben sich andere opti-
male Scha¨tzverfahren. In dieser Arbeit werden nur die Verlustfunktionen d1, d2 und d∞
betrachtet.
Liegt das gesuchte Objekt f in einer
”
großen“, d.h. unendlichdimensionalen Funktio-
nenklasse, so kann man nicht erwarten, f auf Basis von nur endlich vielen Beobachtungen
vollsta¨ndig zu rekonstruieren. Gescha¨tzt werden kann immer nur eine einfache Appro-
ximation, meist eine gegla¨ttete Version von f . In der Regel ha¨ngen nichtparametrische
Kurvenscha¨tzer noch von mindestens einem Gla¨ttungs- oder Regularisierungsparameter
ab. Man erha¨lt so eine ganze Familie mo¨glicher Rekonstruktionen, von denen dann eine
ausgewa¨hlt werden muß.
Gegenstand dieser Arbeit ist die Untersuchung eines speziellen Ansatzes – des Dis-
krepanzprinzips – zur Wahl dieser Gla¨ttungsparameter. Die datengesteuerte Wahl des
Gla¨ttungsparameters soll dabei soweit wie mo¨glich von der Frage der Wahl des Scha¨tzers
getrennt werden. Daher werden jeweils zwei der bekanntesten Scha¨tzer ausgewa¨hlt: Kern-
dichtescha¨tzer und regula¨re Histogramme fu¨r die Dichtescha¨tzung sowie Nadaraya-Watson-
Kernscha¨tzer und kubische Gla¨ttungssplines fu¨r die Regression. Diese werden jeweils fu¨r
eindimensionale Beobachtungen in der einfachsten Version, in der nur ein Gla¨ttungspara-
meter zu wa¨hlen ist, betrachtet. In diesen Fa¨llen steht jeweils zum Vergleich eine Viel-
zahl gut funktionierender Parameterwahlmethoden zur Verfu¨gung. Modifikationen dieser
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Scha¨tzer (z.B. mit lokalisierten Gla¨ttungsparametern) werden ebenso ausgeklammert wie
z.B. Wavelet-Methoden oder Methoden fu¨r multivariate Beobachtungen. Es ist jedoch zu
erwarten, dass die Verwendung des Diskrepanzprinzips in diesen Fa¨llen a¨hnliche Vor- und
Nachteile aufweist. Fu¨r andere Scha¨tzer wie z.B. die Taut-String-Methode (vgl. [DK01]
und [DK04]) sind bisher nur Varianten des Diskrepanzprinzips zur Parameterwahl vorge-
schlagen worden.
Das Problem der Gla¨ttungsparameterwahl soll nun an einem einfachen Beispiel (vgl.
[Ros56]) erla¨utert werden: Der Dichtescha¨tzung an einem festen Punkt mittels Differen-
zenquotienten. Dies ist ein Spezialfall der in Kapitel 3 ausfu¨hrlich behandelten Kerndich-
tescha¨tzung bei Verwendung des Rechteckskerns (3.13). Es sei f die dreimal differenzierbare
Dichte einer Verteilung mit Verteilungsfunktion F . Weiter seien X1, . . . , Xn unabha¨ngige
Beobachtungen aus dieser Verteilung und
Fn(x) :=
1
n
n∑
i=1
I(Xi ≤ x)
die zugeho¨rige empirische Verteilungsfunktion. Gesucht ist fu¨r ein festes x0 eine Scha¨tzung
f(x0), wobei die Gu¨te einer Scha¨tzung fˆ(x0) durch den mittleren quadratischen Fehler
(MSE)
E((fˆ(x0)− f(x0))2)
beurteilt werden soll. Die natu¨rliche Scha¨tzung Fn fu¨r F la¨sst sich nicht differenzieren,
jedoch ko¨nnen zentrale Differenzenquotienten betrachtet werden. So erha¨lt man fu¨r jedes
h einen Scha¨tzer
fˆh(x0) :=
Fn(x0 + h)− Fn(x0 − h)
2h
.
Eine Aufspaltung des MSE in eine Varianz- und eine Biaskomponente ergibt unter Ver-
wendung der Taylorformel den folgenden Ausdruck fu¨r n −→∞, h −→ 0 (vgl. [Ros56],
S. 834):
E((fˆ(x0)− f(x0))2) = E((fˆ(x0)− Efˆ(x0) + Efˆ(x0)− f(x0))2)
= E(fˆ(x0)− Efˆ(x0))2 + (f(x0)− Efˆ(x0))2
=
(
1
2hn
f(x0) + o((hn)
−1)
)
+
(
h4
36
|f (2)(x0)|2 + o(h4)
)
.
Der erste Summand ist dabei die asymptotische Varianz, der zweite Summand der asymp-
totische quadrierte Bias. Der Bias ha¨ngt dabei nur von h ab und wird klein, wenn h
klein wird, wa¨hrend die Varianz klein wird, wenn hn groß wird. Damit die Scha¨tzung
bezu¨glich des gewa¨hlten Kriteriums konsistent ist, sind fu¨r datenunabha¨ngig gewa¨hltes h
die Bedingungen
h −→ 0, nh −→∞
notwendig und hinreichend. Als optimale Wahl von h ergibt sich (vgl. [Ros56])
h =
(
9
2
f(x0)
|f (2)(x0)|2
)−1/5
n−1/5.
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Hier zeigt sich bereits das Problem, das im Folgenden bei allen betrachteten Metho-
den eine Rolle spielt: Selbst wenn ein expliziter Ausdruck fu¨r die optimale Wahl des
Gla¨ttungsparameters h existiert, so
• ist die optimale Wahl nur unter – in der Regel nicht empirisch u¨berpru¨fbaren –
Bedingungen (meistens die Glattheit betreffend) an f gu¨ltig,
• gilt die explizite Darstellung ha¨ufig nur asymptotisch und
• ha¨ngt die optimale Wahl von der gesuchten Dichte f ab.
Aufgrund des letzten Punktes ist die optimale Bandbreite in der Praxis nicht implementier-
bar. Vorausgesetzt, f ist hinreichend glatt, wu¨rde die deterministische Wahl h = cn1/5 fu¨r
ein beliebiges c > 0 zumindest die optimale Konvergenzrate garantieren. Allerdings kann
der MSE hier um einen unbekannten, beliebig großen Faktor gro¨ßer sein als im optimalen
Fall, was insbesondere bei kleinem n zu einem sehr schlechten Verhalten des Scha¨tzers
fu¨hren kann.
Einen Ausweg bieten datengesteuerte Methoden zur Wahl des Gla¨ttungsparameters,
von denen in der Literatur zahlreiche vorgeschlagen werden. Die meisten davon fallen in
eine von zwei großen Gruppen. In der ersten Gruppe wird versucht, die unbekannten,
von f abha¨ngenden Konstanten in einem expliziten Ausdruck fu¨r die optimale Wahl des
Gla¨ttungsparameters entweder direkt aus den Daten zu scha¨tzen oder durch entsprechende
Werte fu¨r ein parametrisches Referenzmodell zu ersetzen. In der zweiten Gruppe wird ver-
sucht, fu¨r verschiedene Wahlen des Parameters das Risiko mo¨glichst unverzerrt zu scha¨tzen,
und dann den Parameter zu wa¨hlen, fu¨r den die Scha¨tzung des Risikos am kleinsten ist.
In dieser Arbeit wird eine dritte Gruppe untersucht, die auf dem sogenannten Diskre-
panzprinzip beruht. Dieses wird bei der Regularisierung inverser Probleme ha¨ufig benutzt,
hat aber in der Statistik bislang kaum Beachtung gefunden. Zur Erla¨uterung ist zuna¨chst
ein kleiner Exkurs u¨ber inverse bzw. schlecht gestellte Probleme notwendig.
2.2. Inverse Probleme
Die Theorie der Lo¨sung sogenannter inverser oder schlechtgestellter Probleme stellt ein
großes Teilgebiet der angewandten Mathematik dar, das zuna¨chst nicht mit der Statis-
tik verbunden und na¨her bei der Funktionalanalysis oder auch der numerischen Mathe-
matik angesiedelt ist. Die Darstellung folgt im wesentlichen der klassischen Monographie
von Tikhonov und Arsenin [TA77]. Tikhonov entwickelte zum einen als erster systema-
tisch Regularisierungsverfahren zur approximativen Lo¨sung schlecht gestellter Probleme,
zum anderen beschra¨nken sich die meisten neueren Lehrbu¨cher und Monographien (z.B.
[EHN00]) auf Probleme in Hilbertra¨umen, fu¨r die wesentlich einfachere und effektivere
Ansa¨tze existieren, die aber fu¨r die hier zu behandelnden Fragestellungen weniger relevant
sind.
Viele inverse Probleme stammen aus physikalischen Anwendungen. Meist geht es darum,
aus beobachteten
”
Wirkungen“ auf die zugrundeliegende
”
Ursache“ zu schließen. Da oft
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sehr unterschiedliche
”
Ursachen“ sehr a¨hnliche
”
Wirkungen“ zur Folge haben, sind Proble-
me dieses Typs in der Regel erheblich schwieriger zu lo¨sen als direkte Probleme, bei denen
von der
”
Ursache“ auf die
”
Wirkung“ zu schließen ist.
Definition 2.1. Es seien U und V zwei metrische Ra¨ume, A : U −→ V ein Operator.
Gesucht werde fu¨r ein gegebenes y ∈ V eine Lo¨sung der Gleichung
Ax = y. (2.3)
Das Problem (2.3) heißt gut gestellt im Sinne Hadamards (well posed in the sense of Ha-
damard), falls
1. zu jedem y ∈ V mindestens eine Lo¨sung x ∈ U existiert mit Ax = y;
2. zu jedem y ∈ V ho¨chstens eine Lo¨sung x ∈ U existiert mit Ax = y;
3. die Lo¨sung stabil ist, d.h. fu¨r jedes ε > 0 existiert ein δ > 0, so dass zu zwei rechten
Seiten y1 und y2 der Gleichung (2.3) dV(y1, y2) < δ fu¨r die zugeho¨rigen Lo¨sungen x1
und x2 dU(x1, x2) < ε impliziert.
Das Problem heißt schlecht gestellt im Sinne Hadamards (ill posed in the sense of Hada-
mard), falls eine der drei Bedingungen verletzt ist.
Bedingungen 1 und 2 sind algebraischer Natur und betreffen die Existenz und Eindeutig-
keit von Lo¨sungen bei exakt gegebener rechter Seite von (2.3). Existenz und Eindeutigkeit
ko¨nnen stets durch Einschra¨nkungen des Bild- oder Urbildraumes erzwungen werden, was
aber im Hinblick auf das gegebene Sachproblem nicht immer sinnvoll ist. Die dritte Be-
dingung ist topologischer Art. Sind die ersten beiden Bedingungen erfu¨llt, so besitzt der
Operator A eine Inverse A−1. Die dritte Bedingung entspricht dann der Stetigkeit von A−1,
was in allen Fa¨llen relevant ist, in denen die rechte Seite in irgendeiner Form fehlerbehaftet
ist, weil sie z.B. durch Messungen empirisch erhoben wurde oder numerisch nur mit einer
beschra¨nkten Genauigkeit auszuwerten ist. Die Stetigkeit la¨sst sich mathematisch stets
durch U¨bergang zu einer sta¨rkeren Topologie auf U oder zu einer schwa¨cheren Topologie
auf V erzwingen. Jedoch sind die Topologien auf U und V in der Regel durch das Sachpro-
blem (interessierende Aspekte der Lo¨sung bzw. Art der Messungenauigkeit) vorgegeben.
Ist Bedingung 3 verletzt, ko¨nnen geringe Abweichungen in der rechten Seite von (2.3) zu
erheblichen Abweichungen in der zugeho¨rigen Lo¨sung fu¨hren. Eine lediglich approxima-
tiv bekannte rechte Seite kann außerdem außerhalb des Bildbereichs von A liegen, wenn
Bedingung 1 verletzt ist.
Das wohl einfachste und dem Problem der nichtparametrischen Dichtescha¨tzung am
engsten verwandte schlecht gestellte Problem ist das der numerischen Differentiation einer
nur approximativ bekannten Funktion (vgl. [TA77, Kap. 1.3]). Seien dazu U = C(R) und
V = C1(R) die Ra¨ume der stetigen bzw. einmal stetig differenzierbaren Funktionen, beide
versehen mit der Supremumsnorm d∞. Der Integraloperator A : C(R) −→ C1(R) sei
definiert duch Ax =
∫
x. Betrachte nun zu einer Funktion y ∈ C1(R) die Folge
yn(t) := y(t) +
1
n
sin(n2t).
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Dann gilt
lim
n→∞
d∞(yn, y) = 0,
aber mit x = A−1y = y′ und xn = A−1yn = y′ + n sin(n2t) gilt
lim
n→∞
d∞(xn, x) =∞.
D.h. selbst mit einem geringen Fehler behaftete rechte Seiten von (2.3) ko¨nnen beliebig
große Fehler in der Lo¨sung zur Folge haben. Selbstversta¨ndlich verschwindet das Problem,
wenn z.B. die Metrik auf C1(R) als d′(x, z) = d∞(x, z) + d∞(x′, z′) gewa¨hlt wird. Dies ist
aber von der Problemstellung her in der Regel nicht sinnvoll, da diese Metrik gerade von
der gesuchten Ableitung abha¨ngt.
Um schlecht gestellte Probleme trotzdem zumindest na¨herungsweise lo¨sen zu ko¨nnen,
werden Regularisierungsverfahren benutzt. Die Grundidee ist, statt (2.3) ein modifiziertes,
gut gestelltes Ersatzproblem zu lo¨sen. Ausgangspunkt ist die Beobachtung, dass die Lo¨sung
von (2.3), wenn sie existiert und die rechte Seite y exakt gegeben ist, die Bedingung
x = argmin
z∈U
d2V(Az, y) (2.4)
erfu¨llt. Sind Bedingungen 1 und 2 von Definition 2.1 erfu¨llt, so entspricht die Lo¨sung von
(2.4) genau
x = A−1y.
Ist Bedingung 3 verletzt, so kann diese Lo¨sung bei Vorliegen einer gesto¨rten rechten Seite
y˜ unbrauchbar sein. Tikhonov ([TA77], Kapitel 2) schlug vor, in diesem Fall statt (2.4) fu¨r
ein λ > 0 eine regularisierte Lo¨sung x˜λ zu bestimmen als
x˜λ = argmin
z∈U
d2V(Az, y˜) + λΩ(z). (2.5)
Das Stabilisierungsfunktional Ω : U ⊃ D(Ω) −→ R+ soll dabei folgende Bedingungen
erfu¨llen (vgl. [TA77], Kapitel 2.2):
1. Die exakte Lo¨sung x geho¨rt zum Definitionsbereich D(Ω) von Ω.
2. Fu¨r jedes c > 0 ist die Menge Mc = {z : Ω(z) ≤ c} kompakt bezu¨glich der Metrik
auf U .
Die Addition des Stabilisierungsfunktionals in (2.5) erzwingt die Wahl von approximativen
Lo¨sungen
”
einfacher Gestalt“. Vorwissen u¨ber x, z.B. Glattheitseigenschaften, kann in die
Konstruktion von Ω einfließen. Die Lo¨sung des Minimierungsproblems la¨sst sich auffassen
als Kompromiss zwischen der naiven Invertierung von A, die sehr instabil ist (bzw. gar nicht
mo¨glich, wenn die gesto¨rte rechte Seite außerhalb des Bildes von A liegt) und der Auswahl
von Lo¨sungen mit kleinem Wert von Ω. Der Regularisierungsparameter λ steuert dabei die
Gewichtung dieser beiden entgegengesetzten Ziele. A¨hnlich wie in der nichtparametrischen
Kurvenscha¨tzung muss regularisiert werden, um die Lo¨sung zu stabilisieren, es darf aber
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auch nicht zu stark regularisiert werden, da sonst nur noch das Stabilisierungsfunktional Ω
minimiert wird. Es ist klar, dass λ in Abha¨ngigkeit von der Gro¨ße der Sto¨rung der rechten
Seite y˜ gewa¨hlt werden sollte: Je kleiner der Fehler, desto weniger muss regularisiert werden.
Die u¨bliche asymptotische Betrachtungsweise in diesem Gebiet besteht darin, das Verhalten
der Lo¨sungen von (2.5) zu betrachten, wenn die Gro¨ße des Fehlers in der rechten Seite von
(2.3) gegen 0 konvergiert. Kann z.B. angenommen werden, dass dV(y, y˜) ≤ δ fu¨r ein δ > 0,
so kann gezeigt werden (vgl. z.B. Theorem 1 in Kapitel A1.3.2 in [Vap98]), dass fu¨r δ −→ 0
die Bedingungen
λ(δ) −→ 0, lim
δ−→0
δ2
λ(δ)
<∞
hinreichend sind fu¨r die Konvergenz der regularisierten Lo¨sungen gegen die exakte Lo¨sung,
d.h.
dU(x˜λ(δ), x) −→ 0 fu¨r δ −→ 0.
A¨hnlich wie in der nichtparametrischen Kurvenscha¨tzung sind solche Resultate zur prak-
tischen Wahl des Regularisierungsparameters nur bedingt hilfreich. Es existieren zahlreiche
Vorschla¨ge, wie λ in der Praxis gewa¨hlt werden kann, von denen einige den Gla¨ttungspara-
meterwahlverfahren in der nichtparametrischen Statistik sehr a¨hnlich sind, vgl. z.B. [BL10]
fu¨r eine umfassende U¨bersicht.
Eines der a¨ltesten Verfahren, um λ in (2.5) zu wa¨hlen, ist das erstmals von 1966 von Mo-
rozov ([Mor66]) vorgeschlagene Diskrepanzprinzip (engl. discrepancy principle, auch resi-
dual principle oder error principle, wobei unter diesen Bezeichnungen teilweise auch andere
Methoden verstanden werden) ([Mor68]):
Nevertheless we can discuss the following proposition, which we have called
the error principle, which reestablishes the role of the error in the approximate
solution of a large group of problems (including ill-posed ones): the magnitude
of the error must be in agreement with the accuracy of the assignment of the
input data of the problem. Undoubtedly such an agreement may be more or
less necessary and may be effected in various ways depending on the character
of the original problem and the ‘quality’ of the input data.
Die Idee ist, dass es bei bekanntem Fehler in der rechten Seite, also z.B.
dV(y, y˜) ≤ δ
nicht sinnvoll ist zu verlangen, dass eine regularisierte Lo¨sung x˜
dV(Ax˜, y˜) < δ
erfu¨llt. Das Diskrepanzprinzip besagt nun, dass der Regularisierungsparameter λ so zu
wa¨hlen ist, dass fu¨r die Lo¨sung x˜λ von (2.5)
dV(Ax˜λ, y˜) = cδ (2.6)
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gilt fu¨r eine fest gewa¨hlte Konstante c > 1, vgl. [Mor66]. Zum Teil wird aber auch, wie in
Kapitel II.6 von [TA77], c = 1 gewa¨hlt. Es existieren zahlreiche Varianten des Diskrepanz-
prinzips. Desweiteren kann es auch analog fu¨r andere Regularisierungsverfahren umgesetzt
werden, insbesondere eignet es sich auch als Abbruchkriterium fu¨r iterative Verfahren. In
diesem Fall werden iterativ Lo¨sungen bestimmt (beginnend mit sehr regula¨ren Lo¨ungen),
bis eine Lo¨sung zum ersten Mal (2.6) (mit
”
≤“ anstelle von
”
=“) erfu¨llt. Diverse Ver-
sionen des Diskrepanzprinzips werden in praktisch allen Lehrbu¨chern und Monographien
u¨ber inverse und schlecht gestellte Probleme vorgestellt, von denen hier nur [TA77] und
[EHN00] genannt seien. Eine aktuelle U¨bersicht und ein praktischer Vergleich mit anderen
Methoden der Parameterwahl finden sich außerdem in [BL10].
Im Folgenden sollen unter
”
Diskrepanzprinzip“ sowohl das allgemeine Prinzip (
”
das Dis-
krepanzprinzip“) als auch jeweils die konkrete Implementierung (
”
ein Diskrepanzprinzip“)
verstanden werden.
2.3. Das Diskrepanzprinzip in der nichtparametrischen
Statistik
Seit langem werden auch in der Statistik inverse Probleme behandelt, vornehmlich inverse
Regressionsprobleme, bei denen fu¨r feste oder zufa¨llige Designpunkte t1, . . . , tn Beobach-
tungen von
y˜(ti) = (Af)(ti) + εt
vorliegen und f bestimmt werden soll. Der Operator A ist dabei oft ein Faltungsoperator
bzw. etwas allgemeiner ist Af = y eine Fredholm-Integralgleichung 1. Art. Dies ist ein
direktes statistisches Analogon zu (2.3), wobei nun die rechte Seite nur in endlich vie-
len Designpunkten beobachtet wird und mit einem stochastischen Fehler εt behaftet ist.
Fu¨r einen U¨berblick u¨ber Probleme dieses Typs vgl. [BHMR07] und die dort angegebene
Literatur bzw. aus Bayesianischer Sicht die Monographie [KS05].
In der Dichtescha¨tzung ist das Entfaltungsproblem wichtig, bei dem aus Beobachtungen
von Z = X+Y die Dichte von X rekonstruiert werden soll, wobei X und Y unabha¨ngig sind
und Y eine Sto¨rvariable mit meist als bekannt vorausgesetzter Dichte ist. Dies fu¨hrt direkt
auf Probleme vom Typ (2.3), vgl. vor allem die Monographie [Mei09]. A¨hnliche Probleme
treten z.B. bei intervallzensierten Daten auf, vgl. [Gro96]. Weiter treten statistische inverse
Probleme in der O¨konometrie auf, z.B. bei der Regression mit Instrumentvariablen, vgl.
Kapitel 5 in [Hor09] fu¨r eine U¨bersicht.
Obwohl schon die einfachsten Probleme der nichtparametrischen Kurvenscha¨tzung – also
die nichtparametrische Dichtescha¨tzung und die nichtparametrische Regression – Regula-
risierung erfordern, werden sie selbst in der Regel nicht als inverse bzw. schlecht gestellte
Probleme angesehen. Exemplarisch sei hier der Anfang der
”
Lectures on Inverse Problems“
von Groeneboom zitiert ([Gro96], S. 72):
I will not try to define formally what an inverse problem is, but important
aspects of what I call an inverse problem are:
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1. We only have indirect information about the things we really would like to
observe.
2. Estimators of the distribution function of the variables of interest do not
(and cannot) have the usual
√
n-rate of convergence. In this sense the interval
censoring problem, defined below, is an inverse problem, but in contrast the
right-, left- or double censoring problems are not inverse problems and indeed
have a completely different asymptotic theory.
Auch wenn gelegentlich ein Bezug zwischen statistischen Problemen – auch solchen, die
nicht direkt statistische Varianten bekannter deterministischer inverser Probleme sind –
und der Theorie inverser Probleme hergestellt wird (vgl. z.B. [Tit85] oder [BL06]), ist die
explizite oder implizite Behandlung der nichtparametrischen Kurvenscha¨tzung als inverses
Problem selten. Ausnahmen bilden die Ansa¨tze von Vapnik (
”
Statistical Learning Theo-
ry“) und Davies (
”
Data Features“ bzw.
”
Data Approximation“), auf die im Folgenden
eingegangen wird. Beide Ansa¨tze wurden u¨ber einen la¨ngeren Zeitraum und – besonders
was die praktische Umsetzung in anwendbare Methoden betrifft – in Zusammenarbeit mit
verschiedenen Co-Autoren entwickelt. In beiden Fa¨llen kann die knappe Darstellung dem
Ansatz kaum gerecht werden, weshalb nur die fu¨r den Kontext der vorliegenden Arbeit
interessierenden Aspekte herausgearbeitet werden sollen, insbesondere der Bezug zu inver-
sen Problemen und die Verwendung des Diskrepanzprinzips. Weitergehende, oft fu¨r den
jeweiligen Ansatz zentralere Aspekte, wie z.B. die unterschiedlichen philosophischen Aus-
gangspunkte, werden dabei weitgehend ausgeklammert.
Die von Vapnik in den 1960er Jahren begru¨ndete und sukzessive mit verschiedenen Co-
Autoren weiterentwickelte Theorie des statististischen Lernens (Statistical Learning Theo-
ry, im Folgenden kurz SLT) hat zu einer Vielzahl neuer Konzepte und Methoden gefu¨hrt.
Neben den grundlegenden Beitra¨gen zur Theorie der empirischen Prozesse (Vapnik-Cer-
vonenkis-Klassen) sind wohl die zuna¨chst fu¨r Klassifikationsprobleme entwickelten Sup-
port Vector Machines (SVM) am bekanntesten. Eine umfassende Darstellung des Ansatzes
findet sich in den Monographien [Vap98] und [Vap00]. Auch wenn die fu¨r diese Arbeit
relevanten Methoden nur einen Nebenaspekt der SLT darstellen, ist die Verbindung der
nichtparametrischen Statistik mit der Theorie inverser bzw. schlecht gestellter Probleme
fu¨r diesen Ansatz grundlegend. Insbesondere die nichtparametrische Dichtescha¨tzung wird
bereits in [VS78] als Lo¨sung einer schlechtgestellten Integralgleichung aufgefasst, spa¨ter
wurden verschiedene bekannte Dichtescha¨tzer als Spezialfall der Tikhonov-Regularisierung
erkannt und gleichzeitig das Diskrepanzprinzip als Methode zur Gla¨ttungsparameterwahl
vorgeschlagen [AV89, VMS92]. Auch die nichtparametrische Regression steht in engem
Zusammenhang mit Integralgleichungen, insbesondere wenn die bedingte Verteilung bei
gegebener Einflussvariable gescha¨tzt werden soll. Ist nur die Scha¨tzung der Regressions-
funktion das Ziel, ergeben sich aus dieser Formulierung jedoch keine praktischen Ansa¨tze.
Der folgende Abriss basiert vor allem auf [VS78], [AV89] und den Monographien [Vap98]
und [Vap00], jeweils vor allem Kapitel 7.
Das Problem der Dichtescha¨tzung ist ein Spezialfall des numerischen Differenzierens. Die
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Dichte f ist Lo¨sung der Integralgleichung∫
I((x− t) ≥ 0)f(t)dt = F (x). (2.7)
Die Verteilungsfunktion F ist dabei unbekannt, mit der empirischen Verteilungsfunktion Fn
steht aber eine gute Scha¨tzung zur Verfu¨gung. Weiterhin existieren zahlreiche Resultate
u¨ber das stochastische Verhalten der Differenz Fn − F der gescha¨tzten und der wahren
rechten Seite von (2.7). Ist nun U ein Raum, der die gesuchte Dichte entha¨lt mit einer
geeigneten Metrik (z.B. L1(R) mit d1, L2(R) mit d2 oder Cb(R) mit d∞) und V der mit der
Supremumsnorm d∞ versehene Raum der rechtsseitig stetigen beschra¨nkten Funktionen
auf R, so ist das Problem (2.7) ein Spezialfall von (2.3), wobei der Operator A durch
Af := I(· ≥ 0) ∗ f gegeben ist. Dieses Problem ist im Sinne Hadamards schlecht gestellt,
da Bedingungen 2 und 3 von (2.1) verletzt sind. Zum einen ist die als Approximation fu¨r
F benutzte empirische Verteilungsfunktion kein Integral einer Lebesgue-Dichte (d.h. Fn
liegt nicht im Bild von A), zum anderen ist das Problem nicht stabil, d.h. selbst geringe
Sto¨rungen der wahren rechten Seite F ko¨nnen zu sehr unterschiedlichen Lo¨sungen von (2.7)
fu¨hren.
Dies stellt einen Spezialfall des oben behandelten numerischen Differenzierens dar. Im
Unterschied zum deterministischen Fall liegt allerdings keine obere Schranke fu¨r d∞(Fn, F )
vor, sondern d∞(Fn, F ) ist eine Zufallsvariable, deren Verteilung jedoch bekannt ist. Auf
dieser Grundlage schlugen Vapnik und Stefanyuk in [VS78] die Lo¨sung des Dichtescha¨t-
zungsproblems mit Hilfe der fu¨r inverse Probleme entwickelten Tikhonov-Regularisierung
vor und kontrastierten dies mit Kerndichtescha¨tzern. Aidu und Vapnik zeigten in [AV89],
dass sich viele der bekannten nichtparametrischen Dichtescha¨tzer als Tikhonov-Regulari-
sierungen von (2.7) oder des etwas allgemeineren Problems
B
∫
I((x− t) ≥ 0)f(t)dt = BF (x) (2.8)
fu¨r einen nicht singula¨ren Operator B auffassen lassen. Je nach Wahl der zugrundeliegenden
Ra¨ume, ihrer Metriken, des Operators B und des Regularisierungsfunktionals erha¨lt man so
Kerndichtescha¨tzer, bestimmte Orthogonalreihenscha¨tzer sowie bestimmte Splinescha¨tzer.
Zur Wahl des Regularsierungsparameters wurde in der selben Arbeit das Diskrepanzprin-
zip vorgeschlagen. Satz 3.7 der vorliegenden Arbeit ist eine leichte Verallgemeinerung des
Satzes aus Kapitel 3 von [AV89], der die Verwendung des Diskrepanzprinzips zur Wahl
der Bandbreite fu¨r Kerndichtescha¨tzer behandelt. In der Simulationsstudie [Mar89] wur-
den Dichtescha¨tzer mit durch das Diskrepanzprinzip gewa¨hlten Gla¨ttungsparametern mit
anderen Dichtescha¨tzern verglichen. In [VMS92] werden theoretische Resultate zu Pro-
jektionsdichtescha¨tzern, deren Gla¨ttungsparameter mit Hilfe eines auf dem Crame´r-von
Mises-Tests basierenden Diskrepanzprinzips gewa¨hlt werden, hergeleitet.
Das Problem der bedingten Dichtescha¨tzung, das eine Verallgemeinerung der nichtpara-
metrischen Regression darstellt, la¨sst sich außerdem als Lo¨sung der Integralgleichung∫ y
−∞
∫ x
−∞
f(y′|x′)dF (x′)dy′ = F (y, x)
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formulieren (vgl. Kapitel 7.1.3 in [Vap00]), wobei statt F nur die gemeinsame empirische
Verteilungsfunktion Fn der Beobachtungen (x1, y1), . . . , (xn, yn) gegeben ist. Die bedingte
Dichte f(y|x) entha¨lt jedoch viel mehr Information als die in der Regel nur gesuchte Re-
gressionsfunktion r(x) =
∫
yf(y|x)dy. Daher ist dieser Ansatz zur Lo¨sung des Problems
der nichtparametrischen Regression weniger geeignet.
Im Gegensatz dazu hat der Data Features- bzw. Data Approximation-Ansatz (im folgen-
den kurz: DA) von Davies seine Wurzeln in der robusten Statistik bzw. explorativen Daten-
analyse. Die grundlegende Philosophie wird in [Dav95], [Dav02], [Dav03] und [Dav08] ent-
wickelt, Anwendungen speziell auf die nichtparametrische Regression bzw. Dichtescha¨tzung
finden sich u.a. in [DK01], [DK04], [DM08] und [DKM09].
Ausgangspunkt ist ein vorliegender Datensatz. Herko¨mmliche statistische Methoden,
seien sie frequentistisch oder Bayesianisch, basieren darauf, dass ein statistisches Modell
postuliert wird, das die Daten erzeugt haben soll. Davon ausgehend wird dann versucht,
interessierende Parameter mo¨glichst optimal zu scha¨tzen, Tests durchzufu¨hren usw. DA
versucht, ohne die Annahme eines wahren datengenerierenden Modells auszukommen, da
die Existenz eines solchen nicht empirisch verifiziert werden kann. Statistische Verfahren
werden als Prozeduren oder Algorithmen aufgefasst, die im Idealfall auf mo¨glichst vie-
le Datensa¨tze sinnvoll angewendet werden ko¨nnen. Dies erfordert eine gute Kenntnis der
Sta¨rken und Schwa¨chen solcher Methoden in mo¨glichst vielen verschiedenen Situationen.
Neben der Anwendung auf reale Datensa¨tze sollte dabei auch das Verhalten der Prozedur
in Fa¨llen untersucht werden, in denen die Daten aus einem bekannten Modell stammen.
Dies kann sowohl durch Simulationen wie auch durch theoretische (z.B. asymptotische) Re-
sultate geschehen. Diese Modelle werden im Rahmen von DA auch als test beds bezeichnet.
Unter bestimmten, eventuell sehr restriktiven, Annahmen bewiesene Resultate sollen da-
bei Eigenschaften der Prozedur kenntlich machen. Das Verfahren soll jedoch ausdru¨cklich
nicht nur dann anwendbar sein, wenn diese – in der Praxis meist nicht u¨berpru¨fbaren –
Voraussetzungen erfu¨llt sind.
Da stochastische Modelle im Rahmen von DA als Konstrukte betrachtet werden, denen
nicht unbedingt eine außermathematische Realita¨t zukommt (auch nicht im Sinne einer
Idealisierung oder Approximation), ist es auch nicht Ziel eines statistischen Verfahrens,
das Modell, das die Daten erzeugt hat, einige seiner Parameter oder einen Bereich, in
dem diese liegen, zu identifizieren. Zu einem vorliegenden Datensatz soll stattdessen ein
ada¨quates Modell gefunden werden, wobei
”
ada¨quat“ bedeutet, dass das Modell die Daten
erzeugt haben ko¨nnte bzw. die tatsa¨chlich beobachteten Daten nicht von aus dem Modell
simulierten Daten zu unterscheiden sind. Prinzipiell kann kein Modell ausgeschlossen wer-
den, das die Daten erzeugt haben ko¨nnte. Sind bestimmte Kenngro¨ßen gesucht, so kommen
alle Werte in Frage, die sich aus ada¨quaten Modellen ergeben.
Gibt es ada¨quate Modelle verschiedener Komplexita¨t, so ist ein Modell geringster Kom-
plexita¨t zu wa¨hlen. Diese Situation liegt insbesondere in den in dieser Arbeit betrachteten
Problemen der nichtparametrischen Kurvenscha¨tzung vor. Um zu praktisch einsetzbaren
Prozeduren zu gelangen, sind die Konzepte der
”
Ada¨quatheit“ und der
”
Komplexita¨t“ zu
operationalisieren, in dem fu¨r beide formelle und praktisch u¨berpru¨fbare Kriterien angege-
ben werden. Hierbei kann dann Wissen u¨ber das zugrundeliegende Sachproblem und den
15
2. Nichtparametrische Kurvenscha¨tzung, Regularisierung und das Diskrepanzprinzip
Vorgang der Datenerhebung einfließen.
Die Formalisierung der Ada¨quatheit geschieht u¨ber die Definition sogenannter Data Fea-
tures:
Definition 2.2. [Dav95, Sec. 4.1] Sei X eine Menge mo¨glicher Stichproben und P eine
Familie von Wahrscheinlichkeitsmaßen auf X . Eine Abbildung F : X ×P −→ {0, 1} heißt
Data Feature. Gilt fu¨r alle P ∈ P fu¨r eine Zufallsvariable X mit Werten in X , die gema¨ß
P verteilt ist
P (F(X,P ) = 1) ≥ α,
so heißt F ein α-Feature.
Fu¨r ein betrachtetes Modell P und einen Datensatz x la¨sst sich ohne Bezug auf ein
datenerzeugendes Modell entscheiden, ob das Feature vorliegt (F(X,P ) = 1) oder nicht
(F(X,P ) = 0). Insbesondere kann x auch deterministisch oder durch Simulationen er-
zeugt worden sein. Fu¨r die nichtparametrische Kurvenscha¨tzung sind insbesondere solche
Features relevant, die einen Abstand zwischen dem Datensatz und der gescha¨tzten Kurve
messen. Im Falle der Dichtescha¨tzung wird z.B. in Section 4.2 von [Dav95] das Feature
F(x, P n) = I(d∞(Fn, F ) ≤ cα)
vorgeschlagen, wobei P ein Wahrscheinlichkeitsmaß auf R mit zugeho¨riger stetiger Ver-
teilungsfunktion F , P n := P ⊗ · · · ⊗ P , Fn die aus x = (x1, . . . , xn) gebildete empirische
Verteilungsfunktion und cα das (1 − α)-Quantil der Verteilung von d∞(F, Fn) ist, die ja
nicht von F abha¨ngt. Es ko¨nnen auch andere Absta¨nde, wie z.B. die Kuiper-Metrik, bzw.
Tests verwendet werden. Es ist aber wichtig, dass ein direkter Vergleich zwischen P und x
mo¨glich ist, was bei Absta¨nden, die auf Dichten basieren, nicht der Fall ist. Im Folgenden
soll der Einfachheit halber das Produktmaß P n mit der Verteilungsfunktion der einzelnen
Komponenten F identifiziert werden.
Die Menge aller Modelle, fu¨r die fu¨r einen vorliegenden Datensatz das interessierende
Feature vorliegt, wird auch als Ada¨quatheitsregion bezeichnet. Im Falle der Dichtescha¨tzung
kann das z.B. die Menge
A = {G | G absolut stetige Verteilungsfunktion und d∞(Fn, G) ≤ F−1KS,n(1− α)} (2.9)
sein, wobei F−1KS,n die Quantilsfunktion von d∞(Fn, F ) bezeichnet. Im einfachsten Modell
der nichtparametrischen Regression
yi = f(ti) + εi
mit unabha¨ngigen N(0, σ2)-Fehlern ε1, . . . , εn und festen Designpunkten t1, . . . , tn ko¨nnen
Features bzw. die resultierende Ada¨quatheitsregion u¨ber Eigenschaften des Residualvektors
definiert werden. Ein Modell wird dann mit der Regressionsfunktion f identifiziert, bzw.
mit dem Vektor (f(t1), . . . , f(tn)) der Auswertungen von f , der der Einfachheit halber
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ebenfalls mit f bezeichnet werden soll. Die Ada¨quatheitsregion kann dann zum Beispiel
die Form
A = {g | ‖y − g‖ < σcn,α} (2.10)
haben. Meistens wird die Ada¨quatheitsregion durch das sogenannte Multiresolutionskri-
terium definiert (vgl. vor allem [DK01], [DM08] und [DKM09]). Wie in Kapitel 6 dieser
Arbeit gezeigt wird, entspricht dies jedoch genau (2.10) mit der Wahl einer speziellen Norm
(vgl. auch [Mil08]). Da σ in der Regel unbekannt ist, wird eine Scha¨tzung verwendet.
Ein ada¨quates Modell wird im Rahmen von DA auch als Approximation bezeichnet,
womit aber entgegen dem herko¨mmlichen Sprachgebrauch gemeint ist, dass das Modell die
Daten approximiert und nicht den die Daten generierenden Zufallsmechanismus, dessen
Existenz ja explizit nicht unterstellt wird.
Die Wahl eines ada¨quaten Modells vermeidet im Falle der Kurvenscha¨tzung eine zu
große Verzerrung. Sie verhindert aber natu¨rlich nicht die U¨beranpassung. Dies wird durch
die Forderung, das Modell geringster Komplexita¨t zu wa¨hlen, erzielt. Die Komplexita¨t ei-
nes Modells kann z.B. durch Anzahl der freien Parameter gemessen werden. Im Falle der
nichtparametrischen Kurvenscha¨tzung sind die Modellklassen unendlichdimensional und
als Komplexita¨tsmaß werden ha¨ufig die Anzahl der Extremwerte einer Funktion oder Glatt-
heitsmaße, die z.B. auf Ableitungen basieren, verwendet. Fu¨r solche Komplexita¨tsmaße las-
sen sich in der Regel ohne weiteres Vorwissen nur einseitige Konfidenzintervalle angeben,
([Don88]):
The quantity of interest is the complexity of a system – size, norm or number
of components. This should make the phenomenon intuitively understandable.
Empirical data can usually invalidate simple models, i.e. prove that a system
possesses at least a certain degree of complexity. However, data can not usually
rule out very complex models which differ from simpler ones in ways that are not
detectable given the quantity and quality of data at hand. In short, measures
of complexity usually admit of empirical lower but not upper bounds.
Idealerweise wu¨rde im Rahmen von DA nun unter allen Modellen, die fu¨r die vorliegen-
den Daten ada¨quat sind, ein Modell mit der geringsten Komplexita¨t gewa¨hlt. Dies ent-
spricht der Minimierung eines Komplexita¨tsfunktionals unter der Nebenbedingung, dass
das Modell in der Ada¨quatheitsregion liegt. In vielen Fa¨llen ist dies nicht praktikabel, weil
entweder keine Lo¨sungsmethode fu¨r das Optimierungsproblem bekannt oder eine exakte
Lo¨sung rechnerisch zu aufwa¨ndig ist. Die meisten der vorgeschlagenen Methoden basie-
ren auf einem Algorithmus, der beginnend mit einem einfachen Modell solange Modelle
aufsteigender Komplexita¨t generiert, bis eines innerhalb der Ada¨quatheitsregion liegt, vgl.
Abschnitt 9 in [Dav08]. Damit wird – unter anderem Namen – das Diskrepanzprinzip
implementiert.
Es wurden bislang verschiedene datenapproximative Prozeduren vorgeschlagen. Schon
die Beispiele 8-10 in Abschnitt 5 von [Dav95] befassen sich mit der nichtparametrischen
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Dichtescha¨tzung. Gesucht wird jeweils die einfachste Dichte, die einen gegeben Daten-
satz erzeugt haben ko¨nnte. Einfachheit wird gemessen durch die Anzahl der Modalwerte
(Bsp. 8) oder die Anzahl der Intervalle auf denen die Dichte konvex bzw. konkav ist (Bsp.
9). Die Ada¨quatheit wird definiert durch eine Bedingung vom Typ (2.9) unter Verwen-
dung der Kuiper-Metrik, teilweise kombiniert mit weiteren Data Features, die nicht mit
dem Diskrepanzprinzip im Zusammenhang stehen. Beispiel 10 behandelt die Kerndich-
tescha¨tzung. Dabei wird die Komplexita¨t durch die Bandbreite gemessen, Ada¨quatheit
durch eine Kuiper-Bedingung sowie ein weiteres sogenanntes Extremwertfeature. Bis auf
letzteres entspricht dies den in Kapitel 3 dieser Arbeit behandelten Ansa¨tzen zur Band-
breitenwahl. Davies bemerkt auch, dass die optimale Bandbreite bzgl. des L2-Risikos mit
dem Kuiper-Feature unvertra¨glich ist.
Auch der Taut-String-Ansatz zur Dichtescha¨tzung in [DK04] misst die Komplexita¨t
durch die Anzahl der Modalwerte. Ada¨quatheit wird u¨ber Bedingungen vom Typ (2.9) fu¨r
die Kolmogorov-Metrik oder Kuiper-Metriken (auch sogenannte Kuiper-Metriken ho¨herer
Ordnung) gemessen. Zusa¨tzlich wird noch eine Ada¨quatheitsregion vorgeschlagen, die u¨ber
Differenzen von Kuiper-Metriken verschiedener Ordnungen definiert wird. Die Grundi-
dee basiert auf einer von Hartigan und Hartigan in [HH85] vorgeschlagenen Teststatis-
tik fu¨r Hypothesen u¨ber die Modalita¨t von Dichten. Es wird ein Kolmogorov-Schlauch
um die empirische Verteilungsfunktion gelegt, und dann die Funktion mit der kleinsten
Bogenla¨nge innerhalb dieses Schlauches bestimmt. In der Version von Davies und Kovac
wird deren Ableitung dann als Dichtescha¨tzung verwendet. Die Schlauchbreite ist hier der
Gla¨ttungsparameter. Bei Verwendung des Kolmogorov-Abstandes kann dieser direkt ei-
nem festen Quantil entsprechend gewa¨hlt werden, fu¨r die verschiedenen Kuiper-Kriterien
wird mit einem breiten Schlauch begonnen und die Schlauchbreite so lange verringert, bis
das Kriterium erfu¨llt ist. Es werden auch Varianten vorgeschlagen, in denen der Schlauch
lokal verengt wird. Damit ist der Gla¨ttungsparameter nicht mehr eindimensional, die Me-
thode der Schlauchbreitenwahl kann aber als eine Art verallgemeinertes Diskrepanzprinzip
angesehen werden. In der selben Arbeit wird auch eine Variante zur Scha¨tzung von Spek-
traldichten vorgestellt. In der Simulationsstudie [DGNW09] wird außerdem ein regula¨res
Histogramm mit der minimalen Anzahl Bins benutzt, fu¨r die das in [DK04] vorgeschlagene,
auf Differenzen von Kuiper-Metriken basierende, Kriterium erfu¨llt ist. Diskrepanzprinzi-
pien fu¨r die Wahl der Binanzahl in regula¨ren Histogrammen werden in der vorliegenden
Arbeit in Kapitel 4 untersucht.
Weiter existieren datenapproximative Ansa¨tze fu¨r die nichtparametrische Regression. In
Beispiel 10 von [Dav95] sowie in [DK01] werden Regressionsfunktionen mit kleinstmo¨glicher
Anzahl lokaler Maxima gesucht, wobei die Ada¨quatheit u¨ber die Vorzeichen der Residuen
definiert wird. Die meisten anderen Prozeduren benutzen Ada¨quatheitsregionen vom Typ
(2.10) unter Verwendung der sogenannten Multiresolutionsnorm. Die Version der Taut-
String-Methode fu¨r den Regressionfall, die in [DK01] vorgeschlagen wird und einer Spline-
methode von Mammen und van de Geer (vgl. [MvdG97]) a¨hnelt, verwendet als Komple-
xita¨tsmaß ebenfalls die Anzahl Modalwerte. Der eigentliche Gla¨ttungsparameter ist jedoch
wiederum die Schlauchbreite. Eine weitere Methode basiert auf kubischen Gla¨ttungssplines
[DM08], wobei die Komplexita¨t u¨ber die Norm der zweiten Ableitung definiert wird. Auf
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diese Methode wird in Kapitel 5 dieser Arbeit noch na¨her eingegangen. Weitere Varianten
finden sich in [DKM09]. Die meisten der genannten Regressionsmethoden sind ra¨umlich
adaptiv, weshalb die Gla¨ttungsparameter nicht mehr nur eindimensional sind. Dies macht
die resultierenden Algorithmen schwierig zu analysieren.
Außerdem wird das Diskrepanzprinzip explizit oder implizit noch in einigen weiteren Ar-
beiten verwendet, die nicht den oben ausfu¨hrlich besprochenen Ansa¨tzen des Maschinellen
Lernens bzw. der Datenapproximation zuzuordnen sind. Fu¨r Kerndichtescha¨tzer schlagen
Eggermont und LaRiccia eine Variante des Diskrepanzprinzips vor, die unter Standardvor-
aussetzungen eine optimale Konvergenzrate erzielt (vgl. [EL96] und Kapitel 7.6 in [EL01]).
Diese Version wird in der vorliegenden Arbeit in Kapitel 3 na¨her behandelt. Dieselben Au-
toren u¨bertragen ihre Methode weiterhin in Kapitel 7.7 von [EL01] auf einen bestimmten
Penalized-Maximum-Likelihood-Scha¨tzer. Hjort und Walker zeigen in einem anderen Kon-
text, dass ein Kerndichtescha¨tzer mit optimaler Bandbreite asymptotisch außerhalb jedes
Kolmogorov-Schlauches liegt [HW01], was Implikationen fu¨r mit Hilfe des Diskrepanzprin-
zips gewa¨hlte Bandbreiten hat. Im Kontext der Bild- bzw. Clusteranalyse schlagen Frede-
rix und Pauwels [FP04] einen Algorithmus zur Dichtescha¨tzung vor, der ein Glattheitsmaß
unter einer Nebenbedingung an den Abstand zwischen empirischer und gescha¨tzter Ver-
teilungsfunktion minimiert. Die Nebenbedingung entspricht einem Kolmogorov-Smirnov-
bzw. Crame´r-von Mises-Test zum Niveau 0.5. Die Autoren liefern jedoch keine theoreti-
sche Analyse. In [AGG02] werden Dichtescha¨tzung und Entfaltungsprobleme mit bezug
auf die Theorie inverser Probleme in einem einheitlichen Rahmen behandelt, jedoch ohne
Benutzung des Diskrepanzprinzips.
In der Regression wird das Diskrepanzprinzip vor allem im Kontext von Gla¨ttungssplines
untersucht: Bereits Reinsch schla¨gt in [Rei67] ein auf der Residuenquadratsumme basieren-
des Diskrepanzprinzip vor, das u.a. von Wahba in [Wah75] na¨her untersucht wird. Dieser
Ansatz wird in der vorliegenden Arbeit in Kapitel 5 diskutiert. Eine a¨hnliche Methode
wird auch in der Bildverarbeitung benutzt, vgl. z.B. [GK92]. Ma¨chler untersucht eine spe-
zielle Klasse von Penalized-Likelihood-Regressionsscha¨tzern und schla¨gt vor, den gro¨ßten
Gla¨ttungsparameter zu wa¨hlen, fu¨r den die Autokorrelationsfunktion der Residuen keine
relevante Struktur mehr aufweist [Ma¨c95]. Diese Methode hat eine gewisse A¨hnlichkeit mit
dem Multiresolutionskriterium, basiert aber nicht auf einer Norm des Residualvektors.
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3. Dichtescha¨tzung I:
Kerndichtescha¨tzung
3.1. Einleitung und Definitionen
Seien X1, . . . , Xn unabha¨ngig identisch verteilt gema¨ß einer Verteilung P mit Lebesgue-
Dichte f und zugeho¨riger Verteilungsfunktion F . Bezeichne weiter
Fn(x) :=
1
n
n∑
i=1
I(Xi ≤ x)
die empirische Verteilungsfunktion. Wa¨hrend F sehr einfach durch Fn gescha¨tzt werden
kann (sogar mit einer
√
n-Konvergenzrate bzgl. d∞), ist die Scha¨tzung von f ein schwie-
rigeres Problem. Neben Histogrammen, die in Kapitel 4 betrachtet werden, stellen Kern-
dichtescha¨tzer den wohl popula¨rsten Ansatz der nichtparametrischen Dichtescha¨tzung dar.
Sie basieren auf der Idee, die Ableitung der durch Faltung mit einer Kernfunktion K
gegla¨tteten empirischen Verteilungsfunktion als Scha¨tzung der Dichte zu verwenden und
wurden erstmals von Rosenblatt [Ros56] und Parzen [Par62] eingefu¨hrt. Es existieren zahl-
reiche Modifikationen und Erweiterungen. Einfu¨hrungen in die Kerndichtescha¨tzung und
Zusammenfassungen theoretischer Resultate finden sich unter anderem in [PR83], [WJ95]
und [Tsy09]. Das Integral des Kerndichtescha¨tzers kann auch zur Scha¨tzung der Vertei-
lungsfunktion benutzt werden, vgl. z.B. [Yam73] oder Kapitel 9 in [PR83].
Definition 3.1. Eine Funktion K : R −→ R heißt Kern der Ordnung ` fu¨r ` ≥ 2, ` ∈ N,
falls
ujK(u) ∈ L1(R) (j = 0, . . . , `), (3.1)∫
K(u)du = 1, (3.2)∫
ujK(u)du = 0 (j = 1, . . . , `− 1), (3.3)∫
u`K(u)du ∈ R \ {0}. (3.4)
Nichtnegative Kerne der Ordnung 2 entsprechen genau Wahrscheinlichkeitsdichten von
stetigen Verteilungen mit Erwartungswert 0 und endlicher Varianz, wa¨hrend fu¨r allgemeines
` K bzw. K Dichte bzw. Verteilungsfunktion eines signierten Maßes sind (vgl. Definition
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A.1). Kerne der Ordnung ` fu¨r ` > 2 sind notwendig fu¨r einige x negativ, ebenso die
resultierenden Dichtescha¨tzer. Kerne ho¨herer Ordnung werden trotzdem zur Konstruktion
von Kerndichtescha¨tzern verwendet, da sie bei hinreichender Glattheit von f zu einem
geringeren Risiko fu¨hren ko¨nnen, vgl. zum Beispiel die Diskussion in Kapitel 1 von [Tsy09].
Definition 3.2. Ein Kern heißt symmetrisch, falls
K(−u) = K(u) (x ∈ R). (3.5)
Meistens werden zur Dichtescha¨tzung symmetrische Kerne verwendet. Kerne ungerader
Ordnung ko¨nnen wegen (3.4) nicht symmetrisch sein. Weiter werden skalierte Versionen
des Kernes und seines Integrals beno¨tigt:
Definition 3.3. Fu¨r einen Kern K und h > 0 werden definiert:
Kh(u) :=
1
h
K
(u
h
)
, (3.6)
K(u) =
∫ u
−∞
K(t)dt, (3.7)
Kh(u) = K
(u
h
)
. (3.8)
Definition 3.4. Fu¨r Zufallsvariablen X1, . . . , Xn, einen Kern K der Ordnung ` ∈ N und
eine Bandbreite h > 0 heißt die Funktion x −→ fˆh(x) mit
fˆh(x) :=
1
nh
n∑
i=1
K
(
x−Xi
h
)
=
1
n
n∑
i=1
Kh(x−Xi) (3.9)
Kerndichtescha¨tzer (auch: Parzen-Rosenblatt-Scha¨tzer). Ein entsprechender Kernscha¨tzer
der Verteilungsfunktion ergibt sich als
Fˆ hn (x) :=
∫ x
−∞
fˆh(t)dt =
1
n
n∑
i=1
Kh(x−Xi) = (Fn ∗Kh)(x). (3.10)
Zwei der am weitesten verbreiteten Kerne sind der Gaußkern
KN (x) :=
1√
2pi
exp
(
−x
2
2
)
(3.11)
und der Epanechnikov-Kern
KE(x) :=
3
4
(1− x2)I(|x| ≤ 1). (3.12)
Diese Kerne werden auch in der Simulationsstudie in Kapitel 3.4 benutzt. Beide sind Wahr-
scheinlichkeitsdichten. Wichtige Eigenschaften sind in der Tabelle B.1 im Anhang zusam-
mengestellt. Außerdem wird an einigen Stellen der Rechteckskern
KU(x) :=
1
2
I(|x| ≤ 1) (3.13)
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benutzt. Einige theoretische Betrachtungen sind fu¨r diesen Kern besonders einfach. Fu¨r die
praktische Anwendung ist er jedoch weniger geeignet, da die resultierenden Kernscha¨tzer
nicht stetig sind.
Die Gu¨te eines Dichtescha¨tzers fˆ kann mit Hilfe verschiedener Verluste gemessen werden.
Die gro¨ßte Rolle spielen die p-Normen (2.1) bzw. (2.2). Mit L1 und L2 werden im Folgenden
die Ra¨ume der integrierbaren bzw. quadratintegrierbaren reellen Funktionen bezeichnet,
mit L∞ der Raum der messbaren essentiell beschra¨nkten reellen Funktionen, versehen
jeweils mit den Normen d1, d2 bzw. d∞.
Am ha¨ufigsten wird in der Literatur d2(fˆ , f) benutzt. Dies liegt hauptsa¨chlich daran,
dass sich dieser Verlust bzw. das zugeho¨rige L2-Risiko Ef (d22(fˆ , f)), das auch als Mean In-
tegrated Squared Error bzw. MISE bezeichnet wird, mathematisch einfach handhaben la¨sst.
Es gibt jedoch Dichten, deren Quadrat nicht integrierbar ist. Sie liegen daher nicht in L2,
wa¨hrend jede Dichte in L1 liegt. Da die Metrik d1 außerdem noch u¨ber weitere interessante
Eigenschaften verfu¨gt (z.B. Invarianz unter monotonen Transformationen), wird sie oft als
das natu¨rliche Gu¨temaß fu¨r Dichtescha¨tzer angesehen (vgl. [DG85]). Jedoch ist die theore-
tische Untersuchung wesentlich komplizierter. In den Simulationen in dieser Arbeit werden
die Risiken bezu¨glich d1, d2 und – soweit sinnvoll – d∞ betrachtet. Ein bekannter Satz von
Devroye gibt notwendige und hinreichende Bedingungen fu¨r die Konsistenz bezu¨glich d1
von Kerndichtescha¨tzern (vgl. Satz A.6 im Anhang).
Fu¨r das L2-Risiko der Scha¨tzung von f bei Verwendung eines Kerns K der Ordnung `
gilt mit fh = Kh ∗ f
E(d22(fˆh, f)) = E(d22(fˆh, fh)) + E(d22(fh, f))
=
1
nh
‖K‖22 + h2`
k2`
`!2
‖f `‖22 + o
(
1
nh
+ h2`
)
,
vgl. Theorem 2.1.7 in [PR83]. Die Summe der beiden dominierenden Terme wird auch als
AMISE (Asymptotic Mean Integrated Square Error) bezeichnet. Der Term 1
nh
‖K‖22 stellt
dabei die asymptotische Varianz dar, der Term h2`
k2`
`!
‖f `‖22 die asymptotische quadrierte
Verzerrung (squared bias). Die Varianz ha¨ngt asymptotisch nicht von f ab und wird gerin-
ger, je gro¨ßer h ist, wa¨hrend der Bias-Term von f , aber nicht von n abha¨ngt und kleiner
wird fu¨r kleines h. Das Risko besteht also hier aus einer stochastischen und einer systema-
tischen Komponente, die so auszubalancieren sind, dass das Risiko mo¨glichst klein wird.
Die asymptotisch optimale Bandbreite ergibt sich als
hL2 =
(
`!2‖K‖22
2`k2`‖f (`)‖22
) 1
2`+1
n−
1
2`+1 , (3.14)
vgl. [WJ95], S.33. A¨hnliche U¨berlegungen lassen sich auch fu¨r den L1-Verlust anstellen, fu¨r
den sich jedoch nur obere Schranken herleiten lassen. Fu¨r einen Kern der Ordnung ` = 2
wird in der Literatur folgende asymptotische Wahl der Bandbreite vorgeschlagen:
hL1 =
(‖K‖22‖√f‖21
2pik22‖f (2)‖21
) 1
5
n−
1
5 , (3.15)
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vgl. Kapitel 5 in [DG85] bzw. [EL01], S. 298.
Die Bandbreiten (3.14) und (3.15) ha¨ngen von der gesuchten Dichte f u¨ber deren `-te
Ableitung ab, die natu¨rlich in Anwendungen nicht bekannt ist. Eine Mo¨glichkeit, h daten-
gesteuert zu wa¨hlen, besteht darin, von f abha¨ngige Konstanten in expliziten Ausdru¨cken
wie (3.14) und (3.15) aus den Daten zu scha¨tzen (sogenannte Plug-In-Regeln). Dies kann
u¨ber eine Referenzdichte geschehen, meist eine N(µ, σ2)-Verteilung, wobei σ2 dann aus
den Daten gescha¨tzt wird. Eine andere Mo¨glichkeit ist es, einen weiteren nichtparametri-
schen Scha¨tzer fu¨r die gesuchte Ableitung zu verwenden, fu¨r den sich allerdings wieder
das Problem der Gla¨ttungsparameterwahl stellt. Es ko¨nnen auch in mehreren Schritten
nacheinander ho¨here Ableitungen von f gescha¨tzt werden, wobei im ersten Schritt meis-
tens wiederum eine N(µ, σ2)-Verteilung als Referenzdichte verwendet wird. Eine U¨bersicht
u¨ber Verfahren dieses Typs findet man z.B. in Kapitel 3 von [WJ95].
Eine andere wichtige Klasse von Methoden zur Bandbreitenwahl versucht, fu¨r verschie-
dene Werte von h das Risiko mo¨glichst gut aus den Daten zu scha¨tzen. Verwendet wird
dann das h, das diese Risikoscha¨tzung minimiert. Die popula¨rste dieser Methoden ist die
Leave-One-Out-L2-Kreuzvaliderung, die auf der Zerlegung des L2-Risikos
E(d22(fˆh, f)) = E
∫
fˆh(x)
2dx− 2E
∫
fˆh(x)f(x)dx+
∫
f(x)2dx (3.16)
basiert. Der dritte Term auf der rechten Seite ha¨ngt dabei nicht von h ab und kann daher
bei der Minimierung ignoriert werden. Der erste Term ha¨ngt nur von der Scha¨tzung ab,
und kann einfach berechnet werden. Als Scha¨tzung des zweiten Terms schlagen Rudemo
[Rud82] und Bowman [Bow84] die Verwendung von
− 2
n
n∑
i=1
fˆh,−i(Xi)
vor, wobei
fˆh,−i(x) =
1
n− 1
∑
j 6=i
Kh(Xj − x).
Nun kann (3.16) (bis auf den dritten Term) fu¨r jedes h gescha¨tzt werden. Gewa¨hlt wird
das h, fu¨r das dieser Ausdruck minimal wird. Unter schwachen Voraussetzungen konvergie-
ren die so gewa¨hlten Bandbreiten fu¨r n −→ ∞ gegen die optimale Bandbreite (3.23). Zur
Verbesserung hinsichtlich der Variabilita¨t und Konvergenzgeschwindigkeit existieren zahl-
reiche Modifikationen und Weiterentwicklungen der Leave-One-Out-L2-Kreuzvaliderung,
vgl. Kapitel 3 in [WJ95] fu¨r eine Diskussion und einen U¨berblick der wichtigsten Ansa¨tze.
Beide Typen von Parameterwahlstrategien versuchen, das Risiko, d.h. einen Abstand
zwischen der gescha¨tzten Dichte fˆ und der wahren Dichte f , zu minimieren. Die im Fol-
genden betrachteten Strategien basieren dagegen auf einem Abstand zwischen der empi-
rischen und der gescha¨tzten Verteilungsfunktion, also auf einem direkten Vergleich der
Scha¨tzung mit den Daten. Unter Diskrepanzprinzipien zur Bandbreitenwahl in der Kern-
dichtescha¨tzung sollen Strategien vom folgenden Typ verstanden werden:
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1. Wa¨hle h so, dass
d(Fn, Fˆ
h
n ) = s(n), (3.17)
oder
2. Wa¨hle h maximal so, dass
d(Fn, Fˆ
h
n ) ≤ s(n). (3.18)
Dabei ist d ein geeigneter Abstand zwischen (evtl. zu signierten Maßen geho¨rigen) Ver-
teilungsfunktionen und s : N −→ R+ eine Funktion, die eine Schranke in Abha¨ngigkeit
von n liefert. Da die Konvergenz der gewa¨hlten Bandbreite gegen 0 fu¨r die Konsistenz des
Kerndichtescha¨tzers notwendig ist, kommen nur Schrankenfunktionen s(n) = o(1) in Fra-
ge. Ha¨ufig besitzt (3.17) eine eindeutige Lo¨sung. In diesem Fall sind die Strategien (3.17)
und (3.18) a¨quivalent.
Im Folgenden wird der Abstand zwischen zwei Verteilungsfunktionen F und G meist
gemessen durch die Kolmogorov-Metrik
d∞(F,G) := ‖F −G‖∞
oder durch die Kuiper-Metrik k-ter Ordnung
dkuip,k(F,G) := sup
a1≤b1≤a2≤b2≤···≤ak≤bk
k∑
i=1
|(F (bi)− F (ai))− (G(bi)−G(ai))|.
Kuiper-Metriken erster Ordnung werden schon seit langem fu¨r Goodness-of-Fit-Tests be-
nutzt (vgl. Kapitel 5 in [Dur73]), wa¨hrend die Kuiper-Metriken ho¨herer Ordnung zuerst in
[DK04] vorgeschlagen werden. Diese Metriken sind a¨quivalent und es ergeben sich folgende
Abscha¨tzungen:
dkuip,k(F,G) = sup
k∑
i=1
|(F (bi)− F (ai))− (G(bi)−G(ai))|
≤ k sup |(F (b)− F (a))− (G(b)−G(a))|
= kdkuip,1(F,G)
≤ 2k sup |F (a)−G(a)|
= 2kd∞(F,G)
sowie
dkuip,k(F,G) = sup
k∑
i=1
|(F (bi)− F (ai))− (G(bi)−G(ai))|
≥ sup |(F (b)− F (a))− (G(b)−G(a))|
= dkuip,1(F,G)
≥ sup |F (a)−G(a)|
= d∞(F,G).
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Diese Abscha¨tzungen ermo¨glichen eine weitgehend parallele Behandlung der Kolmogorov-
und Kuiper-Metriken.
In den Simulationen wird weiterhin ein auf der Teststatistik des Crame´r-von Mises-Tests
basierender Abstand benutzt:
dCvM(F,G) =
∫ ∞
−∞
(F (t)−G(t))2dG(t). (3.19)
Der Abstand dCvM ist nicht symmetrisch und daher keine Metrik. Ist F stetige Verteilungs-
funktion und Fn die empirische Verteilungsfunktion aus einer Stichprobe vom Umfang n
aus der zugeho¨rigen Verteilung, so ha¨ngen die Verteilungen von d∞(Fn, F ), dkuip,k(Fn, F )
und dCvM(Fn, F ) nicht von F ab. Außerdem sind die asymptotischen Verteilungen von√
nd∞(Fn, F ),
√
ndkuip,1(Fn, F ) und ndCvM(Fn, F ) bekannt, vgl. Satz A.3. Daher eignen
sich diese Absta¨nde fu¨r die Konstruktion von Goodness-of-Fit-Tests und nichtparametri-
schen Konfidenzintervallen fu¨r die Verteilungsfunktion. Sie eignen sich daher auch fu¨r einen
direkten Vergleich der Scha¨tzung mit den Daten und damit zur Implementierung des Dis-
krepanzprinzips. Weiter sind d∞(Fn, G), dkuip,1(Fn, G) und dCvM(Fn, G) fu¨r eine beliebige
Verteilungsfunktion G eines Wahrscheinlichkeitsmaßes einfach auszuwerten, vgl. Satz A.3.
Letzteres gilt jedoch nicht, wenn G die (dann nicht mehr unbedingt monotone) Vertei-
lungsfunktion eines signierten Maßes ist. Diese Situation tritt bei Verwendung von Kernen
der Ordnung ` > 2 auf.
3.2. Analytische Resultate
Nun soll das Verhalten von Kernscha¨tzern untersucht werden, deren Bandbreite mit Hil-
fe des Diskrepanzprinzips gewa¨hlt wurde. Sei dazu K ein Kern der Ordnung `, k` :=∫
u`K(u)du und k˜ = ‖K‖1. Weiterhin sei K die zu K geho¨rige (nicht notwendig monoto-
ne) Verteilungsfunktion und
κ0 := sup
x∈R
|K(x)− F0(x)|,
wobei F0(x) := I(x ≥ 0) die Verteilungsfunktion zur Dirac-Verteilung in 0 bezeichne. Ist
K eine Wahrscheinlichkeitsdichte, so ist κ0 = max{K(0), 1 − K(0)}. Ist K daru¨berhinaus
symmetrisch, so gilt κ0 = K(0) = 1/2. Im Folgenden sei stets d = d∞ oder d = dkuip,k sowie
cd =
{
1, d = d∞
2k, d = dkuip,k
.
Auf dCvM basierende Versionen des Diskrepanzprinzips lassen sich mit den im Folgenden
benutzten Techniken nicht ohne weiteres analysieren, da keine Dreiecksungleichung zur
Verfu¨gung steht. Sie werden jedoch in der Simulationsstudie in Kapitel 3.4 beru¨cksichtigt.
Zuna¨chst wird die Existenz einer Lo¨sung von (3.17) gezeigt. Sei dazu X1, . . . , Xn eine
unabha¨ngig identisch verteilte Stichprobe aus einer Verteilung auf R mit stetiger Vertei-
lungsfunktion F . Die Existenz einer Dichte wird an dieser Stelle nicht beno¨tigt, d.h. die
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Verteilung darf einen singula¨ren Anteil besitzen, jedoch keine Atome. Fu¨r festes n ist die
Funktion h −→ d(Fn, Fˆ hn ) ein Pfad eines stochastischen Prozesses mit Indexmenge (0,∞).
Lo¨sungen von (3.17) entsprechen genau denjenigen Werten von h, an denen der Pfad eine
horizontale Gerade schneidet. Der folgende Satz zeigt, dass fast alle Pfade stetig sind und –
unter schwachen Bedingungen an s – den Wert s(n) fu¨r mindestens ein h annehmen mu¨ssen.
Eine analoge Aussage wurde von Eggermont und LaRiccia [EL96, EL01] fu¨r den Spezialfall
eines symmetrischen, nichtnegativen Kerns der Ordnung 2 und d = d∞ bewiesen.
Satz 3.1. Sei Fn eine empirische Verteilungsfunktion und Fˆ
h
n wie in (3.10). Dann gilt fast
sicher:
1. d(Fn, Fˆ
h
n ) ist stetig in h.
2. limh→0 d∞(Fn, Fˆ hn ) =
κ0
n
.
3. lim infh→0 dkuip,k(Fn, Fˆ hn ) ≤ 2k κ0n .
4. limh→∞ d∞(Fn, Fˆ hn ) = κ0.
5. lim suph→∞ dkuip,k(Fn, Fˆ
h
n ) ≥ κ0.
Beweis. 1. Nach Lemma A.1 gilt:
|d(Fn, Fˆ hn )− d(Fn, Fˆ h
′
n )| ≤ d(Fˆ hn , Fˆ h
′
n ) + d(Fn, Fn)
≤ cdd∞(Fˆ hn , Fˆ h
′
n )
= cd‖(Kh −Kh′) ∗ Fn‖∞
≤ cd‖Kh −Kh′‖1‖Fn‖∞
= cd‖Kh −Kh′‖1 h
′→h−→ 0.
Der letzte Grenzu¨bergang gilt nach Lemma A.2.
2. Wegen K ∈ L1(R) existiert fu¨r jedes ε > 0 ein M , so dass∫ −M
−∞
|K(x)|dx+
∫ ∞
M
|K(x)|dx ≤ ε.
Sei nun δ := 1
3
min2≤j≤n(X(j)−X(j−1)). Mit Wahrscheinlichkeit 1 ist δ > 0. Fu¨r h ≤ δM gilt
nun ∫ −δ
−∞
|Kh(x)|dx+
∫ ∞
δ
|Kh(x)|dx ≤ ε
und in jedem der (disjunkten) Intervalle Ij := [X(j) − δ,X(j) + δ] gilt fu¨r alle x ∈ Ij∣∣∣∣∣∣∣Fn(x)− Fˆ hn (x)∣∣∣− ∣∣∣∣ 1n
(
I(x ≥ Xi)−K
(
x−Xi
h
))∣∣∣∣∣∣∣∣ ≤ nnε.
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Fu¨r x ∈ R \⋃ Ij ist |Fn(x)− Fˆ hn (x)| ≤ ε. Insgesamt ist damit
κ0
n
− ε ≤ d∞(Fn, Fˆ hn ) ≤
κ0
n
+ ε.
Es folgt limh→0 d∞(Fn, Fˆ hn ) =
κ0
n
.
3. lim inf
h→0
dkuip,k(Fn, Fˆ
h
n ) ≤ 2k lim inf
h→0
d∞(Fn, Fˆ hn )
2.
= 2k
κ0
n
.
4. Fu¨r x ∈ [x(1), x(n)] gilt limh→∞ Fˆ hn (x) = K(0) und damit limh→∞ d∞(Fn, Fˆ hn ) = κ0.
5. lim suph→∞ dkuip,k(Fn, Fˆ
h
n ) ≥ lim suph→∞ d∞(Fn, Fˆ hn ) = κ0.
Damit ist gezeigt, dass fu¨r Schrankenfunktionen s(n) mit s(n) = o(1) und n−1 = o(s(n))
zumindest fu¨r hinreichend großes n stets eine Lo¨sung hs,n von
d(Fn, Fˆ
h
n ) = s(n)
existiert. Diese Bedingungen werden von den in der Literatur bislang vorgeschlagenen
Wahlen von s(n) erfu¨llt.
In Abbildung 3.1 sind jeweils zwei Realisationen fu¨r n = 10 und n = 100 zu sehen.
Die Stichproben stammen aus einer Standardnormalverteilung, und es wird der Gaußkern
verwendet. Eingezeichnet sind jeweils zwei horizontale Linien, die den Wahlen s(n) =
0.6n−1/2 (vgl. Kapitel 7.9 in [Vap98]) bzw. s(n) = 0.35n−2/5 (vgl. [EL96]) entsprechen. Es
ist auch zu sehen, dass die Funktion h −→ d(Fn, Fˆ hn ) nicht immer monoton sein muss. Die
Eindeutigkeit von h kann also nicht garantiert werden. Bei gro¨ßerem n existieren jedoch
selten mehrere Lo¨sungen.
Nun soll gezeigt werden, dass fu¨r s(n) = o(1) der Gla¨ttungsparameter hs,n stets gegen 0
konvergiert und dass Fˆ
hs,n
n stark konsistent fu¨r F ist. Dabei wird wieder nur die Stetigkeit
von F vorausgesetzt, nicht die Existenz einer Dichte. Im Folgenden wird ha¨ufig die Funktion
Fh := F ∗Kh
beno¨tigt. Ist Kh eine Wahrscheinlichkeitsdichte, so ist Fh Verteilungsfunktion zu einem
Wahrscheinlichkeitsmaß, ansonsten Verteilungsfunktion zu einem signierten Maß (vgl. De-
finition A.1). Wichtig sind außerdem die folgenden Abscha¨tzungen:
Satz 3.2. Es gilt fast sicher
1. d(Fn, F ) = O
(√
log logn
n
)
und
2. d(Fˆ hn , Fh) ≤ cdk˜d∞(Fn, F ) = O
(√
log logn
n
)
gleichma¨ßig in h.
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Abbildung 3.1.: Lo¨sungen von d∞(Fˆhn , Fn) = s(n) bei Verwendung von K
N fu¨r X1, . . . , Xn ∼ N(0, 1).
Oben: n = 10, unten: n = 100. Durchgezogene Linien: s(n) = 0.6n−1/2, gestrichelte
Linien: s(n) = 0.35n−2/5.
Beweis. 1. d(Fn, F ) ≤ cdd∞(Fn, F ) = O
(√
log logn
n
)
fast sicher nach Satz A.4.
2. Es gilt fast sicher:
d(Fˆ hn , Fh) ≤ cdd∞(Fˆ hn , Fh)
= cd‖Kh ∗ (F − Fn)‖∞
= cd‖K‖1‖F − Fn‖∞
= cdk˜‖F − Fn‖∞
= O
(√
log log n
n
)
.
Im folgenden Satz wird gezeigt, dass die durch das Diskrepanzprinzip gewa¨hlten Band-
breiten gegen 0 konvergieren und zumindest die so erhaltene Scha¨tzung der Verteilungs-
funktion konsistent ist fu¨r F . Der Beweis des zweiten Teils von Satz 3.3 basiert auf der
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selben Idee wie der Beweis von Satz 3 in [Yam73]. Da hier jedoch Kerne zugelassen sind, die
auch negative Werte annehmen ko¨nnen, wird ein zusa¨tzliches Straffheitsargument beno¨tigt.
Satz 3.3. Es sei F eine stetige Verteilungsfunktion, Fn und Fˆ
h
n wie oben und s(n) = o(1).
Der Gla¨ttungsparameter hs,n werde als Lo¨sung von
d(Fn, Fˆ
h
n ) = s(n)
gewa¨hlt. Dann gilt:
1. d(F, Fˆ
hs,n
n )
f.s.−→ 0 sowie
2. hs,n
f.s.−→ 0.
Beweis. 1. Es gilt fast sicher
d(F, Fhs,n) ≤ d(F, Fn) + d(Fn, Fˆ hs,nn ) + d(Fˆ hs,nn , Fhs,n)
= O
(√
log log n
n
)
+ s(n) +O
(√
log log n
n
)
= o(1),
und damit
d(F, Fˆ hs,nn ) ≤ d(F, Fhs,n) + d(Fhs,n , Fˆ hs,nn ) = o(1).
2. Nach Teil 1 gilt fast sicher d∞(F, Fhs,n) ≤ d(F, Fhs,n) −→ 0; zu zeigen ist noch, dass dies
hs,n
f.s.−→ 0 impliziert. Sei dazu hn := hs,n die Folge der gewa¨hlten Bandbreiten, P das zu F
geho¨rige Wahrscheinlichkeitsmaß und µhn das (signierte) Maß mit Lebesgue-Dichte Khn .
Um Satz A.5 verwenden zu ko¨nnen, muss fu¨r jedes ε > 0 ein M ∈ R existieren, so dass fu¨r
alle n ∈ N
|P ∗ µhn |(R \ [−M,M ]) ≤ ε (3.20)
gilt. Sei nun (3.20) nicht erfu¨llt, d.h. es existiere ein ε > 0, so dass fu¨r alle M
sup
n
|P ∗ µhn|(R \ [−M,M ]) > ε. (3.21)
Angenommen, h∗ := supn hn < ∞. Dann existiert wegen |K| ∈ L1(R) zu jedem η > 0 ein
mη, so dass
|µ1|([−mη,mη]) ≥ k − η
und damit
|µhn|([−h∗mη, h∗mη]) ≥ k − η
fu¨r alle n. Da P ein Wahrscheinlichkeitsmaß ist, existiert ebenfalls ein qη, so dass
P ([−qη, qη]) ≥ 1− η
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ist. Wird nun η = 1
2
(k + 1−√k2 + 2k − 4ε+ 1) gewa¨hlt, so gilt mit
I := [−(h∗mη + qη), h∗mη + qη]
|P ∗ µhn|(I) = P ∗ |µhn|(I)
= (P |[−qη ,qη ] +P |[−qη ,qη ]C ) ∗ (|µhn| |[−h∗mη ,h∗mη ] +|µhn| |[−h∗mη ,h∗mη ]C )(I)
≥ (P |[−qη ,qη ] ∗|µhn| |[−h∗mη ,h∗mη ])(I)
≥ (1− η)(k − η)
= 1− ε
im Widerspruch zu (3.21). Damit ist klar, dass die Folge (hn)n unbeschra¨nkt sein muss,
d.h. es existiert eine Teilfolge (hnm)m mit hnm −→∞. Dies steht aber im Widerspruch zu
d∞(F, Fhn) −→ 0.
Damit ist gezeigt, dass (3.20) erfu¨llt ist.
Seien nun Pˆ , Kˆ und Kˆhn die Fouriertransformierten von P , K und Khn . Mit Satz A.5
folgt, dass Pˆ Kˆhn(t) −→ Pˆ (t) fu¨r alle t ∈ R gilt. Da wegen der Stetigkeit der Fouriertrans-
formierten Pˆ > 0 auf einem Intervall [−ε, ε] gilt, muss Kˆhn(t) = Kˆ(hnt) −→ 1 gelten fu¨r
alle t ∈ [−ε, ε]. Da aber Kˆ nach Satz A.1 wegen ∫ u`K(u)du 6= 0 auf keinem Intervall um
0 identisch 1 sein kann, erzwingt dies hn −→ 0.
Damit ist gezeigt, dass durch das Diskrepanzprinzip gewa¨hlte Bandbreiten hs,n stets
gegen 0 konvergieren und der Kernscha¨tzer der Verteilungsfunktion konsistent fu¨r die Ver-
teilungsfunktion ist. Um Aussagen u¨ber Konsistenz und mo¨gliche Optimalita¨t des Kern-
dichtescha¨tzers fˆs,n zu gewinnen, sind zusa¨tzliche Annahmen an f , K und s notwendig.
Insbesondere wird im Weiteren die Existenz der Dichte f vorausgesetzt. Zuna¨chst wird
gezeigt, dass Kernscha¨tzer mit durch das Diskrepanzprinzip gewa¨hlter Bandbreite hs,n in-
konsistent sein ko¨nnen. Fu¨r einige Dichten mit Polstellen konvergiert die Bandbreite zu
schnell gegen 0:
Satz 3.4. Sei K = KU oder K = KE und 0 < ε < 1/2 so, dass nεs(n) = o(1) ist. Sei
weiter
f(x) :=
{
εx−(1−ε) 0 < x ≤ 1
0 sonst
und Fn die empirische Verteilungsfunktion einer unabha¨ngig identisch verteilten Stichprobe
aus einer Verteilung mit Dichte f . Ist hs,n nun die Lo¨sung von
d(Fn, Fˆ
h
n ) = s(n),
so gilt:
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1. nhs,n −→ 0 fast sicher und
2. lim infn→∞ d1(fˆhs,n , f) ≥ 1 fast sicher.
Beweis. 1. Die zu f geho¨rige Verteilungsfunktion ist
F (x) :=

0 x ≤ 0
xε 0 < x ≤ 1
1 x > 1
,
und wegen
(F ∗Kh)(t) =
∫
F (x)Kh(t− x)dx
ist fu¨r K = KU
(F ∗KUh )(h) =
1
2h
∫ 2h
0
xεdx =
2ε
1 + ε
hε.
Damit gilt:
|F (h)− (F ∗KUh )(h)| =
(
1− 2
ε
1 + ε
)
︸ ︷︷ ︸
=:cU>0
hε.
Fu¨r K = KE ist
(F ∗KEh )(h) =
3
4h
∫ 2h
0
(
1−
(
x− h
h
)2)
xεdx =
3 · 2(ε+1)
ε2 + 5ε+ 6
hε,
und damit
|F (h)− (F ∗KEh )(h)| =
(
1− 3 · 2
(ε+1)
ε2 + 5ε+ 6
)
︸ ︷︷ ︸
=:cE>0
hε.
Fu¨r K = KU sei nun c = cU und fu¨r K = KE sei c = cE . Es folgt fast sicher
cnεhεs,n ≤ nεd∞(F, Fhs,n)
≤ nε
(
d∞(F, Fn) + d(Fn, Fˆ hs,nn ) + d∞(Fh, Fˆ
hs,n
n )
)
= nεO(n−1/2
√
log log n) + nεs(n)
= o(1),
und damit nhs,n = o(1).
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2. Sei λ das Lebesgue-Maß auf R. Es ist fast sicher
λ{fˆhs,n > 0} = λ{
n∑
i=1
Khs,n(x−Xi) > 0}
= λ{
n∑
i=1
I(|x−Xi| ≤ hs,n) > 0}
≤
n∑
i=1
λ{I(|x−Xi| ≤ hs,n) > 0}
≤ 2nhs,n = o(1)
nach Teil 1 des Satzes. Damit folgt weiter fast sicher
lim inf
n→∞
d1(fˆhs,n , f) = lim inf
n→∞
∫
|fˆhs,n(x)− f(x)|dx
≥ lim inf
n→∞
∫
[0,1]∩{fˆhs,n=0}
|fˆhs,n(x)− f(x)|dx
≥ lim inf
n→∞
∫
[0,1]∩{fˆhs,n=0}
f(x)dx
≥ lim inf
n→∞
∫ 1
2nhs,n
f(x)dx
= 1,
wobei im vorletzten Schritt die Monotonie von f benutzt wird.
In Satz 3.4 wird die Inkonsistenz nur fu¨r den Rechteckskern KU und den Epanechnikov-
Kern KE bewiesen, da sich fu¨r diese eine einfache untere Abscha¨tzung von d∞(F, Fh)
herleiten la¨sst. Der Beweis des zweiten Teils des Satzes zeigt insbesondere, dass fu¨r die-
se beiden Kerne mit kompaktem Tra¨ger das Lebesgue-Maß des Tra¨gers von fˆhs,n gegen
0 konvergiert, d.h. der Dichtescha¨tzer ist immer sta¨rker um die einzelnen Beobachtungen
konzentriert und verschwindet auf immer gro¨ßeren Teilen des Tra¨gers von f . Abbildung
3.2 zeigt, dass derselbe Effekt auch bei Verwendung anderer Kerne auftritt. Zu sehen
sind Kerndichtescha¨tzer unter Verwendung des Gaußkerns fu¨r vier Stichproben der Gro¨ße
n = 100 aus der in Satz 3.4 gegeben Verteilung mit ε = 0.32. Die Bandbreite wurde
jeweils als Lo¨sung von d∞(Fˆ hn , Fn) = 0.6n
−1/2 gewa¨hlt. Es ist deutlich zu sehen, dass
die gewa¨hlten Bandbreiten zu klein sind, insbesondere im Bild links unten. Es zeigt sich
auch in der in Kapitel 3.4 beschriebenen Simulationsstudie, dass das Diskrepanzprinzip
fu¨r Dichten mit unendlichen Peaks nicht gut funktioniert, wobei allerdings die herange-
zogenen Vergleichsmethoden a¨hnliche Probleme haben. Ist f wie in Satz 3.4 mit ε < 1
4
,
so ist limx→0 xf(x) = ∞. In [Dev89] wurde gezeigt, dass ein Dichtescha¨tzer mit einem
symmetrischen unimodalen beschra¨nkten Kern und mittels L2-Kreuzvalidierung gewa¨hlter
Bandbreite in diesem Fall inkonsistent ist. Die kreuzvalidierte Bandbreite konvergiert dann
ebenfalls zu schnell gegen 0.
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Abbildung 3.2.: Vier Realisationen von fˆh bei Verwendung des Gaußkerns mit h Lo¨sung von d∞(Fˆhn , Fn) =
0.6n−1/2. Die Stichproben stammen aus der Dichte aus Satz 3.4 mit ε = 0.32 und n = 100.
Auch in Fa¨llen, in denen fˆhs,n konsistent ist, interessiert die Geschwindigkeit, mit der
hs,n gegen 0 konvergiert. Dazu werden Aussagen u¨ber das Verhalten von F − Fh beno¨tigt.
Dazu wird vorausgesetzt, dass f in einem Sobolev-Raum
W `,p := {f : f, f (1), . . . , f (`) ∈ Lp(R)}
liegt. Der folgende Satz wurde von Eggermont und LaRiccia fu¨r den Fall eines nichtnega-
tiven symmetrischen Kerns der Ordnung ` = 2 und d = d∞ bewiesen. Der hier gegebene
Beweis fu¨r den allgemeineren Fall lehnt sich eng an den Originalbeweis [EL96, EL01] an.
Satz 3.5. Sei f ∈ W `,1(R) und K ein Kern der Ordnung `. Dann gilt:
1. Fh(x)− F (x) = (−1)p`! k`f (`−1)(x)h` + o(h`) gleichma¨ßig in x ∈ R.
2. d(Fh, F ) =
1
`!
k`d(f
(`−1), 0)h` + o(h`).
34
3.2. Analytische Resultate
Beweis. 1. Wegen f ∈ W `,1(R) ist
F (y)− F (x) = (y − x)f(x) + 1
2
(y − x)2f ′(x)+
· · ·+ (y − x)
`
`!
f (`−1)(x) +
∫ y
x
(y − t)`
`!
f (`)(t)dt
und damit, da K Kern der Ordnung ` ist,
Fh(x)− F (x) =
∫
Kh(x− y)(F (y)− F (x))dy
=
∫
Kh(x− y)
(
1
`!
(y − x)`f (`−1)(x) +
∫ y
x
(y − t)`
`!
f (`)(t)dt
)
dy
=
(−1)p
`!
k`f
(`−1)(x)h` +
1
`!
∫
Kh(x− y)
∫ y
x
(y − t)`f (`)(t)dtdy.
Es bleibt zu zeigen, dass∣∣∣∣ 1`!
∫
Kh(x− y)
∫ y
x
(y − t)`f (`)(t)dtdy
∣∣∣∣ = o(h`)
gleichma¨ßig in x ist. Es gilt:∣∣∣∣ 1`!
∫
Kh(x− y)
∫ y
x
(y − t)`f (`)(t)dtdy
∣∣∣∣ ≤ 1`!
∫
|Kh(x− y)|
∫ y
x
|y − t|`|f (`)(t)|dtdy
≤ 1
`!
∫
|x− y|`|Kh(x− y)|
∫ y
x
|f (`)(t)|dtdy
=
1
`!
(R1(x) +R2(x))
mit
R1(x) :=
∫
|x−y|>h1/`
|x− y|`|Kh(x− y)|
∫ y
x
|f (`)(t)|dtdy
R2(x) :=
∫
|x−y|<h1/`
|x− y|`|Kh(x− y)|
∫ y
x
|f (`)(t)|dtdy.
Es wird zuna¨chst R1 betrachtet:
R1(x) =
∫
|x−y|>h1/`
|x− y|`|Kh(x− y)|
∫ y
x
|f (`)(t)|dtdy
≤ ‖f (`)‖1
∫
|x−y|>h1/`
|x− y|`|Kh(x− y)|dy
= ‖f (`)‖1
∫
|z|>h1/`−1
h`|z|`|K(z)|dy = o(h`),
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da z`K(z) ∈ L1(R). Es sei
ω(f ;h) = sup
|x−y|<h1/`
∫ x
y
|f (`)(z)|dz.
Wegen f (`) ∈ L1(R) ist dann die Funktion g(t) :=
∫ t
−∞ |f (`)(x)|dx absolut stetig und damit
gleichma¨ßig stetig, d.h. limh→0 ω(f ;h) = 0. Damit folgt:
R2(x) ≤ ω(f ;h)
∫
|x−y|<h1/`
|x− y|`|Kh(x− y)|dy
≤ ω(f ;h)
∫
|x− y|`|Kh(x− y)|dy
= ω(f ;h)h`
∫
|z|`|K(z)|dy = o(h`)
gleichma¨ßig in x und damit (R1(x) +R2(x)) = o(h
`) gleichma¨ßig in x.
2. Sei zuna¨chst d = d∞. Dann ist
d(Fh, f) = sup
x
|Fh(x)− F (x)|
= sup
x
∣∣∣∣(−1)p`! k`f (`−1)(x)h` + o(h`)
∣∣∣∣
=
1
`!
k` sup
x
|f (`−1)(x)|h` + o(h`)
=
1
`!
k`d(f
(`−1), 0)h` + o(h`)
und analog fu¨r d = dkuip,k
d(Fh, f) = sup
a1≤b1≤a2≤b2≤···≤ak≤bk
k∑
i=1
|(F (bi)− Fh(bi)) + (Fh(ai)− F (ai))|
= sup
a1≤b1≤a2≤b2≤···≤ak≤bk
1
`!
k`
k∑
i=1
|f (`−1)(bi)− f (`−1)(ai)|h` + o(h`)
=
1
`!
k`d(f
(`−1), 0)h` + o(h`).
Die in Satz 3.5 gegebenen Approximationen basieren auf Taylorentwicklungen und gelten
daher nur fu¨r hinreichend kleines h. Wird die Bandbreite h jedoch durch das Diskrepanz-
prinzip gewa¨hlt, so impliziert Satz 3.3 fu¨r n→∞ fast sicher h→ 0. Damit sind Terme der
Ordnung o(1) fu¨r h→ 0 in diesem Fall auch fu¨r n→∞ von der Ordnung o(1). Dies wird
im Folgenden ha¨ufig benutzt, um konkretere Aussagen u¨ber das Verhalten der gewa¨hlten
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Bandbreite treffen zu ko¨nnen; aus der Literatur bekannte Sa¨tze scheinen an dieser Stelle
eine Lu¨cke aufzuweisen, vgl. z.B. [EL96].
Die folgenden Sa¨tze 3.6-3.8 behandeln verschiedene Fa¨lle, in denen s(n) im Vergleich
mit d(Fn, F ) schneller, genauso schnell oder langsamer gegen 0 konvergiert.
Satz 3.6. Sei f ∈ W `,1, K Kern der Ordnung ` und s(n) = O
(√
log logn
n
)
. Dann gilt fast
sicher
hs,n = O(n
− 1
2` (log log n)
1
2` ).
Beweis. Nach Satz 3.5 gilt fast sicher
1
`!
k`‖f (`−1)‖∞hs,n` + o(hs,n`) = d∞(Fhs,n , F )
≤ d∞(F, Fn) + d(Fn, Fˆ hs,nn ) + d∞(Fˆ hs,nn , Fhs,n)
= O
(√
log log n
n
)
+ s(n)
= O
(√
log log n
n
)
.
Weiter ist
1
`!
k`‖f (`−1)‖∞hs,n` + o(hs,n`) = 1
`!
k`‖f (`−1)‖∞hs,n`(1 + o(1)),
wobei der zweite Term in der Klammer nicht nur von der Ordnung o(1) fu¨r hs,n → 0,
sondern auch von der Ordnung o(1) fu¨r n → ∞ ist, da nach Satz 3.3 n → ∞ fast sicher
hs,n → 0 impliziert. Es ist also
1
`!
k`‖f (`−1)‖∞hs,n`(1 + o(1)) = O
(√
log log n
n
)
⇒ hs,n` = O
(√
log log n
n
)
(1 + o(1))−1
⇒ hs,n` = O
(√
log log n
n
)
(1 + o(1))
⇒ hs,n` = O
(√
log log n
n
)
⇒ hs,n = O(n− 12` (log log n) 12` ).
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Satz 3.6 schließt Schrankenfunktionen der Form s(n) = c
√
log logn
2n
ein. In diesem Fall
sind s(n) und d(Fn, F ) von der selben Gro¨ßenordnung. Wird die Konstante hinreichend
groß gewa¨hlt, sind jedoch pra¨zisere Resultate mo¨glich. Aidu und Vapnik behandeln die
Schrankenfunktion s(n) = (1 + k˜ + ε)
√
log logn
2n
fu¨r Kerne der Ordnung ` und d = d∞.
Der Beweis des folgenden Satzes folgt dem Originalbeweis in [AV89], es wird hier jedoch
zusa¨tzlich der Fall d = dkuip,k mit beru¨cksichtigt.
Satz 3.7. Sei f ∈ W `,1, K Kern der Ordnung ` und s(n) = cd(k˜ + 1 + ε)
√
log logn
2n
. Dann
gilt fast sicher
hs,n 
(
log log n
n
) 1
2`
.
Beweis. Es gilt nach Satz A.4 fu¨r η > 0 fast sicher fu¨r hinreichend großes n
cd(k˜ + 1 + ε)
√
log log n
2n
= d(Fn, Fˆ
hs,n
n )
≤ d(Fn, F ) + d(F, Fhs,n) + d(Fhs,n , Fˆ hs,nn )
≤ cd(k˜ + 1)
√
log log n
2n
+ η + d(F, Fhs,n)
und damit
d(F, Fhs,n) ≥ cdε
√
log log n
2n
− η.
Ebenfalls gilt fast sicher fu¨r hinreichend großes n
d(F, Fhs,n) ≤ d(F, Fn) + d(Fn, Fˆ hs,nn ) + d(Fˆ hs,nn , Fhs,n)
≤ cd(2k˜ + 2 + ε)
√
log log n
2n
+ η
und damit nach Satz 3.5:
cdε
√
log log n
2n
− η ≤ k`
`!
d(f (`−1), 0)hs,n
`(1 + o(1)) ≤ cd(2k˜ + 2 + ε)
√
log log n
2n
+ η
und damit hs,n 
(
log logn
n
) 1
2` .
Wesentlich pra¨zisere Aussagen lassen sich fu¨r den Fall treffen, dass s(n) langsamer gegen
0 konvergiert als d(Fn, F ). In diesem Fall kann das asymptotische Verhalten der Band-
breite exakt bestimmt werden. Der folgende Satz wurde von Eggermont und LaRiccia fu¨r
symmetrische Kerne der Ordnung 2 und d = d∞ bewiesen. Der hier vorgestellte Beweis fu¨r
den allgemeinen Fall lehnt sich eng an den Originalbeweis [EL96, EL01] an.
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Satz 3.8. Sei f ∈ W `,1, K Kern der Ordnung ` und s(n) = cn−γ fu¨r c > 0 und 0 < γ <
1/2. Dann gilt fast sicher:
hs,n =
(
c`!
k`d(f (`−1), 0)
) 1
`
n−
γ
` (1 + o(1)) . (3.22)
Beweis. Nach der Vierecksungleichung A.1 gilt:
|d(Fn, Fˆ hs,nn )− d(F, Fhs,n)| ≤ d(Fhs,n , Fˆ hs,nn ) + d(F, Fn) = O
(√
log log n
n
)
.
Damit gilt:
1
`!
k`d(f
(`−1), 0)hs,n
` + o(hs,n
`) = cn−γ +O
(√
log log n
n
)
⇒ 1
`!
k`d(f
(`−1), 0)hs,n
`(1 + o(1)) = cn−γ +O
(√
log log n
n
)
⇒ 1
`!
k`d(f
(`−1), 0)hs,n
` = cn−γ + o(n−γ) +O
(√
log log n
n
)
+ o
(√
log log n
n
)
⇒ hs,n` = c`!
k`d(f (`−1), 0)
n−γ (1 + o(1))
⇒ hs,n =
(
c`!
k`d(f (`−1), 0)
) 1
`
n−
γ
` (1 + o(1))
1
`
⇒ hs,n =
(
c`!
k`d(f (`−1), 0)
) 1
`
n−
γ
` (1 + o(1)) .
3.3. Varianten des Diskrepanzprinzips
Die Sa¨tze 3.6-3.8 umfassen fast alle der bisher in der Literatur vorgeschlagenen Varianten
des Diskrepanzprinzips fu¨r Kerndichtescha¨tzer. Viele Fragen zum asymptotischen Verhal-
ten der Methoden ko¨nnen dabei mit Hilfe dieser Resultate beantwortet werden. Satz 3.8
ermo¨glicht aber auch die Konstruktion neuer Methoden, die das Diskrepanzprinzip mit
auf Referenzdichten basierenden Ansa¨tzen verbinden. Weitere Aufschlu¨sse u¨ber das – zum
Teil kontra¨re – Verhalten der Methoden fu¨r kleine bis mittlere Stichprobenumfa¨nge liefert
die umfangreiche Simulationstudie, deren Ergebnisse im na¨chsten Abschnitt vorgestellt
werden.
Die mo¨glichen Schrankenfunktionen ko¨nnen nach der Rate, mit der sie fu¨r n −→ ∞
gegen 0 konvergieren, in drei Klassen eingeteilt werden:
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1. s(n) = o
(√
log logn
n
)
2. s(n) 
√
log logn
n
3.
√
log logn
n
= o(s(n)).
Vetreter aller drei Klassen sind in der Literatur vorgeschlagen worden. Diese sollen nun
einzeln diskutiert werden. Dabei bezeichnen FKS, Fkuip,k und FCvM die asymptotischen Ver-
teilungsfunktionen von
√
nd∞(Fn, F ),
√
ndkuip,k(Fn, F ) und ndCvM(Fn, F ), vgl. Satz A.3.
Weiter seien F−1KS, F
−1
kuip,k und F
−1
CvM die zugeho¨rigen Quantilsfunktionen. Das Diskrepanz-
prinzip kann natu¨rlich auch auf Basis exakter Quantile implementiert werden, was aber
ho¨chstens fu¨r sehr kleine Stichproben zu anderen Ergebnissen fu¨hrt.
1. Fall
Die einfachste Variante des Diskrepanzprinzips basiert auf Goodness-of-Fit-Tests zu ei-
nem unabha¨ngig von n gewa¨hlten Niveau. Im
”
Data Approximation“-Ansatz von Davies
wird vorgeschlagen, fu¨r die vorliegenden Daten das einfachste Modell zu wa¨hlen, das die
Daten erzeugt haben ko¨nnte (vgl. [Dav08]). Letzteres wird formalisiert durch ein Kriteri-
um, das sicherstellen soll, dass aus dem gewa¨hlten Modell simulierte Daten so aussehen
wie die tatsa¨chlich beobachteten. Im Fall von Kerndichtescha¨tzern wu¨rde ein entsprechen-
der Algorithmus ausgehend von einem sehr großen Startwert so lange die Bandbreite eines
Kerndichtescha¨tzers verringern, bis ein Goodness-of-Fit-Test die Hypothese, dass die Daten
aus der durch das Integral des Kernscha¨tzers gegeben Verteilungsfunktion stammen, nicht
mehr ablehnt. Werden die asymptotischen Verteilungen des Kolmogorov-Smirnov- bzw.
Kuiper-Tests benutzt, so ergibt sich ein Diskrepanzprinzip mit d = d∞ bzw. d = dkuip,k
und
s(n) = cn−1/2.
Die Konstante c wird dabei so gewa¨hlt, dass sie einem geeigneten Quantil der asymptoti-
schen Verteilung von
√
nd(Fn, F ) entspricht.
Der
”
Data Approximation“-Ansatz legt hier extreme Quantile (95%, 99%) nahe. In Bei-
spiel 10 in [Dav95] wird ein auf dem 98%-Quantil der Kuiper-Metrik basierendes Diskre-
panzprinzip fu¨r Kerndichtescha¨tzer vorgeschlagen, was allerdings noch mit einem weite-
ren Kriterium, dem sogenannten Extremwertfeature, kombiniert wird. Vapnik hingegen
schla¨gt (fu¨r den Kolmogorov-Abstand) den Median (vgl. Kapitel 7.5.1 in [Vap00]) oder so-
gar den Modalwert vor. Der Modalwert der asymptotischen Verteilung von
√
nd∞(Fn, F )
liegt ungefa¨hr bei 0.74, in [Vap98] wird c = 0.6 vorgeschlagen, in [Mar89] c = 0.7 oder
c = 0.5. Es ist FKS(0.6) = 0.14, d.h. die gescha¨tzte Verteilungsfunktion soll in einem 14%-
Konfidenzintervall liegen. Fu¨r die Rate, mit der die Bandbreite hs,n gegen 0 konvergiert,
macht die Wahl des Quantils jedoch keinen Unterschied, solange ein festes Quantil gewa¨hlt
wird. Satz 3.6 zeigt, dass fu¨r f ∈ W `,1 und K Kern der Ordnung ` fast sicher
hs,n = O(n
− 1
2` (log log n)
1
2` )
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gilt, d.h. die Bandbreite konvergiert schneller gegen 0 als die nach verschiedenen Kriterien
in diesem Fall optimalen Bandbreiten, fu¨r die h  n− 12`+1 gelten sollte.
Das Problem liegt darin, dass die nichtparametrische Dichtescha¨tzung ein schlecht ge-
stelltes Problem ist, das Regularisierung erfordert. Auch mit optimal gewa¨hlter Bandbrei-
te h wird eigentlich nicht die Dichte f , sondern eine gegla¨ttete Version f ∗Kh gescha¨tzt.
Ein Kolmogorov-Smirnov-Test mit fest gewa¨hltem Niveau entdeckt jedoch bei hinreichend
großem n diesen Unterschied, und die zu schnell wachsende Macht erzwingt die Wahl eines
zu kleinen Gla¨ttungsparameters. Asymptotisch liegt die gescha¨tzte Verteilungsfunktion zu
nahe an der empirischen Verteilungsfunktion, d.h. es kommt zur Untergla¨ttung. In Satz
3.4 wurde bereits ein Beispiel gegeben, in dem die gewa¨hlte Bandbreite so schnell gegen 0
konvergieren kann, dass der resultierende Scha¨tzer sogar inkonsistent ist; dieses Pha¨nomen
kann aber auch bei Diskrepanzprinzipien mit Ratenkorrektur (Fall 3) auftreten. In der
Simulationsstudie in Kapitel 3.4 zeigt sich aber, dass insbesondere die auf extremen Quan-
tilen basierenden Diskrepanzprinzipien auch noch fu¨r Stichprobenumfa¨nge n = 2500 zu
stark gla¨tten. Die von Vapnik vorgeschlagene Version mit c = 0.6 funktioniert jedoch recht
gut.
2. Fall
Das Gesetz vom iterierten Logarithmus fu¨r die empirische Verteilungsfunktion (vgl. Satz
A.3) kommt einer deterministischen Schranke fu¨r d(Fn, F ) wohl am na¨chsten. Die Verwen-
dung von Diskrepanzprinzipien mit d = d∞ und Schrankenfunktion s(n) = c
√
log logn
2n
wird
in [AV89] vorgeschlagen. Dort wird gezeigt, dass mit der Wahl c = (1 + k˜ + ε) fu¨r ε > 0
fast sicher
hs,n 
(
log log n
n
) 1
2`
erreicht wird (vgl. auch Satz 3.7 der vorliegenden Arbeit), was zu einer fast optimalen
Konvergenzrate des Dichtescha¨tzers bezu¨glich des L∞-Risikos fu¨hrt. In der Simulations-
studie [Mar89] wird c = 1 gewa¨hlt, was zu kleineren Bandbreiten fu¨hrt. Trotzdem wird fu¨r
die dort betrachteten Stichprobenumfa¨nge sehr stark gegla¨ttet, und die Methode schnei-
det nicht besonders gut ab. Die Wahl c = 1 erfu¨llt jedoch nicht die Voraussetzungen von
Satz 3.7. Die Simulationsstudie in Kapitel 3.4 besta¨tigt im Wesentlichen die Resultate aus
[Mar89].
Verschiedene Werte von c sind im Gegensatz zum Fall s(n) = cn−1/2, wo sie direkt ver-
schiedenen festen Testniveaus des Kolmogorov-Smirnov–Tests bzw. a¨quivalent dazu Kon-
fidenzwahrscheinlichkeiten entsprechen, nicht einfach zu interpretieren. Sie entsprechen je-
doch von n abha¨ngigen, mit wachsendem n gegen 1 konvergierenden Konfidenzwahrschein-
lichkeiten, wie man durch die Umformung
s(n) = c
√
log log n
2n
=
(
c
√
log log n
2
)
n−1/2
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Tabelle 3.1.: Werte von FKS(
√
ns(n)) fu¨r verschiedene Wahlen von s(n).
n 0.0684n−2/5 0.1357n−2/5 0.3n−2/5 0.35n−2/5 0.4n−2/5
√
log logn
2n 2.1
√
log logn
2n
10 0.00000000 0.00000000 0.00116 0.00989 0.03838 0.20146 0.94821
50 0.00000000 0.00000000 0.01071 0.04841 0.12467 0.49729 0.99492
100 0.00000000 0.00000000 0.02249 0.08199 0.18361 0.57015 0.99751
250 0.00000000 0.00000000 0.05117 0.14640 0.28011 0.63993 0.99888
500 0.00000000 0.00000004 0.08597 0.21043 0.36383 0.67952 0.99933
1000 0.00000000 0.00000045 0.13384 0.28601 0.45277 0.71135 0.99958
2500 0.00000000 0.00000695 0.21737 0.39861 0.57139 0.74491 0.99976
5000 0.00000000 0.00003976 0.29393 0.48848 0.65689 0.76556 0.99983
10000 0.00000000 0.00017993 0.37883 0.57786 0.73506 0.78313 0.99988
100000 0.00000000 0.00719288 0.67090 0.82752 0.91848 0.82640 0.99996
1000000 0.00000055 0.06771299 0.88466 0.95882 0.98746 0.85529 0.99998
zeigt. Tabelle 3.1 entha¨lt die enstprechenden Werte von FKS(
√
ns(n)) fu¨r c = 1 und c = 2.1.
Diese Berechnungen basieren auf der asymptotischen Verteilung der Kolmogorov-Smirnov-
Teststatistik, was bei kleinem n zu Abweichungen von der tatsa¨chlichen Wahrscheinlichkeit
fu¨hren kann. Es zeigt sich, dass das Konfidenzniveau im Fall c = 1 langsam wa¨chst: fu¨r
n = 50 entspricht diese Wahl ungefa¨hr dem 50%-Quantil. Fu¨r den Fall c = 2.1 ist bereits
fu¨r n = 50 die Konfidenzwahrscheinlichkeit gro¨ßer als 0.99, d.h. es ist zu erwarten, dass
die Verwendung dieser Version zu sehr großen Bandbreiten fu¨hrt.
3. Fall
Die Beobachtung, dass ein Diskrepanzprinzip, das auf festen Quantilen oder dem Gesetz
vom iterierten Logarithmus basiert, unter Standardvoraussetzungen in der nichtparame-
trischen Dichtescha¨tzung eine zu schnelle Konvergenz des Gla¨ttungsparameters gegen 0
zur Folge hat, motiviert Eggermont und LaRiccia zu einer ratenkorrigerten Version des
Diskrepanzprinzips ([EL96, EL01]). Fu¨r einen symmetrischen Kern, der eine Wahrschein-
lichkeitsdichte ist, wird vorgeschlagen, h so zu wa¨hlen, dass
d∞(Fn, Fˆ hn ) = 0.35n
−2/5.
Die Wahl des Exponenten fu¨hrt dazu, dass die gewa¨hlte Bandbreite bei hinreichender
Glattheit mit der
”
richtigen“ Geschwindigkeit n−1/5 gegen 0 konvergiert. Satz 3.8 der vor-
liegenden Arbeit ist eine Verallgemeinerung des Hauptergebnisses der zitierten Arbeiten,
die auch die Verwendung von d = dkuip,k und von Kernen ho¨herer Ordnung erlaubt. Damit
erha¨lt man bei Verwendung eines Kerns der Ordnung ` bei der Wahl von s(n) = cn−γ
mit γ = `
2`+1
die – bei hinreichender Glattheit von f – bezu¨glich der L1- bzw. L2-Norm
optimale Gro¨ßenordnung h = αn−
1
2`+1 . Die Konstante α ha¨ngt dabei außer von c von der
unbekannten Dichte f ab und entspricht keiner der nach den genannten Kriterien optima-
len Konstanten. Eggermont und LaRiccia wa¨hlen c = 0.35 auf Basis von Simulationen, mit
dem Ziel, dass der L1-Verlust fu¨r ungefa¨hr unimodale Dichten mit nicht zu schweren Tails
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mo¨glichst gering sein sollte. Dazu werden verschiedene Werte von c ausprobiert, wobei
generell Werte zwischen 0.3 und 0.4 fu¨r akzeptabel befunden werden.
Die Umformung
s(n) = cn−2/5 = (cn1/10)n−1/2
ermo¨glicht wieder eine Interpretation im Rahmen von Konfidenzwahrscheinlichkeiten, die
von n abha¨ngen. Tabelle 3.1 entha¨lt die entsprechenden Werte von FKS(
√
ns(n)) fu¨r c =
0.3, c = 0.35 und c = 0.4. Es fa¨llt auf, dass die Konfidenzwahrscheinlichkeiten sowohl
mit c als auch mit n stark variieren. Insbesondere liegt das Konfidenzniveau fu¨r die Wahl
c = 0.35 noch bis n = 5000 unterhalb von 0.5.
Im Prinzip lassen sich durch Simulationen auch geeignete Konstanten fu¨r andere Klassen
von Dichten, andere Abstandsmaße oder Kerne ho¨herer Ordnung finden. Satz 3.8 erlaubt je-
doch außerdem einen anderen Ansatz: Diskrepanzprinzipien, die auf Referenzdichten (z.B.
der Normalverteilung) basieren. Klassische Plug-In-Scha¨tzer mit Referenzdichten beruhen
auf der Idee, in einem Ausdruck fu¨r die optimale Bandbreite unbekannte, von f abha¨ngende
Konstanten durch die entsprechenden Werte fu¨r die Referenzdichte zu ersetzen. Demge-
genu¨ber ko¨nnen auch in der Schrankenfunktion s(n) = cn−γ die Konstanten γ und c so
gewa¨hlt werden, dass die asymptotisch durch das Diskrepanzprinzip gewa¨hlte Bandbrei-
te der
”
optimalen“ entspricht. Dies soll nun am Beispiel der Normalverteilung demons-
triert werden. Bezu¨glich der L2-Norm ergibt sich die asymptotisch optimale Bandbreite
zur Scha¨tzung von f bei Verwendung eines Kerns K der Ordnung ` als
hopt =
(
`!2‖K‖22
2`k2`‖f (`)‖22
) 1
2`+1
n−
1
2`+1 , (3.23)
vgl. [WJ95], S.33. Mit der Wahl γ = `
2`+1
besitzt die Bandbreite (3.22) die korrekte
Gro¨ßenordnung. Damit auch die korrekte Konstante resultiert, muss c so gewa¨hlt werden,
dass (
c`!
k`d(f (`−1), 0)
) 1
`
=
(
`!2‖K‖22
2`k2`‖f (`)‖22
) 1
2`+1
gilt. Auflo¨sen nach c liefert
c =
(‖K‖2`2 k`
(2`)``!
) 1
2`+1 d(f (`−1), 0)
‖f (`)‖2`/(2`+1)2
. (3.24)
Der erste Faktor ha¨ngt dabei nur vom verwendeten Kern ab und ist invariant unter Reska-
lierungen des Kerns, wie man leicht nachpru¨ft. Fu¨r den Gauß- und den Epanechnikov-Kern
KN bzw. KE ergeben sich nach Einsetzen der Konstanten (vgl. Tabelle B.1)(‖KN‖2`2 kN`
(2`)``!
) 1
2`+1
=
(
1
128pi
) 1
5
≈ 0.3014
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bzw. (‖KE‖2`2 kE`
(2`)``!
) 1
2`+1
=
1
2
(
9
125
) 1
5
≈ 0.2954.
Der zweite Faktor auf der rechten Seite von (3.24) ha¨ngt ebenfalls nur von der Form von
f ab und a¨ndert sich nicht, wenn f durch a−1f(a−1(· − b)) ersetzt wird. Im Folgenden
wird nun als Referenzdichte die Normalverteilung benutzt, also f = φ. Da φ′ sein globales
Maximum in −1 und sein globales Minimum in 1 annimmt, der Funktionswert an diesen
Stellen jeweils betragsma¨ßig gleich 1√
2pie
ist und keine weiteren lokalen Extrema existieren,
ergeben sich
d∞(φ′, 0) =
1√
2pie
bzw.
dkuip,k(φ
′, 0) =
min{k + 1, 4}√
2pie
.
Weiter ist ‖φ(2)‖22 = 38√pi , und damit ergeben sich bei Verwendung von d = d∞ die Werte
c = 0.1357 fu¨r den Gaußkern und c = 0.1331 fu¨r den Epanechnikovkern. Beide Werte
sind kleiner als die von Eggermont und LaRiccia unabha¨ngig vom Kern vorgeschlagene
Konstante 0.35. Bei Verwendung von d = dkuip,1 ergeben sich c = 0.2715 fu¨r den Gaußkern
und c = 0.2661 fu¨r den Epanechnikovkern.
Analog la¨sst sich eine a¨hnliche Wahl fu¨r den L1-Verlust durchfu¨hren. Fu¨r einen Kern
der Ordnung ` = 2 wurde in der Literatur folgende asymptotische Wahl der Bandbreite
vorgeschlagen (vgl. Kapitel 5 in [DG85] bzw. [EL01], S. 298):
hL1 =
(‖K‖22‖√f‖21
2pik22‖f (2)‖21
) 1
5
n−
1
5 .
Mit der Wahl γ = 2
5
besitzt die Bandbreite (3.22) die korrekte Gro¨ßenordnung. Damit auch
die korrekte Konstante resultiert, muss a¨hnlich wie oben c so gewa¨hlt werden, dass(
2c
k2d(f (1), 0)
) 1
2
=
(‖K‖22‖√f‖21
2pik22‖f (2)‖21
) 1
5
gilt. Auflo¨sen nach c liefert
c =
(
23/5‖K‖4/52 k1/52
4pi2/5
)
‖√f‖4/51 d(f (1), 0)
‖f (2)‖4/51
. (3.25)
Dabei ha¨ngt der erste Faktor nur von der Form des benutzten Kerns ab und ist invariant
unter Reskalierungen. Ebenso ha¨ngt der zweite Faktor nur von der Form von f ab und
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a¨ndert sich nicht, wenn f durch a−1f(a−1(· − b)) ersetzt wird. Mit den entsprechenden
Werten aus Tabelle B.1 erha¨lt man(
23/5‖KN‖4/52 (kN2 )1/5
4pi2/5
)
=
21/5
4pi3/5
≈ 0.1445
bzw. (
23/5‖KE‖4/52 (kE2 )1/5
4pi2/5
)
=
23/532/552/5
20pi2/5
≈ 0.1416.
Mit ‖√f‖1 = pi1/423/4 und ‖f (2)‖1 = 2
√
2√
pie
ergeben sich bei Verwendung von d = d∞
die Werte c = 0.0684 fu¨r den Gaußkern und c = 0.067 fu¨r den Epanechnikovkern. Bei
Verwendung von d = dkuip,1 ergeben sich c = 0.1368 fu¨r den Gaußkern und c = 0.1341 fu¨r
den Epanechnikovkern.
Die Tabelle 3.1 zeigt in Abha¨ngigkeit von n die sich ergebenden Konfidenzniveaus bei
Verwendung der auf der Normalverteilung als Referenzdichte basierenden Schrankenfunk-
tionen fu¨r K = KN und d = d∞. Die Konfidenzniveaus sind auch fu¨r großes n noch extrem
klein, d.h. die auf Basis dieser Schrankenfunktionen gewa¨hlten Bandbreiten werden extrem
klein sein.
Abbildung 3.3 zeigt am Beispiel einer Stichprobe vom Umfang n = 100 aus einer Stan-
dardnormalverteilung die Ergebnisse fu¨r verschiedene Varianten des Diskrepanzprinzips.
Zur Scha¨tzung wird der Gaußkern verwendet. Links oben ist zum Vergleich die Scha¨tzung
bei Verwendung der bezu¨glich des L2-Risikos asymptotisch optimalen Bandbreite (3.23) zu
sehen. Die anderen drei Bilder zeigen die Ergebnisse fu¨r das Diskrepanzprinzip unter Ver-
wendung der d∞-Metrik. Rechts oben ist die von Vapnik vorgeschlagene Version abgebildet
(s(n) = 0.6n−1/2). Sie liefert ein recht gutes Ergebnis. Im Bild links unten ist das Resultat
bei Verwendung des asymptotischen 0.95-Quantils der Kolmogorov-Smirnov-Teststatistik
zu sehen. Hier wird eine deutlich zu große Bandbreite gewa¨hlt. Die Bandbreite im Bild
rechts unten wurde als Lo¨sung von d∞(Fˆ hn , F ) = 0.1357n
−2/5 gewa¨hlt. Wie oben gezeigt,
erha¨lt man mit dieser Methode fu¨r die Normalverteilung asymptotisch die optimale Band-
breite. Man sieht allerdings sehr deutlich, dass fu¨r kleines n eine viel zu kleine Bandbreite
gewa¨hlt wird. Generell zeigen die Simulationen in Kapitel 3.4, dass die asymptotischen
Resultate aus Kapitel 3.2 mindestens fu¨r Stichproben bis zum Umfang n = 2500 nicht
aussagekra¨ftig sind.
3.4. Simulationstudie
In den Achtziger- und Neunzigerjahren sind zahlreiche Simulationsstudien zum praktischen
Vergleich verschiedener Bandbreitenwahlmethoden fu¨r Kerndichtescha¨tzer durchgefu¨hrt
worden. Unter den besonders umfassenden Studien sind hier vor allem [CCGM94] (mit
Schwerpunkt auf dem L2-Risiko) sowie [BD94] und [Dev97] im L1-Kontext zu nennen.
Dem Verfasser ist jedoch keine gro¨ßere Vergleichsstudie bekannt, die Diskrepanzprinzipi-
en einbezieht, auch wenn in [Dev97] die Variante von Eggermont und LaRiccia [EL96]
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Abbildung 3.3.: Dichtescha¨tzungen fu¨r eine N(0, 1)-Stichprobe (n = 100) bei Verwendung des Gaußkerns.
Als Bandbreiten wurde die optimale L2-Bandbreite (3.23) (L2opt) bzw. Lo¨sungen von
d∞(Fˆhn , F ) = s(n) mit s(n) = 0.6n
−1/2 (V), s(n) = 1.36n−1/2 (KS .95) sowie s(n) =
0.1357n−2/5 (L2NR) gewa¨hlt.
erwa¨hnt und als
”
interesting“ bezeichnet, aber nicht in die Studie aufgenommen wird. In
der Literatur liegen bislang nur kleinere Simulationsstudien vor – im Rahmen der Arbeiten,
in denen die Diskrepanzprinzipien vorgeschlagen werden oder direkt auf diese aufbauend
[Mar89, EL96, EL01]. In einer umfangreichen Simulationsstudie werden daher im Folgen-
den erstmals die verschiedene Varianten des Diskrepanzprinzips fu¨r Kerndichtescha¨tzer so-
wohl untereinander als auch mit anderen Methoden der Bandbreitenwahl in einer gro¨ßeren
Anzahl verschiedener Szenarien verglichen.
Es werden jeweils 100 Stichproben mit Umfa¨ngen 50, 100, 500, 1000 und 2500 aus den in
[BD94] vorgestellten 28 Beispieldichten realisiert. Dazu wird das R-Paket benchden verwen-
det [MWT09]. Unter den Dichten finden sich sowohl aus der Statistik bekannte Standard-
verteilungen wie die Gleichverteilung, die Normalverteilung und die Exponentialverteilung
als auch speziell konstruierte Dichten mit besonderen Eigenschaften. Enthalten sind uni-
und multimodale Dichten, Dichten mit kompaktem Tra¨ger und solche mit schweren Tails,
Mischungen von Normal- oder Gleichverteilungen, Dichten mit Polstellen oder nicht zu-
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Abbildung 3.4.: Die verwendeten Dichten.
sammenha¨ngendem Tra¨ger. Die Dichten sind in Abbildung 3.4 dargestellt, eine na¨here
Beschreibung gibt Anhang B.1.
Berechnet werden (soweit definiert) jeweils die Verluste bezu¨glich d1, d
2
2 und d∞. Die
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Berechnung erfolgt a¨hnlich wie in Kapitel 5 von [RMG09] beschrieben durch numerische
Integration mit Hilfe einer Trapezregel. Die arithmetischen Mittel u¨ber die 100 Simulati-
onsla¨ufe werden als Scha¨tzungen der zugeho¨rigen Risiken verwendet. Einige der Dichten
liegen jedoch nicht in L2 bzw. L∞, weshalb der entsprechende Verlust nicht definiert ist.
Desweiteren ist eine Betrachtung des L∞-Risikos nur sinnvoll fu¨r stetige Dichten, da das
bestmo¨gliche Risiko ansonsten im Wesentlichen durch den ho¨chsten Sprung bestimmt ist.
Die Tabellen fu¨r das L2-Risiko zeigen daher keine Ergebnisse fu¨r die Dichten 8, 14, 18 und
19, in den Tabellen fu¨r das L∞-Risiko fehlen zusa¨tzlich noch die Dichten 1, 2, 9, 13, 15,
25, 26 sowie 28. Zusa¨tzlich werden die arithmetischen Mittel der gewa¨hlten Bandbreiten
angegeben.
Es werden folgende Versionen des Diskrepanzprinzips verglichen:
• Auf dem Kolmogorov-Smirnov-Test basierende Versionen: h wird gewa¨hlt als Lo¨sung
von d∞(Fn, Fˆ hn ) = cn
−1/2 mit c = 0.83, 1.22, 1.36, 1.62. Dies entspricht dem Medi-
an, dem 90%-, dem 95% bzw. dem 99%-Quantil der asymptotischen Verteilung von√
nd∞(Fn, F ). Diese Methoden werden in den Tabellen mit KS .5, KS .9, KS .95
bzw. KS .99 bezeichnet.
• Die von Vapnik vorgeschlagene Variante: h wird gewa¨hlt als Lo¨sung von d∞(Fn, Fˆ hn ) =
cn−1/2 mit c = 0.6. In der Tabelle mit V bezeichnet.
• Die ratenkorrigierte Version von Eggermont und LaRiccia: h wird gewa¨hlt als Lo¨sung
von d∞(Fn, Fˆ hn ) = 0.35n
−2/5. In der Tabelle mit E-LR bezeichnet.
• Auf dem Gesetz vom Iterierten Logarithmus fu¨r den Kolmogorov-Smirnov-Abstand
basierende Versionen: d∞(Fn, Fˆ hn ) = c
√
log log(n)
2n
fu¨r c = 1 und c = 2.1. Der Fall c = 1
wird nicht von Satz 3.7 abgedeckt, jedoch wurde diese Variante in der Simulations-
studie in [Mar89] verwendet. Der Wert c = 2.1 ergibt sich, wenn in Satz 3.7 ε = 0.1
gewa¨hlt wird. In den Tabellen mit LIL bzw. LIL 2.1 bezeichnet.
• Auf der Kuiper-Metrik basierende Versionen: h wird als Lo¨sung von dkuip,1(Fn, Fˆ hn ) =
cn−1/2 gewa¨hlt mit c = 1.22, 1.62, 1.75, 1.99. Dies entspricht dem Median, dem 90%-,
dem 95% bzw. dem 99%-Quantil der asymptotischen Verteilung von
√
ndkuip,1(Fn, F ).
Diese Methoden werden in den Tabellen mit Kuip .5, Kuip .9, Kuip .95 bzw. Kuip
.99 bezeichnet.
• Auf dem Gesetz vom iterierten Logarithmus fu¨r den Kuiper-Abstand basierende Ver-
sionen: dkuip,k(Fn, Fˆ
h
n ) = c
√
log log(n)
2n
fu¨r c = 2 und c = 4.2. Der Fall c = 2 wird nicht
von Satz 3.7 abgedeckt, c = 4.2 ergibt sich, wenn in Satz 3.7 ε = 0.1 gewa¨hlt wird.
In den Tabellen mit kLIL bzw. kLIL 4.2 bezeichnet.
• Auf dem Crame´r-von Mises-Test basierende Versionen: h wird gewa¨hlt als Lo¨sung
von dCvM(Fn, Fˆ
h
n ) = cn
−1 mit c = 0.12, 0.35, 0.46, 0.74. Dies entspricht dem Medi-
an, dem 90%-, dem 95% bzw. dem 99%-Quantil der asymptotischen Verteilung von
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ndCvM(Fn, F ). Diese Methoden werden in den Tabellen mit CvM .5, CvM .9, CvM
.95 bzw. CvM .99 bezeichnet. Die von Vapnik (vgl. z.B. Kapitel 7.9 in [Vap98]) vor-
geschlagene Version mit c = 0.05 wird mit CvM V bezeichnet.
• Auf dem Gesetz vom iterierten Logarithmus fu¨r den Crame´r-von Mises-Test basie-
rende Version: h wird gewa¨hlt als Lo¨sung von dCvM(Fn, Fˆ
h
n ) =
2 log log(n)
pi2n
(vgl. Satz
A.4). In den Tabellen mit CvM LIL bezeichnet.
• Die in Kapitel 3.3 vorgeschlagenen, auf der Normalverteilung als Referenzdichte ba-
sierenden Methoden. In den Tabellen bezeichnen L2NR und L1NR die L2- und
L1-basierten Methoden fu¨r d = d∞ und kL2NR und kL1NR die entsprechenden
Methoden fu¨r d = dkuip,1.
In [EL96] wird zur Berechnung einer Lo¨sung von d(Fn, Fˆ
h
n ) = s(n) die Verwendung
einer Sekantenmethode vorgeschlagen. Hier wird jedoch die eng verwandte Regula Falsi
(vgl. Kapitel 5.3.1 in [Sch93]) verwendet, da sie sich als stabiler erweist. Wie in Kapitel
3.2 bemerkt, ko¨nnen gelegentlich mehrere Lo¨sungen existieren. In [EL96] wird in diesem
Fall die Verwendung der kleinsten Lo¨sung vorgeschlagen, wa¨hrend der datenapproximative
Ansatz die Verwendung der gro¨ßten Lo¨sung nahelegt. Das Problem eventuell existierender
multipler Lo¨sungen wird hier ignoriert, und es wird jeweils die erste gefundene Lo¨sung
verwendet. Benutzt wird der Gaußkern KN , zum Vergleich fu¨r einige Methoden auch der
Epanechnikov-Kern KE . Auf die Implementierung fu¨r Kerne ho¨herer Ordnung wird ver-
zichtet, da sie zu nicht monotonen Verteilungsfunktionen fu¨hren, fu¨r die d(Fn, Fˆ
h
n ) nicht
mehr mit Hilfe der Formeln aus Satz A.3 effizient ausgewertet werden kann.
Zum Vergleich werden einige weit verbreitete Standardverfahren der Bandbreitenwahl
herangezogen. Eine ausfu¨hrliche Diskussion der Vor- und Nachteile der einzelnen Methoden
findet man z.B. in Kapitel 3 von [WJ95]. Alle vier Methoden zielen auf die Minimierung
des L2-Risikos ab. Es existieren auch Methoden fu¨r L1, diese sind jedoch weniger weit
verbreitet und schwieriger zu implementieren.
• Leave-One-Out-L2-Kreuzvalidierung unter Verwendung von Formel (13) fu¨r p = 1 in
[CR08]. Die Bandbreite hL2CV wird als Minimum der Funktion
L2CV (h) = ‖Kh‖22 +
n− 2
n(n− 1)
∑
i 6=j
(K ∗K)h(Xi −Xj)− 2
n
∑
i 6=j
Kh(Xi −Xj)
gewa¨hlt. Dabei ist (n−1)−1L2CV (h) fu¨r jedes h bis auf eine additive Konstante, die
nicht von h abha¨ngt, ein unverzerrter Scha¨tzer fu¨r d22(f, fˆ
h
n ). Es ist bekannt, dass die
Methode tendenziell sehr kleine Bandbreiten auswa¨hlt und eine hohe Variabilita¨t auf-
weist (vgl. [WJ95], Kapitel 3.3). Zur praktischen Implementation wird L2CV fu¨r 250
Werte auf einem Gitter ausgewertet. Dabei wird das gro¨ßte lokale Minimum gewa¨hlt,
das oft auch das globale Minimum ist. In den Tabellen mit L2CV bezeichnet.
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• Die verzerrte Kreuzvalidierung (biased cross-validation) ist dagegen stabiler (vgl.
[WJ95], Kapitel 3.4). Minimiert wird die Zielfunktion
BCV (h) = (nh)−1‖K‖22 +
1
4
h4k22n
−2∑∑
i 6=j
(K ′′h ∗K ′′h)(Xi −Xj).
Da BCV (h) ein globales Minimum in 0 besitzt, wird wie fu¨r L2CV das gro¨ßte lokale
Minimum auf einem Gitter gewa¨hlt. In den Tabellen mit BCV bezeichnet.
• Plug-In-Scha¨tzer beruhen auf der Idee, in einem Ausdruck fu¨r die nach dem gewa¨hlten
Kriterium optimale Bandbreite (z.B. (3.14) fu¨r das L2-Risiko) die unbekannten Funk-
tionale der gesuchten Dichte aus den Daten zu scha¨tzen. Dies geschieht in mehreren
Schritten, wobei im ersten Schritt die N(0, σ2)-Verteilung als Referenzdichte benutzt
wird. Hier wird die in Kapitel 3.6.1 von [WJ95] angegebene Version benutzt. Im
ersten Schritt wird eine robuste Scha¨tzung fu¨r σ verwendet:
σˆ = 1.4826mad(X1, . . . , Xn),
wobei
mad(X1, . . . , Xn) := med{|X1 −med(X1, . . . , Xn)|, . . . , |Xn −med(X1, . . . , Xn)|}.
Nacheinander werden dann berechnet:
ϕˆ8 =
105
32
√
piσˆ9
g1 =
(−2KN (6)(0)
kN2 ϕˆ8n
)1/9
ϕˆ6 =
1
n2
∑
i
∑
j
KN (6)g1 (Xi −Xj)
g2 =
(−2KN (4)(0)
kN2 ϕˆ6n
)1/7
ϕˆ4 =
1
n2
∑
i
∑
j
KN (4)g2 (Xi −Xj)
hNPI =
(
1
2
√
piϕˆ4n
)1/5
.
Da ho¨here Ableitungen des Kerns beno¨tigt werden, wird fu¨r den Epanechnikov-
Kern zuna¨chst hNPI berechnet und dann h
E
PI = (900pi)
1/10hNPI verwendet. Der Faktor
(900pi)1/10 ergibt sich aus den sogenannten kanonischen Bandbreiten fu¨r KN bzw.
KE , die es erlauben, Bandbreiten fu¨r verschiedene Kerne zu vergleichen (vgl. Tabelle
3.2 in [HMSW04]). In den Tabellen mit PI bezeichnet.
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• Die gegla¨ttete Kreuzvalidierung (smoothed cross-validation) ist eine weitere Modifi-
kation der L2-Kreuzvalidierung, entha¨lt aber auch Elemente eines Plug-In-Scha¨tzers.
Die hier verwendete und in den Tabellen als SCV bezeichnete Version ist die am
Ende von Kapitel 3.7 von [WJ95] gegebene. Es werden nacheinander berechnet:
σˆ = 1.4826mad(X1, . . . , Xn)
g1 =
(
2
7n
)1/9√
2σˆ
g2 =
(
2
11n
)1/13√
2σˆ
ϕˆ6 =
1
n2
∑
i
∑
j
KN (6)g1 (Xi −Xj)
ϕˆ10 =
1
n2
∑
i
∑
j
KN (10)g2 (Xi −Xj)
g3 =
( −6√
2piϕˆ6n
)1/7
g4 =
( −210√
2piϕˆ10n
)1/11
ϕˆ4 =
1
n2
∑
i
∑
j
KN (4)g3 (Xi −Xj)
ϕˆ8 =
1
n2
∑
i
∑
j
KN (8)g4 (Xi −Xj).
Nun sei fu¨r h > 0
gh =
(
441
64pi
)1/18
(4pi)−1/5ϕˆ−2/54 ϕˆ
−1/9
8 n
−23/45h−2.
Die gewa¨hlte Bandbreite ergibt sich nun als Minimum hNSCV von
SCV (h) =
1
2
√
pinh
+
∑
i
∑
j
(
KN√
2h2+2g2h
− 2KN√
h2+2g2h
+KN√
2g2h
)
(Xi −Xj)
fu¨r den Gaußkern und hESCV = (900pi)
1/10hNSCV fu¨r den Epanechnikov-Kern.
Zuna¨chst sollen die verschiedenen auf dem Kolmogorov-Smirnov-Test basierenden Ver-
sionen des Diskrepanzprinzips mit den vier Referenzmethoden verglichen werden. Die Ta-
bellen 3.2-3.3 zeigen die Ergebnisse fu¨r das L1-Risiko fu¨r diese Methoden bei Verwendung
eines Gaußkerns. Zur besseren U¨bersicht ist jeweils fu¨r jedes Simulationsszenario das beste
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Ergebnis hervorgehoben, wobei aber oft mehrere Methoden gleich gut sind oder sehr nahe
beieinander liegen. Es fa¨llt zuna¨chst auf, dass in vielen Fa¨llen entweder eine der Referenz-
methoden L2CV, BCV, PI oder SCV oder eines der beiden Diskrepanzprinzipien E-LR
und V am besten abschneidet. Die Methode KS .5 ist in den meisten Fa¨llen etwas schlech-
ter, wa¨hrend die auf extremen Quantilen basierenden Versionen KS .9, KS .95 und KS
.99 mit nur wenigen Ausnahmen deutlich schlechtere Ergebnisse liefern.
Von den Referenzmethoden schneiden bei unimodalen Dichten (1-20) besonders BCV
und PI gut ab. Fu¨r multimodale Dichten (21-28) ist L2CV ha¨ufig besser als alle anderen
Methoden, wobei SCV mit Ausnahme von Dichte 26 sehr a¨hnliche Ergebnisse liefert.
Die Ergebnisse fu¨r die beiden Methoden E-LR und V a¨hneln sich sehr. Sie geho¨ren fu¨r
unimodale Dichten oft zu den besten Methoden. Fu¨r multimodale Dichten schneiden sie
fast durchgehend schlechter ab als L2CV, ha¨ufig aber besser als BCV und PI. In der
kleinerern Simulationsstudie in Kapitel 8.3 von [EL01] wird E-LR mit einigen anderen
Methoden verglichen, wobei sich a¨hnliche Resultate ergeben. Mit den in dieser Arbeit
verwendeten multimodalen Dichten hat das Diskrepanzprinzip jedoch teilweise gro¨ßere
Schwierigkeiten als mit den dort verwendeten.
Auf dem Diskrepanzprinzip basierende Methoden, die den Median der Verteilung der
Kolmogorov-Smirnov-Statistik (KS .5) oder extreme Quantile verwenden (KS .9, KS
.95 und KS .99), schneiden fast durchgehend schlecht ab. Zu den wenigen Ausnahmen
geho¨ren Dichten mit schweren Ra¨ndern und solche mit unendlichen Peaks. Der L1-Abstand
bestraft Abweichungen in den Tails relativ stark, weshalb eine starke Gla¨ttung nach diesem
Kriterium vorteilhaft ist (vor allem Dichten 9 und 18-20). Dieser Effekt tritt selbst fu¨r
die Exponential- und die Doppelexponentialverteilung auf (2 bzw. 4), wenn auch nicht so
prononciert wie z.B. bei der Pareto-Verteilung (9). Das relativ gute Abschneiden bei einigen
Dichten mit unendlichen Peaks (8, 14, 18, 19) ist hingegen erkla¨rungsbedu¨rftig, da Satz 3.4
zeigt, dass nach dem Diskrepanzprinzip gewa¨hlte Bandbreiten bei Dichten mit unendlichen
Peaks zu schnell gegen 0 konvergieren ko¨nnen, so dass der resultierende Scha¨tzer evtl.
nicht mehr konsistent ist. Die genannten Dichten liegen allerdings nicht in L2, weshalb es
nicht verwundert, dass die auf ein geringes L2-Risiko abzielenden Referenzmethoden auch
nicht besonders gut funktionieren. Wird die Bandbreite jedoch nach dem Diskrepanzprinzip
gewa¨hlt, fu¨hrt die Verwendung eines gro¨ßeren Quantils zu einer gro¨ßeren Bandbreite, was
das Problem etwas abmildert.
Fu¨r das L2-Risiko (Tabellen 3.4 und 3.5) ergibt sich ein a¨hnliches Bild: Von den Referenz-
methoden schneiden BCV und PI wieder fu¨r die unimodalen Dichten sehr gut ab, wa¨hrend
L2CV und SCV (außer fu¨r Dichte 26) generell fu¨r die multimodalen Dichten besonders
gut geeignet sind. Die Methoden V und E-LR verhalten sich auch nach diesem Kriterium
untereinander sehr a¨hnlich und sind fu¨r unimodale Dichten ha¨ufig am besten oder nur
unwesentlich schlechter als die beste der Referenzmethoden. Fu¨r multimodale Dichten sind
sie schlechter geeignet als L2CV und SCV aber in der Regel besser als BCV und PI.
Mit ganz wenigen Ausnahmen schneidet auch KS .5 schlechter ab als E-LR und V. Da
der L2-Verlust Fehler in den Tails kaum bestraft (im Gegensatz zum L1-Verlust) und die
Dichten 8, 14, 18 und 19 nicht in L2 liegen, bietet die Verwendung von KS .9, KS .95
und KS .99 bei keiner der Dichten einen Vorteil. Sehr a¨hnliche Ergebnisse ergeben sich
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fu¨r das L∞-Risiko (vgl. Tabelle B.2 im Anhang).
Die Tabellen 3.6 und 3.7 zeigen die arithmetischen Mittel der jeweils gewa¨hlten Band-
breiten. In den meisten Fa¨llen sind die mittels SCV gewa¨hlten Bandbreiten kleiner als die
mittels L2CV gewa¨hlten, wa¨hrend die Verwendung von BCV und PI zu gro¨ßeren Band-
breiten fu¨hrt. Die durch E-LR und V gewa¨hlten Bandbreiten liegen ha¨ufig zwischen denen
fu¨r L2CV und BCV bzw. PI. Wichtige Ausnahmen sind die Dichten 8, 14, 18 und 19,
die unendliche Peaks besitzen. Hier wa¨hlen SCV, PI und besonders BCV im Vergleich zu
den anderen Methoden relativ große Bandbreiten, was zu einem geringeren L1-Risiko fu¨hrt.
Die auf dem Diskrepanzprinzip basierenden Methoden KS .5, KS .9, KS .95 und KS
.99 liefern durchgehend sehr große Bandbreiten, besonders im Vergleich zu L2CV. Das
schlechte Abschneiden dieser Varianten ist also auf U¨bergla¨ttung zuru¨ckzufu¨hren, obwohl
sie nach Satz 3.6 asymptotisch untergla¨tten. Dies zeigt, dass die asymptotischen Resultate
aus Kapitel 3.2 selbst noch fu¨r den Stichprobenumfang n = 2500 kaum aussagekra¨ftig sind.
Die Tabellen B.3-B.9 im Anhang zeigen die Simulationsergebnisse fu¨r das L1-, L2−
und L∞-Risiko sowie die gewa¨hlten Bandbreiten bei Verwendung des Epanechnikov-Kerns.
Wie zu erwarten, ergeben sich im Vergleich zu den Ergebnissen fu¨r den Gaußkern kaum
Unterschiede.
Nun soll untersucht werden, inwiefern die Verwendung anderer Goodness-of-Fit-Tests
die Ergebnisse beeinflusst. Die Tabellen 3.8 und 3.9 zeigen die gescha¨tzten L1-Risiken fu¨r
Kuip .5, Kuip .9, Kuip .95, Kuip .99 sowie CvM V, CvM .5, CvM .9, CvM .95
und CvM .99. Es fa¨llt auf, dass die Ergebnisse fu¨r die auf der Kuiper-Metrik basierenden
Methoden Kuip .5, Kuip .9 und Kuip .95 etwas besser sind als die fu¨r KS .5, KS
.9 und KS .95. Zum Teil schneidet Kuip .99 sogar wesentlich besser ab als KS .99.
Die Verwendung des Crame´r-von Mises-Tests fu¨hrt hingegen zu schlechten Ergebnissen
– mit wenigen Ausnahmen sind die Ergebnisse fu¨r CvM .5, CvM .9, CvM .95 und
CvM .99 schlechter als die fu¨r KS .5, KS .9, KS .95 und KS .99, zum Teil sogar
erheblich schlechter. Eine Ausnahme bildet CvM V: Diese Methode liefert sehr a¨hnliche
Ergebnisse wie V und ist teilweise sogar besser. Ein a¨hnliches Bild ergibt sich fu¨r den
L2- bzw. L∞-Verlust (vgl. Tabellen B.10-B.12 im Anhang). Ein Vergleich der gewa¨hlten
Bandbreiten ergibt, dass die Verwendung der Kuiper-Metrik im Vergleich zur Kolmogorov-
Metrik zu kleineren Werten fu¨hrt. Die Verwendung des Crame´r-von Mises-Tests fu¨hrt in
vielen Fa¨llen, jedoch nicht durchgehend, zu gro¨ßeren Bandbreiten, vor allem fu¨r gro¨ßere n
und extremere Quantile (vgl. Tabellen 3.10 und 3.11).
Die Tabellen 3.12-3.15 zeigen die L1-Risiken bzw. die gewa¨hlten Bandbreiten fu¨r die
restlichen untersuchten Varianten des Diskrepanzprinzips. Im Anhang finden sich entspre-
chende Tabellen fu¨r die L2- und L∞-Risiken (Tabellen B.13-B.15). Die auf dem Gesetz vom
iterierten Logarithmus basierenden Methoden schneiden generell schlecht ab, besonders die
auf der Kuiper-Metrik und dem Crame´r-von-Mises-Test basierenden Versionen kLIL, kLIL
2.1 und CvM LIL. Die auf dem Kolmogorov-Smirnov-Test basierende Version LIL wa¨hlt
Bandbreiten, die ungefa¨hr zwischen denen fu¨r KS .5 und KS .9 liegen, wa¨hrend die durch
LIL 2.1 gewa¨hlten Bandbreiten gro¨ßer sind als die fu¨r KS .99. Beides ist auch nach Ta-
belle 3.1 zu erwarten. Es werden generell durch diese Methoden sehr große Bandbreiten
gewa¨hlt, was nur fu¨r einige Dichten mit unendlichen Peaks (wie 8 und 14) einen gewissen
53
3. Dichtescha¨tzung I: Kerndichtescha¨tzung
Vorteil hat. In der kleinen Simulationsstudie [Mar89] wird ebenfalls bemerkt, dass in den
meisten Fa¨llen LIL schlechter ist als CvM V bzw. die dort verwendete Variante von V.
Die auf der Normalverteilung als Referenzdichte basierenden Methoden L2NR, L1NR,
kL2NR und kL1NR funktionieren schlecht. Die L1-Methoden sind dabei schlechter als
die L2-Methoden, die auf dkuip,k basierenden Verfahren etwas besser als die fu¨r d∞. Selbst
kL2NR schneidet bezu¨glich des L2-Risikos sogar fu¨r Normalverteilung durchgehend schlech-
ter ab als E-LR, V und alle vier Referenzmethoden (teilweise mit Ausnahme von SCV).
Generell wa¨hlen die auf der Normalverteilung basierenden Methoden sehr kleine Band-
breiten, was auch nach Tabelle 3.1 zu erwarten ist: Es wird ein extrem geringer Abstand
zwischen der gescha¨tzten und der empirischen Verteilungsfunktion erzwungen. Bemerkens-
wert ist, dass besonders fu¨r L1NR in einigen Fa¨llen die Bandbreite fu¨r kleinere Werte von
n extrem klein ist und dann zuna¨chst ansteigt. Bei diesen Varianten ko¨nnen auch numeri-
sche Probleme auftreten, da die gesuchten Lo¨sungen von d(Fn, Fˆ
h
n ) = s(n) sehr nahe bei 0
liegen.
Insgesamt zeigt sich also, dass im Wesentlichen E-LR, V und CvM V auch im Ver-
gleich zu den Referenzmethoden zu guten Ergebnissen fu¨hren. Dabei basiert E-LR auf
einem Kolmogorov-Smirnov-Test mit von n abha¨ngigem Niveau, wa¨hrend V auf einem
Kolmogorov-Smirnov-Test zu einem Niveau von ca. 14% basiert. Beides la¨sst sich nicht
anschaulich begru¨nden. Intuitivere Wahlen wie KS .95 oder KS .99 schneiden hingegen
schlecht ab, da zu stark gegla¨ttet wird, obwohl die Ergebnisse von Kapitel 3.2 zeigen, dass
diese Methoden fu¨r hinreichend glatte Dichten asymptotisch zu wenig gla¨tten.
Generell zeigen die Simulationen jedoch, dass die asymptotischen Resultate aus Kapitel
3.2 fu¨r die hier betrachteten Stichprobenumfa¨nge (bis n = 2500) wenig relevant sind. Dies
zeigt sich auch darin, dass die auf der Normalverteilung als Referenzdichte basierenden
Methoden bei diesen Stichprobenumfa¨ngen nicht einmal fu¨r die Normalverteilung funk-
tionieren. Umgekehrt zeigen die Simulationen aber auch, dass die gut funktionierenden
Methoden E-LR und V bzw. CvM V auch fu¨r Dichten, die nicht glatt sind, meist akzep-
table Ergebnisse liefern. Das Diskrepanzprinzip ist also in einigen Varianten durchaus auch
praktisch zur Bandbreitenwahl fu¨r Kerndichtescha¨tzer geeignet. Die Implementierung mit
Hilfe der Regula Falsi ist zudem relativ einfach und das Verfahren liefert insbesondere bei
gro¨ßerem n teilweise erheblich schneller eine Bandbreite als z.B. die Kreuzvaliderung.
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3.4. Simulationstudie
Tabelle 3.2.: Simulationsergebnisse fu¨r Dichtescha¨tzung mit Gaußkern – L1-Risiko fu¨r die Dichten 1-14.
Dichte n L2CV BCV PI SCV E-LR V KS .5 KS .9 KS .95 KS .99
1 50 0.2602 0.3382 0.2902 0.2478 0.24 0.2579 0.3681 0.5861 0.6666 0.8192
100 0.2076 0.2784 0.2336 0.2047 0.1968 0.2046 0.2674 0.4217 0.4781 0.5821
500 0.1291 0.1466 0.1384 0.1355 0.1214 0.1192 0.1342 0.185 0.2072 0.258
1000 0.1001 0.1071 0.1084 0.1116 0.0955 0.093 0.1009 0.127 0.14 0.1682
2500 0.0768 0.0741 0.0808 0.0886 0.0708 0.0695 0.0719 0.0854 0.092 0.1055
2 50 0.3564 0.3912 0.3609 0.3534 0.3344 0.3311 0.3605 0.4691 0.5184 0.6261
100 0.2883 0.3132 0.2823 0.2884 0.2664 0.264 0.2712 0.3296 0.358 0.4212
500 0.185 0.1649 0.1642 0.1958 0.1633 0.166 0.1583 0.1639 0.1698 0.1852
1000 0.1563 0.1324 0.1317 0.1674 0.1334 0.139 0.1294 0.1291 0.131 0.1386
2500 0.1188 0.0928 0.0948 0.1293 0.0979 0.1054 0.0959 0.0915 0.0921 0.0945
3 50 0.2172 0.2072 0.2094 0.258 0.2056 0.2051 0.2715 0.4804 0.5621 0.7151
100 0.1689 0.153 0.1593 0.2127 0.1581 0.1591 0.1954 0.3204 0.3739 0.4758
500 0.0871 0.0786 0.0822 0.1332 0.0819 0.0807 0.0934 0.1411 0.162 0.203
1000 0.0651 0.0608 0.0632 0.1073 0.0631 0.0613 0.0686 0.098 0.1113 0.1387
2500 0.0465 0.0428 0.0446 0.0829 0.0451 0.0429 0.0467 0.063 0.0705 0.0859
4 50 0.2655 0.251 0.2544 0.3285 0.2708 0.2592 0.3072 0.5043 0.584 0.7394
100 0.2136 0.2074 0.2086 0.2756 0.2092 0.2085 0.2396 0.3614 0.4146 0.5183
500 0.1214 0.1138 0.1145 0.1796 0.1149 0.1142 0.1253 0.1724 0.1942 0.2371
1000 0.0927 0.0875 0.0869 0.1483 0.0878 0.0869 0.0931 0.1249 0.14 0.1699
2500 0.0675 0.0622 0.0615 0.1167 0.0631 0.0618 0.0646 0.0831 0.092 0.1103
5 50 0.2297 0.2074 0.2148 0.2896 0.2226 0.2152 0.2721 0.4798 0.5647 0.727
100 0.1799 0.1602 0.1678 0.2389 0.1729 0.1724 0.2088 0.3409 0.3964 0.5038
500 0.0909 0.0826 0.086 0.1475 0.086 0.085 0.0984 0.1535 0.177 0.2224
1000 0.0685 0.0644 0.067 0.1182 0.0677 0.0656 0.0749 0.1134 0.13 0.1618
2500 0.049 0.046 0.048 0.0903 0.0499 0.0466 0.0525 0.0756 0.0857 0.1054
6 50 0.4105 0.3885 0.3867 0.4747 0.4016 0.3948 0.4398 0.6072 0.6733 0.8002
100 0.3338 0.3238 0.3217 0.4105 0.3264 0.3236 0.354 0.4671 0.5148 0.6062
500 0.2095 0.2004 0.1998 0.2889 0.2002 0.1999 0.2101 0.2567 0.2772 0.3162
1000 0.166 0.1591 0.159 0.2462 0.1608 0.1594 0.1673 0.2011 0.2155 0.2436
2500 0.124 0.124 0.1234 0.2002 0.1252 0.1235 0.127 0.1445 0.1526 0.1691
7 50 0.2387 0.2284 0.2297 0.2831 0.228 0.2267 0.2828 0.4746 0.553 0.7006
100 0.1866 0.1711 0.177 0.2338 0.1774 0.1778 0.2108 0.3266 0.3751 0.4707
500 0.0977 0.0886 0.0938 0.1465 0.0931 0.0919 0.1046 0.1499 0.1693 0.2077
1000 0.0727 0.0685 0.0723 0.1179 0.0721 0.0696 0.0784 0.1083 0.1211 0.1463
2500 0.0514 0.0483 0.0515 0.0904 0.0522 0.0488 0.0543 0.0722 0.0798 0.0948
8 50 0.4644 0.4741 0.4127 0.3769 0.4223 0.3975 0.3869 0.4803 0.5441 0.6424
100 0.4341 0.4216 0.3488 0.312 0.3708 0.354 0.3136 0.3433 0.371 0.4403
500 0.3863 0.3241 0.2411 0.2169 0.2862 0.3038 0.2458 0.2132 0.2109 0.2157
1000 0.3771 0.2861 0.202 0.1814 0.2594 0.2933 0.2284 0.1854 0.1791 0.1762
2500 0.3723 0.2541 0.167 0.1458 0.2291 0.2817 0.2146 0.1648 0.1558 0.1452
9 50 0.7549 0.787 0.7589 0.7259 0.7355 0.729 0.7265 0.7854 0.8121 0.8818
100 0.6674 0.6865 0.6367 0.6256 0.6345 0.6279 0.6139 0.6344 0.6491 0.6854
500 0.5347 0.5126 0.4552 0.4791 0.4831 0.4925 0.4598 0.4412 0.4407 0.4484
1000 0.4893 0.4163 0.3872 0.4313 0.433 0.4485 0.4185 0.3889 0.383 0.3814
2500 0.4627 0.3662 0.3233 0.4085 0.3987 0.4253 0.3902 0.3542 0.3468 0.3373
10 50 0.7114 0.6914 0.6825 0.7198 0.692 0.6759 0.6964 0.8089 0.8633 0.9728
100 0.6457 0.6216 0.6039 0.6501 0.6174 0.611 0.6115 0.6798 0.7116 0.7772
500 0.4882 0.4394 0.434 0.5336 0.4402 0.4434 0.4353 0.4485 0.4596 0.4841
1000 0.4179 0.3839 0.3696 0.468 0.3752 0.3818 0.3701 0.3781 0.3845 0.3992
2500 0.3425 0.3155 0.2966 0.405 0.2992 0.3081 0.2977 0.2994 0.3028 0.311
11 50 0.2181 0.1955 0.2055 0.2664 0.2093 0.2078 0.2763 0.4877 0.5716 0.7293
100 0.1587 0.1454 0.1565 0.2113 0.1536 0.1557 0.2039 0.3483 0.4071 0.5165
500 0.0851 0.0775 0.0823 0.1323 0.0816 0.0803 0.0958 0.1556 0.1805 0.2278
1000 0.063 0.0586 0.0631 0.1068 0.0634 0.0602 0.0726 0.1137 0.1308 0.1635
2500 0.0462 0.0425 0.0463 0.0806 0.0479 0.0431 0.0509 0.0762 0.0867 0.1068
12 50 0.368 0.3924 0.3656 0.3771 0.3536 0.3513 0.3831 0.5044 0.5593 0.6697
100 0.2816 0.294 0.2784 0.3123 0.2643 0.264 0.2837 0.3554 0.389 0.4585
500 0.1669 0.156 0.1584 0.2138 0.1542 0.1548 0.1568 0.1759 0.1854 0.2056
1000 0.1306 0.1216 0.1229 0.181 0.1208 0.1218 0.1213 0.1313 0.1368 0.1501
2500 0.0957 0.0892 0.0892 0.1444 0.0879 0.089 0.088 0.0931 0.0961 0.1024
13 50 0.4662 0.4858 0.458 0.4898 0.4448 0.4452 0.5069 0.6861 0.7537 0.8579
100 0.3798 0.3871 0.3705 0.4036 0.3594 0.3597 0.3951 0.5146 0.5636 0.6629
500 0.24 0.2382 0.2315 0.2604 0.2206 0.22 0.2294 0.2695 0.2886 0.3272
1000 0.1993 0.1904 0.1907 0.2184 0.1802 0.1797 0.1844 0.2096 0.2216 0.2469
2500 0.1519 0.1379 0.1439 0.171 0.1351 0.1356 0.1361 0.1495 0.1563 0.1704
14 50 1.4583 0.6331 0.6532 0.7381 1.4649 1.4187 1.063 0.7082 0.7055 0.746
100 1.2251 0.5767 0.587 0.6724 1.41 1.5061 1.4356 0.7985 0.666 0.6202
500 0.922 0.4873 0.4733 0.5355 1.0524 1.0023 1.1656 1.5574 1.6356 1.4465
1000 0.9159 0.4629 0.4359 0.4887 0.9159 0.9159 0.9382 1.1267 1.3747 1.6487
2500 0.9226 0.4325 0.3909 0.4324 0.9226 0.9226 0.9226 0.9226 0.9443 1.3606
55
3. Dichtescha¨tzung I: Kerndichtescha¨tzung
Tabelle 3.3.: Simulationsergebnisse fu¨r Dichtescha¨tzung mit Gaußkern – L1-Risiko fu¨r die Dichten 15-28.
Dichte n L2CV BCV PI SCV E-LR V KS .5 KS .9 KS .95 KS .99
15 50 0.3676 0.3993 0.373 0.3471 0.3478 0.3427 0.3625 0.4625 0.5136 0.6211
100 0.304 0.3427 0.3032 0.284 0.2803 0.2754 0.278 0.336 0.3652 0.4276
500 0.1966 0.2061 0.1818 0.1818 0.1692 0.1731 0.1628 0.1689 0.175 0.189
1000 0.1739 0.1485 0.1465 0.1532 0.1412 0.1487 0.1352 0.132 0.1352 0.1425
2500 0.139 0.1037 0.1113 0.1206 0.1087 0.1192 0.1059 0.0988 0.0987 0.1005
16 50 0.2006 0.181 0.1904 0.2434 0.1944 0.197 0.2712 0.4837 0.5681 0.7294
100 0.1547 0.1428 0.1505 0.2036 0.1485 0.1516 0.1963 0.3435 0.4016 0.5117
500 0.0815 0.0745 0.0776 0.121 0.0787 0.0768 0.0932 0.1498 0.1749 0.2234
1000 0.0624 0.0585 0.0611 0.1012 0.063 0.06 0.0703 0.1062 0.1219 0.1542
2500 0.045 0.042 0.0432 0.0779 0.0459 0.0425 0.0482 0.0687 0.0782 0.0969
17 50 0.2062 0.1935 0.2002 0.2352 0.1896 0.1967 0.2822 0.497 0.5802 0.7389
100 0.1544 0.1461 0.1496 0.1938 0.1445 0.1487 0.2064 0.3566 0.4131 0.5196
500 0.0763 0.0737 0.0777 0.1172 0.0788 0.0753 0.099 0.1655 0.1918 0.2404
1000 0.0604 0.0569 0.0599 0.0963 0.0628 0.0584 0.0719 0.1161 0.1349 0.1694
2500 0.0432 0.0408 0.0426 0.0737 0.0456 0.0416 0.048 0.0704 0.0811 0.1014
18 50 0.6455 0.547 0.5211 0.5288 0.6148 0.573 0.522 0.5354 0.5647 0.6441
100 0.6203 0.5015 0.4527 0.4535 0.5532 0.5283 0.4578 0.4437 0.4566 0.4941
500 0.602 0.3825 0.3076 0.312 0.458 0.4863 0.3876 0.3146 0.3035 0.2939
1000 0.5971 0.342 0.2591 0.2674 0.4193 0.4701 0.3698 0.2894 0.2735 0.2575
2500 0.5853 0.2793 0.2012 0.2159 0.3802 0.4626 0.3565 0.268 0.2493 0.2251
19 50 1.1929 0.7587 0.7722 0.8501 1.0661 0.9752 0.8167 0.7794 0.8097 0.892
100 1.2594 0.6658 0.6809 0.7802 1.0357 0.9813 0.7891 0.6742 0.674 0.7113
500 1.4268 0.5154 0.5147 0.6133 0.9675 1.0276 0.794 0.6019 0.5655 0.5244
1000 1.5123 0.4658 0.4549 0.5436 0.9467 1.0607 0.8238 0.608 0.5619 0.5041
2500 1.5753 0.4132 0.3827 0.4643 0.94 1.107 0.8828 0.6319 0.576 0.5023
20 50 0.777 0.8316 0.7764 0.733 0.7518 0.739 0.742 0.8187 0.8554 0.9283
100 0.69 0.7434 0.6851 0.6513 0.664 0.6559 0.655 0.68 0.6957 0.7312
500 0.5742 0.5645 0.4901 0.5231 0.525 0.5321 0.506 0.4853 0.4835 0.4839
1000 0.5423 0.4867 0.4312 0.4913 0.4751 0.4951 0.4565 0.4324 0.4289 0.4253
2500 0.4479 0.4114 0.3479 0.4209 0.3927 0.4115 0.3858 0.3591 0.355 0.3513
21 50 0.3497 0.7172 0.5198 0.357 0.3645 0.3967 0.5639 0.987 1.1132 1.349
100 0.2692 0.5929 0.4021 0.2623 0.284 0.2964 0.3909 0.6689 0.7818 0.9836
500 0.144 0.1959 0.2075 0.1575 0.1574 0.1513 0.1826 0.2536 0.2857 0.3545
1000 0.1128 0.1141 0.1533 0.1357 0.1241 0.1167 0.1364 0.1816 0.2004 0.2392
2500 0.0747 0.073 0.0962 0.106 0.0852 0.0771 0.089 0.116 0.1268 0.1482
22 50 0.252 0.2675 0.2517 0.2568 0.2324 0.2363 0.3015 0.4798 0.556 0.7046
100 0.1993 0.2294 0.2073 0.2116 0.1873 0.1917 0.2363 0.3471 0.3942 0.4899
500 0.1078 0.1229 0.1198 0.1418 0.1143 0.11 0.1326 0.1812 0.1995 0.2329
1000 0.0813 0.0789 0.09 0.1192 0.0883 0.0822 0.0982 0.1336 0.1473 0.1728
2500 0.0569 0.0555 0.0619 0.0946 0.0636 0.0574 0.0667 0.0893 0.0981 0.1149
23 50 0.4178 0.4179 0.4174 0.395 0.4017 0.41 0.4613 0.5977 0.6566 0.7822
100 0.3689 0.392 0.3907 0.3333 0.3704 0.3763 0.4106 0.4933 0.5278 0.5981
500 0.175 0.3492 0.3448 0.1715 0.3096 0.2906 0.3424 0.3765 0.389 0.4134
1000 0.1359 0.3367 0.3219 0.1338 0.2737 0.2354 0.3089 0.3482 0.3571 0.3737
2500 0.0933 0.3183 0.2571 0.1021 0.2147 0.1642 0.2331 0.3058 0.3184 0.3341
24 50 0.4387 0.7967 0.6777 0.4518 0.5024 0.5684 0.7445 0.9365 0.9843 1.0719
100 0.3522 0.7652 0.5847 0.359 0.4345 0.4629 0.6131 0.8169 0.8617 0.9315
500 0.2107 0.6585 0.3701 0.2064 0.3161 0.2961 0.3865 0.5335 0.5796 0.6484
1000 0.1729 0.5651 0.2978 0.1669 0.2652 0.2351 0.3073 0.4276 0.4675 0.5359
2500 0.1254 0.2609 0.2211 0.1218 0.2029 0.1696 0.217 0.3081 0.3395 0.3936
25 50 0.4293 0.4519 0.4525 0.3909 0.4019 0.4215 0.5217 0.7048 0.7718 0.9004
100 0.3547 0.4161 0.4051 0.3341 0.3408 0.3458 0.4251 0.5789 0.6263 0.709
500 0.2156 0.3443 0.2798 0.2031 0.2071 0.2045 0.2221 0.2721 0.2949 0.4024
1000 0.1766 0.3179 0.2233 0.1673 0.1662 0.1635 0.1731 0.2062 0.2208 0.2508
2500 0.1359 0.2808 0.163 0.1289 0.1239 0.122 0.1256 0.143 0.1511 0.168
26 50 0.6031 1.5452 1.4592 1.2896 0.6011 0.6388 0.8176 1.3902 1.5359 1.7975
100 0.4806 1.5385 1.432 1.1924 0.4836 0.499 0.6045 0.8909 1.0886 1.3891
500 0.3029 1.4208 1.167 0.8244 0.2943 0.2878 0.3255 0.4186 0.4555 0.527
1000 0.2512 1.4139 1.0886 0.6944 0.2391 0.231 0.2531 0.3131 0.3382 0.3869
2500 0.1931 1.3348 0.9182 0.5269 0.1758 0.1685 0.1801 0.2143 0.2289 0.2586
27 50 0.5847 0.6614 0.6361 0.5565 0.5779 0.597 0.6874 0.8273 0.8775 0.9783
100 0.5016 0.6277 0.5974 0.528 0.5531 0.5615 0.616 0.7278 0.7616 0.824
500 0.2083 0.5467 0.5366 0.3248 0.5116 0.5004 0.5279 0.5628 0.5793 0.6159
1000 0.1608 0.53 0.5256 0.2132 0.4899 0.4468 0.5109 0.5345 0.5436 0.5637
2500 0.1132 0.5171 0.508 0.1223 0.4083 0.3088 0.4378 0.5065 0.514 0.5243
28 50 0.3596 0.5616 0.4486 0.3215 0.3336 0.3507 0.4462 0.646 0.7014 0.831
100 0.2905 0.5183 0.367 0.2642 0.2708 0.2738 0.3276 0.4907 0.548 0.634
500 0.186 0.3384 0.2267 0.1673 0.1666 0.1657 0.1749 0.2148 0.2348 0.2796
1000 0.161 0.1978 0.181 0.1369 0.1329 0.1343 0.1359 0.1568 0.1666 0.1903
2500 0.1303 0.1127 0.1396 0.1066 0.1011 0.1046 0.1009 0.1084 0.114 0.1262
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Tabelle 3.4.: Simulationsergebnisse fu¨r Dichtescha¨tzung mit Gaußkern – L2-Risiko fu¨r die Dichten 1-13.
Dichte n L2CV BCV PI SCV E-LR V KS .5 KS .9 KS .95 KS .99
1 50 0.0906 0.1049 0.0891 0.0909 0.0749 0.0793 0.113 0.185 0.2173 0.2873
100 0.0662 0.084 0.0687 0.067 0.056 0.0584 0.0795 0.1277 0.1451 0.1816
500 0.0291 0.0386 0.0358 0.0301 0.0283 0.0271 0.034 0.0527 0.0601 0.0769
1000 0.0185 0.0257 0.0263 0.0207 0.0203 0.0185 0.023 0.0335 0.0382 0.0478
2500 0.0115 0.0149 0.0182 0.0134 0.0133 0.0117 0.0141 0.0201 0.0226 0.0276
2 50 0.0692 0.0906 0.0774 0.0607 0.0585 0.061 0.0779 0.121 0.1384 0.1736
100 0.0473 0.0708 0.0577 0.0416 0.0413 0.0422 0.0518 0.0785 0.0894 0.1118
500 0.0193 0.028 0.0291 0.0189 0.0184 0.018 0.0208 0.0289 0.0324 0.0399
1000 0.0137 0.0195 0.022 0.014 0.0134 0.013 0.0146 0.0196 0.0215 0.0262
2500 0.0081 0.0106 0.015 0.0084 0.0082 0.0077 0.0085 0.0113 0.0124 0.0148
3 50 0.0229 0.0176 0.0181 0.0361 0.0195 0.0178 0.0273 0.0668 0.0852 0.123
100 0.0154 0.0106 0.0114 0.0251 0.0123 0.0119 0.0157 0.0347 0.0443 0.0649
500 0.0039 0.0031 0.0033 0.0095 0.0033 0.0032 0.0042 0.0085 0.0107 0.0156
1000 0.0022 0.0018 0.002 0.006 0.002 0.0019 0.0024 0.0046 0.0057 0.0082
2500 0.0011 9e-04 0.001 0.0036 0.0011 9e-04 0.0011 0.002 0.0025 0.0035
4 50 0.0166 0.0157 0.0161 0.0233 0.0168 0.0164 0.0255 0.0553 0.0677 0.0928
100 0.0113 0.0113 0.0115 0.0163 0.0108 0.0112 0.0166 0.0338 0.0415 0.0572
500 0.0035 0.0035 0.0038 0.0066 0.0038 0.0035 0.0053 0.0104 0.0127 0.0175
1000 0.002 0.002 0.0022 0.0044 0.0023 0.002 0.003 0.006 0.0074 0.0103
2500 0.0011 0.001 0.0012 0.0028 0.0013 0.001 0.0015 0.003 0.0037 0.0052
5 50 0.0087 0.0065 0.007 0.0144 0.0078 0.007 0.0107 0.0268 0.0345 0.0509
100 0.0058 0.004 0.0044 0.01 0.005 0.0048 0.0066 0.0152 0.0194 0.0286
500 0.0014 0.0011 0.0012 0.0036 0.0012 0.0012 0.0016 0.0036 0.0046 0.0068
1000 7e-04 6e-04 7e-04 0.0022 7e-04 7e-04 9e-04 0.002 0.0025 0.0038
2500 4e-04 3e-04 4e-04 0.0013 4e-04 3e-04 4e-04 9e-04 0.0012 0.0017
6 50 0.0144 0.013 0.0126 0.0181 0.013 0.0132 0.0204 0.0428 0.0519 0.069
100 0.0083 0.0087 0.0084 0.0124 0.0079 0.0081 0.0128 0.0268 0.0329 0.045
500 0.0026 0.0024 0.0027 0.0048 0.0027 0.0025 0.0039 0.008 0.01 0.0139
1000 0.0015 0.0014 0.0016 0.0032 0.0017 0.0015 0.0022 0.0046 0.0056 0.0079
2500 7e-04 6e-04 8e-04 0.0019 9e-04 7e-04 0.001 0.002 0.0025 0.0035
7 50 0.0139 0.0111 0.0114 0.0215 0.0121 0.0112 0.017 0.0404 0.0512 0.0729
100 0.009 0.0066 0.0071 0.0149 0.0076 0.0074 0.0099 0.0218 0.0274 0.0395
500 0.0024 0.0018 0.002 0.0056 0.002 0.002 0.0026 0.0053 0.0067 0.0097
1000 0.0013 0.0011 0.0012 0.0035 0.0012 0.0011 0.0015 0.0029 0.0036 0.0051
2500 6e-04 5e-04 6e-04 0.0021 6e-04 6e-04 7e-04 0.0013 0.0016 0.0022
9 50 0.0343 0.0603 0.0499 0.0342 0.031 0.0329 0.0417 0.0595 0.0663 0.0785
100 0.0234 0.0551 0.0414 0.0241 0.0223 0.0229 0.0284 0.0412 0.0462 0.0555
500 0.01 0.037 0.0256 0.0106 0.0103 0.01 0.0119 0.0167 0.0186 0.0227
1000 0.0067 0.0235 0.0201 0.007 0.007 0.0067 0.0078 0.0109 0.0121 0.0146
2500 0.0042 0.008 0.0146 0.0043 0.0045 0.0041 0.0047 0.0063 0.007 0.0085
10 50 0.0123 0.0177 0.015 0.0114 0.0119 0.0129 0.0189 0.0312 0.0357 0.0428
100 0.0084 0.0149 0.0115 0.0075 0.0084 0.009 0.0133 0.0229 0.0262 0.0319
500 0.0028 0.0046 0.0051 0.0028 0.0037 0.0033 0.005 0.0088 0.0103 0.0131
1000 0.0016 0.0022 0.0033 0.0018 0.0025 0.0021 0.0032 0.0056 0.0065 0.0084
2500 8e-04 0.001 0.0019 0.0011 0.0015 0.0011 0.0017 0.003 0.0036 0.0046
11 50 0.016 0.0105 0.0113 0.0239 0.0138 0.0121 0.0172 0.0429 0.0554 0.0814
100 0.0083 0.0058 0.0065 0.0147 0.007 0.0068 0.0098 0.024 0.0312 0.0464
500 0.0022 0.0017 0.0019 0.0056 0.0019 0.0018 0.0024 0.0055 0.0071 0.0107
1000 0.0012 0.001 0.0011 0.0036 0.0011 0.001 0.0014 0.003 0.0038 0.0057
2500 7e-04 5e-04 6e-04 0.002 6e-04 6e-04 7e-04 0.0014 0.0017 0.0025
12 50 0.0402 0.0514 0.0424 0.0371 0.0354 0.0362 0.0487 0.0846 0.0997 0.129
100 0.0226 0.032 0.027 0.0248 0.0202 0.0209 0.0289 0.0501 0.0592 0.0776
500 0.0071 0.008 0.0097 0.0105 0.0074 0.007 0.0092 0.0151 0.0177 0.023
1000 0.0042 0.0044 0.006 0.0075 0.0046 0.0042 0.0053 0.0085 0.01 0.0132
2500 0.0022 0.0022 0.0032 0.0047 0.0025 0.0022 0.0027 0.0043 0.0049 0.0064
13 50 0.0538 0.0667 0.0574 0.0543 0.0498 0.0524 0.0728 0.1292 0.1509 0.1892
100 0.0381 0.0461 0.0413 0.0377 0.0358 0.0369 0.0478 0.0798 0.0943 0.1238
500 0.017 0.0241 0.0227 0.017 0.0187 0.0179 0.0221 0.0311 0.0347 0.0423
1000 0.0118 0.0175 0.018 0.0122 0.0143 0.0131 0.0162 0.0224 0.0247 0.0293
2500 0.0074 0.0108 0.013 0.0077 0.0098 0.0084 0.0104 0.0144 0.0159 0.0187
57
3. Dichtescha¨tzung I: Kerndichtescha¨tzung
Tabelle 3.5.: Simulationsergebnisse fu¨r Dichtescha¨tzung mit Gaußkern – L2-Risiko fu¨r die Dichten 15-28.
Dichte n L2CV BCV PI SCV E-LR V KS .5 KS .9 KS .95 KS .99
15 50 0.4127 0.5303 0.481 0.3605 0.3767 0.3872 0.4605 0.6218 0.6853 0.8025
100 0.3058 0.471 0.4012 0.269 0.2782 0.2831 0.3373 0.4605 0.5065 0.5925
500 0.1344 0.2879 0.2449 0.1294 0.1366 0.1319 0.1553 0.206 0.2261 0.2637
1000 0.0995 0.1967 0.2004 0.0952 0.1019 0.0972 0.1112 0.146 0.1617 0.188
2500 0.0664 0.1208 0.1574 0.0642 0.0705 0.0648 0.0732 0.0949 0.1036 0.1202
16 50 0.0374 0.0232 0.0249 0.0538 0.0301 0.027 0.0407 0.1007 0.1294 0.1893
100 0.0197 0.015 0.0161 0.0372 0.0165 0.0164 0.0237 0.0574 0.0738 0.1088
500 0.0058 0.0044 0.0048 0.013 0.0049 0.0048 0.0067 0.0147 0.0188 0.0276
1000 0.0033 0.0028 0.003 0.0089 0.0032 0.0029 0.0041 0.0084 0.0105 0.0153
2500 0.0018 0.0015 0.0016 0.0054 0.0019 0.0015 0.0021 0.0042 0.0052 0.0074
17 50 0.0678 0.0444 0.0472 0.0994 0.0555 0.0491 0.0694 0.1674 0.2156 0.3172
100 0.0389 0.0268 0.0277 0.0639 0.0291 0.0288 0.0415 0.0952 0.1214 0.1781
500 0.0088 0.0078 0.0084 0.023 0.0086 0.0081 0.012 0.0258 0.0325 0.0468
1000 0.0058 0.0049 0.0053 0.0157 0.0058 0.0052 0.0071 0.0145 0.0182 0.026
2500 0.003 0.0026 0.0028 0.0091 0.0031 0.0027 0.0035 0.0064 0.008 0.0113
20 50 0.0454 0.0973 0.0803 0.0532 0.0441 0.0471 0.0618 0.0932 0.1044 0.1233
100 0.0301 0.0908 0.0674 0.036 0.0311 0.0324 0.0425 0.0646 0.0727 0.0877
500 0.0118 0.0702 0.0395 0.0125 0.0126 0.012 0.0151 0.0232 0.0268 0.0332
1000 0.0076 0.0525 0.0296 0.0075 0.008 0.0075 0.0091 0.014 0.0161 0.0202
2500 0.0039 0.0226 0.0197 0.0038 0.0047 0.004 0.005 0.0075 0.0086 0.0108
21 50 0.0329 0.0993 0.068 0.0324 0.0373 0.0446 0.0744 0.138 0.157 0.188
100 0.0196 0.0798 0.0483 0.0176 0.0241 0.027 0.0466 0.0906 0.1074 0.1372
500 0.0057 0.0143 0.0164 0.0064 0.0081 0.0072 0.0124 0.0255 0.0313 0.0431
1000 0.0034 0.0039 0.009 0.0047 0.005 0.0041 0.0067 0.014 0.0173 0.0241
2500 0.0015 0.0014 0.0036 0.0029 0.0025 0.0018 0.0029 0.006 0.0074 0.0105
22 50 0.0203 0.0193 0.0177 0.0213 0.0166 0.0164 0.0226 0.0413 0.0503 0.07
100 0.0134 0.0155 0.0132 0.0146 0.0115 0.0118 0.0162 0.027 0.0317 0.0421
500 0.0037 0.005 0.0048 0.0062 0.0043 0.0039 0.006 0.0104 0.0121 0.0153
1000 0.0022 0.002 0.0028 0.0044 0.0027 0.0022 0.0034 0.0062 0.0074 0.0096
2500 0.001 0.001 0.0013 0.0028 0.0014 0.0011 0.0016 0.0029 0.0035 0.0047
23 50 0.0656 0.0599 0.0598 0.0612 0.0607 0.0598 0.0654 0.0903 0.1028 0.1296
100 0.0532 0.0547 0.0546 0.0444 0.0525 0.0532 0.0566 0.0691 0.0754 0.0898
500 0.012 0.047 0.0463 0.0117 0.0389 0.0345 0.0459 0.0503 0.0518 0.0551
1000 0.0073 0.0452 0.0423 0.007 0.0315 0.0235 0.0394 0.0468 0.0479 0.0498
2500 0.0034 0.042 0.0283 0.0039 0.0198 0.0114 0.0234 0.0393 0.042 0.0448
24 50 0.0588 0.1136 0.0943 0.0574 0.0651 0.0754 0.1049 0.1322 0.1384 0.1504
100 0.0403 0.1074 0.0769 0.0403 0.0525 0.0569 0.0814 0.1151 0.1217 0.1311
500 0.0162 0.0875 0.041 0.0161 0.0335 0.0307 0.0432 0.0654 0.0732 0.0856
1000 0.0111 0.0717 0.0311 0.0111 0.0268 0.0227 0.0324 0.0488 0.0548 0.0654
2500 0.0058 0.0277 0.0214 0.0059 0.0192 0.0148 0.0209 0.0323 0.0363 0.0437
25 50 0.1901 0.2125 0.212 0.1634 0.174 0.1894 0.228 0.2824 0.3078 0.3616
100 0.1299 0.2024 0.1958 0.1216 0.1322 0.14 0.1941 0.2411 0.2548 0.2832
500 0.0564 0.1776 0.1304 0.0555 0.0665 0.0632 0.0804 0.1239 0.1429 0.1916
1000 0.0403 0.1653 0.096 0.0401 0.0512 0.0465 0.0582 0.0831 0.0941 0.1173
2500 0.0255 0.1465 0.0656 0.0254 0.0354 0.03 0.0377 0.0524 0.0579 0.0687
26 50 0.3527 1.2861 1.2557 1.1613 0.3992 0.4822 0.8403 1.2587 1.3021 1.3428
100 0.2369 1.2798 1.2333 1.09 0.2818 0.3087 0.5022 0.9687 1.1154 1.2626
500 0.1054 1.2385 1.0943 0.7726 0.1398 0.131 0.1758 0.2949 0.3507 0.4687
1000 0.0751 1.2309 1.0311 0.6916 0.1069 0.0947 0.1242 0.1868 0.2153 0.2777
2500 0.0476 1.2002 0.8874 0.5543 0.0741 0.0607 0.0798 0.115 0.1282 0.1548
27 50 0.0213 0.0218 0.0213 0.0211 0.0208 0.0208 0.0221 0.0255 0.0271 0.0304
100 0.0173 0.0208 0.0201 0.0191 0.0194 0.0195 0.0204 0.0227 0.0236 0.0253
500 0.0035 0.0184 0.0181 0.0077 0.0172 0.0167 0.0179 0.0188 0.0192 0.02
1000 0.0021 0.0178 0.0177 0.0035 0.0159 0.0135 0.0171 0.0179 0.0182 0.0187
2500 0.0011 0.0173 0.0169 0.0012 0.0114 0.0068 0.013 0.0168 0.0171 0.0175
28 50 0.2669 0.4146 0.3488 0.2383 0.2509 0.2697 0.345 0.4564 0.4836 0.537
100 0.1982 0.3892 0.294 0.1822 0.1962 0.2031 0.2598 0.3722 0.403 0.4487
500 0.0982 0.2759 0.1951 0.0998 0.1145 0.1092 0.1341 0.1833 0.2015 0.2382
1000 0.0743 0.1681 0.162 0.0755 0.0868 0.08 0.0984 0.1333 0.1453 0.1709
2500 0.0517 0.0906 0.1296 0.0539 0.0638 0.0561 0.067 0.0893 0.0982 0.1141
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3.4. Simulationstudie
Tabelle 3.6.: Simulationsergebnisse fu¨r Dichtescha¨tzung mit Gaußkern – gewa¨hlte Bandbreiten fu¨r die
Dichten 1-14.
Dichte n L2CV BCV PI SCV E-LR V KS .5 KS .9 KS .95 KS .99
1 50 0.109 0.1976 0.1746 0.066 0.1205 0.1512 0.2317 0.3688 0.4216 0.5296
100 0.0809 0.1722 0.1446 0.0484 0.1051 0.1165 0.1724 0.2671 0.3015 0.3668
500 0.0363 0.0946 0.0896 0.0228 0.0661 0.0605 0.0854 0.1278 0.1431 0.1715
1000 0.0261 0.0681 0.0719 0.0162 0.0509 0.0433 0.061 0.091 0.1018 0.122
2500 0.0168 0.0412 0.0531 0.0103 0.0366 0.0285 0.0398 0.0589 0.0658 0.0786
2 50 0.1682 0.3817 0.3103 0.123 0.1675 0.2068 0.323 0.5611 0.6637 0.8876
100 0.1231 0.3085 0.2467 0.0867 0.1319 0.1455 0.2192 0.3582 0.4135 0.5261
500 0.0523 0.1347 0.1459 0.0389 0.0732 0.067 0.0951 0.1452 0.164 0.2
1000 0.0363 0.0954 0.1166 0.0277 0.0567 0.0483 0.0679 0.1021 0.1147 0.1386
2500 0.023 0.0576 0.0866 0.0175 0.0389 0.0302 0.0423 0.0633 0.071 0.0853
3 50 0.294 0.3609 0.367 0.1388 0.2699 0.3373 0.5194 0.8327 0.9567 1.2135
100 0.2459 0.3058 0.3184 0.1063 0.2557 0.2829 0.4113 0.6108 0.6841 0.8258
500 0.1743 0.2004 0.2274 0.0569 0.2152 0.1984 0.2669 0.3636 0.3957 0.4537
1000 0.1524 0.1684 0.1973 0.0438 0.1951 0.1715 0.2237 0.2971 0.3212 0.364
2500 0.1184 0.1343 0.1612 0.0303 0.165 0.1374 0.1748 0.2276 0.2447 0.2749
4 50 0.4782 0.5668 0.5864 0.2251 0.427 0.5573 0.9155 1.6045 1.8869 2.5222
100 0.4065 0.491 0.5038 0.1704 0.4115 0.4615 0.7021 1.1348 1.303 1.6405
500 0.2377 0.2965 0.328 0.083 0.3216 0.2924 0.4148 0.6046 0.6724 0.7965
1000 0.1907 0.2334 0.2704 0.0604 0.2823 0.2406 0.3348 0.4791 0.5289 0.6195
2500 0.1424 0.1756 0.2131 0.0403 0.2345 0.1862 0.2527 0.3553 0.3896 0.4505
5 50 0.7887 0.8907 0.9503 0.359 0.7046 0.8873 1.3879 2.2669 2.6324 3.4379
100 0.6583 0.7618 0.8218 0.2741 0.6725 0.7477 1.1169 1.7059 1.9231 2.357
500 0.4693 0.521 0.5943 0.149 0.5645 0.518 0.7118 0.9968 1.0926 1.2658
1000 0.4168 0.4413 0.5196 0.1154 0.5177 0.449 0.6031 0.8268 0.9002 1.0301
2500 0.339 0.3615 0.4339 0.0821 0.4535 0.3671 0.4844 0.649 0.7019 0.7941
6 50 0.641 0.8324 0.796 0.314 0.6217 0.7835 1.2648 2.2883 2.7502 3.8312
100 0.5186 0.6823 0.6666 0.2319 0.5449 0.6097 0.948 1.5599 1.8118 2.3455
500 0.3326 0.3821 0.4468 0.1163 0.4417 0.4049 0.5612 0.8115 0.903 1.0707
1000 0.2854 0.3121 0.3768 0.0866 0.395 0.3422 0.4617 0.6447 0.7072 0.8222
2500 0.2256 0.2448 0.3022 0.0586 0.3293 0.2659 0.3522 0.4783 0.5205 0.5963
7 50 0.5093 0.6212 0.6238 0.2378 0.4548 0.574 0.8877 1.4448 1.6703 2.1416
100 0.4275 0.517 0.5379 0.1811 0.4316 0.4793 0.7005 1.0541 1.1826 1.4365
500 0.2982 0.333 0.3838 0.0969 0.3586 0.3303 0.4482 0.6168 0.6727 0.7742
1000 0.2614 0.2813 0.3342 0.0748 0.3277 0.2872 0.3764 0.5027 0.5441 0.618
2500 0.211 0.2282 0.2764 0.0527 0.2803 0.232 0.2975 0.3892 0.4188 0.4711
8 50 0.0388 0.1714 0.1241 0.0496 0.0368 0.0485 0.0875 0.1812 0.2238 0.3162
100 0.0174 0.1478 0.0969 0.0345 0.021 0.0244 0.0447 0.0932 0.1148 0.1606
500 0.0029 0.0986 0.0529 0.0145 0.0055 0.0047 0.0089 0.0189 0.0233 0.0329
1000 0.0014 0.0847 0.0404 0.0099 0.003 0.0023 0.0043 0.0092 0.0114 0.0161
2500 5e-04 0.0709 0.0284 0.006 0.0015 9e-04 0.0017 0.0036 0.0045 0.0063
9 50 0.4642 2.3242 1.5241 0.63 0.5022 0.635 1.0746 2.2312 2.8526 4.5026
100 0.2894 1.9463 1.1541 0.4281 0.3578 0.3985 0.6324 1.1648 1.4111 1.9735
500 0.1081 1.0397 0.6138 0.1763 0.1686 0.1532 0.2248 0.3629 0.418 0.5291
1000 0.0736 0.6202 0.4711 0.121 0.1223 0.1031 0.1489 0.2341 0.2672 0.3324
2500 0.0458 0.1748 0.3356 0.0744 0.0826 0.0637 0.0902 0.1377 0.1557 0.1903
10 50 1.1085 2.6323 2.0373 0.8337 1.2236 1.5975 2.9842 6.8096 9.0618 14.9373
100 0.7317 2.1682 1.5886 0.5788 0.995 1.1347 1.9211 3.9009 4.8194 6.9161
500 0.3649 0.7635 0.8667 0.2421 0.6504 0.5881 0.8711 1.3949 1.6045 2.023
1000 0.2836 0.4636 0.6781 0.1685 0.5423 0.4582 0.6559 0.9947 1.1203 1.3703
2500 0.2079 0.297 0.4997 0.1062 0.4268 0.3357 0.4622 0.6708 0.7471 0.8915
11 50 0.4791 0.538 0.5829 0.2201 0.4401 0.5558 0.8529 1.3604 1.5651 1.9983
100 0.4236 0.4676 0.5159 0.1715 0.4166 0.4646 0.6894 1.0397 1.1696 1.4201
500 0.2944 0.3281 0.3751 0.0938 0.3505 0.3225 0.4405 0.6167 0.6754 0.781
1000 0.2571 0.2803 0.3289 0.0729 0.3225 0.279 0.376 0.5126 0.5572 0.6364
2500 0.2145 0.2303 0.2764 0.0525 0.2837 0.2303 0.3028 0.4037 0.4361 0.4927
12 50 0.2601 0.4759 0.3951 0.1576 0.2478 0.3086 0.4712 0.7936 0.9335 1.2433
100 0.1828 0.3566 0.3138 0.111 0.2135 0.2346 0.3386 0.5254 0.5994 0.7507
500 0.1061 0.1565 0.1915 0.051 0.1493 0.139 0.1839 0.2572 0.2837 0.3337
1000 0.0856 0.1156 0.1552 0.0367 0.1243 0.11 0.1427 0.195 0.2135 0.2477
2500 0.0651 0.0836 0.119 0.0239 0.0997 0.0833 0.1058 0.1409 0.153 0.1751
13 50 0.2269 0.4391 0.3566 0.1481 0.2438 0.3036 0.4905 1.0583 1.4211 2.5257
100 0.1656 0.3102 0.2785 0.103 0.2075 0.2298 0.343 0.5695 0.6747 0.9477
500 0.0735 0.1803 0.1702 0.048 0.1275 0.1166 0.1657 0.2499 0.2806 0.3381
1000 0.0498 0.1291 0.1376 0.0344 0.0991 0.0842 0.1192 0.1791 0.2007 0.2409
2500 0.0323 0.0796 0.1022 0.0217 0.0711 0.0551 0.0773 0.1152 0.1288 0.1542
14 50 1e-04 0.0156 0.0106 0.0045 2e-04 6e-04 0.0047 0.0305 0.051 0.0885
100 0 0.0131 0.0073 0.0028 0 0 2e-04 0.0038 0.0091 0.024
500 0 0.0092 0.0034 0.001 0 0 0 0 0 0
1000 0 0.008 0.0026 7e-04 0 0 0 0 0 0
2500 0 0.0068 0.0017 4e-04 0 0 0 0 0 0
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Tabelle 3.7.: Simulationsergebnisse fu¨r Dichtescha¨tzung mit Gaußkern – gewa¨hlte Bandbreiten fu¨r die
Dichten 15-28.
Dichte n L2CV BCV PI SCV E-LR V KS .5 KS .9 KS .95 KS .99
15 50 0.0478 0.1122 0.0927 0.0364 0.0445 0.0554 0.0892 0.1573 0.1862 0.2482
100 0.0289 0.0945 0.0734 0.0257 0.0313 0.0349 0.0551 0.0953 0.1115 0.1445
500 0.0094 0.0497 0.0402 0.0107 0.0141 0.0127 0.0191 0.0313 0.036 0.0453
1000 0.0058 0.03 0.0313 0.0075 0.0101 0.0084 0.0124 0.0201 0.023 0.0288
2500 0.0034 0.0157 0.0226 0.0046 0.0065 0.0048 0.0071 0.0113 0.0129 0.0161
16 50 0.2032 0.2319 0.2502 0.0937 0.1936 0.2442 0.3732 0.5881 0.6715 0.8482
100 0.1768 0.2019 0.2184 0.0722 0.1858 0.2077 0.3033 0.4544 0.5081 0.6118
500 0.1246 0.1417 0.1603 0.0397 0.1584 0.1447 0.201 0.279 0.3044 0.3494
1000 0.1046 0.1218 0.139 0.0304 0.1447 0.1233 0.1697 0.2316 0.2511 0.2852
2500 0.0823 0.0968 0.1135 0.021 0.1273 0.1009 0.1366 0.1847 0.1996 0.2252
17 50 0.1122 0.1367 0.1409 0.0529 0.1063 0.1344 0.2023 0.3147 0.3584 0.4497
100 0.0964 0.1194 0.1234 0.0409 0.1042 0.1153 0.1663 0.2438 0.2717 0.3253
500 0.0689 0.0799 0.0893 0.0222 0.0898 0.0827 0.1113 0.151 0.1642 0.1878
1000 0.0581 0.0665 0.0769 0.0169 0.0822 0.0721 0.0941 0.125 0.1351 0.153
2500 0.0464 0.0523 0.0625 0.0116 0.0696 0.0579 0.0738 0.0964 0.1038 0.1167
18 50 0.0614 0.3408 0.2374 0.0974 0.0571 0.0757 0.143 0.3167 0.4024 0.6055
100 0.0286 0.2873 0.1807 0.0663 0.0335 0.0389 0.0725 0.155 0.193 0.277
500 0.0043 0.2021 0.0978 0.0278 0.0083 0.0071 0.0133 0.0286 0.0356 0.0506
1000 0.0021 0.1743 0.0742 0.0189 0.0048 0.0036 0.0067 0.0142 0.0176 0.025
2500 8e-04 0.14 0.0519 0.0115 0.0023 0.0014 0.0026 0.0056 0.007 0.0099
19 50 0.0217 0.2834 0.1917 0.0801 0.0305 0.0485 0.1394 0.5814 0.839 1.6488
100 0.0065 0.2223 0.1304 0.0491 0.0155 0.0196 0.0586 0.197 0.293 0.5348
500 4e-04 0.1542 0.0654 0.0192 0.0031 0.0024 0.0068 0.0226 0.032 0.057
1000 1e-04 0.1356 0.0496 0.0132 0.0015 9e-04 0.0026 0.0085 0.0119 0.0212
2500 0 0.1145 0.0346 0.008 5e-04 3e-04 7e-04 0.0024 0.0034 0.0057
20 50 0.2673 1.7455 1.1243 0.4676 0.3071 0.3914 0.6869 1.5215 1.9876 3.2563
100 0.1792 1.4435 0.8293 0.3093 0.2346 0.2606 0.413 0.7717 0.9428 1.3418
500 0.0758 0.9324 0.4237 0.1229 0.1221 0.1121 0.1578 0.2447 0.2796 0.3503
1000 0.0553 0.6567 0.3183 0.0826 0.0942 0.0816 0.1114 0.1652 0.186 0.2269
2500 0.0398 0.2758 0.2223 0.0498 0.07 0.0567 0.0751 0.1068 0.1185 0.1409
21 50 0.2665 1.3691 0.7834 0.3222 0.3836 0.4911 0.8919 2.1653 2.8124 4.6449
100 0.2125 0.9776 0.5619 0.205 0.3098 0.3456 0.5629 1.1603 1.4536 2.1324
500 0.1299 0.2445 0.3016 0.0847 0.2048 0.1887 0.2588 0.3835 0.435 0.5439
1000 0.1096 0.1286 0.2339 0.0586 0.1736 0.1515 0.2021 0.2845 0.3154 0.3754
2500 0.0896 0.0949 0.1701 0.0366 0.1453 0.1203 0.1545 0.2068 0.2249 0.2583
22 50 0.416 0.684 0.6182 0.2346 0.4227 0.5296 0.8219 1.3268 1.5263 1.9403
100 0.3378 0.6013 0.5236 0.1755 0.3945 0.4366 0.6416 0.9838 1.1098 1.3539
500 0.2056 0.3095 0.3235 0.0818 0.3 0.2777 0.3721 0.5221 0.5758 0.6758
1000 0.1716 0.1966 0.2625 0.0588 0.255 0.2243 0.2929 0.3997 0.4371 0.5064
2500 0.1365 0.1485 0.2008 0.0384 0.2083 0.173 0.2214 0.2937 0.318 0.3621
23 50 0.3597 0.5106 0.5109 0.1924 0.3434 0.4411 0.6931 1.1018 1.2617 1.5997
100 0.254 0.4404 0.436 0.1444 0.2953 0.3376 0.5286 0.8115 0.9127 1.1081
500 0.0604 0.3007 0.2826 0.0701 0.1924 0.1684 0.2754 0.4235 0.4723 0.5604
1000 0.0512 0.2676 0.2236 0.0496 0.1583 0.1285 0.2011 0.3163 0.3534 0.4198
2500 0.0417 0.226 0.1483 0.0291 0.1207 0.0935 0.132 0.2028 0.2281 0.2738
24 50 0.216 1.1006 0.7523 0.2978 0.3958 0.5242 0.9437 1.7616 2.0599 2.664
100 0.1553 0.9877 0.5737 0.2046 0.3384 0.3829 0.6318 1.1765 1.3646 1.7272
500 0.0658 0.7218 0.3004 0.0832 0.2419 0.2197 0.3196 0.5029 0.5733 0.7003
1000 0.0456 0.571 0.2307 0.057 0.1989 0.1665 0.2417 0.3694 0.4169 0.5062
2500 0.0291 0.2149 0.1643 0.0349 0.1474 0.1143 0.1608 0.2458 0.2763 0.3317
25 50 0.1389 0.2757 0.2659 0.1 0.1232 0.183 0.3644 0.6249 0.7178 0.9114
100 0.0555 0.2364 0.2085 0.0692 0.0852 0.0969 0.2303 0.4629 0.5254 0.6343
500 0.0216 0.1738 0.1063 0.0277 0.044 0.0397 0.0596 0.1005 0.121 0.2463
1000 0.0149 0.152 0.0776 0.0183 0.0338 0.0282 0.0415 0.0663 0.0761 0.0965
2500 0.0091 0.1268 0.0522 0.0107 0.0229 0.0173 0.0252 0.0395 0.0449 0.0552
26 50 0.0289 6.9799 6.106 2.4433 0.0504 0.0686 0.2767 2.1468 3.8227 10.9467
100 0.0216 6.6603 4.9093 1.7699 0.0407 0.0456 0.0796 0.4075 0.8353 1.9135
500 0.0098 5.2276 1.8833 0.5558 0.0241 0.022 0.0317 0.0497 0.0573 0.0743
1000 0.0069 4.6808 1.291 0.3482 0.019 0.0161 0.023 0.0348 0.0392 0.0479
2500 0.0044 3.6548 0.7437 0.1752 0.0139 0.0107 0.0151 0.0226 0.0253 0.0304
27 50 2.215 3.836 3.471 1.3124 2.099 2.711 4.3733 7.1095 8.1403 10.2479
100 1.3752 3.3436 2.8594 0.9566 1.8337 2.0811 3.2126 5.0837 5.7581 7.0415
500 0.2128 1.9159 1.7493 0.4465 1.0918 0.9606 1.4907 2.3322 2.6353 3.1979
1000 0.1799 1.5124 1.3987 0.3175 0.8603 0.6857 1.0679 1.6538 1.8672 2.2656
2500 0.1433 1.2199 1.0283 0.2003 0.6001 0.4516 0.6639 1.0169 1.1477 1.3959
28 50 0.0729 0.2413 0.1782 0.0689 0.0821 0.1056 0.1785 0.3265 0.3853 0.503
100 0.0419 0.2174 0.1404 0.0486 0.0629 0.0709 0.1154 0.2061 0.2429 0.316
500 0.0146 0.1329 0.0787 0.0211 0.0302 0.027 0.042 0.0716 0.0832 0.1064
1000 0.0089 0.0662 0.0615 0.0147 0.0214 0.0176 0.0269 0.0452 0.0524 0.0665
2500 0.0051 0.0262 0.0441 0.0091 0.0139 0.0102 0.0154 0.0253 0.0291 0.0366
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3.4. Simulationstudie
Tabelle 3.8.: Simulationsergebnisse fu¨r Dichtescha¨tzung mit Gaußkern (alternative GoF-Tests) – L1-Risiko
fu¨r die Dichten 1-14.
Dichte n Kuip .5 Kuip .9 Kuip .95 Kuip .99 CvM V CvM .5 CvM .9 CvM .95 CvM .99
1 50 0.3627 0.4803 0.5184 0.5884 0.2568 0.3832 0.6123 0.6899 0.8534
100 0.2467 0.3258 0.3536 0.4038 0.2132 0.3056 0.4772 0.532 0.6445
500 0.1239 0.1419 0.1495 0.1663 0.1332 0.1736 0.2721 0.3063 0.3661
1000 0.0949 0.104 0.1078 0.1167 0.1063 0.1348 0.2032 0.2296 0.2858
2500 0.0696 0.0727 0.0745 0.0789 0.08 0.0991 0.1431 0.1593 0.1956
2 50 0.3827 0.4609 0.4888 0.5455 0.3428 0.4013 0.5706 0.6398 0.7898
100 0.2818 0.3261 0.3439 0.3804 0.2704 0.31 0.4304 0.4792 0.5828
500 0.1583 0.1645 0.1689 0.1792 0.1589 0.1735 0.227 0.249 0.2962
1000 0.1282 0.1295 0.131 0.1362 0.1288 0.1379 0.177 0.1935 0.2266
2500 0.0931 0.092 0.0926 0.0947 0.0922 0.099 0.122 0.1309 0.1525
3 50 0.2735 0.3867 0.426 0.4988 0.1997 0.2568 0.452 0.5262 0.6856
100 0.1867 0.2541 0.2787 0.3277 0.1527 0.1874 0.3178 0.3694 0.4786
500 0.0855 0.1078 0.1175 0.1373 0.0792 0.0907 0.1432 0.1651 0.2129
1000 0.0642 0.0771 0.0831 0.0957 0.0609 0.0677 0.1015 0.1164 0.1494
2500 0.0441 0.0516 0.0552 0.0624 0.0429 0.0469 0.0676 0.0766 0.0973
4 50 0.2972 0.3949 0.4307 0.4981 0.2521 0.2844 0.4411 0.5061 0.65
100 0.2272 0.2801 0.3016 0.3442 0.2056 0.2288 0.3286 0.3711 0.466
500 0.1163 0.1329 0.1407 0.157 0.1128 0.12 0.1604 0.1783 0.2186
1000 0.0874 0.0969 0.1018 0.1121 0.0864 0.0898 0.1163 0.1285 0.1561
2500 0.0616 0.0662 0.0687 0.0745 0.0613 0.063 0.0785 0.086 0.1036
5 50 0.2657 0.37 0.4073 0.4785 0.2104 0.2508 0.4297 0.5009 0.6542
100 0.1924 0.2523 0.2764 0.3238 0.1643 0.1872 0.3045 0.3526 0.4568
500 0.0876 0.1082 0.1173 0.1359 0.0831 0.0906 0.1378 0.1579 0.2019
1000 0.0669 0.0797 0.0856 0.0981 0.0646 0.0691 0.1003 0.1142 0.1448
2500 0.0471 0.0544 0.0579 0.0652 0.0463 0.0483 0.0669 0.0753 0.0943
6 50 0.4352 0.5212 0.5507 0.6075 0.3863 0.427 0.5784 0.638 0.7678
100 0.3391 0.3926 0.4125 0.4513 0.3204 0.3458 0.4513 0.4936 0.5859
500 0.2013 0.2179 0.2255 0.2408 0.1987 0.2075 0.2522 0.2708 0.3115
1000 0.1602 0.1713 0.1766 0.1875 0.1585 0.1643 0.197 0.2107 0.2407
2500 0.1231 0.1285 0.1311 0.1368 0.1229 0.1259 0.1436 0.1514 0.1694
7 50 0.2859 0.3918 0.4296 0.501 0.2222 0.272 0.4546 0.5262 0.6814
100 0.2029 0.2652 0.2885 0.3338 0.1711 0.2034 0.3237 0.3722 0.4772
500 0.0964 0.1181 0.1273 0.1458 0.0893 0.1019 0.1509 0.171 0.2152
1000 0.0727 0.0873 0.0933 0.1055 0.0683 0.0766 0.1102 0.1241 0.1545
2500 0.0505 0.0594 0.0632 0.0707 0.0483 0.0535 0.0745 0.0831 0.1021
8 50 0.4083 0.4925 0.5295 0.596 0.3834 0.4398 0.6462 0.7054 0.8546
100 0.3127 0.3527 0.3709 0.4083 0.3103 0.3568 0.5179 0.5755 0.6644
500 0.2321 0.2133 0.2119 0.2136 0.2121 0.221 0.2831 0.3091 0.3679
1000 0.2122 0.1844 0.18 0.1767 0.1772 0.1795 0.2166 0.2335 0.2726
2500 0.1953 0.1624 0.1561 0.1476 0.1426 0.1423 0.1639 0.1733 0.1995
9 50 0.7351 0.7783 0.7919 0.8196 0.7211 0.765 0.8704 0.9171 1.0369
100 0.6145 0.6322 0.6403 0.6563 0.6135 0.6335 0.7143 0.7533 0.8374
500 0.4532 0.4417 0.4404 0.4431 0.4433 0.4451 0.4758 0.4904 0.5284
1000 0.4094 0.3877 0.3841 0.3826 0.3869 0.3826 0.3964 0.4053 0.4268
2500 0.3752 0.3505 0.3457 0.3391 0.3434 0.3274 0.3252 0.3294 0.3435
10 50 0.6926 0.7377 0.7585 0.8003 0.6756 0.6955 0.8057 0.8553 0.9715
100 0.6086 0.6303 0.6408 0.6639 0.6051 0.6134 0.6806 0.7121 0.784
500 0.439 0.4349 0.4358 0.4401 0.4398 0.4342 0.4552 0.4681 0.4991
1000 0.3759 0.3696 0.3698 0.3727 0.3769 0.3693 0.3841 0.3924 0.4132
2500 0.3033 0.297 0.2966 0.2971 0.303 0.2966 0.3037 0.3084 0.3205
11 50 0.2675 0.3743 0.4119 0.4827 0.1993 0.2439 0.4266 0.4989 0.6554
100 0.1841 0.2531 0.2796 0.33 0.147 0.1793 0.3065 0.3557 0.4613
500 0.0837 0.1067 0.1168 0.1372 0.0778 0.0871 0.1385 0.1596 0.2047
1000 0.0622 0.0778 0.0846 0.0982 0.0587 0.0651 0.1 0.1146 0.1459
2500 0.0442 0.0532 0.0572 0.0653 0.0423 0.0461 0.0671 0.076 0.0956
12 50 0.4022 0.4808 0.5103 0.5698 0.3537 0.4105 0.583 0.6491 0.7929
100 0.2887 0.3361 0.355 0.3927 0.27 0.3079 0.4282 0.4761 0.5779
500 0.1574 0.1703 0.1761 0.1884 0.1554 0.1694 0.2145 0.2335 0.2747
1000 0.1218 0.1287 0.132 0.1395 0.1213 0.13 0.1627 0.1765 0.2076
2500 0.0883 0.0919 0.0939 0.0979 0.0884 0.0942 0.1137 0.1216 0.141
13 50 0.5037 0.5904 0.6228 0.6851 0.4538 0.5347 0.7419 0.8002 0.871
100 0.3823 0.4376 0.4581 0.4981 0.3682 0.4255 0.579 0.6386 0.7578
500 0.2222 0.2362 0.2425 0.2558 0.2302 0.2602 0.3324 0.3591 0.416
1000 0.1799 0.1874 0.1912 0.1994 0.1894 0.2136 0.2686 0.2885 0.3302
2500 0.1348 0.137 0.1388 0.143 0.1433 0.1614 0.2003 0.2141 0.2431
14 50 1.09 0.8228 0.7606 0.7162 1.1721 0.8077 0.6706 0.6874 0.7155
100 1.5522 1.2288 1.0856 0.8935 1.4383 0.9876 0.5996 0.5953 0.6492
500 1.0573 1.2415 1.2258 1.3772 1.4041 1.6554 0.9258 0.7232 0.5261
1000 0.9159 0.9809 1.1108 1.0857 1.1563 1.6532 1.3228 1.0652 0.6756
2500 0.9226 0.9226 0.9226 0.9226 0.9898 1.1319 1.6482 1.788 1.2767
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3. Dichtescha¨tzung I: Kerndichtescha¨tzung
Tabelle 3.9.: Simulationsergebnisse fu¨r Dichtescha¨tzung mit Gaußkern (alternative GoF-Tests) – L1-Risiko
fu¨r die Dichten 15-28.
Dichte n Kuip .5 Kuip .9 Kuip .95 Kuip .99 CvM V CvM .5 CvM .9 CvM .95 CvM .99
15 50 0.3897 0.4625 0.4924 0.5524 0.3477 0.4102 0.5786 0.6433 0.7889
100 0.2897 0.3364 0.3561 0.3948 0.2806 0.3284 0.4599 0.5084 0.6063
500 0.1631 0.1704 0.1747 0.1846 0.1668 0.186 0.2444 0.2691 0.3181
1000 0.1324 0.1337 0.1364 0.1414 0.1339 0.1483 0.1894 0.2049 0.2403
2500 0.1016 0.0987 0.0989 0.1007 0.0996 0.1095 0.1393 0.1507 0.1734
16 50 0.258 0.3618 0.4007 0.4748 0.1838 0.2311 0.4132 0.4863 0.6469
100 0.1759 0.2421 0.2682 0.3187 0.1438 0.1708 0.2909 0.3397 0.4458
500 0.0806 0.1017 0.1109 0.129 0.0745 0.0818 0.1239 0.143 0.1876
1000 0.0618 0.0743 0.0798 0.0917 0.0585 0.0628 0.0879 0.0999 0.1279
2500 0.0432 0.0499 0.0528 0.0592 0.0419 0.0437 0.0566 0.0628 0.0781
17 50 0.2755 0.3865 0.4246 0.4969 0.1864 0.2537 0.4513 0.5266 0.6896
100 0.1854 0.2626 0.2898 0.3398 0.1406 0.1853 0.3307 0.3821 0.4908
500 0.0823 0.1092 0.12 0.1419 0.0731 0.0894 0.1525 0.1775 0.2287
1000 0.0611 0.0761 0.0831 0.0972 0.0569 0.0662 0.1075 0.125 0.1618
2500 0.0425 0.0495 0.0527 0.0596 0.041 0.0456 0.0681 0.0785 0.1012
18 50 0.5181 0.5399 0.5552 0.5985 0.5228 0.5247 0.6542 0.7167 0.8499
100 0.4462 0.4464 0.4551 0.4749 0.4451 0.4497 0.5374 0.5734 0.6632
500 0.3623 0.3124 0.3049 0.2967 0.3083 0.2923 0.3248 0.3406 0.3862
1000 0.3413 0.2875 0.2761 0.2613 0.2651 0.2492 0.2622 0.2714 0.3014
2500 0.3253 0.2641 0.251 0.2318 0.2178 0.1938 0.1946 0.2002 0.2167
19 50 0.8167 0.7674 0.764 0.7767 0.8904 0.784 0.7791 0.808 0.8812
100 0.8307 0.7234 0.7046 0.679 0.8501 0.728 0.6662 0.6766 0.7246
500 0.9199 0.7429 0.7038 0.6449 0.7752 0.6314 0.5281 0.5158 0.5092
1000 0.9667 0.7827 0.7379 0.6717 0.7528 0.6024 0.4873 0.4704 0.4536
2500 1.0395 0.8543 0.8029 0.7207 0.7235 0.5672 0.4433 0.4224 0.3961
20 50 0.7518 0.8112 0.8328 0.8691 0.7397 0.7838 0.9237 0.9723 1.0823
100 0.6582 0.6739 0.6842 0.7044 0.6542 0.6786 0.7554 0.7918 0.8741
500 0.5015 0.4862 0.4839 0.4824 0.4919 0.4825 0.5028 0.5165 0.5486
1000 0.4581 0.4354 0.4319 0.428 0.4388 0.4269 0.4368 0.4446 0.4664
2500 0.3798 0.3599 0.3566 0.3534 0.3597 0.3505 0.3485 0.352 0.3632
21 50 0.5266 0.7342 0.8089 0.9444 0.3902 0.542 0.9042 1.0293 1.3117
100 0.3528 0.4667 0.5127 0.6039 0.3041 0.4057 0.6703 0.7627 0.9493
500 0.1633 0.1946 0.2059 0.2281 0.1587 0.2014 0.3136 0.36 0.4604
1000 0.1229 0.1427 0.15 0.1641 0.1218 0.1506 0.2229 0.2528 0.3215
2500 0.0797 0.0915 0.0958 0.1042 0.0797 0.0972 0.1406 0.1579 0.1969
22 50 0.3104 0.4118 0.448 0.5171 0.2338 0.3042 0.5012 0.5758 0.7347
100 0.2328 0.2938 0.3159 0.3591 0.1919 0.2462 0.3784 0.429 0.5378
500 0.1255 0.1578 0.1691 0.189 0.1121 0.1444 0.2148 0.2373 0.2809
1000 0.0936 0.118 0.1267 0.1431 0.0849 0.11 0.167 0.1862 0.2225
2500 0.0631 0.0778 0.0833 0.094 0.0595 0.0752 0.1139 0.128 0.1567
23 50 0.4564 0.5255 0.5506 0.5995 0.4051 0.4546 0.5912 0.6455 0.775
100 0.4006 0.4425 0.4573 0.4863 0.3768 0.4126 0.5008 0.5339 0.6084
500 0.3243 0.3509 0.3567 0.3673 0.2773 0.3484 0.3944 0.409 0.4385
1000 0.2684 0.3193 0.3278 0.3387 0.213 0.3038 0.3639 0.3756 0.3983
2500 0.1829 0.2443 0.2613 0.286 0.1427 0.2091 0.3197 0.3364 0.3576
24 50 0.7275 0.8668 0.9001 0.9527 0.5334 0.71 0.9608 1.0153 1.1189
100 0.5697 0.7024 0.7428 0.8047 0.4387 0.5847 0.8277 0.8899 0.9833
500 0.332 0.4161 0.4425 0.4897 0.28 0.3623 0.5133 0.5613 0.6508
1000 0.2572 0.3241 0.3457 0.3845 0.2282 0.2918 0.4116 0.45 0.5256
2500 0.1813 0.2245 0.2395 0.2689 0.1721 0.2198 0.3091 0.338 0.3946
25 50 0.5101 0.6124 0.6436 0.7025 0.4169 0.4932 0.6666 0.7258 0.854
100 0.4 0.4879 0.5137 0.5611 0.364 0.4209 0.5523 0.5952 0.6826
500 0.2107 0.2317 0.2399 0.2565 0.2333 0.2777 0.3625 0.3918 0.451
1000 0.1654 0.1773 0.1825 0.193 0.1886 0.2254 0.2968 0.3208 0.3707
2500 0.1222 0.1267 0.1292 0.1345 0.1419 0.1687 0.2221 0.2401 0.2764
26 50 0.7593 0.9929 1.1041 1.2972 0.6672 0.8548 1.3918 1.596 1.8927
100 0.5607 0.6663 0.7042 0.782 0.5244 0.6716 1.0638 1.211 1.4699
500 0.3001 0.3403 0.3555 0.3849 0.3143 0.3765 0.5222 0.5795 0.7111
1000 0.2367 0.2593 0.2684 0.2873 0.2552 0.2989 0.3984 0.436 0.5193
2500 0.1702 0.1824 0.1876 0.1981 0.1897 0.22 0.2846 0.3077 0.3573
27 50 0.6895 0.7666 0.7894 0.832 0.599 0.7061 0.8505 0.8999 1.0108
100 0.6027 0.668 0.6886 0.722 0.5694 0.6499 0.77 0.8034 0.8736
500 0.5182 0.5336 0.5389 0.5504 0.4734 0.5464 0.6279 0.6577 0.7026
1000 0.4817 0.516 0.5202 0.5267 0.3504 0.5149 0.5814 0.6017 0.6448
2500 0.3423 0.449 0.469 0.4913 0.2243 0.353 0.5281 0.545 0.576
28 50 0.4523 0.5786 0.6102 0.6601 0.3737 0.5266 0.7395 0.812 0.9714
100 0.3148 0.3879 0.417 0.4775 0.3042 0.4145 0.6292 0.6754 0.7716
500 0.1678 0.181 0.1868 0.199 0.1859 0.2323 0.3506 0.3989 0.5052
1000 0.1329 0.1376 0.1403 0.1474 0.148 0.1778 0.2582 0.2909 0.3616
2500 0.1024 0.1011 0.1017 0.1037 0.1105 0.1319 0.1803 0.2001 0.24
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3.4. Simulationstudie
Tabelle 3.10.: Simulationsergebnisse fu¨r Dichtescha¨tzung mit Gaußkern (alternative GoF-Tests) – gewa¨hlte
Bandbreiten fu¨r die Dichten 1-14.
Dichte n Kuip .5 Kuip .9 Kuip .95 Kuip .99 CvM V CvM .5 CvM .9 CvM .95 CvM .99
1 50 0.2278 0.3018 0.3257 0.3702 0.1455 0.2367 0.3877 0.4393 0.5579
100 0.158 0.2091 0.2257 0.2562 0.1256 0.1928 0.3013 0.336 0.4084
500 0.0717 0.0942 0.1016 0.1151 0.0833 0.1197 0.1783 0.1966 0.2323
1000 0.05 0.066 0.0712 0.0807 0.0687 0.0971 0.1431 0.1575 0.1855
2500 0.0314 0.0415 0.0448 0.0508 0.0519 0.0724 0.1059 0.1165 0.1371
2 50 0.3758 0.5429 0.6011 0.7187 0.2534 0.4208 0.773 0.9164 1.2669
100 0.248 0.3505 0.3855 0.452 0.2041 0.3175 0.5396 0.6226 0.8112
500 0.1057 0.1462 0.1598 0.1853 0.119 0.173 0.2708 0.3042 0.3742
1000 0.0768 0.1055 0.115 0.1325 0.0957 0.136 0.2082 0.2324 0.2825
2500 0.0498 0.0681 0.0741 0.0853 0.0714 0.0995 0.149 0.1654 0.1988
3 50 0.5237 0.6985 0.7552 0.8616 0.32 0.4931 0.7935 0.9036 1.1626
100 0.3923 0.5134 0.5509 0.6209 0.2762 0.4013 0.6079 0.6782 0.8305
500 0.2393 0.3039 0.3233 0.3579 0.1926 0.2614 0.3674 0.4007 0.467
1000 0.2006 0.251 0.2661 0.2926 0.1659 0.2204 0.3037 0.3294 0.3801
2500 0.1572 0.1952 0.2063 0.2258 0.1343 0.1757 0.2386 0.2577 0.2948
4 50 0.8736 1.2339 1.3539 1.5818 0.5322 0.8212 1.3851 1.6041 2.1313
100 0.6444 0.8693 0.9436 1.0826 0.4511 0.6579 1.0316 1.1659 1.4646
500 0.3497 0.4583 0.4925 0.5541 0.2844 0.3896 0.5663 0.6244 0.7438
1000 0.2788 0.3607 0.3861 0.4315 0.2324 0.3133 0.4474 0.4907 0.5781
2500 0.2083 0.2675 0.2856 0.3179 0.1821 0.2412 0.3378 0.3685 0.4294
5 50 1.3633 1.8193 1.9701 2.2594 0.8394 1.2796 2.0595 2.352 3.0477
100 1.0244 1.348 1.4515 1.6405 0.7134 1.03 1.5652 1.7505 2.156
500 0.6101 0.7811 0.8318 0.9219 0.4871 0.6602 0.9311 1.0169 1.1893
1000 0.5096 0.6431 0.6828 0.7532 0.4181 0.5547 0.7666 0.8325 0.963
2500 0.4062 0.5066 0.5363 0.5883 0.3379 0.4414 0.6003 0.6489 0.7437
6 50 1.2365 1.7528 1.9293 2.2873 0.7606 1.1764 2.0881 2.4779 3.4923
100 0.8548 1.1754 1.2809 1.4817 0.6193 0.9092 1.4791 1.6987 2.2155
500 0.4783 0.6168 0.6601 0.7385 0.4032 0.5456 0.7911 0.8741 1.0487
1000 0.3864 0.4919 0.5245 0.5826 0.3352 0.4448 0.6282 0.6883 0.8113
2500 0.2942 0.3696 0.3923 0.4327 0.2636 0.3436 0.4733 0.5145 0.5971
7 50 0.8993 1.2162 1.3213 1.5224 0.5497 0.8486 1.391 1.5943 2.0775
100 0.6675 0.8807 0.9485 1.0735 0.4703 0.6834 1.0482 1.1752 1.4538
500 0.3983 0.5105 0.5443 0.6047 0.3237 0.4388 0.6201 0.6776 0.7938
1000 0.3346 0.4213 0.4471 0.4927 0.2776 0.3684 0.5097 0.5537 0.6411
2500 0.2643 0.3297 0.3491 0.383 0.2244 0.2932 0.3989 0.4313 0.4946
8 50 0.1149 0.1892 0.2157 0.27 0.0783 0.1504 0.3184 0.3813 0.517
100 0.0571 0.0972 0.1126 0.1427 0.0542 0.1026 0.2111 0.2526 0.3416
500 0.0113 0.0199 0.0232 0.0298 0.021 0.0382 0.078 0.0934 0.1274
1000 0.0055 0.0096 0.0112 0.0146 0.0132 0.0242 0.0495 0.0593 0.0811
2500 0.0022 0.0038 0.0045 0.0058 0.0072 0.0129 0.0266 0.032 0.0439
9 50 1.2826 2.1075 2.451 3.1721 0.9292 1.7208 4.2863 5.7323 10.6233
100 0.7198 1.1108 1.2548 1.5496 0.6594 1.1324 2.3845 2.973 4.5776
500 0.2552 0.363 0.4009 0.474 0.3228 0.492 0.8588 1.0021 1.3317
1000 0.172 0.2416 0.2655 0.3107 0.2413 0.358 0.5963 0.6854 0.8839
2500 0.1057 0.1456 0.159 0.1843 0.1658 0.2394 0.3833 0.4349 0.5458
10 50 2.8064 4.4434 5.1116 6.5306 1.7122 2.9521 6.6081 8.5705 14.8637
100 1.6677 2.5385 2.867 3.5185 1.2504 2.0232 3.9556 4.8156 7.0656
500 0.71 0.9661 1.0532 1.2199 0.6518 0.9409 1.5347 1.759 2.2659
1000 0.5292 0.7065 0.7646 0.8713 0.5091 0.7136 1.1117 1.256 1.5713
2500 0.3739 0.4855 0.5215 0.5878 0.3746 0.5111 0.7637 0.8514 1.0366
11 50 0.8313 1.0973 1.1839 1.3477 0.509 0.767 1.2196 1.3872 1.7826
100 0.6306 0.8248 0.8869 0.9997 0.4373 0.6296 0.9471 1.0554 1.2902
500 0.3816 0.4854 0.5164 0.5715 0.3036 0.4102 0.5753 0.627 0.7303
1000 0.3183 0.4015 0.4263 0.4695 0.2602 0.3452 0.4757 0.5159 0.595
2500 0.2536 0.3163 0.3347 0.3669 0.2114 0.2759 0.3743 0.4042 0.4623
12 50 0.5253 0.7357 0.8111 0.9647 0.3424 0.5472 0.9974 1.1892 1.6757
100 0.3498 0.4788 0.522 0.6048 0.2717 0.4098 0.6848 0.7907 1.0383
500 0.1848 0.2399 0.2578 0.2908 0.1716 0.2369 0.353 0.3928 0.4771
1000 0.1437 0.1843 0.1971 0.2205 0.1409 0.1904 0.276 0.3046 0.3638
2500 0.1073 0.1352 0.144 0.1597 0.1102 0.1458 0.2055 0.225 0.2643
13 50 0.4819 0.6989 0.7929 1.0237 0.3428 0.5578 1.2474 1.6116 2.5417
100 0.3167 0.4248 0.4619 0.5353 0.2706 0.4029 0.7116 0.8618 1.2834
500 0.1399 0.1845 0.199 0.2258 0.1659 0.2326 0.3461 0.3846 0.4679
1000 0.0977 0.1295 0.1398 0.1588 0.1344 0.1863 0.2728 0.3006 0.3574
2500 0.0619 0.0819 0.0884 0.1004 0.101 0.1385 0.201 0.2207 0.2599
14 50 0.0039 0.0131 0.0179 0.03 0.0017 0.0073 0.0324 0.0444 0.0728
100 1e-04 6e-04 0.0011 0.0025 2e-04 0.0012 0.0104 0.0163 0.033
500 0 0 0 0 0 0 2e-04 4e-04 0.0015
1000 0 0 0 0 0 0 0 0 2e-04
2500 0 0 0 0 0.0123 0 0 0 0
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Tabelle 3.11.: Simulationsergebnisse fu¨r Dichtescha¨tzung mit Gaußkern (alternative GoF-Tests) – gewa¨hlte
Bandbreiten fu¨r die Dichten 15-28.
Dichte n Kuip .5 Kuip .9 Kuip .95 Kuip .99 CvM V CvM .5 CvM .9 CvM .95 CvM .99
15 50 0.1078 0.1568 0.1743 0.2082 0.0717 0.122 0.2228 0.2618 0.3539
100 0.0644 0.0957 0.1066 0.1274 0.0554 0.0909 0.1598 0.1845 0.239
500 0.0223 0.0324 0.036 0.0429 0.0284 0.0436 0.0729 0.0831 0.1047
1000 0.0147 0.0213 0.0236 0.0279 0.0215 0.0324 0.0532 0.0604 0.0755
2500 0.0087 0.0125 0.0138 0.0162 0.0149 0.022 0.0355 0.0401 0.0497
16 50 0.3596 0.4712 0.5086 0.579 0.2176 0.3297 0.5207 0.5904 0.7538
100 0.2744 0.3574 0.3837 0.4317 0.187 0.2704 0.4059 0.4515 0.5494
500 0.1705 0.2176 0.2315 0.2558 0.1314 0.1781 0.25 0.2724 0.3168
1000 0.1413 0.1803 0.1917 0.2117 0.1113 0.149 0.2063 0.2239 0.2582
2500 0.1127 0.1426 0.1513 0.1664 0.0897 0.118 0.1611 0.1743 0.1997
17 50 0.1989 0.2586 0.2781 0.3149 0.1212 0.1852 0.2926 0.3311 0.4209
100 0.1539 0.1973 0.211 0.2358 0.1064 0.1547 0.2314 0.2567 0.3109
500 0.0954 0.1193 0.1264 0.139 0.0766 0.1037 0.1446 0.1572 0.1821
1000 0.0797 0.0983 0.1039 0.1137 0.0658 0.0874 0.12 0.1299 0.1493
2500 0.0622 0.076 0.0801 0.0874 0.0535 0.0699 0.0946 0.1021 0.1165
18 50 0.195 0.3257 0.3752 0.4862 0.1388 0.2711 0.6313 0.795 1.2102
100 0.0946 0.1621 0.1871 0.2368 0.0932 0.1758 0.3763 0.4622 0.6728
500 0.0167 0.03 0.035 0.0448 0.0322 0.0593 0.1251 0.1513 0.2109
1000 0.0085 0.0148 0.0172 0.0223 0.0204 0.0372 0.0777 0.0938 0.1304
2500 0.0034 0.0059 0.0069 0.009 0.0113 0.0204 0.0419 0.0504 0.0697
19 50 0.1319 0.2963 0.3749 0.561 0.0705 0.1803 0.6048 0.8311 1.4732
100 0.0428 0.0982 0.1219 0.1754 0.0356 0.0858 0.2631 0.3555 0.6132
500 0.0037 0.009 0.0112 0.0163 0.0073 0.0174 0.051 0.0673 0.1092
1000 0.0014 0.0031 0.0039 0.0057 0.0036 0.0086 0.0256 0.0337 0.0545
2500 3e-04 8e-04 0.001 0.0015 0.0014 0.0035 0.0103 0.0136 0.0219
20 50 0.8479 1.4498 1.6837 2.2402 0.6077 1.1887 3.2074 4.3831 8.2731
100 0.4609 0.7197 0.822 1.0392 0.4204 0.7411 1.6538 2.101 3.3582
500 0.1667 0.2303 0.2526 0.2971 0.1961 0.2987 0.5339 0.6291 0.8542
1000 0.1171 0.1588 0.1731 0.1998 0.1466 0.2153 0.3631 0.42 0.5487
2500 0.0813 0.1066 0.1149 0.1304 0.1057 0.1488 0.2345 0.2658 0.3343
21 50 0.8063 1.3061 1.5157 1.9739 0.4695 0.8316 1.8156 2.3193 4.223
100 0.4813 0.7184 0.8122 1.0079 0.3622 0.5878 1.1448 1.3786 1.9714
500 0.219 0.2817 0.3021 0.3411 0.2084 0.294 0.4786 0.5523 0.7215
1000 0.1714 0.2152 0.2291 0.2546 0.1691 0.2302 0.3504 0.3957 0.4987
2500 0.1303 0.1603 0.1694 0.1859 0.1307 0.1723 0.2467 0.2726 0.3281
22 50 0.8508 1.1549 1.2503 1.4287 0.5146 0.8323 1.3885 1.582 2.0286
100 0.6239 0.8314 0.8986 1.0217 0.4414 0.676 1.0746 1.2042 1.4766
500 0.3448 0.4504 0.4842 0.543 0.2901 0.4099 0.6213 0.6893 0.8226
1000 0.2754 0.3545 0.3796 0.425 0.2408 0.331 0.4904 0.5428 0.6472
2500 0.2062 0.2597 0.2764 0.3068 0.1883 0.2512 0.3594 0.3951 0.4678
23 50 0.679 0.899 0.9716 1.1081 0.4197 0.6733 1.086 1.2337 1.5794
100 0.4866 0.6506 0.7003 0.7914 0.3382 0.5392 0.8355 0.9318 1.1373
500 0.2185 0.3116 0.3381 0.3849 0.1538 0.2981 0.4926 0.5449 0.6447
1000 0.1527 0.2192 0.2402 0.2771 0.1139 0.1928 0.381 0.4272 0.5106
2500 0.1032 0.1392 0.152 0.1754 0.0826 0.1174 0.2314 0.2817 0.3626
24 50 0.8968 1.3995 1.5657 1.8576 0.4571 0.843 1.9061 2.2633 3.0064
100 0.5514 0.8263 0.9336 1.1303 0.3493 0.5726 1.2109 1.4923 2.0484
500 0.2595 0.3533 0.3846 0.4433 0.2007 0.2925 0.4734 0.5419 0.7028
1000 0.1904 0.2587 0.2807 0.3213 0.158 0.2254 0.3508 0.3951 0.491
2500 0.1262 0.1679 0.1819 0.2091 0.1168 0.1633 0.2465 0.2745 0.3328
25 50 0.3519 0.4988 0.5414 0.6215 0.1814 0.3343 0.5734 0.6535 0.8374
100 0.1925 0.3393 0.376 0.44 0.1289 0.239 0.4296 0.4851 0.5987
500 0.0489 0.0679 0.0745 0.0876 0.069 0.1052 0.1966 0.2349 0.3081
1000 0.033 0.0453 0.0494 0.0573 0.0539 0.0792 0.1324 0.155 0.2098
2500 0.0194 0.0265 0.0289 0.0334 0.0388 0.0557 0.087 0.0982 0.1236
26 50 0.1699 0.6094 0.8986 1.5876 0.0857 0.3083 1.859 4.3628 17.0524
100 0.0636 0.1103 0.1385 0.2168 0.0537 0.112 0.7196 1.0839 2.2899
500 0.026 0.0347 0.0377 0.0432 0.0293 0.0417 0.0732 0.0905 0.1589
1000 0.0183 0.0245 0.0265 0.0302 0.0234 0.0323 0.0501 0.0574 0.0768
2500 0.0118 0.0157 0.017 0.0193 0.0174 0.0237 0.0346 0.0384 0.0466
27 50 4.3593 5.8525 6.3283 7.2153 2.7834 4.6309 7.6119 8.6331 10.9809
100 2.9606 4.0041 4.3362 4.9469 2.2579 3.7235 5.9305 6.6284 8.0791
500 1.2082 1.6728 1.8178 2.0852 0.7686 1.9857 3.3898 3.7861 4.544
1000 0.8096 1.1547 1.2567 1.4446 0.4986 1.1411 2.5694 2.91 3.5405
2500 0.4951 0.6925 0.7585 0.8718 0.352 0.5093 1.4981 1.8598 2.4307
28 50 0.1849 0.2646 0.2917 0.3429 0.1279 0.2269 0.4241 0.4884 0.6296
100 0.1073 0.1537 0.1699 0.2013 0.0979 0.1671 0.3097 0.3587 0.4539
500 0.0336 0.0477 0.0526 0.0619 0.0518 0.0812 0.1407 0.1627 0.2104
1000 0.021 0.0297 0.0327 0.0384 0.0387 0.0595 0.1008 0.1157 0.1478
2500 0.0117 0.0164 0.018 0.0211 0.0266 0.0398 0.0657 0.0749 0.0942
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3.4. Simulationstudie
Tabelle 3.12.: Simulationsergebnisse fu¨r Dichtescha¨tzung mit Gaußkern (weitere Varianten) – L1-Risiko
fu¨r die Dichten 1-14.
Dichte n LIL LIL 2.1 L2NR L1NR kLIL kLIL 2.1 kL2NR kL1NR CvM LIL
1 50 0.3659 0.8835 0.6119 1.7675 0.4896 1.021 0.2686 0.4147 0.5525
100 0.2834 0.666 0.3712 1.1764 0.3531 0.7476 0.2149 0.3507 0.4545
500 0.1476 0.3335 0.1436 0.303 0.1603 0.3589 0.1252 0.1975 0.2792
1000 0.1093 0.2268 0.1088 0.1895 0.1157 0.2458 0.1 0.1442 0.2134
2500 0.0773 0.1393 0.0807 0.1148 0.0796 0.1457 0.0768 0.1015 0.1533
2 50 0.3597 0.6775 0.8087 1.7557 0.4676 0.9754 0.3995 0.5749 0.5217
100 0.275 0.4805 0.5151 1.3086 0.3436 0.6989 0.3214 0.4896 0.411
500 0.158 0.2177 0.2402 0.4501 0.1755 0.3241 0.1998 0.2991 0.2309
1000 0.1281 0.1577 0.191 0.3042 0.1355 0.2356 0.1635 0.2352 0.1837
2500 0.0922 0.1051 0.1417 0.2027 0.0951 0.1483 0.1194 0.1721 0.1275
3 50 0.2697 0.7794 0.6745 1.7622 0.3962 0.9498 0.2859 0.4635 0.3967
100 0.2069 0.5585 0.4292 1.2316 0.2782 0.6845 0.2262 0.4067 0.2975
500 0.1059 0.2646 0.1541 0.3637 0.1306 0.3248 0.1154 0.228 0.1474
1000 0.0782 0.1873 0.0977 0.2265 0.0944 0.234 0.0794 0.164 0.1073
2500 0.0533 0.1187 0.058 0.1271 0.0637 0.1515 0.0518 0.1009 0.0732
4 50 0.3056 0.8036 0.7999 1.7439 0.4034 0.9368 0.3481 0.5583 0.3939
100 0.2499 0.6029 0.5032 1.3166 0.3012 0.6813 0.2813 0.4765 0.312
500 0.1374 0.3032 0.1927 0.4556 0.1514 0.3283 0.1527 0.2814 0.1638
1000 0.1034 0.2239 0.1317 0.2875 0.111 0.2382 0.1127 0.2063 0.121
2500 0.0718 0.1492 0.0849 0.1688 0.0755 0.1578 0.0766 0.136 0.0831
5 50 0.2703 0.7937 0.7118 1.757 0.379 0.9297 0.3088 0.4994 0.3772
100 0.2207 0.592 0.4664 1.2538 0.276 0.6747 0.2539 0.4426 0.2853
500 0.113 0.2914 0.1742 0.4031 0.1296 0.3188 0.1304 0.2543 0.1416
1000 0.0878 0.2168 0.1111 0.2543 0.0968 0.2328 0.0906 0.1834 0.1057
2500 0.0621 0.1447 0.0664 0.1442 0.0664 0.1534 0.0588 0.1146 0.0721
6 50 0.4384 0.8543 0.8864 1.7771 0.5283 0.9791 0.4931 0.6885 0.5346
100 0.3644 0.681 0.641 1.3538 0.4122 0.7542 0.4173 0.614 0.4346
500 0.2227 0.3756 0.3046 0.5754 0.2356 0.3966 0.2502 0.4091 0.2557
1000 0.1788 0.2931 0.22 0.4112 0.1863 0.3059 0.1939 0.3155 0.2023
2500 0.1341 0.2038 0.152 0.2677 0.1378 0.2112 0.1408 0.2235 0.1484
7 50 0.2812 0.7631 0.7075 1.7537 0.4009 0.9456 0.3123 0.4933 0.4016
100 0.2215 0.5495 0.4605 1.2501 0.2881 0.684 0.2474 0.4363 0.3046
500 0.117 0.2664 0.1692 0.3907 0.1396 0.3259 0.1272 0.2482 0.1547
1000 0.0887 0.1915 0.1076 0.2473 0.1042 0.2355 0.0882 0.1797 0.1156
2500 0.062 0.126 0.0647 0.1394 0.072 0.156 0.0577 0.111 0.0799
8 50 0.3865 0.6838 1.0043 1.8032 0.5014 1.0085 0.5233 0.764 0.5993
100 0.3118 0.5064 0.8556 1.5444 0.3706 0.735 0.5077 0.7962 0.4928
500 0.2292 0.2353 0.6586 1.1908 0.212 0.3513 0.4317 0.787 0.2882
1000 0.2055 0.1807 0.6159 1.1512 0.1769 0.2411 0.4016 0.7708 0.2225
2500 0.1848 0.1405 0.5589 1.0638 0.1465 0.1643 0.3633 0.7367 0.1698
9 50 0.7261 0.9119 1.0883 1.7529 0.7815 1.1246 0.7874 0.9307 0.834
100 0.6136 0.7268 0.9054 1.4539 0.6402 0.8756 0.7113 0.8825 0.6985
500 0.45 0.4625 0.6238 0.8364 0.4412 0.5233 0.5576 0.6948 0.4786
1000 0.4054 0.3859 0.5563 0.6948 0.3826 0.4174 0.4994 0.6096 0.3998
2500 0.3703 0.3257 0.5111 0.6244 0.3381 0.3315 0.4592 0.5742 0.3276
10 50 0.6958 1.0202 1.0928 1.7156 0.7428 1.1262 0.7676 0.9484 0.7696
100 0.6163 0.8381 0.9323 1.4371 0.6406 0.8948 0.7131 0.9079 0.6686
500 0.436 0.5279 0.5867 0.8963 0.4383 0.5443 0.5303 0.6871 0.4576
1000 0.37 0.4317 0.4732 0.7044 0.3723 0.441 0.4428 0.5746 0.3873
2500 0.2968 0.3316 0.3676 0.5178 0.2973 0.3361 0.3515 0.4576 0.3066
11 50 0.2744 0.7952 0.7136 1.7595 0.3835 0.9332 0.2846 0.4823 0.373
100 0.2174 0.6057 0.4338 1.2446 0.2791 0.6864 0.2293 0.414 0.2867
500 0.1123 0.298 0.1493 0.384 0.1304 0.3248 0.1135 0.2345 0.1426
1000 0.0871 0.2192 0.0993 0.235 0.0968 0.2355 0.0812 0.1662 0.1057
2500 0.0618 0.1467 0.0603 0.1335 0.0667 0.1554 0.0539 0.1051 0.0726
12 50 0.3822 0.7185 0.8425 1.6473 0.4876 0.9749 0.4174 0.5962 0.5336
100 0.2895 0.518 0.5631 1.3171 0.3546 0.703 0.3302 0.5374 0.4092
500 0.1615 0.2407 0.2275 0.4991 0.1843 0.3287 0.1868 0.3218 0.218
1000 0.124 0.177 0.1611 0.3195 0.1387 0.2438 0.1421 0.2361 0.1681
2500 0.0896 0.1182 0.1074 0.1896 0.0986 0.1603 0.0988 0.1546 0.1185
13 50 0.5053 0.8879 0.932 1.7833 0.598 0.9505 0.5024 0.7061 0.6878
100 0.4063 0.7457 0.6624 1.3547 0.4577 0.8104 0.4134 0.6345 0.5558
500 0.2398 0.3881 0.2765 0.5816 0.2512 0.4108 0.2475 0.361 0.3376
1000 0.1925 0.2949 0.2189 0.3727 0.1985 0.3092 0.2024 0.2821 0.2765
2500 0.1412 0.202 0.1612 0.2307 0.1438 0.2091 0.1528 0.202 0.2089
14 50 1.0722 0.7725 1.0649 0.9271 0.8048 0.8677 1.29 1.1624 0.6682
100 1.3757 0.6727 1.0097 0.8362 1.088 0.7134 1.0826 1.0016 0.6121
500 1.2386 0.8642 0.76 0.5057 1.3632 0.7308 0.8394 0.5468 0.8811
1000 1.1399 1.5475 0.5466 0.4406 1.0881 1.4342 0.6039 0.4406 1.2128
2500 0.9226 1.3522 0.3943 0.3943 0.9226 1.4294 0.3943 0.3943 1.7299
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Tabelle 3.13.: Simulationsergebnisse fu¨r Dichtescha¨tzung mit Gaußkern (weitere Varianten) – L1-Risiko
fu¨r die Dichten 15-28.
Dichte n LIL LIL 2.1 L2NR L1NR kLIL kLIL 2.1 kL2NR kL1NR CvM LIL
15 50 0.3617 0.6697 0.7669 1.7741 0.4692 0.973 0.395 0.5461 0.5296
100 0.282 0.4855 0.5253 1.3536 0.3557 0.7132 0.3327 0.5034 0.4403
500 0.1625 0.2161 0.2653 0.482 0.1811 0.3341 0.2143 0.3198 0.2489
1000 0.1316 0.1601 0.2182 0.3357 0.1409 0.2358 0.1774 0.2628 0.1954
2500 0.1008 0.1108 0.1706 0.253 0.1011 0.1575 0.136 0.2023 0.1464
16 50 0.2694 0.7971 0.7057 1.781 0.3712 0.935 0.2625 0.462 0.3595
100 0.2099 0.6012 0.4009 1.2817 0.2677 0.6797 0.2106 0.3866 0.2714
500 0.1088 0.2942 0.1352 0.3489 0.1229 0.3187 0.1049 0.2088 0.1275
1000 0.0824 0.2113 0.0937 0.2192 0.0904 0.2288 0.078 0.1535 0.0925
2500 0.0567 0.1364 0.0585 0.1234 0.0603 0.1447 0.052 0.1001 0.0604
17 50 0.2802 0.8061 0.679 1.7717 0.3958 0.9463 0.2537 0.4363 0.395
100 0.2218 0.6067 0.3699 1.1706 0.2893 0.6906 0.1997 0.358 0.3097
500 0.1179 0.309 0.1308 0.3251 0.1344 0.3329 0.0992 0.1993 0.1574
1000 0.0874 0.2273 0.0856 0.2014 0.0958 0.2416 0.0709 0.1406 0.1143
2500 0.0571 0.1442 0.0521 0.1155 0.0608 0.1523 0.047 0.0914 0.0745
18 50 0.5224 0.6845 1.2024 1.7427 0.5428 0.9845 0.7276 0.9678 0.6113
100 0.4518 0.5304 1.0592 1.602 0.4549 0.7241 0.7091 0.9969 0.523
500 0.3548 0.2961 0.9048 1.3504 0.2987 0.3681 0.6649 1.008 0.328
1000 0.3295 0.2482 0.8507 1.2932 0.2624 0.2737 0.6209 0.9982 0.2659
2500 0.306 0.1991 0.8025 1.2413 0.2291 0.1943 0.574 0.9601 0.1977
19 50 0.8185 0.9283 1.6438 1.747 0.7658 1.0308 1.2968 1.5033 0.763
100 0.7662 0.7617 1.627 1.7283 0.7049 0.8206 1.3791 1.6076 0.6656
500 0.7119 0.5104 1.5905 1.7831 0.6628 0.5127 1.4551 1.7185 0.5243
1000 0.7189 0.4599 1.5986 1.781 0.6777 0.4555 1.4974 1.7249 0.4795
2500 0.7472 0.4241 1.5812 1.8075 0.7092 0.4155 1.5169 1.7754 0.4292
20 50 0.7417 0.962 1.1498 1.7394 0.8167 1.1594 0.8122 0.9706 0.8866
100 0.6569 0.7678 0.9008 1.434 0.684 0.9114 0.7233 0.8802 0.7415
500 0.4969 0.4946 0.6316 0.8777 0.4825 0.5446 0.5881 0.7017 0.5055
1000 0.4432 0.43 0.5844 0.7319 0.4283 0.4594 0.5519 0.6433 0.4398
2500 0.3697 0.3465 0.4794 0.5907 0.353 0.3564 0.4446 0.5468 0.3506
21 50 0.5598 1.4426 0.6906 1.7269 0.7522 1.5931 0.3557 0.4865 0.8078
100 0.4154 1.1168 0.4403 1.2232 0.5118 1.2046 0.2814 0.4208 0.6318
500 0.2029 0.4776 0.1817 0.4124 0.2206 0.5151 0.1534 0.257 0.3225
1000 0.1528 0.3168 0.1325 0.2654 0.1626 0.3352 0.1187 0.1874 0.2345
2500 0.1011 0.1949 0.0822 0.1501 0.1056 0.2036 0.0776 0.1202 0.1513
22 50 0.3001 0.7687 0.6798 1.7578 0.4205 0.9544 0.285 0.4491 0.4454
100 0.2473 0.571 0.4301 1.2493 0.3155 0.7026 0.2317 0.4108 0.3584
500 0.1474 0.2814 0.1429 0.3466 0.1826 0.3399 0.1166 0.2147 0.2193
1000 0.1113 0.2142 0.1006 0.2228 0.1414 0.2648 0.0867 0.1585 0.1747
2500 0.0768 0.148 0.0642 0.123 0.0957 0.1925 0.0594 0.0988 0.1227
23 50 0.4601 0.841 0.718 1.7314 0.5315 0.9806 0.41 0.5086 0.5523
100 0.4188 0.6609 0.453 1.279 0.4571 0.7333 0.3299 0.4354 0.4876
500 0.3539 0.451 0.1876 0.4078 0.3638 0.4667 0.1741 0.2546 0.3973
1000 0.3304 0.4027 0.1393 0.2566 0.3378 0.4115 0.1362 0.1897 0.3686
2500 0.2765 0.3568 0.0939 0.1508 0.2893 0.3616 0.0959 0.1226 0.3312
24 50 0.7401 1.1101 0.7072 1.7515 0.8753 1.2196 0.4312 0.5167 0.9114
100 0.6412 0.9807 0.4561 1.2409 0.7422 1.0563 0.3497 0.4371 0.7983
500 0.4357 0.7332 0.2087 0.3728 0.4744 0.7778 0.2093 0.2468 0.5229
1000 0.3561 0.6239 0.1686 0.242 0.3806 0.6469 0.1722 0.1895 0.427
2500 0.2596 0.488 0.1233 0.144 0.2737 0.5093 0.1262 0.1297 0.3273
25 50 0.5189 0.9552 0.7761 1.7991 0.62 1.0703 0.4103 0.544 0.6215
100 0.4411 0.7776 0.4973 1.3047 0.5133 0.846 0.3567 0.4762 0.534
500 0.2363 0.5373 0.2421 0.4061 0.2509 0.5644 0.2178 0.2871 0.3682
1000 0.1845 0.3148 0.1902 0.2808 0.1919 0.3864 0.1775 0.228 0.3063
2500 0.1326 0.2052 0.1413 0.1953 0.1354 0.2124 0.1348 0.174 0.2334
26 50 0.8142 1.8568 0.9922 1.7919 1.031 1.9123 0.6086 0.7664 1.2529
100 0.6286 1.5344 0.7061 1.4176 0.7036 1.6238 0.4869 0.6736 0.9988
500 0.3531 0.6386 0.3211 0.5924 0.3751 0.6647 0.2924 0.3967 0.5331
1000 0.2738 0.4731 0.2529 0.3868 0.2853 0.4898 0.2379 0.3094 0.4131
2500 0.1951 0.3198 0.1851 0.2526 0.1999 0.3293 0.1785 0.2257 0.299
27 50 0.6858 1.0237 0.6917 1.7832 0.7721 1.1306 0.5454 0.5254 0.8138
100 0.6291 0.8765 0.4518 1.2991 0.6882 0.9355 0.45 0.4391 0.7561
500 0.5376 0.6722 0.214 0.3512 0.5463 0.6917 0.2491 0.2346 0.6339
1000 0.5216 0.6042 0.1717 0.2279 0.526 0.616 0.1964 0.1761 0.5897
2500 0.4843 0.5458 0.1309 0.134 0.4938 0.5507 0.1451 0.1186 0.5393
28 50 0.4438 0.8928 0.6865 1.7489 0.5867 1.0499 0.3546 0.4721 0.6903
100 0.3416 0.693 0.4387 1.2902 0.4164 0.7691 0.2946 0.417 0.6073
500 0.185 0.3587 0.2183 0.384 0.1946 0.3903 0.1914 0.2653 0.3596
1000 0.1417 0.2411 0.178 0.2763 0.1466 0.257 0.1604 0.2237 0.2709
2500 0.1028 0.154 0.1378 0.2042 0.1042 0.1597 0.1281 0.1776 0.1928
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Tabelle 3.14.: Simulationsergebnisse fu¨r Dichtescha¨tzung mit Gaußkern (weitere Varianten) – gewa¨hlte
Bandbreiten fu¨r die Dichten 1-14.
Dichte n LIL LIL 2.1 L2NR L1NR kLIL kLIL 2.1 kL2NR kL1NR CvM LIL
1 50 0.2303 0.5799 0.012 5e-04 0.3077 0.7013 0.0601 0.0244 0.349
100 0.1831 0.4215 0.0148 0.0015 0.2254 0.477 0.0457 0.0161 0.2869
500 0.099 0.2131 0.0203 0.0043 0.1107 0.2284 0.0296 0.0102 0.182
1000 0.0728 0.1559 0.0178 0.0053 0.0798 0.1658 0.0225 0.0093 0.1489
2500 0.0488 0.1034 0.0134 0.0058 0.0518 0.1078 0.0155 0.0076 0.1126
2 50 0.3207 0.9972 0.0195 9e-04 0.5569 1.8246 0.0977 0.0427 0.6718
100 0.2338 0.6276 0.0248 0.0025 0.3848 1.0506 0.0702 0.0271 0.5066
500 0.111 0.2555 0.0251 0.0067 0.1769 0.4161 0.0382 0.0156 0.2773
1000 0.0812 0.1804 0.0207 0.0075 0.1307 0.2973 0.03 0.0128 0.2178
2500 0.0522 0.1137 0.0144 0.0068 0.0871 0.1936 0.0216 0.0094 0.1593
3 50 0.5162 1.3354 0.0261 0.0011 0.7123 1.7196 0.1317 0.0533 0.7129
100 0.4343 0.9483 0.0321 0.0032 0.5502 1.1552 0.1045 0.035 0.5793
500 0.2997 0.5364 0.0472 0.0085 0.3468 0.6164 0.0797 0.0217 0.374
1000 0.254 0.4327 0.056 0.0107 0.29 0.4952 0.0812 0.0203 0.314
2500 0.2009 0.3294 0.0622 0.0135 0.2289 0.3782 0.0767 0.0215 0.2506
4 50 0.9086 2.8284 0.0406 0.0022 1.2627 3.5797 0.2251 0.0885 1.228
100 0.7478 1.9394 0.0543 0.005 0.9423 2.2439 0.1753 0.0597 0.9778
500 0.4763 0.9818 0.0776 0.0127 0.534 1.0528 0.1216 0.0345 0.5777
1000 0.3932 0.7705 0.0825 0.0166 0.427 0.8098 0.1118 0.0331 0.4647
2500 0.3026 0.565 0.0801 0.0205 0.323 0.589 0.0975 0.0313 0.3571
5 50 1.379 3.8245 0.0687 0.0031 1.8559 4.7418 0.3568 0.1407 1.8472
100 1.1846 2.7435 0.0832 0.0083 1.4496 3.1369 0.2705 0.0914 1.4901
500 0.8068 1.5192 0.1191 0.0214 0.8928 1.6198 0.2001 0.0547 0.9481
1000 0.695 1.2387 0.1381 0.0267 0.7463 1.2978 0.1994 0.0512 0.793
2500 0.566 0.9589 0.1537 0.0339 0.5964 0.9932 0.1904 0.0537 0.631
6 50 1.2554 4.398 0.0667 0.0033 1.7952 6.0496 0.3254 0.1367 1.8204
100 1.0125 2.8547 0.0789 0.0081 1.279 3.4243 0.2369 0.0856 1.3932
500 0.6425 1.3254 0.1077 0.02 0.7131 1.417 0.1762 0.0501 0.8073
1000 0.5357 1.0167 0.1212 0.0241 0.5769 1.0679 0.1648 0.0481 0.6521
2500 0.4137 0.738 0.1201 0.0295 0.439 0.767 0.145 0.046 0.4992
7 50 0.882 2.3675 0.045 0.002 1.2415 3.1707 0.2259 0.0936 1.2433
100 0.7413 1.6572 0.0552 0.0056 0.9473 2.0755 0.1797 0.0604 0.9968
500 0.5055 0.9205 0.0801 0.0147 0.5852 1.0663 0.1344 0.0369 0.6314
1000 0.4285 0.7374 0.0955 0.0183 0.4883 0.8465 0.1354 0.0347 0.5273
2500 0.3431 0.5648 0.1034 0.0231 0.3882 0.6457 0.1275 0.0366 0.4193
8 50 0.0867 0.3599 0.0042 2e-04 0.1955 0.6595 0.0208 0.0084 0.271
100 0.0493 0.203 0.0032 4e-04 0.1124 0.4139 0.0098 0.0037 0.1947
500 0.0117 0.0496 9e-04 2e-04 0.0276 0.1182 0.0021 6e-04 0.0809
1000 0.006 0.0259 5e-04 1e-04 0.0143 0.0635 0.0012 3e-04 0.0533
2500 0.0025 0.0108 2e-04 1e-04 0.0061 0.0269 5e-04 1e-04 0.0299
9 50 1.0655 5.4776 0.0712 0.0036 2.1874 16.4799 0.3082 0.1408 3.4208
100 0.6827 2.5543 0.0721 0.0088 1.2521 5.5963 0.1882 0.079 2.1701
500 0.267 0.7146 0.0557 0.018 0.4497 1.2906 0.0882 0.037 0.8861
1000 0.1811 0.4535 0.0428 0.0169 0.3062 0.7991 0.0659 0.0288 0.6311
2500 0.1122 0.2621 0.0301 0.0141 0.1884 0.4578 0.0467 0.0206 0.4154
10 50 2.9549 18.5923 0.1286 0.0078 4.6004 30.658 0.6532 0.2696 5.4006
100 2.1006 9.1704 0.1536 0.0182 2.8611 11.7439 0.4436 0.1708 3.6356
500 1.0325 2.7441 0.1724 0.037 1.1643 3.0282 0.2572 0.094 1.5776
1000 0.7909 1.8392 0.1631 0.044 0.8607 1.9701 0.218 0.08 1.1683
2500 0.5609 1.186 0.1519 0.0508 0.5983 1.2441 0.1808 0.0741 0.8184
11 50 0.8477 2.2063 0.038 0.0019 1.1184 2.7104 0.2228 0.0833 1.0974
100 0.7286 1.6408 0.0485 0.0051 0.8858 1.8574 0.1686 0.0534 0.903
500 0.4999 0.9313 0.0801 0.0125 0.5538 0.9882 0.1336 0.0326 0.5855
1000 0.4326 0.7613 0.089 0.0163 0.4653 0.7966 0.1267 0.032 0.4918
2500 0.3529 0.5932 0.0974 0.0202 0.3719 0.6139 0.1195 0.0324 0.3932
12 50 0.4682 1.3968 0.0278 0.0014 0.7536 2.5283 0.1397 0.0603 0.8647
100 0.3585 0.8885 0.0335 0.0034 0.5212 1.3982 0.1052 0.0365 0.6433
500 0.2076 0.4094 0.0477 0.0086 0.28 0.5778 0.0734 0.0224 0.3608
1000 0.1635 0.306 0.0492 0.0112 0.2181 0.4275 0.0656 0.0216 0.2874
2500 0.1227 0.2171 0.0469 0.014 0.1622 0.3004 0.0568 0.0213 0.2177
13 50 0.4866 3.1428 0.0306 0.0016 0.7203 4.936 0.1442 0.0644 1.0139
100 0.3655 1.2861 0.0355 0.004 0.4612 1.7468 0.1027 0.0389 0.6582
500 0.1927 0.4258 0.0421 0.0091 0.2171 0.4593 0.0579 0.023 0.3536
1000 0.1426 0.309 0.035 0.0107 0.1569 0.3287 0.0438 0.0189 0.2838
2500 0.0952 0.2036 0.0259 0.011 0.1023 0.2139 0.0304 0.0147 0.2134
14 50 0.0045 0.1075 2e-04 6e-04 0.014 0.1543 0 0 0.0242
100 3e-04 0.0456 1e-04 9e-04 0.001 0.0732 0 1e-04 0.0084
500 0 3e-04 0.001 0.0025 0 5e-04 5e-04 0.0023 2e-04
1000 0 0 0.0021 0.0027 0 0 0.0018 0.0027 0
2500 0 0 0.0027 0.0027 0 0 0.0027 0.0027 0
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Tabelle 3.15.: Simulationsergebnisse fu¨r Dichtescha¨tzung mit Gaußkern (weitere Varianten) – gewa¨hlte
Bandbreiten fu¨r die Dichten 15-28.
Dichte n LIL LIL 2.1 L2NR L1NR kLIL kLIL 2.1 kL2NR kL1NR CvM LIL
15 50 0.0886 0.2781 0.006 3e-04 0.1609 0.4929 0.0269 0.0122 0.1948
100 0.0592 0.174 0.006 6e-04 0.1064 0.3035 0.0161 0.0065 0.1498
500 0.0229 0.0602 0.0043 0.0013 0.0406 0.1118 0.007 0.0029 0.0749
1000 0.0153 0.0393 0.0032 0.0013 0.0275 0.0738 0.0052 0.0022 0.0561
2500 0.0091 0.0226 0.0021 9e-04 0.0166 0.0432 0.0035 0.0015 0.0384
16 50 0.371 0.9323 0.0157 7e-04 0.4803 1.1281 0.0971 0.0351 0.4695
100 0.3206 0.7014 0.0223 0.0019 0.3833 0.7854 0.0755 0.0238 0.3873
500 0.2277 0.4124 0.036 0.0058 0.248 0.434 0.0568 0.0153 0.2544
1000 0.1957 0.3388 0.0378 0.0072 0.2097 0.3543 0.0525 0.014 0.2133
2500 0.1607 0.269 0.0387 0.0088 0.1688 0.2772 0.0485 0.0134 0.1694
17 50 0.2011 0.4932 0.0089 4e-04 0.2634 0.5968 0.0531 0.0198 0.2641
100 0.1753 0.3714 0.0135 0.0013 0.2108 0.4187 0.0433 0.0142 0.221
500 0.1248 0.2213 0.0191 0.0033 0.1349 0.233 0.0319 0.0084 0.1471
1000 0.1069 0.1816 0.0226 0.0042 0.1127 0.1885 0.0325 0.0082 0.124
2500 0.0849 0.1399 0.0249 0.0051 0.0885 0.144 0.0309 0.008 0.0994
18 50 0.1416 0.7104 0.0065 4e-04 0.3372 1.7724 0.0334 0.0138 0.5195
100 0.0801 0.3595 0.0051 8e-04 0.1866 0.8367 0.0165 0.006 0.3438
500 0.0176 0.0778 0.0014 4e-04 0.0415 0.1873 0.0032 0.001 0.1301
1000 0.0093 0.0403 8e-04 2e-04 0.0218 0.0976 0.0018 5e-04 0.0839
2500 0.0039 0.017 4e-04 1e-04 0.0093 0.0417 8e-04 2e-04 0.0471
19 50 0.1372 2.0528 0.0015 1e-04 0.3137 3.3998 0.0111 0.0039 0.4596
100 0.0696 0.8237 8e-04 1e-04 0.1215 1.2037 0.0034 9e-04 0.2303
500 0.0107 0.1109 2e-04 0 0.0145 0.1362 3e-04 1e-04 0.054
1000 0.0044 0.0457 1e-04 0 0.0055 0.0535 1e-04 0 0.0286
2500 0.0013 0.0134 0 0 0.0016 0.0153 0 0 0.0123
20 50 0.6806 4.0141 0.0417 0.0032 1.5031 12.7932 0.1852 0.0863 2.5069
100 0.446 1.7646 0.0533 0.0067 0.8201 4.0886 0.128 0.0579 1.4937
500 0.1843 0.4703 0.0452 0.0117 0.282 0.8271 0.0645 0.0285 0.5519
1000 0.1319 0.3036 0.0384 0.0135 0.1971 0.5078 0.0515 0.0237 0.3853
2500 0.09 0.1868 0.0313 0.0143 0.1329 0.2954 0.0413 0.0199 0.2539
21 50 0.8824 5.9054 0.0459 0.0025 1.3545 9.2776 0.2147 0.0962 1.5048
100 0.6147 2.782 0.0572 0.0059 0.8104 3.3635 0.1533 0.0614 1.0557
500 0.2968 0.7544 0.0666 0.0132 0.3281 0.8249 0.0947 0.0338 0.4926
1000 0.2342 0.4917 0.0644 0.0158 0.252 0.5197 0.083 0.0317 0.368
2500 0.1797 0.3254 0.063 0.0194 0.1885 0.3375 0.0723 0.0295 0.2628
22 50 0.8161 2.1385 0.0412 0.002 1.1781 2.8124 0.2233 0.0907 1.2443
100 0.6801 1.5631 0.0515 0.0054 0.8974 1.9244 0.1681 0.0555 1.0208
500 0.4207 0.823 0.0865 0.0149 0.5241 0.9934 0.1313 0.0378 0.6348
1000 0.3355 0.6232 0.0875 0.0183 0.4205 0.776 0.1179 0.0357 0.5113
2500 0.2567 0.4458 0.0874 0.024 0.3116 0.5634 0.1051 0.0367 0.3818
23 50 0.6888 1.7648 0.0301 0.0017 0.9166 2.2091 0.1616 0.0652 0.9772
100 0.5621 1.2766 0.0384 0.0036 0.6994 1.4684 0.1109 0.041 0.7958
500 0.3254 0.6846 0.0455 0.0091 0.3699 0.7337 0.0654 0.0231 0.5031
1000 0.2489 0.5262 0.0456 0.0116 0.2735 0.5566 0.0581 0.0215 0.4
2500 0.1658 0.3596 0.0443 0.0138 0.1791 0.3779 0.051 0.0203 0.2637
24 50 0.9297 2.9445 0.0416 0.0019 1.4402 3.8161 0.2 0.0863 1.6189
100 0.6881 2.0356 0.0509 0.0051 0.9318 2.5472 0.1452 0.0555 1.1
500 0.3764 0.8895 0.0633 0.013 0.4239 1.0194 0.0935 0.0321 0.4865
1000 0.2915 0.6498 0.0609 0.0159 0.3172 0.6942 0.0771 0.0286 0.3682
2500 0.2005 0.4411 0.0506 0.0181 0.2135 0.4684 0.0581 0.0246 0.264
25 50 0.3598 1.0032 0.0122 5e-04 0.5091 1.2206 0.0611 0.0261 0.5132
100 0.2572 0.7283 0.0158 0.0016 0.3754 0.8269 0.0397 0.0169 0.406
500 0.0714 0.4119 0.0134 0.004 0.0832 0.4457 0.0187 0.0084 0.204
1000 0.0509 0.1497 0.011 0.0042 0.0565 0.231 0.0138 0.0067 0.141
2500 0.0318 0.077 0.0077 0.0034 0.0341 0.0812 0.009 0.0044 0.094
26 50 0.2721 15.1441 0.0066 4e-04 0.714 22.8243 0.0273 0.0135 1.2539
100 0.0908 3.2453 0.0078 9e-04 0.138 4.638 0.0196 0.0085 0.5852
500 0.0372 0.114 0.0077 0.002 0.0414 0.1271 0.0105 0.0045 0.0762
1000 0.0276 0.0653 0.0065 0.0023 0.0298 0.0692 0.008 0.0037 0.0529
2500 0.0186 0.0404 0.0049 0.0022 0.0197 0.0419 0.0057 0.0028 0.037
27 50 4.3443 11.2387 0.1669 0.0071 5.9682 13.7698 0.9509 0.3402 6.8467
100 3.4233 8.1184 0.198 0.0184 4.3302 9.336 0.5635 0.2075 5.6392
500 1.7611 4.0221 0.2356 0.0546 1.9977 4.3463 0.3318 0.1298 3.4692
1000 1.2955 2.9407 0.2327 0.0651 1.4259 3.1263 0.288 0.117 2.7082
2500 0.831 1.8841 0.2189 0.0789 0.89 1.9845 0.2467 0.109 1.7351
28 50 0.1771 0.5569 0.0096 5e-04 0.2711 0.7064 0.0451 0.0198 0.3737
100 0.1246 0.3781 0.011 0.0011 0.1696 0.4523 0.0295 0.012 0.2891
500 0.051 0.1437 0.0084 0.0026 0.0588 0.1588 0.012 0.0054 0.1449
1000 0.0337 0.0928 0.0062 0.0024 0.0378 0.1003 0.0081 0.0037 0.1066
2500 0.0199 0.0525 0.0042 0.0018 0.0216 0.0557 0.005 0.0024 0.0714
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4.1. Einfu¨hrung und Definitionen
Es seien X1, . . . , Xn unabha¨ngig identisch verteilt gema¨ß einer Verteilung P , die eine
Lebesgue-Dichte f besitze. Im Folgenden wird angenommen, dass die unbekannte Dichte f
außerhalb eines bekannten, kompakten Intervalls – ohne Beschra¨nkung der Allgemeinheit
kann dies als I := [0, 1] vorausgestzt werden – Null ist. Ziel ist es, einen Scha¨tzer fˆ fu¨r f aus
den Beobachtungen zu konstruieren. Im Unterschied zu Kapitel 3 soll dies nun durch Histo-
gramme geschehen, die eine spezielle Klasse stu¨ckweise konstanter Dichtescha¨tzer bilden.
Sie haben zwar weniger wu¨nschenswerte Eigenschaften als Kernscha¨tzer, spielen jedoch
wegen ihrer Einfachheit und guten Interpretierbarkeit in der Praxis eine große Rolle.
Regula¨re Histogramme basieren auf Partitionen {I1, . . . , Id} des Intervalls I mit D gleich
langen Teilintervallen
Ii :=
{
[0, 1
D
] (i = 1)
( i−1
D
, i
D
] (i = 2, . . . , D)
.
Diese Intervalle werden auch als Bins bezeichnet. Die Anzahl D der Bins bzw. die
Binla¨nge D−1 ist ein Gla¨ttungsparameter und spielt eine a¨hnliche Rolle wie die Band-
breite in der Kerndichtescha¨tzung.
Definition 4.1. Fu¨r D ∈ N sei
FD :=
{
f
∣∣∣∣∣f(x) =
D∑
i=1
αiI(x ∈ Ii) fast u¨berall, α1, . . . , αD ≥ 0,
D∑
i=1
αi = D
}
die Menge der Histogrammdichten mit D Bins.
Fu¨r Beobachtungen X1, . . . , Xn ist das regula¨re Histogramm mit D Bins fˆD definiert als
der Maximum-Likelihood-Scha¨tzer innerhalb der Funktionenklasse FD, d.h. als diejenige
Funktion
fˆD := argmaxg∈FDL(g,X1, . . . , Xn) := argmaxg∈FD
n∑
i=1
log(g(Xi)),
die in FD die Loglikelihood maximiert. Es ergibt sich
fˆD(x) =
D
n
D∑
j=1
NjI(x ∈ Ij), (4.1)
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wobei Nj =
∑n
i=1 IIj(Xi ∈ Ij) die Anzahl der Beobachtungen im j-ten Bin bezeichnet. Der
Wert der maximierten Loglikelihood ist
L(fˆI , X1, . . . , Xn) =
D∑
j=1
Nj logNj + n log(D)− n log(n). (4.2)
Im Folgenden wird auch das Integral des Histogramms
FˆDn (x) :=
∫ x
0
fˆD(t)dt
als Scha¨tzung der Verteilungsfunktion F beno¨tigt. Es ergibt sich fu¨r x ∈ Ii
FˆDn (x) =
{
DxFn
(
1
D
)
(i = 1)
Fn
(
i−1
D
)
+
(
x− i−1
D
)
D
(
Fn
(
i
D
)− Fn ( i−1D )) (i = 2, . . . , D) . (4.3)
Mit Wahrscheilichkeit 1 hat Fn keine Sprungstelle in 0, und in diesem Fall ergibt sich Fˆ
D
n
durch Verbinden der Punkte {( i
D
, Fn(
i
D
)) : i = 0, . . . , D}.
Zur Konstruktion eines regula¨ren Histogramms ist nur die Wahl der Zahl der Bins D
no¨tig. Dieser Gla¨ttungsparameter spielt eine der Bandbreite in der Kerndichtescha¨tzung
analoge Rolle, ist jedoch diskret. Die Gu¨te eines Histogramms kann mit denselben Verlust-
bzw. Risikofunktionen wie im Fall der Dichtescha¨tzung bewertet werden; je nach Gu¨te-
kriterium und Voraussetzungen an f ergeben sich verschiedene optimale Wahlen fu¨r D.
Eine U¨bersicht u¨ber theoretische Resultate zur Binwahl findet man z.B. in Kapitel 3 von
[Sco92] oder in Kapitel 2.3 von [PR83].
Außer den hier betrachteten regula¨ren Histogrammen auf einem kompakten Intervall
existieren weitere Typen von Histogrammen. Ein Ansatz besteht z.B. darin, fu¨r einen fest
gewa¨hlten Ankerpunkt x0 ∈ R die komplette reelle Achse in gleich lange Intervalle zu
partitionieren; die Grenzen zwischen den Bins sind dann gegeben durch {x0 + hk|k ∈ Z},
wobei dann die Binbreite h eine positive reelle Zahl ist (vgl. z.B. Kapitel 3 in [Sco92]). Die-
ser Fall ist der Kerndichtescha¨tzung etwas a¨hnlicher, wa¨hrend der hier betrachtete Ansatz
mit einem kompakten Intervall und diskretem Gla¨ttungsparameter Bezu¨ge zu klassischen
Modellwahlproblemen aufweist (vgl. [BR06] und Kapitel 7 in [Mas07]). Eine weitere Va-
riante sind irregula¨re Histogramme, bei denen die Bins verschieden groß sein du¨rfen. Sie
sind zwar flexibler als regula¨re Histogramme, ihre Verwendung ist dennoch nicht unbe-
dingt von Vorteil, da nicht nur die Anzahl, sondern auch die jeweiligen La¨ngen der Bins
zu wa¨hlen sind, vgl. [RMG10] und die dort angegebene Literatur. In der Literatur werden
verschiedentlich auch allgemeinere stu¨ckweise konstante Dichtescha¨tzer, die sich nicht un-
bedingt als Maximum-Likelihood-Scha¨tzer ergeben, als
”
Histogramme“ bezeichnet, so z.B.
ein Spezialfall der in [AV89] vorgestellten Splinescha¨tzer.
Zur Wahl von D fu¨r regula¨re Histogramme sind zahlreiche Methoden vorgeschlagen wor-
den. Die meisten basieren entweder auf der Darstellung des Histogramms als Maximum-
Likelihood-Scha¨tzer (sog. Penalized-Likelihood-Methoden), auf Kreuzvalidierung oder auf
Plug-In-Methoden. U¨bersichten und Vergleiche findet man z.B. in [BR06] und in [DGNW09].
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Im Unterschied zur Kerndichtescha¨tzung kann die Dichtescha¨tzung mit regula¨ren Histo-
grammen als Approximation der unbekannten Dichte f durch niedrigdimensionale parame-
trische Modelle interpretiert werden. Interessant ist dabei der Fall, dass die gesuchte Dichte
zu einem dieser Modelle geho¨rt, d.h. dass f selbst eine Dichte vom Histogrammtyp ist. Im
weiteren Verlauf des Kapitels soll auch untersucht werden, inwiefern in diesem Fall mit
Hilfe des Diskrepanzprinzips die korrekte Anzahl Bins gewa¨hlt wird. Dazu werden einige
Definitionen beno¨tigt:
Definition 4.2. Es sei
Fhist :=
∞⋃
D=1
FD
die Menge aller Histogrammdichten. Weiter sei fu¨r eine Dichte f auf [0, 1]
D∗(f) :=
{
min{D : f ∈ FD} (f ∈ Fhist)
∞ (f /∈ Fhist)
die minimale Anzahl Bins von f .
Zu einer Dichte f auf [0, 1] wird fu¨r D ∈ N die Histogrammdichte fD
fD(x) :=
D∑
i=1
αiI(x ∈ Ii)
definiert mit
αi =
1
D
∫
Ii
f(t)dt.
Die zugeho¨rige linear interpolierte Verteilungsfunktion FD ergibt sich als
FD(x) =
∫ x
0
fD(t)dt
bzw. als
FD(x) = F
(
i− 1
D
)
+
(
x− i− 1
D
)
D
(
F
(
i
D
)
− F
(
i− 1
D
))
fu¨r x ∈ Ii. Fu¨r f ∈ FD ist FD = F , ansonsten gilt FD(x) 6= F (x) fu¨r mindestens ein
x ∈ [0, 1].
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Da der Gla¨ttungsparameter fu¨r regula¨re Histogramme diskret ist, lassen sich nur Diskre-
panzprinzipen vom Typ
Wa¨hle D minimal so, dass d(FˆDn , Fn) ≤ s(n) (4.4)
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realisieren. Fu¨r die Schrankenfunktion s(n) gelte dabei wieder s(n) = o(1). Algorithmisch
ist diese Variante des Diskrepanzprinzips sehr einfach umzusetzen: Es werden beginnend
mit D = 1 so lange regula¨re Histogramme mit einer wachsenden Anzahl von Bins gene-
riert, bis die Bedingung (4.4) erfu¨llt ist. Im Folgenden bezeichne Ds,n die Lo¨sung von (4.4).
Wa¨hrend fu¨r Kerndichtescha¨tzer schon einige Resultate zum Diskrepanzprinzip in der Li-
teratur vorliegen, ist dies bei regula¨ren Histogrammen nicht der Fall. In [DGNW09] wird
eine (4.4) a¨hnliche Methode vorgeschlagen, bei der die Anzahl der Bins so lange erho¨ht
wird, bis das Kuiper-Kriterium aus [DK04] erfu¨llt ist. Dabei werden jedoch – im Unter-
schied zu (4.4) – Differenzen von Kuiper-Metriken verschiedener Ordnungen benutzt, und
es liegen bislang keine theoretischen Resultate fu¨r diese Methode vor.
Im Folgenden sei – wie in Kapitel 3 – stets d = d∞ oder d = dkuip,k und
cd =
{
1, d = d∞
2k, d = dkuip,k
.
Zuna¨chst soll die Existenz von Ds,n gezeigt werden. Dazu wird die Existenz einer Dichte
nicht beno¨tigt, F muss lediglich stetig sein.
Satz 4.1. Sei Fn die empirische Verteilungsfunktion und Fˆ
D
n wie in (4.3). Dann gilt fast
sicher:
lim sup
D→∞
d(Fn, Fˆ
D
n ) ≤
cd
n
.
Beweis. Sei δ := min2≤j≤n(X(j) − X(j−1)). Mit Wahrscheinlichkeit 1 ist δ > 0, und fu¨r
D > δ−1 entha¨lt dann jedes Intervall [k−1
D
, k
D
] fu¨r k = 1, . . . , D ho¨chstens eine Sprungstelle
von Fn. Da Fn mit Wahrscheinlichkeit 1 keine Sprungstellen in 0 hat, gilt fast sicher
Fn(
k
D
) = FˆDn (
k
D
) fu¨r k = 0, . . . , D. Damit ist fu¨r D > δ−1
d∞(Fn, FˆDn ) ≤
1
n
und weiter
d(Fn, Fˆ
D
n ) ≤ cdd∞(Fn, FˆDn ) ≤
cd
n
.
Damit ist die Existenz des Gla¨ttungsparameters fu¨r n−1 = o(s(n)) zumindest fu¨r hinrei-
chend großes n gesichert. Abbildung 4.1 zeigt fu¨r jeweils zwei Stichproben aus einer N(0, 1)-
Verteilung mit n = 10 (oben) und n = 100 (unten) d∞(Fn, FˆDn ) in Abha¨ngigkeit von D. Der
schwarze Punkt markiert den Wert von D, fu¨r den erstmals d∞(Fn, FˆDn ) ≤ 0.6n−1/2 gilt.
Dies entspricht der von Vapnik vorgeschlagenen Version des Diskrepanzprinzips, die in Ka-
pitel 3 vorgestellt wurde. Man sieht, dass im Vergleich zur Situation fu¨r Kerndichtescha¨tzer
(vgl. Abbildung 3.1) d∞(Fn, FˆDn ) sta¨rker oszilliert.
Die folgende Abscha¨tzung wird im weiteren Verlauf ha¨ufig beno¨tigt:
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Abbildung 4.1.: d∞(Fn, FˆDn ) in Abha¨ngigkeit von D fu¨r X1, . . . , Xn ∼ N(0, 1). Oben: n = 10, unten:
n = 100. Der schwarz markierte Punkt ist jeweils das kleinste D, fu¨r das d∞(Fn, FˆDn ) ≤
0.6n−1/2.
Satz 4.2. Fu¨r D ∈ N gilt fast sicher
d(FˆDn , FD) ≤ cdd∞(Fn, F ) = O
(√
log log n
n
)
gleichma¨ßig in D.
Beweis. Da FˆDn − FD fu¨r jedes k = 1, . . . , D eingeschra¨nkt auf das Intervall [k−1D , kD ] eine
affin-lineare Funktion ist, gilt
d∞(FˆDn , FD) = max
i=0,...,D
∣∣∣∣FˆDn ( iD
)
− FD
(
i
D
)∣∣∣∣ .
Da weiterhin fu¨r k = 0, . . . , D einerseits F ( k
D
) = FD(
k
D
) gilt sowie fast sicher Fn(
k
D
) =
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FˆDn (
k
D
), folgt fast sicher:
d(FˆDn , FD) ≤ cdd∞(FˆDn , FD)
= cd max
i=0,...,D
∣∣∣∣FˆDn ( iD
)
− FD
(
i
D
)∣∣∣∣
= cd max
i=0,...,D
∣∣∣∣Fn( iD
)
− F
(
i
D
)∣∣∣∣
≤ cdd∞(Fn, F )
= O
(√
log log n
n
)
.
A¨hnlich wie im Fall der Kerndichtescha¨tzung la¨sst sich zeigen, dass das integrierte His-
togramm mit durch das Diskrepanzprinzip gewa¨hlter Binanzahl stets konsistent fu¨r F ist.
Die Existenz einer Dichte wird dafu¨r nicht beno¨tigt, F darf jedoch keine Atome besitzen.
Falls F nicht Integral einer Histogrammdichte ist, konvergiert außerdem die Anzahl der
gewa¨hlten Bins gegen unendlich.
Satz 4.3. 1. Sei F stetige Verteilungsfunktion auf [0, 1], Fn und Fˆ
D
n wie oben und s(n) =
o(1). Wird Ds,n als kleinste Lo¨sung von
d(Fn, Fˆ
D
n ) ≤ s(n)
gewa¨hlt, so gilt fast sicher
d(FˆDs,nn , F ) −→ 0.
2. Ist weiter F 6= FD fu¨r alle D ∈ N, so gilt fast sicher Ds,n −→∞.
Beweis. 1. Es gilt fast sicher
d(F, FDs,n) ≤ d(F, Fn) + d(Fn, FˆDs,nn ) + d(FˆDs,nn , FDs,n) (4.5)
≤ O
(√
log log n
n
)
+ s(n) +O
(√
log log n
n
)
(4.6)
= o(1), (4.7)
und damit
d(F, FˆDs,nn ) ≤ d(F, FDs,n) + d(FDs,n , FDs,nn ) = o(1).
2. Sei F 6= FD fu¨r alle D ∈ N. Sei weiter Dn := Ds,n die Folge der nach dem Dis-
krepanzprinzip gewa¨hlten Binanzahlen. Konvergiert Dn nicht gegen ∞, so existiert eine
beschra¨nkte Teilfolge Dmn , d.h. es existiert ein D˜ mit Dmn ≤ D˜ fu¨r alle n und damit
ist lim infn→∞ d(F, FDmn ) ≥ min1≤D≤D˜ d(F, FD) > 0 im Widerspruch zu (4.7). Also muss
Ds,n −→∞ gelten.
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Die Bedingung F 6= FD ist fu¨r alle D ∈ N auch dann erfu¨llt, wenn F keine Dichte
besitzt. Existiert jedoch eine Dichte f mit f ∈ Fhist, so ist sie verletzt. Dieser Fall wird
weiter unten in Satz 4.5 behandelt. Wenn f keine Histogrammdichte ist, kann Ds,n – analog
zur Kerndichtescha¨tzung – zu schnell gegen unendlich konvergieren, so dass in diesem Fall
fˆ
Ds,n
n nicht fu¨r f konsistent ist.
Satz 4.4. Sei 0 < ε < 1/2 so, dass nεs(n) = o(1) ist. Sei weiter
f(x) :=
{
εx−(1−ε) 0 < x ≤ 1
0 sonst
und Fn die empirische Verteilungsfunktion einer unabha¨ngig identisch verteilten Stichprobe
aus einer Verteilung mit Dichte f . Ist Ds,n nun die kleinste Lo¨sung von
d(Fn, Fˆ
D
n ) ≤ s(n),
so gilt:
1. n
Ds,n
−→ 0 fast sicher und
2. lim infn→∞ d1(fˆDs,n , f) ≥ 1 fast sicher.
Beweis. 1. Die zu f geho¨rige Verteilungsfunktion ist
F (x) :=

0 x ≤ 0
xε 0 < x ≤ 1
1 x > 1
.
Im Folgenden sei h = D−1 die La¨nge der Bins. Fu¨r h > 0 gilt fu¨r x ∈ [0, h]
F (x)− FˆD(x) = F (x)− xF (h)
h
= xε − xhε−1.
Diese Funktion ist konkav auf [0, h] und ihre Ableitung
εxε−1 − hε−1
hat eine Nullstelle in [0, h] bei x0 = hε
1/(1−ε). Weiter ist
F (x0)− FˆD(x0) =
(
εε/(1−ε) − ε1/(1−ε))︸ ︷︷ ︸
=:c>0
hε = c
1
Dε
.
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Damit ergibt sich fast sicher
c
(
n
Ds,n
)ε
≤ nεd∞(F, FDs,n)
≤ nε
(
d∞(F, Fn) + d(Fn, FˆDs,nn ) + d∞(Fh, Fˆ
Ds,n
n )
)
= nεO(n−1/2
√
log log n) + nεs(n)
= o(1),
und damit n
Ds,n
= o(1).
2. Sei λ das Lebesgue-Maß auf R. Nach Teil 1 ist klar, dass die Anzahl der gewa¨hlten Bins
fast sicher schneller wa¨chst als n. Damit gilt
λ{fˆDs,n > 0} ≤
n
Ds,n
= o(1),
da die Gesamtla¨nge der nichtleeren Bins ho¨chstens n
Ds,n
betra¨gt. Fu¨r den L1-Verlust folgt
damit fast sicher
lim inf
n→∞
d1(fˆDs,n , f) = lim inf
n→∞
∫
[0,1]
|fˆDs,n(x)− f(x)|dx
≥ lim inf
n→∞
∫
[0,1]∩{fˆDs,n=0}
|fˆDs,n(x)− f(x)|dx
≥ lim inf
n→∞
∫
[0,1]∩{fˆDs,n=0}
f(x)dx
≥ lim inf
n→∞
∫ 1
n/Ds,n
f(x)dx
= 1,
wobei im vorletzten Schritt die Monotonie von f benutzt wird.
Der Satz zeigt, dass die Wahl der Binanzahl mit Hilfe des Diskrepanzprinzips fu¨r be-
stimmte Dichten zu inkonsistenten Scha¨tzern fu¨hrt. A¨hnlich wie bei der Kerndichtescha¨t-
zung ko¨nnen Polstellen der Dichte f extreme Untergla¨ttung erzwingen. Abbildung 4.2
zeigt vier regula¨re Histogramme fu¨r Stichproben vom Umfang n = 50 aus der Dichte
aus Satz 4.4 fu¨r ε = 0.32. Die Anzahl D der Bins wurde kleinstmo¨glich gewa¨hlt, so dass
d∞(Fn, FˆDn ) ≤ 0.6n−1/2.
Im Fall D∗(f) < ∞ werden bei Verwendung des Diskrepanzprinzips asymptotisch fast
sicher mindestens D∗(f) Bins gewa¨hlt. Fu¨r langsam genug fallende Schrankenfunktionen
s(n) ist das Diskrepanzprinzip sogar modellwahlkonsistent, d.h. wenn f eine Histogramm-
dichte ist, wird asymptotisch fast sicher die minimal korrekte Anzahl Bins gewa¨hlt:
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Abbildung 4.2.: Vier Realisationen von fˆD mit D kleinste Lo¨sung von d∞(Fn, FˆDn ) ≤ 0.6n−1/2. Die Stich-
proben stammen aus der Dichte aus Satz 4.4 mit ε = 0.32 und n = 50 (gestrichelte Linie).
Satz 4.5. Sei D∗(f) <∞. Dann gilt:
1. lim infn→∞Ds,n ≥ D∗(f) fast sicher.
2. Gilt außerdem
√
log logn
n
= o(s(n)), so folgt
Ds,n
n→∞−→ D∗(f) fast sicher.
Beweis. 1. Es sei fu¨r D = 1, . . . , D∗(f)
bD := d(F, FD).
Dann ist nach Definition von D∗(f)
bD > 0 (D = 1, . . . , D
∗(f)− 1),
bD∗(f) = 0.
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Sei zua¨chst D ∈ {1, . . . , D∗(f)− 1}. Dann gilt fast sicher
bD = d(F, FD) ≤ d(F, Fn) + d(Fn, FˆDn ) + d(FˆDn , FD)
= d(Fn, Fˆ
D
n ) +O
(√
log log n
n
)
.
Fu¨r beliebiges ε > 0 existieren daher n1,ε, . . . , nD∗(f)−1,ε, so dass
d(Fn, Fˆ
D
n ) ≥ bD − ε
fu¨r alle D = 1, . . . , D∗(f)− 1 und n ≥ max{n1,ε, . . . , nD∗(f)−1,ε}. Da s(n) = o(1), gilt also
fu¨r hinreichend großes n fast sicher
d(Fn, Fˆ
D
n ) ≥ s(n),
d.h. fu¨r die gewa¨hlte Binanzahl gilt Ds,n > D
∗(f)− 1.
2. Weiter gilt fu¨r
√
log logn
n
= o(s(n)) fast sicher
d(Fn, Fˆ
D∗(f)
n ) ≤ d(Fn, F ) + d(F, FD∗(f))︸ ︷︷ ︸
=0
+d(FD∗(f), Fˆ
D∗(f)
n )
= O
(√
log log n
n
)
= o(s(n)).
Damit existiert fast sicher nD∗(f), so dass fu¨r n ≥ nD∗(f)
d(Fn, Fˆ
D∗(f)
n ) < s(n).
Fu¨r hinreichend großes n gilt damit fast sicher Ds,n = D
∗(f).
Fu¨r schnell fallende Schrankenfunktionen wird asymptotisch nicht unbedingt die korrekte
Binanzahl gewa¨hlt. Ist zum Beispiel f = I(0 ≤ x ≤ 1) die Dichte der Gleichverteilung auf
[0, 1] und damit D∗(f) = 1, so gilt mit d = d∞ und s(n) = cn−1/2:
lim
n→∞
P (Ds,n > 1) = lim
n→∞
P (d∞(Fn, Fˆ 1n) > cn
−1/2)
= lim
n→∞
P (d∞(Fn, F ) > cn−1/2)
= 1− F−1KS(c) ∈ (0, 1).
Im Fall f /∈ Fhist ist eine a¨hnliche, allerdings etwas schwa¨chere, Aussage wie in Satz 3.6
mo¨glich:
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Satz 4.6. Sei f eine Dichte auf [0, 1] und es existiere ein Intervall [a, b], so dass f auf
[a, b] ⊆ [0, 1] stetig differenzierbar ist und minx∈[a,b] |f ′(x)| =: c > 0. Weiter sei s(n) =
O(( log logn
n
)1/2). Dann gilt fu¨r den gewa¨hlten Gla¨ttungsparameter fast sicher
D−1s,n = O
((
log log n
n
) 1
4
)
.
Beweis. Zuna¨chst impliziert die Voraussetzung an die Ableitung, dass f /∈ Fhist ist. Nach
Satz 4.3 existiert fast sicher ein n0, so dass fu¨r alle n ≥ n0 Ds,n ≥ 12(b−a) ist, d.h. fu¨r
n ≥ n0 entha¨lt [a, b] mindestens einen Bin. Sei nun [an, bn] ⊆ [a, b] ein solcher Bin mit
(bn − an) = D−1s,n. Es gilt unter Verwendung von Satz A.2 fast sicher
max
x∈[an,bn]
|F (x)− FDs,n(x)| = max
x∈[an,bn]
∣∣∣∣(x− an)(x− bn)f ′(ξ)2
∣∣∣∣
≥ c
2
max
x∈[an,bn]
(x− an)(bn − x)
=
c
8D2s,n
,
da (x− an)(bn− x) sein Maximum in x0 = an+bn2 annimmt und (x0− an)(bn− x0) = 14Ds,n .
Damit gilt weiter fast sicher:
c
8D2s,n
≤ d∞(F, FDs,n)
≤ d(F, FDs,n)
≤ d(F, Fn) + d(Fn, FˆDs,nn ) + d(FˆDs,nn , FDs,n)
≤ s(n) +O
(√
log log n
n
)
= O
(√
log log n
n
)
.
Damit ergibt sich fast sicher
D−1s,n = O
((
log log n
n
) 1
4
)
.
Existiert also auf einem Intervall die Ableitung von f und ist diese von 0 weg beschra¨nkt,
so konvergiert die Bingro¨ße mindestens so schnell wie ( log logn
n
)1/4 gegen 0 bzw. die An-
zahl der Bins mindestens so schnell wie ( n
log logn
)1/4 gegen unendlich. Dies sind jedoch
79
4. Dichtescha¨tzung II: Histogramme
nur Abscha¨tzungen der Konvergenzgeschwindigkeit, die Konvergenz kann tatsa¨chlich we-
sentlich schneller sein. Unter den u¨blichen Glattheitsvoraussetzungen sind die optimalen
Binanzahlen bzgl. dp von der Form D = cn
1/3 fu¨r p ∈ [1,∞) und D = c( n
log(n)
)1/3 fu¨r p =∞
(vgl. Kapitel 3 in [Sco92]). Die optimale Binanzahl konvergiert also etwas schneller gegen
unendlich als die in Satz 4.6 hergeleitete Schranke.
4.3. Simulationsstudie
Auf dem Diskrepanzprinzip basierende Methoden zur Wahl der Binanzahl in regula¨ren
Histogrammen sollen nun in einer Simulationsstudie verglichen werden. Die verwendeten
Dichten, Stichprobengro¨ßen und Verlustfunktionen sind dieselben wie in Kapitel 3.4. Es
werden ebenfalls jeweils 100 Simulationsla¨ufe durchgefu¨hrt. Das Intervall [X(1), X(n)] wird
dabei in D, D ∈ {1, 2, . . . , n}, gleich lange Teilintervalle geteilt. Die maximale Anzahl der
Bins wird aufgrund der Rechenzeit nach oben durch n begrenzt. Verglichen werden ver-
schiedene Methoden zur Wahl von D, darunter folgende Versionen des Diskrepanzprinzips:
• Auf dem Kolmogorov-Smirnov-Test basierende Versionen: D wird gewa¨hlt als kleinste
Lo¨sung von d∞(Fn, FˆDn ) ≤ cn−1/2 mit c = 0.83, 1.22, 1.36, 1.62. Dies entspricht dem
Median, dem 90%-, dem 95%- bzw. dem 99%-Quantil der asymptotischen Verteilung
von
√
nd∞(Fn, F ). Diese Methoden werden in den Tabellen mit KS .5, KS .9, KS
.95 bzw. KS .99 bezeichnet.
• Die von Vapnik (fu¨r andere Dichtescha¨tzer) vorgeschlagene Variante: D wird gewa¨hlt
als kleinste Lo¨sung von d∞(Fn, FˆDn ) ≤ cn−1/2 mit c = 0.6. In der Tabelle mit V
bezeichnet.
• Die Version von Eggermont und LaRiccia: D wird gewa¨hlt als kleinste Lo¨sung von
d∞(Fn, FˆDn ) ≤ 0.35n−2/5. Die theoretische Rechtfertigung dieser Schrankenfunktion
im Fall der Kerndichtescha¨tzung la¨sst sich auf Histogramme nicht u¨bertragen. Da
diese Schrankenfunktion zum einen bei der Kerndichtescha¨tzung sehr gute Ergebnisse
liefert, zum anderen nach Satz 4.5 modellwahlkonsistent ist, wird sie auch fu¨r die
Histogramme betrachtet und in den Tabellen mit E-LR bezeichnet.
• Auf der Kuiper-Metrik basierende Versionen: D wird gewa¨hlt als kleinste Lo¨sung von
dkuip,1(Fn, Fˆ
D
n ) ≤ cn−1/2 mit c = 1.22, 1.62, 1.75, 1.99. Dies entspricht dem Median,
dem 90%-, dem 95%- bzw. dem 99%-Quantil der asymptotischen Verteilung von√
ndkuip,1(Fn, F ). Diese Methoden werden in den Tabellen mit Kuip .5, Kuip .9,
Kuip .95 bzw. Kuip .99 bezeichnet.
• Auf dem Crame´r-von Mises-Test basierende Versionen: D wird gewa¨hlt als kleinste
Lo¨sung von dCvM(Fn, Fˆ
D
n ) ≤ cn−1 mit c = 0.12, 0.35, 0.46, 0.74. Dies entspricht dem
Median, dem 90%-, dem 95%- bzw. dem 99%-Quantil der asymptotischen Verteilung
von ndCvM(Fn, F ). Diese Methoden werden in den Tabellen mit CvM .5, CvM
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.9, CvM .95 bzw. CvM .99 bezeichnet. Die von Vapnik (vgl. z.B. Kapitel 7.9 in
[Vap98]) fu¨r andere Dichtescha¨tzer vorgeschlagene Version mit c = 0.05 wird mit
CvM V bezeichnet.
Existiert kein D ∈ {1, 2, . . . n}, fu¨r das d(Fn, FˆDn ) ≤ s(n), so wird D = n gewa¨hlt. Es
werden wieder einige Standardmethoden zum Vergleich herangezogen. Ausgewa¨hlt werden
Methoden, die in fru¨heren Vergleichsstudien (vgl. [BR06] und [DGNW09]) gut abgeschnit-
ten haben:
• Das von Birge´ und Rozenholc vorgeschlagene Penalized-Likelihood-Verfahren (vgl.
[BR06]). Die Anzahl der Bins D wird so gewa¨hlt, dass
L(fˆI , x1, . . . , xn)− (D − 1 + (logD)2.5)
maximal wird. Dabei ist L die Loglikelihood (4.2). Der Strafterm ist asymptotisch
a¨quivalent zu dem des klassischen Akaike-Informationskriteriums AIC (vgl. [Aka74]),
fu¨hrt jedoch bei kleinen Stichprobenumfa¨ngen zu besseren Ergebnissen. Daher wird
statt des klassischen AIC diese Methode in die Simulationsstudie aufgenommen. Die
Methode ist urspru¨nglich fu¨r das Hellinger-Risiko optimiert. In den Tabellen mit BR
bezeichnet.
• Das Bayessche Informationskriterium BIC (vgl. [Sch78]). Die Anzahl der Bins D wird
so gewa¨hlt, dass
L(fˆI , x1, . . . , xn)− 1
2
log(n)D
maximal wird. Das Kriterium zielt darauf ab, asymptotisch das kleinste wahre Mo-
dell zu wa¨hlen, wenn das datenerzeugende Modell in der Menge der zur Auswahl
stehenden Modelle enthalten ist. Fu¨r regula¨re Histogramme entspricht dies dem Fall
f ∈ Fhist. Dies ist jedoch fu¨r das Problem der nichtparametrischen Dichtescha¨tzung
nicht realistisch, weshalb das Kriterium nur selten zur Histogrammkonstruktion ver-
wendet wird. Da einige Varianten des Diskrepanzprinzips jedoch nach Satz 4.5 eine
a¨hnliche Modellwahlkonsistenzeigenschaft besitzen, wird die Methode mit aufgenom-
men. Generell wird die Modellgro¨ße sta¨rker bestraft als beim AIC, was zu sehr spar-
samen Modellen fu¨hrt. In den Tabellen mit BIC bezeichnet.
• Leave-One-Out-L2-Kreuzvalidierung. Gewa¨hlt wird das D, fu¨r das
D(n+ 1)
n2
D∑
i=1
N2i − 2D
maximal wird (vgl. Formel 2.8 in [Rud82]). In den Tabellen mit L2CV bezeichnet.
• Ein auf der Minimierung der stochastischen Komplexita¨t basierendes Kriterium.
Gewa¨hlt wird das D, fu¨r das
Dn(D − 1)!
(D + n− 1)!
D∏
i=1
Ni!
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maximal wird (vgl. Formel 2.3 in [HH88]). In den Tabellen mit SC bezeichnet.
Verwendet werden jeweils die Implementierungen im R-Paket histogram [MRZ09].
Der Vergleich der auf dem Kolmogorov-Smirnov-Test basierenden Versionen des Diskre-
panzprinzips ergibt ein a¨hnliches Bild wie bei den Kerndichtescha¨tzern. Die Tabellen 4.1
und 4.2 zeigen die Simulationsergebnisse fu¨r das L1-Risiko. Wie zu erwarten, liefern Histo-
gramme oft schlechtere Ergebnisse als Kerndichtescha¨tzer. Hierbei gibt es einige Ausnah-
men, z.B. die Dichte 13, die einen kompakten Tra¨ger und hohe Spru¨nge hat. Ein Sonderfall
ist auch die Gleichverteilung (Dichte 1), auf die weiter unten noch na¨her eingegangen wird.
Im Gegensatz zur Bandbreite bei Kerndichtescha¨tzern ist die Anzahl der Bins ein dis-
kreter Parameter, der nur relativ wenige verschiedene Werte annehmen kann. Dies fu¨hrt
dazu, dass die Methoden oft a¨hnlichere Ergebnisse liefern als die verschiedenen Parame-
terwahlmethoden fu¨r Kernscha¨tzer. Besonders bei Dichten mit schweren Tails (z.B. 6,9,10)
versagen alle Methoden gleichermaßen. Ebenso liefert nur BIC etwas weniger schlechte
Ergebnisse fu¨r Dichte 14, wa¨hrend alle Versionen des Diskrepanzprinzips versagen. Fu¨r
beschra¨nkte Dichten mit leichteren Tails schneiden wie bei den Kerndichtescha¨tzern die
Referenzmethoden BR, BIC, L2CV und SC gut ab, a¨hnlich die beiden auf dem Diskre-
panzprinzip basierenden Methoden E-LR und V, von denen ha¨ufig sogar eine das beste
Ergebnis liefert. Die auf dem Median oder extremen Quantilen der Kolmogorov-Smirnov-
Teststatistik basierenden Methoden KS .5, KS .9, KS .95 und KS .99 funktionieren
meist deutlich schlechter. Die gescha¨tzten Risiken fu¨r Dichte 27 bei großem n sind fu¨r alle
auf dem Diskrepanzprinzip basierenden Methoden wesentlich schlechter als die der Refe-
renzmethoden. Die Ergebnisse fu¨r den L2- bzw. L∞-Verlust sind im Anhang abgedruckt
(Tabellen B.16-B.18). Sie ergeben ein a¨hnliches Bild, wobei V zumindest fu¨r unimodale
Dichten bezu¨glich des L2-Risikos ha¨ufig am besten abschneidet, und in Bezug auf das L∞-
Risiko die Verwendung von Diskrepanzprinzipien mit extremen Quantilen vorteilhaft sein
kann.
Betrachtet man nun die durchschnittliche Anzahl der gewa¨hlten Bins (Tabellen 4.3 und
4.4), so fa¨llt auf, dass von den Referenzmethoden L2CV in der Regel die gro¨ßte und BIC
die kleinste Anzahl Bins wa¨hlt, wa¨hrend die Anzahlen fu¨r SC und BR dazwischen liegen.
Die auf dem Diskrepanzprinzip basierenden Methoden E-LR und V verhalten sich wieder
untereinander sehr a¨hnlich, wobei E-LR fu¨r kleinere Stichproben eine gro¨ßere Anzahl Bins
wa¨hlt und V fu¨r gro¨ßere. Beide liegen fu¨r gro¨ßere Stichproben meistens zwischen BIC
und L2CV, bei kleineren Werten von n wa¨hlt insbesondere E-LR aber ha¨ufig sogar mehr
Bins als die Referenzmethoden. Die sehr gleichfo¨rmige Struktur aus 10 Dreiecken in Dichte
27 kann natu¨rlich nur fu¨r gro¨ßeres n entdeckt werden. Die auf dem Diskrepanzprinzip
basierenden Methoden wa¨hlen jedoch in diesem Fall noch fu¨r sehr große Stichproben eine
geringe Anzahl Bins, so wa¨hlt z.B. KS .99 fu¨r n = 2500 im Durchschnitt 1.28 Bins (in 83
von 100 Simulationsla¨ufen wird nur ein Bin gewa¨hlt).
Ein Spezialfall, zu dem es bei Kerndichtescha¨tzern kein Analogon gibt, ist die Gleich-
verteilung 1. La¨sst man außer Acht, dass in der Simulationsstudie der Tra¨ger nicht als
bekannt vorausgesetzt wird, ist das Histogramm mit einem Bin das wahre Modell, d.h. der
Bias ist Null. Es ist gleichzeitig auch das optimale Modell, da die Erho¨hung der Anzahl der
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Bins den Bias nicht mehr veringern kann aber die Varianz erho¨ht. Hier sind also Methoden
klar im Vorteil, die generell eine geringe Binanzahl wa¨hlen, so z.B. KS .9, KS .95, KS
.99 und die Referenzmethoden BIC und SC. Andererseits lehnt der Kolmogorov-Smirnov-
Test zum Niveau α das wahre Modell mit Wahrscheinlichkeit α ab, d.h. auch asymptotisch
wird mit positiver Wahrscheinlichkeit mehr als ein Bin gewa¨hlt. Wie in Satz 4.5 gezeigt,
wird fu¨r E-LR asymptotisch mit Wahrscheinlichkeit 1 nur ein Bin gewa¨hlt, was sich in
den Simulationen aber noch nicht zeigt. Sowohl BIC als auch SC wa¨hlen in allen 100
Simulationsla¨ufen fu¨r n = 2500 das Histogramm mit einem Bin.
Die Verwendung der Kuiper-Metrik oder des Crame´r-von Mises-Test (vgl. Tabellen 4.5
und 4.6) ergibt fu¨r die unimodalen Dichten (1-20) nur geringe Vera¨nderungen des L1-
Risikos, wa¨hrend bei den multimodalen Dichten (21-28) teilweise Kuip .5, Kuip .9, Kuip
.95 und Kuip .99 besser sind als KS .5, KS .9, KS .95 und KS .99, wohingegen CvM .5,
CvM .9, CvM .95 und CvM .99 schlechtere Ergebnisse liefern. Das Risiko der Methode
CvM V ist fast identisch mit dem von V. Dasselbe Bild ergibt sich, wenn man die L2- bzw.
L∞-Risiken betrachtet (Tabellen B.16-B.18 im Anhang). Die Tabellen B.22 und B.23 im
Anhang enthalten die arithmetischen Mittel der gewa¨hlten Binanzahlen. Hier sieht man,
dass bei der Verwendung der Kuiper-Metrik tendenziell eine etwas gro¨ßere Zahl gewa¨hlt
wird als bei Verwendung des Kolmogorov-Smirnov-Tests, bei Verwendung des Crame´r-von
Mises-Test eine etwas kleinere.
Insgesamt zeigt sich, dass auch fu¨r regula¨re Histogramme einige Versionen des Diskre-
panzprinzips eine durchaus praktikable Alternative zu den u¨blichen Binwahlmethoden dar-
stellen. Das Diskrepanzprinzip fu¨r regula¨re Histogramme ist zudem ein Abbruchkriterium,
d.h. es mu¨ssen nur solange regula¨re Histogramme mit wachsender Anzahl Bins konstruiert
werden, bis (4.4) erfu¨llt ist. Fu¨r die vier Referenzmethoden in der Simulationsstudie sowie
fu¨r die meisten Methoden a¨hnlichen Typs mu¨ssen jedoch zuna¨chst Histogramme fu¨r alle in
Frage kommenden Binanzahlen konstruiert werden, was unter Umsta¨nden einen erheblich
gro¨ßeren Rechenaufwand bedeutet.
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Tabelle 4.1.: Simulationsergebnisse fu¨r regula¨re Histogramme – L1-Risiko fu¨r die Dichten 1-14.
Dichte n BR BIC L2CV SC E-LR V KS .5 KS .9 KS .95 KS .99
1 50 0.1072 0.0908 0.1979 0.3412 0.2942 0.2499 0.1621 0.0957 0.0877 0.0857
100 0.0579 0.0468 0.1097 0.148 0.1844 0.1694 0.0962 0.0546 0.0442 0.0429
500 0.0165 0.0114 0.0469 0.0114 0.0584 0.0659 0.0364 0.0162 0.0118 0.0103
1000 0.0133 0.0053 0.0361 0.0053 0.0389 0.0487 0.0259 0.0103 0.0071 0.005
2500 0.0063 0.0016 0.019 0.0016 0.0172 0.0293 0.0149 0.0041 0.0024 0.0024
2 50 0.3963 0.3963 0.4495 0.3933 0.4164 0.3862 0.3485 0.3723 0.3857 0.4142
100 0.3075 0.3183 0.3274 0.2999 0.2799 0.2787 0.269 0.2965 0.3109 0.3367
500 0.1874 0.2156 0.1786 0.2009 0.1551 0.1573 0.1617 0.1861 0.1956 0.2156
1000 0.1528 0.1792 0.139 0.1692 0.1298 0.1268 0.134 0.1556 0.1631 0.1788
2500 0.1102 0.1458 0.0991 0.1363 0.1004 0.0934 0.1024 0.121 0.1274 0.1394
3 50 0.3397 0.3438 0.3744 0.463 0.3593 0.3322 0.323 0.3477 0.3528 0.3795
100 0.2863 0.2983 0.2991 0.2945 0.2579 0.2587 0.2712 0.3155 0.3297 0.3424
500 0.1645 0.1767 0.1694 0.1671 0.1587 0.1549 0.1737 0.2056 0.2193 0.2484
1000 0.1279 0.1407 0.1303 0.1326 0.1343 0.1295 0.1449 0.1717 0.1807 0.1987
2500 0.0932 0.1061 0.1004 0.0972 0.1082 0.0991 0.1122 0.1335 0.1401 0.1545
4 50 0.426 0.4245 0.4467 0.4278 0.3992 0.3868 0.4025 0.4646 0.4889 0.5858
100 0.3655 0.3738 0.3468 0.3496 0.3115 0.3141 0.3388 0.4019 0.4096 0.4464
500 0.2272 0.2535 0.2048 0.234 0.1976 0.1944 0.2233 0.2699 0.2865 0.3133
1000 0.1768 0.2159 0.1615 0.1981 0.1692 0.1597 0.1848 0.2258 0.2429 0.2647
2500 0.1336 0.1728 0.1173 0.1566 0.1385 0.1241 0.1444 0.1742 0.1867 0.2068
5 50 0.3735 0.3778 0.4168 0.4359 0.3717 0.357 0.3575 0.4314 0.4642 0.5436
100 0.3125 0.3212 0.3341 0.3073 0.2921 0.295 0.3139 0.3536 0.3682 0.3994
500 0.1876 0.2088 0.187 0.1915 0.1813 0.1755 0.2027 0.2486 0.2688 0.3021
1000 0.1442 0.1722 0.1419 0.1575 0.1544 0.1449 0.1677 0.2074 0.2198 0.2428
2500 0.1093 0.1329 0.1032 0.1245 0.1294 0.1154 0.1358 0.1674 0.1788 0.1969
6 50 0.7781 0.8055 0.6061 0.6978 0.6046 0.5992 0.6063 0.6679 0.692 0.7443
100 0.7221 0.7902 0.5262 0.6779 0.5259 0.525 0.539 0.5816 0.6009 0.6489
500 0.6381 0.812 0.407 0.6618 0.4393 0.4376 0.45 0.4759 0.4873 0.5032
1000 0.5881 0.8148 0.3548 0.6382 0.3907 0.3881 0.3935 0.4179 0.4278 0.4396
2500 0.575 0.8465 0.3182 0.6394 0.3552 0.3523 0.356 0.3656 0.3694 0.3868
7 50 0.3826 0.3868 0.4192 0.4511 0.3752 0.3446 0.3552 0.3916 0.4088 0.4362
100 0.3239 0.3278 0.3275 0.3175 0.2776 0.2767 0.298 0.362 0.38 0.4078
500 0.1784 0.1892 0.1836 0.1811 0.18 0.174 0.1988 0.2275 0.2377 0.2566
1000 0.1435 0.1591 0.1413 0.149 0.1481 0.1418 0.1622 0.2074 0.2157 0.2257
2500 0.105 0.1228 0.1044 0.1144 0.1203 0.1105 0.1252 0.1504 0.1639 0.187
8 50 0.4589 0.4568 0.5856 0.6385 0.6406 0.5797 0.4823 0.4303 0.4267 0.4449
100 0.3852 0.3862 0.5495 0.521 0.5631 0.5218 0.418 0.3642 0.3666 0.3678
500 0.2728 0.2677 0.45 0.2904 0.3863 0.4152 0.3209 0.2616 0.254 0.2491
1000 0.2274 0.2246 0.4262 0.2327 0.3415 0.3891 0.2974 0.2311 0.222 0.2125
2500 0.1891 0.1779 0.4064 0.1841 0.2873 0.3598 0.269 0.2058 0.1933 0.1799
9 50 1.4708 1.4956 1.3463 1.3797 1.3428 1.3428 1.3428 1.3437 1.344 1.3481
100 1.511 1.5665 1.4204 1.4453 1.4188 1.4188 1.4188 1.4188 1.4188 1.4196
500 1.6605 1.7506 1.6333 1.6369 1.6332 1.6332 1.6332 1.6332 1.6332 1.6332
1000 1.6926 1.7855 1.6714 1.6733 1.6713 1.6713 1.6713 1.6713 1.6713 1.6713
2500 1.7577 1.8401 1.7467 1.7472 1.7467 1.7467 1.7467 1.7467 1.7467 1.7467
10 50 1.4033 1.4345 1.2831 1.3261 1.2987 1.2987 1.2958 1.3022 1.3024 1.3053
100 1.4606 1.5231 1.3644 1.3932 1.3873 1.3873 1.3863 1.387 1.3874 1.3866
500 1.621 1.7209 1.5863 1.5951 1.5988 1.5988 1.5988 1.5988 1.5988 1.5988
1000 1.7025 1.7923 1.6827 1.6843 1.694 1.694 1.694 1.694 1.694 1.694
2500 1.7538 1.837 1.743 1.7436 1.7516 1.7516 1.7516 1.7516 1.7516 1.7516
11 50 0.3627 0.367 0.4124 0.4737 0.3603 0.3408 0.3519 0.433 0.4567 0.4983
100 0.2878 0.2936 0.3116 0.2987 0.2758 0.2732 0.2936 0.3287 0.3482 0.4143
500 0.1699 0.1842 0.1767 0.1707 0.1726 0.1689 0.1905 0.2363 0.2543 0.2981
1000 0.1329 0.153 0.1334 0.141 0.1494 0.1382 0.1637 0.2025 0.2144 0.2335
2500 0.098 0.1181 0.0961 0.1068 0.1247 0.1085 0.1307 0.1614 0.1717 0.1935
12 50 0.4583 0.4576 0.4341 0.4386 0.4079 0.3809 0.3805 0.4052 0.4253 0.4698
100 0.3573 0.3798 0.346 0.3478 0.3089 0.3045 0.3016 0.3337 0.3469 0.3793
500 0.2518 0.2913 0.2495 0.2785 0.2111 0.2121 0.2189 0.2465 0.255 0.2699
1000 0.2229 0.2611 0.2077 0.2503 0.1741 0.1731 0.1784 0.2123 0.2281 0.2431
2500 0.1972 0.2303 0.1538 0.2247 0.1311 0.1306 0.1307 0.141 0.1469 0.1754
13 50 0.486 0.4833 0.5659 0.466 0.511 0.4862 0.4838 0.6007 0.6696 0.7746
100 0.3148 0.3191 0.411 0.32 0.3807 0.3668 0.3367 0.4085 0.4533 0.554
500 0.1636 0.1654 0.2176 0.1629 0.1875 0.1872 0.1819 0.1717 0.1703 0.1688
1000 0.1113 0.1295 0.1413 0.1126 0.1207 0.1287 0.1259 0.1458 0.1453 0.1454
2500 0.0684 0.0677 0.0785 0.0674 0.069 0.0796 0.0687 0.0937 0.1176 0.1271
14 50 0.7101 0.7007 0.9796 0.9523 0.982 0.9718 0.9025 0.7268 0.7024 0.7144
100 0.6701 0.63 0.9521 0.9125 0.9487 0.9487 0.9368 0.8128 0.7221 0.6311
500 0.626 0.49 0.8924 0.8524 0.8969 0.8969 0.8969 0.8969 0.8969 0.895
1000 0.6104 0.4465 0.8755 0.8334 0.8784 0.8784 0.8784 0.8784 0.8784 0.8784
2500 0.5833 0.399 0.856 0.8048 0.8602 0.8602 0.8602 0.8602 0.8602 0.8602
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Tabelle 4.2.: Simulationsergebnisse fu¨r regula¨re Histogramme – L1-Risiko fu¨r die Dichten 15-28.
Dichte n BR BIC L2CV SC E-LR V KS .5 KS .9 KS .95 KS .99
15 50 0.3933 0.395 0.4412 0.4421 0.4229 0.394 0.361 0.3772 0.3875 0.4107
100 0.3173 0.3283 0.3568 0.3275 0.3265 0.3063 0.2877 0.3055 0.3183 0.3468
500 0.1901 0.2086 0.2058 0.1905 0.1732 0.1752 0.168 0.1801 0.1889 0.2051
1000 0.1517 0.1699 0.1647 0.1552 0.1388 0.1423 0.1363 0.1457 0.152 0.1661
2500 0.1114 0.1295 0.1263 0.1167 0.1024 0.1075 0.1016 0.1078 0.1124 0.1207
16 50 0.3414 0.3526 0.3587 0.4989 0.3317 0.3085 0.3137 0.3728 0.3787 0.3837
100 0.2665 0.2855 0.2875 0.3151 0.2574 0.2577 0.261 0.3003 0.3392 0.3866
500 0.1559 0.1666 0.1621 0.1548 0.163 0.1592 0.1846 0.2312 0.2448 0.2542
1000 0.1241 0.1369 0.1283 0.1256 0.1412 0.1322 0.1578 0.1893 0.2132 0.2353
2500 0.0902 0.1001 0.0931 0.0924 0.1234 0.1059 0.1292 0.1638 0.1712 0.1767
17 50 0.3031 0.2912 0.3448 0.4713 0.3406 0.315 0.2913 0.2845 0.2802 0.2759
100 0.2686 0.2815 0.2847 0.3315 0.2415 0.2407 0.2471 0.2838 0.2925 0.2937
500 0.1476 0.1536 0.1523 0.1481 0.1487 0.1449 0.1617 0.1894 0.1993 0.2193
1000 0.1185 0.1239 0.1232 0.1193 0.1285 0.1233 0.1394 0.1679 0.1744 0.1827
2500 0.0865 0.0912 0.0905 0.0864 0.1053 0.0957 0.1093 0.1299 0.1397 0.149
18 50 0.6231 0.6231 0.6834 0.6331 0.6845 0.6747 0.6303 0.5815 0.576 0.5895
100 0.5334 0.5457 0.6068 0.5292 0.6085 0.6014 0.5691 0.5075 0.4984 0.497
500 0.3684 0.4054 0.5173 0.3821 0.511 0.5217 0.4828 0.3948 0.3721 0.3505
1000 0.3096 0.3511 0.49 0.3251 0.4806 0.4955 0.4541 0.362 0.3399 0.3122
2500 0.2441 0.2883 0.4532 0.2687 0.4416 0.4599 0.4279 0.3327 0.3091 0.2784
19 50 0.8994 0.9002 0.8718 0.8916 0.8675 0.8676 0.8567 0.8386 0.8384 0.8651
100 0.794 0.813 0.7761 0.7862 0.7811 0.7811 0.7756 0.7435 0.7415 0.7403
500 0.5958 0.6585 0.5934 0.6101 0.602 0.602 0.602 0.6012 0.5949 0.5722
1000 0.5219 0.5988 0.5297 0.5464 0.5427 0.5427 0.5427 0.5427 0.5424 0.534
2500 0.4363 0.5165 0.4609 0.4695 0.4695 0.4695 0.4695 0.4695 0.4695 0.4695
20 50 1.5439 1.5645 1.4511 1.4786 1.4489 1.4489 1.4489 1.4489 1.4498 1.4501
100 1.5632 1.6189 1.4924 1.5068 1.4918 1.4918 1.4918 1.4918 1.4918 1.4918
500 1.6919 1.7704 1.6664 1.668 1.6663 1.6663 1.6663 1.6663 1.6663 1.6663
1000 1.719 1.8003 1.7008 1.7029 1.7008 1.7008 1.7008 1.7008 1.7008 1.7008
2500 1.7855 1.8581 1.7781 1.7783 1.778 1.778 1.778 1.778 1.778 1.778
21 50 0.6094 0.6391 0.4559 0.4975 0.4218 0.4301 0.4678 0.5962 0.6473 0.7486
100 0.4145 0.4675 0.3906 0.4009 0.3597 0.3622 0.3947 0.4714 0.5038 0.5785
500 0.2998 0.3604 0.2378 0.3412 0.2283 0.2242 0.2448 0.3149 0.3463 0.3978
1000 0.2072 0.2978 0.1877 0.2643 0.1962 0.185 0.2073 0.2375 0.2529 0.2885
2500 0.15 0.1946 0.1342 0.1842 0.1455 0.1377 0.1486 0.197 0.2037 0.2162
22 50 0.3613 0.3649 0.4069 0.4651 0.3661 0.3457 0.3368 0.3717 0.383 0.3899
100 0.3019 0.3088 0.3237 0.3572 0.2788 0.2773 0.3006 0.3483 0.3672 0.3942
500 0.1757 0.1848 0.1792 0.1761 0.1739 0.1693 0.1887 0.2303 0.2421 0.2681
1000 0.137 0.1527 0.1398 0.14 0.146 0.1399 0.1557 0.1915 0.206 0.2259
2500 0.101 0.1152 0.1024 0.1067 0.1177 0.1056 0.1209 0.1445 0.1522 0.1665
23 50 0.4901 0.4907 0.5382 0.5974 0.4825 0.4808 0.4859 0.5556 0.5745 0.6016
100 0.4182 0.4264 0.4406 0.4292 0.4091 0.4138 0.4379 0.504 0.5212 0.5522
500 0.2635 0.3383 0.2634 0.2692 0.2945 0.2708 0.3404 0.3712 0.3763 0.4005
1000 0.2124 0.2688 0.2086 0.2235 0.237 0.2215 0.2868 0.3392 0.3512 0.3636
2500 0.1615 0.1965 0.1526 0.1807 0.1989 0.1883 0.1988 0.2826 0.3026 0.3237
24 50 0.6017 0.6063 0.5957 0.6174 0.5395 0.5545 0.6142 0.6849 0.6946 0.7053
100 0.4709 0.4964 0.4797 0.5017 0.4729 0.484 0.5507 0.6468 0.6668 0.6891
500 0.2746 0.3127 0.2804 0.272 0.3423 0.3227 0.3886 0.465 0.483 0.5136
1000 0.2237 0.2527 0.2342 0.2258 0.2926 0.2747 0.3187 0.3908 0.4053 0.4626
2500 0.1695 0.193 0.1736 0.1731 0.2513 0.2062 0.2577 0.3075 0.3204 0.3557
25 50 0.5587 0.5616 0.5102 0.608 0.469 0.4855 0.5477 0.5984 0.609 0.614
100 0.3864 0.4253 0.4034 0.4174 0.3751 0.3923 0.4435 0.547 0.5754 0.6066
500 0.2112 0.2142 0.2328 0.2114 0.2237 0.2207 0.2403 0.3038 0.3229 0.4008
1000 0.1753 0.1864 0.1848 0.1777 0.181 0.1748 0.1917 0.2413 0.2575 0.2832
2500 0.1243 0.1533 0.1333 0.128 0.1359 0.129 0.1396 0.1794 0.1851 0.2121
26 50 1.0414 1.0414 1.1031 1.0317 1.1277 1.1277 1.1277 1.1277 1.1282 1.1658
100 0.9848 1.0292 0.9273 0.9714 0.9629 0.9629 0.9629 0.9629 0.9629 0.9631
500 0.5396 0.8523 0.168 0.4211 0.2064 0.2074 0.2357 0.3028 0.3311 0.3774
1000 0.1131 0.6858 0.1228 0.117 0.1584 0.1555 0.1742 0.2228 0.2403 0.2778
2500 0.0669 0.2528 0.0787 0.0669 0.1081 0.1027 0.1142 0.1503 0.1597 0.1839
27 50 0.5205 0.5163 0.5983 0.7265 0.5841 0.5627 0.5314 0.5169 0.515 0.5131
100 0.5052 0.5003 0.5272 0.6088 0.531 0.5265 0.5093 0.5008 0.4987 0.498
500 0.3181 0.4255 0.3201 0.3156 0.4783 0.4532 0.4925 0.4912 0.4909 0.4904
1000 0.255 0.3026 0.2573 0.2547 0.429 0.377 0.4843 0.4919 0.4918 0.4917
2500 0.186 0.2265 0.187 0.1897 0.3629 0.3235 0.378 0.4917 0.4938 0.4939
28 50 0.348 0.3434 0.4288 0.5639 0.407 0.3748 0.3413 0.3222 0.3215 0.3171
100 0.3054 0.3101 0.3305 0.424 0.302 0.2916 0.278 0.3006 0.3033 0.3058
500 0.1836 0.1977 0.1977 0.1839 0.1648 0.1685 0.169 0.1952 0.206 0.2269
1000 0.1451 0.1568 0.1603 0.1472 0.1336 0.1352 0.1346 0.1555 0.1641 0.1832
2500 0.1101 0.121 0.1225 0.112 0.1039 0.1026 0.1049 0.119 0.1253 0.1376
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Tabelle 4.3.: Simulationsergebnisse fu¨r regula¨re Histogramme – arithmetisches Mittel der Anzahl der
gewa¨hlten Bins fu¨r Dichten 1-14.
Dichte n BR BIC L2CV SC E-LR V KS .5 KS .9 KS .95 KS .99
1 50 1.13 1.02 2.6 12.26 5.21 3.66 1.83 1.07 1.02 1
100 1.12 1.04 2.3 9.84 4.48 3.88 1.77 1.1 1.02 1.01
500 1.13 1.03 2.67 1.03 2.92 3.48 1.75 1.13 1.05 1.02
1000 1.17 1.01 2.7 1.01 2.45 3.48 1.8 1.1 1.04 1.01
2500 1.16 1 2.33 1 1.98 3.7 1.75 1.08 1.02 1.02
2 50 4.24 4.26 12.95 6.05 15.4 11.94 7.28 4.42 4 3.34
100 5.76 5.46 15.53 6.34 13.66 12.47 8.38 5.69 5.23 4.55
500 12.06 9.31 27.8 10.56 20.27 22.19 15.75 11.21 10.35 9.02
1000 16.16 11.96 35.32 13.31 22.53 26.05 19.71 14.48 13.42 11.77
2500 24.33 16.01 49.98 17.48 28.79 34.55 27.23 20.6 19.12 16.86
3 50 2.48 2.39 5.29 10.88 6.6 4.82 2.85 1.89 1.76 1.51
100 3.92 3.61 7.65 5.87 6.63 5.93 4.05 2.59 2.26 1.98
500 9.57 7.4 15.64 9.21 8.85 9.51 7.16 5.51 5.14 4.47
1000 13.14 9.94 18.26 12.03 10.24 11.26 8.99 6.96 6.52 5.82
2500 20.28 14.1 29.52 16.65 12.68 14.91 12.12 9.66 9.11 8.16
4 50 4.27 4.39 10.57 6.57 9.53 7.13 4.93 3.36 3.11 2.44
100 5.65 5.26 13.28 6.82 10.69 9.91 6.34 4.27 4.02 3.49
500 14.36 11.42 31.2 13.41 17.75 18.81 13.83 9.75 8.84 7.62
1000 21.74 14.8 45.24 17.34 22.39 25.69 18.8 13.41 11.88 10.41
2500 34.35 21.83 64.98 25 30.24 37.86 27.87 20.74 18.85 16.19
5 50 3.52 3.51 7.71 8.64 7.56 5.67 3.92 2.72 2.45 1.83
100 4.98 4.67 10.23 6.33 8.13 7.2 4.92 3.55 3.33 3.1
500 11.98 9.19 21.44 11.07 11.66 12.74 9.51 6.97 6.1 5.12
1000 16.72 12.14 25.22 14.12 14 15.8 12.26 9.24 8.58 7.55
2500 25.05 17.39 39.26 19.3 17.85 21.45 16.8 13.1 12.17 11
6 50 13.39 11.78 35.83 18 35.06 32.21 26.49 20.28 18.59 15.95
100 26.14 20.63 75.19 31.72 70.74 67.13 56.9 45.25 42.3 36.68
500 142.02 80.57 427.29 142.68 389.92 405.03 342.36 278.36 265.77 246.84
1000 285.06 142.44 887.59 269.22 826.08 857.42 784.5 600.4 568.77 530.87
2500 724.63 329.87 2337.04 655.81 2222.16 2297.93 2192.89 2007.57 1919.4 1658.34
7 50 3.03 2.99 7.18 9.04 8.2 5.96 3.53 2.37 2.11 1.85
100 4.89 4.44 10.39 7.52 8.51 7.68 5.45 3.51 2.96 2.48
500 12.21 10.33 19.92 11.54 11.31 12.33 9.39 7.3 6.89 6.37
1000 16.81 12.78 25.74 14.75 14.06 15.63 12.15 8.9 8.31 7.69
2500 25.87 17.96 41.19 20.3 18.14 20.98 17.23 13.63 12.45 10.82
8 50 3.97 3.85 17.13 18.75 28.05 21.57 10.58 4.72 3.64 2.47
100 5.43 4.7 36.4 26.32 45.72 39.53 19.64 7.67 6.01 4
500 17.62 9.71 142.17 28.72 110.92 132.03 62.99 28.06 22.36 15.24
1000 28.64 13.84 276.29 32.69 178.99 245.48 121.6 54.14 43.02 29.26
2500 64.16 24.1 667.65 53.05 319.77 544.08 270.53 125.09 99.54 68.66
9 50 25.47 20.58 49.61 43.89 50 50 50 49.78 49.42 48.62
100 61.99 37.73 99.59 91.47 100 100 100 100 100 99.82
500 415.62 152.51 499.94 493.2 500 500 500 500 500 500
1000 867.48 272.99 999.92 992.46 1000 1000 1000 1000 1000 1000
2500 2289.38 617.24 2499.98 2495.65 2500 2500 2500 2500 2500 2500
10 50 25.42 20.4 48.11 40.9 49.65 49.65 49.13 47.53 46.76 45.28
100 59.47 36.6 98.42 86.84 100 100 99.8 99.5 99.43 98.72
500 400.54 146.06 497.97 479.11 500 500 500 500 500 500
1000 868.98 273.66 997.94 989.58 1000 1000 1000 1000 1000 1000
2500 2267.35 617.42 2496.48 2484.3 2500 2500 2500 2500 2500 2500
11 50 3.36 3.36 6.96 10.95 6.33 4.91 3.31 2.12 1.88 1.47
100 4.78 4.4 8.38 6.66 6.9 6.03 4.05 3.08 2.88 2.46
500 9.9 7.97 15.66 9.34 8.96 9.6 7.29 5.44 4.96 3.97
1000 13.37 9.95 18.17 11.84 10.01 11.5 8.85 6.75 6.33 5.67
2500 19.97 13.61 26.82 15.98 12.2 14.95 11.51 8.97 8.41 7.41
12 50 5.91 5.83 15.5 7.38 18 14.13 10.07 7.09 6.36 5.43
100 8.96 8.09 22.37 9.59 20.6 17.95 12.66 9.89 9.18 7.99
500 19.83 15.88 104.36 16.9 62.97 71.19 38.81 19.94 18.97 17.58
1000 26.77 20.87 183.83 22.1 104.53 120.8 84.92 37.28 26.76 22.77
2500 41.3 30.05 324.23 31.18 176.61 209.57 166.84 119.91 107.29 74.31
13 50 7.57 7.47 20.82 12.47 17.19 14.09 8.83 5.79 4.89 3.37
100 9.29 8.71 24.51 11.62 18.37 15.81 10.77 7.63 6.94 5.66
500 12.14 9 40.51 13.09 21.13 23.52 13.92 9.98 9.43 9.02
1000 19.2 13.09 34.88 18.27 21.48 25.5 16.95 9.63 9.25 9.06
2500 20.43 19.78 30.23 19.98 20.99 24.69 20.79 15.59 11.64 9.46
14 50 8.82 8.22 46.13 39.27 49.97 48.8 40.4 16.46 9.46 4.26
100 19.97 12.86 97.7 79.27 100 100 97.56 67.84 45.75 19.16
500 152.24 37 497.16 417.71 500 500 500 500 500 498
1000 327.91 61.32 997.91 851.56 1000 1000 1000 1000 1000 1000
2500 835.47 125.1 2495.13 2106.5 2500 2500 2500 2500 2500 2500
86
4.3. Simulationsstudie
Tabelle 4.4.: Simulationsergebnisse fu¨r regula¨re Histogramme – arithmetisches Mittel der Anzahl der
gewa¨hlten Bins fu¨r Dichten 15-28.
Dichte n BR BIC L2CV SC E-LR V KS .5 KS .9 KS .95 KS .99
15 50 3.18 3.22 8.93 7.28 12.04 9.55 5.47 3.18 2.81 2.3
100 3.96 3.57 13.16 7.15 15.32 12.39 7.34 4.36 3.75 3.03
500 8.72 6.57 26.23 9.02 18.31 20.55 13.58 8.73 7.7 6.31
1000 13.17 8.65 34.25 11.58 22.5 27.56 18.36 11.77 10.4 8.62
2500 20.05 11.99 54.87 15.34 30.43 40.61 27.6 17.93 15.96 13.12
16 50 2.43 2.22 4.52 12.47 5.6 4.21 2.76 1.56 1.3 1.09
100 3.82 3.21 6.6 9.3 5.56 4.86 3.44 2.56 2.1 1.39
500 7.9 6.44 11.27 8.19 6.62 7.12 5.19 3.95 3.49 3.1
1000 10.31 8.06 13.75 10.06 7.31 8.24 6.24 4.81 4.42 3.96
2500 16.92 11.36 18.34 14.01 8.12 10.11 7.6 5.79 5.33 5
17 50 1.73 1.42 3.5 11.8 5.25 3.79 2.17 1.24 1.11 1
100 2.49 1.91 5.77 9.67 4.89 4.51 3.05 1.63 1.36 1.08
500 7.41 5.92 9.38 7.56 6.08 6.64 4.89 3.77 3.55 3.05
1000 10.21 7.77 12.19 9.76 6.57 7.49 5.75 4.4 4.17 3.92
2500 14.84 10.87 17.09 13.45 7.71 9.13 7.32 5.81 5.32 4.92
18 50 7.42 7.22 35.14 12.99 46.12 42.7 32.32 17.06 13.38 9.23
100 12.36 9.84 71.15 14.54 88.88 86.22 67.58 35.59 27.59 18.62
500 39.65 21.45 412.84 30.72 448.63 467.75 385.73 196.83 154.8 104.8
1000 65.4 31.28 872.94 45.07 905.13 970.24 784.74 398.59 317.62 219.73
2500 135.07 52.34 2240.59 70.98 2245.82 2468.59 2082.4 1058.48 846.92 588.89
19 50 11.9 11.16 46.36 23.36 49.92 49.58 46.1 27.77 21.04 12.98
100 22.87 17.18 95.53 35.73 100 100 97.79 70.74 57.23 38.28
500 99.16 47.74 489.57 80.45 500 500 500 496.92 480.85 386.68
1000 181.68 72.95 988.12 123.66 1000 1000 1000 1000 998.62 948.92
2500 372.44 133.77 2484 219.26 2500 2500 2500 2500 2500 2500
20 50 27.96 22.41 49.8 45.03 50 50 50 50 49.87 49.78
100 64.63 37.67 99.9 94.74 100 100 100 100 100 100
500 414.3 151.03 499.97 496.76 500 500 500 500 500 500
1000 875.74 277.08 999.98 992.51 1000 1000 1000 1000 1000 1000
2500 2318.22 617.27 2499.95 2497.47 2500 2500 2500 2500 2500 2500
21 50 12.58 11.42 32.23 18.26 30 25.63 19.68 13.7 11.9 8.93
100 19.51 16.68 49.9 20.69 34.64 30.74 20.88 16.47 15.14 12.95
500 30.09 20.41 97.46 22.81 51.26 53.28 45.77 31.71 26.3 19.66
1000 54.39 29.77 127.12 36.78 57.21 70.82 48.81 43.26 41.25 36.12
2500 80.7 49.65 170.01 56.46 81.44 93.3 78.04 45.05 43.37 41.61
22 50 2.59 2.54 6.05 8.97 6.46 5.06 3.09 1.76 1.55 1.29
100 4.65 3.99 9.35 13.69 6.89 6.36 4.24 2.7 2.37 1.95
500 10.53 8.34 16.21 10.49 9.12 9.98 7.11 5.42 5.15 4.73
1000 16.06 10.73 22.77 14.01 11.21 12.84 9.41 6.77 6.08 5.51
2500 23.68 16.16 31.69 19.36 15.37 18.54 14.6 10.1 9.27 8.19
23 50 3.5 3.48 10.94 16.09 8.06 5.99 3.73 2.13 1.84 1.46
100 5.14 4.81 16.51 11.12 9.4 7.99 4.63 3.22 3 2.66
500 21.99 9.25 44.4 20.26 18.34 20.27 11.17 6.7 6.12 5.26
1000 31.76 16.82 61.33 25.26 23.4 25.87 19.11 9.75 8.66 7.5
2500 54.27 28.1 87.69 35.28 28.62 36.04 27.35 20.2 16.64 11.87
24 50 4.55 4.22 13.42 17.89 9.14 7.14 4.26 1.94 1.6 1.27
100 10.03 8.06 17.14 22.03 9.99 8.94 5.98 3.06 2.47 1.71
500 28.28 16.93 38.5 29.42 14.45 16.4 10.82 7.82 7.21 6.32
1000 40.03 23.87 55.34 34.57 18.25 19.72 15.61 10.28 9.38 8.29
2500 81.29 32.86 92.73 51.5 20.69 29.48 20.1 16.53 14.8 12.72
25 50 3 2.86 11.62 20.07 9.54 7.16 3.61 1.56 1.25 1.05
100 9.15 7.21 17.35 20.15 11.06 10.07 6.41 2.92 2.36 1.63
500 17.51 13.19 35 18.64 16.6 18.8 11.96 8.9 8.34 6.63
1000 23.42 13.48 48.79 20.48 20.71 25.84 15.63 10.26 9.57 8.86
2500 46.81 18.23 70.07 34.58 29.83 40.92 27.5 12.8 11.66 10.55
26 50 19.5 19.5 46.86 31.38 50 50 50 50 49.41 43.81
100 40 19.93 99.22 60.27 100 100 100 100 100 99.31
500 223.95 81.07 407.09 277.33 385.28 394.25 363.59 329.36 318.24 298.46
1000 400.87 147.93 421.36 399.31 393.18 420.31 380.97 351.13 343.17 328.74
2500 402 320.56 487.58 402 387.16 431.27 384.29 369.27 364.27 355.22
27 50 1.26 1.12 9.18 27.35 7.36 4.72 2.03 1.13 1.07 1.02
100 1.85 1.13 20.67 40.97 6.92 5.65 2.31 1.27 1.09 1.02
500 37.24 11.19 45.49 45.51 9.77 13.42 3.81 1.32 1.19 1.04
1000 50.19 30.9 57.9 52.01 14.94 19.98 7.09 1.58 1.21 1.06
2500 76.48 43.25 80.44 68.16 21.49 25.64 20.18 3.34 2.09 1.28
28 50 2.08 1.83 7.01 16.8 10.26 7.87 3.9 1.58 1.29 1.03
100 2.94 2.22 8.66 18.37 10.15 8.76 4.67 2.05 1.71 1.29
500 7.65 5.42 19.36 8.86 11.88 13.42 8.1 4.73 4.18 3.32
1000 11.45 7.52 26.32 11.05 14.45 17.43 11.25 6.65 5.78 4.7
2500 17.79 10.61 40.46 14.82 17.45 24.15 15.77 9.85 8.74 7.1
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Tabelle 4.5.: Simulationsergebnisse fu¨r regula¨re Histogramme (alternative GoF-Tests) – L1-Risiko fu¨r die
Dichten 1-14.
Dichte n Kuip .5 Kuip .9 Kuip .95 Kuip .99 CvM V CvM .5 CvM .9 CvM .95 CvM .99
1 50 0.1729 0.093 0.091 0.0857 0.2634 0.1557 0.0921 0.0886 0.0857
100 0.1033 0.0631 0.0527 0.0429 0.1654 0.097 0.0501 0.0459 0.041
500 0.0399 0.0149 0.0111 0.0099 0.0649 0.0348 0.0138 0.0114 0.0103
1000 0.0293 0.0081 0.0073 0.0053 0.0487 0.0276 0.0109 0.0096 0.0053
2500 0.0165 0.0041 0.0027 0.002 0.0278 0.0147 0.004 0.0029 0.0024
2 50 0.3614 0.3927 0.4102 0.4344 0.3708 0.3405 0.3666 0.375 0.4094
100 0.2865 0.3192 0.3351 0.3662 0.2682 0.2655 0.2966 0.3093 0.3332
500 0.1735 0.2056 0.2157 0.2287 0.1527 0.1632 0.1919 0.2014 0.2201
1000 0.147 0.1718 0.1786 0.1922 0.1266 0.1364 0.1613 0.1699 0.1852
2500 0.1143 0.1336 0.14 0.1511 0.0941 0.1049 0.1263 0.1333 0.1471
3 50 0.316 0.3459 0.3589 0.3788 0.3236 0.3196 0.3457 0.3527 0.3791
100 0.2622 0.2871 0.2971 0.3176 0.2579 0.2695 0.322 0.3317 0.3418
500 0.1636 0.1844 0.1899 0.2001 0.1585 0.1814 0.2153 0.2298 0.2614
1000 0.1345 0.1532 0.1601 0.1693 0.1323 0.1515 0.1879 0.1974 0.2167
2500 0.1047 0.1217 0.1272 0.1324 0.1036 0.1226 0.1565 0.1644 0.1789
4 50 0.3877 0.4228 0.4378 0.4498 0.3829 0.3992 0.4533 0.4752 0.56
100 0.3266 0.3655 0.3763 0.4008 0.31 0.3412 0.4067 0.4159 0.4448
500 0.2039 0.2316 0.2411 0.2586 0.1956 0.2217 0.2731 0.2908 0.3253
1000 0.1668 0.1922 0.1992 0.2118 0.1608 0.1849 0.2294 0.2457 0.2708
2500 0.1295 0.1491 0.1541 0.1645 0.1248 0.1456 0.1801 0.193 0.2171
5 50 0.3496 0.3696 0.3957 0.4231 0.3546 0.3628 0.4243 0.4561 0.5521
100 0.3008 0.3236 0.3367 0.3436 0.286 0.313 0.356 0.3673 0.3937
500 0.1859 0.2114 0.2189 0.2311 0.1742 0.2017 0.2579 0.2767 0.3114
1000 0.1525 0.1737 0.1834 0.1954 0.1462 0.1681 0.2137 0.2245 0.2596
2500 0.12 0.1401 0.1458 0.1573 0.1135 0.1358 0.1727 0.1833 0.2029
6 50 0.5979 0.6336 0.6481 0.6853 0.5928 0.6066 0.6708 0.6945 0.7527
100 0.5305 0.5519 0.5588 0.5791 0.5243 0.5402 0.5902 0.6107 0.6598
500 0.4398 0.4534 0.4575 0.4688 0.4381 0.4482 0.477 0.4913 0.512
1000 0.3894 0.3955 0.3996 0.4046 0.3882 0.3935 0.4186 0.4249 0.4409
2500 0.3529 0.3568 0.3586 0.3609 0.352 0.3562 0.3691 0.3774 0.3945
7 50 0.3469 0.381 0.3916 0.4163 0.3484 0.3564 0.3993 0.4089 0.4319
100 0.2861 0.3113 0.3259 0.3559 0.2804 0.2963 0.3703 0.3929 0.414
500 0.184 0.2072 0.2134 0.2241 0.1738 0.2011 0.2461 0.2565 0.2905
1000 0.1483 0.1712 0.1792 0.1985 0.143 0.1665 0.2193 0.2326 0.2517
2500 0.1158 0.1345 0.1388 0.1476 0.1121 0.1335 0.1665 0.1765 0.2072
8 50 0.461 0.434 0.4413 0.4629 0.5127 0.4555 0.4258 0.4243 0.4348
100 0.3923 0.3682 0.3688 0.3821 0.4353 0.3755 0.361 0.3614 0.3751
500 0.2866 0.2583 0.252 0.252 0.3019 0.26 0.246 0.2488 0.2549
1000 0.2539 0.2211 0.2154 0.2113 0.2611 0.224 0.2091 0.2089 0.2176
2500 0.2231 0.1872 0.1816 0.1751 0.2158 0.1845 0.168 0.1686 0.1721
9 50 1.3435 1.3453 1.3473 1.3492 1.3428 1.3428 1.3443 1.3443 1.3472
100 1.4188 1.4188 1.4195 1.4198 1.4188 1.4188 1.4188 1.4194 1.4195
500 1.6332 1.6332 1.6332 1.6332 1.6332 1.6332 1.6332 1.6332 1.6332
1000 1.6713 1.6713 1.6713 1.6713 1.6713 1.6713 1.6713 1.6713 1.6713
2500 1.7467 1.7467 1.7467 1.7467 1.7467 1.7467 1.7467 1.7467 1.7467
10 50 1.2985 1.297 1.2981 1.3022 1.2987 1.2965 1.301 1.304 1.3097
100 1.3873 1.3863 1.3864 1.3867 1.3873 1.3863 1.387 1.3858 1.3847
500 1.5988 1.5988 1.5988 1.5988 1.5988 1.5988 1.5988 1.5988 1.5988
1000 1.694 1.694 1.694 1.694 1.694 1.694 1.694 1.694 1.694
2500 1.7516 1.7516 1.7516 1.7516 1.7516 1.7516 1.7516 1.7516 1.7516
11 50 0.3453 0.3636 0.3728 0.4061 0.3406 0.346 0.3983 0.4499 0.5039
100 0.2798 0.308 0.3122 0.3252 0.266 0.2918 0.33 0.3393 0.38
500 0.1764 0.2023 0.2147 0.223 0.1673 0.1927 0.2516 0.2703 0.3163
1000 0.1468 0.1702 0.1787 0.1908 0.1377 0.1653 0.2047 0.2181 0.2554
2500 0.1161 0.1352 0.1413 0.1517 0.1085 0.1318 0.1666 0.1773 0.1982
12 50 0.3959 0.4383 0.4553 0.4937 0.3794 0.3746 0.4062 0.4224 0.4681
100 0.3118 0.3525 0.3718 0.4002 0.2986 0.3019 0.3379 0.3526 0.3803
500 0.2115 0.2306 0.2403 0.2569 0.2112 0.2167 0.2493 0.2598 0.2777
1000 0.1746 0.1836 0.1906 0.2045 0.1726 0.1833 0.2206 0.2306 0.2483
2500 0.1311 0.1379 0.1412 0.149 0.1322 0.1416 0.1657 0.1755 0.2043
13 50 0.4511 0.5166 0.5235 0.5788 0.4743 0.4967 0.6887 0.7278 0.8459
100 0.3286 0.3493 0.3669 0.4066 0.3517 0.3474 0.4855 0.5604 0.6672
500 0.1769 0.1698 0.1687 0.1648 0.1853 0.1751 0.1692 0.1893 0.3236
1000 0.1124 0.1328 0.1438 0.1462 0.1284 0.1451 0.1456 0.1454 0.1457
2500 0.0687 0.0674 0.0681 0.0763 0.0704 0.111 0.1243 0.1282 0.1289
14 50 0.9482 0.8565 0.8214 0.7576 0.9443 0.8151 0.6705 0.6606 0.7017
100 0.9487 0.9336 0.9232 0.8755 0.9436 0.8843 0.6367 0.5989 0.5897
500 0.8969 0.8969 0.8969 0.8969 0.8969 0.8969 0.8652 0.7747 0.5883
1000 0.8784 0.8784 0.8784 0.8784 0.8784 0.8784 0.8784 0.874 0.7626
2500 0.8602 0.8602 0.8602 0.8602 0.8602 0.8602 0.8602 0.8602 0.8602
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Tabelle 4.6.: Simulationsergebnisse fu¨r regula¨re Histogramme (alternative GoF-Tests) – L1-Risiko fu¨r die
Dichten 15-28.
Dichte n Kuip .5 Kuip .9 Kuip .95 Kuip .99 CvM V CvM .5 CvM .9 CvM .95 CvM .99
15 50 0.3758 0.3957 0.4053 0.426 0.3825 0.3554 0.3761 0.3832 0.4098
100 0.2956 0.3302 0.3444 0.3708 0.2979 0.283 0.3059 0.319 0.3486
500 0.1751 0.193 0.2035 0.2215 0.167 0.1708 0.1904 0.1987 0.2195
1000 0.1394 0.1576 0.1632 0.1769 0.1352 0.1385 0.1575 0.1658 0.1829
2500 0.1049 0.1133 0.1184 0.1287 0.1019 0.1046 0.1208 0.1268 0.1401
16 50 0.3043 0.3349 0.3458 0.3536 0.3065 0.3072 0.3633 0.3812 0.3845
100 0.2551 0.2656 0.2671 0.281 0.2499 0.2579 0.2927 0.3193 0.3827
500 0.1659 0.19 0.1979 0.2165 0.1569 0.1805 0.2382 0.2515 0.2564
1000 0.1408 0.1663 0.1709 0.1771 0.1326 0.1546 0.1829 0.1989 0.2449
2500 0.1121 0.1323 0.1372 0.1502 0.1059 0.1267 0.1667 0.1731 0.1758
17 50 0.2951 0.2861 0.2831 0.2787 0.3026 0.2911 0.2817 0.2791 0.2772
100 0.239 0.2585 0.2636 0.2789 0.2393 0.2454 0.2804 0.2886 0.2952
500 0.1506 0.1682 0.1731 0.1793 0.1482 0.1664 0.1978 0.2125 0.2213
1000 0.1264 0.1415 0.1473 0.1565 0.1236 0.1441 0.1765 0.1795 0.1985
2500 0.0989 0.1113 0.116 0.122 0.0974 0.1149 0.1452 0.1482 0.1765
18 50 0.6191 0.5827 0.5845 0.5953 0.6565 0.6098 0.5757 0.5693 0.582
100 0.5433 0.4985 0.4986 0.5048 0.5842 0.5321 0.497 0.4907 0.503
500 0.4296 0.3662 0.3569 0.346 0.4621 0.3911 0.3449 0.3405 0.3409
1000 0.3929 0.3306 0.3191 0.3027 0.4083 0.3448 0.2986 0.2927 0.2889
2500 0.3608 0.2954 0.2817 0.2613 0.3507 0.2902 0.2458 0.24 0.2342
19 50 0.868 0.852 0.8477 0.8484 0.8668 0.8447 0.8374 0.8438 0.8787
100 0.7811 0.7703 0.7614 0.757 0.7796 0.7652 0.7334 0.7371 0.7586
500 0.602 0.602 0.602 0.602 0.602 0.602 0.5765 0.5647 0.5555
1000 0.5427 0.5427 0.5427 0.5427 0.5427 0.5427 0.5229 0.5093 0.4924
2500 0.4695 0.4695 0.4695 0.4695 0.4695 0.4695 0.4618 0.4477 0.4216
20 50 1.4489 1.4503 1.4501 1.451 1.4489 1.4489 1.4492 1.4499 1.4501
100 1.4918 1.4918 1.4918 1.4918 1.4918 1.4918 1.4918 1.4918 1.4918
500 1.6663 1.6663 1.6663 1.6663 1.6663 1.6663 1.6663 1.6663 1.6663
1000 1.7008 1.7008 1.7008 1.7008 1.7008 1.7008 1.7008 1.7008 1.7008
2500 1.778 1.778 1.778 1.778 1.778 1.778 1.778 1.778 1.778
21 50 0.4681 0.5509 0.5961 0.6661 0.43 0.4943 0.6851 0.7519 0.8653
100 0.3786 0.447 0.4664 0.5109 0.367 0.4176 0.5494 0.6012 0.7205
500 0.2308 0.2567 0.2695 0.2938 0.2333 0.2688 0.3693 0.4037 0.4689
1000 0.1929 0.2132 0.2171 0.2268 0.1994 0.224 0.282 0.3107 0.377
2500 0.1409 0.1524 0.1625 0.1834 0.1454 0.1897 0.2201 0.2308 0.2574
22 50 0.3449 0.3613 0.3659 0.3823 0.3446 0.3424 0.3702 0.3785 0.3893
100 0.2909 0.315 0.3236 0.3476 0.2824 0.3017 0.3621 0.3822 0.403
500 0.1776 0.1973 0.206 0.2254 0.1724 0.1979 0.2589 0.2722 0.3016
1000 0.1459 0.1608 0.1675 0.1822 0.1427 0.1621 0.2149 0.2314 0.2563
2500 0.112 0.1296 0.1338 0.1401 0.1116 0.1307 0.1632 0.1766 0.207
23 50 0.4839 0.5146 0.529 0.5584 0.472 0.4986 0.5583 0.5724 0.6111
100 0.4236 0.4536 0.4596 0.4851 0.4153 0.4465 0.5225 0.5338 0.5613
500 0.3019 0.3515 0.3565 0.3695 0.2726 0.3451 0.3999 0.4078 0.4551
1000 0.2246 0.3077 0.3259 0.3384 0.2193 0.2899 0.3597 0.3716 0.4149
2500 0.1922 0.2032 0.2142 0.2579 0.1857 0.2028 0.2991 0.3209 0.3579
24 50 0.5879 0.6545 0.6753 0.6983 0.5542 0.6173 0.6991 0.7043 0.7061
100 0.5114 0.5844 0.6089 0.6488 0.4753 0.5509 0.6654 0.686 0.7043
500 0.3469 0.3948 0.4007 0.4323 0.3354 0.3959 0.497 0.5231 0.5594
1000 0.2847 0.3328 0.3474 0.3768 0.2853 0.349 0.4182 0.4538 0.5109
2500 0.2221 0.2611 0.2671 0.2811 0.2389 0.2774 0.3659 0.3726 0.4036
25 50 0.5193 0.573 0.5857 0.5999 0.4888 0.5493 0.6018 0.6118 0.614
100 0.4111 0.4943 0.519 0.5403 0.4051 0.4763 0.5477 0.5642 0.6143
500 0.2282 0.2557 0.2661 0.2886 0.234 0.2797 0.4226 0.4653 0.4951
1000 0.1814 0.1995 0.2104 0.2389 0.2005 0.2145 0.3298 0.3642 0.4534
2500 0.1309 0.1493 0.1583 0.1762 0.1477 0.1829 0.2172 0.2584 0.2971
26 50 1.1277 1.1277 1.1277 1.1277 1.1277 1.1277 1.1174 1.1346 1.4087
100 0.9629 0.9629 0.9629 0.9629 0.9629 0.9629 0.962 0.9639 1
500 0.2049 0.2447 0.2539 0.2755 0.2054 0.2586 0.3613 0.4007 0.4801
1000 0.1543 0.1765 0.187 0.2012 0.1553 0.1885 0.2656 0.2919 0.35
2500 0.1036 0.1174 0.1239 0.1358 0.1025 0.1252 0.174 0.1941 0.2289
27 50 0.5396 0.5184 0.5156 0.5133 0.5596 0.5306 0.5161 0.5153 0.5131
100 0.5126 0.5027 0.5007 0.4988 0.5228 0.5073 0.4998 0.4989 0.4982
500 0.4864 0.4925 0.4919 0.491 0.4309 0.4927 0.491 0.4905 0.4903
1000 0.3934 0.4911 0.4916 0.4918 0.3656 0.4879 0.4918 0.4917 0.4916
2500 0.3336 0.3755 0.4121 0.4836 0.3088 0.3692 0.494 0.4939 0.4938
28 50 0.3307 0.3283 0.327 0.3195 0.3564 0.327 0.3285 0.3236 0.319
100 0.2798 0.2816 0.2821 0.2912 0.2737 0.2747 0.2965 0.3036 0.3051
500 0.1633 0.173 0.177 0.189 0.1629 0.172 0.1993 0.2078 0.2269
1000 0.1328 0.1362 0.1417 0.148 0.1331 0.1414 0.1655 0.1738 0.1908
2500 0.1033 0.1064 0.1077 0.114 0.1039 0.1097 0.1301 0.1373 0.1505
89
4. Dichtescha¨tzung II: Histogramme
90
5. Nichtparametrische Regression
5.1. Einfu¨hrung und Definitionen
In diesem Kapitel wird die Verwendung des Diskrepanzprinzips in der nichtparametrischen
Regression untersucht. Betrachtet wird der einfachste Fall der nichtparametrischen Regres-
sion, in dem n Beobachtungen
yi = f(ti) + εi (i = 1, ..., n) (5.1)
vorliegen. Ziel ist die Scha¨tzung von f durch einen geeigneten Scha¨tzer fˆ . Die Designpunk-
te 0 ≤ t1 < . . . < tn ≤ 1 werden als fest und paarweise verschieden angenommen. Die
Fehler ε1, . . . , εn seien unabha¨ngig identisch normalverteilt mit Varianz σ
2. In der Lite-
ratur werden ha¨ufig allgemeinere, auch heteroskedastische Fehler zugelassen. Die Varianz
der Fehler ist in den meisten Anwendungen unbekannt und kann auf verschiedene Arten
behandelt werden. Zum Beispiel kann σ auf der Basis von Residuen fu¨r eine Scha¨tzung fˆ
fu¨r f gescha¨tzt werden. Viele Methoden zur Gla¨ttungsparameterwahl, so auch die hier be-
trachteten Diskrepanzprinzipien, ha¨ngen jedoch von der Gro¨ße der Fehler ab. Deshalb wird
σ hier als Sto¨rparameter betrachtet, der vor der Scha¨tzung von f gescha¨tzt werden muss.
A¨hnlich wie im Fall der Dichtescha¨tzung kann die Gu¨te eines Regressionsscha¨tzers mit-
tels Verlust- oder Risikofunktionen gemessen werden. Im Unterschied zur Dichtescha¨tzung
spielen in der Regression auch diskretisierte Versionen von Verlusten eine Rolle, bei denen
Scha¨tzung und wahre Funktion nur in den Designpunkten verglichen werden.
Bei der Untersuchung des Diskrepanzprinzips sollen wieder die Rolle der Parameter-
wahlmethode und die der betrachteten Klasse von Scha¨tzern soweit wie mo¨glich getrennt
werden. Daher werden exemplarisch zwei der popula¨rsten Methoden der nichtparametri-
schen Regression betrachtet: Nadaraya-Watson-Kernscha¨tzer und Gla¨ttungssplines, beide
jeweils mit globalem Gla¨ttungsparameter. Zum einen ist fu¨r diese Methoden klar, wie
das Diskrepanzprinzip zu implementieren ist, zum anderen existieren weit verbreitete Ver-
gleichsmethoden zur Parameterwahl, insbesondere Varianten der Kreuzvalidierung.
Im Folgenden werde das Modell (5.1) fu¨r a¨quidistante Designpunkte ti := (i − 1)/n,
i = 1, . . . , n, betrachtet. Sei K ein Kern wie in Kapitel 3 und h > 0 eine Bandbreite.
Weiter sei Kh(u) :=
1
h
K
(
u
h
)
. Der Nadaraya-Watson-Kernscha¨tzer ist definiert durch
fˆh(x) :=
{∑n
i=1Kh(x−ti)yi∑n
i=1Kh(x−ti) ,
∑n
i=1Kh(x− ti) 6= 0
0 sonst
. (5.2)
Dieser Scha¨tzer wurde unabha¨ngig von Nadaraya [Nad64] und Watson [Wat64] vorgeschla-
gen. Einen U¨berblick u¨ber Eigenschaften und Erweiterungen geben zum Beispiel [WJ95],
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[HMSW04] und [Tsy09]. Große Werte von h fu¨hren zu starker Gla¨ttung, wa¨hrend fu¨r
h → 0 die Scha¨tzung die Beobachtungen interpoliert und zwischen den Beobachtungen
verschwindet. Die optimale Wahl von h ha¨ngt von der verwendeten Verlustfunktion, der
Stichprobengro¨ße n, der unbekannten Funktion f und dem Rauschniveau σ ab. Wa¨hrend
σ vergleichsweise einfach gescha¨tzt werden kann (oder in manchen Anwendungen sogar
bekannt ist), sorgt die Abha¨ngigkeit von f dafu¨r, dass eine optimale Bandbreite in der
Praxis nicht implementierbar ist. A¨hnlich wie im Fall der Dichtescha¨tzung gibt es zahl-
reiche Methoden, den Gla¨ttungsparameter datengesteuert zu wa¨hlen. Viele, darunter die
in der Simulationsstudie in Kapitel 5.3 verwendeten Vergleichsmethoden, versuchen, den
Average Squared Error
ASE(h) =
1
n
n∑
i=1
(f(ti)− fˆh(ti))2, (5.3)
eine diskrete Approximation fu¨r d22(f, fˆh), mo¨glichst gut aus den Daten zu scha¨tzen. Die
Bandbreite h wird dann so gewa¨hlt, dass diese Scha¨tzung minimal wird. Eine U¨bersicht
u¨ber verschiedene Methoden der Gla¨ttungsparameterwahl findet man z.B. in Kapitel 4.3
von [HMSW04].
Fu¨r festes h ist der Nadaraya-Watson-Scha¨tzer linear in den Daten: Mit den Gewichten
whi (x) :=
Kh(x− ti)∑n
j=1Kh(x− tj)
I(
n∑
j=1
Kh(x− tj) 6= 0)
ergibt sich die Scha¨tzung an einem Punkt x ∈ [0, 1] als gewichtetes Mittel der Beobach-
tungen:
fˆh(x) =
n∑
i=1
whi (x)yi.
Im Folgenden bezeichne y = (y1, . . . , yn) den Beobachtungsvektor, yˆh := (fˆh(t1), . . . , fˆh(tn))
den Vektor, dessen Komponenten die Auswertungen des Scha¨tzers fˆh in den Designpunkten
enthalten und Wh die Gewichtsmatrix mit den Eintra¨gen w
h
ij := wi(tj). Dann gilt:
yˆh = Why. (5.4)
Die Matrix Wh entspricht der sogenannten Hat-Matrix in der linearen Regression. Ihre
Diagonale wh := (w
h
1 , . . . , w
h
n) := (w
h
11, . . . , w
h
nn) spielt eine wichtige Rolle bei der daten-
gesteuerten Wahl von h, da ihr i-ter Eintrag jeweils angibt, mit welchem Gewicht die i-te
Beobachtung yi in die Scha¨tzung an der Stelle ti eingeht.
Die zweite in diesem Kapitel betrachtete Klasse von nichtparametrischen Regressions-
scha¨tzern sind kubische Gla¨ttungssplines. Sie sind definiert als Lo¨sung von
fˆλ = argmin
g∈W 2,2[0,1]
n∑
i=1
(yi − g(ti))2 + λ
∫ 1
0
(g(2)(t))2dt, (5.5)
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vgl. z.B. [Rei67], [Wah90] und [GS94]. Die Lo¨sung von (5.5) ist ein natu¨rlicher Spline mit
Knoten t1, . . . , tn, also eine Funktion, die zweimal stetig differenzierbar ist und zwischen
den Designpunkten jeweils mit einem Polynom zusammenfa¨llt. Zusa¨tzlich gilt f (2)(t1) =
f (2)(tn) = 0. Der Gla¨ttungsparameter λ spielt eine a¨hnliche Rolle wie die Bandbreite
h bei den Nadaraya-Watson-Kernscha¨tzern. Fu¨r λ = 0 interpoliert der Gla¨ttungsspline
die Daten, fu¨r λ → ∞ konvergiert der Gla¨ttungsspline gegen die affin-lineare Kleinste-
Quadrate-Scha¨tzung. Fu¨r Gla¨ttungssplines wurden verschiedene Methoden zur Wahl von
λ vorgeschlagen, einen U¨berblick gibt z.B. Kapitel 4 in [Wah90]. Kubische Gla¨ttungssplines
sind fu¨r festes λ ebenfalls linear in den Daten, und es ergibt sich
yˆλ = Wλy. (5.6)
Eine explizite Darstellung der Matrix Wλ ist z.B. in Kapitel 2 von [GS94] zu finden. Wie
im Fall der Nadaraya-Watson-Kernscha¨tzer existieren viele Kriterien zur Wahl von λ, die
die Diagonalelemente wλ := (w
λ
1 , . . . , w
λ
n) von Wλ zur Wahl von λ benutzen, so z.B. die
Vergleichsmethoden in der Simulationsstudie in Kapitel 5.3. Zur schnellen Berechnung der
Scha¨tzung yˆλ in den Designpunkten kann der von Reinsch vorgeschlagene Algorithmus
verwendet werden, vgl. [Rei67] bzw. Kapitel 2.3.3 in [GS94].
Liegt eine Scha¨tzung fˆh bzw. fˆλ vor, so wird der Vektor der Residuen als
rh = (r
h
1 , . . . , r
h
n) := (fˆh(t1)− y1, . . . , fˆh(tn)− yn)
bzw.
rλ = (r
λ
1 , . . . , r
λ
n) := (fˆλ(t1)− y1, . . . , fˆλ(tn)− yn)
definiert. Das Diskrepanzprinzip fu¨r die nichtparametrische Regression basiert auf einer
Beurteilung des Residualvektors und la¨sst sich formulieren als
Wa¨hle h maximal so, dass ‖rh‖ ≤ σs(n), (5.7)
bzw.
Wa¨hle λ maximal so, dass ‖rλ‖ ≤ σs(n), (5.8)
wobei ‖ · ‖ eine Norm auf Rn ist und s eine geeignete Schrankenfunktion. Am weitesten
verbreitet zur Messung der Gro¨ße von Residuen sind die `p-Normen, die durch
‖(r1, . . . , rn)‖p =
{
(
∑n
t=1 |rt|p)1/p (1 ≤ p <∞)
max{|r1|, . . . , |rn|} (p =∞)
definiert werden. Die bisher in der Literatur verwendeten Versionen des Diskrepanzprinzips
basieren entweder auf der `2-Norm oder auf einer besonderen Norm, der Multiresolutions-
norm, auf die weiter unten eingangen wird. Zur Implementierung des Diskrepanzprinzips
wird auch die Rauschvarianz σ beno¨tigt, die in der Praxis ha¨ufig aus den Daten gescha¨tzt
werden muss.
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Auf der `2-Norm basierende Diskrepanzprinzipien werden vor allem fu¨r Gla¨ttungssplines
verwendet. Bereits Reinsch [Rei67] schla¨gt vor, λ so zu wa¨hlen, dass
‖rλ‖22 = σ2S
fu¨r n−√2n ≤ S ≤ n+√2n gilt. Dabei wird benutzt, dass (5.5) eine Lagrange-Formulierung
des Problems ∫ 1
0
(g(2)(t))2dt −→ min!
unter der Nebenbedingung
n∑
i=1
(yi − g(ti))2 ≤ σ2S
ist, vgl. [Rei67]. Fu¨r die Wahl S = n entspricht dabei die rechte Seite der Nebenbedingung
genau dem Erwartungswert von ‖(ε1, . . . , εn)‖22. Wahba zeigt, dass fu¨r den bezu¨glich des
Average Mean Squared Error optimalen Wert S∗ fu¨r periodische Gla¨ttungssplines
S∗ = n(1− k(1 + o(1)))
gilt mit k = c(‖f (4)‖22/σ2)1/9n−8/9 und c ≈ 0.6. Sie bemerkt weiter, dass sich a¨hnliche Er-
gebnisse auch fu¨r natu¨rliche Gla¨ttungssplines ergeben, vgl. [Wah75], Kapitel 4.7 in [Wah90]
sowie [HT87]. Damit fu¨hrt die Wahl von ‖ · ‖ = ‖ · ‖2 und s(n) =
√
n bzgl. des Average
Mean Square Error zu zu großen Wahlen von λ, was durch die Simulationsstudie in [CW79]
besta¨tigt wird.
Ein spezielles Diskrepanzprinzip, das sogenannte Multiresolutionskriterium, entstammt
dem
”
Data Approximation“-Ansatz (vgl. Kapitel 2.3). Davies und Kovac schlagen in Ver-
bindung mit ihrer Taut-String-Methode [DK01] vor, die einfachste Scha¨tzung fˆ zu wa¨hlen,
fu¨r die die Residuen
”
aussehen wie weißes Rauschen“. Die Einfachheit bzw. Komplexita¨t
einer Scha¨tzung kann zum Beispiel durch Glattheit gemessen werden. In der Taut-String-
Methode wird mit der Anzahl lokaler Extrema von fˆ ein diskretes Komplexita¨tskriterium
verwendet. Dabei wird zur Definition von
”
Aussehen wie Rauschen“ ein objektives und
automatisch u¨berpru¨fbares Kriterium beno¨tigt. Die Auswertung einer klassischen `p-Norm
des Residualvektors wu¨rde zwar zur Ablehnung fu¨hren, wenn die Residuen groß sind, jedoch
wu¨rden keine fu¨r das menschliche Auge in einem Residualplot deutlich sichtbaren Struktu-
ren entdeckt. Das wichtigste Beispiel hierfu¨r sind la¨ngere Intervalle, auf denen die meisten
Residuen dasselbe Vorzeichen haben. Solche Muster sprechen fu¨r eine systematische Unter-
oder U¨berscha¨tzung des Signals f . Dies ko¨nnte erkannt werden, indem man die Residuen
wiederum nichtparametrisch gla¨ttet und die resultierende Scha¨tzung mit der Nullfunkti-
on vergleicht, was aber die Wahl eines weiteren Gla¨ttungsparameters erfordert (vgl. z.B.
[Har97], vor allem Kap. 7). Das in [DK01] vorgeschlagene Kriterium beurteilt Scha¨tzungen
bei verschiedenen
”
Auflo¨sungen“ simultan: Die Residuen
”
sehen aus wie weißes Rauschen”,
wenn fu¨r den Residualvektor r = (r1, . . . , rn)
max
I∈I
1√|I|
∣∣∣∣∣∑
t∈I
rt
∣∣∣∣∣ ≤ σs(n) (5.9)
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erfu¨llt ist, wobei I = {I|I = {i, i + 1, . . . , l}, 1 ≤ i ≤ l ≤ n} das System aller diskreten
Intervalle in {1, . . . , n} und |I| die Anzahl der Designpunkte in I bezeichnet. Kleinere
Systeme von Intervallen, z.B. nur die dyadischen Intervalle, ko¨nnen auch benutzt werden.
Die Schrankenfunktion s sollte so gewa¨hlt werden, dass (5.9) mit hoher Wahrscheinlichkeit
erfu¨llt ist, wenn die Daten tatsa¨chlich aus dem Modell (5.1) mit f = fˆ stammen.
Die Bedingung (5.9) wird u¨blicherweise als Multiresolutionskriterium bezeichnet. Da
das Kriterium Summen von Residuen u¨ber Teilintervalle beru¨cksichtigt, fu¨hren z.B. auch
la¨ngere Folgen von Residuen moderater Gro¨ße mit dem selben Vorzeichen dazu, dass (5.9)
groß wird. Das Kriterium (und die Wahl von s(n)) wurden urspru¨nglich durch das von Do-
noho und Johnstone [DJ94] vorgeschlagene Wavelet-Thresholding-Verfahren VisuShrink
motiviert. Die Parallele wird deutlich, wenn n = 2j a¨quidistante Designpunkte, die Familie
der dyadischen Intervalle und die Haar-Basis betrachtet werden. In der Hard-Thresholding-
Wavelet-Regression wird f gescha¨tzt, indem eine Wavelet-Transformation auf y angewandt
und alle Wavelet-Koeffizienten auf Null gesetzt werden, die betragsma¨ßig kleiner als eine
vorher definierte Schranke sind. Anschließend wird die Ru¨cktransformation angewendet. Da
fu¨r viele interessante Klassen von Regressionsfunktionen die relevante Information u¨ber f
in wenigen Koeffizienten enthalten ist, werden nur diese verwendet und der Rest als durch
das Rauschen verursacht angesehen. Da die Wavelet-Transformation linear ist, ergibt eine
weitere Anwendung der Hard-Threshold-Methode mit derselben Schranke einen Nullvek-
tor. Die Wahl der Schranke wird durch die Tatsache motiviert, dass wegen ihrer Ortho-
gonalita¨t die Wavelet-Transformation von Gaußschem weißen Rauschen wieder Gaußsches
weißes Rauschen ergibt. Die Verwendung von (5.9) mit dem System der dyadischen Inter-
valle fu¨hrt zu a¨hnlichen Ergebnissen, mit dem Unterschied, dass die Koeffizienten fu¨r die
Skalierungsfunktion und nicht die Wavelet-Koeffizienten betrachtet werden, vgl. [DK01].
In Kapitel 5.2 wird eine etwas andere, auf Nadaraya-Watson-Kernscha¨tzern basierende,
Motivation gegeben. Dort wird gezeigt, dass sich (5.9) formulieren la¨sst als
‖r‖MR ≤ σs(n),
fu¨r die in Definition 5.1 definierte Multiresolutionsnorm ‖ · ‖MR. Damit entspricht das
Multiresolutionskriterium also einem Diskrepanzprinzip vom Typ (5.7) bzw. (5.8). Die
bisher benutzten Schrankenfunktionen sind vom Typ
s(n) =
√
τ log(n)
wobei τ in der Regel zwischen 2 und 3 gewa¨hlt wird, vgl. [DK01] bzw. [DM08]. Eine
andere Mo¨glichkeit besteht darin, τ in Abha¨ngigkeit von n so zu wa¨hlen, dass (5.9) mit
einer gegebenen Wahrscheinlichkeit α erfu¨llt ist, vgl. [DKM09].
Das Multiresolutionskriterium eignet sich besonders zur Wahl lokalisierter Gla¨ttungspara-
meter, da die Information, fu¨r welche Intervalle (5.9) verletzt ist, dazu benutzt werden
kann, Gla¨ttungsparameter lokal anzupassen. Dieser Ansatz wurde bisher erfolgreich fu¨r
Nadaraya-Watson-Kernscha¨tzer und lokal-polynomiale Scha¨tzer (vgl. [Mei04], [Mei06]) so-
wie fu¨r kubische Gla¨ttungssplines (vgl. [Mei04], [DM08] und [Mei06]) umgesetzt. Die Mo-
tivation im Sinne des
”
Data Approximation“-Ansatzes besteht dabei darin, unter allen
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”
ada¨quaten Approximationen“ (vgl. Kapitel 2.3) eine Funktion maximaler Glattheit zu
finden. Wu¨nschenswert wa¨re die Lo¨sung des Problems∫ 1
0
(g(2)(t))2dt −→ min!
unter der Nebenbedingung
‖(g(t1)− y1, . . . , g(tn)− yn)‖MR ≤ σ
√
τ log(n).
Dies ist ein quadratisches Optimierungsproblem, das jedoch selbst bei Verwendung ei-
nes kleineren Intervallsystems fu¨r das Multiresolutionskriterium noch sehr groß und in
vielen Fa¨llen auch numerisch instabil ist, vgl. [DM08]. Daher werden iterativ kubische
Gla¨ttungssplines mit lokalisiertem Gla¨ttungsparameter berechnet, bis das Multiresoluti-
onskriterium erfu¨llt ist. Wird in diesem Ansatz jedoch ein globaler Gla¨ttungsparameter
benutzt, entspricht dies genau einem Spline-Scha¨tzer vom Typ (5.5), dessen Gla¨ttungspara-
meter mit Hilfe des Diskrepanzprinzips (5.8) fu¨r ‖ · ‖ = ‖ · ‖MR und s(n) =
√
τ log(n) mit
τ > 2 gewa¨hlt wird.
In [DM08] wird außerdem gezeigt (Theorem 7.2), dass in diesem Fall fu¨r hinreichend
glattes f und eine Folge δn mit δ
−1
n n
−5/16(log(n))9/16 = o(1) die Konvergenzrate
sup
δn<x<1−δn
|fˆλs,n(x)− f(x)| = OP ((log n)7/32n−11/32)
erreicht wird, wobei λs,n den wie beschrieben gewa¨hlten Gla¨ttungsparameter bezeichnet.
Fu¨r diesen Ansatz existieren multivariate Verallgemeinerungen, insbesondere zur Bild-
verarbeitung mittels Thin-Plate-Splines (vgl. [Mei04] und [DM08]) bzw. mittels auf der
Wa¨rmeleitungsgleichung basierender Methoden (vgl. [HMS+10]). Außerdem wird das Kri-
terium (5.9) fu¨r stu¨ckweise konstante Kleinste-Quadrate-Regressionsscha¨tzer verwendet,
vgl. [BKL+09]. Auch zur sequentiellen Erkennung von Strukturbru¨chen werden a¨hnliche
Kriterien eingesetzt, vgl. z.B. [SV95]. In der Literatur werden außerdem einige vorwie-
gend asymptotische Eigenschaften von (5.9) behandelt, vgl. [DK01], [DM08], [BKL+09]
und [Kab08]. Bernholt und Hofmeister entwickeln einen effizienten Algorithmus zur Ent-
scheidung, ob (5.9) erfu¨llt ist (vgl. [BH06] und [BEH07]).
Es existieren außerdem weitere Verallgemeinerungen von (5.9), unter anderem robuste
Varianten, die benutzt werden ko¨nnen, wenn das Rauschen eine Verteilung mit schwe-
ren Tails besitzt. Die Residuen werden in diesem Fall transformiert, z.B. in dem sie
durch ihre Vorzeichen ±1 ersetzt werden, die sich dann wie unabha¨ngig identisch verteilte
Rademacher-Zufallsvariablen verhalten sollten [Kov02]. Ein direkterer Ansatz, ebenfalls in
[DK01] vorgestellt, besteht darin, (5.9) durch ein auf Runla¨ngen basierendes Kriterium zu
ersetzen, was jedoch zu einer vo¨llig anderen Prozedur fu¨hrt. Du¨mbgen und Kovac [DK09]
stellen außerdem eine auf Score-Funktionen basierende Version fu¨r M-Scha¨tzer mit Straf-
term vor, wobei sich im Falle eines Kleinste-Quadrate-Scha¨tzers wieder das Kriterium (5.9)
ergibt.
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5.2. Eine geometrische Interpretation des
Multiresolutionskriteriums
Im Folgenden wird eine rein geometrische Interpretation von (5.9) fu¨r festes n vorgestellt.
Es ist bekannt, dass die Menge der Residuen, die (5.9) erfu¨llen, ein Polyeder in Rn ist,
da (5.9) einer endlichen Menge linearer Ungleichungen entspricht [DKM09]. Im weiteren
Verlauf dieses Kapitels soll gezeigt werden, dass diese Menge eine Kugel in einer speziellen
Norm – der Multiresolutionsnorm (MR-Norm) – ist. Weiter werden einige interessante
Eigenschaften dieser Norm hergeleitet, die sie von den `p-Normen unterscheiden und als
eine Art formalisierter Residualplot nu¨tzlich machen. In diesem Abschnitt sind nur die
Residuen von Interesse, nicht die Funktion f . Daher wird nur der Vektor der Auswertung
einer Scha¨tzung fˆ in den Designpunkten (fˆ(t1), . . . , fˆ(tn)) betrachtet, der ebenfalls mit fˆ
bezeichnet werden soll. Die Gestalt des Scha¨tzers fˆ spielt fu¨r die folgenden U¨berlegungen
keine Rolle. Weiter bezeichne y := (y(t1), . . . , y(tn)) den Vektor der Beobachtungen und
r := (fˆ(t1)− y(t1), . . . , fˆ(tn)− y(tn)) den Vektor der Residuen.
Residuen (r1, . . . , rn) ko¨nnen mit Hilfe von Nadaraya-Watson-Kernscha¨tzern mit der
Nullfunktion verglichen werden. Betrachtet wird eine unimodale, symmetrische nichtnega-
tive Kernfunktion K : R −→ R+. Fu¨r eine Bandbreite h > 0 wird Kh(·) := h−1K(h−1·)
definiert. Statt eine einzige Bandbreite zu wa¨hlen, ko¨nnen auch alle Bandbreiten simultan
betrachtet werden:
rt,h :=
{ ∑n
i=1Kh(ti−t)ri√∑n
i=1K
2
h(ti−t)
, falls
√∑n
i=1K
2
h(ti − t) 6= 0
0, falls
√∑n
i=1K
2
h(ti − t) = 0
(5.10)
fu¨r alle t ∈ [0, 1], h > 0. Dies entspricht dem Nadaraya-Watson-Kernscha¨tzer (5.2) mit
Bandbreite h im Punkt t, lediglich der Nenner wird zur Standardisierung anders gewa¨hlt.
Werden die ri als Realisierungen der εi angenommen, dann gilt rt,h ∼ N(0, σ2) fu¨r alle
(t, h), fu¨r die
√∑n
i=1K
2
h(ti − t) nicht Null ist. Nach der Cauchy-Schwarz-Ungleichung gilt
fu¨r alle (r1, . . . , rn) ∈ Rn
|rt,h| ≤ ‖(r1, . . . , rn)‖2, (5.11)
was
sup
t,h
|rt,h| ≤ ‖(r1, . . . , rn)‖2 <∞
impliziert. Nun kann eine Norm auf Rn definiert werden:
Satz 5.1. Fu¨r jede Kernfunktion K und feste Designpunkte t1, . . . , tn wie oben definiert
‖(r1, . . . , rn)‖K := sup
t,h
|rt,h| (5.12)
eine Norm.
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Beweis. Nichtnegativita¨t, Homogenita¨t und die Dreiecksungleichung sind offensichtlich.
Zum Nachweis der positiven Definitheit sei mindestens eines der ri nicht 0. Dann existiert
immer eine Bandbreite h, fu¨r die die Beitra¨ge aller anderen rj zu rti,h beliebig klein sind
und daher |rti,h| > 0 ist.
Da (5.12) als Supremum u¨ber eine u¨berabza¨hlbare Menge definiert ist, wird man in der
Praxis ein endliches Gitter benutzen. Nichtnegativita¨t, Homogenita¨t und die Dreiecksun-
gleichung bleiben dadurch erhalten. Falls das Gitter zu grob ist, kann aber die positive
Definitheit verloren gehen.
Die Idee, Kernscha¨tzer fu¨r eine Menge mo¨glicher Bandbreiten zu benutzen, ist eng mit
dem zuerst in der Bildverarbeitung vorgestellten Scale-Space-Ansatz verwandt. Die in der
Statistik bekanntesten Methoden dieses Typs sind die sogenannten SiZer-Maps, die von
Chaudhuri und Marron vorgeschlagen wurden, vgl. [CM99, CM00]. Die Definitionen sind
allerdings etwas anders, und es werden nur Gaußkerne zugelassen. Du¨mbgen und Spokoiny
[DS01] und Rufibach und Walther [RW10] benutzen ebenfalls a¨hnliche Kriterien, die auf
Kernscha¨tzern fu¨r verschiedene Skalen beruhen. Allerdings werden die zugeho¨rigen Teststa-
tistiken fu¨r jede Skala mit anderen kritischen Werten verglichen, die vom Niveau des Tests
abha¨ngen. Dies macht eine Interpretation im hier vorgestellten Rahmen unmo¨glich. Dette
und Hetzler [DH07] schlagen eine auf Nadaraya-Watson-Kernscha¨tzern fu¨r verschiedene
Bandbreiten beuhende Teststatistik fu¨r Goodness-of-Fit-Tests vor; in diesem Fall liegen
jedoch die Bandbreiten in einem von n abha¨ngigen Intervall der Form [an−1/5, bn−1/5] fu¨r
Konstanten a < b.
Wird nun speziell der Rechteckskern KU(x) (3.13) verwendet, ha¨ngen die Gewichte und
der Nenner in (5.12) nur von der Anzahl der Designpunkte in einem Fenster der Ge-
samtla¨nge h um t ab: ∑n
i=1K
U
h (ti − t)ri√∑n
i=1(K
U
h (ti − t))2
=
∑
{i:|t−ti|≤h/2} ri√|{i : |t− ti| ≤ h/2}| . (5.13)
In diesem Fall gibt es nur endlich viele rt,h, eines fu¨r jedes diskrete Intervall {ti, ti+1, . . . , tj}
mit 1 ≤ i ≤ j ≤ n. Das Supremum in (5.12) wird daher nur u¨ber eine endliche Menge
gebildet und ha¨ngt von den Designpunkten nur u¨ber ihre Anordnung ab. Daher wird im
Folgenden auf die Designpunkte nicht mehr Bezug genommen, und die Residuen werden
nur noch als Vektor im Rn betrachtet. Damit kann auf Rn wie folgt eine Norm definiert
werden:
Definition 5.1. Sei n ∈ N und I = {I|I = {i, i+ 1, . . . , l}, 1 ≤ i ≤ l ≤ n}. Die Multireso-
lutionsnorm (kurz MR-Norm) auf Rn ist definiert durch:
‖(x1, . . . , xn)‖MR := ‖(x1, . . . , xn)‖KU := maxI∈I
1√|I|
∣∣∣∣∣∑
t∈I
xt
∣∣∣∣∣ .
Da dies lediglich (5.12) fu¨r den Rechteckskern und beliebige Designpunkte ist, definiert
‖ · ‖MR offensichtlich eine Norm.
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Abbildung 5.1.: Die Einheitskugel der Multiresolutionsnorm fu¨r n = 2.
Abbildung 5.1 zeigt die Einheitskugel von ‖ · ‖MR fu¨r n = 2. Die Komponenten eines
Vektors innerhalb der Einheitskugel du¨rfen gro¨ßer sein, falls sie sich im Vorzeichen unter-
scheiden.
Eine Norm heißt strikt konvex, falls der Rand der Einheitskugel keine Streckensegmente
entha¨lt, d.h. fu¨r alle x, y ∈ Rn mit ‖x‖ = ‖y‖ = 1 impliziert ‖1
2
(x + y)‖ = 1, dass x = y.
Setzt man x = (1, 0, . . . , 0) und y = (1,−1, 0, . . . , 0), so ist ‖x‖MR = ‖y‖MR = 1, aber∥∥∥∥12(x+ y)
∥∥∥∥
MR
=
∥∥∥∥(1,−12 , 0, . . . , 0)
∥∥∥∥
MR
= max
{
1,
1
2
,
1
2
√
2
}
= 1.
Damit ist klar, dass die Multiresolutionsnorm fu¨r n ≥ 2 nicht strikt konvex ist. Da durch
Skalarprodukte gegebene Normen stets strikt konvex sind, ist (Rn, ‖·‖MR) kein Hilbertraum.
Weiter ist klar, dass die Residuen (5.9) genau dann erfu¨llen, wenn ‖r‖MR ≤ σs(n) gilt,
d.h. wenn sie in einer Kugel um den Ursprung liegen bzw. – a¨quivalent dazu – wenn fˆ
in einer Kugel um die Daten y liegt. Im Gegensatz zu anderen Distanzmaßen zwischen
Datenpunkten und gescha¨tzten Werten kann die MR-Norm nicht als Scha¨tzung eines Ab-
stands zwischen f und fˆ interpretiert werden, sie ist also kein empirisches Analogon zu
einer (sinnvollen) Populationsgro¨ße.
Die Nu¨tzlichkeit der Multiresolutionsnorm im Vergleich zu den `p-Normen ergibt sich
nun aus dem Fehlen bestimmter Invarianzeigenschaften. Sei Sn die symmetrische Gruppe,
d.h. die Gruppe der Permutationen von {1, . . . , n} mit
pix := (xpi(1), . . . , xpi(n)) fu¨r pi ∈ Sn, x ∈ Rn.
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Desweiteren wird die Vorzeichengruppe Tn := {−1,+1}n mit komponentenweiser Multipli-
kation betrachtet. Durch
sx := (s1x1, . . . , snxn) fu¨r s ∈ Tn, x ∈ Rn
wird die Operation von Tn auf Rn definiert. Nach Definition von ‖ · ‖p ist direkt klar,
dass ‖pix‖p = ‖x‖p und ‖sx‖p = ‖x‖p fu¨r alle x ∈ Rn, pi ∈ Sn, s ∈ Tn und p ∈ [1,∞]
gilt, da die p-Normen von den Komponenten nur u¨ber die Absolutbetra¨ge abha¨ngen. Die
Multiresolutionsnorm eines Vektors ist dagegen im Allgemeinen nicht invariant unter diesen
Transformationen. Betrachte z.B.:
‖(1,−1, 1)‖MR = 1
‖(1, 1,−1)‖MR =
√
2.
Dies ist ein Gegenbeispiel fu¨r beide Arten von Transformationen, da der zweite Vektor aus
dem ersten sowohl durch Vertauschen der zweiten und dritten Komponente, als auch durch
Vorzeichenwechsel in diesen Komponenten hervorgeht. Die Untergruppen von Sn und Tn,
unter denen ‖x‖MR invariant ist fu¨r alle x ∈ Rn, bestehen jeweils nur aus zwei Elementen,
wie nun gezeigt wird. Bezeichne id die Identita¨t in Sn oder Tn. Sei weiter ρ ∈ Sn die
Permutation, die die Reihenfolge der Komponenten umkehrt, gegeben durch
ρ(x1, . . . , xn) = (xn, . . . , x1)
fu¨r alle x ∈ Rn. Offensichtlich wird die Multiresolutionsnorm nicht gea¨ndert durch Um-
kehrung der Reihenfolge der Komponenten eines Vektors, da dieselben Summen betrachtet
werden. Weiter bezeichne ν := (−1, . . . ,−1) das Element von Tn, das alle Vorzeichen
gleichzeitig umkehrt. Die Umkehr aller Vorzeichen eines Vektors ist a¨quivalent zur Skalar-
multiplikation des Vektors mit−1 und a¨ndert daher die Multiresolutionsnorm eines Vektors
nicht. Es gilt ρ ◦ ρ = id und ν ◦ ν = id, so dass {id, ρ} ⊂ Sn und {id, ν} ⊂ Tn Untergruppen
sind. Invarianz unter diesen Untergruppen ist eine erwu¨nschte Eigenschaft, da die Entschei-
dung, ob Residuen als Rauschen akzeptiert werden, sich nicht a¨ndern soll, wenn sich die
Anordnung umkehrt oder alle Vorzeichen gleichzeitig gea¨ndert werden. Es gibt keine weite-
ren Elemente in diesen Gruppen, die die Multiresolutionsnorm fu¨r alle x ∈ Rn unvera¨ndert
lassen:
Satz 5.2. 1. Fu¨r pi ∈ Sn gilt ‖pix‖MR = ‖x‖MR fu¨r alle x ∈ Rn genau dann, wenn pi = id
oder pi = ρ.
2. Fu¨r s ∈ Tn gilt ‖sx‖MR = ‖x‖MR fu¨r alle x ∈ Rn genau dann, wenn s = id oder s = ν.
Beweis. 1. Die Invarianz der MR-Norm unter id und ρ ist nach der vorausgehenden Argu-
mentation klar. Sei nun pi ∈ Sn mit pi 6= id und pi 6= ρ. Da id und ρ die einzigen Permutatio-
nen sind, die die Anordnung der Komponenten nicht vera¨ndern, existieren i, j ∈ 1, . . . , n
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mit |j − i| ≥ 2 und |pi(j) − pi(i)| = 1. Fu¨r x ∈ Rn, so dass xi = xj = 1 und alle anderen
Komponenten 0 sind, ergibt sich
‖x‖MR = max{1, 2/
√
|j − i|+ 1} =
{ 2√
3
(|j − i| = 2)
1 (|j − i| > 2) .
Andererseits sind xpi(i) und xpi(j) benachbarte Komponenten in pix. Daher ist
‖pix‖MR = max{1, 2/
√
2} =
√
2,
und fu¨r jedes pi /∈ {id, ρ} existiert mindestens ein x ∈ Rn, fu¨r das ‖pix‖MR 6= ‖x‖MR gilt.
2. Die Invarianz der MR-Norm unter id und ν ist nach der vorausgehenden Argumentation
klar. Sei s ∈ Tn mit s 6= id und s 6= ν. In diesem Fall existiert ein i ∈ {1, . . . , n−1}, so dass
sisi+1 = −1. Sei nun x der Vektor mit xi = xi+1 = 1 und xk = 0 fu¨r k /∈ {i, i+ 1}. Bei der
Berechnung der Multiresolutionsnorm ergibt sich 1√
2
(xi + xi+1) =
√
2 > 1 = |xi| = |xi+1|.
Daraus folgt
‖x‖MR =
√
2.
In sx sind die beiden Komponenten xi und xi+1 betragsma¨ßig gleich 1, haben aber ent-
gegengesetzte Vorzeichen. Damit ist die Summe auf dem Intervall {i, i + 1} Null. Damit
gilt
‖sx‖MR = 1.
Wie oben kann mindestens ein Vektor x mit ‖sx‖MR 6= ‖x‖MR fu¨r jedes s 6= id, s 6= ν
konstruiert werden.
Also lassen nur triviale Permutationen oder Vorzeichenwechsel die Multiresolutionsnorm
invariant fu¨r alle x ∈ Rn. Fu¨r eine feste Permutation oder einen festen Vorzeichenwechsel
existieren natu¨rlich immer Vektoren, fu¨r die sich die Norm nicht a¨ndert; das einfachste
Beispiel hierfu¨r ist der Nullvektor. Es ist gerade das Fehlen der sonst u¨blichen Invari-
anzeigenschaften, das die Multiresolutionsnorm nu¨tzlich zur Erkennung von Mustern wie
la¨ngeren Abfolgen großer Residuen oder Residuen desselben Vorzeichens macht.
Nun werden noch einige weitere Eigenschaften der Multiresolutionsnorm in Verbindung
mit Vorzeichenmustern hergeleitet. Sei dazu |x| = (|x1|, . . . , |xn|).
Lemma 5.1. Fu¨r x ∈ Rn gilt ‖x‖MR ≤ ‖|x|‖MR , und strikte Ungleichheit ist mo¨glich.
Beweis. Es gilt maxI∈I 1√|I|
∣∣∑
t∈I xt
∣∣ ≤ maxI∈I 1√|I|∑t∈I |xt|. Ein Beispiel fu¨r strikte Un-
gleichheit ist ‖(1,−1)‖MR = 1 <
√
2 = ‖(1, 1)‖MR.
Die Abha¨ngigkeit von ‖x‖MR vom Vorzeichenmuster von x wird besonders deutlich, wenn
Vektoren betrachtet werden, die nur aus Komponenten mit dem selben Absolutbetrag be-
stehen. Ein weiterer Grund, diesen Fall zu betrachten, ist das robuste Multiresolutions-
vorzeichenkriterium, das in [Kov02] vorgeschlagen wird: Die Residuen werden durch ihre
Vorzeichen ersetzt, d.h. (5.9) wird auf (sign(r1), . . . , sign(rn)) angewendet statt auf den
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urspru¨nglichen Residuenvektor. Sind alle Residuen ungleich Null, entspricht dies der Er-
setzung des Residuenvektors durch diejenige Ecke der Einheitskugel von ‖ · ‖∞, die im
selben Orthanten liegt.
Satz 5.3. Fu¨r die Menge aller x = (x1, . . . , xn) mit |x1| = · · · = |xn| =: m > 0 gilt:
1. ‖x‖MR ist maximal genau dann, wenn alle Komponenten dasselbe Vorzeichen haben.
Dann ist ‖x‖MR =
√
nm.
2. ‖x‖MR ist minimal genau dann, wenn sich die Vorzeichen der Komponenten abwech-
seln. Dann ist ‖x‖MR = m.
3. ‖x‖MR ≥
√
`m, wobei ` die La¨nge des la¨ngsten Runs von Komponenten desselben
Vorzeichens ist.
Beweis. 1. Die Maximalita¨t bei gleichen Vorzeichen ist nach Lemma 5.1 klar. Es ist eben-
falls klar, dass in diesem Fall 1√|I| |
∑
t∈I xt| =
√|I|m, so dass ‖x‖MR = √nm. Existieren
zwei Komponenten mit entgegengesetzten Vorzeichen, so heben sie sich in der Summation
u¨ber das Intervall I := {1, . . . , n} gegenseitig auf. Daher ist
1√|I|
∣∣∣∣∣∑
t∈I
xt
∣∣∣∣∣ ≤ n− 2√n m < √nm.
Ebenso ist klar, dass fu¨r jedes Teilintervall I mit |I| < n 1√|I|
∣∣∑
t∈I xt
∣∣ ≤ √n− 1m gilt.
2. Zuna¨chst sei x so, dass sich die Vorzeichen der Komponenten abwechseln. Fu¨r ein In-
tervall mit einer geraden Anzahl von Punkten heben sich die Komponenten auf. Hat das
Intervall eine ungerade La¨nge, so bleibt bei der Summation gerade ein Term u¨brig. In die-
sem Fall ist 1√|I|
∣∣∑
t∈I xt
∣∣ = m/√|I|. Dieser Wert wird maximal fu¨r Intervalle mit genau
einem Punkt, und es ergibt sich ‖x‖MR = m. Nimmt man hingegen an, dass mindestens
zwei benachbarte Komponenten xi und xi+1 mit dem selben Vorzeichen existieren, ergibt
sich ‖x‖MR ≥ 1√2 |xi + xi+1| = 2√2m =
√
2m > m.
3. Sei I ein Intervall mit Komponenten mit dem selben Vorzeichen. Dann ist
1√
|I| |
∑
t∈I xt| =
√|I|m.
Nach Teil 1. und 2. von Satz 5.3 ist klar, dass die Ecken der Einheitskugeln der MR-Norm
und ‖ · ‖∞ in denjenigen Orthanten des Rn u¨bereinstimmen, in denen die Vorzeichen sich
abwechseln, und am weitesten entfernt sind in den Orthanten, in denen alle Vorzeichen
gleich sind. Durch vollsta¨ndige Aufza¨hlung aller Mo¨glichkeiten erha¨lt man, dass in Teil 3.
von Satz 5.3 fu¨r n ≤ 6 stets Gleichheit gilt, wa¨hrend die Ungleichung fu¨r n ≥ 7 strikt sein
kann: So ist z.B.
‖(1, 1, 1,−1,−1,−1, 1)‖MR =
√
3,
aber
‖(1, 1, 1,−1, 1, 1, 1)‖MR = 5√
7
>
√
3.
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Also ko¨nnen Residuenvektoren mit der selben maximalen Runla¨nge verschiedene MR-
Normen haben. Dies bedeutet weiterhin, dass das Multiresolutionsvorzeichenkriterium in
[Kov02] nicht a¨quivalent zu dem Runkriterium in [DK01] ist, das nur auf der La¨nge des
la¨ngsten Runs basiert.
Eine weitere Eigenschaft der p-Normen ist die Zerlegungseigenschaft
‖(x1, . . . , xk, xk+1, . . . , xn)‖pp = ‖(x1, . . . , xk, 0, . . . , 0)‖pp + ‖(0, . . . , 0, xk+1, . . . , xn)‖pp
fu¨r 1 ≤ p <∞ und
‖(x1, . . . , xk, xk+1, . . . , xn)‖∞ = max{‖(x1, . . . , xk, 0, . . . , 0)‖∞, ‖(0, . . . , 0, xk+1, . . . , xn)‖∞},
d.h. wird ein Vektor in zwei Teilvektoren zerlegt, la¨sst sich die Norm des Gesamtvek-
tors aus den Normen der Teilvektoren rekonstruieren. Durch ein einfaches Induktionsar-
gument sieht man, dass dies auch fu¨r Partitionierungen in mehr als zwei Teilvektoren gilt.
Diese Eigenschaft wird oft implizit benutzt und macht das Rechnen mit p-Normen sehr
einfach. Die Multiresolutionsnorm besitzt diese Eigenschaft nicht, wie man einfach sieht:
‖(1, 1)‖MR =
√
2 und ‖(1,−1)‖MR = 1, aber fu¨r die aus einer Komponente bestehenden
Teilvektoren gilt: ‖(1, 0)‖MR = ‖(0, 1)‖MR = ‖(0,−1)‖MR = 1. Daher kann keine Funktion
existieren, die die Normen der Teilvektoren auf die Norm des Gesamtvektors abbildet.
Nachdem einige wichtige Unterschiede zwischen der MR-Norm und den p-Normen her-
ausgestellt wurden, werden nun noch exakte Abscha¨tzungen hergeleitet:
Satz 5.4. Fu¨r x ∈ Rn gilt:
1
n1/p
‖x‖p ≤ ‖x‖MR ≤ ‖x‖p (1 ≤ p ≤ 2), (5.14)
1
n1/p
‖x‖p ≤ ‖x‖MR ≤ n1/2−1/p‖x‖p (2 < p <∞), (5.15)
‖x‖∞ ≤ ‖x‖MR ≤
√
n‖x‖∞. (5.16)
Alle Schranken sind scharf.
Beweis. 1. Untere Schranken: Der Fall p =∞ ist trivial, da die Multiresolutionsnorm das
Maximum u¨ber eine gro¨ßere Menge ist.
Sei p ∈ [1,∞). Angenommen, es existiert x ∈ Rn so, dass ‖x‖p =: m und
‖x‖MR < m
n1/p
gilt. Da ‖x‖∞ ≤ ‖x‖MR, gilt |xt| < mn1/p fu¨r alle t ∈ {1, . . . , n}. Dies impliziert
‖x‖p =
(
n∑
t=1
|xt|p
)1/p
<
(
n
mp
n
)1/p
= m,
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im Widerspruch zu ‖x‖p = m.
Um zu sehen, dass die Abscha¨tzungen nicht verbessert werden ko¨nnen, betrachtet man
Vektoren der Form x = (a,−a, a,−a, . . . ) fu¨r a ∈ R. Dann ist ‖x‖∞ = ‖x‖MR = a und
‖x‖p = n1/pa.
2. Obere Schranken: Es wird wieder zuerst der Fall p =∞ betrachtet. Sei ‖x‖∞ =: m fest.
Es wird ein Vektor mit der gro¨ßtmo¨glichen Multiresolutionsnorm konstruiert. Wegen Lem-
ma 5.1 reicht es, Vektoren mit nichtnegativen Komponenten zu betrachten. Die Summe
u¨ber ein Intervall I wird dann gro¨ßer, wenn die Komponenten gro¨ßer werden. Die Multire-
solutionsnorm wird dann maximal, wenn jede Komponente gleich dem maximal mo¨glichen
Wert m ist. Dann ist
‖(m, . . . ,m)‖MR = max
I∈I
|I|√|I|m = maxI∈I √|I|m = √nm = √n‖(m, . . . ,m)‖∞.
Fu¨r p ∈ [1,∞) wird die Ho¨lder-Ungleichung benutzt. Fu¨r I ∈ I ergibt sich:
1√|I|
∣∣∣∣∣∑
t∈I
xt
∣∣∣∣∣ ≤ 1√|I|∑
t∈I
|xt · 1| (5.17)
≤ 1√|I|
(∑
t∈I
|xt|p
)1/p(∑
t∈I
1
)1−1/p
(5.18)
≤ ‖x‖p|I|1/2−1/p. (5.19)
Fu¨r p ∈ [1, 2] erha¨lt man |I|1/2−1/p ≤ 1, und (5.19) ergibt die obere Schranke in (5.14).
Um zu sehen, dass diese Schranke scharf ist, betrachtet man den Einheitsvektor x =
(1, 0, . . . , 0).
Fu¨r p > 2 erha¨lt man |I|1/2−1/p ≤ n1/2−1/p, und (5.19) ergibt die obere Schranke in (5.15).
Gleichheit gilt hier wieder fu¨r Vektoren der Form x = (m, . . . ,m) mit ‖x‖MR =
√
nm und
‖x‖p = n1/pm.
Abbildung 5.2 zeigt die Einheitskugeln in der 1-, 2-, ∞- und MR-Norm fu¨r n = 2.
Die Kugel in der 2-Norm beru¨hrt die MR-Kugel in ±(1/√2, 1/√2) und Einheitskugeln
fu¨r kleinere p sind vollsta¨ndig in der MR-Kugel enthalten. Dies veranschaulicht die un-
terschiedliche Gestalt der oberen Schranken in (5.14) und (5.15) fu¨r die Fa¨lle p ≤ 2 und
p > 2.
Abschließend sollen nun noch mo¨gliche weitere, auf der hier vorgestellten geometrischen
Interpretation basierende, Anwendungen des Multiresolutionskriteriums skizziert werden.
Viele Regressionsscha¨tzer sind als Minimierer eines Komplexita¨tsfunktionals unter der Ne-
benbedingung (5.9) definiert. Diese Nebenbedingung entspricht einer endlichen Menge li-
nearer Ungleichungen. Fu¨r einige spezielle Komplexita¨tsfunktionale, wie z.B. die Totalva-
riation von fˆ , reduziert sich die Berechnung des Scha¨tzers auf die Lo¨sung eines linearen
Optimierungsproblems. Im Rahmen der oben gegebenen geometrischen Interpretation be-
deutet dies, dass u¨ber eine Kugel in der MR-Norm optimiert wird. In diesem Fall definiert
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Abbildung 5.2.: Einheitskugeln in der MR-, 1-, 2- und ∞-Norm fu¨r n = 2.
die MR-Norm die Nebenbedingungen. Im Folgenden soll gezeigt werden, dass die lineare
Approximation bezu¨glich der MR-Norm ebenfalls ein lineares Optimierungsproblem dar-
stellt, in dem die MR-Norm die Rolle der Zielfunktion u¨bernimmt. Desweiteren wird eine
Anwendung auf Goodness-of-Fit-Tests fu¨r Lineare Modelle skizziert.
Betrachtet werde das Testproblem
H0 : f =
k∑
i=1
βigi vs. H1 : f 6=
k∑
i=1
βigi
im Regressionsmodel (5.1) fu¨r feste Funktionen g1, . . . , gk. Zahlreiche auf einer Gla¨ttung
der Residuen oder einem Vergleich einer parametrischen mit einer nichtparametrischen
Scha¨tzung basierende Tests wurden in der Literatur vorgeschlagen, vgl. zur U¨bersicht Ka-
pitel 6 in [Har97]. Es bezeichne X = (xij) = (gj(ti)) die n× k Regressormatrix. Zu einem
gegebenen Testniveau α ∈ (0, 1) sei Cn,1−α das (1−α)-Quantil der linken Seite von (5.9) fu¨r
σ = 1. Die Gro¨ße Cn,1−α kann durch Simulationen bestimmt werden. Wenn H0 erfu¨llt ist
fu¨r einen Vektor β := (β1, . . . , βk)
T , liegt y mit Wahrscheinlichkeit 1−α in einer MR-Kugel
um Xβ mit Radius σCn,1−α. Dies legt folgende Testprozedur nahe: Zuerst wird die beste
Approximation an y berechnet, d.h. ein Vektor βˆ ∈ Rk, fu¨r den
‖Xβˆ − y‖MR = min
β∈Rk
‖Xβ − y‖MR.
Dies entspricht einer linearen Regression, wobei jedoch die u¨bliche `2-Norm durch die MR-
Norm ersetzt wird. H0 wird genau dann abgelehnt, wenn ‖Xβˆ − y‖MR > σCn,1−α.
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Nun wird die Menge
B∗ = argmin
β∈Rk
‖Xβ − y‖MR
charakterisiert. Da die Multiresolutionsnorm nicht strikt konvex ist, kann diese Menge
aus mehr als einem Element bestehen, und da das Problem endlichdimensional ist, ist die
Lo¨sungsmenge nie leer. Analog zum Problem der Approximation bezu¨glich der `∞-Norm
la¨sst sich das Problem mit Standardmethoden der linearen Optimierung lo¨sen:
Satz 5.5. Seien y,X,B∗ wie oben. Dann besteht die Menge B∗ aus allen β ∈ Rk, die
Lo¨sungen des linearen Optimierungsproblems
s −→ min! (5.20)
unter den Nebenbedingungen s ≥ 0 (5.21)√|I|s+∑t∈I(Xβ)t ≥∑t∈I yt ∀I ∈ I (5.22)
−√|I|s+∑t∈I(Xβ)t ≤∑t∈I yt ∀I ∈ I (5.23)
mit β ∈ Rk und s ∈ R sind.
Beweis. Sei Bs := {β ∈ Rk | ‖Xβ − y‖MR ≤ s}. Es ist dann klar, dass B∗ = Bs fu¨r das
kleinstmo¨gliche s ≥ 0, fu¨r das Bs 6= ∅. Das Minimum wird angenommen, da mindestens eine
Bestapproximation existiert. Daraus ergibt sich die Zielfunktion und die Nebenbedingung
(5.21). Die Bedingung ‖Xβ−y‖MR ≤ s la¨sst sich durch elementare Umformungen in (5.22)
und (5.23) transformieren.
Da dieser Ansatz auf linearer Optimierung beruht, ist es mo¨glich, z.B. Hypothesen u¨ber
die Monotonie von f , die sich in Form linearer Nebenbedingungen formulieren lassen, zu
testen.
5.3. Simulationsstudie
Im Folgenden werden verschiedene Versionen des Diskrepanzprinzips fu¨r die nichtparame-
trische Regression in einer Simulationsstudie verglichen. Dazu werden Datensa¨tze aus acht
verschiedenen Beispielfunktionen generiert. Neben den aus dem Wavelet-Kontext bekann-
ten Beispielfunktionen von Donoho und Johnstone (vgl. [DJ94]) (hier Funktionen 4-7) sind
dies eine etwas weniger stark oszillierende Version der Doppler-Funktion (Funktion 1, vgl.
[RC00]), eine Sinusfunktion mit einem zusa¨tzlichen Peak (Funktion 2, vgl. [Mei06]), eine
stu¨ckweise polynomielle Funktion mit Sprungstelle (Funktion 3, vgl. [NS94]) und die Null-
funktion, die eine der Rechteckverteilung im Fall der Histogrammdichtescha¨tzung analoge
Rolle spielt und bereits in [DGW08] verwendet wurde (hier Funktion 8). Die Beispielfunk-
tionen sind in Abbildung 5.3 abgebildet; die genauen Informationen und Quellenangaben
finden sich in Anhang B.2. Fu¨r a¨quidistante Designpunkte werden jeweils 100 Datensa¨tze
vom Umfang n = 50, 100, 1000 erzeugt; fu¨r die Beispielfunktionen 3-7 geschieht dies mit
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Hilfe des R-Pakets waveband [Bar10]. Zu den Funktionswerten werden jeweils unabha¨ngig
identisch verteilte Gaußfehler addiert. Fehler und Funktionswerte werden dabei fu¨r die
Funktionen 1-7 so skaliert, dass sich die Signal-Rausch-Verha¨ltnisse 3, 7 und 10 ergeben.
Das Signal-Rausch-Verha¨ltnis (signal-to-noise-ratio, in den Tabellen mit StN bezeichnet)
ist dabei definiert als √∫
[0,1]
f 2 − (∫
[0,1]
f)2
σ2
.
Fu¨r Funktion 8 wird standardnormalverteiltes Rauschen verwendet.
Als Kern fu¨r den Nadaraya-Watson-Scha¨tzer (5.2) wird dabei der Epanechnikov-KernKE
(3.12) verwendet. Der Gla¨ttungsspline wird mit dem in Kapitel 2.3.3 von [GS94] gegebenen
Algorithmus berechnet. Wie in [DM08] wird
σˆ =
1.4826√
2
med
i=2,...,n
|yi − yi−1| (5.24)
als Scha¨tzung fu¨r σ verwendet. Mit Hilfe numerischer Integration wird jeweils der L2-
Verlust berechnet. Das arithmetische Mittel u¨ber die 100 Simulationsla¨ufe dient als Scha¨t-
zung fu¨r das zugeho¨rige Risiko.
Verglichen werden folgende Versionen des Diskrepanzprinzips:
• Auf der `2-Norm basierende Varianten: Die Bandbreite h wird gewa¨hlt als gro¨ßte
Lo¨sung von ‖rh‖2 ≤ σˆ
√
F−1χ2n (α) mit α = 0.5, 0.9, 0.95, 0.99, wobei F
−1
χ2n
die Quan-
tilfunktion der χ2-Verteilung mit n Freiheitsgraden bezeichnet. Die Wahl α = 0.5
entspricht fu¨r die betrachteten Stichprobenumfa¨nge fast der von Reinsch [Rei67] vor-
geschlagenen Wahl. In den Tabellen als Chi .5, Chi .9, Chi .95, Chi .99 bezeichnet.
• Auf festen Quantilen der MR-Norm basierende Varianten: h wird gewa¨hlt als gro¨ßte
Lo¨sung von ‖rh‖MR ≤ σˆqMR,n,α mit α = 0.5, 0.9, 0.95, 0.99. Dabei bezeichnet qMR,n,α
das α-Quantil von ‖(ε1, . . . , εn)‖MR fu¨r ε1, . . . , εn unabha¨ngig identisch standardnor-
malverteilt. Die Quantile werden auf Basis von Simulationen gescha¨tzt. In den Ta-
bellen als MR .5, MR .9, MR .95, MR .99 bezeichnet.
• Auf von n abha¨ngigen Quantilen der MR-Norm basierende Varianten: h wird gewa¨hlt
als gro¨ßte Lo¨sung von ‖rh‖MR ≤ σˆ
√
τ log(n) fu¨r τ = 2, 2.3, 2.5, 3. In den Tabellen
mit MR 2, MR 2.3, MR 2.5, MR 3 bezeichnet.
Zum Vergleich werden folgende Referenzmethoden herangezogen:
• Kreuzvalidierung: Es wird diejenige Bandbreite h gewa¨hlt, die die Funktion
CV (h) :=
1
n
n∑
i=1
(yi − fˆh(ti))2
(1− whi )2
(5.25)
minimiert, vgl. z.B. Formel (4.2.11) in [Wah90] (dort fu¨r Splines). In den Tabellen
mit CV bezeichnet.
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Abbildung 5.3.: Die verwendeten Signale.
• Generalisierte Kreuzvalidierung: Es wird diejenige Bandbreite h gewa¨hlt, die die
Funktion
GCV (h) :=
1
n
n∑
i=1
(yi − fˆh(ti))2
(1− 1
n
∑n
j=1w
h
j )
2
(5.26)
minimiert. Diese Methode wurde zuerst fu¨r Gla¨ttungssplines vorgeschlagen (vgl. Ka-
pitel 4.3-4.4 in [Wah90]). Sie la¨sst sich aber auch fu¨r Nadaraya-Watson-Scha¨tzer
benutzen. In den Tabellen mit GCV bezeichnet.
• Mallow’s Cp: Es wird diejenige Bandbreite h gewa¨hlt, die die Funktion
Cp(h) :=
1
n
n∑
i=1
(yi − fˆh(ti))2 + 2σˆ
2
n
n∑
i=1
whi (5.27)
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minimiert (vgl. [Tsy09, S. 63]). Das Kriterium (5.27) ist identisch mit dem AIC fu¨r
den Fall normalverteilter Fehler mit bekannter Varianz; fu¨r den Fall unbekannter
Varianz hat das AIC eine etwas andere Form, vgl. [Tsy09], S.71. Hier wird jedoch σ
als Sto¨rparameter behandelt und mit Hilfe von (5.24) gescha¨tzt. Diese Methode wird
in den Tabellen mit Cp bezeichnet.
Die Kriterien sind durchga¨ngig fu¨r Kernscha¨tzer formuliert; fu¨r Gla¨ttungssplines ist je-
weils lediglich h durch λ zu ersetzen. Mit Ausnahme von CV und GCV beno¨tigen alle
Methoden eine Scha¨tzung fu¨r σ, fu¨r die (5.24) verwendet wird. Um zu untersuchen, wie
groß der Einfluss der Scha¨tzung auf das Resultat ist, werden zusa¨tzlich auf dem wahren
Wert fu¨r σ basierende Versionen betrachtet. Diese werden mit einem zusa¨tzlichen Stern
bezeichnet, also Cp∗, Chi .5∗ usw.
Die Ergebnisse dieser Simulationsstudie fallen wesentlich einheitlicher aus als die Ergeb-
nisse fu¨r die Dichtescha¨tzung. Die gescha¨tzten Werte fu¨r das quadrierte L2-Risiko fu¨r den
Nadaraya-Watson-Kernscha¨tzer finden sich in Tabellen 5.1-5.8. Zusa¨tzlich sind (in Klam-
mern) die arithmetischen Mittel der gewa¨hlten Bandbreiten angegeben.
Zuna¨chst fa¨llt auf, dass die verschiedenen Versionen des Diskrepanzprinzips gro¨ßere
Bandbreiten wa¨hlen als die Vergleichsmethoden CV, GCV und Cp. Dies fu¨hrt zu schlech-
teren Ergebnissen bezu¨glich des L2-Risikos. Die auf dem Multiresolutionskriterium basie-
renden Versionen MR .5, MR .9, MR .95 und MR .99 sind in den meisten Fa¨llen besser
als die entsprechenden auf dem `2-Abstand basierenden Methoden Chi .5, Chi .9, Chi .95
und Chi .99. In einigen Fa¨llen sind sie sogar erheblich besser, obwohl man zuna¨chst ver-
muten ko¨nnte, dass ein `2-Diskrepanzprinzip bezu¨glich des L2-Risikos besser funktioniert.
Anscheinend fu¨hrt die Fa¨higkeit des Multiresolutionskriteriums, Muster in den Residuen zu
detektieren, aber dazu, dass die Bandbreiten sta¨rker verkleinert werden und damit weniger
stark u¨bergla¨ttet wird. Obwohl das Multiresolutionskriterium besonders gut geeignet ist,
um lokalisierte Gla¨ttungsparameter zu wa¨hlen, zeigt sich hier, dass eine Verwendung des
Kriteriums auch bei der Wahl eines globalen Gla¨ttungsparameters gegenu¨ber der `2-Norm
Vorteile bietet. Grundsa¨tzlich sind die auf kleineren Quantilen basierenden Versionen Chi
.5 und MR .5 besser als die auf gro¨ßeren Quantilen basierenden Versionen, auch wenn sie
im Vergleich zu z.B. CV immer noch zu große Gla¨ttungsparameter wa¨hlen. Die auf mit
n variierenden Quantilen basierenden Versionen MR 2, MR 2.3, MR 2.5 und MR 3
liegen zwischen MR .5 und MR .99 und gla¨tten daher ebenfalls meistens zu stark.
Auffa¨llig ist außerdem, dass die Scha¨tzung fu¨r σ einen sehr großen Einfluss hat. Wird σ
als bekannt vorausgesetzt, werden die auf dem Diskrepanzprinzip basierenden Methoden
besser. Dies liegt hauptsa¨chlich daran, dass (5.24) die Rauschvarianz σ u¨berscha¨tzt: Die
Variation der Regressionsfunktion f verzerrt (5.24) nach oben, und dieser Effekt ist beson-
ders stark, wenn n klein ist und wenn das Signal-Rausch-Verha¨ltnis groß ist. Da σ vor der
Trennung von Signal und Rauschen gescha¨tzt werden muss, ist dies wohl unvermeidlich.
Die unter Verwendung des wahren Werts fu¨r σ durch Varianten des Diskrepanzprinzips
gewa¨hlten Bandbreiten sind daher kleiner als die auf Scha¨tzungen fu¨r σ basierenden. Ins-
besondere MR .5∗ ist teilweise besser als die Kreuzvalidierungsmethode CV, die keine
Scha¨tzung fu¨r σ beno¨tigt. Allerdings ist die Vergleichsmethode Cp∗ ha¨ufig noch besser.
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Nur fu¨r wenige der Beispielfunktionen gibt es nennenswerte Abweichungen. Fu¨r Piecewise
Polynomial (vgl. Tablle 5.3) sind fu¨r große Stichprobenumfa¨nge und großes Signal-Rausch-
Verha¨ltnis die auf der `2-Norm basierenden Methoden besser als die auf dem Multireso-
lutionskriterium basierenden, und es zeigen sich teilweise auch keine Verbesserungen bei
bekanntem σ. Fu¨r Blocks (Tabelle 5.4) und Bumps (Tabelle 5.5) schneiden CV und GCV
teilweise sehr schlecht ab, wobei fu¨r die Bumps-Funktion fu¨r n = 50 alle Methoden nahe
beieinander liegen. Fu¨r n = 100 sind die auf dem Diskrepanzprinzip basierenden Metho-
den jedoch deutlich besser als CV. Die Funktion Zero spielt eine a¨hnliche Rolle wie die
Rechteckverteilung bei den regula¨ren Histogrammen. Hierbei schneiden erwartungsgema¨ß
diejenigen Methoden am besten ab, die die gro¨ßten Bandbreiten wa¨hlen, wobei MR .99
bei unbekanntem σ besser ist als Chi .99.
Die Ergebnisse fu¨r die Gla¨ttungssplines sind denen fu¨r den Nadaraya-Watson-Kernscha¨t-
zer sehr a¨hnlich und befinden sich im Anhang (vgl. Tabellen B.24-B.31).
Insgesamt kann gesagt werden, dass die Verwendung des Diskrepanzprinzips bei unbe-
kannter Rauschvarianz nicht unbedingt empfohlen werden kann. Bei bekannter Rauschva-
rianz kann das Diskrepanzprinzip jedoch durchaus attraktiv sein, zumal es als Abbruchkri-
terium unter Umsta¨nden wesentlich weniger Berechnungen von Scha¨tzern fu¨r verschiedene
Werte des Gla¨ttungsparameters erfordert als die Vergleichsmethoden, bei denen ein Mini-
mum u¨ber verschiedene Werte des Gla¨ttungsparameters gebildet werden muss. Wird das
Diskrepanzprinzip eingesetzt, so empfiehlt es sich, statt der `2-Norm das Multiresolutions-
kriterium zu verwenden, das fast immer bessere Ergebnisse liefert.
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Tabelle 5.1.: Simulationsergebnisse fu¨r Kernscha¨tzer: L2-Risiko und gewa¨hlte Bandbreiten fu¨r Ruppert &
Carroll.
StN 3 7 10
n 50 100 1000 50 100 1000 50 100 1000
CV 0.0106 0.0058 9e-04 0.0052 0.0016 2e-04 0.0047 9e-04 1e-04
(0.0287) (0.0202) (0.008) (0.0201) (0.0109) (0.0053) (0.0201) (0.0101) (0.0046)
GCV 0.0113 0.0058 9e-04 0.009 0.0028 2e-04 0.0087 0.0028 1e-04
(0.0362) (0.0208) (0.008) (0.0382) (0.0183) (0.0053) (0.0389) (0.0195) (0.0046)
Cp 0.0122 0.0061 9e-04 0.009 0.0029 2e-04 0.0085 0.0023 1e-04
(0.0431) (0.0238) (0.008) (0.0386) (0.0187) (0.0055) (0.0381) (0.0174) (0.0048)
Chi .5 0.0212 0.0104 0.0013 0.0142 0.0052 4e-04 0.0127 0.004 3e-04
(0.0751) (0.0412) (0.0122) (0.0559) (0.0277) (0.0085) (0.0518) (0.0244) (0.0077)
Chi .9 0.0274 0.0129 0.0017 0.0176 0.0062 5e-04 0.0157 0.005 3e-04
(0.0968) (0.0499) (0.0144) (0.0669) (0.0315) (0.0093) (0.0613) (0.0277) (0.0082)
Chi .95 0.0293 0.0137 0.0018 0.0187 0.0066 5e-04 0.0166 0.0052 3e-04
(0.1039) (0.0527) (0.0151) (0.0704) (0.0326) (0.0095) (0.0642) (0.0286) (0.0084)
Chi .99 0.0334 0.0153 0.002 0.0209 0.0072 5e-04 0.0185 0.0058 3e-04
(0.1191) (0.0581) (0.0162) (0.0776) (0.0348) (0.0099) (0.0702) (0.0304) (0.0086)
MR .5 0.0181 0.0082 0.001 0.0102 0.0036 3e-04 0.0083 0.0026 2e-04
(0.0642) (0.0331) (0.0095) (0.0426) (0.0218) (0.0065) (0.0372) (0.0189) (0.0056)
MR .9 0.0259 0.0112 0.0012 0.0156 0.005 3e-04 0.0133 0.0037 2e-04
(0.0916) (0.0441) (0.0115) (0.0604) (0.027) (0.0073) (0.0537) (0.0231) (0.0061)
MR .95 0.0288 0.0123 0.0012 0.0177 0.0055 3e-04 0.015 0.0041 2e-04
(0.102) (0.0479) (0.0121) (0.0672) (0.0289) (0.0075) (0.0592) (0.0246) (0.0063)
MR .99 0.0355 0.0148 0.0014 0.0219 0.0067 3e-04 0.0192 0.0051 2e-04
(0.1272) (0.0566) (0.0132) (0.0811) (0.033) (0.008) (0.0725) (0.0282) (0.0067)
MR 2 0.0183 0.0081 0.001 0.0103 0.0035 3e-04 0.0084 0.0026 2e-04
(0.0648) (0.0326) (0.0091) (0.0429) (0.0216) (0.0063) (0.0374) (0.0187) (0.0055)
MR 2.3 0.0204 0.0091 0.0011 0.0117 0.004 3e-04 0.0096 0.003 2e-04
(0.0724) (0.0363) (0.0103) (0.0476) (0.0235) (0.0068) (0.0418) (0.0204) (0.0058)
MR 2.5 0.0219 0.0097 0.0011 0.0127 0.0043 3e-04 0.0105 0.0032 2e-04
(0.0774) (0.0388) (0.0109) (0.0508) (0.0246) (0.007) (0.0448) (0.0213) (0.006)
MR 3 0.0257 0.0115 0.0013 0.0154 0.0051 3e-04 0.0132 0.0038 2e-04
(0.0909) (0.045) (0.0123) (0.0599) (0.0274) (0.0076) (0.0533) (0.0234) (0.0064)
Cp∗ 0.0097 0.0054 9e-04 0.0053 0.0015 2e-04 0.0047 0.001 1e-04
(0.0234) (0.014) (0.0079) (0.0206) (0.0106) (0.0053) (0.0203) (0.0103) (0.0046)
Chi .5∗ 0.0106 0.006 0.0012 0.0056 0.0017 3e-04 0.0049 0.0011 2e-04
(0.0352) (0.0234) (0.0114) (0.0227) (0.0127) (0.0078) (0.0216) (0.0114) (0.0065)
Chi .9∗ 0.0118 0.0069 0.0015 0.0058 0.0018 4e-04 0.005 0.0012 2e-04
(0.0414) (0.0277) (0.0137) (0.0235) (0.0134) (0.0086) (0.0219) (0.0117) (0.0071)
Chi .95∗ 0.0123 0.0072 0.0016 0.0058 0.0019 4e-04 0.005 0.0012 2e-04
(0.0433) (0.0291) (0.0143) (0.0237) (0.0137) (0.0088) (0.022) (0.0118) (0.0073)
Chi .99∗ 0.0131 0.0078 0.0018 0.0059 0.002 5e-04 0.005 0.0012 2e-04
(0.0468) (0.0317) (0.0154) (0.0242) (0.0143) (0.0092) (0.0223) (0.0119) (0.0076)
MR .5∗ 0.0102 0.0059 0.001 0.0055 0.0016 3e-04 0.0048 0.0011 1e-04
(0.0318) (0.0222) (0.0094) (0.0217) (0.0118) (0.0063) (0.021) (0.0109) (0.0053)
MR .9∗ 0.012 0.0071 0.0012 0.0056 0.0018 3e-04 0.0049 0.0011 2e-04
(0.0415) (0.0287) (0.0114) (0.0223) (0.0128) (0.0071) (0.0213) (0.0113) (0.0059)
MR .95∗ 0.0129 0.0077 0.0012 0.0056 0.0018 3e-04 0.0049 0.0011 2e-04
(0.0456) (0.031) (0.012) (0.0226) (0.0132) (0.0073) (0.0214) (0.0114) (0.0061)
MR .99∗ 0.015 0.0091 0.0014 0.0057 0.002 3e-04 0.0049 0.0012 2e-04
(0.0536) (0.0365) (0.0131) (0.0232) (0.0146) (0.0078) (0.0217) (0.0117) (0.0064)
MR 2∗ 0.0102 0.0059 0.001 0.0055 0.0016 3e-04 0.0048 0.0011 1e-04
(0.0319) (0.022) (0.0089) (0.0217) (0.0118) (0.0061) (0.021) (0.0109) (0.0052)
MR 2.3∗ 0.0107 0.0062 0.0011 0.0055 0.0017 3e-04 0.0048 0.0011 2e-04
(0.0348) (0.0242) (0.0101) (0.0219) (0.0121) (0.0066) (0.0211) (0.011) (0.0055)
MR 2.5∗ 0.011 0.0065 0.0011 0.0055 0.0017 3e-04 0.0048 0.0011 2e-04
(0.0367) (0.0255) (0.0108) (0.022) (0.0123) (0.0069) (0.0212) (0.0111) (0.0057)
MR 3∗ 0.0119 0.0072 0.0012 0.0056 0.0018 3e-04 0.0049 0.0011 2e-04
(0.0413) (0.0291) (0.0121) (0.0223) (0.0129) (0.0074) (0.0213) (0.0113) (0.0061)
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5. Nichtparametrische Regression
Tabelle 5.2.: Simulationsergebnisse fu¨r Kernscha¨tzer: L2-Risiko und gewa¨hlte Bandbreiten fu¨r SinePeak.
StN 3 7 10
n 50 100 1000 50 100 1000 50 100 1000
CV 0.0352 0.019 0.003 0.0097 0.0051 8e-04 0.0076 0.0031 4e-04
(0.0413) (0.0322) (0.0187) (0.0308) (0.0222) (0.0132) (0.0332) (0.0175) (0.0114)
GCV 0.0349 0.0195 0.003 0.0107 0.0051 8e-04 0.0084 0.0031 4e-04
(0.0409) (0.0317) (0.0187) (0.033) (0.0221) (0.0132) (0.0345) (0.018) (0.0114)
Cp 0.0331 0.0191 0.003 0.0106 0.0051 8e-04 0.0075 0.0029 4e-04
(0.0473) (0.0343) (0.0186) (0.0357) (0.0256) (0.0133) (0.0332) (0.0221) (0.0116)
Chi .5 0.0523 0.0293 0.0055 0.0175 0.0094 0.0013 0.0123 0.0059 7e-04
(0.0789) (0.0564) (0.0276) (0.0487) (0.039) (0.0197) (0.0438) (0.034) (0.017)
Chi .9 0.072 0.0399 0.0082 0.023 0.012 0.0019 0.0154 0.0074 0.001
(0.106) (0.0709) (0.0364) (0.0558) (0.0437) (0.0239) (0.0483) (0.0373) (0.0201)
Chi .95 0.0787 0.0435 0.0091 0.0248 0.0129 0.002 0.0164 0.0078 0.0011
(0.116) (0.0755) (0.0385) (0.058) (0.0451) (0.0249) (0.0497) (0.0383) (0.0209)
Chi .99 0.0925 0.0508 0.0111 0.0281 0.0145 0.0024 0.0187 0.0088 0.0013
(0.137) (0.085) (0.0424) (0.0618) (0.0475) (0.0266) (0.0526) (0.0401) (0.0222)
MR .5 0.0368 0.0201 0.0035 0.0105 0.0052 9e-04 0.0062 0.0029 5e-04
(0.0568) (0.0417) (0.0202) (0.0353) (0.0271) (0.0137) (0.029) (0.0229) (0.0118)
MR .9 0.0452 0.0232 0.0033 0.0128 0.006 8e-04 0.0083 0.0034 4e-04
(0.0697) (0.0489) (0.0242) (0.0411) (0.0307) (0.0156) (0.0358) (0.0257) (0.0132)
MR .95 0.0488 0.0247 0.0034 0.0136 0.0063 8e-04 0.0091 0.0036 5e-04
(0.0746) (0.0514) (0.0251) (0.0427) (0.0317) (0.0162) (0.0376) (0.0268) (0.0136)
MR .99 0.0574 0.028 0.0037 0.0156 0.007 9e-04 0.0105 0.004 5e-04
(0.0858) (0.0564) (0.0267) (0.0461) (0.0339) (0.0171) (0.0407) (0.0287) (0.0143)
MR 2 0.0369 0.02 0.0037 0.0106 0.0052 9e-04 0.0062 0.0029 5e-04
(0.0571) (0.0414) (0.0192) (0.0354) (0.0269) (0.0131) (0.0291) (0.0228) (0.0114)
MR 2.3 0.0391 0.0209 0.0034 0.0113 0.0054 8e-04 0.0068 0.003 4e-04
(0.0608) (0.044) (0.0219) (0.0375) (0.0283) (0.0144) (0.0311) (0.0237) (0.0124)
MR 2.5 0.0407 0.0216 0.0033 0.0117 0.0056 8e-04 0.0072 0.0031 4e-04
(0.0632) (0.0456) (0.0232) (0.0386) (0.0291) (0.0151) (0.0325) (0.0243) (0.0128)
MR 3 0.045 0.0236 0.0035 0.0127 0.006 8e-04 0.0083 0.0034 5e-04
(0.0694) (0.0495) (0.0255) (0.041) (0.0309) (0.0164) (0.0356) (0.0259) (0.0137)
Cp∗ 0.0333 0.0187 0.003 0.0087 0.0048 8e-04 0.0052 0.0029 4e-04
(0.0383) (0.0323) (0.0187) (0.0251) (0.0228) (0.0132) (0.0223) (0.0185) (0.0114)
Chi .5∗ 0.038 0.0237 0.0048 0.0115 0.0066 0.0012 0.0063 0.0038 6e-04
(0.0587) (0.049) (0.0266) (0.039) (0.033) (0.0194) (0.0304) (0.0275) (0.0162)
Chi .9∗ 0.0489 0.0321 0.0074 0.0134 0.0085 0.0017 0.0083 0.0046 9e-04
(0.0745) (0.062) (0.036) (0.043) (0.0378) (0.0236) (0.0364) (0.0307) (0.0195)
Chi .95∗ 0.053 0.0352 0.0083 0.014 0.0092 0.0019 0.009 0.0048 0.001
(0.0799) (0.066) (0.0383) (0.044) (0.0391) (0.0246) (0.0381) (0.0315) (0.0203)
Chi .99∗ 0.0618 0.0415 0.0104 0.0153 0.0103 0.0023 0.01 0.0053 0.0011
(0.0913) (0.0737) (0.0422) (0.0461) (0.0414) (0.0263) (0.0403) (0.0328) (0.0216)
MR .5∗ 0.0336 0.0192 0.0035 0.0086 0.0048 9e-04 0.0053 0.0028 4e-04
(0.0502) (0.04) (0.0203) (0.027) (0.0246) (0.0134) (0.0232) (0.0212) (0.0118)
MR .9∗ 0.0388 0.0219 0.0033 0.01 0.0055 8e-04 0.0054 0.0029 4e-04
(0.0606) (0.0472) (0.0242) (0.0343) (0.0288) (0.0158) (0.0252) (0.0227) (0.0132)
MR .95∗ 0.0414 0.0232 0.0034 0.0107 0.0057 8e-04 0.0054 0.003 4e-04
(0.0644) (0.0496) (0.025) (0.0365) (0.03) (0.0162) (0.0261) (0.0234) (0.0135)
MR .99∗ 0.047 0.0261 0.0037 0.0119 0.0061 9e-04 0.0061 0.0032 5e-04
(0.0722) (0.0541) (0.0267) (0.0399) (0.0316) (0.0171) (0.0291) (0.0251) (0.0142)
MR 2∗ 0.0336 0.0191 0.0037 0.0086 0.0048 9e-04 0.0053 0.0028 5e-04
(0.0504) (0.0396) (0.0191) (0.0271) (0.0245) (0.0129) (0.0232) (0.0212) (0.0114)
MR 2.3∗ 0.035 0.0199 0.0033 0.0088 0.005 8e-04 0.0053 0.0028 4e-04
(0.0534) (0.0424) (0.0221) (0.029) (0.026) (0.0142) (0.0237) (0.0217) (0.0123)
MR 2.5∗ 0.036 0.0205 0.0033 0.0091 0.0052 8e-04 0.0053 0.0028 4e-04
(0.0555) (0.0442) (0.0231) (0.0304) (0.027) (0.0151) (0.0241) (0.022) (0.0128)
MR 3∗ 0.0387 0.0222 0.0035 0.01 0.0055 8e-04 0.0054 0.0029 5e-04
(0.0603) (0.0478) (0.0253) (0.0341) (0.0291) (0.0163) (0.0251) (0.0228) (0.0136)
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5.3. Simulationsstudie
Tabelle 5.3.: Simulationsergebnisse fu¨r Kernscha¨tzer: L2-Risiko und gewa¨hlte Bandbreiten fu¨r Piecewise
Polynomial.
StN 3 7 10
n 50 100 1000 50 100 1000 50 100 1000
CV 0.0505 0.0327 0.0097 0.0265 0.0164 0.0041 0.022 0.0125 0.0029
(0.0736) (0.0513) (0.015) (0.0453) (0.0289) (0.0069) (0.0414) (0.0229) (0.005)
GCV 0.0511 0.0338 0.0097 0.026 0.0164 0.0041 0.022 0.0123 0.0029
(0.0717) (0.0496) (0.015) (0.0471) (0.0284) (0.0069) (0.0409) (0.0235) (0.005)
Cp 0.0513 0.0339 0.0098 0.0258 0.0163 0.0041 0.0207 0.0122 0.0029
(0.0722) (0.0483) (0.0144) (0.0384) (0.0216) (0.0061) (0.0324) (0.0145) (0.0041)
Chi .5 0.065 0.0391 0.0115 0.0287 0.0165 0.0042 0.0233 0.0123 0.003
(0.1172) (0.0776) (0.0225) (0.0594) (0.0322) (0.008) (0.0502) (0.0234) (0.0054)
Chi .9 0.0924 0.0517 0.0141 0.0339 0.0185 0.0046 0.0269 0.0131 0.0031
(0.1674) (0.113) (0.0351) (0.0782) (0.0419) (0.0102) (0.0639) (0.0284) (0.0064)
Chi .95 0.1023 0.0566 0.0151 0.0358 0.0192 0.0047 0.0282 0.0135 0.0032
(0.1811) (0.1241) (0.0392) (0.0839) (0.045) (0.0109) (0.0681) (0.0299) (0.0067)
Chi .99 0.1228 0.0673 0.0175 0.0399 0.0209 0.005 0.031 0.0142 0.0033
(0.2057) (0.1448) (0.0475) (0.0953) (0.0515) (0.0123) (0.0767) (0.0331) (0.0074)
MR .5 0.0553 0.0335 0.0122 0.0251 0.0164 0.0072 0.0203 0.0123 0.0053
(0.0954) (0.0492) (0.0083) (0.0366) (0.0171) (0.0021) (0.028) (0.0128) (0.0013)
MR .9 0.0688 0.0356 0.0104 0.0268 0.0158 0.0062 0.021 0.0121 0.0049
(0.1315) (0.0724) (0.0111) (0.0505) (0.0225) (0.0026) (0.0359) (0.0147) (0.0015)
MR .95 0.0742 0.0373 0.0101 0.0279 0.0158 0.0059 0.0215 0.012 0.0048
(0.1425) (0.0803) (0.0122) (0.0559) (0.0247) (0.0027) (0.0393) (0.0156) (0.0015)
MR .99 0.0868 0.0422 0.0098 0.0304 0.0161 0.0053 0.0228 0.012 0.0044
(0.1648) (0.097) (0.0146) (0.067) (0.0294) (0.0031) (0.0471) (0.0178) (0.0017)
MR 2 0.0555 0.0335 0.0127 0.0251 0.0164 0.0074 0.0203 0.0123 0.0054
(0.0962) (0.0484) (0.0078) (0.0368) (0.0169) (0.002) (0.0282) (0.0127) (0.0013)
MR 2.3 0.0592 0.0337 0.0115 0.0253 0.0161 0.0068 0.0204 0.0122 0.0052
(0.1082) (0.0573) (0.0091) (0.0405) (0.0186) (0.0022) (0.0302) (0.0133) (0.0013)
MR 2.5 0.0619 0.0341 0.0109 0.0256 0.0159 0.0065 0.0205 0.0122 0.0051
(0.1156) (0.0623) (0.0101) (0.0431) (0.0198) (0.0024) (0.0316) (0.0138) (0.0014)
MR 3 0.0684 0.0359 0.01 0.0267 0.0158 0.0058 0.0209 0.012 0.0047
(0.1307) (0.0742) (0.0126) (0.05) (0.023) (0.0028) (0.0356) (0.0149) (0.0016)
Cp∗ 0.0545 0.033 0.0097 0.0262 0.0171 0.0041 0.021 0.0125 0.0029
(0.0623) (0.0443) (0.0146) (0.0257) (0.0169) (0.006) (0.0219) (0.012) (0.0041)
Chi .5∗ 0.0533 0.0325 0.0104 0.0251 0.0154 0.0042 0.0201 0.0118 0.003
(0.0847) (0.0579) (0.0189) (0.04) (0.0257) (0.0078) (0.0284) (0.0193) (0.0054)
Chi .9∗ 0.0657 0.0405 0.0126 0.0264 0.0162 0.0045 0.0205 0.012 0.0031
(0.1262) (0.0927) (0.0311) (0.0509) (0.0325) (0.0098) (0.0338) (0.0225) (0.0064)
Chi .95∗ 0.0716 0.0444 0.0136 0.0271 0.0167 0.0046 0.0207 0.0122 0.0032
(0.1398) (0.1038) (0.0353) (0.0544) (0.0349) (0.0105) (0.0356) (0.0236) (0.0067)
Chi .99∗ 0.0859 0.0533 0.016 0.0288 0.0177 0.0049 0.0211 0.0125 0.0033
(0.1658) (0.1258) (0.0437) (0.0621) (0.0397) (0.0119) (0.0393) (0.0258) (0.0074)
MR .5∗ 0.0519 0.0327 0.0121 0.0253 0.0168 0.0072 0.0204 0.0125 0.0053
(0.0796) (0.0441) (0.0082) (0.0296) (0.0156) (0.0021) (0.0231) (0.012) (0.0013)
MR .9∗ 0.0592 0.0334 0.0104 0.0252 0.0159 0.0062 0.0201 0.0122 0.0049
(0.1134) (0.0672) (0.011) (0.0377) (0.0198) (0.0025) (0.025) (0.0134) (0.0015)
MR .95∗ 0.0634 0.0351 0.01 0.0254 0.0157 0.0059 0.0201 0.0121 0.0048
(0.1247) (0.0751) (0.0121) (0.041) (0.0214) (0.0027) (0.0258) (0.014) (0.0015)
MR .99∗ 0.0731 0.0394 0.0097 0.0263 0.0157 0.0054 0.0202 0.012 0.0044
(0.1464) (0.091) (0.0144) (0.0492) (0.0256) (0.0031) (0.0284) (0.0156) (0.0017)
MR 2∗ 0.0519 0.0328 0.0127 0.0253 0.0168 0.0074 0.0204 0.0125 0.0054
(0.0802) (0.0431) (0.0077) (0.0297) (0.0155) (0.002) (0.0231) (0.012) (0.0013)
MR 2.3∗ 0.0532 0.0322 0.0114 0.0252 0.0164 0.0068 0.0203 0.0124 0.0052
(0.0898) (0.0504) (0.0091) (0.0319) (0.0169) (0.0022) (0.0236) (0.0123) (0.0014)
MR 2.5∗ 0.0545 0.0321 0.0108 0.0252 0.0162 0.0065 0.0203 0.0123 0.0051
(0.097) (0.056) (0.01) (0.0335) (0.0178) (0.0024) (0.024) (0.0126) (0.0014)
MR 3∗ 0.0589 0.0337 0.01 0.0252 0.0158 0.0058 0.0201 0.0122 0.0047
(0.1125) (0.069) (0.0124) (0.0375) (0.0201) (0.0028) (0.0249) (0.0135) (0.0016)
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5. Nichtparametrische Regression
Tabelle 5.4.: Simulationsergebnisse fu¨r Kernscha¨tzer: L2-Risiko und gewa¨hlte Bandbreiten fu¨r Blocks.
StN 3 7 10
n 50 100 1000 50 100 1000 50 100 1000
CV 0.3522 0.1382 0.0372 0.3208 0.0798 0.0163 0.3236 0.0735 0.0122
(0.0677) (0.0122) (0.004) (0.0602) (0.0101) (0.0021) (0.0616) (0.0101) (0.0014)
GCV 0.3111 0.1489 0.0371 0.1395 0.1222 0.0163 0.1158 0.1177 0.0129
(0.0565) (0.0186) (0.004) (0.0233) (0.0195) (0.0021) (0.02) (0.0192) (0.0019)
Cp 0.2018 0.1499 0.037 0.1255 0.0783 0.0162 0.117 0.0702 0.0115
(0.0258) (0.0196) (0.0038) (0.0205) (0.0119) (0.0021) (0.0202) (0.0107) (0.0015)
Chi .5 0.2575 0.2101 0.0418 0.1406 0.1137 0.0194 0.1252 0.0784 0.0142
(0.0365) (0.0306) (0.006) (0.0226) (0.0181) (0.0031) (0.0215) (0.013) (0.0023)
Chi .9 0.2971 0.2379 0.0449 0.1463 0.1224 0.0201 0.1276 0.0852 0.0146
(0.0486) (0.0358) (0.0069) (0.0233) (0.0197) (0.0033) (0.0218) (0.0141) (0.0024)
Chi .95 0.3097 0.2464 0.0459 0.1482 0.1243 0.0203 0.1285 0.0878 0.0148
(0.053) (0.0376) (0.0071) (0.0236) (0.0201) (0.0033) (0.0219) (0.0144) (0.0025)
Chi .99 0.3361 0.2638 0.048 0.1523 0.128 0.0207 0.1301 0.0932 0.0151
(0.0626) (0.0416) (0.0076) (0.0241) (0.0207) (0.0034) (0.0221) (0.0153) (0.0025)
MR .5 0.231 0.1868 0.0375 0.1354 0.0884 0.0162 0.1226 0.0711 0.0113
(0.0305) (0.0266) (0.004) (0.022) (0.0139) (0.002) (0.0211) (0.0115) (0.0014)
MR .9 0.2933 0.2249 0.0392 0.1425 0.1061 0.0164 0.1258 0.0746 0.0121
(0.0491) (0.0336) (0.005) (0.0228) (0.0169) (0.0022) (0.0216) (0.0123) (0.0016)
MR .95 0.3196 0.2398 0.0402 0.1455 0.1113 0.0166 0.127 0.0767 0.0123
(0.0589) (0.0366) (0.0054) (0.0232) (0.0178) (0.0022) (0.0217) (0.0127) (0.0017)
MR .99 0.3713 0.2712 0.043 0.1529 0.1209 0.0172 0.1298 0.0833 0.0128
(0.079) (0.044) (0.0063) (0.0242) (0.0195) (0.0024) (0.0221) (0.0138) (0.0019)
MR 2 0.232 0.1854 0.0374 0.1355 0.0879 0.0162 0.1227 0.071 0.0112
(0.0307) (0.0263) (0.0038) (0.022) (0.0138) (0.0019) (0.0212) (0.0115) (0.0014)
MR 2.3 0.2499 0.1982 0.0379 0.1374 0.0937 0.0163 0.1236 0.0718 0.0115
(0.0352) (0.0286) (0.0043) (0.0222) (0.0147) (0.002) (0.0213) (0.0118) (0.0015)
MR 2.5 0.261 0.2064 0.0385 0.1387 0.0978 0.0163 0.1242 0.0726 0.0118
(0.0383) (0.03) (0.0047) (0.0224) (0.0154) (0.0021) (0.0214) (0.0119) (0.0015)
MR 3 0.2901 0.2281 0.0406 0.1423 0.1072 0.0167 0.1257 0.0749 0.0124
(0.0477) (0.0342) (0.0055) (0.0228) (0.0171) (0.0023) (0.0216) (0.0124) (0.0018)
Cp∗ 0.1806 0.1289 0.0368 0.1238 0.076 0.0162 0.1162 0.0715 0.0112
(0.0211) (0.0138) (0.0037) (0.0202) (0.0106) (0.0019) (0.0201) (0.0103) (0.0014)
Chi .5∗ 0.2023 0.158 0.0397 0.1303 0.0809 0.0187 0.1202 0.0706 0.0139
(0.0249) (0.0216) (0.0054) (0.0213) (0.0127) (0.0029) (0.0208) (0.0115) (0.0023)
Chi .9∗ 0.2141 0.1692 0.0422 0.1321 0.0854 0.0193 0.1211 0.0715 0.0142
(0.0269) (0.0237) (0.0062) (0.0215) (0.0135) (0.0031) (0.0209) (0.0118) (0.0024)
Chi .95∗ 0.2185 0.1736 0.0431 0.1327 0.0872 0.0195 0.1214 0.0719 0.0144
(0.0277) (0.0244) (0.0064) (0.0216) (0.0138) (0.0031) (0.021) (0.0119) (0.0024)
Chi .99∗ 0.2289 0.1834 0.0449 0.1339 0.0914 0.0198 0.122 0.0727 0.0146
(0.0296) (0.026) (0.0069) (0.0218) (0.0144) (0.0032) (0.0211) (0.012) (0.0024)
MR .5∗ 0.1953 0.1552 0.0374 0.1284 0.0765 0.0162 0.1191 0.0698 0.0112
(0.0238) (0.0208) (0.0039) (0.021) (0.0116) (0.0019) (0.0206) (0.0109) (0.0014)
MR .9∗ 0.2118 0.1744 0.0387 0.1308 0.08 0.0164 0.1204 0.0701 0.0119
(0.0265) (0.0245) (0.0048) (0.0214) (0.0125) (0.0021) (0.0208) (0.0112) (0.0016)
MR .95∗ 0.2202 0.1825 0.0396 0.1317 0.0822 0.0165 0.1208 0.0704 0.0122
(0.028) (0.0259) (0.0052) (0.0215) (0.0129) (0.0022) (0.0209) (0.0114) (0.0017)
MR .99∗ 0.244 0.2036 0.0421 0.1339 0.089 0.0169 0.1219 0.0712 0.0127
(0.0326) (0.0293) (0.006) (0.0218) (0.014) (0.0023) (0.0211) (0.0117) (0.0019)
MR 2∗ 0.1956 0.1545 0.0374 0.1285 0.0764 0.0162 0.1191 0.0698 0.0111
(0.0238) (0.0206) (0.0037) (0.021) (0.0116) (0.0018) (0.0206) (0.0109) (0.0013)
MR 2.3∗ 0.1996 0.1605 0.0377 0.1292 0.0773 0.0162 0.1195 0.0699 0.0114
(0.0245) (0.0219) (0.0042) (0.0211) (0.0119) (0.002) (0.0207) (0.011) (0.0014)
MR 2.5∗ 0.2027 0.1648 0.0381 0.1296 0.078 0.0163 0.1198 0.0699 0.0116
(0.025) (0.0227) (0.0045) (0.0212) (0.012) (0.002) (0.0207) (0.0111) (0.0015)
MR 3∗ 0.2113 0.1761 0.0399 0.1308 0.0804 0.0165 0.1204 0.0702 0.0123
(0.0264) (0.0248) (0.0053) (0.0214) (0.0125) (0.0022) (0.0208) (0.0113) (0.0017)
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5.3. Simulationsstudie
Tabelle 5.5.: Simulationsergebnisse fu¨r Kernscha¨tzer: L2-Risiko und gewa¨hlte Bandbreiten fu¨r Bumps.
StN 3 7 10
n 50 100 1000 50 100 1000 50 100 1000
CV 0.9139 0.785 0.0514 0.8794 0.7532 0.0154 0.8582 0.7535 0.0097
(1.0276) (0.2708) (0.0022) (0.6154) (0.0598) (0.0012) (0.2931) (0.06) (0.0012)
GCV 0.9302 0.7158 0.0514 0.9014 0.2842 0.0222 0.8936 0.2445 0.019
(1.3803) (0.358) (0.0022) (1.0564) (0.0135) (0.002) (0.9692) (0.01) (0.002)
Cp 0.8955 0.326 0.0523 0.8384 0.2526 0.0146 0.8307 0.2472 0.0081
(0.0211) (0.0104) (0.0018) (0.0202) (0.0101) (0.0011) (0.0201) (0.01) (0.0011)
Chi .5 0.9235 0.4105 0.0607 0.8519 0.2806 0.0164 0.8402 0.2653 0.0103
(0.0247) (0.0118) (0.0028) (0.0213) (0.0105) (0.0014) (0.0209) (0.0103) (0.0012)
Chi .9 0.9226 0.4292 0.0643 0.8554 0.2852 0.0168 0.8426 0.268 0.0104
(0.0268) (0.0122) (0.003) (0.0215) (0.0106) (0.0015) (0.0211) (0.0104) (0.0012)
Chi .95 0.921 0.4351 0.0654 0.8565 0.2867 0.0169 0.8433 0.2691 0.0104
(0.0277) (0.0124) (0.0031) (0.0216) (0.0106) (0.0015) (0.0211) (0.0104) (0.0012)
Chi .99 0.917 0.4466 0.0674 0.8586 0.2891 0.0172 0.8447 0.2705 0.0105
(0.0297) (0.0127) (0.0032) (0.0217) (0.0106) (0.0016) (0.0212) (0.0104) (0.0012)
MR .5 0.9174 0.4079 0.0614 0.8485 0.2802 0.0142 0.8379 0.2651 0.0079
(0.0234) (0.0118) (0.0012) (0.021) (0.0105) (0.0011) (0.0207) (0.0103) (0.001)
MR .9 0.9234 0.4503 0.0595 0.8536 0.2903 0.0142 0.8413 0.2714 0.0079
(0.0258) (0.0128) (0.0013) (0.0214) (0.0106) (0.0011) (0.021) (0.0104) (0.001)
MR .95 0.9216 0.4663 0.0588 0.8556 0.2941 0.0143 0.8425 0.2736 0.008
(0.0271) (0.0133) (0.0013) (0.0215) (0.0107) (0.0011) (0.0211) (0.0105) (0.001)
MR .99 0.9137 0.5013 0.0569 0.8594 0.3024 0.0143 0.8452 0.2786 0.008
(0.0305) (0.015) (0.0014) (0.0218) (0.0108) (0.0011) (0.0212) (0.0105) (0.001)
MR 2 0.9176 0.4064 0.0617 0.8486 0.2798 0.0141 0.838 0.2649 0.0078
(0.0234) (0.0117) (0.0012) (0.021) (0.0105) (0.001) (0.0207) (0.0103) (0.001)
MR 2.3 0.9206 0.4207 0.0608 0.8501 0.2835 0.0142 0.839 0.2671 0.0079
(0.024) (0.012) (0.0012) (0.0211) (0.0105) (0.0011) (0.0208) (0.0104) (0.001)
MR 2.5 0.9221 0.4303 0.0602 0.8511 0.2855 0.0142 0.8397 0.2684 0.0079
(0.0244) (0.0123) (0.0012) (0.0212) (0.0106) (0.0011) (0.0209) (0.0104) (0.001)
MR 3 0.9235 0.4537 0.0585 0.8535 0.2911 0.0143 0.8413 0.2719 0.008
(0.0257) (0.0129) (0.0013) (0.0214) (0.0106) (0.0011) (0.021) (0.0104) (0.001)
Cp∗ 0.8901 0.3125 0.0574 0.8375 0.2521 0.0143 0.8297 0.2445 0.0078
(0.0205) (0.0102) (0.0013) (0.0201) (0.0101) (0.0011) (0.02) (0.01) (0.001)
Chi .5∗ 0.9117 0.3608 0.0531 0.8453 0.2665 0.0157 0.835 0.2547 0.0095
(0.0226) (0.0109) (0.0023) (0.0208) (0.0103) (0.0013) (0.0205) (0.0102) (0.0012)
Chi .9∗ 0.9177 0.3702 0.0548 0.8472 0.2702 0.0158 0.8361 0.2584 0.0096
(0.0232) (0.0111) (0.0025) (0.0209) (0.0103) (0.0013) (0.0206) (0.0102) (0.0012)
Chi .95∗ 0.9196 0.3727 0.0554 0.8478 0.2703 0.0159 0.8363 0.2584 0.0096
(0.0235) (0.0111) (0.0025) (0.021) (0.0103) (0.0013) (0.0206) (0.0102) (0.0012)
Chi .99∗ 0.9229 0.3786 0.0567 0.849 0.2716 0.0159 0.8367 0.2584 0.0097
(0.0239) (0.0112) (0.0026) (0.021) (0.0104) (0.0013) (0.0206) (0.0102) (0.0012)
MR .5∗ 0.9061 0.3596 0.0623 0.8435 0.2668 0.0141 0.8337 0.2549 0.0078
(0.022) (0.0109) (0.0012) (0.0206) (0.0103) (0.001) (0.0204) (0.0102) (0.001)
MR .9∗ 0.915 0.3801 0.0609 0.8462 0.2726 0.0141 0.8352 0.2584 0.0078
(0.0229) (0.0113) (0.0012) (0.0208) (0.0104) (0.0011) (0.0205) (0.0102) (0.001)
MR .95∗ 0.9181 0.3882 0.0603 0.8472 0.2744 0.0142 0.836 0.2604 0.0078
(0.0233) (0.0114) (0.0012) (0.0209) (0.0104) (0.0011) (0.0206) (0.0103) (0.001)
MR .99∗ 0.9244 0.406 0.0589 0.8494 0.2787 0.0142 0.8371 0.2622 0.0079
(0.0242) (0.0117) (0.0013) (0.0211) (0.0105) (0.0011) (0.0207) (0.0103) (0.001)
MR 2∗ 0.9063 0.3588 0.0626 0.8436 0.2666 0.0141 0.8337 0.2547 0.0078
(0.022) (0.0109) (0.0011) (0.0206) (0.0103) (0.001) (0.0204) (0.0102) (0.001)
MR 2.3∗ 0.9088 0.3655 0.0619 0.8444 0.269 0.0141 0.8342 0.2577 0.0078
(0.0223) (0.011) (0.0012) (0.0207) (0.0103) (0.001) (0.0204) (0.0102) (0.001)
MR 2.5∗ 0.9106 0.3702 0.0614 0.8449 0.2702 0.0141 0.8347 0.2583 0.0078
(0.0224) (0.0111) (0.0012) (0.0207) (0.0103) (0.001) (0.0205) (0.0102) (0.001)
MR 3∗ 0.9147 0.3819 0.0601 0.8462 0.2731 0.0142 0.8351 0.2586 0.0078
(0.0229) (0.0113) (0.0012) (0.0208) (0.0104) (0.0011) (0.0205) (0.0102) (0.001)
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5. Nichtparametrische Regression
Tabelle 5.6.: Simulationsergebnisse fu¨r Kernscha¨tzer: L2-Risiko und gewa¨hlte Bandbreiten fu¨r HeaviSine.
StN 3 7 10
n 50 100 1000 50 100 1000 50 100 1000
CV 0.043 0.0252 0.0059 0.0145 0.0088 0.0024 0.01 0.0059 0.0016
(0.0563) (0.0446) (0.0215) (0.0375) (0.0284) (0.0112) (0.0303) (0.0229) (0.0079)
GCV 0.0444 0.0263 0.0059 0.0154 0.0092 0.0024 0.0101 0.0062 0.0016
(0.0561) (0.0446) (0.0216) (0.0319) (0.0279) (0.0112) (0.0217) (0.022) (0.0079)
Cp 0.0428 0.0251 0.0059 0.0181 0.0091 0.0024 0.0159 0.0066 0.0016
(0.0666) (0.0477) (0.0214) (0.0598) (0.0353) (0.011) (0.0595) (0.0325) (0.0078)
Chi .5 0.0822 0.0391 0.0086 0.0503 0.0167 0.0029 0.0503 0.0143 0.0019
(0.1148) (0.0796) (0.033) (0.1037) (0.0609) (0.0168) (0.1052) (0.0595) (0.0121)
Chi .9 0.1196 0.0562 0.0117 0.066 0.0217 0.0035 0.0646 0.0178 0.0022
(0.1401) (0.1011) (0.0486) (0.1168) (0.0709) (0.0225) (0.1168) (0.067) (0.0154)
Chi .95 0.1319 0.0621 0.013 0.0709 0.0233 0.0037 0.0691 0.0189 0.0023
(0.147) (0.1068) (0.0529) (0.1204) (0.0737) (0.0242) (0.1201) (0.069) (0.0164)
Chi .99 0.1574 0.0742 0.0158 0.0809 0.0264 0.0042 0.078 0.021 0.0025
(0.1599) (0.1173) (0.0606) (0.1273) (0.0786) (0.0274) (0.1263) (0.0727) (0.0184)
MR .5 0.077 0.0368 0.007 0.0409 0.0139 0.0026 0.0389 0.0107 0.0018
(0.1123) (0.0795) (0.0272) (0.0944) (0.0539) (0.0087) (0.0941) (0.0492) (0.0054)
MR .9 0.1148 0.0532 0.0081 0.057 0.0193 0.0025 0.0529 0.0145 0.0017
(0.1396) (0.1016) (0.0388) (0.1099) (0.0669) (0.0118) (0.1076) (0.06) (0.0069)
MR .95 0.1275 0.0593 0.0088 0.0624 0.0213 0.0025 0.058 0.016 0.0017
(0.1469) (0.1076) (0.0429) (0.1143) (0.0708) (0.0129) (0.1118) (0.0633) (0.0074)
MR .99 0.156 0.0718 0.0107 0.0747 0.0255 0.0026 0.0688 0.019 0.0017
(0.1614) (0.1181) (0.0505) (0.1235) (0.0778) (0.0153) (0.1201) (0.0694) (0.0086)
MR 2 0.0778 0.0362 0.0071 0.0412 0.0137 0.0026 0.0391 0.0105 0.0018
(0.1129) (0.0786) (0.0236) (0.0948) (0.0533) (0.0081) (0.0943) (0.0488) (0.0051)
MR 2.3 0.0883 0.0416 0.0072 0.046 0.0155 0.0025 0.0433 0.0119 0.0017
(0.1216) (0.0876) (0.0314) (0.0999) (0.0584) (0.0097) (0.0987) (0.0529) (0.0059)
MR 2.5 0.096 0.0453 0.0075 0.0493 0.0168 0.0025 0.046 0.0128 0.0017
(0.1273) (0.0926) (0.0349) (0.103) (0.0615) (0.0108) (0.1014) (0.0555) (0.0064)
MR 3 0.1139 0.0545 0.0091 0.0566 0.0197 0.0025 0.0525 0.0148 0.0017
(0.139) (0.103) (0.0443) (0.1096) (0.0678) (0.0132) (0.1072) (0.0607) (0.0076)
Cp∗ 0.0427 0.0239 0.0059 0.0137 0.0086 0.0024 0.0095 0.0058 0.0016
(0.0581) (0.046) (0.0211) (0.0368) (0.0281) (0.0108) (0.0302) (0.0225) (0.0076)
Chi .5∗ 0.051 0.0295 0.0073 0.0168 0.0101 0.0026 0.0114 0.0067 0.0017
(0.0833) (0.0676) (0.0294) (0.0554) (0.0416) (0.0146) (0.0454) (0.0336) (0.0104)
Chi .9∗ 0.0706 0.0428 0.0102 0.0206 0.0128 0.0031 0.0137 0.008 0.002
(0.1083) (0.0912) (0.0469) (0.0657) (0.0518) (0.0205) (0.0531) (0.0403) (0.0136)
Chi .95∗ 0.0783 0.0479 0.0116 0.0221 0.0137 0.0033 0.0145 0.0084 0.0021
(0.1153) (0.0975) (0.0517) (0.0688) (0.0547) (0.0222) (0.0555) (0.0422) (0.0146)
Chi .99∗ 0.0948 0.0586 0.0144 0.0253 0.0157 0.0037 0.0161 0.0093 0.0022
(0.128) (0.1085) (0.0598) (0.0746) (0.0599) (0.0256) (0.0598) (0.0457) (0.0165)
MR .5∗ 0.0581 0.0327 0.0068 0.0176 0.0107 0.0026 0.0125 0.0068 0.0018
(0.0943) (0.0756) (0.0268) (0.0577) (0.0435) (0.0086) (0.0488) (0.033) (0.0054)
MR .9∗ 0.0856 0.0477 0.008 0.0247 0.0142 0.0024 0.0161 0.0085 0.0017
(0.1217) (0.0978) (0.0388) (0.0733) (0.0555) (0.0115) (0.0596) (0.0419) (0.0067)
MR .95∗ 0.0963 0.0532 0.0087 0.0272 0.0158 0.0025 0.0174 0.0092 0.0016
(0.1296) (0.1038) (0.0429) (0.0776) (0.0598) (0.0127) (0.0626) (0.0447) (0.0072)
MR .99∗ 0.1191 0.0655 0.0106 0.0322 0.0189 0.0026 0.0204 0.011 0.0017
(0.1437) (0.1151) (0.05) (0.0851) (0.0667) (0.015) (0.0687) (0.0509) (0.0084)
MR 2∗ 0.0586 0.0323 0.007 0.0177 0.0106 0.0026 0.0125 0.0067 0.0018
(0.0949) (0.0738) (0.0235) (0.0581) (0.043) (0.0079) (0.049) (0.0327) (0.0051)
MR 2.3∗ 0.066 0.0373 0.007 0.0196 0.0116 0.0025 0.0137 0.0072 0.0017
(0.1037) (0.0839) (0.0309) (0.0631) (0.0473) (0.0096) (0.0527) (0.0357) (0.0058)
MR 2.5∗ 0.0708 0.0406 0.0075 0.021 0.0124 0.0024 0.0144 0.0076 0.0017
(0.1087) (0.0889) (0.0348) (0.0662) (0.0501) (0.0105) (0.0548) (0.0377) (0.0062)
MR 3∗ 0.0849 0.0489 0.009 0.0245 0.0145 0.0025 0.0161 0.0087 0.0016
(0.1211) (0.0992) (0.0442) (0.073) (0.0564) (0.013) (0.0594) (0.0426) (0.0074)
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5.3. Simulationsstudie
Tabelle 5.7.: Simulationsergebnisse fu¨r Kernscha¨tzer: L2-Risiko und gewa¨hlte Bandbreiten fu¨r Doppler.
StN 3 7 10
n 50 100 1000 50 100 1000 50 100 1000
CV 0.1999 0.1176 0.0241 0.133 0.0586 0.0074 0.1153 0.0521 0.0045
(0.0342) (0.0195) (0.0045) (0.0249) (0.011) (0.0024) (0.021) (0.0109) (0.0021)
GCV 0.2105 0.1179 0.0241 0.181 0.0849 0.0074 0.1768 0.0817 0.0045
(0.0404) (0.0212) (0.0045) (0.0401) (0.02) (0.0024) (0.04) (0.02) (0.0021)
Cp 0.209 0.1195 0.0242 0.1533 0.0704 0.0076 0.1417 0.0594 0.0046
(0.0394) (0.0217) (0.0045) (0.032) (0.0157) (0.0026) (0.0298) (0.0135) (0.0022)
Chi .5 0.2919 0.1708 0.0305 0.2127 0.1 0.0117 0.1988 0.0886 0.0079
(0.0637) (0.036) (0.0076) (0.048) (0.0234) (0.0045) (0.0454) (0.0215) (0.0037)
Chi .9 0.3556 0.2015 0.0343 0.2512 0.1144 0.0127 0.2322 0.0981 0.0085
(0.0815) (0.0439) (0.0088) (0.0576) (0.0266) (0.0048) (0.0536) (0.0236) (0.0039)
Chi .95 0.3765 0.2112 0.0356 0.2631 0.1189 0.013 0.2431 0.1014 0.0087
(0.0876) (0.0464) (0.0091) (0.0606) (0.0277) (0.0049) (0.0563) (0.0243) (0.004)
Chi .99 0.4195 0.2313 0.0381 0.2875 0.128 0.0136 0.265 0.1086 0.009
(0.1005) (0.0515) (0.0098) (0.0668) (0.0297) (0.0051) (0.0617) (0.0259) (0.0041)
MR .5 0.2631 0.145 0.025 0.1547 0.069 0.0079 0.1412 0.059 0.0047
(0.0555) (0.0291) (0.0054) (0.0326) (0.0153) (0.0029) (0.0298) (0.0135) (0.0023)
MR .9 0.3439 0.184 0.0273 0.2164 0.0885 0.0087 0.192 0.0725 0.0052
(0.0783) (0.0395) (0.0065) (0.0489) (0.0205) (0.0033) (0.0436) (0.0175) (0.0026)
MR .95 0.3739 0.2004 0.0284 0.2434 0.0975 0.009 0.2168 0.0794 0.0054
(0.0869) (0.0437) (0.007) (0.0557) (0.0227) (0.0035) (0.0498) (0.0192) (0.0027)
MR .99 0.4481 0.2322 0.0313 0.3072 0.121 0.0098 0.2742 0.0979 0.006
(0.1096) (0.0518) (0.0079) (0.0721) (0.0281) (0.0038) (0.0641) (0.0235) (0.003)
MR 2 0.2644 0.1436 0.0248 0.1555 0.0685 0.0078 0.1419 0.0588 0.0047
(0.0559) (0.0287) (0.0052) (0.0328) (0.0152) (0.0028) (0.03) (0.0134) (0.0023)
MR 2.3 0.289 0.1572 0.0256 0.1693 0.074 0.0082 0.1536 0.0616 0.0049
(0.0629) (0.0325) (0.0057) (0.0367) (0.0168) (0.003) (0.0334) (0.0144) (0.0024)
MR 2.5 0.3057 0.1649 0.0264 0.182 0.0784 0.0084 0.1631 0.0643 0.005
(0.0676) (0.0345) (0.0062) (0.04) (0.018) (0.0032) (0.036) (0.0152) (0.0025)
MR 3 0.342 0.1869 0.0287 0.2149 0.0904 0.0091 0.1904 0.074 0.0055
(0.0778) (0.0402) (0.0071) (0.0485) (0.021) (0.0035) (0.0432) (0.0178) (0.0028)
Cp∗ 0.1754 0.1069 0.0241 0.119 0.0564 0.0074 0.1127 0.0499 0.0045
(0.0222) (0.0122) (0.0042) (0.0204) (0.0104) (0.0023) (0.0202) (0.0102) (0.0018)
Chi .5∗ 0.1846 0.1141 0.0267 0.123 0.0595 0.0089 0.1152 0.0521 0.0054
(0.0299) (0.02) (0.0063) (0.022) (0.0117) (0.0034) (0.0212) (0.011) (0.0027)
Chi .9∗ 0.1982 0.1222 0.0295 0.1244 0.0603 0.0095 0.1159 0.0526 0.0058
(0.0359) (0.0228) (0.0074) (0.0224) (0.012) (0.0037) (0.0214) (0.0111) (0.0029)
Chi .95∗ 0.2029 0.1251 0.0304 0.1248 0.0605 0.0097 0.1161 0.0527 0.0059
(0.0377) (0.0237) (0.0077) (0.0226) (0.0121) (0.0038) (0.0215) (0.0112) (0.003)
Chi .99∗ 0.2128 0.1316 0.0323 0.1256 0.061 0.01 0.1165 0.053 0.0061
(0.0411) (0.0255) (0.0083) (0.0229) (0.0124) (0.0039) (0.0216) (0.0112) (0.0031)
MR .5∗ 0.1817 0.1094 0.0247 0.121 0.0576 0.0076 0.114 0.0509 0.0045
(0.028) (0.0173) (0.0051) (0.0213) (0.0109) (0.0025) (0.0208) (0.0106) (0.0021)
MR .9∗ 0.1993 0.1231 0.0265 0.1223 0.0584 0.008 0.1147 0.0514 0.0046
(0.0359) (0.0228) (0.0062) (0.0217) (0.0113) (0.0029) (0.021) (0.0107) (0.0022)
MR .95∗ 0.2071 0.129 0.0274 0.1228 0.0588 0.0082 0.115 0.0516 0.0047
(0.0388) (0.0246) (0.0066) (0.0219) (0.0114) (0.0031) (0.0211) (0.0108) (0.0023)
MR .99∗ 0.2329 0.1466 0.0299 0.1239 0.0595 0.0088 0.1156 0.052 0.005
(0.0469) (0.0297) (0.0075) (0.0223) (0.0117) (0.0034) (0.0213) (0.0109) (0.0025)
MR 2∗ 0.1819 0.1091 0.0245 0.1211 0.0576 0.0075 0.1141 0.0509 0.0045
(0.0281) (0.0171) (0.0049) (0.0213) (0.0109) (0.0024) (0.0208) (0.0106) (0.002)
MR 2.3∗ 0.1858 0.1132 0.0252 0.1214 0.0579 0.0077 0.1142 0.0511 0.0045
(0.0302) (0.0192) (0.0055) (0.0214) (0.011) (0.0026) (0.0209) (0.0106) (0.0021)
MR 2.5∗ 0.1888 0.1164 0.0258 0.1216 0.058 0.0078 0.1144 0.0512 0.0046
(0.0316) (0.0204) (0.0058) (0.0215) (0.0111) (0.0028) (0.0209) (0.0107) (0.0022)
MR 3∗ 0.1988 0.1243 0.0277 0.1223 0.0585 0.0083 0.1147 0.0515 0.0047
(0.0357) (0.0231) (0.0067) (0.0217) (0.0113) (0.0031) (0.021) (0.0107) (0.0023)
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5. Nichtparametrische Regression
Tabelle 5.8.: Simulationsergebnisse fu¨r Kernscha¨tzer: L2-Risiko und gewa¨hlte Bandbreiten fu¨r Zero.
n 50 100 1000
CV 0.066 0.0226 0.0034
(1.6178) (2.1124) (1.7344)
GCV 0.0763 0.0287 0.0034
(1.6104) (2.0792) (1.7332)
Cp 0.0889 0.0399 0.0037
(1.5269) (1.9227) (1.7323)
Chi .5 0.0701 0.055 0.0184
(1.7196) (1.4553) (1.6353)
Chi .9 0.0346 0.0217 0.0065
(2.4673) (2.6038) (2.3788)
Chi .95 0.0291 0.0192 0.0044
(2.6435) (2.6905) (2.5689)
Chi .99 0.0236 0.0149 0.0024
(2.8218) (2.7557) (2.7727)
MR .5 0.0645 0.0511 0.0133
(1.7867) (1.6956) (1.8779)
MR .9 0.0262 0.0176 0.002
(2.6236) (2.661) (2.7115)
MR .95 0.0238 0.0149 0.0015
(2.7897) (2.776) (2.8422)
MR .99 0.0209 0.0114 0.0011
(2.9521) (2.9438) (3)
MR 2 0.0636 0.053 0.0189
(1.7901) (1.6636) (1.6493)
MR 2.3 0.0459 0.0321 0.0063
(2.1523) (2.0726) (2.2303)
MR 2.5 0.0381 0.0249 0.0028
(2.3142) (2.2841) (2.5465)
MR 3 0.0265 0.0165 0.0014
(2.6178) (2.6918) (2.8931)
Cp∗ 0.058 0.0198 0.0035
(1.7463) (2.134) (1.7571)
Chi .5∗ 0.0604 0.0432 0.0112
(1.9193) (1.7676) (1.7122)
Chi .9∗ 0.0258 0.0139 0.0023
(2.8132) (2.666) (2.7372)
Chi .95∗ 0.0227 0.0112 0.0016
(2.8686) (2.811) (2.8543)
Chi .99∗ 0.0207 0.0104 0.0011
(2.9764) (3) (2.9735)
MR .5∗ 0.0487 0.0375 0.0075
(2.049) (1.914) (1.9215)
MR .9∗ 0.0223 0.0133 0.0017
(2.8313) (2.8493) (2.8332)
MR .95∗ 0.0212 0.0122 0.0015
(2.8997) (2.9261) (2.8888)
MR .99∗ 0.0206 0.0107 0.0011
(3) (2.9708) (3)
MR 2∗ 0.0468 0.0392 0.0147
(2.0937) (1.8381) (1.444)
MR 2.3∗ 0.0347 0.0246 0.0043
(2.4864) (2.3861) (2.4273)
MR 2.5∗ 0.0279 0.0166 0.0024
(2.6446) (2.587) (2.6756)
MR 3∗ 0.0224 0.013 0.0014
(2.8173) (2.8646) (2.891)
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In dieser Arbeit wurde ein besonderes Verfahren zur Wahl von Gla¨ttungsparametern in der
nichtparametischen Kurvenscha¨tzung, das sogenannte Diskrepanzprinzip, untersucht. Dies
geschah am Beispiel der zwei wichtigsten Probleme aus diesem Themenkreis, der nicht-
parametrischen Dichtescha¨tzung und der nichtparametrischen Regression. Wa¨hrend das
Diskrepanzprinzip in anderen Teilen der Mathematik eine sehr popula¨re Parameterwahl-
strategie darstellt, ist es – trotz seiner Einfachheit – in der Statistik bislang kaum verwendet
und nicht systematisch untersucht worden. Die bisheringen Verwendungen in der Statis-
tik wurden in Kapitel 2 dargestellt, wo auch ein kurzer Einblick in die Verwendung des
Diskrepanzprinzips zur Regularisierung inverser Probleme gegeben wurde.
Insbesondere im Fall der Kerndichtescha¨tzung wurden in Kapitel 3 einige aus der Li-
teratur bereits bekannte theoretische Resultate erweitert und durch neue erga¨nzt. Die
bisherigen Vorschla¨ge in der Literatur ließen sich so in einen einheitlichen Rahmen ein-
ordnen. Unter sehr schwachen Voraussetzungen konvergieren die mit Hilfe des Diskre-
panzprinzips gewa¨hlten Bandbreiten stets gegen 0, so dass das Integral des Kerndich-
tescha¨tzers konsistent ist fu¨r die Verteilungsfunktion. Allerdings kann die Bandbreite auch
zu schnell gegen 0 konvergieren - so wurde z.B. gezeigt, dass Dichten existieren, fu¨r die
auf dem Rechtecks- oder Epanechnikovkern basierende Dichtescha¨tzer inkonsistent sein
ko¨nnen, wenn die Bandbreite durch das Diskrepanzprinzip gewa¨hlt wird. Unter bestimm-
ten Voraussetzungen an die gesuchte Dichte konnten außerdem pra¨zisere Aussagen u¨ber
die Konvergenzgeschwindigkeit der Bandbreite getroffen werden. Desweiteren wurden ei-
nige weitere neue Varianten des Diskrepanzprinzips untersucht, die asymptotisch die fu¨r
eine bestimmte Referenzdichte (hier die Normalverteilung) optimale Bandbreite wa¨hlen.
In einer umfangreichen Simulationsstudie wurden erstmalig die verschiedenen in der Lite-
ratur bisher existierenden Varianten des Diskrepanzprinzips sowohl untereinander als auch
mit weit verbreiteten Standardmethoden verglichen. Hier zeigte sich, dass die besonders
anschaulichen Varianten des Diskrepanzprinzips (z.B. diejenigen auf Basis des 95%- oder
99%-Quantils der Kolmogorov-Smirnov-Teststatistik) in den Simulationen fast durchge-
hend nicht gut abschneiden. Einige gut funktionierenden Versionen sind hingegen schwie-
riger zu interpretieren. Obwohl in den Simulationen Stichproben bis zu einer Gro¨ße von
n = 2500 untersucht wurden, zeigten sich teilweise noch Effekte, die den asymtotischen
Eigenschaften entgegengesetzt sind. Es ist also davon auszugehen, dass die asymptotischen
Ergebnisse fu¨r praktisch relevante Stichprobengro¨ßen nur bedingt aussagekra¨ftig sind und
sogar in die Irre fu¨hren ko¨nnen.
Im Fall der regula¨ren Histogramme (Kapitel 4) ergaben sich a¨hnliche Resultate: Unter
schwachen Voraussetzungen kann ha¨ufig die Konvergenz der Anzahl der Bins gegen un-
endlich mit einer gewissen Geschwindigkeit garantiert werden. Jedoch kann, a¨hnlich wie
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im Fall der Kerndichtescha¨tzung, die Binanzahl fu¨r bestimmte Dichten so schnell wach-
sen, dass der resultierende Scha¨tzer inkonsistent ist. Dichten, die selbst schon die Form
eines regula¨ren Histogramms haben, sind ein Spezialfall, der bei der Kerndichtescha¨tzung
nicht auftritt. Bestimmte Versionen des Diskrepanzprinzips sind modellwahlkonsistent, d.h.
wenn die wahre Dichte ein regula¨res Histogramm ist, wird asymptotisch fast sicher die mi-
nimale korrekte Anzahl Bins gewa¨hlt. Auch fu¨r die regula¨ren Histogramme wurde eine
umfangreiche Simulationsstudie durchgefu¨hrt, in der sich a¨hnliche Ergebnisse wie bei der
Kerndichtescha¨tzung zeigten.
In Kapitel 5 wurden einige Aspekte des Diskrepanzprinzips in der Regression am Beispiel
von Nadaraya-Watson-Kernscha¨tzern und kubischen Gla¨ttungssplines untersucht. Speziell
fu¨r Gla¨ttungssplines wurden hier in der Literatur bereits fru¨h auf der Residuenquadrat-
summe basierende Versionen des Diskrepanzprinzips vorgeschlagen. Das im Rahmen des
”
Data Approximation“-Ansatzes ha¨ufig benutzte Multiresolutionskriterium stellt ein auf
einer besonderen Norm des Residualvektors basierendes Diskrepanzprinzip dar. Die geo-
metrischen Eigenschaften dieser Norm wurden im weiteren Verlauf des Kapitels detailliert
dargestellt. Insbesondere das Fehlen bestimmter Invarianzeigenschaften fu¨hrt dazu, dass
Muster in den Residuen entdeckt werden ko¨nnnen. Diese Ergebnisse sind auch fu¨r andere
Verwendungen des Multiresolutionskriteriums interessant, z.B. fu¨r Tests. Beim abschließen-
den Vergleich der auf der Residuenquadratsumme bzw. dem Multiresolutionskriterium ba-
sierenden Diskrepanzprinzipien in einer Simulationsstudie ergab sich, dass diese gegenu¨ber
Standardmethoden der Gla¨ttungsparameterwahl nicht besonders gut abschneiden, zumin-
dest wenn die Rauschvarianz nicht bekannt ist. Ist sie bekannt, funktionieren die Methoden
etwas besser, ko¨nnen aber trotzdem nicht uneingeschra¨nkt empfohlen werden. Die auf dem
Multiresolutionskriterium basierenden Methoden sind jedoch klar den entsprechenden auf
der Residuenquadratsumme basierenden Methoden u¨berlegen.
Im Rahmen dieser Arbeit wurden nur die einfachsten nichtparametrischen Kurven-
scha¨tzer im univariaten Fall betrachtet. Hier ergeben sich zahlreiche Anknu¨pfungspunkte
fu¨r zuku¨nftige Verallgemeinerungen und Erweiterungen. Neben der U¨bertragung auf weite-
re Klassen von Scha¨tzern, auf den Fall lokaliserter Gla¨ttungsparameter und auf multivariate
Situationen sind auch fu¨r die hier betrachteten Scha¨tzer noch einige weitergehende Fragen
offen. So lassen sich z.B. auf dem Crame´r-von Mises-Test basierende Versionen des Dis-
krepanzprinzips fu¨r die Dichtescha¨tzung nicht ohne weiteres mit Hilfe der Methoden aus
Kapitel 3 untersuchen, da der zugeho¨rige Abstand keine Metrik ist. Aber auch fu¨r die hier
na¨her untersuchten Versionen des Diskrepanzprinzips fu¨r Kerndichtescha¨tzer besteht wei-
terer Forschungsbedarf. Wa¨hrend sich im Fall langsam fallender Schrankenfunktionen der
Abstand zwischen der empirischen und der gescha¨tzten Verteilungsfunktion im Wesentli-
chen wie der Abstand zwischen der theoretischen Verteilungsfunktion und ihrer gegla¨tteten
Version verha¨lt, dominieren bei schnell fallender Schrankenfunktion die stochastischen An-
teile. Hier ko¨nnten eventuell mit Hilfe speziellerer Methoden der Asymptotik pra¨zisere
Resultate erzielt werden. Im Fall der nichtparametrischen Regression sind ebenfalls noch
viele Fragen, die das asymptotische Verhalten der gewa¨hlten Gla¨ttungsparameter bzw. der
resultierenden Scha¨tzer betreffen, offen.
Die Grundidee des Diskrepanzprinzips ist sehr einfach und la¨sst sich einem Anwender
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ohne Bezug auf Verlustfunktionen oder Asymptotik erkla¨ren. Auch sind die Verfahren
in der Praxis z.B. im Vergleich zur Kreuzvaliderung oft schneller und in vielen Fa¨llen
einfach zu implementieren. Im Fall der Kerndichtescha¨tzung genu¨gt es, eine nichtlineare
Gleichung zu lo¨sen, was mit Hilfe der Regula Falsi schnell und effektiv geschehen kann. In
den anderen betrachteten Fa¨llen (Regula¨re Histogramme, Nadaraya-Watson-Kernscha¨tzer
und Gla¨ttungssplines) ist das Diskrepanzprinzip ein Abbruchkriterium, d.h. es mu¨ssen
nur solange in Frage kommende Werte des Gla¨ttungsparameters ausprobiert werden, bis
das Kriterium erfu¨llt ist. Die meisten anderen Methoden zur Gla¨ttungsparemeterwahl er-
fodern die Minimierung einer Zielfunktion, die im Prinzip fu¨r alle in Frage kommenden
Werte des Gla¨tttungsparameters berechnet werden muss. Insgesamt ergibt sich, dass das
Diskrepanzprinzip eine interessante – und bislang im statistischen Mainstream zu unrecht
vernachla¨ssigte – Alternative zu anderen Verfahren der Gla¨ttungsparameterwahl darstellt.
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A. Mathematische Hilfsmittel
In diesem Anhang sind einige bekannte in dieser Arbeit beno¨tigte Definitionen, Lem-
mata und Sa¨tze zusammengestellt. Es handelt sich um Material, das sich in zahlreichen
Lehrbu¨chern findet. Zusa¨tzlich werden einige in der nichtparametrischen Kurvenscha¨tzung
ha¨ufig benutzte und oft nicht explizit ausgefu¨hrte Argumente und Techniken hier als Satz
oder Lemma formuliert. Verwiesen wird jeweils auf die fu¨r den Kontext dieser Arbeit am
besten geeignete Quelle, und es wurde kein Versuch unternommen, die beschriebenen Re-
sultate bis zu ihrem historischen Ursprung zuru¨ckzuverfolgen. In einigen Fa¨llen wurden
Resultate gegenu¨ber der zitierten Quelle kombiniert, verallgemeinert, spezialisiert oder auf
andere Art leicht abgewandelt. Es wird dabei kein Anspruch auf Originalita¨t, Allgemeinheit
oder Vollsta¨ndigkeit erhoben.
In den Sa¨tzen A.1 und A.5 wird die Fouriertransformation einer Funktion bzw. eines
Maßes wie in der Analysis u¨blich mit fˆ bzw. µˆ bezeichnet. Da Fouriertransformationen in
dieser Arbeit nur im Beweis zum 2. Teil von Satz 3.3 verwendet werden, ist die Gefahr
einer Verwechslung mit Scha¨tzern gering. Daher wird darauf verzichtet, eine zusa¨tzliche
Notation fu¨r die Fouriertransformation einzufu¨hren.
A.1. Einige Hilfsmittel aus der Analysis
Lemma A.1 (Vierecksungleichung). Sei E ein metrischer Raum mit Metrik d. Dann gilt
fu¨r alle w, x, y, z ∈ E:
|d(x, y)− d(w, z)| ≤ d(x, z) + d(w, y).
Lemma A.2. Sei f ∈ L1(R) und h,h′ > 0. Dann gilt:
lim
h′→h
∥∥∥∥1hf ( ·h)− 1h′f ( ·h′)
∥∥∥∥
1
= 0.
Beweis. (vgl. Beweis zu Lemma 5 in [Dev83]). Wegen f ∈ L1(R) existiert ein g ∈ Cc(R)
mit
∫ |g(x)− f(x)|dx ≤ ε
2
. Dabei bezeichnet Cc(R) den Raum der stetigen Funktionen auf
R mit kompaktem Tra¨ger. Wa¨hle nun m so, dass g(x) = 0 fu¨r |x| > m und M := ‖g‖∞.
Dann gilt (mit Hilfe der Substitutionsregel):∫ ∣∣∣∣1hf (xh)− 1hg (xh)
∣∣∣∣ dx = ∫ ∣∣∣∣ 1h′f ( xh′)− 1h′ g ( xh′)
∣∣∣∣ dx = ∫ |g(x)− f(x)|dx ≤ ε2 .
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Weiter ist∫ ∣∣∣∣1hf (xh)− 1h′f ( xh′)
∣∣∣∣ dx
=
∫ ∣∣∣∣1hf (xh)− 1hg (xh)+ 1hg (xh)− 1h′ g ( xh′)+ 1h′ g ( xh′)− 1h′f ( xh′)
∣∣∣∣ dx
≤
∫ ∣∣∣∣1hg (xh)− 1h′ g ( xh′)
∣∣∣∣ dx+ ε.
Wegen der Stetigkeit von g gilt limh′→h 1hg
(
x
h
)
= 1
h′ g
(
x
h′
)
fu¨r alle x ∈ R. Fu¨r jede Folge
(hn)n∈N ⊆ [min(h, h′),max(h, h′)] ist nun die Funktion
2M
min(h, h′)
I(−mmax(h, h′) ≤ x ≤ mmax(h, h′))
eine integrierbare Majorante von∣∣∣∣1hf (xh)− 1hnf
(
x
hn
)∣∣∣∣ .
Mit dem Satz von der majorisierten Konvergenz folgt damit die Behauptung.
Satz A.1. Es seien f und g in L1(R) mit g(x) = −ixkf(x). Dann ist die Fouriertransfor-
mierte fˆ k mal stetig differenzierbar mit
fˆ (k)(t) = gˆ(t) = (−i)(k)x̂kf(t).
Insbesondere ist fu¨r
∫
xkf(x)dx ∈ R \ {0} dann fˆ (k)(0) 6= 0 und damit fˆ auf keinem
Intervall um 0 konstant.
Beweis. Folgt per Induktion aus Satz 9.2 f) in [Rud74].
Satz A.2. Sei g ∈ C(2)([a, b]). Fu¨r Stu¨tzstellen a = τ1 < · · · < τn = b sei g¯ die Funktion,
die durch lineare Interpolation von g in den Punkten τ1, . . . , τn entsteht. Dann ist fu¨r
τi ≤ x ≤ τi+1
g(x)− g¯(x) = (x− τi)(x− τi+1)g
(2)(ξ)
2
fu¨r ein ξ ∈ [τi, τi+1].
Beweis. Vgl. [dB01], S.31 und S. 6.
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A.2. Einige Hilfsmittel aus der Maß- und
Wahrscheinlichkeitstheorie
Satz A.3. Sei F eine stetige Verteilungsfunktion, Fn die empirische Verteilungsfunktion
einer unabha¨ngig identisch verteilten Stichprobe X1, . . . , Xn vom Umfang n aus der zu F
geho¨rigen Verteilung sowie G eine weitere Verteilungsfunktion, die nicht notwendig gleich
F ist. Dann gilt:
1. d∞(Fn, G) = max
(
max1≤i≤n
(
i
n
−G(Xi)
)
,max1≤i≤n
(
G(Xi)− i−1n
))
.
2. dkuip,1(Fn, G) = max1≤i≤n
(
i
n
−G(Xi)
)
+ max1≤i≤n
(
G(Xi)− i−1n
)
.
3. dCvM(Fn, G) =
1
n
∑n
i=1(G(Xi)− i−1/2n )2 + 12n2 .
4. FKS(x) := limn→∞ P (
√
nd∞(Fn, F ) ≤ x) =
∑
i∈Z(−1)i exp(−2i2x2).
5. Fkuip,1(x) := limn→∞ P (
√
ndkuip,k(Fn, F ) ≤ x) = 1−
∑∞
i=1(4i
2x2 − 1) exp(−2i2x2).
6. FCvM(x) : = lim
n→∞
P (ndCvM(Fn, F ) ≤ x)
= 1− 1
pi
∞∑
i=1
(−1)i−1
∫ (2i)2pi2
(2i−1)2pi2
t−1
( −√t
sin
√
t
)1/2
exp
(
−xt
2
)
dt.
Beweis. 1. vgl. [Dur73, S. 6].
2. vgl. [Dur73, S. 33f.].
3. vgl. Formel 4.1.7 in [Dur73, S. 27].
4. vgl. Formel 3.4.8 in [Dur73, S. 22].
5. vgl. Formel 5.3.3 in [Dur73, S. 36].
6. vgl. Formel 4.4.5 in [Dur73, S. 32].
Satz A.4. Sei F eine stetige Verteilungsfunktion und Fn die auf einer Stichprobe vom
Umfang n basierende empirische Verteilungsfunktion. Dann gilt fast sicher:
1.
lim sup
n→∞
√
2n
log log n
d∞(Fn, F ) = 1,
2.
lim sup
n→∞
n
2 log log n
dCvM(Fn, F ) =
1
pi2
.
Beweis. vgl. [Ser80], S.62 bzw. 64.
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Definition A.1. 1. Sind ν1, ν2 endliche Maße auf (R,B), so heißt die σ-additive Men-
genfunktion µ := ν1 − ν2 ein signiertes Maß auf (R,B).
2. Fu¨r ein signiertes Maß µ werden die (eindeutig definierten) positiven Maße µ+ und
µ− mit µ = µ+ − µ− und µ+(∅) = µ−(∅) = 0 als Positiv- bzw. Negativteil von µ
bezeichnet.
3. Das positive Maß |µ| := µ+ + µ− heißt das zu µ geho¨rige Totalvariationsmaß.
4. Eine Folge von signierten Maßen µ1, µ2, . . . heißt schwach konvergent gegen µ genau
dann, wenn fu¨r alle stetigen beschra¨nkten Funktionen f auf R gilt:∫
R
fdµn −→
∫
R
fdµ.
Abku¨rzend wird die schwache Konvergenz der µn gegen µ auch mit
µn  µ
bezeichnet. Sind alle Maße Wahrscheinlichkeitsmaße, so entspricht die schwache Kon-
vergenz der aus der Wahrscheinlichkeitsrechnung bekannten Verteilungskonvergenz.
Satz A.5. Seien µ, µ1, µ2, . . . endliche signierte Maße auf (R,B), die außerdem die fol-
gende Straffheitsbedingung erfu¨llen: Fu¨r jedes ε > 0 existiert ein kompaktes Intervall J ,
so dass fu¨r alle n ∈ N
|µn|(R \ J) < ε. (A.1)
Außerdem existiere k ∈ R mit |µn|(R) ≤ k fu¨r alle n ∈ N und |µ|(R) ≤ k. Seien weiter
F, F1, F2, . . . die zu µ, µ1, µ2, . . . geho¨rigen Verteilungsfunktionen sowie µˆ, µˆ1, µˆ2, . . . die
Fouriertransformierten der Maße. Dann gelten die folgenden Implikationen:
1. d∞(Fn, F ) −→ 0 =⇒ µn  µ
2. µn  µ =⇒ µˆn(t) −→ µˆ(t) gleichma¨ßig auf kompakten Teilmengen von R.
Beweis. 1. Siehe Proposition 8.1.8 in [Bog07].
2. Siehe [Kat04], S.173f.
Satz A.6 (Devroye). Sei K Kern der Ordnung `, X1, X2, . . . eine Folge von unabha¨ngigen
Zufallsvariablen mit Dichte f , hn eine Folge von Bandbreiten und fˆn :=
1
n
∑n
i=1Khn(x −
Xi). Die Bandbreiten ko¨nnen dabei deterministisch oder zufa¨llig sein. Dann sind a¨quivalent:
1. d1(fˆn, f) −→ 0 fast sicher
2. hn −→ 0 fast sicher und nhn −→∞ fast sicher.
Beweis. vgl. Theorem 1.53 in Kapitel 4 von [EL01] bzw. [Dev83].
126
B. Details zu den Simulationen
B.1. Die Beispieldichten
Die folgende Aufstellung der von Berlinet und Devroye vorgeschlagenen und in der vorlie-
genden Arbeit verwendeten Beispieldichten wurde aus [BD94] entnommen und um einige
weitere Eigenschaften erga¨nzt:
1. Uniform: Die Dichte einer Gleichverteilung auf [0, 1].
2. Exponential: Die Dichte einer Exp(1)-Verteilung.
3. Maxwell: f(x) = x exp(−x2
2
) auf [0,∞).
4. Double Exponential: f(x) = 1
2
exp(−|x|).
5. Logistic: f(x) = exp(−x)
(1+exp(−x))2 .
6. Cauchy: Die Dichte einer Cauchy(0,1)-Verteilung.
7. Extreme value: Die Dichte einer Extremwertverteilung mit Verteilungsfunktion
F (x) = exp(− exp(−x)).
8. Infinite peak: f(x) = (2
√
x)−1 auf (0, 1). Die Dichte liegt weder in L2 noch in L∞.
9. Pareto: Pareto-Verteilung mit Parameter 3/2: f(x) = (2x3/2)−1 auf [1,∞).
10. Symmetric Pareto: f(x) = (4(1 + |x|)3/2)−1.
11. Normal: Die Dichte einer N(0,1)-Verteilung.
12. Lognormal: f(x) = (x
√
2pi)−1 exp(−(log x)2/2) auf [0,∞).
13. Uniform scale mixture: Dichte einer Mischungsverteilung 1
2
U [−1
2
, 1
2
] + 1
2
U [−5, 5].
14. Matterhorn: Dichte von S exp(−2/U) mit P (S = −1) = P (S = 1) = 1
2
und U
gleichverteilt auf [0, 1]. Die Dichte ist gegeben durch (|x|(log(|x|))2)−1 auf [−e−2, e−2]
und liegt weder in L2 noch in L∞. Durch die begrenzte Rechengenauigkeit ko¨nnen bei
Simulationen in gro¨ßeren Stichproben mehrere Realisationen den Wert 0 annehmen.
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15. Logarithmic peak: Die Dichte von UV , wobei U und V unabha¨ngig U [0, 1]-verteilt
sind. Die Dichte ist gegeben durch f(x) = − log(x) auf (0, 1) und liegt in L2, aber
nicht in L∞.
16. Isosceles triangle: Dichte einer Dreiecksverteilung f(x) = (1− |x|)+.
17. Beta (2,2): Die Dichte einer Beta(2,2)-Verteilung.
18. Chi-square (1): Die χ2-Verteilung mit 1 Freiheitsgrad. Die Dichte ist gegeben durch
(
√
2pix)−1 exp(−x
2
) fu¨r x > 0 und liegt weder in L2 noch in L∞.
19. Normal cubed: Die Dichte von N3, wobei N standardnormalverteilt ist. Die Dichte
ist gegeben durch f(x) =
√
2
6
√
pi
x−2/3 exp
(−1
2
x2/3
)
und liegt weder in L2 noch in L∞.
20. Inverse exponential: Verteilung von E−2, wobei E Exp(1)-verteilt ist. Die Dichte
ist gegeben durch f(x) = 1
2
x−3/2 exp(− 1√
x
) auf [0,∞).
21. Marronite: f(x) = 1
3
φ(x+20
1/4
) + 2
3
φ(x).
22. Skewed bimodal: f(x) = 3
4
φ(x) + 1
4
φ(x−1.5
1/3
).
23. Claw: f(x) = 1
2
φ(x) + 1
10
φ(x+1
0.1
) + 1
10
φ(x+0.5
0.1
) + 1
10
φ( x
0.1
) + 1
10
φ(x−0.5
0.1
) + 1
10
φ(x−1
0.1
).
24. Smooth comb: f(x) = 32
63
φ(x+31/21
32/63
) + 16
63
φ(x−17/21
16/63
) + 8
63
φ(x−41/21
8/63
) + 4
63
φ(x−53/21
4/63
) +
2
63
φ(x−59/21
2/63
) + 1
63
φ(x−62/21
1/63
).
25. Caliper: Die Dichte von S(X + 0.1), wobei P (S = −1) = P (S = 1) = 1
2
und X die
Dichte f(x) = 4(1− x1/3) auf [0, 1] besitzt.
26. Trimodal uniform: Die Dichte einer Mischung aus drei Rechteckverteilungen mit
disjunkten Tra¨gern 1
2
U [−1, 1] + 1
4
U [−20.1,−20] + 1
4
U [20, 20.1].
27. Sawtooth: Die Dichte von N +X, wobei N diskret gleichverteilt ist auf der Menge
{−9,−7,−5,−3,−1, 1, 3, 5, 7, 9} und X gleichschenklig dreiecksverteilt auf [−1, 1]
(wie in Nr. 16).
28. Bilogarithmic peak: Die Dichte ist gegeben durch f(x) = −1
2
log(x(1 − x)) auf
[0, 1] und liegt in L2, aber nicht in L∞.
Die Dichten sind vollsta¨ndig im R-Zusatzpaket benchden [MWT09] implementiert.
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B.2. Die Beispielfunktionen zur nichtparametrischen
Regression
In der Simulationsstudie zur nichtparametrischen Regression werden die folgenden Bei-
spielfunktionen verwendet:
1. Ruppert & Carroll: Entspricht Formel (10) in [RC00] fu¨r j = 6. Die Funktion ist
gegeben durch
f1(x) =
√
x(1− x) sin
(
2pi(1 + 0.125)
x+ 0.125
)
und wird auch in [DM08] verwendet. Die Funktion ist der Doppler-Funktion sehr
a¨hnlich, oszilliert aber etwas weniger.
2. SinePeak: Die Beispielfunktion aus dem R-Paket mrsmooth [Mei06]:
f2(x) = sin(2pix) + 2 exp(−1000(x− 0.5)2).
3. Piecewise Polynomial: Die Beispielfunktion aus [NS94]. Definiert als
f3(x) =

4x2(3− 4x) (0 ≤ x ≤ 1/2)
4
3
x(4x2 − 10x+ 7)− 3
2
(1/2 < x ≤ 3/4)
16
3
x(x− 1)2 (3/4 < x ≤ 1)
.
4. Blocks: Eine der Testfunktionen aus [DJ94]. Definiert als
f4(x) =
11∑
j=1
hj
1 + sign(x− tj)
2
mit
(tj) = (0.1, 0.13, 0.15, 0.23, 0.25, 0.40, 0.44, 0.65, 0.76, 0.78, 0.81)
(hj) = (4,−5, 3,−4, 5,−4.2, 2.1, 4.3,−3.1, 2.1,−4.2).
5. Bumps: Eine der Testfunktionen aus [DJ94]. Definiert als
f5(x) =
11∑
j=1
hj
(1 + |x−tj
wj
|)4 ,
wobei
(tj) = (0.1, 0.13, 0.15, 0.23, 0.25, 0.40, 0.44, 0.65, 0.76, 0.78, 0.81)
(hj) = (4, 5, 3, 4, 5, 4.2, 2.1, 4.3, 3.1, 5.1, 4.2)
(wj) = (0.005, 0.005, 0.006, 0.01, 0.01, 0.03, 0.01, 0.01, 0.005, 0.008, 0.005).
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6. Heavisine: Eine der Testfunktionen aus [DJ94]. Definiert als
f6(x) = 4 sin 4pix− sign(x− 0.3)− sign(0.7− x).
7. Doppler: Eine der Testfunktionen aus [DJ94]. Definiert als
f7(x) =
√
x(1− x) sin
(
2pi(1 + 0.05)
x+ 0.05
)
.
8. Zero: Die Nullfunktion f8(x) = 0. Diese Funktion wird in [DGW08] verwendet.
B.3. Eigenschaften der verwendeten Kerne
Tabelle B.1.: Die verwendeten Kerne und einige ihrer Eigenschaften.
Gaußkern Epanechnikov-Kern
K(x) 1√
2pi
e−
x2
2
3
4 (1− x2) (|x| ≤ 1)
K(x) Φ(x) − 14 x3 + 34 x+ 12 (|x| ≤ 1)
k2 1
1
5
‖K‖22 12√pi 35
K ∗K(x) 1
2
√
pi
e−
x2
4 − 3160 |x|5 + 38 |x|3 − 34x2 + 35 (|x| ≤ 2)
K ′′h ∗K ′′h(x) 12h
4−12h2x2+x4
32
√
pih9
e−
x2
4h2 − 9x4h6 |x|+ 92h5 (|x| ≤ 2h)
K
(4)
h (x)
3h4−6h2x2+x4√
2pih9
e−
x2
2h2 0 (x /∈ {−h, h})
K
(6)
h (x) − 15h
6−45h4x2+15h2x4−x6√
2pih13
e−
x2
2h2 0 (x /∈ {−h, h})
K
(8)
h (x)
105h8−420h6x2+210h4x4−28h2x6+x8√
2pih17
e−
x2
2h2 0 (x /∈ {−h, h})
K
(10)
h (x) − 945h
10−4725h8x2+3150h6x4−630h4x6+45h2x8−x10√
2pih21
e−
x2
2h2 0 (x /∈ {−h, h})
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B.4. Weitere Simulationsergebnisse
Tabelle B.2.: Simulationsergebnisse fu¨r Dichtescha¨tzung mit Gaußkern – L∞-Risiko fu¨r die Dichten.
Dichte n L2CV BCV PI SCV E-LR V KS .5 KS .9 KS .95 KS .99
3 50 0.1722 0.1431 0.1465 0.2492 0.159 0.1461 0.1699 0.2382 0.2658 0.3174
100 0.1536 0.1215 0.1257 0.2164 0.1311 0.1288 0.141 0.1839 0.2003 0.2337
500 0.0869 0.0804 0.0872 0.1531 0.0845 0.0815 0.0983 0.1257 0.1342 0.1481
1000 0.0706 0.0666 0.0754 0.1265 0.0747 0.0679 0.0839 0.1072 0.1144 0.1265
2500 0.0542 0.0526 0.062 0.108 0.0634 0.0537 0.067 0.0855 0.0913 0.1012
4 50 0.1577 0.1648 0.1652 0.1632 0.154 0.1639 0.2176 0.2967 0.3188 0.3551
100 0.142 0.1531 0.1539 0.1427 0.1423 0.1492 0.1886 0.2518 0.271 0.3028
500 0.0883 0.1012 0.1081 0.0997 0.1069 0.0997 0.1298 0.1715 0.1846 0.2066
1000 0.0696 0.0792 0.0889 0.0889 0.0921 0.0798 0.1071 0.1437 0.155 0.1741
2500 0.0542 0.0613 0.0724 0.0747 0.0791 0.0639 0.0846 0.1141 0.1231 0.1383
5 50 0.064 0.0524 0.0545 0.0975 0.0628 0.0557 0.0653 0.1067 0.1206 0.1442
100 0.0537 0.0408 0.0432 0.084 0.048 0.0463 0.0531 0.0815 0.0922 0.1111
500 0.0277 0.0229 0.0237 0.0579 0.024 0.0242 0.027 0.0418 0.0477 0.0583
1000 0.0211 0.0186 0.0189 0.0473 0.0192 0.0191 0.0211 0.032 0.0363 0.0443
2500 0.0158 0.014 0.0144 0.0402 0.0149 0.0142 0.0156 0.0223 0.0252 0.0305
6 50 0.0981 0.0936 0.0911 0.1126 0.0919 0.0937 0.1249 0.1834 0.2002 0.2267
100 0.0758 0.0794 0.0778 0.0975 0.0734 0.0757 0.1032 0.1513 0.1664 0.1907
500 0.0461 0.0441 0.0487 0.07 0.0487 0.046 0.061 0.0904 0.1002 0.1167
1000 0.0357 0.0338 0.0383 0.0603 0.0403 0.0361 0.0476 0.0705 0.0782 0.0916
2500 0.0248 0.0238 0.0273 0.0501 0.03 0.025 0.0323 0.048 0.0536 0.0635
7 50 0.0978 0.0807 0.0826 0.1461 0.0932 0.0839 0.0998 0.1553 0.174 0.2057
100 0.0815 0.0631 0.0658 0.1266 0.0716 0.0695 0.0774 0.116 0.1302 0.1555
500 0.0442 0.0363 0.0378 0.0895 0.0383 0.0387 0.0419 0.0597 0.067 0.0807
1000 0.0333 0.0292 0.0299 0.0738 0.0299 0.0298 0.0322 0.0444 0.0494 0.059
2500 0.0252 0.0224 0.0227 0.0624 0.0229 0.0225 0.0235 0.0304 0.0335 0.0397
10 50 0.1289 0.1691 0.1562 0.1196 0.1316 0.1432 0.1729 0.2078 0.2164 0.2278
100 0.1107 0.1635 0.1472 0.1028 0.1212 0.1277 0.1567 0.19 0.1982 0.2103
500 0.0702 0.1073 0.1165 0.0589 0.0991 0.0934 0.1156 0.1424 0.1501 0.1624
1000 0.0593 0.0823 0.1031 0.044 0.0903 0.0815 0.1005 0.124 0.1308 0.1421
2500 0.0467 0.0617 0.0869 0.0332 0.0784 0.0668 0.0824 0.1023 0.1082 0.1182
11 50 0.1062 0.0814 0.0846 0.1562 0.1007 0.0888 0.0993 0.159 0.1805 0.2173
100 0.0769 0.0613 0.0645 0.1281 0.0718 0.0691 0.0763 0.1202 0.1374 0.1672
500 0.0446 0.0358 0.0364 0.092 0.0374 0.0383 0.0395 0.0588 0.0674 0.0834
1000 0.0343 0.0292 0.0295 0.0786 0.0298 0.0303 0.0316 0.0449 0.0507 0.062
2500 0.0264 0.0225 0.0228 0.0625 0.0231 0.0229 0.0238 0.0317 0.0353 0.0423
12 50 0.2835 0.3099 0.2939 0.2475 0.2674 0.2759 0.3066 0.3644 0.3872 0.4291
100 0.2267 0.2679 0.2567 0.208 0.2261 0.2326 0.2636 0.3046 0.3209 0.3538
500 0.1399 0.17 0.1916 0.1527 0.165 0.1576 0.187 0.2202 0.2292 0.2434
1000 0.1121 0.1365 0.1685 0.1387 0.1438 0.1307 0.1589 0.1922 0.2013 0.2151
2500 0.0846 0.1026 0.1389 0.1193 0.1196 0.1016 0.1259 0.1571 0.1661 0.1805
16 50 0.2869 0.2173 0.2268 0.3713 0.2558 0.2397 0.2876 0.4377 0.487 0.5712
100 0.2121 0.1864 0.1939 0.3229 0.1945 0.1943 0.2359 0.3512 0.3899 0.4571
500 0.1311 0.1174 0.1278 0.2162 0.1295 0.1234 0.1568 0.2186 0.2393 0.2754
1000 0.1032 0.0984 0.1083 0.1856 0.1126 0.1013 0.1307 0.1811 0.197 0.2246
2500 0.0825 0.0786 0.0873 0.1556 0.0977 0.0807 0.1049 0.1444 0.1566 0.1773
17 50 0.4754 0.3692 0.3846 0.6423 0.4241 0.388 0.4126 0.5147 0.5722 0.705
100 0.3696 0.3029 0.3097 0.5639 0.3178 0.3149 0.3523 0.4368 0.4622 0.5179
500 0.2053 0.1956 0.2084 0.3817 0.2103 0.2011 0.244 0.3069 0.3262 0.3582
1000 0.1754 0.1643 0.1807 0.3285 0.1901 0.1736 0.211 0.2637 0.2801 0.3075
2500 0.1328 0.1264 0.1452 0.273 0.1593 0.1364 0.1677 0.2107 0.2239 0.2464
20 50 0.3786 0.544 0.5076 0.43 0.3908 0.4073 0.4589 0.5375 0.5595 0.5929
100 0.3372 0.5391 0.4876 0.3832 0.3565 0.3653 0.4116 0.4808 0.5015 0.5346
500 0.2479 0.5012 0.4184 0.2826 0.2844 0.2783 0.3037 0.3467 0.3637 0.3931
1000 0.2105 0.4445 0.38 0.2455 0.2558 0.2448 0.2674 0.2975 0.3096 0.3337
2500 0.1701 0.3066 0.3306 0.1958 0.2277 0.2081 0.2337 0.2587 0.2657 0.2778
21 50 0.2122 0.4227 0.3592 0.2077 0.24 0.2733 0.3659 0.465 0.4818 0.5015
100 0.165 0.3894 0.3139 0.1474 0.2011 0.2169 0.2994 0.4075 0.4336 0.4671
500 0.0925 0.1364 0.1937 0.0972 0.1245 0.1144 0.1622 0.2395 0.2647 0.3073
1000 0.071 0.0736 0.1456 0.0878 0.0995 0.0853 0.1206 0.1815 0.2019 0.2373
2500 0.0495 0.0481 0.0921 0.0757 0.073 0.0571 0.0799 0.1215 0.1357 0.1612
22 50 0.1507 0.1513 0.1439 0.1467 0.1347 0.1368 0.1617 0.2007 0.2134 0.2371
100 0.125 0.1432 0.1313 0.1287 0.1179 0.1218 0.1458 0.1782 0.188 0.205
500 0.0669 0.0813 0.0809 0.0962 0.0753 0.0706 0.093 0.1254 0.1347 0.1492
1000 0.0527 0.05 0.0627 0.0858 0.0611 0.0546 0.0711 0.0997 0.1087 0.1233
2500 0.0364 0.0345 0.0424 0.0728 0.0445 0.0371 0.0479 0.0695 0.0767 0.0892
23 50 0.3365 0.2959 0.2956 0.3266 0.3091 0.2988 0.299 0.3226 0.3397 0.3773
100 0.3125 0.2827 0.2838 0.2834 0.2861 0.2852 0.2867 0.2962 0.3015 0.3188
500 0.1655 0.2521 0.2496 0.1599 0.2323 0.2235 0.2483 0.2642 0.268 0.2738
1000 0.1302 0.243 0.2351 0.128 0.2104 0.1896 0.2286 0.2502 0.2547 0.2616
2500 0.0929 0.2258 0.1907 0.1049 0.1665 0.1363 0.1771 0.2183 0.2263 0.2378
24 50 0.3231 0.3136 0.3133 0.3116 0.3129 0.3125 0.3137 0.3152 0.316 0.3178
100 0.3089 0.3137 0.3126 0.3054 0.3093 0.3102 0.3128 0.3138 0.3143 0.3153
500 0.2759 0.3139 0.3083 0.2837 0.3061 0.305 0.3089 0.3122 0.3128 0.3137
1000 0.2548 0.3122 0.3068 0.2749 0.3047 0.3018 0.3072 0.3118 0.3126 0.3135
2500 0.2056 0.2912 0.3013 0.2317 0.2989 0.2925 0.3008 0.3066 0.3079 0.3098
27 50 0.0779 0.0745 0.074 0.0763 0.0746 0.074 0.0743 0.0748 0.0751 0.0761
100 0.074 0.0728 0.072 0.0716 0.0705 0.0706 0.0722 0.0735 0.0738 0.0741
500 0.042 0.0669 0.0661 0.0502 0.0621 0.0612 0.0645 0.0683 0.0692 0.0703
1000 0.0343 0.0641 0.0634 0.0388 0.0579 0.0545 0.0603 0.065 0.0661 0.0677
2500 0.0248 0.0609 0.0586 0.0267 0.0488 0.0418 0.051 0.0583 0.0601 0.0625
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Tabelle B.3.: Simulationsergebnisse fu¨r Dichtescha¨tzung mit Epanechnikovkern – L1-Risiko fu¨r die Dichten
1-14.
Dichte n L2CV BCV PI SCV E-LR V KS .5 KS .9 KS .95 KS .99
1 50 0.2957 0.3624 0.3292 0.2679 0.2784 0.2954 0.3792 0.5823 0.6602 0.7119
100 0.2449 0.3134 0.2806 0.2138 0.2344 0.2445 0.2992 0.4243 0.4774 0.5792
500 0.1356 0.2282 0.1838 0.137 0.1435 0.1384 0.1721 0.2247 0.2442 0.2822
1000 0.1049 0.1988 0.1425 0.1122 0.109 0.1022 0.1198 0.1686 0.1836 0.2102
2500 0.0786 0.1648 0.0997 0.0882 0.0785 0.0743 0.0819 0.1056 0.1167 0.1395
2 50 0.3703 0.4184 0.3902 0.3708 0.36 0.3593 0.385 0.4867 0.5347 0.6403
100 0.2898 0.3516 0.3115 0.2981 0.2843 0.2834 0.2945 0.3553 0.3833 0.4422
500 0.1848 0.2374 0.1851 0.1975 0.1705 0.1731 0.1675 0.1799 0.1883 0.2097
1000 0.1545 0.2063 0.1503 0.1668 0.1381 0.1429 0.1354 0.1405 0.1471 0.1569
2500 0.1165 0.1634 0.1065 0.1283 0.1005 0.1074 0.0988 0.0972 0.0988 0.1029
3 50 0.2143 0.2143 0.2165 0.2555 0.2127 0.2113 0.2702 0.4744 0.5568 0.6989
100 0.1673 0.1614 0.1672 0.2096 0.1648 0.1657 0.199 0.3193 0.3711 0.4716
500 0.0868 0.0869 0.0882 0.1305 0.0865 0.0848 0.0992 0.1455 0.1651 0.2037
1000 0.0661 0.0674 0.0684 0.1052 0.0678 0.0647 0.0745 0.1049 0.118 0.1436
2500 0.046 0.048 0.0477 0.0812 0.0483 0.0449 0.0505 0.0681 0.0757 0.0907
4 50 0.2623 0.2549 0.2591 0.3242 0.2758 0.2633 0.3131 0.5082 0.5865 0.7384
100 0.2088 0.2095 0.2117 0.2716 0.2104 0.2096 0.2422 0.3646 0.4174 0.5201
500 0.1195 0.1168 0.1153 0.1766 0.1148 0.114 0.126 0.1738 0.1955 0.2382
1000 0.0908 0.0901 0.0875 0.1457 0.088 0.087 0.0935 0.1256 0.1406 0.1705
2500 0.0656 0.0649 0.0616 0.1144 0.0629 0.0617 0.0645 0.083 0.092 0.1104
5 50 0.2161 0.2072 0.2163 0.2851 0.2248 0.2155 0.2703 0.478 0.5623 0.7198
100 0.1703 0.1583 0.1675 0.2348 0.1736 0.1723 0.2066 0.3394 0.3948 0.5015
500 0.0855 0.0815 0.0853 0.1444 0.0846 0.0839 0.0968 0.1514 0.1753 0.2207
1000 0.0665 0.0636 0.0665 0.1158 0.0667 0.0648 0.0738 0.1122 0.1287 0.1605
2500 0.047 0.0456 0.0474 0.0886 0.049 0.0459 0.0515 0.0748 0.0849 0.1047
6 50 0.3997 0.3961 0.3942 0.473 0.4084 0.4012 0.4493 0.6211 0.6873 0.814
100 0.3313 0.3286 0.3257 0.408 0.3298 0.3265 0.3584 0.475 0.5227 0.6147
500 0.2051 0.2052 0.2003 0.2869 0.2003 0.1999 0.2105 0.2582 0.279 0.3189
1000 0.1648 0.1642 0.1588 0.2443 0.16 0.1591 0.1658 0.2028 0.2179 0.2464
2500 0.1209 0.1295 0.1252 0.1986 0.1267 0.1252 0.1282 0.1444 0.1521 0.1683
7 50 0.2341 0.2285 0.2306 0.2782 0.2285 0.2257 0.2807 0.4749 0.5533 0.6996
100 0.177 0.1722 0.1767 0.2297 0.1767 0.1768 0.2088 0.3261 0.3748 0.4712
500 0.0937 0.0918 0.0928 0.1435 0.0918 0.0909 0.103 0.1486 0.1679 0.2063
1000 0.0701 0.0707 0.0716 0.1156 0.0709 0.0684 0.0773 0.1076 0.1204 0.1455
2500 0.0489 0.0511 0.051 0.0888 0.0514 0.048 0.0536 0.0717 0.0793 0.0943
8 50 0.4423 0.5304 0.4876 0.408 0.4483 0.4261 0.4356 0.5308 0.5728 0.6633
100 0.3728 0.4933 0.4228 0.3344 0.3845 0.3696 0.3429 0.4057 0.4373 0.4965
500 0.3448 0.4131 0.2829 0.2268 0.2936 0.3113 0.2539 0.2269 0.2272 0.2391
1000 0.3532 0.3827 0.235 0.188 0.2659 0.2998 0.2349 0.1932 0.1875 0.1871
2500 0.3447 0.3409 0.1918 0.1513 0.234 0.2864 0.2199 0.1697 0.161 0.1525
9 50 0.7517 0.8283 0.791 0.7665 0.7564 0.759 0.7679 0.8213 0.8483 0.9147
100 0.6562 0.7416 0.6791 0.6451 0.6514 0.6476 0.6419 0.6722 0.6919 0.7403
500 0.5356 0.5662 0.4872 0.4868 0.494 0.5039 0.4735 0.4579 0.4595 0.4704
1000 0.4932 0.5047 0.406 0.4355 0.443 0.4574 0.4264 0.3992 0.3946 0.3949
2500 0.4571 0.449 0.3385 0.4124 0.4082 0.4327 0.4021 0.3638 0.3543 0.3437
10 50 0.7111 0.7197 0.7065 0.7365 0.709 0.703 0.7233 0.8304 0.8859 0.9932
100 0.647 0.6411 0.6228 0.6547 0.6323 0.6261 0.6287 0.6967 0.7306 0.797
500 0.4909 0.473 0.4437 0.5339 0.4493 0.4548 0.4447 0.4598 0.4715 0.4937
1000 0.4223 0.4128 0.3768 0.4687 0.3824 0.3894 0.3771 0.3866 0.3933 0.4073
2500 0.3447 0.3378 0.302 0.4026 0.3056 0.3152 0.3039 0.3053 0.3086 0.3171
11 50 0.2036 0.1946 0.2062 0.2619 0.2104 0.2075 0.2706 0.482 0.5666 0.7155
100 0.1546 0.144 0.1562 0.2069 0.1534 0.1549 0.1999 0.3427 0.4021 0.5128
500 0.0806 0.0765 0.0812 0.1296 0.0801 0.079 0.0935 0.1526 0.1775 0.2248
1000 0.0591 0.0579 0.0623 0.1048 0.0621 0.0591 0.0711 0.1118 0.1289 0.1616
2500 0.0425 0.0422 0.0456 0.079 0.0468 0.0422 0.0499 0.0751 0.0857 0.1058
12 50 0.3703 0.4165 0.3855 0.3813 0.3662 0.3623 0.3972 0.5228 0.5768 0.6848
100 0.2843 0.3327 0.2935 0.3111 0.2747 0.2745 0.2962 0.372 0.4054 0.477
500 0.1648 0.2102 0.1662 0.2108 0.1582 0.1583 0.1624 0.1854 0.1972 0.2208
1000 0.1305 0.1717 0.1286 0.1791 0.1233 0.1238 0.1248 0.1391 0.1464 0.1608
2500 0.0954 0.1315 0.092 0.1416 0.0888 0.0894 0.0892 0.0967 0.1004 0.1085
13 50 0.4578 0.5063 0.472 0.4843 0.45 0.4508 0.5188 0.7191 0.7896 0.8857
100 0.3794 0.4146 0.3807 0.4024 0.3648 0.3654 0.4001 0.5337 0.5897 0.6954
500 0.2353 0.2691 0.2382 0.2585 0.2238 0.223 0.2333 0.274 0.2922 0.3306
1000 0.1951 0.2307 0.1963 0.2163 0.1827 0.1818 0.1872 0.2136 0.2259 0.2509
2500 0.15 0.1848 0.148 0.169 0.1368 0.1369 0.1379 0.152 0.1589 0.1734
14 50 1.1092 0.6938 0.698 0.7572 1.4884 1.4674 1.1149 0.7515 0.7394 0.7556
100 1.2744 0.6359 0.6207 0.6801 1.3976 1.5121 1.4571 0.8399 0.7079 0.667
500 0.922 0.5367 0.4876 0.5382 0.8794 0.8133 1.0177 1.5773 1.6383 1.4877
1000 0.9159 0.5025 0.4451 0.4898 0.7224 0.7037 0.8334 1.0331 1.3029 1.6579
2500 0.9226 0.4709 0.3997 0.4334 0.7014 0.7014 0.7014 0.7415 0.8829 0.9968
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B.4. Weitere Simulationsergebnisse
Tabelle B.4.: Simulationsergebnisse fu¨r Dichtescha¨tzung mit Epanechnikovkern: L1-Risiko fu¨r die Dichten
15-28.
Dichte n L2CV BCV PI SCV E-LR V KS .5 KS .9 KS .95 KS .99
15 50 0.3942 0.4383 0.4139 0.3661 0.3695 0.3688 0.3967 0.4885 0.5338 0.6336
100 0.3135 0.3904 0.348 0.2969 0.2978 0.2964 0.3104 0.3739 0.4002 0.4548
500 0.1924 0.2822 0.209 0.1852 0.1778 0.1815 0.1729 0.1849 0.1946 0.2143
1000 0.1673 0.2493 0.1662 0.1549 0.1465 0.1532 0.1421 0.1424 0.1471 0.1568
2500 0.1383 0.2083 0.1264 0.121 0.112 0.1217 0.1095 0.1053 0.1065 0.1101
16 50 0.1918 0.189 0.1982 0.2405 0.2028 0.2043 0.2683 0.4759 0.5603 0.6673
100 0.1555 0.1518 0.1591 0.2013 0.155 0.1568 0.1991 0.3376 0.395 0.5056
500 0.0822 0.0812 0.0851 0.1185 0.0851 0.0823 0.1005 0.1535 0.1766 0.2222
1000 0.0643 0.0642 0.0676 0.0993 0.069 0.0642 0.078 0.1135 0.1281 0.1574
2500 0.0458 0.0457 0.0473 0.0762 0.0509 0.0453 0.0538 0.0759 0.0852 0.1031
17 50 0.205 0.2052 0.2124 0.233 0.2018 0.206 0.2793 0.4879 0.5699 0.6527
100 0.1559 0.1601 0.1626 0.1907 0.1542 0.1584 0.211 0.3525 0.4083 0.5135
500 0.0833 0.0878 0.0894 0.1149 0.0892 0.085 0.1101 0.1722 0.1962 0.2413
1000 0.0649 0.0692 0.0702 0.0946 0.0734 0.0668 0.084 0.1268 0.1436 0.1752
2500 0.0454 0.0497 0.0494 0.0723 0.0542 0.0467 0.0576 0.0825 0.0929 0.1128
18 50 0.5775 0.6032 0.5653 0.5539 0.645 0.6014 0.5477 0.5839 0.6183 0.6954
100 0.5444 0.5404 0.4931 0.478 0.5758 0.5538 0.4833 0.4803 0.4907 0.5242
500 0.5499 0.4278 0.3414 0.3205 0.4713 0.5002 0.3991 0.3281 0.3187 0.3136
1000 0.5574 0.3859 0.2874 0.2765 0.4297 0.4807 0.3796 0.3009 0.2866 0.2693
2500 0.5747 0.3388 0.2228 0.2202 0.3887 0.4723 0.3648 0.2748 0.2558 0.2317
19 50 0.9861 0.7994 0.8053 0.8753 1.1085 1.0168 0.8553 0.8224 0.8457 0.9178
100 1.0396 0.7011 0.7067 0.7982 1.0794 1.0242 0.8231 0.7103 0.7133 0.7494
500 1.3534 0.5396 0.5279 0.6198 1.0092 1.0719 0.8287 0.6239 0.5862 0.5435
1000 1.4602 0.4866 0.4641 0.549 0.9882 1.1048 0.8607 0.6328 0.5829 0.5204
2500 1.5673 0.4295 0.3926 0.4695 0.9816 1.154 0.9222 0.66 0.6026 0.525
20 50 0.7783 0.8776 0.8209 0.76 0.7732 0.7651 0.7717 0.8595 0.8925 0.9644
100 0.6906 0.7902 0.7279 0.6689 0.6959 0.6761 0.6684 0.7144 0.7327 0.7716
500 0.5708 0.6176 0.5145 0.531 0.5378 0.5415 0.5225 0.5003 0.4982 0.5011
1000 0.5425 0.5519 0.4498 0.4845 0.4742 0.4886 0.4613 0.4439 0.4422 0.4415
2500 0.4603 0.4741 0.3631 0.4211 0.3999 0.4156 0.3924 0.3644 0.3604 0.3563
21 50 0.3485 0.7533 0.5518 0.3637 0.3657 0.3974 0.5584 1.0089 1.1641 1.4008
100 0.2706 0.6599 0.4271 0.2622 0.2836 0.2959 0.3869 0.658 0.7722 1.0049
500 0.1431 0.4885 0.2172 0.1545 0.156 0.1499 0.1816 0.2506 0.2805 0.3442
1000 0.1109 0.4257 0.1578 0.1333 0.1226 0.1152 0.1351 0.18 0.1984 0.2355
2500 0.0741 0.354 0.0972 0.1039 0.0841 0.076 0.0879 0.115 0.1259 0.147
22 50 0.2501 0.2805 0.265 0.2531 0.237 0.2412 0.3066 0.4742 0.5491 0.6838
100 0.1947 0.2434 0.2194 0.2083 0.1908 0.1962 0.2432 0.3481 0.3925 0.4848
500 0.1066 0.1655 0.124 0.139 0.115 0.1104 0.135 0.1871 0.2064 0.2406
1000 0.0786 0.1355 0.0919 0.1169 0.0885 0.0819 0.0991 0.1366 0.151 0.1782
2500 0.0559 0.1031 0.0622 0.0928 0.0634 0.0568 0.0667 0.0903 0.0995 0.1171
23 50 0.4126 0.4244 0.4244 0.4212 0.4123 0.415 0.462 0.5934 0.6525 0.7725
100 0.382 0.3976 0.3976 0.3552 0.3805 0.384 0.4126 0.4916 0.525 0.5946
500 0.3502 0.3521 0.3532 0.1719 0.3271 0.3018 0.3547 0.3787 0.3923 0.4137
1000 0.3499 0.3499 0.3518 0.1322 0.2846 0.238 0.3313 0.3489 0.3548 0.3755
2500 0.2038 0.3475 0.288 0.1002 0.2173 0.1632 0.2383 0.3331 0.3445 0.3456
24 50 0.5438 0.8393 0.7324 0.473 0.512 0.5827 0.7647 0.9473 0.988 1.0409
100 0.3794 0.814 0.6343 0.3712 0.4403 0.4728 0.6313 0.8373 0.8798 0.9418
500 0.2113 0.7155 0.3935 0.2097 0.3195 0.2994 0.3911 0.548 0.5987 0.6771
1000 0.1737 0.658 0.3159 0.1694 0.2641 0.2357 0.308 0.4305 0.4746 0.5514
2500 0.1268 0.582 0.2336 0.1224 0.2018 0.1689 0.2151 0.3039 0.3373 0.3939
25 50 0.4653 0.4737 0.4757 0.405 0.412 0.4348 0.5298 0.6982 0.7633 0.8552
100 0.4027 0.4414 0.4332 0.3399 0.3469 0.353 0.4352 0.5782 0.623 0.7029
500 0.2168 0.3737 0.3005 0.2042 0.2095 0.2066 0.2253 0.2777 0.3013 0.3832
1000 0.1739 0.3461 0.2349 0.1676 0.1678 0.1649 0.1752 0.2092 0.2244 0.2558
2500 0.1353 0.3057 0.1699 0.1285 0.1251 0.1231 0.1268 0.1447 0.153 0.1704
26 50 1.2196 1.5625 1.4969 1.3817 0.6019 0.6401 0.82 1.4301 1.6214 1.8354
100 1.1882 1.5576 1.482 1.2789 0.4829 0.4979 0.6052 0.8866 1.0824 1.4197
500 1.0624 1.4388 1.2723 0.8508 0.2965 0.2906 0.3253 0.4175 0.4548 0.5269
1000 0.2545 1.4455 1.174 0.7082 0.2421 0.2347 0.2554 0.3126 0.3375 0.3863
2500 0.1923 1.3751 0.9572 0.5399 0.18 0.1728 0.184 0.2162 0.23 0.2585
27 50 0.6478 0.6864 0.6709 0.5709 0.6111 0.6337 0.7018 0.8253 0.8725 0.9107
100 0.6261 0.6613 0.6405 0.5719 0.5849 0.5996 0.6499 0.7326 0.7632 0.8225
500 0.5965 0.6167 0.5874 0.3529 0.542 0.5381 0.5502 0.6037 0.6195 0.6449
1000 0.5956 0.5978 0.5421 0.2204 0.5372 0.4661 0.5478 0.5672 0.5866 0.5993
2500 0.5336 0.5912 0.5471 0.123 0.4222 0.3086 0.4631 0.5526 0.541 0.5384
28 50 0.4205 0.6061 0.5193 0.3606 0.3798 0.4077 0.5012 0.6684 0.7107 0.7715
100 0.3256 0.5679 0.4516 0.2913 0.3049 0.3179 0.3975 0.5309 0.5792 0.6594
500 0.1865 0.4673 0.2904 0.1749 0.1774 0.1751 0.1923 0.2574 0.2901 0.3464
1000 0.1583 0.4267 0.224 0.142 0.1415 0.1416 0.1447 0.1763 0.1929 0.2276
2500 0.1313 0.3751 0.164 0.1084 0.1061 0.1078 0.1069 0.118 0.1252 0.1417
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B. Details zu den Simulationen
Tabelle B.5.: Simulationsergebnisse fu¨r Dichtescha¨tzung mit Epanechnikov-Kern – L2-Risiko fu¨r die Dich-
ten 1-13.
Dichte n L2CV BCV PI SCV E-LR V KS .5 KS .9 KS .95 KS .99
1 50 0.0958 0.1164 0.1041 0.0975 0.0902 0.0939 0.1215 0.1909 0.2222 0.2445
100 0.0752 0.0973 0.0856 0.0696 0.0696 0.0729 0.0924 0.1351 0.1523 0.1878
500 0.0316 0.0678 0.0514 0.0307 0.0362 0.0339 0.0471 0.0665 0.0736 0.0869
1000 0.021 0.0585 0.0386 0.0211 0.0251 0.0219 0.0297 0.0478 0.0531 0.0626
2500 0.0124 0.0481 0.025 0.0135 0.0162 0.0135 0.0177 0.0272 0.0313 0.0394
2 50 0.0757 0.1018 0.0885 0.0672 0.0672 0.07 0.0865 0.1291 0.1469 0.1824
100 0.0509 0.0863 0.0687 0.0455 0.047 0.0484 0.0595 0.0878 0.0986 0.1201
500 0.0214 0.0596 0.0371 0.0203 0.0208 0.0202 0.024 0.0345 0.039 0.0482
1000 0.0148 0.0526 0.0289 0.0144 0.0151 0.0143 0.0167 0.0236 0.0272 0.0323
2500 0.0085 0.0425 0.0195 0.0086 0.0092 0.0084 0.0096 0.0133 0.0149 0.0178
3 50 0.0197 0.0182 0.0187 0.0346 0.0203 0.0184 0.0277 0.0694 0.0891 0.126
100 0.0133 0.0113 0.0119 0.0241 0.0128 0.0124 0.0161 0.036 0.0461 0.0678
500 0.0036 0.0035 0.0036 0.009 0.0035 0.0034 0.0046 0.009 0.0113 0.0162
1000 0.0021 0.0022 0.0023 0.0057 0.0022 0.002 0.0027 0.0051 0.0062 0.0088
2500 0.001 0.0012 0.0012 0.0035 0.0012 0.001 0.0013 0.0023 0.0028 0.0039
4 50 0.0164 0.0161 0.0168 0.0224 0.0171 0.0166 0.0263 0.0576 0.0705 0.0963
100 0.0109 0.0116 0.012 0.0156 0.0108 0.0112 0.0169 0.035 0.0431 0.0595
500 0.0036 0.0043 0.004 0.0063 0.0038 0.0035 0.0054 0.0107 0.0132 0.0182
1000 0.0019 0.0027 0.0023 0.0043 0.0024 0.002 0.0031 0.0062 0.0077 0.0107
2500 0.001 0.0016 0.0012 0.0027 0.0014 0.001 0.0015 0.0031 0.0039 0.0054
5 50 0.0073 0.0063 0.0069 0.0138 0.0079 0.007 0.0107 0.0278 0.036 0.0528
100 0.0049 0.0039 0.0044 0.0096 0.005 0.0048 0.0065 0.0156 0.0201 0.0298
500 0.0012 0.0011 0.0012 0.0034 0.0011 0.0011 0.0015 0.0035 0.0046 0.007
1000 7e-04 6e-04 7e-04 0.0021 7e-04 6e-04 9e-04 0.002 0.0025 0.0038
2500 3e-04 3e-04 4e-04 0.0013 4e-04 3e-04 4e-04 9e-04 0.0011 0.0017
6 50 0.013 0.0135 0.0132 0.0173 0.0131 0.0134 0.0211 0.0449 0.0543 0.0719
100 0.0082 0.0093 0.0087 0.0118 0.0079 0.0081 0.0131 0.0281 0.0345 0.0471
500 0.0025 0.0034 0.0028 0.0046 0.0027 0.0025 0.0039 0.0082 0.0103 0.0145
1000 0.0015 0.0021 0.0016 0.0031 0.0017 0.0015 0.0022 0.0047 0.0058 0.0082
2500 7e-04 0.0011 8e-04 0.0018 9e-04 7e-04 0.001 0.002 0.0025 0.0036
7 50 0.0128 0.0112 0.0115 0.0206 0.0123 0.0112 0.0172 0.0423 0.0538 0.0765
100 0.0075 0.0068 0.0071 0.0142 0.0076 0.0074 0.01 0.0226 0.0287 0.0416
500 0.0022 0.0019 0.002 0.0053 0.002 0.0019 0.0025 0.0054 0.0068 0.0099
1000 0.0012 0.0012 0.0012 0.0034 0.0012 0.0011 0.0014 0.0029 0.0036 0.0052
2500 6e-04 6e-04 6e-04 0.002 6e-04 5e-04 7e-04 0.0013 0.0016 0.0023
9 50 0.0371 0.0647 0.0542 0.0375 0.0331 0.0352 0.0442 0.0623 0.0689 0.0809
100 0.0251 0.0607 0.0463 0.0268 0.0237 0.0244 0.0307 0.0443 0.0496 0.0589
500 0.0106 0.0501 0.0296 0.0119 0.0112 0.0108 0.013 0.0183 0.0206 0.0248
1000 0.0071 0.0459 0.0229 0.0078 0.0076 0.0072 0.0085 0.012 0.0134 0.0161
2500 0.0044 0.042 0.0172 0.0048 0.0049 0.0044 0.0052 0.0071 0.0079 0.0094
10 50 0.0132 0.0193 0.0165 0.0118 0.0123 0.0135 0.0197 0.0321 0.0365 0.0436
100 0.0086 0.0169 0.0128 0.0076 0.0086 0.0093 0.0139 0.0237 0.027 0.0328
500 0.0028 0.0112 0.0057 0.0028 0.0038 0.0034 0.0053 0.0091 0.0107 0.0136
1000 0.0016 0.0092 0.0038 0.0017 0.0026 0.0021 0.0033 0.0058 0.0068 0.0088
2500 9e-04 0.0072 0.0022 0.001 0.0016 0.0012 0.0018 0.0032 0.0037 0.0048
11 50 0.0127 0.0102 0.0112 0.0228 0.014 0.0121 0.0171 0.0444 0.0578 0.0836
100 0.0074 0.0056 0.0064 0.014 0.007 0.0068 0.0097 0.0243 0.032 0.0483
500 0.0019 0.0016 0.0018 0.0053 0.0018 0.0018 0.0023 0.0054 0.007 0.0108
1000 0.001 9e-04 0.0011 0.0034 0.0011 0.001 0.0013 0.0029 0.0038 0.0057
2500 5e-04 5e-04 6e-04 0.0019 6e-04 5e-04 7e-04 0.0014 0.0017 0.0025
12 50 0.04 0.0588 0.0481 0.0374 0.0378 0.0383 0.0527 0.0908 0.1062 0.1359
100 0.0241 0.0435 0.0311 0.0243 0.0217 0.0227 0.0319 0.0549 0.0644 0.0839
500 0.0072 0.0237 0.0114 0.0101 0.008 0.0075 0.0101 0.0171 0.0203 0.0265
1000 0.0043 0.0181 0.0071 0.0072 0.0049 0.0044 0.0059 0.0099 0.0117 0.0154
2500 0.0022 0.0125 0.0037 0.0044 0.0027 0.0022 0.0029 0.0048 0.0056 0.0074
13 50 0.0552 0.0718 0.0612 0.0546 0.0514 0.054 0.075 0.135 0.1573 0.1939
100 0.0396 0.0538 0.0444 0.038 0.0374 0.0386 0.0495 0.083 0.0987 0.1299
500 0.0179 0.032 0.0248 0.0172 0.0197 0.0188 0.0234 0.033 0.0367 0.0441
1000 0.0125 0.0274 0.0198 0.0123 0.0151 0.0138 0.0172 0.0239 0.0264 0.0312
2500 0.0078 0.0222 0.0143 0.0078 0.0104 0.0089 0.0111 0.0153 0.0169 0.02
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B.4. Weitere Simulationsergebnisse
Tabelle B.6.: Simulationsergebnisse fu¨r Dichtescha¨tzung mit Epanechnikov-Kern – L2-Risiko fu¨r die Dich-
ten 15-28.
Dichte n L2CV BCV PI SCV E-LR V KS .5 KS .9 KS .95 KS .99
15 50 0.4774 0.5815 0.5376 0.3958 0.4056 0.4211 0.5059 0.6556 0.7159 0.8312
100 0.3563 0.5378 0.4646 0.2983 0.3073 0.3161 0.3794 0.509 0.5511 0.6278
500 0.1524 0.4221 0.2903 0.1419 0.1512 0.1465 0.1728 0.2327 0.2573 0.3023
1000 0.1078 0.3847 0.2365 0.104 0.1123 0.1055 0.1244 0.1652 0.1825 0.2127
2500 0.0699 0.3372 0.186 0.0702 0.0776 0.0699 0.0809 0.108 0.1186 0.1385
16 50 0.026 0.0234 0.0251 0.0515 0.0318 0.0278 0.0406 0.1041 0.1349 0.1763
100 0.0171 0.0152 0.0164 0.0358 0.0168 0.0165 0.0237 0.0581 0.0754 0.1132
500 0.0051 0.0047 0.0051 0.0125 0.0052 0.005 0.0071 0.0152 0.0192 0.0281
1000 0.0031 0.003 0.0033 0.0085 0.0035 0.003 0.0044 0.0091 0.0113 0.016
2500 0.0017 0.0016 0.0018 0.0051 0.0021 0.0016 0.0023 0.0046 0.0057 0.008
17 50 0.0573 0.0467 0.0493 0.0958 0.0591 0.0517 0.0703 0.1723 0.2235 0.2786
100 0.0306 0.0288 0.0297 0.0612 0.0306 0.0303 0.0429 0.0975 0.1251 0.1854
500 0.0092 0.0095 0.0098 0.022 0.0098 0.0091 0.0136 0.0275 0.0341 0.0484
1000 0.006 0.0063 0.0065 0.0151 0.007 0.006 0.0087 0.0164 0.0199 0.0277
2500 0.003 0.0034 0.0034 0.0088 0.004 0.0031 0.0045 0.008 0.0097 0.0131
20 50 0.0568 0.104 0.0879 0.0591 0.0472 0.0507 0.0665 0.0976 0.1087 0.127
100 0.0339 0.0981 0.0752 0.0405 0.0333 0.0349 0.0459 0.0688 0.0771 0.0921
500 0.0122 0.0832 0.0452 0.0142 0.0137 0.013 0.0168 0.0255 0.029 0.0359
1000 0.0078 0.075 0.0345 0.0083 0.0088 0.0079 0.0102 0.0158 0.018 0.0226
2500 0.0041 0.0665 0.0233 0.004 0.0051 0.0043 0.0055 0.0085 0.0097 0.0122
21 50 0.0333 0.1088 0.0775 0.0347 0.0385 0.0465 0.0775 0.1427 0.1625 0.1923
100 0.0199 0.0951 0.0568 0.0178 0.0246 0.0277 0.0485 0.0935 0.1104 0.142
500 0.0057 0.0695 0.0192 0.0061 0.0081 0.0071 0.0126 0.0266 0.0327 0.0449
1000 0.0034 0.0597 0.0101 0.0046 0.005 0.004 0.0067 0.0144 0.0179 0.0251
2500 0.0015 0.0477 0.0038 0.0028 0.0025 0.0018 0.0029 0.0061 0.0076 0.0108
22 50 0.019 0.0219 0.02 0.0204 0.0174 0.0175 0.0245 0.0425 0.0517 0.0704
100 0.0124 0.0178 0.0151 0.014 0.012 0.0126 0.0177 0.0285 0.0331 0.0433
500 0.0036 0.0094 0.0053 0.006 0.0044 0.004 0.0064 0.0116 0.0135 0.0171
1000 0.002 0.0066 0.003 0.0042 0.0027 0.0022 0.0035 0.0067 0.0081 0.0107
2500 0.001 0.004 0.0013 0.0027 0.0014 0.0011 0.0016 0.0031 0.0038 0.0051
23 50 0.0602 0.0611 0.0608 0.0692 0.0636 0.061 0.066 0.0915 0.1047 0.1319
100 0.0538 0.0557 0.0557 0.0502 0.0552 0.0552 0.0572 0.0697 0.0762 0.0911
500 0.047 0.0472 0.0483 0.0117 0.044 0.0377 0.0494 0.0511 0.0532 0.0557
1000 0.0487 0.0487 0.0508 0.0068 0.0345 0.0242 0.0461 0.047 0.0473 0.0507
2500 0.0237 0.0505 0.036 0.0038 0.0204 0.0113 0.0247 0.0474 0.0498 0.0482
24 50 0.0745 0.1231 0.105 0.0617 0.0678 0.0787 0.1101 0.1367 0.1411 0.1474
100 0.0449 0.1182 0.0862 0.043 0.0546 0.0596 0.0849 0.1214 0.1279 0.1356
500 0.017 0.0983 0.0458 0.017 0.0351 0.0323 0.0453 0.0686 0.0768 0.0909
1000 0.0118 0.0872 0.0348 0.012 0.0278 0.0238 0.0337 0.0508 0.0573 0.0688
2500 0.0059 0.0737 0.0242 0.0063 0.02 0.0154 0.0218 0.0332 0.0375 0.0453
25 50 0.2165 0.2201 0.2205 0.1772 0.1815 0.1972 0.2332 0.2846 0.3115 0.3523
100 0.1812 0.214 0.2108 0.1285 0.137 0.1453 0.2008 0.2427 0.2564 0.2859
500 0.0623 0.1964 0.1488 0.0589 0.07 0.0665 0.0839 0.1286 0.1491 0.1909
1000 0.0426 0.186 0.105 0.0424 0.0539 0.0489 0.0614 0.0863 0.0971 0.1215
2500 0.0266 0.1669 0.072 0.0267 0.0374 0.0317 0.0399 0.0555 0.0613 0.0722
26 50 0.8399 1.2941 1.2684 1.1904 0.4049 0.491 0.8575 1.2659 1.3081 1.345
100 0.7998 1.2878 1.2528 1.1278 0.2854 0.3123 0.5155 0.9814 1.1247 1.2694
500 0.6985 1.2526 1.1326 0.8038 0.1469 0.1381 0.1819 0.3003 0.3596 0.4839
1000 0.0787 1.2484 1.0763 0.7121 0.1135 0.101 0.1314 0.1924 0.2199 0.2831
2500 0.0492 1.2205 0.9385 0.5797 0.0803 0.0663 0.0861 0.1224 0.1359 0.162
27 50 0.0218 0.0225 0.022 0.021 0.0217 0.0216 0.0226 0.0258 0.0273 0.0285
100 0.0207 0.0215 0.021 0.0216 0.02 0.0203 0.0212 0.0231 0.0239 0.0256
500 0.0192 0.0199 0.0194 0.0089 0.0187 0.0188 0.0181 0.0195 0.02 0.0206
1000 0.0192 0.0192 0.0175 0.0038 0.0188 0.0147 0.0189 0.0185 0.0192 0.0193
2500 0.0171 0.0194 0.0186 0.0013 0.0121 0.0068 0.0144 0.0193 0.0181 0.0173
28 50 0.3139 0.4431 0.3916 0.2725 0.2867 0.3111 0.3793 0.4775 0.4997 0.5208
100 0.2361 0.4187 0.3481 0.2092 0.2246 0.2382 0.306 0.3971 0.4256 0.4705
500 0.1078 0.3601 0.2446 0.1111 0.1252 0.1187 0.1499 0.2158 0.2434 0.2834
1000 0.0789 0.3366 0.1972 0.0843 0.0963 0.0887 0.1077 0.151 0.1682 0.2
2500 0.0556 0.3062 0.1521 0.0591 0.0706 0.0606 0.0745 0.0992 0.1096 0.1287
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B. Details zu den Simulationen
Tabelle B.7.: Simulationsergebnisse fu¨r Dichtescha¨tzung mit Epanechnikov-Kern – L∞-Risiko fu¨r die
Dichten.
Dichte n L2CV BCV PI SCV E-LR V KS .5 KS .9 KS .95 KS .99
3 50 0.1558 0.1462 0.1491 0.2398 0.1624 0.1484 0.174 0.2449 0.2716 0.3181
100 0.1354 0.1249 0.1279 0.2107 0.1344 0.1316 0.1437 0.1912 0.2075 0.2405
500 0.0845 0.0895 0.0905 0.1476 0.0862 0.0825 0.1014 0.1302 0.1393 0.1545
1000 0.0716 0.0778 0.0789 0.1236 0.0774 0.0699 0.0871 0.1113 0.1187 0.1314
2500 0.0538 0.0654 0.0647 0.1051 0.0657 0.0553 0.0694 0.089 0.095 0.1053
4 50 0.1618 0.1682 0.1711 0.1605 0.1549 0.1649 0.2194 0.2993 0.3211 0.3566
100 0.1446 0.1568 0.158 0.1392 0.1418 0.1481 0.1898 0.2544 0.2737 0.3054
500 0.0932 0.1198 0.1126 0.0985 0.1079 0.1004 0.1316 0.1739 0.1872 0.2095
1000 0.0705 0.1044 0.0934 0.0872 0.0936 0.0812 0.1089 0.1463 0.1576 0.1768
2500 0.0567 0.0898 0.076 0.0731 0.0806 0.0649 0.0862 0.1165 0.1258 0.1412
5 50 0.057 0.0514 0.0532 0.0937 0.0627 0.0554 0.0653 0.1083 0.1223 0.1451
100 0.0478 0.0402 0.0429 0.0812 0.0485 0.0469 0.053 0.0826 0.0938 0.1129
500 0.0242 0.0223 0.0233 0.0563 0.0234 0.0236 0.0268 0.042 0.0482 0.0594
1000 0.0193 0.0178 0.0185 0.046 0.0188 0.0186 0.0207 0.0319 0.0365 0.045
2500 0.0145 0.0136 0.0141 0.0394 0.0146 0.0138 0.0153 0.0223 0.0253 0.0308
6 50 0.0904 0.0957 0.0936 0.1077 0.0915 0.0932 0.1264 0.1853 0.2017 0.2279
100 0.0765 0.0845 0.0809 0.094 0.0735 0.0755 0.1043 0.1534 0.1683 0.1924
500 0.045 0.0576 0.05 0.0683 0.0485 0.0455 0.0615 0.0919 0.1021 0.119
1000 0.0358 0.0472 0.0387 0.0592 0.0403 0.0356 0.0478 0.0718 0.0797 0.0936
2500 0.0247 0.0347 0.0273 0.0489 0.0298 0.0249 0.0323 0.0488 0.0547 0.0649
7 50 0.0902 0.0823 0.0833 0.1402 0.0942 0.0841 0.1011 0.1585 0.1772 0.2079
100 0.0704 0.0634 0.0658 0.1231 0.0726 0.0698 0.0783 0.1192 0.1336 0.1591
500 0.041 0.0366 0.0374 0.0862 0.0377 0.0381 0.0414 0.0605 0.0683 0.0827
1000 0.0312 0.0291 0.0297 0.0719 0.0296 0.0293 0.0322 0.0449 0.0502 0.0602
2500 0.0228 0.0222 0.0224 0.0607 0.0226 0.0221 0.0232 0.0303 0.0336 0.0401
10 50 0.1372 0.1734 0.1615 0.1233 0.1327 0.1444 0.1738 0.2082 0.2167 0.228
100 0.1186 0.1702 0.1528 0.106 0.122 0.1286 0.1576 0.1907 0.1988 0.2107
500 0.0748 0.1536 0.1218 0.0613 0.1 0.0943 0.117 0.1435 0.1511 0.1633
1000 0.0616 0.1455 0.1078 0.0456 0.0915 0.0826 0.1017 0.1255 0.1321 0.1433
2500 0.0478 0.1355 0.091 0.0338 0.0796 0.068 0.0836 0.1036 0.1096 0.1195
11 50 0.0915 0.0788 0.0815 0.15 0.1001 0.0876 0.0986 0.1611 0.1833 0.218
100 0.072 0.06 0.0633 0.1237 0.0716 0.068 0.0753 0.1214 0.1396 0.1703
500 0.0393 0.0348 0.0356 0.0901 0.0366 0.0375 0.0387 0.0588 0.0677 0.0844
1000 0.0301 0.0278 0.0286 0.076 0.0289 0.0295 0.0307 0.0444 0.0505 0.0622
2500 0.023 0.0217 0.0222 0.0615 0.0225 0.0223 0.0232 0.0313 0.035 0.0421
12 50 0.2814 0.3219 0.3049 0.2542 0.2754 0.2831 0.3143 0.3694 0.3917 0.4328
100 0.2376 0.2931 0.2692 0.2089 0.2348 0.2421 0.2728 0.312 0.3274 0.3591
500 0.1462 0.246 0.204 0.1479 0.173 0.165 0.1961 0.2299 0.2392 0.2533
1000 0.1187 0.2323 0.1804 0.1358 0.1509 0.1372 0.1668 0.2017 0.2111 0.2253
2500 0.0887 0.2158 0.1486 0.1164 0.1255 0.1061 0.1322 0.1651 0.1746 0.1897
16 50 0.2278 0.2132 0.2241 0.361 0.2579 0.2393 0.2848 0.4438 0.4945 0.5528
100 0.1926 0.1847 0.1939 0.312 0.1942 0.1933 0.2346 0.3528 0.3935 0.4642
500 0.124 0.1221 0.1313 0.2135 0.1312 0.1253 0.1598 0.2221 0.2428 0.2788
1000 0.1042 0.1051 0.1124 0.1817 0.1146 0.1039 0.1342 0.1864 0.2026 0.2302
2500 0.0822 0.0859 0.0911 0.1526 0.1005 0.0826 0.1081 0.1494 0.1621 0.1833
17 50 0.423 0.3771 0.3913 0.6272 0.4417 0.3965 0.4285 0.5357 0.5919 0.6547
100 0.3203 0.3131 0.319 0.5466 0.3232 0.3201 0.3645 0.4572 0.4842 0.5398
500 0.2032 0.2129 0.2176 0.3735 0.2166 0.2058 0.2537 0.3187 0.3386 0.3727
1000 0.1734 0.186 0.1888 0.3174 0.1976 0.1789 0.2194 0.274 0.2911 0.3197
2500 0.1343 0.1537 0.1522 0.2658 0.1659 0.1413 0.1746 0.219 0.2328 0.2562
20 50 0.4202 0.5515 0.5172 0.4428 0.395 0.4121 0.4623 0.5399 0.5619 0.5948
100 0.3585 0.5481 0.4994 0.3963 0.3615 0.37 0.416 0.4844 0.5046 0.5373
500 0.2578 0.5234 0.4322 0.2937 0.2921 0.2859 0.3111 0.3527 0.3695 0.3985
1000 0.2179 0.5073 0.3949 0.2575 0.2654 0.2543 0.2768 0.3053 0.3169 0.3404
2500 0.175 0.4868 0.3458 0.2091 0.2376 0.2178 0.2434 0.2681 0.2747 0.2861
21 50 0.2171 0.4366 0.3801 0.2193 0.2449 0.2792 0.3701 0.4673 0.4834 0.5022
100 0.1686 0.4209 0.337 0.1505 0.2034 0.2203 0.3037 0.4109 0.4367 0.4695
500 0.0946 0.3774 0.2102 0.0944 0.1248 0.1138 0.1649 0.244 0.2692 0.3113
1000 0.0717 0.3555 0.156 0.0853 0.0993 0.085 0.1212 0.1849 0.2059 0.2421
2500 0.0496 0.3228 0.0964 0.0734 0.0731 0.0566 0.08 0.1233 0.1383 0.1648
22 50 0.1479 0.1625 0.1547 0.1415 0.1368 0.1431 0.1692 0.2027 0.2142 0.2347
100 0.1212 0.1543 0.1421 0.1231 0.1215 0.1271 0.1528 0.1832 0.1916 0.2065
500 0.0661 0.1204 0.0873 0.0951 0.0775 0.0721 0.0976 0.1324 0.1422 0.1568
1000 0.0506 0.1048 0.0662 0.0836 0.0624 0.0548 0.0736 0.1048 0.1145 0.1301
2500 0.0359 0.0834 0.0436 0.071 0.045 0.0373 0.0487 0.0722 0.0801 0.0936
23 50 0.3007 0.2999 0.2971 0.3393 0.3131 0.3007 0.3004 0.3222 0.3413 0.3787
100 0.2862 0.2874 0.2873 0.2966 0.2925 0.2901 0.289 0.2956 0.3004 0.3199
500 0.256 0.2561 0.2555 0.1588 0.2428 0.2307 0.2559 0.2689 0.2726 0.2762
1000 0.2512 0.2512 0.2516 0.1264 0.2169 0.1918 0.2415 0.2536 0.2575 0.2667
2500 0.1575 0.242 0.2085 0.1021 0.1689 0.1365 0.1809 0.2332 0.2405 0.2462
24 50 0.3187 0.3134 0.3147 0.3126 0.3162 0.3142 0.3142 0.3164 0.3175 0.3153
100 0.3096 0.3149 0.3127 0.3088 0.3104 0.3121 0.3123 0.3135 0.3129 0.3159
500 0.2863 0.313 0.3068 0.2845 0.3071 0.3087 0.3069 0.3147 0.3124 0.3112
1000 0.2713 0.3121 0.3079 0.2905 0.3105 0.3057 0.3084 0.3119 0.3156 0.3165
2500 0.2119 0.3142 0.3083 0.2503 0.2995 0.2882 0.3039 0.3075 0.3054 0.3074
27 50 0.0754 0.0751 0.0746 0.0759 0.0753 0.0748 0.0746 0.0748 0.0747 0.0744
100 0.0728 0.0736 0.0729 0.0739 0.0711 0.0713 0.0729 0.0739 0.074 0.0741
500 0.0687 0.07 0.0677 0.0518 0.064 0.0637 0.0652 0.0691 0.07 0.0709
1000 0.0682 0.0684 0.0644 0.0392 0.0607 0.0558 0.0624 0.066 0.0673 0.0684
2500 0.0628 0.0671 0.0612 0.027 0.0498 0.0415 0.0527 0.0607 0.0614 0.0632
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B.4. Weitere Simulationsergebnisse
Tabelle B.8.: Simulationsergebnisse fu¨r Dichtescha¨tzung mit Epanechnikov-Kern – gewa¨hlte Bandbreiten
fu¨r die Dichten 1-14.
Dichte n L2CV BCV PI SCV E-LR V KS .5 KS .9 KS .95 KS .99
1 50 0.291 0.4286 0.3865 0.1462 0.2499 0.318 0.4894 0.7759 0.881 0.9513
100 0.2245 0.3744 0.3201 0.1071 0.2208 0.2458 0.3646 0.5658 0.6382 0.7736
500 0.0954 0.2753 0.1983 0.0504 0.1404 0.1286 0.1813 0.2715 0.304 0.3643
1000 0.0662 0.24 0.1591 0.036 0.1081 0.092 0.1295 0.1934 0.2164 0.2593
2500 0.0378 0.2009 0.1176 0.0228 0.0778 0.0604 0.0845 0.1253 0.1399 0.167
2 50 0.5133 0.8386 0.687 0.2724 0.3511 0.433 0.6736 1.1594 1.3645 1.8077
100 0.3326 0.7217 0.5462 0.192 0.2785 0.3071 0.46 0.7473 0.8605 1.0885
500 0.1281 0.5261 0.3229 0.0862 0.1552 0.1421 0.2014 0.3065 0.3455 0.4205
1000 0.0858 0.4619 0.2581 0.0613 0.1203 0.1026 0.1441 0.2163 0.2428 0.2928
2500 0.0537 0.387 0.1918 0.0388 0.0826 0.0642 0.0899 0.1343 0.1505 0.1808
3 50 0.6916 0.7871 0.8125 0.3073 0.5635 0.7137 1.0963 1.724 1.9626 2.4033
100 0.5907 0.6791 0.7048 0.2353 0.5435 0.603 0.8776 1.2894 1.4356 1.7145
500 0.4136 0.4933 0.5034 0.126 0.4662 0.4291 0.5802 0.7866 0.8538 0.9744
1000 0.3603 0.43 0.4368 0.0969 0.4271 0.3745 0.4897 0.6476 0.6985 0.7885
2500 0.2797 0.3604 0.3568 0.0671 0.3626 0.3014 0.3843 0.4988 0.5355 0.6001
4 50 1.1244 1.2293 1.2982 0.4984 0.8871 1.1648 1.8987 3.2575 3.798 4.9836
100 0.9428 1.0825 1.1153 0.3773 0.8694 0.9739 1.4767 2.3418 2.6727 3.3265
500 0.5607 0.7719 0.726 0.1837 0.6868 0.6227 0.8849 1.2776 1.4156 1.6668
1000 0.4348 0.6695 0.5986 0.1337 0.604 0.5144 0.7147 1.0161 1.1185 1.3052
2500 0.3339 0.5601 0.4719 0.0892 0.504 0.3991 0.5424 0.759 0.8308 0.9578
5 50 1.7637 1.9358 2.1037 0.7947 1.482 1.8714 2.9223 4.6612 5.3513 6.8024
100 1.5017 1.6698 1.8194 0.6068 1.427 1.588 2.3692 3.5754 4.0012 4.8309
500 1.0825 1.2109 1.3156 0.3299 1.2196 1.1164 1.5413 2.1446 2.3458 2.7023
1000 0.9524 1.0544 1.1502 0.2554 1.1269 0.9757 1.3134 1.7954 1.9508 2.2232
2500 0.7782 0.883 0.9607 0.1818 0.9917 0.8005 1.06 1.4219 1.5364 1.7337
6 50 1.4977 1.8114 1.7621 0.695 1.305 1.6379 2.6057 4.5964 5.4756 7.5295
100 1.1765 1.5675 1.4757 0.5135 1.1463 1.2833 1.9764 3.1878 3.6712 4.6976
500 0.7839 1.1281 0.989 0.2576 0.9484 0.8701 1.201 1.7131 1.8965 2.2327
1000 0.6655 0.9775 0.8341 0.1916 0.8544 0.7401 0.9956 1.3769 1.5053 1.7387
2500 0.526 0.81 0.669 0.1298 0.7174 0.5782 0.767 1.035 1.1233 1.2798
7 50 1.1679 1.3545 1.381 0.5265 0.9465 1.21 1.866 2.9794 3.4146 4.2988
100 1.0112 1.164 1.1908 0.4009 0.9155 1.0199 1.4905 2.2153 2.4711 2.969
500 0.7009 0.8439 0.8497 0.2145 0.7763 0.7133 0.9729 1.3321 1.4481 1.657
1000 0.6189 0.7354 0.74 0.1656 0.716 0.6255 0.8236 1.0964 1.1838 1.3379
2500 0.497 0.6169 0.612 0.1166 0.6162 0.5073 0.6544 0.855 0.9186 1.03
8 50 0.1637 0.372 0.2747 0.1098 0.0769 0.1013 0.1812 0.3748 0.4628 0.6551
100 0.0863 0.3256 0.2145 0.0764 0.0439 0.0509 0.093 0.1933 0.2381 0.3328
500 0.009 0.238 0.1171 0.032 0.0115 0.0098 0.0183 0.0391 0.0484 0.0682
1000 0.0037 0.2079 0.0894 0.0219 0.0063 0.0047 0.0088 0.0189 0.0235 0.0334
2500 0.0014 0.1746 0.0628 0.0133 0.003 0.0019 0.0035 0.0075 0.0093 0.0131
9 50 1.4431 5.0494 3.374 1.3948 1.046 1.3163 2.2037 4.518 5.756 9.0189
100 0.7951 4.3111 2.5551 0.9478 0.7489 0.8324 1.31 2.3882 2.8834 4.0079
500 0.2592 3.0328 1.3589 0.3903 0.3545 0.3224 0.4716 0.7578 0.8711 1.0984
1000 0.1677 2.6345 1.043 0.2678 0.2578 0.2177 0.3133 0.4909 0.5596 0.6944
2500 0.1017 2.207 0.7429 0.1648 0.1747 0.135 0.1906 0.2901 0.3275 0.3995
10 50 2.9258 5.7141 4.5101 1.8457 2.5196 3.2603 5.9686 13.3414 17.6044 28.8788
100 1.856 4.8973 3.5169 1.2813 2.045 2.3237 3.8882 7.7511 9.5429 13.5687
500 0.8406 3.362 1.9188 0.536 1.354 1.2291 1.8015 2.8432 3.2576 4.0788
1000 0.6251 2.8981 1.5011 0.373 1.1368 0.963 1.3673 2.0534 2.3021 2.7952
2500 0.4492 2.4119 1.1062 0.2351 0.8983 0.7109 0.9712 1.3971 1.5505 1.8402
11 50 1.0876 1.1705 1.2905 0.4872 0.9267 1.1779 1.8013 2.8057 3.1951 3.9427
100 0.9336 1.0223 1.1422 0.3796 0.8859 0.9901 1.4713 2.1842 2.4414 2.9256
500 0.6757 0.7426 0.8303 0.2076 0.7572 0.6951 0.954 1.333 1.4565 1.6745
1000 0.5863 0.6486 0.728 0.1614 0.7018 0.6054 0.8198 1.1162 1.2116 1.3791
2500 0.4927 0.5442 0.6118 0.1161 0.6212 0.5022 0.6634 0.8861 0.9567 1.0788
12 50 0.6715 1.0608 0.8747 0.3489 0.5208 0.6434 0.9836 1.628 1.904 2.5149
100 0.4632 0.9037 0.6947 0.2458 0.4494 0.4968 0.7129 1.0942 1.243 1.5438
500 0.2476 0.6554 0.424 0.113 0.3212 0.2995 0.3939 0.5469 0.6016 0.7044
1000 0.1923 0.574 0.3436 0.0811 0.2684 0.2382 0.3073 0.4171 0.4556 0.5267
2500 0.1441 0.4827 0.2634 0.0528 0.2163 0.1814 0.2294 0.3035 0.329 0.3753
13 50 0.6205 0.9636 0.7895 0.3279 0.508 0.6356 1.0034 2.0838 2.7859 4.8656
100 0.4263 0.7722 0.6164 0.228 0.4375 0.4835 0.7204 1.1575 1.3492 1.8554
500 0.1843 0.5085 0.3767 0.1062 0.2708 0.2476 0.3518 0.5301 0.5951 0.716
1000 0.1239 0.4418 0.3047 0.0761 0.2104 0.1786 0.2531 0.3804 0.4263 0.5116
2500 0.0752 0.3661 0.2263 0.0481 0.1511 0.1172 0.1644 0.2446 0.2736 0.3275
14 50 0.0105 0.0339 0.0236 0.0099 4e-04 0.0011 0.0093 0.0607 0.1011 0.1676
100 0.001 0.0285 0.0161 0.0062 0.0038 0.0026 4e-04 0.0073 0.018 0.0472
500 0 0.0199 0.0076 0.0023 0.0394 0.0746 0.0054 0 0 1e-04
1000 0 0.0174 0.0057 0.0016 0.1225 0.1347 0.0653 0 0 0
2500 0 0.0147 0.0039 9e-04 0.1365 0.1365 0.1365 0.1119 0.0314 0.0014
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B. Details zu den Simulationen
Tabelle B.9.: Simulationsergebnisse fu¨r Dichtescha¨tzung mit Epanechnikov-Kern – gewa¨hlte Bandbreiten
fu¨r die Dichten 15-28.
Dichte n L2CV BCV PI SCV E-LR V KS .5 KS .9 KS .95 KS .99
15 50 0.1513 0.2455 0.2053 0.0806 0.0935 0.1159 0.1863 0.3267 0.3848 0.5082
100 0.0966 0.2157 0.1624 0.0568 0.0655 0.0731 0.1154 0.1989 0.2326 0.3004
500 0.0256 0.1547 0.0889 0.0238 0.0297 0.0268 0.0402 0.0655 0.0754 0.0948
1000 0.0151 0.1346 0.0694 0.0165 0.0212 0.0176 0.0261 0.0421 0.0483 0.0603
2500 0.0076 0.1123 0.05 0.0102 0.0136 0.0102 0.015 0.0238 0.0272 0.0338
16 50 0.4669 0.5055 0.5539 0.2075 0.4047 0.5154 0.7892 1.217 1.3745 1.5781
100 0.3985 0.4415 0.4834 0.1599 0.3939 0.4402 0.6461 0.9576 1.0637 1.2646
500 0.288 0.3225 0.3548 0.0879 0.3422 0.312 0.4364 0.6041 0.6582 0.7519
1000 0.2459 0.2822 0.3077 0.0674 0.313 0.2654 0.37 0.5064 0.5485 0.6212
2500 0.1926 0.2354 0.2512 0.0466 0.2774 0.2185 0.2982 0.4055 0.4388 0.4947
17 50 0.2611 0.298 0.312 0.1172 0.2223 0.2837 0.4289 0.6551 0.7382 0.8229
100 0.2248 0.264 0.2731 0.0905 0.2215 0.246 0.3554 0.5172 0.5736 0.6788
500 0.159 0.1917 0.1978 0.0492 0.1946 0.1789 0.2422 0.3279 0.3557 0.4053
1000 0.1344 0.167 0.1703 0.0374 0.1798 0.1571 0.206 0.2727 0.2943 0.3324
2500 0.1081 0.1397 0.1383 0.0258 0.1527 0.1265 0.162 0.2111 0.2269 0.2548
18 50 0.2895 0.7456 0.5256 0.2157 0.1183 0.1571 0.2965 0.6512 0.8247 1.2352
100 0.1253 0.6396 0.4 0.1468 0.0696 0.0806 0.1505 0.3206 0.3985 0.57
500 0.0137 0.4708 0.2164 0.0616 0.0172 0.0147 0.0275 0.0593 0.0737 0.1046
1000 0.0057 0.4065 0.1642 0.0418 0.01 0.0075 0.0139 0.0294 0.0365 0.0516
2500 0.0019 0.339 0.1149 0.0254 0.0047 0.0029 0.0055 0.0117 0.0145 0.0205
19 50 0.1618 0.614 0.4244 0.1773 0.0607 0.0949 0.2746 1.133 1.637 3.213
100 0.0512 0.4821 0.2888 0.1087 0.0303 0.0385 0.115 0.384 0.5695 1.0394
500 0.0015 0.3343 0.1447 0.0426 0.006 0.0046 0.0132 0.0442 0.0622 0.1109
1000 4e-04 0.2938 0.1099 0.0291 0.0029 0.0017 0.005 0.0164 0.0232 0.0411
2500 1e-04 0.248 0.0765 0.0177 0.001 5e-04 0.0013 0.0047 0.0065 0.0111
20 50 1.0738 3.7818 2.489 1.0351 0.6336 0.806 1.4084 3.08 4.0125 6.5346
100 0.4875 3.1679 1.836 0.6847 0.4891 0.5414 0.8508 1.5776 1.9227 2.719
500 0.1731 2.1909 0.9381 0.272 0.2574 0.2369 0.3312 0.509 0.5798 0.7236
1000 0.1204 1.8653 0.7047 0.1828 0.1996 0.1734 0.2351 0.3461 0.3887 0.4722
2500 0.0838 1.5287 0.4921 0.1103 0.1491 0.1213 0.1599 0.2258 0.25 0.2962
21 50 0.6151 2.9867 1.7343 0.7133 0.7856 0.9984 1.7809 4.2594 5.4783 8.8333
100 0.4728 2.3077 1.244 0.4539 0.6425 0.7113 1.1251 2.3053 2.8843 4.2029
500 0.294 1.5804 0.6676 0.1874 0.4371 0.4034 0.5465 0.7868 0.8831 1.0854
1000 0.2494 1.3636 0.5179 0.1298 0.3734 0.327 0.4324 0.597 0.6569 0.772
2500 0.1998 1.1386 0.3765 0.081 0.3157 0.2621 0.3352 0.4438 0.4806 0.5475
22 50 1.0732 1.4867 1.3685 0.5194 0.8803 1.1092 1.7277 2.7732 3.1637 3.8687
100 0.8281 1.3236 1.1592 0.3884 0.8313 0.9237 1.3552 2.0809 2.3437 2.8356
500 0.473 0.9735 0.7161 0.1811 0.6435 0.596 0.7957 1.1051 1.2172 1.4279
1000 0.3915 0.8447 0.581 0.1302 0.5527 0.4861 0.6327 0.8526 0.9294 1.0724
2500 0.3063 0.7036 0.4446 0.0849 0.4545 0.3782 0.4823 0.635 0.6854 0.7762
23 50 0.9459 1.1105 1.1311 0.426 0.7194 0.9317 1.4695 2.2994 2.6069 3.1971
100 0.785 0.9636 0.9651 0.3197 0.6158 0.7102 1.1279 1.7214 1.9278 2.3158
500 0.6626 0.6785 0.6257 0.1551 0.3831 0.3338 0.5854 0.9111 1.0156 1.2054
1000 0.5884 0.5887 0.495 0.1097 0.3188 0.2616 0.4068 0.6817 0.7636 0.9039
2500 0.266 0.4897 0.3283 0.0644 0.2494 0.1971 0.2708 0.4178 0.4758 0.5829
24 50 0.977 2.3846 1.6655 0.6592 0.8113 1.0628 1.8618 3.6954 4.3207 5.138
100 0.462 2.14 1.2702 0.4529 0.6934 0.7864 1.2628 2.3865 2.8132 3.6214
500 0.159 1.5722 0.6651 0.1841 0.5028 0.4569 0.6611 1.0223 1.1636 1.424
1000 0.105 1.3594 0.5107 0.1262 0.4059 0.3425 0.4972 0.7535 0.8474 1.0305
2500 0.0598 1.1166 0.3638 0.0772 0.3029 0.2357 0.329 0.4977 0.5631 0.6769
25 50 0.5246 0.5989 0.5888 0.2214 0.2405 0.3693 0.7601 1.3005 1.4757 1.7239
100 0.3501 0.5122 0.4615 0.1533 0.1747 0.1964 0.4542 0.9767 1.1086 1.3214
500 0.0605 0.3766 0.2353 0.0613 0.0923 0.0834 0.1248 0.2041 0.2377 0.4208
1000 0.0369 0.3294 0.1717 0.0404 0.0712 0.0595 0.0873 0.139 0.1588 0.1973
2500 0.0202 0.2747 0.1155 0.0237 0.0483 0.0364 0.0531 0.0831 0.0944 0.1161
26 50 13.2096 18.9889 13.5176 5.4089 0.102 0.1357 0.5537 4.1907 7.6725 21.7118
100 14.0111 17.1404 10.8683 3.9182 0.0846 0.0941 0.1567 0.798 1.6496 3.7066
500 10.4311 11.3264 4.1693 1.2305 0.0511 0.0466 0.0669 0.1029 0.1168 0.1476
1000 0.0148 10.1417 2.858 0.7709 0.0403 0.0341 0.0486 0.0736 0.0827 0.0998
2500 0.0098 7.9188 1.6464 0.388 0.0294 0.0227 0.0321 0.048 0.0537 0.0644
27 50 6.5211 8.3297 7.6842 2.9053 4.3864 5.6754 9.2486 14.9577 17.0014 18.6274
100 5.7585 7.2977 6.3302 2.1177 3.8459 4.3757 6.8146 10.7814 12.1951 14.8497
500 4.7394 5.4851 3.8726 0.9884 2.2374 1.9022 3.1673 4.9511 5.5949 6.7949
1000 4.6954 4.7973 3.0963 0.703 1.7016 1.3195 2.2211 3.5129 3.9565 4.8118
2500 2.8892 4.0203 2.2764 0.4434 1.1943 0.9295 1.3121 2.1017 2.4058 2.9746
28 50 0.2316 0.5229 0.3945 0.1526 0.1706 0.2189 0.3719 0.6848 0.8114 0.9629
100 0.1364 0.471 0.3109 0.1076 0.1312 0.1481 0.2411 0.4299 0.5071 0.6628
500 0.0365 0.3551 0.1743 0.0466 0.0631 0.0565 0.0878 0.1495 0.174 0.2221
1000 0.0216 0.3117 0.1361 0.0325 0.0449 0.0368 0.0563 0.0945 0.1095 0.139
2500 0.0115 0.26 0.0977 0.0201 0.0292 0.0215 0.0324 0.053 0.061 0.0767
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B.4. Weitere Simulationsergebnisse
Tabelle B.10.: Simulationsergebnisse fu¨r Dichtescha¨tzung mit Gaußkern (alternative GoF-Tests) – L2-
Risiko fu¨r die Dichten 1-13.
Dichte n Kuip .5 Kuip .9 Kuip .95 Kuip .99 CvM V CvM .5 CvM .9 CvM .95 CvM .99
1 50 0.1116 0.1475 0.16 0.1852 0.0794 0.118 0.1956 0.2276 0.3046
100 0.0728 0.0988 0.1074 0.1222 0.0619 0.0924 0.1454 0.1638 0.2068
500 0.0296 0.0371 0.04 0.0463 0.0336 0.0488 0.0815 0.0918 0.109
1000 0.02 0.0244 0.0261 0.0296 0.0254 0.0363 0.0595 0.0682 0.0858
2500 0.0122 0.0145 0.0155 0.0175 0.0179 0.0252 0.0403 0.0456 0.0573
2 50 0.0873 0.1175 0.1275 0.1471 0.0686 0.0952 0.1559 0.1777 0.2225
100 0.0575 0.0771 0.0841 0.0973 0.0503 0.0706 0.1146 0.1302 0.1618
500 0.0224 0.0291 0.0318 0.037 0.0243 0.0344 0.0559 0.0636 0.0791
1000 0.0159 0.0201 0.0215 0.0249 0.0187 0.0258 0.0422 0.048 0.0591
2500 0.0093 0.012 0.013 0.0148 0.0125 0.0174 0.0274 0.0309 0.0387
3 50 0.0277 0.0478 0.0555 0.0709 0.0174 0.025 0.0608 0.077 0.1155
100 0.0145 0.024 0.0278 0.036 0.011 0.0146 0.0342 0.0434 0.0655
500 0.0036 0.0054 0.0063 0.0082 0.0031 0.004 0.0088 0.0111 0.0169
1000 0.0021 0.003 0.0034 0.0044 0.0018 0.0023 0.0049 0.0061 0.0093
2500 0.001 0.0014 0.0016 0.002 9e-04 0.0012 0.0023 0.0029 0.0044
4 50 0.0239 0.0387 0.0441 0.0543 0.0153 0.022 0.0455 0.0555 0.0782
100 0.0148 0.0224 0.0254 0.0314 0.0108 0.0151 0.0292 0.0352 0.0491
500 0.0041 0.0062 0.007 0.0088 0.0033 0.0047 0.0091 0.011 0.0154
1000 0.0023 0.0034 0.0039 0.0049 0.0019 0.0027 0.0052 0.0063 0.0089
2500 0.0011 0.0017 0.0019 0.0024 0.001 0.0014 0.0027 0.0033 0.0046
5 50 0.0103 0.0177 0.0206 0.0266 0.0068 0.0092 0.0224 0.0285 0.0433
100 0.0057 0.0092 0.0107 0.0139 0.0043 0.0054 0.0124 0.0158 0.0242
500 0.0012 0.0019 0.0022 0.0029 0.0011 0.0013 0.0029 0.0037 0.0057
1000 7e-04 0.001 0.0012 0.0015 6e-04 8e-04 0.0016 0.002 0.0031
2500 3e-04 5e-04 5e-04 7e-04 3e-04 4e-04 7e-04 9e-04 0.0014
6 50 0.0198 0.0312 0.0352 0.0429 0.0124 0.0186 0.039 0.0471 0.0648
100 0.011 0.0176 0.0201 0.0249 0.0079 0.0119 0.0249 0.0302 0.0423
500 0.003 0.0046 0.0053 0.0066 0.0025 0.0036 0.0076 0.0093 0.0134
1000 0.0017 0.0025 0.0029 0.0036 0.0014 0.0021 0.0043 0.0053 0.0077
2500 8e-04 0.0011 0.0012 0.0015 7e-04 9e-04 0.0019 0.0024 0.0035
7 50 0.0174 0.0298 0.0345 0.044 0.0109 0.0158 0.0377 0.0474 0.0699
100 0.0092 0.0151 0.0176 0.0226 0.0068 0.0092 0.0214 0.027 0.0403
500 0.0022 0.0033 0.0038 0.005 0.0019 0.0024 0.0053 0.0068 0.0103
1000 0.0012 0.0018 0.0021 0.0027 0.0011 0.0014 0.0029 0.0037 0.0056
2500 6e-04 8e-04 0.001 0.0012 5e-04 7e-04 0.0014 0.0017 0.0026
9 50 0.0456 0.0576 0.0615 0.0684 0.0389 0.0527 0.0768 0.0842 0.0973
100 0.0307 0.0401 0.0431 0.0486 0.0292 0.0406 0.0609 0.0672 0.0792
500 0.0129 0.0167 0.018 0.0207 0.0153 0.0214 0.0329 0.0367 0.0446
1000 0.0086 0.0112 0.012 0.0138 0.0112 0.0156 0.0243 0.0272 0.033
2500 0.0051 0.0066 0.0072 0.0082 0.0075 0.0106 0.0164 0.0186 0.0229
10 50 0.0182 0.0245 0.0266 0.0305 0.0134 0.0189 0.031 0.035 0.0427
100 0.0119 0.0167 0.0184 0.0213 0.0095 0.014 0.0232 0.0263 0.0325
500 0.004 0.0057 0.0063 0.0075 0.0037 0.0055 0.0098 0.0114 0.0147
1000 0.0024 0.0035 0.0039 0.0047 0.0023 0.0036 0.0065 0.0076 0.0099
2500 0.0013 0.0018 0.002 0.0025 0.0013 0.002 0.0037 0.0043 0.0058
11 50 0.0163 0.0278 0.0325 0.0421 0.0115 0.014 0.0344 0.0444 0.0687
100 0.0083 0.0139 0.0164 0.0217 0.0062 0.0078 0.019 0.0246 0.0382
500 0.0019 0.0029 0.0033 0.0044 0.0017 0.002 0.0044 0.0056 0.0088
1000 0.0011 0.0015 0.0018 0.0023 0.001 0.0011 0.0023 0.003 0.0046
2500 6e-04 8e-04 8e-04 0.0011 5e-04 6e-04 0.0011 0.0014 0.0021
12 50 0.0547 0.078 0.0862 0.1024 0.038 0.0573 0.106 0.1236 0.1604
100 0.0304 0.0446 0.0499 0.0601 0.0236 0.0366 0.0697 0.0822 0.1087
500 0.0093 0.0135 0.0151 0.0184 0.0085 0.0132 0.0253 0.0301 0.0405
1000 0.0054 0.0078 0.0087 0.0107 0.0053 0.0082 0.0162 0.0193 0.0264
2500 0.0028 0.004 0.0044 0.0054 0.0029 0.0045 0.0088 0.0105 0.0145
13 50 0.0715 0.0988 0.109 0.1285 0.0559 0.0815 0.1459 0.1651 0.1955
100 0.0446 0.0586 0.064 0.075 0.0404 0.0556 0.0993 0.1166 0.1508
500 0.0197 0.0239 0.0254 0.0283 0.0222 0.0292 0.0434 0.049 0.0622
1000 0.0142 0.0171 0.0182 0.0202 0.0177 0.0232 0.0332 0.0367 0.0446
2500 0.009 0.0109 0.0115 0.0128 0.0129 0.0169 0.0241 0.0264 0.0311
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B. Details zu den Simulationen
Tabelle B.11.: Simulationsergebnisse fu¨r Dichtescha¨tzung mit Gaußkern (alternative GoF-Tests) – L2-
Risiko fu¨r die Dichten 15-28.
Dichte n Kuip .5 Kuip .9 Kuip .95 Kuip .99 CvM V CvM .5 CvM .9 CvM .95 CvM .99
15 50 0.5105 0.621 0.6595 0.7289 0.4221 0.546 0.7587 0.827 0.9723
100 0.3675 0.4612 0.4925 0.549 0.3423 0.4481 0.6325 0.6875 0.7908
500 0.1693 0.2109 0.2254 0.2534 0.1953 0.2565 0.3695 0.4077 0.4766
1000 0.1206 0.1531 0.1648 0.1838 0.1548 0.2046 0.2933 0.3208 0.3771
2500 0.0811 0.1009 0.1077 0.121 0.1138 0.1531 0.2208 0.2423 0.2826
16 50 0.0375 0.0635 0.0746 0.0974 0.0249 0.0315 0.0782 0.1011 0.1577
100 0.0199 0.0328 0.0386 0.0507 0.0156 0.0189 0.0437 0.056 0.087
500 0.0051 0.0078 0.009 0.0115 0.0045 0.0053 0.0108 0.0136 0.0209
1000 0.0031 0.0045 0.0052 0.0066 0.0028 0.0032 0.0061 0.0076 0.0113
2500 0.0016 0.0022 0.0025 0.0032 0.0015 0.0017 0.0029 0.0035 0.0052
17 50 0.0669 0.111 0.1291 0.1668 0.0474 0.0597 0.1433 0.184 0.2844
100 0.036 0.0586 0.0681 0.0876 0.0269 0.0358 0.0839 0.1063 0.1616
500 0.0091 0.0138 0.0159 0.0204 0.0077 0.0103 0.0228 0.0288 0.0431
1000 0.0055 0.0078 0.0089 0.0112 0.005 0.0063 0.013 0.0163 0.0243
2500 0.0028 0.0036 0.004 0.0049 0.0026 0.0032 0.0061 0.0076 0.0112
20 50 0.0687 0.0897 0.0961 0.1079 0.0581 0.0817 0.1216 0.1326 0.1511
100 0.0457 0.0615 0.0667 0.0763 0.043 0.0627 0.0963 0.1064 0.1247
500 0.016 0.0218 0.024 0.0283 0.0186 0.0285 0.048 0.0546 0.0674
1000 0.0096 0.0134 0.0148 0.0175 0.0122 0.0191 0.0337 0.0387 0.0489
2500 0.0054 0.0075 0.0083 0.0098 0.0074 0.0116 0.0208 0.0241 0.0309
21 50 0.0685 0.1004 0.1114 0.1316 0.0431 0.0718 0.126 0.1445 0.1844
100 0.0392 0.0598 0.0671 0.081 0.0284 0.0497 0.0915 0.1049 0.1321
500 0.009 0.0145 0.0166 0.0208 0.0083 0.0157 0.0362 0.0441 0.0601
1000 0.0049 0.0076 0.0087 0.011 0.0047 0.0088 0.0212 0.0265 0.0381
2500 0.002 0.0031 0.0036 0.0045 0.002 0.0037 0.0094 0.0119 0.018
22 50 0.0236 0.034 0.0378 0.0456 0.0159 0.023 0.0437 0.0527 0.0742
100 0.0159 0.0219 0.0241 0.0284 0.0116 0.0172 0.0303 0.0354 0.0476
500 0.0053 0.0082 0.0093 0.0111 0.0041 0.007 0.0136 0.0158 0.0201
1000 0.003 0.0049 0.0056 0.007 0.0024 0.0043 0.0091 0.0108 0.0142
2500 0.0014 0.0022 0.0025 0.0032 0.0012 0.002 0.0046 0.0057 0.0081
23 50 0.0645 0.076 0.0808 0.0907 0.0592 0.0643 0.0889 0.1004 0.1281
100 0.0554 0.0607 0.063 0.0677 0.0535 0.0569 0.0704 0.0766 0.0919
500 0.0423 0.0472 0.0479 0.0492 0.0314 0.0468 0.0526 0.0545 0.0587
1000 0.0303 0.0418 0.0435 0.0454 0.019 0.0383 0.0487 0.0501 0.0529
2500 0.0142 0.0256 0.0293 0.0348 0.0085 0.0187 0.0422 0.0451 0.0477
24 50 0.1023 0.123 0.1274 0.1343 0.0697 0.0995 0.1354 0.1425 0.1572
100 0.0739 0.0969 0.1035 0.1133 0.0532 0.0763 0.1169 0.1257 0.1379
500 0.0356 0.0474 0.0513 0.0584 0.0284 0.0399 0.0621 0.0699 0.0859
1000 0.0258 0.0346 0.0374 0.0427 0.0217 0.0303 0.0466 0.0521 0.0637
2500 0.0164 0.0219 0.0237 0.0274 0.0152 0.0213 0.0324 0.0361 0.0438
25 50 0.2255 0.2519 0.2614 0.2813 0.1936 0.2216 0.2683 0.2896 0.3414
100 0.1861 0.219 0.225 0.2363 0.162 0.2018 0.2334 0.2449 0.2732
500 0.0704 0.0886 0.0956 0.1101 0.0899 0.1287 0.1856 0.1959 0.2092
1000 0.0505 0.0616 0.0656 0.0734 0.0701 0.0977 0.1514 0.1666 0.1891
2500 0.032 0.039 0.0415 0.0461 0.0516 0.0692 0.1054 0.1183 0.1436
26 50 0.7495 1.0499 1.1268 1.2235 0.5487 0.9457 1.27 1.3161 1.3547
100 0.4179 0.6209 0.6945 0.8355 0.3557 0.6345 1.1489 1.2132 1.2883
500 0.1472 0.1926 0.2105 0.2478 0.1636 0.2374 0.461 0.5615 0.8009
1000 0.1038 0.131 0.1406 0.1597 0.1266 0.1719 0.2936 0.3487 0.4831
2500 0.0649 0.0826 0.0886 0.0996 0.0908 0.1203 0.18 0.2045 0.264
27 50 0.0222 0.0238 0.0244 0.0256 0.0208 0.0225 0.0262 0.0278 0.0316
100 0.0202 0.0215 0.0219 0.0226 0.0196 0.0212 0.0238 0.0247 0.0268
500 0.0176 0.018 0.0182 0.0185 0.0152 0.0184 0.0203 0.0209 0.0219
1000 0.0155 0.0173 0.0175 0.0177 0.0087 0.0173 0.0191 0.0196 0.0206
2500 0.0083 0.0136 0.0147 0.016 0.0038 0.0087 0.0177 0.0181 0.0189
28 50 0.35 0.421 0.4375 0.4634 0.2909 0.3937 0.5005 0.5294 0.5963
100 0.2496 0.3071 0.3277 0.3663 0.2389 0.326 0.4462 0.47 0.5126
500 0.12 0.1436 0.1515 0.1666 0.1501 0.1994 0.2879 0.3195 0.3787
1000 0.0859 0.1034 0.1093 0.1209 0.1216 0.158 0.2272 0.2505 0.2966
2500 0.0589 0.0695 0.0729 0.0797 0.0925 0.1207 0.1696 0.1859 0.2161
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Tabelle B.12.: Simulationsergebnisse fu¨r Dichtescha¨tzung mit Gaußkern (alternative GoF-Tests) – L∞-
Risiko fu¨r die Dichten.
Dichte n Kuip .5 Kuip .9 Kuip .95 Kuip .99 CvM M CvM .5 CvM .9 CvM .95 CvM .99
3 50 0.17 0.2091 0.2219 0.2452 0.1451 0.1643 0.2296 0.2541 0.3075
100 0.1373 0.1635 0.1715 0.1861 0.1225 0.1391 0.1829 0.1982 0.2346
500 0.0905 0.1093 0.1148 0.1244 0.0788 0.0971 0.1271 0.1357 0.1512
1000 0.0766 0.093 0.0978 0.1061 0.0662 0.083 0.1096 0.1171 0.131
2500 0.0606 0.0742 0.0782 0.085 0.0524 0.0673 0.0894 0.0958 0.1076
4 50 0.2112 0.2601 0.2732 0.2949 0.1585 0.2046 0.2777 0.2981 0.3357
100 0.1779 0.2154 0.2265 0.2454 0.1459 0.1813 0.2396 0.2566 0.2882
500 0.1137 0.1401 0.1478 0.1612 0.0972 0.124 0.1642 0.176 0.1981
1000 0.0912 0.1142 0.1209 0.1324 0.0776 0.1015 0.1365 0.1467 0.1659
2500 0.0708 0.0891 0.0945 0.1039 0.0626 0.0813 0.1097 0.118 0.1335
5 50 0.0642 0.0866 0.0938 0.1066 0.0551 0.061 0.098 0.1104 0.1342
100 0.049 0.0628 0.0682 0.0783 0.0431 0.0474 0.0745 0.0844 0.1035
500 0.0242 0.0298 0.0323 0.0373 0.0236 0.0248 0.0378 0.0429 0.0536
1000 0.019 0.0224 0.0242 0.0278 0.019 0.0193 0.0283 0.0321 0.0401
2500 0.0141 0.0161 0.0171 0.0193 0.0143 0.0144 0.0198 0.0222 0.0275
6 50 0.1234 0.1577 0.1673 0.1838 0.0894 0.1196 0.176 0.1921 0.221
100 0.0945 0.1229 0.1314 0.146 0.0748 0.0991 0.1462 0.1601 0.1858
500 0.0517 0.0675 0.0728 0.082 0.0451 0.0592 0.0883 0.0974 0.115
1000 0.0395 0.0513 0.0554 0.0628 0.0352 0.0454 0.0686 0.076 0.0904
2500 0.0269 0.0342 0.037 0.0421 0.0246 0.0312 0.0474 0.0528 0.0636
7 50 0.1009 0.1336 0.1438 0.1619 0.0827 0.0964 0.1505 0.1681 0.202
100 0.0745 0.0967 0.1045 0.1185 0.0651 0.0745 0.1157 0.1298 0.1574
500 0.0385 0.0472 0.051 0.0583 0.0372 0.0405 0.0602 0.0679 0.0835
1000 0.0301 0.0358 0.0383 0.0433 0.0295 0.0314 0.0451 0.0506 0.0623
2500 0.0224 0.0253 0.0268 0.0298 0.0224 0.0232 0.0314 0.0349 0.0427
10 50 0.1701 0.1915 0.1973 0.2065 0.1479 0.1738 0.2073 0.2151 0.2274
100 0.1487 0.1709 0.1767 0.1858 0.1341 0.1599 0.1911 0.1987 0.2114
500 0.1039 0.1216 0.1266 0.135 0.0998 0.1206 0.1481 0.1554 0.1684
1000 0.0891 0.1047 0.1091 0.1165 0.0874 0.1056 0.1306 0.1374 0.1498
2500 0.0719 0.0849 0.0887 0.0951 0.0723 0.0878 0.1097 0.1158 0.1269
11 50 0.0962 0.1275 0.1383 0.1577 0.0877 0.0891 0.1422 0.162 0.2008
100 0.071 0.0908 0.0992 0.1149 0.0653 0.0683 0.1077 0.1227 0.1528
500 0.0366 0.0425 0.0457 0.0524 0.0377 0.037 0.0527 0.06 0.0756
1000 0.0294 0.033 0.0351 0.0395 0.0304 0.0296 0.04 0.0448 0.0557
2500 0.0225 0.0245 0.0256 0.028 0.0232 0.0227 0.0285 0.0315 0.0382
12 50 0.317 0.3543 0.3673 0.3912 0.2824 0.3206 0.3958 0.4215 0.4699
100 0.2662 0.2954 0.3046 0.3226 0.2449 0.2799 0.3404 0.3619 0.4036
500 0.1874 0.2136 0.2203 0.2313 0.1803 0.2123 0.2484 0.2591 0.2819
1000 0.1598 0.1864 0.1932 0.2043 0.158 0.1897 0.224 0.2318 0.2469
2500 0.1275 0.1526 0.1595 0.1708 0.1307 0.161 0.1967 0.2052 0.2188
16 50 0.2793 0.3578 0.3852 0.433 0.2267 0.2579 0.3936 0.4398 0.5299
100 0.2166 0.2764 0.2972 0.3346 0.1872 0.2129 0.3142 0.3492 0.4182
500 0.1347 0.1694 0.1804 0.2 0.1147 0.1385 0.1946 0.2129 0.249
1000 0.11 0.1393 0.1485 0.1648 0.094 0.1148 0.1602 0.1745 0.2025
2500 0.087 0.1099 0.117 0.1295 0.075 0.0902 0.125 0.1357 0.1564
17 50 0.4101 0.4605 0.4758 0.5125 0.3885 0.395 0.489 0.5346 0.6615
100 0.3407 0.3902 0.4052 0.4302 0.3046 0.3388 0.4255 0.4479 0.4979
500 0.2181 0.2571 0.2686 0.2886 0.1918 0.2315 0.2982 0.317 0.3512
1000 0.1854 0.2182 0.2279 0.2448 0.164 0.1991 0.2559 0.2722 0.3021
2500 0.1446 0.1721 0.1801 0.1939 0.1285 0.1601 0.2077 0.2212 0.2463
20 50 0.478 0.5283 0.5418 0.5654 0.4461 0.5114 0.5894 0.6068 0.6327
100 0.4224 0.4714 0.4855 0.509 0.4129 0.4744 0.5503 0.5685 0.5978
500 0.3083 0.3396 0.3506 0.3712 0.3223 0.3724 0.4456 0.4645 0.4973
1000 0.2705 0.2943 0.3024 0.318 0.2871 0.3273 0.3968 0.4155 0.448
2500 0.2395 0.2584 0.2634 0.2721 0.2577 0.2825 0.3375 0.3548 0.3857
21 50 0.3517 0.4184 0.4349 0.4589 0.2711 0.3655 0.4564 0.4732 0.4997
100 0.2738 0.3403 0.3593 0.3899 0.2262 0.3138 0.4147 0.4347 0.4642
500 0.1338 0.1783 0.192 0.2162 0.1265 0.1868 0.2842 0.3113 0.3569
1000 0.0975 0.1306 0.1413 0.1603 0.0958 0.1422 0.2235 0.2483 0.2939
2500 0.0626 0.0841 0.0914 0.1046 0.0625 0.0936 0.1526 0.1716 0.2089
22 50 0.1659 0.1907 0.1971 0.209 0.1327 0.1647 0.2066 0.2187 0.2428
100 0.1452 0.1671 0.173 0.1831 0.1206 0.1508 0.1875 0.1969 0.2143
500 0.0861 0.1115 0.1186 0.1298 0.0727 0.1022 0.1424 0.1516 0.1665
1000 0.0663 0.088 0.0946 0.1059 0.0574 0.0817 0.1204 0.1303 0.1466
2500 0.044 0.0591 0.0642 0.0734 0.0396 0.0566 0.0886 0.098 0.115
23 50 0.2984 0.3069 0.3111 0.3223 0.2979 0.2989 0.321 0.3359 0.3755
100 0.2857 0.2902 0.2919 0.2952 0.2853 0.2874 0.298 0.3032 0.3218
500 0.2394 0.253 0.256 0.2608 0.2174 0.2514 0.2699 0.2733 0.2788
1000 0.2075 0.2341 0.2385 0.2446 0.1768 0.2257 0.2581 0.2627 0.2694
2500 0.1477 0.1836 0.1931 0.207 0.1229 0.1631 0.2273 0.2394 0.2522
24 50 0.3135 0.3138 0.3143 0.315 0.3127 0.3141 0.3157 0.3164 0.3189
100 0.3124 0.3136 0.3136 0.3135 0.3099 0.3126 0.3144 0.3148 0.3158
500 0.3067 0.3099 0.3106 0.3115 0.3039 0.308 0.312 0.3126 0.3138
1000 0.3042 0.3079 0.3089 0.3104 0.3009 0.3065 0.3114 0.3124 0.3134
2500 0.2949 0.3016 0.303 0.3049 0.2929 0.3013 0.3066 0.3078 0.3099
27 50 0.0742 0.0745 0.0746 0.0747 0.0736 0.0745 0.075 0.0752 0.0764
100 0.0718 0.0729 0.0731 0.0734 0.0711 0.0729 0.0739 0.074 0.0744
500 0.0627 0.0656 0.0663 0.0674 0.0594 0.0671 0.0706 0.0711 0.0718
1000 0.0571 0.0612 0.0621 0.0636 0.0482 0.0611 0.0686 0.0694 0.0704
2500 0.0442 0.0519 0.0535 0.0559 0.0357 0.0449 0.0634 0.0655 0.0677
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Tabelle B.13.: Simulationsergebnisse fu¨r Dichtescha¨tzung mit Gaußkern (weitere Varianten) – L2-Risiko
fu¨r die Dichten 1-13.
Dichte n LIL LIL 2.1 L2NR L1NR kLIL kLIL 2.1 kL2NR kL1NR CvM LIL
1 50 0.1123 0.3197 0.7043 55.4636 0.1505 0.3933 0.1117 0.3122 0.1733
100 0.0849 0.2156 0.2359 3.2733 0.1072 0.2518 0.0756 0.207 0.1381
500 0.0393 0.0997 0.0338 0.1523 0.0441 0.1069 0.0268 0.0633 0.0837
1000 0.0267 0.0673 0.02 0.0583 0.0293 0.0734 0.0178 0.0333 0.0629
2500 0.0168 0.039 0.0118 0.0212 0.0178 0.0412 0.0112 0.0169 0.0437
2 50 0.0775 0.1893 0.4116 19.8054 0.1199 0.2756 0.0787 0.1766 0.1396
100 0.0542 0.1309 0.1388 1.8643 0.0839 0.1959 0.051 0.1222 0.1082
500 0.023 0.0526 0.0262 0.0981 0.0353 0.088 0.0197 0.0402 0.0573
1000 0.0165 0.0348 0.017 0.0412 0.0245 0.0621 0.0138 0.0245 0.0446
2500 0.0096 0.0203 0.0095 0.0178 0.0151 0.0372 0.0079 0.013 0.0296
3 50 0.027 0.1399 0.2981 23.5895 0.0496 0.1861 0.0463 0.1328 0.0496
100 0.0172 0.0836 0.1119 1.5717 0.0278 0.1147 0.03 0.0987 0.0308
500 0.0053 0.0242 0.0132 0.0769 0.0075 0.034 0.0072 0.0293 0.0092
1000 0.0031 0.0135 0.0051 0.0286 0.0043 0.0196 0.0033 0.0146 0.0053
2500 0.0015 0.0061 0.0018 0.0087 0.0021 0.0092 0.0014 0.0054 0.0027
4 50 0.0253 0.1033 0.2017 14.4429 0.04 0.1251 0.0289 0.0859 0.0385
100 0.0181 0.0705 0.0637 1.0237 0.0254 0.0831 0.0177 0.0558 0.0269
500 0.0067 0.0257 0.0079 0.0495 0.0082 0.029 0.0048 0.0173 0.0094
1000 0.004 0.0161 0.0036 0.0183 0.0048 0.0177 0.0026 0.0093 0.0057
2500 0.0021 0.0085 0.0015 0.0061 0.0025 0.0093 0.0012 0.0039 0.0031
5 50 0.0106 0.0579 0.1155 8.8945 0.0184 0.0727 0.0173 0.0509 0.0182
100 0.0073 0.0369 0.0434 0.644 0.0107 0.0452 0.012 0.0385 0.0111
500 0.002 0.011 0.0053 0.031 0.0026 0.0129 0.0029 0.0116 0.003
1000 0.0012 0.0064 0.002 0.0115 0.0015 0.0073 0.0013 0.0058 0.0017
2500 6e-04 0.003 7e-04 0.0035 7e-04 0.0034 5e-04 0.0022 8e-04
6 50 0.0202 0.0762 0.1498 7.1023 0.0322 0.0921 0.0219 0.0665 0.033
100 0.0141 0.055 0.0473 0.5776 0.02 0.0647 0.0136 0.0405 0.0228
500 0.005 0.0204 0.0057 0.0318 0.0062 0.0228 0.0035 0.0127 0.0079
1000 0.003 0.0123 0.0025 0.0127 0.0036 0.0136 0.0018 0.0063 0.0047
2500 0.0014 0.0059 0.001 0.0041 0.0016 0.0064 8e-04 0.0026 0.0022
7 50 0.0168 0.0824 0.1725 10.8581 0.0309 0.1113 0.0275 0.0767 0.031
100 0.0109 0.0503 0.0657 0.8929 0.0175 0.07 0.0175 0.0577 0.0193
500 0.0033 0.015 0.0078 0.0448 0.0046 0.0212 0.0043 0.0171 0.0056
1000 0.0019 0.0084 0.003 0.0168 0.0026 0.0121 0.002 0.0086 0.0032
2500 9e-04 0.0039 0.0011 0.0051 0.0013 0.0057 8e-04 0.0032 0.0016
9 50 0.0415 0.0834 0.1148 5.3322 0.0586 0.1044 0.035 0.0595 0.0707
100 0.0297 0.0631 0.052 0.4978 0.0431 0.0841 0.0239 0.0465 0.0582
500 0.0132 0.0286 0.0126 0.0356 0.0197 0.0437 0.01 0.0176 0.0337
1000 0.0089 0.0193 0.0081 0.0178 0.0136 0.0307 0.0067 0.0107 0.0254
2500 0.0053 0.0115 0.0049 0.009 0.0084 0.0195 0.0041 0.0065 0.0178
10 50 0.0188 0.0454 0.0728 2.6104 0.025 0.0503 0.0141 0.0317 0.0278
100 0.0144 0.0363 0.0249 0.2706 0.0184 0.04 0.0095 0.0217 0.022
500 0.0062 0.0174 0.004 0.0182 0.0071 0.0189 0.0029 0.007 0.0101
1000 0.0041 0.0118 0.0019 0.0072 0.0046 0.0127 0.0016 0.0037 0.0069
2500 0.0023 0.0069 9e-04 0.0025 0.0025 0.0073 8e-04 0.0016 0.0041
11 50 0.017 0.0928 0.2491 11.2064 0.0289 0.1175 0.0305 0.0895 0.0276
100 0.0109 0.0603 0.0681 1.0776 0.0164 0.0736 0.0182 0.0615 0.017
500 0.0031 0.0174 0.0074 0.0512 0.004 0.0203 0.0042 0.0184 0.0046
1000 0.0019 0.0098 0.0032 0.0183 0.0022 0.0112 0.0021 0.0089 0.0026
2500 0.001 0.0046 0.0011 0.0058 0.0011 0.0051 9e-04 0.0035 0.0013
12 50 0.0484 0.1415 0.3642 19.9617 0.0799 0.2043 0.0526 0.1346 0.0926
100 0.0309 0.0932 0.104 1.3723 0.0498 0.1403 0.0299 0.0925 0.0647
500 0.0108 0.032 0.0127 0.0762 0.0173 0.0537 0.0082 0.0271 0.0262
1000 0.0064 0.0195 0.0059 0.027 0.0104 0.0347 0.0046 0.0137 0.0174
2500 0.0033 0.0098 0.0025 0.0086 0.0055 0.0186 0.0022 0.0055 0.0098
13 50 0.0723 0.2032 0.2593 21.7966 0.1013 0.233 0.0582 0.1183 0.1294
100 0.0507 0.1479 0.1022 1.4404 0.0639 0.1693 0.0408 0.0929 0.0924
500 0.0248 0.0555 0.0186 0.0732 0.0274 0.0608 0.0164 0.029 0.0445
1000 0.0185 0.0379 0.0123 0.03 0.02 0.0405 0.0116 0.0178 0.0346
2500 0.0122 0.0244 0.0074 0.0119 0.013 0.0256 0.0073 0.0096 0.0255
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Tabelle B.14.: Simulationsergebnisse fu¨r Dichtescha¨tzung mit Gaußkern (weitere Varianten) – L2-Risiko
fu¨r die Dichten 15-28.
Dichte n LIL LIL 2.1 L2NR L1NR kLIL kLIL 2.1 kL2NR kL1NR CvM LIL
15 50 0.4589 0.8531 1.6314 90.8487 0.6299 1.149 0.4176 0.736 0.7047
100 0.35 0.6619 0.6307 9.092 0.4919 0.8979 0.2985 0.5807 0.6091
500 0.1704 0.321 0.1716 0.5038 0.2441 0.4976 0.1357 0.2307 0.3768
1000 0.1232 0.2345 0.1196 0.2418 0.1819 0.3703 0.0978 0.1579 0.3041
2500 0.0827 0.1563 0.0767 0.1391 0.1233 0.255 0.0648 0.0955 0.2344
16 50 0.0403 0.2158 0.7612 53.39 0.0662 0.2711 0.0687 0.293 0.0627
100 0.0263 0.1403 0.166 2.3204 0.0385 0.1695 0.0406 0.1563 0.0391
500 0.0087 0.0432 0.0168 0.1128 0.0106 0.0492 0.0099 0.0394 0.0113
1000 0.0055 0.0251 0.0077 0.0438 0.0064 0.0284 0.0053 0.0212 0.0067
2500 0.0029 0.0126 0.0031 0.0137 0.0033 0.0138 0.0024 0.0089 0.0033
17 50 0.0688 0.3632 0.9613 67.4055 0.1152 0.4622 0.1238 0.3715 0.1158
100 0.046 0.2301 0.2607 4.0064 0.0679 0.2838 0.0749 0.2416 0.0756
500 0.0154 0.0716 0.0294 0.1859 0.0188 0.0814 0.0168 0.0684 0.024
1000 0.0095 0.0421 0.0128 0.0707 0.0109 0.0466 0.0085 0.0344 0.0142
2500 0.0046 0.0197 0.0045 0.0232 0.0051 0.0216 0.0036 0.0145 0.007
20 50 0.0615 0.1308 0.214 9.2367 0.0913 0.1608 0.0474 0.0957 0.1123
100 0.0448 0.0997 0.068 0.7264 0.0667 0.1319 0.0308 0.0617 0.0918
500 0.0175 0.0433 0.0142 0.0565 0.0269 0.066 0.0117 0.0211 0.0494
1000 0.0107 0.0282 0.0089 0.0242 0.0172 0.0458 0.0076 0.0138 0.0357
2500 0.006 0.0157 0.0043 0.0086 0.01 0.0271 0.0038 0.0062 0.0229
21 50 0.0738 0.1989 0.1497 13.1943 0.103 0.2147 0.0345 0.0701 0.1119
100 0.0511 0.1571 0.0569 0.6768 0.067 0.1701 0.0213 0.0512 0.0859
500 0.016 0.0625 0.0088 0.0486 0.0193 0.0682 0.0062 0.0178 0.0378
1000 0.0092 0.0373 0.0046 0.0193 0.0107 0.0404 0.0037 0.0094 0.0232
2500 0.0042 0.0177 0.0018 0.006 0.0047 0.0191 0.0016 0.0038 0.0109
22 50 0.0225 0.0793 0.1849 23.5245 0.0349 0.1078 0.0286 0.0771 0.0375
100 0.0172 0.0519 0.0724 1.0076 0.024 0.0694 0.0191 0.066 0.0283
500 0.0073 0.0201 0.0066 0.0406 0.0105 0.0261 0.0043 0.015 0.014
1000 0.0044 0.0134 0.0032 0.0163 0.0068 0.0184 0.0024 0.0081 0.0097
2500 0.0021 0.0073 0.0013 0.0049 0.0034 0.0112 0.0011 0.0031 0.0053
23 50 0.0652 0.1421 0.2634 15.8634 0.0771 0.1724 0.0691 0.1186 0.0811
100 0.0575 0.1033 0.0926 1.3617 0.0629 0.119 0.0446 0.0841 0.068
500 0.0476 0.0607 0.0139 0.0699 0.0488 0.0633 0.012 0.0259 0.0529
1000 0.044 0.0534 0.0075 0.0257 0.0453 0.0546 0.0074 0.0137 0.0492
2500 0.0327 0.0477 0.0034 0.0088 0.0356 0.0482 0.0037 0.0057 0.0443
24 50 0.1043 0.1559 0.2043 14.7281 0.1241 0.1727 0.0578 0.0942 0.1291
100 0.0863 0.1375 0.0748 1.0531 0.1034 0.1478 0.0398 0.0673 0.1124
500 0.0503 0.1005 0.0158 0.0479 0.0561 0.108 0.017 0.0204 0.0636
1000 0.0388 0.0808 0.0115 0.0197 0.0422 0.085 0.0127 0.0122 0.0488
2500 0.0262 0.0575 0.0073 0.0069 0.028 0.0608 0.008 0.0058 0.0347
25 50 0.2273 0.3855 0.7362 74.7361 0.2541 0.4368 0.1698 0.3121 0.2537
100 0.2016 0.3097 0.2507 3.59 0.2249 0.3378 0.1266 0.2267 0.2291
500 0.0925 0.2279 0.0623 0.162 0.1052 0.2347 0.0552 0.0819 0.1879
1000 0.0671 0.1624 0.0417 0.0779 0.0726 0.1892 0.0396 0.0533 0.1577
2500 0.0445 0.0934 0.0255 0.0384 0.0468 0.0985 0.0251 0.0319 0.1134
26 50 0.8341 1.3506 1.3207 129.3661 1.0732 1.3575 0.3537 0.5672 1.226
100 0.5486 1.3017 0.518 6.7115 0.6932 1.3191 0.2396 0.4504 1.1076
500 0.2079 0.6693 0.1093 0.3292 0.235 0.7175 0.1006 0.1529 0.4797
1000 0.1461 0.4066 0.0737 0.1446 0.1577 0.4338 0.0716 0.0961 0.3146
2500 0.0965 0.2182 0.0465 0.0658 0.1014 0.2293 0.0467 0.0555 0.195
27 50 0.0221 0.0321 0.0514 12.1752 0.024 0.0359 0.0215 0.0243 0.0251
100 0.0207 0.0269 0.0191 0.3062 0.0219 0.0289 0.015 0.0176 0.0234
500 0.0182 0.0212 0.0037 0.0112 0.0184 0.0217 0.0048 0.0048 0.0204
1000 0.0175 0.0197 0.0024 0.0046 0.0177 0.0199 0.003 0.0027 0.0193
2500 0.0156 0.0182 0.0014 0.0016 0.0161 0.0183 0.0017 0.0012 0.018
28 50 0.3434 0.5624 0.9459 78.5397 0.4253 0.633 0.2623 0.423 0.4785
100 0.2712 0.4786 0.3578 4.8619 0.3274 0.5118 0.1924 0.3246 0.4349
500 0.149 0.2929 0.1065 0.2643 0.161 0.3139 0.0965 0.138 0.2941
1000 0.1115 0.2138 0.0768 0.1409 0.1197 0.2264 0.0717 0.101 0.2366
2500 0.077 0.1441 0.0522 0.082 0.0807 0.1501 0.0506 0.067 0.1802
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Tabelle B.15.: Simulationsergebnisse fu¨r Dichtescha¨tzung mit Gaußkern (weitere Varianten) – L∞-Risiko
fu¨r die Dichten.
Dichte n LIL LIL 2.1 L2NR L1NR kLIL kLIL 2.1 kL2NR kL1NR CvM LIL
3 50 0.1692 0.3379 1.2514 45.8771 0.2123 0.389 0.3029 0.6749 0.2116
100 0.1457 0.2631 0.673 5.393 0.1713 0.3075 0.2451 0.6118 0.177
500 0.1079 0.1653 0.194 0.6656 0.1213 0.1802 0.1267 0.3403 0.1288
1000 0.0937 0.1439 0.1122 0.373 0.1053 0.1575 0.0829 0.2331 0.1126
2500 0.0762 0.1178 0.0661 0.1892 0.086 0.1314 0.0551 0.14 0.0935
4 50 0.2166 0.3682 0.8154 24.7059 0.2633 0.3927 0.1927 0.4169 0.2606
100 0.1961 0.325 0.3669 3.4932 0.2263 0.3436 0.1534 0.3324 0.2322
500 0.1441 0.235 0.1126 0.3913 0.1569 0.2446 0.0865 0.1885 0.1666
1000 0.1227 0.2021 0.0794 0.2269 0.1313 0.2087 0.0663 0.1445 0.1407
2500 0.0993 0.1641 0.052 0.1273 0.1053 0.1692 0.0484 0.0946 0.1149
5 50 0.0649 0.153 0.4786 17.4359 0.0884 0.1696 0.1128 0.257 0.088
100 0.0559 0.1251 0.2593 1.9841 0.0681 0.1374 0.0966 0.2363 0.0704
500 0.0312 0.073 0.0765 0.2657 0.0356 0.0786 0.0498 0.1339 0.0388
1000 0.0249 0.0572 0.0437 0.1485 0.0274 0.0608 0.0326 0.0919 0.0298
2500 0.0184 0.0405 0.0262 0.0763 0.0196 0.0426 0.0218 0.0555 0.0213
6 50 0.1242 0.2364 0.6182 16.4592 0.1601 0.256 0.1328 0.3171 0.1625
100 0.109 0.2075 0.277 2.0445 0.1313 0.2222 0.1053 0.2448 0.1401
500 0.0707 0.1381 0.0786 0.2629 0.079 0.1449 0.0555 0.1385 0.0901
1000 0.0567 0.1118 0.0518 0.1572 0.062 0.1167 0.0409 0.0974 0.0715
2500 0.0397 0.0811 0.0316 0.0834 0.0429 0.0846 0.0278 0.0614 0.0508
7 50 0.0992 0.2178 0.7182 25.466 0.1361 0.25 0.1762 0.3882 0.1366
100 0.0811 0.1743 0.3927 3.0612 0.1043 0.2029 0.142 0.356 0.1098
500 0.0468 0.1 0.1136 0.3856 0.0559 0.118 0.0747 0.1983 0.0617
1000 0.0365 0.0755 0.0659 0.2178 0.0428 0.0905 0.0491 0.1364 0.0472
2500 0.0263 0.0522 0.0392 0.1104 0.0303 0.0635 0.0326 0.0822 0.0336
10 50 0.1724 0.2314 0.2839 5.9991 0.193 0.2376 0.1206 0.1635 0.2003
100 0.1615 0.2183 0.1448 0.9177 0.1766 0.2241 0.0998 0.1323 0.1876
500 0.1253 0.1773 0.0613 0.1399 0.1323 0.1818 0.0613 0.0756 0.1496
1000 0.1109 0.158 0.0447 0.0826 0.1158 0.1616 0.0502 0.0555 0.1334
2500 0.0925 0.1344 0.0383 0.0474 0.096 0.1371 0.0427 0.0383 0.1136
11 50 0.0988 0.2314 0.9971 23.6413 0.1302 0.2589 0.1917 0.4377 0.1269
100 0.08 0.1895 0.4132 3.6759 0.099 0.2084 0.1496 0.3822 0.1015
500 0.0443 0.106 0.1115 0.446 0.0501 0.1142 0.0752 0.2137 0.0541
1000 0.036 0.0809 0.0715 0.2314 0.039 0.0863 0.0534 0.1437 0.0418
2500 0.027 0.0564 0.0417 0.123 0.0285 0.0594 0.0349 0.0895 0.0303
12 50 0.3059 0.4461 1.2838 45.4605 0.3574 0.5193 0.3194 0.6391 0.376
100 0.2684 0.3798 0.5906 5.0194 0.3045 0.4473 0.24 0.5389 0.3316
500 0.1995 0.2638 0.1745 0.6401 0.2279 0.3116 0.1333 0.3015 0.2505
1000 0.1737 0.2325 0.1169 0.3306 0.2032 0.2646 0.101 0.2088 0.2272
2500 0.1419 0.202 0.0801 0.1799 0.1724 0.2284 0.0777 0.1347 0.2022
16 50 0.2861 0.6035 3.1788 104.248 0.3646 0.6646 0.449 1.4266 0.357
100 0.2481 0.5071 1.0122 8.4092 0.2969 0.5481 0.3538 0.9726 0.2994
500 0.1776 0.3246 0.2583 0.9501 0.1936 0.341 0.178 0.4597 0.1983
1000 0.1518 0.2676 0.1704 0.5465 0.1632 0.2801 0.1306 0.3356 0.1659
2500 0.1247 0.2126 0.1072 0.2908 0.1314 0.2192 0.0906 0.2188 0.1317
17 50 0.4118 0.7611 3.8462 119.1707 0.464 0.8716 0.763 1.784 0.4627
100 0.3627 0.5881 1.6095 13.3053 0.405 0.6627 0.6297 1.5204 0.4152
500 0.266 0.3974 0.4526 1.5841 0.2822 0.4095 0.3024 0.8101 0.302
1000 0.2333 0.3472 0.2853 0.9189 0.2432 0.356 0.2159 0.567 0.2625
2500 0.1893 0.2841 0.1684 0.501 0.196 0.2904 0.141 0.3683 0.2162
20 50 0.458 0.6044 0.8886 20.1674 0.5317 0.6447 0.3725 0.5022 0.5732
100 0.42 0.557 0.4158 2.6489 0.4852 0.6083 0.3201 0.3959 0.5419
500 0.3169 0.4305 0.2129 0.4488 0.3646 0.4938 0.2362 0.2322 0.4495
1000 0.2795 0.3731 0.181 0.2705 0.3164 0.4386 0.2039 0.1888 0.4045
2500 0.2473 0.3066 0.1462 0.1557 0.2734 0.369 0.1746 0.1293 0.3485
21 50 0.3643 0.507 0.631 20.2921 0.4226 0.5133 0.2172 0.3464 0.4401
100 0.314 0.4832 0.3525 2.3598 0.359 0.4919 0.1696 0.3237 0.4049
500 0.1882 0.3616 0.1203 0.4046 0.2084 0.3747 0.096 0.1959 0.2898
1000 0.145 0.2907 0.0869 0.2328 0.1585 0.3013 0.0733 0.1469 0.2335
2500 0.0997 0.2071 0.0544 0.1237 0.1067 0.2146 0.0504 0.0914 0.1646
22 50 0.1612 0.2469 0.7896 30.4811 0.1922 0.2749 0.1835 0.3965 0.1969
100 0.1501 0.2181 0.4498 3.4583 0.1729 0.239 0.1584 0.4203 0.1833
500 0.1045 0.166 0.0985 0.3446 0.1264 0.1816 0.0736 0.1732 0.1443
1000 0.0829 0.1429 0.0691 0.2082 0.1049 0.1622 0.056 0.1316 0.1245
2500 0.0582 0.11 0.0429 0.1041 0.0748 0.1332 0.0383 0.0782 0.0946
23 50 0.2988 0.3935 1.0697 31.5076 0.3078 0.4284 0.3771 0.5712 0.3124
100 0.2875 0.3397 0.5528 4.8558 0.2919 0.3635 0.298 0.51 0.2964
500 0.2545 0.2806 0.1869 0.587 0.2593 0.283 0.1637 0.2915 0.2706
1000 0.2399 0.2702 0.1346 0.3159 0.2441 0.2721 0.1292 0.2066 0.26
2500 0.2015 0.2517 0.0926 0.1804 0.2088 0.254 0.0929 0.1362 0.2355
24 50 0.3137 0.3191 0.83 34.6149 0.3139 0.3242 0.3294 0.4553 0.3152
100 0.3132 0.3159 0.4459 3.5741 0.3136 0.3164 0.3079 0.4144 0.3143
500 0.3105 0.3146 0.2769 0.4036 0.3113 0.3147 0.286 0.2537 0.3121
1000 0.3093 0.3144 0.2757 0.2449 0.3102 0.3147 0.2839 0.2192 0.3118
2500 0.3044 0.312 0.2666 0.1604 0.3051 0.3123 0.2753 0.1841 0.3073
27 50 0.0743 0.0767 0.2097 18.9079 0.0746 0.0784 0.0827 0.1083 0.0749
100 0.0724 0.0745 0.1076 1.1084 0.0731 0.075 0.0714 0.0999 0.0738
500 0.066 0.0713 0.0427 0.0957 0.0671 0.0716 0.0449 0.0518 0.0707
1000 0.0624 0.0694 0.035 0.0578 0.0635 0.0697 0.0374 0.0395 0.0689
2500 0.0551 0.0656 0.0277 0.0313 0.0563 0.0661 0.0293 0.0264 0.0649
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B.4. Weitere Simulationsergebnisse
Tabelle B.16.: Simulationsergebnisse fu¨r regula¨re Histogramme – L2-Risiko fu¨r die Dichten 1-13.
Dichte n BR BIC L2CV SC E-LR V KS .5 KS .9 KS .95 KS .99
1 50 0.0551 0.0475 0.1255 0.4201 0.164 0.1254 0.0746 0.0495 0.0466 0.0458
100 0.0265 0.0235 0.0566 0.158 0.0729 0.0653 0.0356 0.0247 0.0219 0.0216
500 0.0051 0.0044 0.0126 0.0044 0.0096 0.011 0.0068 0.0048 0.0044 0.0043
1000 0.003 0.0023 0.0066 0.0023 0.0049 0.0059 0.0037 0.0026 0.0024 0.0023
2500 0.0011 8e-04 0.0021 8e-04 0.0015 0.0023 0.0014 9e-04 8e-04 8e-04
2 50 0.0861 0.0861 0.1269 0.0902 0.0991 0.0854 0.0691 0.0781 0.0839 0.0947
100 0.0552 0.059 0.0652 0.0525 0.0445 0.0439 0.0425 0.0525 0.0571 0.0661
500 0.0206 0.0281 0.0176 0.0242 0.013 0.0132 0.0149 0.0207 0.0231 0.0281
1000 0.0135 0.0197 0.0102 0.0173 0.0093 0.0086 0.0103 0.0146 0.0162 0.0196
2500 0.0071 0.0133 0.0051 0.0115 0.0058 0.0048 0.0061 0.0089 0.01 0.0121
3 50 0.0561 0.0574 0.0796 0.145 0.0678 0.0562 0.0495 0.0555 0.0572 0.0654
100 0.0408 0.0437 0.0498 0.047 0.0351 0.0345 0.0358 0.0457 0.0493 0.0526
500 0.0144 0.0172 0.0159 0.015 0.0133 0.0125 0.0164 0.0239 0.0268 0.0328
1000 0.0086 0.0109 0.0089 0.0094 0.0097 0.0089 0.0115 0.0168 0.0187 0.0228
2500 0.0046 0.0062 0.0054 0.005 0.0065 0.0053 0.007 0.0101 0.0111 0.0136
4 50 0.0402 0.0399 0.0521 0.0421 0.0368 0.0337 0.0357 0.047 0.0518 0.0732
100 0.0306 0.032 0.0294 0.0283 0.0221 0.0223 0.0256 0.0357 0.0368 0.0436
500 0.013 0.0161 0.0101 0.0138 0.0096 0.0092 0.0123 0.0175 0.0196 0.0232
1000 0.0079 0.0121 0.0062 0.0101 0.0073 0.0064 0.0088 0.0129 0.0146 0.017
2500 0.0047 0.0082 0.0033 0.0067 0.0052 0.004 0.0057 0.0081 0.0092 0.0111
5 50 0.0217 0.0222 0.0324 0.0386 0.0233 0.0204 0.0197 0.0276 0.0315 0.0416
100 0.0153 0.0161 0.0209 0.0153 0.0147 0.0144 0.0156 0.0182 0.0195 0.0231
500 0.0058 0.0073 0.0063 0.0061 0.0055 0.0051 0.0068 0.0101 0.0114 0.0137
1000 0.0034 0.005 0.0034 0.0042 0.004 0.0035 0.0047 0.0072 0.0081 0.0098
2500 0.002 0.003 0.0018 0.0026 0.0028 0.0022 0.0031 0.0047 0.0054 0.0065
6 50 0.0654 0.0691 0.0387 0.0542 0.0375 0.0368 0.0386 0.0497 0.0539 0.0624
100 0.0611 0.0705 0.0311 0.0553 0.0307 0.0305 0.0328 0.0404 0.0435 0.0515
500 0.0546 0.0776 0.0224 0.0588 0.0269 0.0266 0.0279 0.0304 0.0318 0.034
1000 0.0495 0.0796 0.0189 0.0574 0.0238 0.0235 0.0242 0.0255 0.0264 0.0276
2500 0.0495 0.0848 0.0175 0.0592 0.0224 0.0222 0.0226 0.0234 0.0237 0.0246
7 50 0.0369 0.0375 0.0504 0.0657 0.0374 0.0305 0.0309 0.0364 0.0391 0.0442
100 0.0275 0.0281 0.0312 0.028 0.0204 0.0201 0.0233 0.0326 0.0351 0.0394
500 0.0084 0.0096 0.0092 0.0087 0.0086 0.008 0.0105 0.0145 0.0162 0.0192
1000 0.0054 0.0069 0.0053 0.006 0.006 0.0054 0.0072 0.0113 0.0124 0.014
2500 0.0029 0.0042 0.0029 0.0036 0.004 0.0033 0.0044 0.0064 0.0075 0.0094
9 50 0.1158 0.1169 0.1072 0.1103 0.1069 0.1069 0.1069 0.1071 0.1073 0.108
100 0.1182 0.12 0.113 0.1152 0.1129 0.1129 0.1129 0.1129 0.1129 0.1129
500 0.1231 0.1242 0.1224 0.1225 0.1224 0.1224 0.1224 0.1224 0.1224 0.1224
1000 0.1235 0.1245 0.1231 0.1232 0.1231 0.1231 0.1231 0.1231 0.1231 0.1231
2500 0.1243 0.1248 0.1241 0.1241 0.1241 0.1241 0.1241 0.1241 0.1241 0.1241
10 50 0.056 0.0569 0.0513 0.0534 0.0518 0.0518 0.0517 0.0525 0.0527 0.0531
100 0.0583 0.0595 0.0553 0.0566 0.0559 0.0559 0.0559 0.056 0.056 0.056
500 0.061 0.0619 0.0604 0.0607 0.0606 0.0606 0.0606 0.0606 0.0606 0.0606
1000 0.0618 0.0622 0.0616 0.0616 0.0616 0.0616 0.0616 0.0616 0.0616 0.0616
2500 0.0621 0.0624 0.0621 0.0621 0.0621 0.0621 0.0621 0.0621 0.0621 0.0621
11 50 0.0393 0.0401 0.0618 0.0919 0.0434 0.0371 0.0359 0.051 0.0556 0.0648
100 0.0242 0.0251 0.0328 0.0285 0.023 0.022 0.0239 0.0294 0.0333 0.0467
500 0.0085 0.0098 0.01 0.0085 0.0086 0.0083 0.0103 0.0157 0.018 0.0231
1000 0.0052 0.0068 0.0055 0.0059 0.0065 0.0056 0.0076 0.0115 0.0128 0.0153
2500 0.0028 0.0041 0.0028 0.0033 0.0045 0.0034 0.0049 0.0074 0.0083 0.0105
12 50 0.0677 0.0677 0.0692 0.0658 0.0564 0.0481 0.0475 0.0538 0.0594 0.0734
100 0.0435 0.0499 0.0433 0.0407 0.0301 0.0295 0.0296 0.0373 0.041 0.0501
500 0.026 0.0345 0.0207 0.0317 0.0169 0.0163 0.0196 0.0248 0.0263 0.0293
1000 0.0234 0.03 0.0135 0.028 0.0127 0.0115 0.0147 0.0213 0.0237 0.0261
2500 0.022 0.0261 0.0071 0.0254 0.0081 0.0067 0.0086 0.0125 0.014 0.0185
13 50 0.0816 0.0812 0.0956 0.0676 0.0751 0.0715 0.0769 0.1182 0.14 0.1699
100 0.0446 0.047 0.0584 0.0407 0.0498 0.0503 0.0487 0.0754 0.088 0.1155
500 0.0217 0.0262 0.0176 0.0206 0.0207 0.0191 0.0257 0.0259 0.0264 0.027
1000 0.0079 0.0171 0.0086 0.0088 0.0092 0.0095 0.0137 0.0247 0.0248 0.0249
2500 0.0032 0.0032 0.0035 0.0031 0.0032 0.0048 0.0031 0.0127 0.0211 0.0245
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Tabelle B.17.: Simulationsergebnisse fu¨r regula¨re Histogramme – L2-Risiko fu¨r die Dichten 15-28.
Dichte n BR BIC L2CV SC E-LR V KS .5 KS .9 KS .95 KS .99
15 50 0.4587 0.4616 0.5688 0.5523 0.5213 0.4622 0.4129 0.445 0.4635 0.5039
100 0.3447 0.361 0.3898 0.3485 0.321 0.2985 0.2873 0.3301 0.3525 0.3955
500 0.1538 0.185 0.1304 0.153 0.109 0.107 0.118 0.1479 0.1616 0.1859
1000 0.104 0.1372 0.0848 0.1126 0.0762 0.0728 0.0813 0.1061 0.1162 0.1357
2500 0.0663 0.0966 0.0514 0.0789 0.0495 0.0456 0.0519 0.0688 0.0754 0.0879
16 50 0.0885 0.093 0.1179 0.2655 0.0955 0.0785 0.0768 0.1015 0.1037 0.1057
100 0.0553 0.0632 0.0713 0.099 0.0531 0.0524 0.0524 0.0692 0.0867 0.1083
500 0.0189 0.021 0.0221 0.0187 0.02 0.0192 0.0252 0.0385 0.0437 0.048
1000 0.0119 0.0141 0.0134 0.0121 0.0147 0.0131 0.0182 0.0261 0.0325 0.039
2500 0.0065 0.0075 0.0072 0.0066 0.0109 0.0082 0.012 0.019 0.0208 0.0224
17 50 0.1444 0.1275 0.2097 0.512 0.2006 0.1666 0.1291 0.1233 0.1185 0.115
100 0.1085 0.117 0.1401 0.2258 0.0935 0.0935 0.0942 0.1189 0.1245 0.1254
500 0.0336 0.037 0.0365 0.0338 0.0343 0.0323 0.0418 0.0603 0.0673 0.0828
1000 0.0218 0.0241 0.0238 0.0222 0.0264 0.0238 0.0316 0.047 0.051 0.0563
2500 0.0116 0.013 0.013 0.0115 0.0181 0.0145 0.0195 0.0286 0.0333 0.0379
20 50 0.1803 0.1813 0.1744 0.1767 0.1742 0.1742 0.1742 0.1742 0.1744 0.1745
100 0.1819 0.1838 0.1781 0.1788 0.1781 0.1781 0.1781 0.1781 0.1781 0.1781
500 0.1857 0.1867 0.185 0.1851 0.185 0.185 0.185 0.185 0.185 0.185
1000 0.186 0.187 0.1856 0.1857 0.1856 0.1856 0.1856 0.1856 0.1856 0.1856
2500 0.1869 0.1873 0.1868 0.1868 0.1868 0.1868 0.1868 0.1868 0.1868 0.1868
21 50 0.0943 0.0999 0.0597 0.0712 0.0518 0.0538 0.0645 0.0907 0.1004 0.1176
100 0.0535 0.0658 0.0448 0.0502 0.0387 0.04 0.0494 0.0663 0.0729 0.0865
500 0.0312 0.0437 0.0166 0.0395 0.0175 0.0167 0.0215 0.0373 0.0432 0.0523
1000 0.0159 0.032 0.0105 0.026 0.0137 0.0121 0.0148 0.0217 0.0255 0.0337
2500 0.0092 0.0149 0.0053 0.0142 0.0086 0.0072 0.0092 0.0136 0.0147 0.0174
22 50 0.0408 0.0415 0.0578 0.0821 0.044 0.0383 0.0353 0.0405 0.0427 0.0438
100 0.0294 0.0305 0.0368 0.0543 0.025 0.0244 0.0287 0.0371 0.0404 0.0451
500 0.0103 0.0116 0.0105 0.0104 0.01 0.0095 0.0111 0.0156 0.0174 0.0214
1000 0.0063 0.0083 0.0066 0.0068 0.0073 0.0068 0.0081 0.0112 0.0125 0.0147
2500 0.0034 0.0049 0.0034 0.004 0.005 0.004 0.0053 0.0072 0.0079 0.009
23 50 0.0886 0.0888 0.1329 0.1676 0.0937 0.0899 0.0843 0.1012 0.107 0.115
100 0.0657 0.068 0.0849 0.0771 0.0665 0.0671 0.0698 0.0854 0.0895 0.0983
500 0.0301 0.0458 0.0296 0.0315 0.0372 0.0321 0.0469 0.0525 0.0534 0.0593
1000 0.0199 0.0319 0.018 0.0226 0.0255 0.0221 0.0363 0.0463 0.0489 0.0512
2500 0.0115 0.0182 0.0096 0.0153 0.0186 0.0166 0.0185 0.0358 0.0394 0.0427
24 50 0.0953 0.0955 0.1146 0.1265 0.0867 0.0857 0.0954 0.1079 0.1094 0.1112
100 0.0657 0.0702 0.0741 0.0829 0.0653 0.0668 0.0791 0.098 0.1023 0.1063
500 0.026 0.0321 0.0271 0.0254 0.0374 0.0343 0.0443 0.0581 0.0614 0.0671
1000 0.0181 0.0228 0.0196 0.0185 0.0292 0.0256 0.0337 0.0442 0.0464 0.0576
2500 0.0105 0.015 0.0106 0.0119 0.0223 0.0166 0.0232 0.0325 0.034 0.0393
25 50 0.2672 0.2682 0.2794 0.3898 0.2265 0.226 0.2587 0.2802 0.2828 0.284
100 0.1592 0.1831 0.1827 0.1945 0.1576 0.1699 0.2009 0.2535 0.2694 0.2859
500 0.064 0.0702 0.0679 0.0626 0.0793 0.0757 0.0902 0.1272 0.1385 0.1812
1000 0.0467 0.0576 0.0447 0.0491 0.0598 0.0549 0.064 0.0934 0.1018 0.1155
2500 0.0265 0.0453 0.0244 0.0314 0.0428 0.035 0.0457 0.0564 0.0581 0.0748
26 50 1.2114 1.2114 1.1628 1.1852 1.1565 1.1565 1.1565 1.1565 1.158 1.1759
100 1.1439 1.2022 0.9922 1.0934 0.9955 0.9955 0.9955 0.9955 0.9955 0.9972
500 0.5747 1.0057 0.0402 0.4147 0.1158 0.1117 0.1585 0.2574 0.2913 0.3511
1000 0.023 0.7977 0.0242 0.028 0.0852 0.0723 0.109 0.1773 0.2016 0.2463
2500 0.0075 0.2596 0.0106 0.0075 0.058 0.0409 0.0657 0.1111 0.1262 0.1547
27 50 0.0189 0.0184 0.0292 0.0453 0.0258 0.0234 0.02 0.0185 0.0183 0.0181
100 0.0176 0.017 0.0224 0.0326 0.0203 0.0198 0.0179 0.017 0.0168 0.0168
500 0.008 0.013 0.0084 0.0081 0.016 0.0146 0.0165 0.0163 0.0162 0.0162
1000 0.0051 0.0069 0.0054 0.0052 0.0131 0.0103 0.016 0.0163 0.0163 0.0163
2500 0.0028 0.0038 0.0028 0.0028 0.0094 0.0075 0.0102 0.0163 0.0164 0.0164
28 50 0.2722 0.2685 0.4011 0.6725 0.3644 0.3212 0.2754 0.2539 0.2525 0.2471
100 0.2118 0.2163 0.2468 0.4073 0.212 0.2012 0.193 0.2128 0.2144 0.2151
500 0.0961 0.112 0.0927 0.0933 0.0791 0.0787 0.0879 0.1155 0.1245 0.1414
1000 0.0645 0.0795 0.0626 0.0664 0.0558 0.0536 0.0614 0.0829 0.0914 0.1058
2500 0.0409 0.0555 0.0377 0.0448 0.0397 0.0347 0.0418 0.0568 0.0621 0.0727
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B.4. Weitere Simulationsergebnisse
Tabelle B.18.: Simulationsergebnisse fu¨r regula¨re Histogramme – L∞-Risiko fu¨r die Dichten 1-14.
Dichte n BR BIC L2CV SC E-LR V KS .5 KS .9 KS .95 KS .99
3 50 0.3361 0.3375 0.3829 0.5268 0.3441 0.3208 0.32 0.3283 0.3306 0.3252
100 0.316 0.324 0.3259 0.3232 0.2791 0.2734 0.2976 0.3367 0.3488 0.3576
500 0.2104 0.2383 0.2022 0.215 0.2104 0.2007 0.2393 0.2821 0.2955 0.3192
1000 0.1672 0.1967 0.1606 0.178 0.188 0.1769 0.2069 0.2473 0.2588 0.2803
2500 0.123 0.1526 0.1251 0.1358 0.162 0.1426 0.1675 0.2012 0.2114 0.231
4 50 0.2185 0.2183 0.267 0.229 0.222 0.2111 0.2132 0.235 0.2421 0.2804
100 0.195 0.1996 0.2077 0.195 0.1843 0.1815 0.1856 0.2124 0.2144 0.2283
500 0.1449 0.153 0.1424 0.1477 0.1321 0.1314 0.1405 0.1561 0.1627 0.173
1000 0.1196 0.1347 0.1173 0.128 0.1185 0.1133 0.1237 0.1358 0.1401 0.1493
2500 0.1024 0.1199 0.094 0.1123 0.1053 0.0963 0.107 0.1167 0.1209 0.1268
5 50 0.1199 0.12 0.1514 0.1631 0.1296 0.1211 0.1137 0.1192 0.1243 0.1315
100 0.1069 0.1087 0.1284 0.1089 0.1098 0.1083 0.1078 0.1095 0.1107 0.1146
500 0.0727 0.0794 0.0766 0.0742 0.0731 0.0702 0.0767 0.0904 0.0949 0.1005
1000 0.0585 0.0666 0.0595 0.0632 0.0621 0.0596 0.0658 0.0783 0.0816 0.0889
2500 0.0456 0.0536 0.0453 0.0507 0.053 0.0481 0.0551 0.0628 0.0661 0.0712
6 50 0.1968 0.2021 0.1772 0.1816 0.1669 0.1651 0.1623 0.1739 0.1796 0.192
100 0.1914 0.2059 0.1591 0.1828 0.1527 0.1502 0.1517 0.1618 0.1656 0.1788
500 0.1826 0.2179 0.1292 0.1902 0.1387 0.1377 0.1388 0.1396 0.1421 0.1444
1000 0.1746 0.2225 0.1172 0.1895 0.1304 0.1279 0.1327 0.1285 0.1307 0.1329
2500 0.1753 0.2304 0.111 0.1932 0.1239 0.1213 0.1251 0.1309 0.131 0.1268
7 50 0.2087 0.2065 0.2338 0.2606 0.1986 0.1842 0.1922 0.1993 0.1964 0.1957
100 0.1901 0.1928 0.1983 0.1886 0.163 0.1634 0.1755 0.1954 0.2006 0.2032
500 0.1185 0.1281 0.121 0.1218 0.1203 0.1178 0.1306 0.1589 0.1668 0.1774
1000 0.0997 0.1147 0.095 0.1066 0.1074 0.1009 0.1153 0.136 0.1449 0.1562
2500 0.076 0.0939 0.073 0.086 0.0907 0.083 0.0938 0.1138 0.1189 0.1266
10 50 0.2406 0.2421 0.2316 0.2363 0.2328 0.2328 0.2326 0.235 0.2356 0.2367
100 0.2448 0.2463 0.2401 0.2424 0.241 0.241 0.2409 0.2411 0.2412 0.2414
500 0.2483 0.2493 0.2475 0.2478 0.2476 0.2476 0.2476 0.2476 0.2476 0.2476
1000 0.2492 0.2497 0.249 0.249 0.249 0.249 0.249 0.249 0.249 0.249
2500 0.2496 0.2499 0.2495 0.2495 0.2495 0.2495 0.2495 0.2495 0.2495 0.2495
11 50 0.2032 0.2041 0.2672 0.3352 0.2213 0.2033 0.1964 0.2065 0.2101 0.2147
100 0.1699 0.1718 0.1987 0.1789 0.1665 0.1623 0.1672 0.178 0.1834 0.1964
500 0.112 0.1173 0.1221 0.1115 0.112 0.1103 0.119 0.1385 0.1479 0.1639
1000 0.0921 0.1007 0.0954 0.0958 0.0985 0.0935 0.1038 0.1192 0.1236 0.1352
2500 0.0698 0.0784 0.0705 0.0735 0.083 0.0741 0.0852 0.0995 0.1034 0.1139
12 50 0.307 0.3066 0.3933 0.3302 0.3715 0.3388 0.3036 0.2874 0.2914 0.3035
100 0.2993 0.3017 0.3847 0.3042 0.3467 0.3429 0.3142 0.2877 0.2829 0.2819
500 0.411 0.3732 0.3361 0.3844 0.3949 0.378 0.421 0.4063 0.3972 0.3829
1000 0.4568 0.4176 0.2861 0.4281 0.3687 0.3419 0.399 0.4444 0.4404 0.4291
2500 0.4874 0.4577 0.2168 0.4635 0.3143 0.2791 0.328 0.3986 0.4187 0.4488
16 50 0.4589 0.4671 0.5485 0.916 0.4958 0.451 0.4335 0.4782 0.4796 0.4843
100 0.3855 0.3958 0.4508 0.5209 0.3864 0.3825 0.3781 0.4044 0.4369 0.4712
500 0.242 0.2478 0.2731 0.2429 0.242 0.2419 0.2604 0.2988 0.3214 0.344
1000 0.2002 0.207 0.2216 0.2005 0.2068 0.2015 0.2211 0.2476 0.2654 0.2856
2500 0.1609 0.1556 0.1705 0.1564 0.1737 0.1612 0.1787 0.2088 0.2183 0.2253
17 50 0.8927 0.8689 1.0038 1.7467 0.9587 0.8762 0.8358 0.8884 0.8754 0.8762
100 0.7906 0.8397 0.8428 1.1358 0.6983 0.7145 0.7535 0.8627 0.885 0.9076
500 0.4621 0.4882 0.4717 0.4623 0.4768 0.4574 0.5424 0.6454 0.6721 0.7425
1000 0.3686 0.4022 0.3807 0.374 0.437 0.4072 0.4767 0.576 0.6004 0.6281
2500 0.2826 0.3061 0.3005 0.282 0.3729 0.3309 0.3877 0.4638 0.4967 0.5268
20 50 0.6613 0.6629 0.6523 0.6561 0.6523 0.6523 0.6523 0.6523 0.6526 0.6528
100 0.6652 0.6676 0.66 0.6609 0.66 0.66 0.66 0.66 0.66 0.66
500 0.6701 0.6713 0.6694 0.6695 0.6694 0.6694 0.6694 0.6694 0.6694 0.6694
1000 0.6705 0.6716 0.67 0.6701 0.67 0.67 0.67 0.67 0.67 0.67
2500 0.6715 0.672 0.6714 0.6714 0.6714 0.6714 0.6714 0.6714 0.6714 0.6714
21 50 0.3541 0.3625 0.3456 0.3335 0.3213 0.3221 0.3279 0.3482 0.3628 0.3942
100 0.3036 0.3144 0.3212 0.3038 0.2938 0.2956 0.3042 0.3186 0.327 0.3473
500 0.2708 0.2752 0.2185 0.2728 0.2469 0.2435 0.2635 0.2902 0.2911 0.2946
1000 0.2411 0.269 0.1824 0.2657 0.2326 0.2147 0.2392 0.2732 0.2835 0.2944
2500 0.194 0.2438 0.1336 0.2351 0.1881 0.1711 0.1934 0.2295 0.2403 0.2598
22 50 0.2271 0.2271 0.2783 0.3272 0.2456 0.2315 0.2245 0.206 0.2069 0.2043
100 0.224 0.2221 0.2414 0.2856 0.2071 0.2035 0.2251 0.2245 0.2223 0.22
500 0.1668 0.1801 0.1504 0.1677 0.1677 0.1634 0.1728 0.195 0.2048 0.2251
1000 0.1329 0.1634 0.1246 0.1438 0.1537 0.1463 0.1594 0.1767 0.1801 0.194
2500 0.1043 0.1312 0.0962 0.1172 0.1319 0.1198 0.1354 0.1551 0.1626 0.1688
23 50 0.3575 0.3568 0.5361 0.6063 0.4179 0.3939 0.3598 0.3658 0.3645 0.3584
100 0.3307 0.3337 0.4555 0.3948 0.3612 0.3573 0.3541 0.3652 0.3698 0.3769
500 0.2837 0.2772 0.3115 0.2798 0.2888 0.2851 0.292 0.3179 0.317 0.3241
1000 0.2527 0.2542 0.2498 0.2536 0.2615 0.2557 0.2729 0.2833 0.2998 0.3126
2500 0.199 0.2336 0.1905 0.2211 0.2329 0.2184 0.234 0.2639 0.2607 0.2697
24 50 0.2817 0.2761 0.3901 0.4373 0.3258 0.2993 0.2789 0.2448 0.2355 0.2246
100 0.2956 0.2886 0.3512 0.3709 0.2897 0.2815 0.2818 0.2562 0.253 0.2399
500 0.272 0.2607 0.2846 0.2708 0.2732 0.2686 0.2543 0.2562 0.2624 0.2668
1000 0.2712 0.2462 0.2683 0.2685 0.2576 0.2479 0.2704 0.242 0.2372 0.2516
2500 0.2366 0.2671 0.2324 0.2612 0.2434 0.2502 0.244 0.2647 0.2723 0.267
27 50 0.0564 0.0547 0.0948 0.1466 0.0886 0.0784 0.0624 0.0549 0.0542 0.0535
100 0.0566 0.0533 0.0999 0.1296 0.0752 0.0724 0.0598 0.054 0.0528 0.0523
500 0.0628 0.0578 0.0674 0.0663 0.0637 0.0656 0.0574 0.052 0.0516 0.051
1000 0.0514 0.0528 0.055 0.0519 0.0613 0.0584 0.0585 0.0518 0.0512 0.0508
2500 0.0401 0.0399 0.0415 0.0399 0.0538 0.0486 0.0552 0.0529 0.0518 0.0508
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B. Details zu den Simulationen
Tabelle B.19.: Simulationsergebnisse fu¨r regula¨re Histogramme (alternative GoF-Tests) – L2-Risiko fu¨r die
Dichten 1-14.
Dichte n Kuip .5 Kuip .9 Kuip .95 Kuip .99 CvM V CvM .5 CvM .9 CvM .95 CvM .99
1 50 0.0818 0.0491 0.0483 0.0458 0.1279 0.0702 0.048 0.0471 0.0458
100 0.0401 0.0276 0.025 0.0216 0.0606 0.0349 0.0232 0.0223 0.0212
500 0.0079 0.0047 0.0044 0.0042 0.0108 0.0066 0.0045 0.0043 0.0043
1000 0.0041 0.0025 0.0024 0.0023 0.0058 0.0036 0.0026 0.0026 0.0023
2500 0.0015 9e-04 9e-04 8e-04 0.0021 0.0013 9e-04 9e-04 8e-04
2 50 0.0724 0.086 0.0927 0.1024 0.0768 0.0655 0.076 0.0798 0.0928
100 0.0475 0.0598 0.0654 0.0764 0.041 0.0416 0.0522 0.0566 0.0649
500 0.0176 0.0255 0.028 0.0317 0.0126 0.0153 0.0219 0.0244 0.0293
1000 0.0127 0.018 0.0195 0.0226 0.0086 0.0107 0.0157 0.0175 0.0211
2500 0.0079 0.0111 0.0122 0.0143 0.0049 0.0064 0.0097 0.0109 0.0135
3 50 0.0486 0.0558 0.0597 0.0656 0.054 0.0481 0.0547 0.057 0.0652
100 0.0345 0.0394 0.0414 0.0463 0.0348 0.0353 0.0472 0.0496 0.0525
500 0.0143 0.0187 0.0201 0.0225 0.0133 0.0179 0.026 0.029 0.0352
1000 0.0098 0.0131 0.0143 0.0162 0.0093 0.0127 0.0204 0.0226 0.0269
2500 0.006 0.0083 0.0092 0.01 0.0058 0.0084 0.0139 0.0155 0.019
4 50 0.0334 0.0387 0.0416 0.0439 0.0328 0.0349 0.0443 0.0489 0.0672
100 0.0244 0.0299 0.0315 0.0355 0.0218 0.0264 0.0363 0.0377 0.0433
500 0.0103 0.013 0.0141 0.0161 0.0093 0.012 0.0179 0.0201 0.0249
1000 0.007 0.0095 0.0101 0.0114 0.0064 0.0087 0.0131 0.0149 0.0177
2500 0.0045 0.006 0.0064 0.0072 0.0041 0.0057 0.0085 0.0097 0.012
5 50 0.0189 0.0204 0.0235 0.0265 0.0204 0.02 0.0266 0.0303 0.0425
100 0.0146 0.0159 0.0168 0.0171 0.0135 0.0152 0.0182 0.0193 0.0222
500 0.0057 0.0074 0.008 0.0089 0.0049 0.0067 0.0108 0.012 0.0141
1000 0.0039 0.0051 0.0057 0.0064 0.0035 0.0047 0.0078 0.0086 0.0109
2500 0.0024 0.0033 0.0036 0.0042 0.0021 0.0031 0.005 0.0057 0.007
6 50 0.0373 0.0436 0.0463 0.0524 0.0362 0.0386 0.0504 0.0542 0.0638
100 0.0319 0.035 0.0365 0.0401 0.0305 0.0329 0.0416 0.045 0.0537
500 0.027 0.0281 0.0283 0.0295 0.0267 0.0277 0.0304 0.0324 0.0353
1000 0.0237 0.0244 0.0247 0.0247 0.0235 0.0242 0.0256 0.0261 0.0277
2500 0.0222 0.0226 0.0228 0.0231 0.0222 0.0226 0.0235 0.024 0.0251
7 50 0.0307 0.035 0.0366 0.0412 0.0314 0.0314 0.0375 0.0389 0.0434
100 0.0213 0.0257 0.0278 0.0321 0.0206 0.0232 0.034 0.0372 0.0403
500 0.009 0.0113 0.0122 0.0139 0.008 0.0108 0.0177 0.0192 0.0242
1000 0.006 0.008 0.0087 0.0104 0.0055 0.0076 0.013 0.0153 0.0183
2500 0.0037 0.0051 0.0054 0.0062 0.0034 0.005 0.0079 0.0088 0.0113
9 50 0.107 0.1075 0.1079 0.1084 0.1069 0.1069 0.1073 0.1075 0.1081
100 0.1129 0.1129 0.1129 0.113 0.1129 0.1129 0.1129 0.1129 0.113
500 0.1224 0.1224 0.1224 0.1224 0.1224 0.1224 0.1224 0.1224 0.1224
1000 0.1231 0.1231 0.1231 0.1231 0.1231 0.1231 0.1231 0.1231 0.1231
2500 0.1241 0.1241 0.1241 0.1241 0.1241 0.1241 0.1241 0.1241 0.1241
10 50 0.0518 0.0519 0.0521 0.0524 0.0518 0.0518 0.0525 0.0527 0.0534
100 0.0559 0.0559 0.0559 0.056 0.0559 0.0559 0.056 0.0559 0.0559
500 0.0606 0.0606 0.0606 0.0606 0.0606 0.0606 0.0606 0.0606 0.0606
1000 0.0616 0.0616 0.0616 0.0616 0.0616 0.0616 0.0616 0.0616 0.0616
2500 0.0621 0.0621 0.0621 0.0621 0.0621 0.0621 0.0621 0.0621 0.0621
11 50 0.0359 0.0373 0.0393 0.0459 0.0371 0.0342 0.0438 0.0545 0.0657
100 0.0223 0.0263 0.027 0.0291 0.0207 0.0238 0.0296 0.0313 0.0394
500 0.009 0.0115 0.0129 0.014 0.0081 0.0105 0.0176 0.0199 0.025
1000 0.0062 0.0082 0.0091 0.0103 0.0054 0.0078 0.0118 0.0134 0.0181
2500 0.0039 0.0053 0.0057 0.0066 0.0034 0.005 0.0078 0.0089 0.0111
12 50 0.052 0.0636 0.0686 0.0813 0.0475 0.0442 0.054 0.0589 0.0725
100 0.0322 0.0425 0.0479 0.0565 0.0281 0.0297 0.0385 0.0426 0.0505
500 0.0179 0.0222 0.024 0.0269 0.0175 0.0201 0.0253 0.0271 0.031
1000 0.0139 0.0172 0.0185 0.0209 0.0138 0.0172 0.0227 0.024 0.027
2500 0.0087 0.0118 0.0129 0.0146 0.0097 0.013 0.018 0.0195 0.0227
13 50 0.0669 0.0924 0.0967 0.1132 0.0697 0.0829 0.1448 0.1567 0.1906
100 0.0454 0.0581 0.0631 0.0748 0.0482 0.0545 0.097 0.1176 0.1475
500 0.0218 0.0253 0.0258 0.0259 0.023 0.0258 0.0265 0.0325 0.068
1000 0.0074 0.0186 0.0231 0.0246 0.0131 0.0227 0.0248 0.0249 0.0249
2500 0.0031 0.003 0.0032 0.0063 0.0037 0.0178 0.0237 0.0246 0.0249
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B.4. Weitere Simulationsergebnisse
Tabelle B.20.: Simulationsergebnisse fu¨r regula¨re Histogramme (alternative GoF-Tests) – L2-Risiko fu¨r die
Dichten 15-28.
Dichte n Kuip .5 Kuip .9 Kuip .95 Kuip .99 CvM V CvM .5 CvM .9 CvM .95 CvM .99
15 50 0.4338 0.4749 0.4901 0.527 0.432 0.4034 0.4452 0.4571 0.5008
100 0.3023 0.3663 0.39 0.4293 0.2873 0.2833 0.334 0.3559 0.398
500 0.1313 0.1674 0.1816 0.2068 0.1093 0.1281 0.1646 0.1782 0.2055
1000 0.0907 0.1222 0.1306 0.1496 0.0772 0.0922 0.125 0.1363 0.1591
2500 0.0591 0.0777 0.0842 0.0972 0.0515 0.0637 0.0881 0.0954 0.112
16 50 0.0722 0.0848 0.0895 0.0915 0.0765 0.0733 0.0967 0.1044 0.1057
100 0.0504 0.0539 0.0546 0.0609 0.0488 0.0508 0.0659 0.0776 0.1064
500 0.0205 0.0266 0.0287 0.0336 0.0187 0.024 0.0415 0.0468 0.0491
1000 0.0147 0.02 0.0211 0.0228 0.0131 0.0174 0.0243 0.0287 0.0432
2500 0.0091 0.0125 0.0135 0.016 0.0082 0.0115 0.0197 0.0214 0.0222
17 50 0.1401 0.123 0.1213 0.1171 0.1532 0.1284 0.1196 0.1174 0.1159
100 0.0888 0.1029 0.1056 0.115 0.091 0.0943 0.1175 0.1218 0.1264
500 0.0353 0.0456 0.0489 0.0536 0.0334 0.0445 0.0662 0.0772 0.0846
1000 0.0255 0.0328 0.0358 0.0405 0.0239 0.0337 0.0518 0.0541 0.0681
2500 0.0157 0.0204 0.0224 0.025 0.015 0.0218 0.0359 0.0375 0.0525
20 50 0.1742 0.1745 0.1745 0.1746 0.1742 0.1742 0.1743 0.1744 0.1745
100 0.1781 0.1781 0.1781 0.1781 0.1781 0.1781 0.1781 0.1781 0.1781
500 0.185 0.185 0.185 0.185 0.185 0.185 0.185 0.185 0.185
1000 0.1856 0.1856 0.1856 0.1856 0.1856 0.1856 0.1856 0.1856 0.1856
2500 0.1868 0.1868 0.1868 0.1868 0.1868 0.1868 0.1868 0.1868 0.1868
21 50 0.0653 0.0829 0.0916 0.1043 0.0544 0.071 0.1071 0.1181 0.1354
100 0.0454 0.0609 0.0652 0.0747 0.0413 0.0546 0.0816 0.0907 0.1107
500 0.018 0.0239 0.0267 0.0323 0.0185 0.0275 0.0483 0.0542 0.0659
1000 0.0133 0.0159 0.0168 0.0191 0.0141 0.0184 0.0334 0.04 0.0523
2500 0.0077 0.0097 0.011 0.0129 0.0086 0.0131 0.0182 0.0207 0.0277
22 50 0.0371 0.0398 0.0404 0.0434 0.0383 0.0359 0.0406 0.0417 0.0438
100 0.027 0.0311 0.0327 0.0371 0.0252 0.0289 0.0401 0.0436 0.0466
500 0.0103 0.0118 0.0128 0.0149 0.0098 0.012 0.0203 0.0226 0.0278
1000 0.0074 0.0087 0.0092 0.0104 0.0071 0.009 0.0138 0.0159 0.0193
2500 0.0045 0.0061 0.0064 0.007 0.0046 0.0064 0.0092 0.0103 0.0127
23 50 0.085 0.0899 0.0939 0.1016 0.0857 0.0866 0.1013 0.1059 0.118
100 0.0674 0.0731 0.0748 0.0808 0.067 0.0719 0.0896 0.0924 0.1013
500 0.0393 0.0489 0.0498 0.0521 0.0327 0.0475 0.059 0.0609 0.0712
1000 0.023 0.0404 0.0439 0.0461 0.0217 0.0372 0.0504 0.0528 0.0627
2500 0.0172 0.0193 0.0218 0.0307 0.016 0.0194 0.0386 0.0423 0.0496
24 50 0.0914 0.1034 0.1067 0.11 0.0856 0.0957 0.1103 0.1111 0.1104
100 0.072 0.0864 0.0914 0.0994 0.0648 0.0793 0.1019 0.1055 0.1087
500 0.0379 0.0448 0.0455 0.0518 0.0359 0.0447 0.0638 0.0685 0.0759
1000 0.0276 0.0357 0.0378 0.0418 0.0279 0.0381 0.0492 0.0559 0.0659
2500 0.0187 0.0239 0.0251 0.028 0.0213 0.0275 0.0405 0.0405 0.0461
25 50 0.2467 0.2696 0.2748 0.281 0.2312 0.2592 0.2806 0.2844 0.2839
100 0.1809 0.2231 0.2384 0.2507 0.1779 0.2194 0.2547 0.2632 0.2901
500 0.0821 0.0976 0.1041 0.1169 0.0873 0.1126 0.1925 0.2129 0.2253
1000 0.059 0.0674 0.0733 0.0904 0.0771 0.076 0.1433 0.1636 0.2063
2500 0.0386 0.0505 0.053 0.0564 0.0527 0.0703 0.0768 0.1009 0.1237
26 50 1.1565 1.1565 1.1565 1.1565 1.1565 1.1565 1.1659 1.1846 1.2655
100 0.9955 0.9955 0.9955 0.9955 0.9955 0.9955 0.9975 1.0019 1.0645
500 0.1218 0.1752 0.1914 0.2215 0.1185 0.1928 0.332 0.3802 0.4802
1000 0.0803 0.1177 0.13 0.1519 0.0813 0.1326 0.2321 0.2662 0.3379
2500 0.0485 0.0719 0.0795 0.0935 0.0475 0.0814 0.1446 0.1668 0.2122
27 50 0.0209 0.0186 0.0183 0.0181 0.023 0.0199 0.0184 0.0183 0.0181
100 0.0183 0.0172 0.017 0.0168 0.0194 0.0177 0.0169 0.0168 0.0168
500 0.0164 0.0164 0.0164 0.0163 0.0135 0.0165 0.0162 0.0162 0.0162
1000 0.0112 0.0164 0.0163 0.0163 0.0097 0.0162 0.0163 0.0163 0.0163
2500 0.008 0.01 0.012 0.0159 0.0069 0.0097 0.0164 0.0164 0.0164
28 50 0.266 0.2567 0.2546 0.2485 0.2935 0.2618 0.2583 0.2533 0.2491
100 0.1922 0.1967 0.1979 0.205 0.1888 0.1905 0.2103 0.2136 0.2148
500 0.0803 0.0931 0.0981 0.1089 0.0793 0.0929 0.1194 0.1264 0.1419
1000 0.056 0.0653 0.0697 0.0767 0.0572 0.0689 0.0916 0.0984 0.1127
2500 0.0372 0.0444 0.0466 0.0521 0.0396 0.0485 0.0661 0.0721 0.0826
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B. Details zu den Simulationen
Tabelle B.21.: Simulationsergebnisse fu¨r regula¨re Histogramme (alternative GoF-Tests) – L∞-Risiko fu¨r
die Dichten.
Dichte n Kuip .5 Kuip .9 Kuip .95 Kuip .99 CvM V CvM .5 CvM .9 CvM .95 CvM .99
3 50 0.3147 0.3227 0.3242 0.3299 0.3164 0.3135 0.3325 0.3312 0.3237
100 0.283 0.3154 0.325 0.3379 0.2796 0.2965 0.3414 0.35 0.3553
500 0.2204 0.256 0.2641 0.2776 0.2066 0.2497 0.2941 0.3088 0.3313
1000 0.191 0.2232 0.2309 0.2453 0.1822 0.2196 0.2691 0.2808 0.3022
2500 0.1554 0.1834 0.1914 0.2 0.1512 0.1854 0.2338 0.2445 0.2684
4 50 0.2081 0.2173 0.2235 0.228 0.2091 0.2104 0.2285 0.2376 0.2691
100 0.1849 0.1954 0.1981 0.2094 0.1802 0.1874 0.2127 0.2171 0.2283
500 0.1342 0.1383 0.1432 0.1508 0.1302 0.1372 0.1569 0.1626 0.1788
1000 0.1166 0.1261 0.1271 0.1299 0.1144 0.1225 0.134 0.1412 0.1512
2500 0.1006 0.1093 0.1099 0.1139 0.0968 0.1072 0.1173 0.1226 0.1286
5 50 0.1144 0.1134 0.117 0.1188 0.121 0.114 0.1181 0.1217 0.1331
100 0.1069 0.1076 0.1089 0.1087 0.1052 0.1068 0.1094 0.1102 0.1132
500 0.0736 0.0798 0.0823 0.0865 0.0684 0.0766 0.0943 0.0966 0.101
1000 0.0617 0.0682 0.071 0.0737 0.0595 0.0661 0.0815 0.085 0.0931
2500 0.0494 0.0569 0.0583 0.06 0.0466 0.0552 0.0645 0.068 0.0755
6 50 0.1644 0.1685 0.171 0.1762 0.1635 0.1643 0.1743 0.1811 0.1945
100 0.1512 0.1561 0.1578 0.1601 0.1489 0.1517 0.1623 0.1671 0.1834
500 0.1391 0.1374 0.1365 0.1389 0.1382 0.1372 0.1402 0.1433 0.1476
1000 0.129 0.1329 0.1327 0.1302 0.1284 0.1325 0.1287 0.1303 0.1332
2500 0.1223 0.1255 0.1267 0.1288 0.1217 0.1267 0.1303 0.1286 0.1265
7 50 0.1882 0.1974 0.1965 0.1999 0.1871 0.1909 0.1975 0.197 0.1973
100 0.1691 0.1876 0.1914 0.1966 0.1647 0.1798 0.1982 0.2019 0.2059
500 0.1217 0.134 0.1405 0.1525 0.1174 0.1306 0.1735 0.1787 0.1866
1000 0.1086 0.1193 0.1236 0.1308 0.1023 0.1182 0.1477 0.1642 0.1775
2500 0.0865 0.1014 0.1054 0.1125 0.0837 0.1008 0.1227 0.1269 0.1379
10 50 0.2329 0.2333 0.2337 0.2347 0.2328 0.2328 0.2351 0.2356 0.2374
100 0.241 0.2409 0.2409 0.241 0.241 0.2409 0.2411 0.2411 0.2412
500 0.2476 0.2476 0.2476 0.2476 0.2476 0.2476 0.2476 0.2476 0.2476
1000 0.249 0.249 0.249 0.249 0.249 0.249 0.249 0.249 0.249
2500 0.2495 0.2495 0.2495 0.2495 0.2495 0.2495 0.2495 0.2495 0.2495
11 50 0.1978 0.1967 0.1995 0.2036 0.2029 0.1938 0.2024 0.2119 0.2136
100 0.1648 0.1733 0.1751 0.1783 0.1592 0.1663 0.1786 0.1805 0.1895
500 0.1145 0.1228 0.1286 0.133 0.109 0.1186 0.1473 0.1544 0.1691
1000 0.097 0.107 0.111 0.1152 0.0912 0.1048 0.1204 0.1279 0.1473
2500 0.0776 0.0878 0.0912 0.0953 0.0748 0.0852 0.1012 0.1062 0.1168
12 50 0.306 0.2973 0.3013 0.3136 0.3357 0.2941 0.2874 0.2915 0.3022
100 0.3079 0.2843 0.2822 0.2833 0.3391 0.3115 0.2846 0.2801 0.2806
500 0.4166 0.4237 0.4139 0.3968 0.4102 0.4357 0.4032 0.3924 0.3742
1000 0.3949 0.4425 0.4535 0.46 0.3945 0.4453 0.4523 0.4416 0.4238
2500 0.3306 0.3907 0.4059 0.4289 0.3504 0.4083 0.4692 0.4813 0.4773
16 50 0.4327 0.4437 0.4532 0.4573 0.4429 0.4261 0.4677 0.4795 0.4841
100 0.373 0.383 0.381 0.3903 0.3669 0.3727 0.3985 0.42 0.4704
500 0.2421 0.2624 0.269 0.2807 0.2377 0.2559 0.3146 0.3389 0.349
1000 0.2067 0.2275 0.2328 0.2394 0.2031 0.216 0.2415 0.2538 0.308
2500 0.1628 0.1804 0.184 0.1937 0.1594 0.1744 0.2115 0.222 0.2252
17 50 0.8411 0.8523 0.8704 0.8723 0.8492 0.8311 0.8712 0.877 0.8768
100 0.7218 0.8059 0.8196 0.8569 0.7013 0.7592 0.8568 0.8744 0.9119
500 0.4893 0.5658 0.5842 0.6192 0.465 0.559 0.6663 0.7151 0.7544
1000 0.4296 0.4909 0.5122 0.5405 0.4133 0.4959 0.6037 0.6209 0.6743
2500 0.345 0.3981 0.4149 0.4377 0.3372 0.4084 0.5151 0.5256 0.6087
20 50 0.6523 0.6527 0.6528 0.653 0.6523 0.6523 0.6524 0.6525 0.6528
100 0.66 0.66 0.66 0.66 0.66 0.66 0.66 0.66 0.66
500 0.6694 0.6694 0.6694 0.6694 0.6694 0.6694 0.6694 0.6694 0.6694
1000 0.67 0.67 0.67 0.67 0.67 0.67 0.67 0.67 0.67
2500 0.6714 0.6714 0.6714 0.6714 0.6714 0.6714 0.6714 0.6714 0.6714
21 50 0.3309 0.3388 0.3453 0.3722 0.3243 0.3336 0.379 0.4037 0.4423
100 0.3055 0.3143 0.3158 0.3274 0.2993 0.3082 0.34 0.3555 0.3887
500 0.2509 0.2731 0.2808 0.289 0.2517 0.2834 0.2925 0.2971 0.3172
1000 0.226 0.2458 0.2521 0.2644 0.2341 0.2605 0.2978 0.3027 0.306
2500 0.1776 0.1991 0.2081 0.222 0.1901 0.228 0.2636 0.2749 0.2945
22 50 0.2233 0.2135 0.2105 0.2072 0.2336 0.2207 0.2102 0.2063 0.2052
100 0.2209 0.2241 0.2259 0.2218 0.2074 0.2264 0.2245 0.2242 0.2181
500 0.1708 0.1732 0.1786 0.188 0.1674 0.1751 0.2148 0.2247 0.2352
1000 0.1554 0.167 0.1693 0.1717 0.1541 0.1729 0.1869 0.1992 0.2154
2500 0.1259 0.147 0.151 0.1552 0.1272 0.1545 0.176 0.1791 0.1791
23 50 0.3692 0.3636 0.3632 0.3584 0.3857 0.3642 0.3632 0.3647 0.3558
100 0.3473 0.3552 0.3567 0.3602 0.3515 0.3509 0.3748 0.3764 0.3782
500 0.2906 0.2963 0.3052 0.3193 0.2867 0.2941 0.3302 0.3287 0.3707
1000 0.2578 0.2697 0.2702 0.2861 0.254 0.2778 0.3047 0.3107 0.3465
2500 0.2214 0.2379 0.2419 0.2533 0.2171 0.2381 0.2538 0.2629 0.3163
24 50 0.2891 0.2615 0.2479 0.2298 0.3014 0.2751 0.2321 0.2261 0.2178
100 0.2837 0.2766 0.2717 0.2589 0.2769 0.2796 0.2522 0.2416 0.2273
500 0.2711 0.242 0.2375 0.2458 0.2715 0.2375 0.2656 0.2641 0.2552
1000 0.2524 0.2723 0.2681 0.2451 0.2508 0.2653 0.24 0.2547 0.2614
2500 0.2453 0.2452 0.247 0.2531 0.2515 0.2505 0.2534 0.2312 0.2319
27 50 0.0656 0.0558 0.0544 0.0535 0.0776 0.0619 0.0546 0.0543 0.0535
100 0.0631 0.055 0.0538 0.0527 0.0698 0.0583 0.0534 0.0528 0.0524
500 0.0623 0.0542 0.053 0.0517 0.0678 0.0551 0.0517 0.0512 0.0509
1000 0.0602 0.056 0.0542 0.0518 0.0581 0.0585 0.051 0.0509 0.0508
2500 0.0498 0.0557 0.057 0.0547 0.0467 0.0551 0.0515 0.0508 0.0505
150
B.4. Weitere Simulationsergebnisse
Tabelle B.22.: Simulationsergebnisse fu¨r regula¨re Histogramme (alternative GoF-Tests) – arithmetisches
Mittel der Anzahl der gewa¨hlten Bins fu¨r Dichten 1-14.
Dichte n Kuip .5 Kuip .9 Kuip .95 Kuip .99 CvM V CvM .5 CvM .9 CvM .95 CvM .99
1 50 2.13 1.07 1.04 1 3.69 1.75 1.06 1.02 1
100 2.01 1.2 1.1 1.01 3.6 1.69 1.07 1.03 1
500 2.02 1.13 1.04 1.03 3.38 1.66 1.1 1.04 1.02
1000 1.98 1.09 1.06 1.01 3.37 1.76 1.11 1.08 1.01
2500 1.97 1.09 1.03 1.01 3.26 1.64 1.08 1.04 1.02
2 50 5.93 3.94 3.55 3.12 10.42 6.64 4.34 4.01 3.35
100 7.08 5.03 4.66 4.02 11.51 7.93 5.6 5.14 4.51
500 13.2 9.74 9.12 8.32 19.23 14.58 10.57 9.78 8.64
1000 16.53 12.53 11.86 10.77 23.9 18.25 13.52 12.6 11.11
2500 22.67 17.95 16.83 15.29 32.24 25.13 19.03 17.63 15.55
3 50 3.43 2.16 1.93 1.6 4.83 2.87 1.87 1.75 1.51
100 4.91 3.42 3.1 2.57 5.69 3.93 2.43 2.18 2
500 8.23 6.48 6.15 5.69 9.14 6.73 5.17 4.86 4.2
1000 10.1 8.1 7.68 7.09 10.75 8.29 6.17 5.82 5.26
2500 13.45 10.87 10.28 9.74 13.85 10.76 8.03 7.57 6.78
4 50 5.61 3.96 3.62 3.33 7.12 4.97 3.37 3.13 2.52
100 7.61 5.18 4.74 4.23 9.29 6.22 4.09 3.84 3.47
500 16.39 12.38 11.58 10.23 18.13 13.52 9.41 8.5 7.22
1000 22.71 17.45 16.21 14.66 24.73 18.24 12.73 11.49 9.98
2500 33.98 26.33 24.86 22.45 36.31 27.21 19.56 17.75 15.07
5 50 4.21 3.34 3.03 2.7 5.5 3.75 2.74 2.46 1.73
100 5.68 4.19 3.85 3.62 7.28 4.76 3.43 3.3 3.09
500 11.04 8.81 8.23 7.64 12.42 9.35 6.41 5.76 4.82
1000 14.18 11.54 10.82 10 15.52 12.05 8.76 8.12 6.75
2500 19.86 16.16 15.33 14.04 21.75 16.7 12.54 11.72 10.41
6 50 28.55 23.41 22.12 20.04 32.21 26.49 20.09 18.68 15.74
100 61.05 52.57 50.09 46.28 66.73 56.45 43.86 41.51 35.84
500 387.11 328.57 309.27 289.37 400.31 341.11 276.31 262.5 240.34
1000 842.55 763.38 739.15 678.45 854.13 765.28 605.86 572.74 521.35
2500 2275.71 2175.89 2142.17 2089.41 2296.33 2160.22 1873.36 1753.32 1579.89
7 50 4.4 2.62 2.47 2.14 5.89 3.63 2.27 2.09 1.85
100 6.27 4.7 4.28 3.58 7.35 5.22 3.3 2.76 2.33
500 10.8 8.72 8.24 7.55 12.06 9.14 6.57 6.34 5.81
1000 13.88 11.3 10.63 9.43 15.08 11.64 8.12 7.35 6.74
2500 19.32 15.75 15.04 13.95 20.35 15.82 11.96 11.28 9.59
8 50 8.35 3.93 3.32 2.38 14.32 7.6 3.61 3.13 2.33
100 13.59 6.4 5.25 3.66 21.84 11.24 5.27 4.43 3.31
500 41.83 21.32 17.78 13.26 52.07 28.35 13.71 11.41 8.45
1000 73.06 39.24 32.67 24.58 81.1 45.05 21.46 17.81 13.08
2500 158.54 85.72 72.66 54.7 144.53 79.88 39.5 32.92 23.93
9 50 49.94 49.19 48.72 48.16 50 50 49.36 49.1 48.45
100 100 100 99.92 99.72 100 100 100 99.85 99.69
500 500 500 500 500 500 500 500 500 500
1000 1000 1000 1000 1000 1000 1000 1000 1000 1000
2500 2500 2500 2500 2500 2500 2500 2500 2500 2500
10 50 49.57 48.76 48.38 47.72 49.65 49.16 47.43 46.87 44.65
100 100 99.8 99.73 99.57 100 99.8 99.5 99.34 98.36
500 500 500 500 500 500 500 500 500 500
1000 1000 1000 1000 1000 1000 1000 1000 1000 1000
2500 2500 2500 2500 2500 2500 2500 2500 2500 2500
11 50 3.77 2.82 2.65 2.23 4.99 3.32 2.34 1.93 1.41
100 4.87 3.53 3.34 3.09 6 4.06 3.01 2.93 2.63
500 8.35 6.7 6.2 5.83 9.48 7.12 4.98 4.54 3.56
1000 10.33 8.33 7.77 7.2 11.39 8.69 6.6 6.12 5.02
2500 13.46 10.94 10.39 9.59 14.81 11.33 8.65 8.07 7.12
12 50 9.27 6.11 5.73 4.97 13.67 9.37 6.9 6.36 5.42
100 12.39 8.92 8.2 7.38 17.4 12.19 9.51 8.88 7.84
500 52.16 27.79 22.86 19.05 59.3 33.04 19.48 18.42 16.82
1000 92.04 64.3 56.3 40.6 92.37 64.35 27.66 24.79 22.1
2500 164.67 126.49 117.5 103.29 150.34 115.73 78.6 67.31 41.2
13 50 9.64 7.05 6.57 5.64 12.25 8.25 4.61 3.91 2.39
100 11.54 8.55 8.03 7.39 13.65 9.6 6.55 5.6 4.22
500 16.53 10.61 9.93 9.13 16.87 10.76 9.18 8.86 7.3
1000 20.39 13.67 10.91 9.65 18.67 11.55 9.1 9.04 9.02
2500 21.02 20.27 20.02 18.47 20.93 13.25 10.03 9.2 9
14 50 46.23 34.18 29.6 20.07 46.03 30.13 7.5 5.14 2.58
100 100 96.6 94.28 82.9 99.01 85.94 22.57 13.45 6.62
500 500 500 500 500 500 500 464.64 360.91 153.73
1000 1000 1000 1000 1000 1000 1000 1000 989.59 733.66
2500 2500 2500 2500 2500 2500 2500 2500 2500 2500
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B. Details zu den Simulationen
Tabelle B.23.: Simulationsergebnisse fu¨r regula¨re Histogramme (alternative GoF-Tests) – arithmetisches
Mittel der Anzahl der gewa¨hlten Bins fu¨r Dichten 15-28.
Dichte n Kuip .5 Kuip .9 Kuip .95 Kuip .99 CvM V CvM .5 CvM .9 CvM .95 CvM .99
15 50 4.62 2.77 2.55 2.14 8.13 5.04 3.01 2.8 2.31
100 6.06 3.61 3.2 2.71 9.85 6.33 3.93 3.5 2.93
500 11.09 7.43 6.65 5.6 15.7 10.88 7.31 6.55 5.49
1000 15.14 9.9 9.14 7.7 20.11 14.17 9.28 8.36 6.96
2500 22.79 15.4 13.93 11.77 27.46 19.45 12.92 11.79 9.85
16 50 3.21 2.15 1.92 1.61 4.31 2.79 1.61 1.26 1.07
100 3.94 3.09 2.96 2.76 4.91 3.35 2.62 2.29 1.43
500 6.21 4.9 4.67 4.32 6.93 5.17 3.69 3.23 3.01
1000 7.3 5.74 5.45 5.07 8.1 6.32 4.87 4.6 3.62
2500 9.07 7.32 6.97 6.42 9.97 7.72 5.62 5.19 4.99
17 50 2.52 1.51 1.27 1.11 3.78 2.17 1.21 1.04 1.01
100 3.58 2.42 2.16 1.64 4.4 3.01 1.76 1.44 1.05
500 5.79 4.57 4.33 3.99 6.31 4.68 3.58 3.23 3
1000 6.74 5.5 5.18 4.8 7.24 5.43 4.13 3.98 3.57
2500 8.56 7.1 6.72 6.27 8.82 6.84 5.07 4.94 4.11
18 50 25.22 12.58 10.37 7.87 38.64 26.78 13.52 11.41 8.11
100 52.27 25.78 21.39 15.18 75.74 50.86 23.93 19.77 14.51
500 272.85 139.03 114.85 86.45 341.05 192.11 93.51 77.82 55.39
1000 525.13 280.3 236.6 177.15 587.1 329.46 161.27 133.34 97.69
2500 1325.7 716 607.53 459.15 1228.06 678.48 326.93 272.91 198.82
19 50 49.21 43.12 39.25 32.22 49.38 43.77 22.21 17.18 10.65
100 99.93 95.44 91.2 80.64 99.98 94.43 55.04 42.5 25.94
500 500 500 500 500 500 500 401.44 323.44 207.54
1000 1000 1000 1000 1000 1000 1000 883.17 748.65 474.65
2500 2500 2500 2500 2500 2500 2500 2387.15 2121.82 1402.27
20 50 50 49.81 49.78 49.67 50 50 49.95 49.9 49.76
100 100 100 100 100 100 100 100 100 100
500 500 500 500 500 500 500 500 500 500
1000 1000 1000 1000 1000 1000 1000 1000 1000 1000
2500 2500 2500 2500 2500 2500 2500 2500 2500 2500
21 50 20.06 14.85 13.15 10.61 25.03 17.63 10.32 8.37 5.71
100 24.38 17.96 16.88 14.75 28.36 19.36 13.5 12.13 9.58
500 49.53 42.6 39.86 34.3 48.6 41.51 23.11 19.53 15.46
1000 62.25 47.04 46.07 44.47 53.59 44.83 37.89 33.66 24.3
2500 88.36 74.93 68.23 54.49 81.28 48.74 41.19 40.2 38.12
22 50 3.39 2.01 1.77 1.46 4.89 2.93 1.78 1.57 1.34
100 4.86 3.4 3.15 2.69 6.02 4.05 2.56 2.23 1.79
500 8.44 6.51 6.17 5.5 9.42 6.59 4.88 4.65 4.27
1000 11.14 8.74 8.15 7.08 11.68 8.62 5.86 5.45 4.91
2500 16.72 12.58 11.69 10.56 16.56 11.9 8.6 7.96 6.28
23 50 4.03 2.94 2.62 2.07 5.67 3.49 2.08 1.87 1.34
100 5.77 4.01 3.82 3.42 7.37 4.31 3.07 2.92 2.58
500 17.1 8.98 8.19 7.02 19.9 9.59 5.49 4.94 3.89
1000 23.76 15.71 12.78 10.28 24.73 18.67 7.45 6.8 5.67
2500 32.87 26.5 25.62 22.89 34.87 26.46 16.49 12.15 8.39
24 50 4.84 2.74 2.23 1.41 7.08 3.78 1.5 1.33 1.12
100 7.19 4.66 4.01 2.77 8.79 5.68 2.41 1.77 1.28
500 13.58 9.74 9.3 8.55 14.29 9.66 6.65 6.08 5.4
1000 18.92 14.03 13.15 10.98 19.06 13.14 9 7.95 6.33
2500 26.29 19.88 19.59 18.66 23.62 19.07 12.36 10.64 9.43
25 50 4.69 2.32 1.85 1.38 6.46 3.28 1.42 1.16 1.04
100 7.96 4.49 3.76 2.97 8.5 5 2.78 2.41 1.4
500 13.82 10.4 9.83 9.1 12.49 9.3 5.8 4.41 3.68
1000 19.63 12.5 11.65 10.19 15.77 10.84 7.92 7.28 4.81
2500 32.04 22.15 19.13 13.53 21.17 14.13 10.3 9.24 8.5
26 50 50 50 50 50 50 50 45.34 38.62 17.19
100 100 100 100 100 100 100 99.08 97.45 74.42
500 375.66 356.72 351.15 341.21 378.82 350.87 304.71 288.88 256
1000 390.31 370.55 366.59 359.41 389.79 365.68 333.29 322.18 298.88
2500 393.58 381.84 379.42 374.96 393.9 378.81 358.38 351.29 336.61
27 50 2.51 1.24 1.11 1.02 4.62 2.04 1.1 1.08 1.02
100 3.15 1.43 1.23 1.09 4.94 1.98 1.18 1.08 1.03
500 8.23 2.19 1.73 1.25 16.11 2.65 1.23 1.07 1.01
1000 17.82 4.72 2.92 1.61 19.98 7.36 1.17 1.08 1.04
2500 24.51 19.66 16.27 6.68 27.2 19.9 1.86 1.29 1.04
28 50 4.49 2.46 2.12 1.49 6.41 3.6 1.6 1.28 1.06
100 5.8 3.54 3.05 2.4 6.97 4.38 2.23 1.87 1.25
500 10.26 6.99 6.32 5.25 10.26 6.84 4.37 4 3.29
1000 13.85 9.7 8.79 7.45 12.88 8.83 5.71 5.16 4.24
2500 19.75 14.12 12.96 11.06 16.96 12.13 7.98 7.12 5.97
152
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Tabelle B.24.: Simulationsergebnisse fu¨r Splines: L2-Risiko und gewa¨hlte λ · 104 fu¨r Ruppert & Carroll.
StN 3 7 10
n 50 100 1000 50 100 1000 50 100 1000
CV 0.0107 0.0057 9e-04 0.0053 0.0021 2e-04 0.0047 0.0016 1e-04
(0.0174) (0.0083) (0.0014) (0.0027) (0.0019) (3e-04) (0.0021) (0.0015) (2e-04)
GCV 0.0106 0.0058 9e-04 0.0054 0.0019 2e-04 0.0048 0.0013 1e-04
(0.0163) (0.0073) (0.0014) (0.0036) (0.0013) (3e-04) (0.0028) (8e-04) (2e-04)
Cp 0.0123 0.0061 9e-04 0.0077 0.0027 2e-04 0.007 0.0019 1e-04
(0.0687) (0.0145) (0.0014) (0.0252) (0.0042) (4e-04) (0.0203) (0.0023) (2e-04)
Chi .5 0.0205 0.0105 0.0014 0.0139 0.0056 4e-04 0.0129 0.004 3e-04
(0.8513) (0.1464) (0.0107) (0.2055) (0.0297) (0.0024) (0.1565) (0.014) (0.0015)
Chi .9 0.026 0.0131 0.0017 0.0171 0.0067 5e-04 0.0158 0.0048 3e-04
(2.3908) (0.3171) (0.0193) (0.4271) (0.0495) (0.0033) (0.3121) (0.0218) (0.0019)
Chi .95 0.0278 0.0139 0.0018 0.0181 0.007 5e-04 0.0167 0.005 3e-04
(3.2166) (0.3931) (0.0225) (0.5262) (0.057) (0.0035) (0.38) (0.0247) (0.002)
Chi .99 0.0315 0.0155 0.0021 0.0202 0.0077 6e-04 0.0186 0.0055 3e-04
(5.7307) (0.5857) (0.0296) (0.7802) (0.0745) (0.0041) (0.5518) (0.0313) (0.0023)
MR .5 0.0166 0.0079 0.001 0.0097 0.0035 2e-04 0.0083 0.0023 1e-04
(0.3597) (0.0513) (0.0032) (0.0718) (0.0086) (7e-04) (0.0419) (0.0039) (4e-04)
MR .9 0.024 0.0105 0.0011 0.0144 0.0049 3e-04 0.0131 0.0033 1e-04
(1.5663) (0.1494) (0.0058) (0.2669) (0.0215) (9e-04) (0.1904) (0.0086) (5e-04)
MR .95 0.0263 0.0115 0.0012 0.0162 0.0054 3e-04 0.0148 0.0036 1e-04
(2.2735) (0.2037) (0.0069) (0.3844) (0.0285) (0.0011) (0.2714) (0.0111) (6e-04)
MR .99 0.0317 0.0138 0.0013 0.02 0.0066 3e-04 0.0184 0.0045 2e-04
(5.1341) (0.3764) (0.0097) (0.7603) (0.0487) (0.0013) (0.5478) (0.0194) (7e-04)
MR 2 0.0167 0.0078 0.001 0.0098 0.0034 2e-04 0.0084 0.0023 1e-04
(0.3713) (0.0494) (0.0028) (0.0738) (0.0083) (6e-04) (0.0432) (0.0038) (4e-04)
MR 2.3 0.0186 0.0086 0.001 0.0111 0.0039 3e-04 0.0098 0.0026 1e-04
(0.5703) (0.0726) (0.004) (0.1168) (0.0121) (8e-04) (0.0753) (0.0051) (5e-04)
MR 2.5 0.02 0.0092 0.0011 0.012 0.0042 3e-04 0.0107 0.0028 1e-04
(0.7642) (0.0914) (0.0049) (0.152) (0.0148) (9e-04) (0.1018) (0.006) (5e-04)
MR 3 0.0238 0.0108 0.0012 0.0143 0.005 3e-04 0.013 0.0033 2e-04
(1.511) (0.1623) (0.0073) (0.2601) (0.023) (0.0011) (0.1853) (0.0091) (6e-04)
Cp∗ 0.01 0.0052 9e-04 0.0051 0.0015 2e-04 0.0045 9e-04 1e-04
(0.0057) (0.0024) (0.0014) (8e-04) (2e-04) (3e-04) (4e-04) (1e-04) (2e-04)
Chi .5∗ 0.0111 0.0061 0.0013 0.0056 0.0019 3e-04 0.0048 0.0011 2e-04
(0.0353) (0.014) (0.0086) (0.0052) (0.0014) (0.0016) (0.0028) (6e-04) (9e-04)
Chi .9∗ 0.0124 0.0069 0.0016 0.0059 0.0021 4e-04 0.0049 0.0012 2e-04
(0.065) (0.0264) (0.016) (0.0069) (0.0019) (0.0022) (0.0035) (8e-04) (0.0012)
Chi .95∗ 0.0128 0.0072 0.0017 0.0059 0.0021 4e-04 0.005 0.0012 2e-04
(0.0777) (0.0316) (0.0187) (0.0075) (0.002) (0.0024) (0.0037) (8e-04) (0.0013)
Chi .99∗ 0.0137 0.0079 0.002 0.0061 0.0023 5e-04 0.0051 0.0013 3e-04
(0.1092) (0.0443) (0.0249) (0.0088) (0.0024) (0.0029) (0.0042) (9e-04) (0.0015)
MR .5∗ 0.0105 0.0057 0.001 0.0053 0.0016 2e-04 0.0046 9e-04 1e-04
(0.0236) (0.0102) (0.0031) (0.0026) (7e-04) (6e-04) (0.0015) (3e-04) (4e-04)
MR .9∗ 0.0119 0.0068 0.0011 0.0054 0.0018 3e-04 0.0047 0.001 1e-04
(0.0587) (0.0255) (0.0057) (0.0038) (0.0011) (9e-04) (0.002) (4e-04) (5e-04)
MR .95∗ 0.0127 0.0073 0.0012 0.0055 0.0019 3e-04 0.0047 0.001 1e-04
(0.0847) (0.0347) (0.0067) (0.0043) (0.0013) (0.001) (0.0022) (5e-04) (5e-04)
MR .99∗ 0.0146 0.0085 0.0013 0.0057 0.0021 3e-04 0.0048 0.0011 2e-04
(0.1721) (0.0628) (0.0093) (0.0055) (0.002) (0.0012) (0.0027) (6e-04) (6e-04)
MR 2∗ 0.0105 0.0057 0.001 0.0053 0.0016 2e-04 0.0046 9e-04 1e-04
(0.0241) (0.0098) (0.0026) (0.0026) (6e-04) (6e-04) (0.0015) (3e-04) (3e-04)
MR 2.3∗ 0.0109 0.006 0.001 0.0053 0.0017 2e-04 0.0046 9e-04 1e-04
(0.032) (0.0143) (0.0039) (0.003) (8e-04) (7e-04) (0.0017) (3e-04) (4e-04)
MR 2.5∗ 0.0111 0.0062 0.0011 0.0053 0.0017 3e-04 0.0046 0.001 1e-04
(0.0378) (0.0172) (0.0047) (0.0032) (9e-04) (8e-04) (0.0018) (3e-04) (4e-04)
MR 3∗ 0.0118 0.0069 0.0012 0.0054 0.0018 3e-04 0.0047 0.001 1e-04
(0.0571) (0.0273) (0.007) (0.0038) (0.0012) (0.001) (0.002) (4e-04) (5e-04)
153
B. Details zu den Simulationen
Tabelle B.25.: Simulationsergebnisse fu¨r Splines: L2-Risiko und gewa¨hlte λ · 104 fu¨r SinePeak.
StN 3 7 10
n 50 100 1000 50 100 1000 50 100 1000
CV 0.0363 0.0191 0.0026 0.0092 0.0045 6e-04 0.0049 0.0024 3e-04
(0.0578) (0.0431) (0.0672) (0.0059) (0.0086) (0.0245) (0.002) (0.0056) (0.0171)
GCV 0.0381 0.0191 0.0026 0.0095 0.0045 6e-04 0.0051 0.0025 3e-04
(0.0527) (0.0403) (0.0672) (0.005) (0.0082) (0.0245) (0.0015) (0.0053) (0.0171)
Cp 0.0356 0.0195 0.0026 0.0092 0.0045 6e-04 0.0051 0.0025 3e-04
(0.1363) (0.0609) (0.0681) (0.0212) (0.0154) (0.0251) (0.013) (0.0106) (0.0175)
Chi .5 0.0579 0.0343 0.0058 0.0194 0.01 0.0013 0.012 0.0061 7e-04
(3.0521) (1.0534) (0.4496) (0.1308) (0.0957) (0.1185) (0.0661) (0.0571) (0.073)
Chi .9 0.0777 0.0459 0.0084 0.0248 0.0127 0.0019 0.0153 0.0076 0.001
(13.255) (3.7965) (0.8958) (0.2299) (0.1448) (0.1891) (0.0996) (0.0783) (0.1119)
Chi .95 0.0845 0.0497 0.0094 0.0266 0.0136 0.002 0.0164 0.0081 0.0011
(19.0917) (5.4152) (1.057) (0.271) (0.1619) (0.2107) (0.1119) (0.0854) (0.1234)
Chi .99 0.0986 0.0574 0.0113 0.0301 0.0154 0.0024 0.0185 0.0091 0.0012
(35.7224) (10.0838) (1.4059) (0.3726) (0.1994) (0.2523) (0.1397) (0.1) (0.145)
MR .5 0.041 0.0226 0.0033 0.0117 0.0054 7e-04 0.0066 0.0031 4e-04
(0.3127) (0.1709) (0.1475) (0.0426) (0.0306) (0.0461) (0.0233) (0.0196) (0.0318)
MR .9 0.0498 0.0268 0.0035 0.0147 0.0065 8e-04 0.0085 0.0037 4e-04
(0.8454) (0.3133) (0.221) (0.072) (0.0449) (0.0664) (0.0367) (0.0273) (0.0429)
MR .95 0.0532 0.0285 0.0036 0.0159 0.0069 8e-04 0.0092 0.004 4e-04
(1.221) (0.3799) (0.244) (0.0848) (0.0506) (0.0712) (0.0421) (0.0303) (0.046)
MR .99 0.0614 0.0322 0.004 0.0185 0.0079 9e-04 0.0109 0.0045 5e-04
(3.341) (0.5619) (0.2946) (0.1174) (0.0636) (0.0814) (0.0556) (0.037) (0.052)
MR 2 0.0412 0.0225 0.0034 0.0117 0.0054 7e-04 0.0066 0.0031 4e-04
(0.3189) (0.1665) (0.126) (0.0431) (0.0301) (0.04) (0.0236) (0.0193) (0.0283)
MR 2.3 0.0436 0.0238 0.0033 0.0126 0.0057 7e-04 0.0071 0.0033 4e-04
(0.4282) (0.2085) (0.1737) (0.0509) (0.0348) (0.0544) (0.0273) (0.0219) (0.0367)
MR 2.5 0.0453 0.0247 0.0033 0.0131 0.006 7e-04 0.0075 0.0034 4e-04
(0.5171) (0.2387) (0.1987) (0.0564) (0.0381) (0.061) (0.0298) (0.0236) (0.04)
MR 3 0.0496 0.0272 0.0037 0.0146 0.0066 8e-04 0.0084 0.0038 4e-04
(0.8228) (0.3267) (0.2516) (0.0712) (0.0462) (0.0727) (0.0363) (0.0279) (0.0468)
Cp∗ 0.0337 0.0189 0.0026 0.0082 0.0044 6e-04 0.0043 0.0024 3e-04
(0.0486) (0.0402) (0.0679) (0.0085) (0.0101) (0.0249) (0.0052) (0.0064) (0.0172)
Chi .5∗ 0.0422 0.0246 0.0045 0.0116 0.0068 0.0011 0.0065 0.0037 5e-04
(0.3562) (0.2433) (0.3306) (0.0417) (0.048) (0.1002) (0.0229) (0.0271) (0.0591)
Chi .9∗ 0.0534 0.0327 0.0075 0.0142 0.0086 0.0017 0.0078 0.0046 8e-04
(1.0851) (0.5996) (0.7484) (0.064) (0.0734) (0.1715) (0.0317) (0.0382) (0.0983)
Chi .95∗ 0.0574 0.0356 0.0086 0.015 0.0092 0.0019 0.0083 0.0049 9e-04
(1.5048) (0.773) (0.8974) (0.0722) (0.0822) (0.1927) (0.0347) (0.0418) (0.1095)
Chi .99∗ 0.066 0.0416 0.0107 0.0168 0.0105 0.0022 0.0091 0.0055 0.0011
(2.8362) (1.2555) (1.2168) (0.0903) (0.1008) (0.2336) (0.041) (0.0492) (0.1309)
MR .5∗ 0.0368 0.0209 0.0032 0.0093 0.0049 7e-04 0.0049 0.0027 4e-04
(0.1591) (0.1243) (0.1509) (0.022) (0.0231) (0.0457) (0.0117) (0.0138) (0.0313)
MR .9∗ 0.0431 0.0243 0.0035 0.0108 0.0057 8e-04 0.0057 0.0031 4e-04
(0.3431) (0.2236) (0.2207) (0.0348) (0.0338) (0.0653) (0.0173) (0.0192) (0.0423)
MR .95∗ 0.0455 0.0257 0.0036 0.0114 0.006 8e-04 0.006 0.0032 4e-04
(0.4352) (0.2662) (0.2437) (0.0397) (0.0378) (0.0705) (0.0194) (0.0212) (0.0453)
MR .99∗ 0.0511 0.0288 0.004 0.0128 0.0067 9e-04 0.0067 0.0036 4e-04
(0.7133) (0.3755) (0.2934) (0.0519) (0.0469) (0.0807) (0.0243) (0.0257) (0.0512)
MR 2∗ 0.0369 0.0208 0.0032 0.0093 0.0049 7e-04 0.0049 0.0027 4e-04
(0.1617) (0.1211) (0.128) (0.0223) (0.0227) (0.0405) (0.0118) (0.0136) (0.0273)
MR 2.3∗ 0.0386 0.0218 0.0032 0.0097 0.0051 7e-04 0.0051 0.0028 4e-04
(0.2062) (0.151) (0.1741) (0.0259) (0.0263) (0.0531) (0.0134) (0.0154) (0.0353)
MR 2.5∗ 0.0398 0.0226 0.0033 0.01 0.0053 7e-04 0.0052 0.0029 4e-04
(0.2397) (0.1724) (0.1997) (0.0283) (0.0288) (0.0602) (0.0144) (0.0166) (0.0394)
MR 3 ∗ 0.0429 0.0246 0.0037 0.0108 0.0057 8e-04 0.0056 0.0031 4e-04
(0.3377) (0.2328) (0.2509) (0.0344) (0.0346) (0.0719) (0.0171) (0.0196) (0.0461)
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B.4. Weitere Simulationsergebnisse
Tabelle B.26.: Simulationsergebnisse fu¨r Splines: L2-Risiko und gewa¨hlte λ · 104 fu¨r Piecewise Polynomial.
StN 3 7 10
n 50 100 1000 50 100 1000 50 100 1000
CV 0.054 0.0355 0.0095 0.0272 0.0162 0.004 0.0222 0.0126 0.0029
(1.2573) (0.5121) (0.025) (0.1295) (0.035) (0.001) (0.0674) (0.0126) (3e-04)
GCV 0.0548 0.0353 0.0095 0.0269 0.0162 0.004 0.0225 0.0126 0.0029
(1.1866) (0.4561) (0.0248) (0.1211) (0.0327) (0.001) (0.0652) (0.0123) (3e-04)
Cp 0.054 0.0355 0.0096 0.0259 0.0161 0.0041 0.0215 0.0127 0.0029
(1.3264) (0.4506) (0.0211) (0.0702) (0.0138) (7e-04) (0.0244) (0.0035) (2e-04)
Chi .5 0.0681 0.0394 0.0112 0.0284 0.0164 0.0043 0.0232 0.0127 0.003
(15.7912) (5.8278) (0.2971) (0.4293) (0.0808) (0.0037) (0.1476) (0.0188) (7e-04)
Chi .9 0.0938 0.0514 0.0136 0.0334 0.0182 0.0048 0.0261 0.0135 0.0032
(49.8982) (20.4642) (1.4649) (1.3278) (0.2376) (0.0091) (0.3854) (0.041) (0.0014)
Chi .95 0.1033 0.0561 0.0146 0.0353 0.0189 0.0049 0.0272 0.0138 0.0033
(65.3313) (27.8575) (2.1691) (1.7793) (0.3178) (0.0116) (0.5039) (0.0512) (0.0017)
Chi .99 0.1237 0.0662 0.0168 0.0393 0.0205 0.0053 0.0296 0.0145 0.0034
(103.3319) (46.6562) (4.2421) (2.975) (0.5286) (0.0182) (0.8227) (0.0775) (0.0024)
MR .5 0.057 0.035 0.0122 0.0253 0.0163 0.0066 0.0211 0.0129 0.005
(4.304) (0.973) (0.0031) (0.0611) (0.0054) (0) (0.017) (0.0013) (0)
MR .9 0.0699 0.0391 0.0103 0.0266 0.0158 0.0058 0.0214 0.0125 0.0046
(13.3346) (3.7995) (0.0095) (0.2238) (0.0178) (0) (0.0464) (0.0026) (0)
MR .95 0.0753 0.0412 0.01 0.0276 0.0158 0.0056 0.0217 0.0123 0.0044
(17.8202) (5.35) (0.0135) (0.3387) (0.0261) (0) (0.0643) (0.0033) (0)
MR .99 0.0871 0.0464 0.0097 0.0304 0.0161 0.0051 0.0229 0.0123 0.0041
(30.0487) (9.5988) (0.0247) (0.762) (0.0517) (1e-04) (0.1318) (0.0057) (0)
MR 2 0.0572 0.0349 0.0129 0.0253 0.0164 0.0068 0.0211 0.013 0.0051
(4.4239) (0.9212) (0.0023) (0.0627) (0.0052) (0) (0.0173) (0.0013) (0)
MR 2.3 0.0605 0.0356 0.0114 0.0255 0.0161 0.0063 0.0211 0.0128 0.0049
(6.672) (1.5398) (0.0046) (0.0913) (0.0077) (0) (0.0232) (0.0016) (0)
MR 2.5 0.063 0.0367 0.0107 0.0257 0.0159 0.0061 0.0211 0.0126 0.0047
(8.2937) (2.2149) (0.0067) (0.1175) (0.0102) (0) (0.0284) (0.0019) (0)
MR 3 0.0695 0.0395 0.0099 0.0266 0.0158 0.0055 0.0213 0.0124 0.0044
(13.0568) (4.0918) (0.0149) (0.2169) (0.0194) (0) (0.0453) (0.0027) (0)
Cp∗ 0.0536 0.0337 0.0095 0.0271 0.0163 0.004 0.0233 0.0133 0.0029
(0.7315) (0.303) (0.02) (0.0098) (0.0059) (6e-04) (0.0031) (0.001) (1e-04)
Chi .5∗ 0.0574 0.0361 0.0103 0.0249 0.0156 0.0042 0.0209 0.0121 0.0029
(5.0822) (2.0858) (0.1008) (0.0647) (0.0301) (0.0022) (0.0217) (0.0067) (4e-04)
Chi .9∗ 0.0735 0.0454 0.0126 0.0262 0.0167 0.0046 0.0211 0.0124 0.0031
(18.2287) (9.2414) (0.6492) (0.1659) (0.0765) (0.0054) (0.0407) (0.0126) (8e-04)
Chi .95∗ 0.0805 0.0496 0.0137 0.0269 0.0172 0.0047 0.0213 0.0125 0.0032
(25.0859) (13.1488) (1.0301) (0.2193) (0.1003) (0.007) (0.0492) (0.0152) (9e-04)
Chi .99∗ 0.0963 0.059 0.016 0.0285 0.0183 0.005 0.0218 0.0129 0.0033
(43.578) (23.9762) (2.2631) (0.3703) (0.1666) (0.0112) (0.0707) (0.0218) (0.0013)
MR .5∗ 0.0537 0.0337 0.012 0.0253 0.0165 0.0067 0.0218 0.0132 0.005
(2.5779) (0.6143) (0.0027) (0.0195) (0.0037) (0) (0.006) (9e-04) (0)
MR .9∗ 0.0644 0.0373 0.0102 0.0249 0.0157 0.0058 0.0211 0.0127 0.0046
(8.795) (2.5313) (0.0086) (0.0515) (0.009) (0) (0.011) (0.0016) (0)
MR .95∗ 0.0688 0.0395 0.0099 0.025 0.0156 0.0056 0.021 0.0125 0.0045
(11.7627) (3.8058) (0.012) (0.0703) (0.0123) (0) (0.0136) (0.002) (0)
MR .99∗ 0.0794 0.0452 0.0096 0.0258 0.0156 0.0051 0.0209 0.0123 0.0042
(20.1169) (7.6154) (0.0232) (0.1368) (0.0252) (1e-04) (0.0215) (0.003) (0)
MR 2∗ 0.0538 0.0337 0.0126 0.0253 0.0166 0.0069 0.0218 0.0133 0.0051
(2.6425) (0.582) (0.002) (0.0199) (0.0036) (0) (0.006) (9e-04) (0)
MR 2.3∗ 0.0561 0.0343 0.0112 0.0251 0.0162 0.0064 0.0216 0.013 0.0049
(3.8952) (1.0148) (0.004) (0.0271) (0.0049) (0) (0.0073) (0.0011) (0)
MR 2.5∗ 0.0581 0.0351 0.0106 0.025 0.016 0.0061 0.0214 0.0129 0.0047
(5.0337) (1.4225) (0.006) (0.0328) (0.006) (0) (0.0082) (0.0012) (0)
MR 3∗ 0.0641 0.0378 0.0098 0.0249 0.0157 0.0055 0.0212 0.0126 0.0044
(8.591) (2.8001) (0.0132) (0.0504) (0.0096) (0) (0.0109) (0.0017) (0)
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B. Details zu den Simulationen
Tabelle B.27.: Simulationsergebnisse fu¨r Splines: L2-Risiko und gewa¨hlte λ · 104 fu¨r Blocks.
StN 3 7 10
n 50 100 1000 50 100 1000 50 100 1000
CV 0.357 0.1369 0.0374 0.3246 0.0793 0.0163 0.3199 0.0695 0.0119
(0.5172) (0.0012) (1e-04) (0.3455) (1e-04) (0) (0.3207) (0) (0)
GCV 0.3592 0.1373 0.0374 0.3278 0.0793 0.0162 0.3233 0.0695 0.0119
(0.5474) (0.0011) (1e-04) (0.3732) (0) (0) (0.3491) (0) (0)
Cp 0.2121 0.1506 0.0374 0.1074 0.0882 0.0162 0.0958 0.0763 0.012
(0.0297) (0.0043) (1e-04) (5e-04) (8e-04) (0) (2e-04) (4e-04) (0)
Chi .5 0.2704 0.2194 0.0431 0.1405 0.1161 0.0196 0.1164 0.0944 0.0148
(0.0981) (0.0422) (7e-04) (0.0039) (0.0037) (0) (0.002) (0.0018) (0)
Chi .9 0.3074 0.2455 0.0462 0.1509 0.1237 0.0203 0.1221 0.0986 0.0153
(0.4381) (0.0976) (0.0012) (0.0055) (0.0048) (0) (0.0025) (0.0022) (0)
Chi .95 0.3197 0.2534 0.0473 0.1542 0.126 0.0206 0.1239 0.0999 0.0154
(0.6598) (0.1277) (0.0014) (0.0061) (0.0052) (1e-04) (0.0027) (0.0023) (0)
Chi .99 0.3456 0.2691 0.0493 0.1608 0.1305 0.021 0.1274 0.1023 0.0157
(1.3837) (0.217) (0.0019) (0.0074) (0.006) (1e-04) (0.003) (0.0026) (0)
MR .5 0.2487 0.1959 0.0381 0.1341 0.103 0.0162 0.113 0.0851 0.012
(0.0941) (0.0237) (1e-04) (0.0031) (0.0021) (0) (0.0017) (0.001) (0)
MR .9 0.3024 0.2341 0.0403 0.1486 0.1136 0.0166 0.1214 0.0906 0.0123
(0.6568) (0.0839) (4e-04) (0.0051) (0.0034) (0) (0.0024) (0.0014) (0)
MR .95 0.3223 0.2478 0.0414 0.154 0.1176 0.0169 0.1244 0.0927 0.0125
(1.0292) (0.1342) (5e-04) (0.006) (0.004) (0) (0.0027) (0.0016) (0)
MR .99 0.3695 0.2774 0.0444 0.166 0.1266 0.0175 0.1311 0.0973 0.0128
(2.6112) (0.3194) (9e-04) (0.0085) (0.0054) (0) (0.0035) (0.0021) (0)
MR 2 0.2496 0.1945 0.0379 0.1343 0.1026 0.0161 0.1132 0.0849 0.012
(0.0972) (0.0226) (1e-04) (0.0031) (0.0021) (0) (0.0017) (0.001) (0)
MR 2.3 0.2645 0.2078 0.0387 0.1385 0.1062 0.0163 0.1156 0.0867 0.0121
(0.1993) (0.0349) (2e-04) (0.0036) (0.0025) (0) (0.0019) (0.0011) (0)
MR 2.5 0.2752 0.2166 0.0394 0.1413 0.1085 0.0164 0.1172 0.088 0.0122
(0.2804) (0.0472) (3e-04) (0.004) (0.0028) (0) (0.002) (0.0012) (0)
MR 3 0.3012 0.237 0.0418 0.1482 0.1145 0.0169 0.1211 0.0911 0.0125
(0.643) (0.0926) (5e-04) (0.005) (0.0035) (0) (0.0024) (0.0015) (0)
Cp∗ 0.1844 0.1369 0.0371 0.1049 0.0822 0.016 0.0947 0.0726 0.0119
(0.001) (0.0015) (1e-04) (2e-04) (3e-04) (0) (1e-04) (2e-04) (0)
Chi .5∗ 0.2149 0.1697 0.0412 0.119 0.0978 0.019 0.1039 0.0837 0.0144
(0.008) (0.0087) (4e-04) (0.0016) (0.0016) (0) (9e-04) (9e-04) (0)
Chi .9∗ 0.229 0.1841 0.0438 0.123 0.1018 0.0196 0.1062 0.086 0.0148
(0.0127) (0.0137) (7e-04) (0.0019) (0.002) (0) (0.0011) (0.0011) (0)
Chi .95∗ 0.2337 0.1886 0.0447 0.1243 0.103 0.0198 0.1069 0.0867 0.0149
(0.0147) (0.0156) (9e-04) (0.002) (0.0021) (0) (0.0012) (0.0011) (0)
Chi .99∗ 0.2434 0.1977 0.0464 0.1268 0.1054 0.0202 0.1083 0.0881 0.0151
(0.0196) (0.02) (0.0012) (0.0023) (0.0023) (0) (0.0013) (0.0012) (0)
MR .5∗ 0.2076 0.1626 0.0379 0.117 0.0919 0.0161 0.1028 0.0789 0.012
(0.0063) (0.0072) (1e-04) (0.0014) (0.0011) (0) (8e-04) (6e-04) (0)
MR .9∗ 0.2275 0.185 0.0397 0.1232 0.0974 0.0165 0.1063 0.082 0.0122
(0.0142) (0.015) (3e-04) (0.0019) (0.0016) (0) (0.0011) (8e-04) (0)
MR .95∗ 0.2354 0.1939 0.0408 0.1254 0.0995 0.0167 0.1076 0.0832 0.0124
(0.0187) (0.0195) (4e-04) (0.0021) (0.0018) (0) (0.0012) (9e-04) (0)
MR .99∗ 0.2552 0.2139 0.0435 0.1305 0.1042 0.0172 0.1105 0.0857 0.0126
(0.0441) (0.0344) (8e-04) (0.0026) (0.0022) (0) (0.0014) (0.001) (0)
MR 2∗ 0.208 0.1618 0.0378 0.1171 0.0917 0.016 0.1028 0.0788 0.0119
(0.0064) (0.007) (1e-04) (0.0014) (0.0011) (0) (8e-04) (6e-04) (0)
MR 2.3∗ 0.2134 0.1691 0.0383 0.1189 0.0935 0.0162 0.1039 0.0799 0.012
(0.0078) (0.0091) (2e-04) (0.0015) (0.0012) (0) (9e-04) (6e-04) (0)
MR 2.5∗ 0.2171 0.174 0.039 0.1201 0.0948 0.0163 0.1046 0.0806 0.0121
(0.009) (0.0107) (2e-04) (0.0016) (0.0013) (0) (0.001) (7e-04) (0)
MR 3∗ 0.227 0.1869 0.0411 0.123 0.0979 0.0168 0.1063 0.0823 0.0124
(0.0139) (0.0158) (5e-04) (0.0019) (0.0016) (0) (0.0011) (8e-04) (0)
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B.4. Weitere Simulationsergebnisse
Tabelle B.28.: Simulationsergebnisse fu¨r Splines: L2-Risiko und gewa¨hlte λ · 104 fu¨r Bumps.
StN 3 7 10
n 50 100 1000 50 100 1000 50 100 1000
CV 0.9211 0.8215 0.0503 0.8657 0.7393 0.0152 0.8537 0.7273 0.0095
(17832.1518) (11313.2078) (0) (2955.9554) (1479.5945) (0) (2216.9154) (0.7169) (0)
GCV 0.9512 0.8758 0.0503 0.9291 0.7975 0.0152 0.927 0.7962 0.0095
(37983.6263) (31823.8948) (0) (36945.3876) (19950.6592) (0) (36945.3728) (19950.6585) (0)
Cp 1.0087 0.3676 0.0497 0.9637 0.2967 0.0147 0.9566 0.289 0.0091
(0.001) (1e-04) (0) (1e-04) (0) (0) (1e-04) (0) (0)
Chi .5 0.9269 0.4094 0.062 0.9183 0.296 0.0168 0.9195 0.284 0.0095
(0.0087) (6e-04) (0) (0.0014) (1e-04) (0) (0.001) (1e-04) (0)
Chi .9 0.9119 0.4247 0.0655 0.9124 0.2982 0.0173 0.9147 0.2847 0.0098
(0.0155) (9e-04) (0) (0.0018) (2e-04) (0) (0.0012) (1e-04) (0)
Chi .95 0.908 0.4297 0.0666 0.9106 0.2989 0.0175 0.9134 0.2849 0.0098
(0.0188) (9e-04) (0) (0.0019) (2e-04) (0) (0.0013) (1e-04) (0)
Chi .99 0.9011 0.4397 0.0688 0.9074 0.3004 0.0178 0.9109 0.2854 0.01
(0.0275) (0.0011) (0) (0.0021) (2e-04) (0) (0.0014) (1e-04) (0)
MR .5 0.9346 0.4115 0.056 0.9195 0.2969 0.0156 0.9202 0.2843 0.0092
(0.0069) (7e-04) (0) (0.0014) (1e-04) (0) (0.001) (1e-04) (0)
MR .9 0.9137 0.4467 0.0534 0.9097 0.3029 0.0152 0.9122 0.2864 0.009
(0.0147) (0.0014) (0) (0.002) (2e-04) (0) (0.0013) (1e-04) (0)
MR .95 0.9077 0.4611 0.0527 0.9066 0.3055 0.015 0.9097 0.2874 0.0089
(0.0192) (0.0019) (0) (0.0022) (2e-04) (0) (0.0014) (1e-04) (0)
MR .99 0.8971 0.4951 0.0514 0.9006 0.3115 0.0148 0.9048 0.2899 0.0088
(0.0329) (0.0045) (0) (0.0027) (3e-04) (0) (0.0017) (1e-04) (0)
MR 2 0.9342 0.4104 0.0566 0.9193 0.2967 0.0157 0.92 0.2842 0.0093
(0.007) (7e-04) (0) (0.0014) (1e-04) (0) (0.001) (1e-04) (0)
MR 2.3 0.9274 0.4217 0.0551 0.9162 0.2986 0.0154 0.9175 0.2848 0.0091
(0.0088) (8e-04) (0) (0.0015) (2e-04) (0) (0.0011) (1e-04) (0)
MR 2.5 0.9232 0.4296 0.0542 0.9143 0.2999 0.0153 0.9159 0.2853 0.0091
(0.0101) (0.001) (0) (0.0017) (2e-04) (0) (0.0011) (1e-04) (0)
MR 3 0.9142 0.4498 0.0525 0.9099 0.3034 0.015 0.9124 0.2866 0.0089
(0.0144) (0.0015) (0) (0.0019) (2e-04) (0) (0.0013) (1e-04) (0)
Cp∗ 1.0349 0.3737 0.0508 0.9688 0.2985 0.0158 0.9601 0.29 0.0098
(4e-04) (0) (0) (1e-04) (0) (0) (0) (0) (0)
Chi .5∗ 0.9561 0.3766 0.0544 0.932 0.2917 0.015 0.9332 0.2834 0.0087
(0.0034) (3e-04) (0) (9e-04) (1e-04) (0) (5e-04) (1e-04) (0)
Chi .9∗ 0.944 0.3821 0.0565 0.9273 0.2921 0.0152 0.9298 0.2832 0.0088
(0.0046) (3e-04) (0) (0.001) (1e-04) (0) (6e-04) (1e-04) (0)
Chi .95∗ 0.9405 0.3839 0.0571 0.9259 0.2922 0.0153 0.9288 0.2832 0.0088
(0.005) (3e-04) (0) (0.0011) (1e-04) (0) (7e-04) (1e-04) (0)
Chi .99∗ 0.9338 0.3876 0.0585 0.9234 0.2925 0.0155 0.927 0.2832 0.0088
(0.006) (4e-04) (0) (0.0012) (1e-04) (0) (7e-04) (1e-04) (0)
MR .5∗ 0.9595 0.3779 0.0579 0.9326 0.2918 0.0161 0.9334 0.2833 0.0095
(0.0031) (3e-04) (0) (8e-04) (1e-04) (0) (5e-04) (1e-04) (0)
MR .9∗ 0.9407 0.392 0.0551 0.9245 0.2931 0.0156 0.9275 0.2832 0.0093
(0.005) (4e-04) (0) (0.0011) (1e-04) (0) (7e-04) (1e-04) (0)
MR .95∗ 0.9348 0.3979 0.0543 0.922 0.2938 0.0155 0.9256 0.2833 0.0092
(0.0059) (5e-04) (0) (0.0012) (1e-04) (0) (8e-04) (1e-04) (0)
MR .99∗ 0.9231 0.4118 0.0528 0.9169 0.2955 0.0152 0.9218 0.2837 0.0091
(0.0082) (6e-04) (0) (0.0015) (1e-04) (0) (9e-04) (1e-04) (0)
MR 2∗ 0.9591 0.3775 0.0585 0.9324 0.2918 0.0161 0.9333 0.2833 0.0096
(0.0032) (3e-04) (0) (8e-04) (1e-04) (0) (5e-04) (1e-04) (0)
MR 2.3∗ 0.9532 0.3819 0.0569 0.9299 0.2921 0.0159 0.9314 0.2832 0.0095
(0.0037) (3e-04) (0) (9e-04) (1e-04) (0) (6e-04) (1e-04) (0)
MR 2.5∗ 0.9495 0.385 0.056 0.9283 0.2924 0.0158 0.9303 0.2832 0.0094
(0.004) (4e-04) (0) (0.001) (1e-04) (0) (6e-04) (1e-04) (0)
MR 3∗ 0.9412 0.3933 0.054 0.9247 0.2933 0.0155 0.9276 0.2832 0.0092
(0.005) (4e-04) (0) (0.0011) (1e-04) (0) (7e-04) (1e-04) (0)
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B. Details zu den Simulationen
Tabelle B.29.: Simulationsergebnisse fu¨r Splines: L2-Risiko und gewa¨hlte λ · 104 fu¨r HeaviSine.
StN 3 7 10
n 50 100 1000 50 100 1000 50 100 1000
CV 0.0329 0.0194 0.0057 0.0123 0.0081 0.0023 0.0083 0.0056 0.0016
(0.5365) (0.7587) (0.2763) (0.133) (0.1342) (0.0077) (0.0659) (0.0412) (0.0017)
GCV 0.0343 0.0196 0.0056 0.0125 0.0081 0.0023 0.0085 0.0056 0.0016
(0.5917) (0.7708) (0.2739) (0.1479) (0.1362) (0.0077) (0.0724) (0.0379) (0.0017)
Cp 0.0321 0.0199 0.0057 0.0144 0.0083 0.0023 0.0126 0.0064 0.0016
(0.8657) (0.8985) (0.2811) (0.6529) (0.2766) (0.0068) (0.6613) (0.1724) (0.0015)
Chi .5 0.0683 0.0366 0.0091 0.0515 0.0166 0.0026 0.0515 0.0142 0.0018
(4.6363) (5.0538) (7.3858) (4.1079) (2.4135) (0.061) (4.2179) (2.0894) (0.0125)
Chi .9 0.1027 0.0563 0.0124 0.0679 0.0221 0.0031 0.066 0.0179 0.0021
(7.7388) (8.7794) (15.9621) (5.4164) (3.5886) (0.2288) (5.3722) (2.9319) (0.034)
Chi .95 0.1138 0.0628 0.0138 0.073 0.0239 0.0033 0.0706 0.0191 0.0021
(8.7641) (9.9207) (19.1861) (5.824) (3.935) (0.3211) (5.7296) (3.1741) (0.0444)
Chi .99 0.1366 0.0759 0.0167 0.0831 0.0273 0.0037 0.0796 0.0214 0.0023
(11.0042) (12.1765) (25.8579) (6.6335) (4.6009) (0.5759) (6.4482) (3.6406) (0.0718)
MR .5 0.0634 0.032 0.0066 0.0373 0.012 0.0025 0.0347 0.0088 0.0018
(4.1474) (4.2477) (1.0467) (2.9318) (1.2843) (0.004) (2.8376) (0.7399) (5e-04)
MR .9 0.098 0.0488 0.0069 0.0536 0.0165 0.0024 0.0494 0.0122 0.0017
(7.2781) (7.6239) (3.0359) (4.2788) (2.4227) (0.0124) (4.0515) (1.5981) (0.0012)
MR .95 0.1108 0.0552 0.0073 0.0597 0.0181 0.0024 0.0548 0.0133 0.0017
(8.4295) (8.7315) (4.068) (4.7639) (2.7837) (0.0171) (4.4815) (1.8855) (0.0016)
MR .99 0.1396 0.0683 0.0085 0.0732 0.0217 0.0025 0.0668 0.0159 0.0017
(11.1664) (10.9416) (7.1126) (5.838) (3.5392) (0.0325) (5.4342) (2.4822) (0.0027)
MR 2 0.0639 0.0316 0.007 0.0376 0.0118 0.0026 0.035 0.0087 0.0018
(4.1968) (4.092) (0.7465) (2.9579) (1.2488) (0.0031) (2.864) (0.7113) (5e-04)
MR 2.3 0.074 0.0371 0.0065 0.0425 0.0132 0.0024 0.0393 0.0098 0.0017
(5.1534) (5.3748) (1.6831) (3.3728) (1.6264) (0.006) (3.2244) (1.0002) (7e-04)
MR 2.5 0.0808 0.0407 0.0067 0.0456 0.0143 0.0024 0.0421 0.0106 0.0017
(5.7614) (6.0994) (2.3664) (3.6275) (1.8876) (0.0088) (3.4574) (1.1921) (9e-04)
MR 3 0.0971 0.0502 0.0074 0.0532 0.0169 0.0024 0.049 0.0124 0.0017
(7.2019) (7.8669) (4.4041) (4.2464) (2.5025) (0.0188) (4.0195) (1.6592) (0.0017)
Cp∗ 0.0324 0.0192 0.0057 0.0119 0.008 0.0023 0.008 0.0054 0.0016
(0.6553) (0.7514) (0.2566) (0.1522) (0.0987) (0.0068) (0.055) (0.0229) (0.0014)
Chi .5∗ 0.0475 0.027 0.0067 0.015 0.0089 0.0025 0.0097 0.0062 0.0018
(2.6922) (2.9497) (2.2105) (0.7041) (0.4719) (0.0438) (0.2966) (0.1443) (0.0083)
Chi .9∗ 0.0722 0.0414 0.01 0.0198 0.0112 0.003 0.0119 0.0073 0.002
(4.9848) (6.2296) (10.9717) (1.2823) (1.1285) (0.1767) (0.5859) (0.3738) (0.0236)
Chi .95∗ 0.0808 0.047 0.0115 0.0215 0.0121 0.0032 0.0128 0.0078 0.0021
(5.7203) (7.2718) (14.5285) (1.4647) (1.3674) (0.2541) (0.6867) (0.473) (0.0313)
Chi .99∗ 0.0986 0.0584 0.0146 0.025 0.014 0.0037 0.0145 0.0087 0.0023
(7.2218) (9.2687) (22.0291) (1.8205) (1.8619) (0.477) (0.8925) (0.7017) (0.052)
MR .5∗ 0.0493 0.0282 0.0064 0.0161 0.0088 0.0025 0.0097 0.0058 0.0018
(2.9216) (3.4608) (0.7826) (0.8237) (0.3988) (0.004) (0.2984) (0.0885) (5e-04)
MR .9∗ 0.0789 0.0435 0.0068 0.0224 0.0116 0.0024 0.0131 0.0069 0.0017
(5.591) (6.7058) (2.8252) (1.5603) (1.1913) (0.0121) (0.7125) (0.283) (0.0012)
MR .95∗ 0.0899 0.0491 0.0072 0.0246 0.0129 0.0024 0.0144 0.0074 0.0017
(6.5183) (7.7198) (3.8693) (1.7824) (1.5599) (0.017) (0.8773) (0.3958) (0.0015)
MR .99∗ 0.1137 0.0609 0.0083 0.0299 0.0153 0.0025 0.0174 0.0088 0.0017
(8.5495) (9.7202) (6.6533) (2.2879) (2.1694) (0.032) (1.2125) (0.72) (0.0026)
MR 2∗ 0.0498 0.0277 0.0066 0.0162 0.0088 0.0025 0.0098 0.0058 0.0018
(2.9673) (3.3383) (0.5125) (0.8383) (0.3783) (0.0031) (0.3056) (0.0835) (4e-04)
MR 2.3∗ 0.0582 0.0326 0.0063 0.0181 0.0094 0.0024 0.0106 0.0061 0.0017
(3.764) (4.5787) (1.2368) (1.0749) (0.5916) (0.0059) (0.411) (0.1312) (7e-04)
MR 2.5∗ 0.0637 0.0362 0.0065 0.0193 0.01 0.0024 0.0112 0.0063 0.0017
(4.2601) (5.3224) (1.9942) (1.2162) (0.7551) (0.0087) (0.4869) (0.1681) (9e-04)
MR 3∗ 0.078 0.0446 0.0074 0.0222 0.0118 0.0024 0.013 0.007 0.0017
(5.5186) (6.9156) (4.3464) (1.5344) (1.2629) (0.0188) (0.7014) (0.3074) (0.0017)
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B.4. Weitere Simulationsergebnisse
Tabelle B.30.: Simulationsergebnisse fu¨r Splines: L2-Risiko und gewa¨hlte λ · 104 fu¨r Doppler.
StN 3 7 10
n 50 100 1000 50 100 1000 50 100 1000
CV 0.193 0.1182 0.0239 0.139 0.0597 0.0075 0.1323 0.0523 0.0044
(0.0245) (0.0073) (2e-04) (0.0109) (7e-04) (0) (0.0095) (5e-04) (0)
GCV 0.1918 0.118 0.0239 0.1374 0.0599 0.0075 0.1307 0.0526 0.0044
(0.0228) (0.0068) (2e-04) (0.0101) (7e-04) (0) (0.0088) (6e-04) (0)
Cp 0.2043 0.1227 0.024 0.1489 0.0675 0.0077 0.1407 0.0581 0.0047
(0.0446) (0.0112) (2e-04) (0.0174) (0.0019) (0) (0.0144) (0.0012) (0)
Chi .5 0.2897 0.1796 0.0309 0.2154 0.102 0.0119 0.2028 0.0878 0.0079
(0.4013) (0.1047) (0.0016) (0.1159) (0.0131) (2e-04) (0.0913) (0.0078) (1e-04)
Chi .9 0.3524 0.2127 0.0348 0.2524 0.1158 0.0129 0.2356 0.0986 0.0085
(1.2202) (0.2415) (0.0028) (0.2461) (0.0223) (2e-04) (0.1849) (0.0124) (1e-04)
Chi .95 0.3732 0.2233 0.0361 0.2643 0.1201 0.0132 0.2462 0.102 0.0087
(1.7011) (0.3061) (0.0033) (0.3058) (0.026) (2e-04) (0.2269) (0.0142) (1e-04)
Chi .99 0.4159 0.2446 0.0386 0.2887 0.1286 0.0137 0.2676 0.1087 0.009
(3.3085) (0.4752) (0.0044) (0.4639) (0.0347) (3e-04) (0.3347) (0.0182) (1e-04)
MR .5 0.2477 0.1443 0.025 0.159 0.0719 0.0078 0.1456 0.06 0.0046
(0.2086) (0.037) (3e-04) (0.0289) (0.0029) (0) (0.0186) (0.0015) (0)
MR .9 0.3334 0.183 0.0272 0.2181 0.0918 0.0083 0.1937 0.0747 0.0049
(0.9631) (0.1194) (8e-04) (0.151) (0.0092) (0) (0.0918) (0.0043) (0)
MR .95 0.3653 0.1951 0.0282 0.2413 0.1005 0.0086 0.2206 0.0815 0.0051
(1.6435) (0.1604) (9e-04) (0.2295) (0.0136) (0) (0.1591) (0.0062) (0)
MR .99 0.4349 0.2247 0.0307 0.288 0.1194 0.0092 0.2691 0.0963 0.0054
(5.1441) (0.3067) (0.0015) (0.4793) (0.0268) (1e-04) (0.3469) (0.0122) (0)
MR 2 0.2489 0.1431 0.0247 0.1598 0.0713 0.0077 0.1462 0.0596 0.0046
(0.2146) (0.0353) (3e-04) (0.0298) (0.0027) (0) (0.0192) (0.0014) (0)
MR 2.3 0.2753 0.1557 0.0255 0.1758 0.078 0.0079 0.1565 0.0639 0.0047
(0.3587) (0.0555) (5e-04) (0.0532) (0.0044) (0) (0.0295) (0.0021) (0)
MR 2.5 0.2911 0.1643 0.0263 0.1874 0.082 0.0081 0.1661 0.0673 0.0048
(0.4885) (0.072) (6e-04) (0.0741) (0.0056) (0) (0.0435) (0.0027) (0)
MR 3 0.3313 0.1857 0.0285 0.2166 0.0936 0.0087 0.1923 0.0761 0.0051
(0.9348) (0.1275) (0.001) (0.1466) (0.01) (0) (0.0888) (0.0046) (0)
Cp∗ 0.18 0.1058 0.0238 0.1189 0.0573 0.0075 0.1109 0.0503 0.0044
(0.0032) (0.001) (1e-04) (4e-04) (1e-04) (0) (2e-04) (1e-04) (0)
Chi .5∗ 0.19 0.1155 0.0275 0.1221 0.0593 0.0092 0.1126 0.0507 0.0056
(0.0207) (0.0065) (8e-04) (0.003) (8e-04) (1e-04) (0.0016) (4e-04) (0)
Chi .9∗ 0.2021 0.1246 0.0304 0.1243 0.0608 0.0097 0.1136 0.0513 0.0059
(0.0361) (0.0116) (0.0014) (0.0039) (0.001) (1e-04) (0.002) (5e-04) (0)
Chi .95∗ 0.2064 0.1278 0.0314 0.125 0.0614 0.0099 0.114 0.0515 0.006
(0.0426) (0.0137) (0.0017) (0.0042) (0.001) (1e-04) (0.0022) (5e-04) (0)
Chi .99∗ 0.2158 0.1346 0.0334 0.1266 0.0624 0.0103 0.1147 0.0519 0.0062
(0.0586) (0.0189) (0.0022) (0.0048) (0.0012) (1e-04) (0.0024) (5e-04) (0)
MR .5∗ 0.1815 0.1085 0.0246 0.1193 0.0565 0.0076 0.1111 0.0495 0.0044
(0.012) (0.0037) (3e-04) (0.0017) (3e-04) (0) (0.001) (2e-04) (0)
MR .9∗ 0.1932 0.1218 0.0264 0.1208 0.057 0.0078 0.1119 0.0496 0.0045
(0.0299) (0.0111) (6e-04) (0.0025) (4e-04) (0) (0.0014) (2e-04) (0)
MR .95∗ 0.1999 0.128 0.0273 0.1215 0.0573 0.008 0.1123 0.0497 0.0046
(0.0414) (0.0155) (8e-04) (0.0028) (5e-04) (0) (0.0015) (2e-04) (0)
MR .99∗ 0.2215 0.145 0.0296 0.123 0.0583 0.0084 0.113 0.05 0.0048
(0.0894) (0.0328) (0.0012) (0.0034) (6e-04) (0) (0.0018) (3e-04) (0)
MR 2∗ 0.1816 0.1082 0.0244 0.1193 0.0565 0.0076 0.1112 0.0495 0.0044
(0.0123) (0.0036) (2e-04) (0.0018) (3e-04) (0) (0.001) (2e-04) (0)
MR 2.3∗ 0.1842 0.1115 0.025 0.1197 0.0566 0.0076 0.1114 0.0495 0.0045
(0.016) (0.0051) (4e-04) (0.002) (3e-04) (0) (0.0011) (2e-04) (0)
MR 2.5∗ 0.1863 0.1144 0.0256 0.12 0.0567 0.0077 0.1115 0.0496 0.0045
(0.019) (0.0067) (5e-04) (0.0021) (4e-04) (0) (0.0012) (2e-04) (0)
MR 3∗ 0.1928 0.1231 0.0276 0.1208 0.0571 0.008 0.1119 0.0497 0.0046
(0.0292) (0.012) (8e-04) (0.0025) (4e-04) (0) (0.0014) (2e-04) (0)
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B. Details zu den Simulationen
Tabelle B.31.: Simulationsergebnisse fu¨r Splines: L2-Risiko und gewa¨hlte λ · 104 fu¨r Zero.
n 50 100 1000
CV 0.0742 0.0395 0.0034
(40814.3914) (39363.4433) (53302.8752)
GCV 0.079 0.0417 0.0034
(37330.8605) (39196.1607) (53151.9403)
Cp 0.0976 0.0544 0.0036
(40430.3481) (40274.5203) (52689.8356)
Chi .5 0.0789 0.0621 0.0139
(44568.1754) (37346.7552) (39942.7582)
Chi .9 0.0534 0.0366 0.005
(65068.7857) (62077.6167) (62811.8179)
Chi .95 0.0504 0.0327 0.0038
(67245.5337) (62834.9491) (68010.9252)
Chi .99 0.046 0.0274 0.0027
(69522.0819) (66650.6525) (70935.0786)
MR .5 0.0872 0.0626 0.015
(43147.9118) (39239.7491) (36352.5143)
MR .9 0.0465 0.0275 0.0039
(66538.694) (65194.6831) (64436.2844)
MR .95 0.0443 0.0263 0.003
(69492.1904) (68848.8552) (67530.4673)
MR .99 0.0427 0.0245 0.002
(72596.3741) (72412.8021) (72413.2525)
MR 2 0.0862 0.0647 0.023
(43317.0533) (36287.617) (29628.3946)
MR 2.3 0.0663 0.0475 0.0098
(56306.6155) (48942.7833) (49521.7279)
MR 2.5 0.0606 0.0367 0.0056
(60611.4461) (54128.3627) (57841.8004)
MR 3 0.0466 0.0271 0.0027
(65336.5678) (65436.2243) (68738.4792)
Cp∗ 0.0754 0.0405 0.0034
(43303.9511) (43196.7573) (53303.776)
Chi .5∗ 0.0664 0.051 0.0113
(45988.2801) (42537.4314) (38587.861)
Chi .9∗ 0.0429 0.0269 0.0028
(70945.2002) (69458.8011) (68001.7712)
Chi .95∗ 0.0417 0.0251 0.0022
(72461.4947) (70206.1132) (70099.1728)
Chi .99∗ 0.0417 0.0234 0.0018
(73890.561) (73151.6676) (73890.561)
MR .5∗ 0.0683 0.0541 0.0149
(50328.3519) (45920.7796) (34649.4385)
MR .9∗ 0.0452 0.025 0.0036
(69462.6623) (67267.6493) (65303.2324)
MR .95∗ 0.0429 0.0238 0.0028
(71724.9112) (70362.0277) (67818.1885)
MR .99∗ 0.0417 0.0225 0.0018
(73890.561) (73074.3453) (72427.4214)
MR 2∗ 0.0672 0.0557 0.0207
(50380.1388) (45891.9635) (26145.197)
MR 2.3∗ 0.0566 0.0404 0.0077
(56810.4538) (52997.7411) (50417.2059)
MR 2.5∗ 0.0523 0.0312 0.005
(62947.6612) (58927.6435) (61732.6937)
MR 3∗ 0.0453 0.0246 0.0026
(69462.0102) (68752.4211) (68836.7674)
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