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Abstract
We consider the inverse eigenvalue problem for entanglement witnesses, which asks for a char-
acterization of their possible spectra (or equivalently, of the possible spectra resulting from positive
linear maps of matrices). We completely solve this problem in the two-qubit case and we derive a
large family of new necessary conditions on the spectra in arbitrary dimensions. We also establish a
natural duality relationship with the set of absolutely separable states, and we completely characterize
witnesses (i.e., separating hyperplanes) of that set when one of the local dimensions is 2.
1 Introduction
In linear algebra and matrix theory, an inverse eigenvalue problem asks for a characterization of the possi-
ble spectra (i.e., the ordered tuples of eigenvalues) of a given set of matrices. Perhaps the most well-known
inverse eigenvalue problem asks for the possible spectra of entrywise non-negative matrices [1]. This is
called the non-negative inverse eigenvalue problem (NIEP), and it has been completely solved for matrices
of size 4× 4 and smaller, but remains unsolved for larger matrices.
Several variants of the NIEP have also been investigated, where instead a characterization is asked
for of the possible spectra of symmetric non-negative matrices [2], stochastic matrices [3, 4], or doubly
stochastic matrices [5, 6]. Similarly, the inverse eigenvalue problem has been considered for Toeplitz
matrices [7] and tridiagonal matrices [8], among many others (see [9] and the references therein).
In this paper, we consider the inverse eigenvalue problem for entanglement witnesses, which are ma-
trices of interest in quantum information theory that will be defined in the next section. Equivalently, we
investigate what spectra can result from applying a positive matrix-valued map to just part of a positive
semidefinite matrix. Such maps are of interest in operator theory (and again, we introduce the mathemati-
cal details in the next section).
The paper is organized as follows. In Section 2, we introduce the various mathematical tools that we
will use throughout the paper. In Section 3, we completely solve the inverse eigenvalue problem for two-
qubit entanglement witnesses (i.e., the lowest-dimension non-trivial case). In Section 4, we extend our
investigation to qubit-qudit entanglement witnesses and obtain a large family of new necessary conditions
on the spectra. In the process, we completely characterize the witnesses of the set of absolutely separable
states in these dimensions. In Section 5, we extend our results to obtain necessary conditions on the spectra
of decomposable entanglement witnesses in arbitrary dimensions. Finally, we provide closing remarks and
open questions in Section 6.
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2 Mathematical Preliminaries
2.1 Separability, Entanglement, and the Partial Transpose
From a mathematical perspective, quantum information theory (and more specifically, quantum entangle-
ment theory) is largely concerned with properties of (Hermitian) positive semidefinite matrices and the
tensor product. A pure quantum state |v〉 ∈ Cn is a unit (column) vector and a mixed quantum state
ρ ∈ Mn(C) is a (Hermitian) positive semidefinite matrix with Tr(ρ) = 1 (we use Tr(·) to denote the trace
and Mn(R) or Mn(C) to denote the set of n× n real or complex matrices, respectively). Whenever we
use “ket” notation like |v〉 or |w〉, or lowercase Greek letters like ρ or σ, we are implicitly assuming that
they represent pure or mixed quantum states, respectively.
A mixed state ρ ∈ Mm(C)⊗Mn(C) is called separable if there exist pure states {|vj〉} ⊆ Cm and
{|wj〉} ⊆ Cn such that
ρ =∑
j
pj|vj〉〈vj| ⊗ |wj〉〈wj|,
where “⊗” is the tensor (Kronecker) product, 〈v| is the dual (row) vector of |v〉, so |v〉〈v| is the rank-1
projection onto |v〉, and p1, p2, . . . form a probability distribution (i.e., they are non-negative and add up
to 1). Equivalently, ρ is separable if and only if it can be written in the form
ρ =∑
j
Xj ⊗Yj,
where each Xj ∈ Mm(C) and Yj ∈ Mn(C) is a (Hermitian) positive semidefinite matrix. If ρ is not
separable then it is called entangled.
Determining whether or not a mixed state is separable is a hard problem [10, 11], so in practice numer-
ous one-sided tests are used to demonstrate separability or entanglement (see [12, 13] and the references
therein for a more thorough introduction to this problem). The most well-known such test says that if we
define the partial transpose of a matrix A = ∑j Bj ⊗ Cj ∈ Mm(C)⊗Mn(C) via
AΓ :=∑
j
Bj ⊗ CTj ,
then ρ being separable implies that ρΓ is positive semidefinite (so we write ρΓ  O) [14]. This test follows
simply from the fact that if ρ is separable then ρ = ∑j Xj ⊗Yj with each Xj,Yj  O, so
ρΓ =∑
j
Xj ⊗YTj ,
which is still positive semidefinite since eachYTj is positive semidefinite, and tensoring and adding positive
semidefinite matrices preserves positive semidefiniteness. If a mixed state ρ is such that ρΓ  O then we
say that it has positive partial transpose (PPT), and the previous discussion shows that the set of separable
states is a subset of the set of PPT states.
2.2 Entanglement Witnesses and Positive Maps
A straightforward generalization of the partial transpose test for entanglement is based on positive linear
matrix-valued maps. A linear mapΦ : Mm(C)→ Mn(C) is called positive if X  O impliesΦ(X)  O,
and the transpose is an example of one such map. Based on positive maps, we can define block-positive
matrices, which are matrices of the form W := (idm ⊗ Φ)(X) for some O  X ∈ Mm(C)⊗Mm(C)
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and some positive linear map Φ : Mm(C) → Mn(C). Equivalently, W is block-positive if and only if
(〈a| ⊗ 〈b|)W(|a〉 ⊗ |b〉) ≥ 0 for all |a〉 ∈ Cm and all |b〉 ∈ Cn.
If W is block-positive but not positive semidefinite, it is called an entanglement witness, since it is
then the case that Tr(Wσ) ≥ 0 for all separable σ ∈ Mm(C)⊗Mn(C), but there exists some (necessarily
entangled) mixed state ρ ∈ Mm(C)⊗Mn(C) such that Tr(Wρ) < 0. That is, W verifies or “witnesses”
the fact that ρ is entangled (geometrically, W acts as a separating hyperplane that separates ρ from the
convex set of separable states). A matrix is called decomposable if it can be written in the form W =
XΓ+Y, where X,Y  O. It is straightforward to verify that every decomposable matrix is block-positive.
However, the converse of this statement (i.e., every block-positive matrix is decomposable) is true if and
only if (m, n) = (2, 2), (2, 3), or (3, 2) [15, 16]. We denote the set of block positive and decomposable
matrices in Mm(C)⊗Mn(C) by BPm,n and DBPm,n, respectively.
Our primary interest in this work is characterizing the possible spectra of entanglement witnesses.
However, it is a bit more natural to work with the set of block-positive matrices, since it is closed and
convex (neither of which is true of the set of entanglement witnesses). However, this distinction does not
matter much, since any spectral inequality that we obtain for the block-positive matrices can be turned
into a spectral inequality for entanglement witnesses by just adding the condition “at least one of the
eigenvalues is strictly negative”. With this in mind, we are now in a position to define the two main sets
that we will be investigating throughout the rest of this paper:
σ(BPm,n)
def
=
{
(µ1, µ2, . . . , µmn) : ∃W ∈ BPm,n with eigenvalues µ1, µ2, . . . , µmn
}
σ(DBPm,n)
def
=
{
(µ1, µ2, . . . , µmn) : ∃W ∈ DBPm,n with eigenvalues µ1, µ2, . . . , µmn
}
.
In words, σ(BPm,n) and σ(DBPm,n) are the sets of possible spectra of block-positive matrices and
decomposable block-positive matrices, respectively. We emphasize that we do not require the vectors in
these sets to be sorted—if a particular vector is in one of those sets, then so is every vector obtained by
permuting its entries. However, it will sometimes be convenient to refer to the ordered eigenvalues of a
block-positive matrix, so we sometimes use the notation ~µ↓ to refer to the vector with the same entries as
~µ, but sorted in non-increasing order (i.e., µ↓1 ≥ µ↓2 ≥ · · · ≥ µ↓mn).
2.3 Known Results on Spectra of Entanglement Witnesses
We now summarize all known results concerning the spectrum of a (decomposable) block-positive matrix
W ∈ Mm(C)⊗Mn(C) that we are aware of:
• W has no more than (m − 1)(n − 1) negative eigenvalues [17, 18], and this number of negative
eigenvalues is attainable even if W is decomposable [19]. In particular, if m = n = 2 then every
entanglement witness has exactly 1 negative eigenvalue.
• λmin(W)/λmax(W) ≥ 1−min{m, n} [20, 21].
• If W has q negative eigenvalues then [21]:
λmin(W)
λmax(W)
≥ 1− mn
√
mn− 1
q
√
mn− 1+√mnq− q2 and
λmin(W)
λmax(W)
≥ 1−
⌈
1
2
(
m+ n−
√
(m− n)2 + 4q− 4
)⌉
.
• Tr(W)2 ≥ Tr(W2) [22] (this is a spectral condition since Tr(W) = ∑j λj(W) and Tr(W2) =
∑j λj(W)2).
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• If W is decomposable then λmin(W) ≥ −Tr(W)/2 [23].
There is one family of block-positive matrices whose eigenvalues are particularly simple to analyze,
and those are the matrices of the form (|v〉〈v|)Γ, where |v〉 ∈ Cm ⊗ Cn. The following lemma is well-
known (see [24] for example), but we prove it for completeness. Note that the lemma relies on the Schmidt
coefficients of |v〉, which are the singular values of |v〉 when it is thought of as an m× n matrix (this is
a standard tool in quantum information theory, so the reader is directed to a textbook like [25] for further
details).
Lemma 1. Suppose |v〉 ∈ Cm ⊗Cn and for simplicity assume that m ≤ n. If |v〉 has Schmidt coefficients
α1 ≥ α2 ≥ · · · ≥ αm ≥ 0 then the matrix (|v〉〈v|)Γ has eigenvalues
α2j for 1 ≤ j ≤ m,
±αiαj for 1 ≤ i 6= j ≤ m, and
0 with extra multiplicity m(n−m).
Proof. By virtue of the Schimdt decomposition, we can write
|v〉 =
m
∑
j=1
αj|bj〉 ⊗ |cj〉,
where {|bj〉} ⊆ Cm and {|cj〉} ⊆ Cn are orthonormal sets of vectors. Straightforward computation shows
that
(|v〉〈v|)Γ =
m
∑
i,j=1
αiαj|bi〉〈bj| ⊗ |cj〉〈ci|.
To find the eigenvalues, we first define the following (eigen)vectors:
|xj〉 := |bj〉 ⊗ |cj〉 for 1 ≤ j ≤ m and
|y±i,j〉 :=
1√
2
(|bi〉 ⊗ |cj〉 ± |bj〉 ⊗ |ci〉) for 1 ≤ i 6= j ≤ m.
Then direct computation shows that
(|v〉〈v|)Γ|xj〉 = α2j |xj〉 and (|v〉〈v|)Γ|y±i,j〉 = ±αiαj|y±i,j〉,
which establishes the claim about the potentially non-zero eigenvalues of (|v〉〈v|)Γ. To see that there are
m(n−m) extra 0 eigenvalues (for a total of m+m(m− 1) +m(n−m) = mn eigenvalues), first extend
{|cj〉} to an orthonormal basis {|c1〉, . . . , |cm〉, |d1〉, . . . , |dn−m〉} of Cn. Then define the (eigen)vectors
|zi,j〉 := |bi〉 ⊗ |dj〉 for 1 ≤ i ≤ m and 1 ≤ j ≤ n − m. It is then straightforward to check that
(|v〉〈v|)Γ|zi,j〉 = 0|zi,j〉 for all i, j, which completes the proof.
2.4 Cones and Semidefinite Programming
One nice feature of the sets σ(BPm,n) and σ(DBPm,n) is that they are closed (this is not hard to prove,
but the argument is done explicitly for σ(BPm,n) in [26]) and they are cones: if c ∈ R is a non-negative
scalar and ~µ ∈ σ(BPm,n), then c~µ ∈ σ(BPm,n) too (and similarly for σ(DBPm,n)). Given a particular
cone C ⊆ Rn, its dual cone C◦ is defined by
C◦ def= {~x ∈ Rn : 〈~x,~y〉 ≥ 0 for all ~y ∈ C}.
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It is well-known that the double-dual of any closed cone C ⊆ Rn is its convex hull: C◦◦ = Conv(C)
[27]. For this reason, in this work it will often be much easier to work with Conv(σ(BPm,n)) and
Conv(σ(DBPm,n)) instead of σ(BPm,n) and σ(DBPm,n) directly. Before proceeding, it is worth demon-
strating that σ(BPm,n) and σ(DBPm,n) are indeed not convex:
Example 1. Consider the positive semidefinite matrix
X =

1 0 0 2
0 0 0 0
0 0 0 0
2 0 0 4
 ∈ M2(C)⊗M2(C).
Then
W := XΓ =

1 0 0 0
0 0 2 0
0 2 0 0
0 0 0 4

is a block-positive matrix with eigenvalues (4, 2, 1,−2) ∈ σ(BP2,2). Thus
1
2
(4, 2, 1,−2) + 1
2
(4, 2,−2, 1) = (4, 2,−1/2,−1/2) ∈ Conv(σ(BP2,2)).
But as we mentioned in Section 2.3, it is well-known that a block-positive matrix in BP2,2 can have at
most one negative eigenvalue, which shows that σ(BP2,2) is not convex. Similar examples can also be
constructed in higher dimensions.
One useful tool for probing closed convex cones is semidefinite programming, which is a method of
optimizing a linear function over constraints involving positive semidefinite matrices. We do not give a full
introduction to semidefinite programming here (see [27] for such an introduction), but rather we note that it
contains linear programming as a special case. For our purposes, given a linear map L : Rm → Mn(R), a
vector~v ∈ Rm, and a symmetric matrix A ∈ Mn(R), the associated semidefinite program is the following
pair of optimization problems:
Primal problem
minimize: 〈~v,~x〉
subject to: L(~x)  A,
~0 ≤ ~x ∈ Rm
Dual problem
maximize: Tr(AY)
subject to: L∗(Y) ≤ ~v,
O  Y ∈ Mn(R),
(1)
where L∗ : Mn(R)→ Rm is the dual map of L, defined by the fact that Tr(L(~x)Y∗) = 〈~x, L∗(Y)〉 for all
~x ∈ Rm and Y ∈ Mn(R).
Weak duality for semidefinite programs says that 〈~v,~x〉 ≥ Tr(AY) whenever ~x and Y satisfy the
constraints of the semidefinite program. Strong duality says that, under slightly stronger assumptions, we
can find a particular ~x and Y so that this inequality becomes an equality. The following theorem provides
one possible set of assumptions that lead to strong duality (see [28, Lecture 7], for example):
Theorem 1 (Slater conditions for strong duality). If there exists ~x >~0 such that L(~x)  A and Y  O
such that L∗(Y) < ~v, then strong duality holds for the semidefinite program (1). That is, there exists an
feasible point ~x0 of the primal problem and a feasible point Y0 of the dual problem such that 〈~v, ~x0〉 =
Tr(AY0), and this quantity is the optimal value of both optimization problems.
In words, Slater’s theorem says that strong duality holds for any semidefinite program in which both
the primal problem and the dual problem are strictly feasible.
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2.5 Absolute Separability and Absolute PPT
The final ingredient that we need to be able to prove our results is absolute separability. A state ρ ∈
Mm(C)⊗Mn(C) is called absolutely separable [29] if UρU∗ is separable for all unitary matrices U ∈
Mm(C) ⊗ Mn(C). Similarly, a state is said to be absolutely PPT [24] if UρU∗ has positive partial
transpose (PPT) for all unitary matrices U ∈ Mm(C) ⊗ Mn(C). Since both absolute separability and
absolute PPT only depend on the spectrum of the state ρ, we define these sets via those spectra instead of
via the states:
ASEPm,n
def
=
{
(λ1, . . . ,λmn) : ∃ abs. sep. ρ ∈ Mm(C)⊗Mn(C) with eigenvalues λ1, . . . ,λmn
}
,
APPTm,n
def
=
{
(λ1, . . . ,λmn) : ∃ abs. PPT ρ ∈ Mm(C)⊗Mn(C) with eigenvalues λ1, . . . ,λmn
}
.
In the case when one of the local dimensions is 2, the sets ASEP2,n and APPT2,n have a simple char-
acterization [24, 30, 31]:
ASEP2,n = APPT2,n =
{
(λ1, . . . ,λ2n) : λ1 ≤ λ2n−1 + 2
√
λ2n−2λ2n
}
=
{
(λ1, . . . ,λ2n) :
[
2λ2n λ2n−1 − λ1
λ2n−1 − λ1 2λ2n−2
]
 O
}
.
When m, n ≥ 3, the set APPTm,n has been completely characterized (again, see [24]), but the characteri-
zation is rather complicated, so we leave the details until we need them in Section 5. Not much is known
about the set ASEPm,n when m, n ≥ 3 other than the obvious fact that ASEPm,n ⊆ APPTm,n. However, it
is not even known whether or not this inclusion is strict [32].
The reason for our interest in absolute separability and absolute PPT in this work is the following
result, which establishes a duality result between these problems and the inverse eigenvalue problem for
block positive matrices:
Theorem 2. The following duality relationships hold for all m, n ≥ 1:
σ(BPm,n)◦ = ASEPm,n and σ(DBPm,n)◦ = APPTm,n.
Proof. This result for APPTm,n was essentially shown (though not explicitly stated in this way) in [24].
With that in mind, we explicitly prove the characterization of ASEPm,n, and just note that the analogous
result for APPTm,n can be proved in a very similar manner.
We start by noting that~λ ∈ ASEPm,n if and only if
Tr(W(Udiag(~λ)U∗)) ≥ 0 for all W ∈ BPm,n and unitary U ∈ Mm(C)⊗Mn(C). (2)
Well, it is a well-known result (see [33, Problem III.6.14], for example) that Tr(W(Udiag(~λ)U∗)) ≥ 0
for all unitary U if and only if
mn
∑
j=1
λjµp(j) ≥ 0 for all permutations p : [mn]→ [mn],
where µ1, µ2, . . . , µmn are the eigenvalues of W. (In fact, it suffices to check that ∑mnj=1 λjµmn+1−j ≥ 0,
but this additional simplification is not relevant for our purposes.)
Since σ(BPm,n) is invariant under permutations of its vector’s entries, it follows that condition (2) is
equivalent to
~λ ·~µ =
mn
∑
j=1
λjµj ≥ 0 for all ~µ ∈ σ(BPm,n).
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In other words, we have shown that ~λ ∈ ASEPm,n if and only if ~λ ∈ σ(BPm,n)◦, so σ(BPm,n)◦ =
ASEPm,n, as desired.
By taking the dual cone of the sets in Theorem 2 and using the fact that the double-dual of a closed
cone is its convex hull, we immediately obtain the following corollary:
Corollary 1. The following duality relationships hold for all m, n ≥ 1:
ASEP◦m,n = Conv
(
σ(BPm,n)
)
and APPT◦m,n = Conv
(
σ(DBPm,n)
)
.
It is worth noting that these results show that the sets Conv
(
σ(BPm,n)
)
and Conv
(
σ(DBPm,n)
)
are
the sets of spectra of what might be called “absolute separability witnesses” and “absolute PPT witnesses”,
respectively. These types of witnesses were considered in [26].
3 Two–Qubit Entanglement Witnesses
With the preliminaries out of the way, we now consider the simplest non-trivial entanglement witnesses
that exist, which are those that live in M2(C)⊗ M2(C) (a two-dimensional piece of quantum informa-
tion is called a “qubit”, so these entanglement witnesses are sometimes called “two-qubit” entanglement
witnesses). Recall that every block-positive matrix W ∈ M2(C)⊗ Mn(C) (when n = 2 or n = 3) is
decomposable and thus can be written in the form W = XΓ + Y, where X,Y ∈ M2(C)⊗ Mn(C) are
both positive semidefinite. Before proceeding, we first need the following slight strengthening of this fact
in the n = 2 case:
Lemma 2. A matrix W ∈ M2(C)⊗M2(C) is block positive if and only if there exist positive semidefinite
X,Y ∈ M2(C)⊗M2(C) such that W = XΓ +Y. Furthermore, X can be chosen to have rank 1.
Proof. As we already noted, everything except for the “furthermore” remark is already known, so we just
need to show that we can choose X to have rank 1. To this end, suppose without loss of generality that W
is scaled so that Tr(X) = 1 (and thus X is a mixed state). Then we use the fact from [34, Section IV] that
we can write X in the form
X =
1
4
(U ⊗V)
(
I +
3
∑
k=1
dkσk ⊗ σk
)
(U ⊗V)∗,
where U,V ∈ M2(C) are unitary, d1, d2, d3 are real numbers, and σ1, σ2, σ3 are the Pauli matrices
σ1 :=
[
0 1
1 0
]
, σ2 :=
[
0 −i
i 0
]
, and σ3 :=
[
1 0
0 −1
]
.
Since conjugation by U⊗V has no effect on the properties we are investigating (positive semidefiniteness,
being an entanglement witness, having positive partial transpose, and so on), from now on we assume
without loss of generality that X has the form
X =
1
4
(
I +
3
∑
k=1
dkσk ⊗ σk
)
.
As noted in [34], X being a quantum state is equivalent to the statement that (d1, d2, d3) is in the convex
hull of the four points (1, 1,−1), (1,−1, 1), (−1, 1, 1), and (−1,−1,−1). It is straightforward to check
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that the four matrices corresponding to these points have rank 1. For example, if (d1, d2, d3) = (1,−1, 1)
then direct computation shows that
1
4
(
I + σ1 ⊗ σ1 − σ2 ⊗ σ2 + σ3 ⊗ σ3
)
= |ψ+〉〈ψ+|,
where |ψ+〉 is the pure state |ψ+〉 := (|0〉 ⊗ |0〉+ |1〉 ⊗ |1〉)/
√
2.
Well, this convex hull is a tetrahedron inR3, and similarly the set of (d1, d2, d3) corresponding to (not
necessarily positive semidefinite) matrices with positive partial transpose is another tetrahedron. Their
intersection is an octahedron that corresponds to the set of PPT states. These tetrahedra and octahedron
are depicted in Figure 1.
Figure 1: The region of tuples (d1, d2, d3) ∈ R3 corresponding to the set of quantum states (blue tetra-
hedron), partial transposes of quantum states (yellow tetrahedron), and PPT states (octahedron where the
two tetrahedra intersect). Every state in the blue tetrahedron can be written as a convex combination of the
rank-1 state at the nearest vertex of the tetrahedron and some PPT state in the octahedron.
The result now follows almost immediately from this geometric picture. Since X is in the (blue)
tetrahedron of mixed states, it can be written in the form t|v〉〈v|+ (1− t)σ, where |v〉〈v| is the rank-1
state at the closest of the four corners of the tetrahedron, and σ is a PPT state (σ can be chosen to be the
closest point in the central octahedron). Thus
W = XΓ +Y = (t|v〉〈v|+ (1− t)σ)Γ +Y = (t|v〉〈v|)Γ + ((1− t)σΓ +Y).
Since σ is PPT, σΓ is positive semidefinite, so this is a decomposition of W has the desired form.
It is worth noting that Lemma 2 is not true in M2(C)⊗M3(C). As mentioned ealier, we can indeed
always write a block positive matrix W ∈ M2(C)⊗ M3(C) in the form W = XΓ + Y, where X,Y ∈
M2(C) ⊗ M3(C) are positive semidefinite. However, the following example shows that we cannot in
general choose X to have rank 1.
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Example 2. Consider the matrix
W =

1 0 0 0 1 0
0 1 0 0 0 1
0 0 0 0 0 0
0 0 0 0 0 0
1 0 0 0 1 0
0 1 0 0 0 1

Γ
∈ M2(C)⊗M3(C).
Since W is the partial transpose of a positive semidefinite matrix, it is block positive. However, direct
calculation shows that its eigenvalues are 1 and (1 ± √5)/2, each with multiplicity 2. Since two of
these eigenvalues are negative, it cannot possibly be written in the form W = XΓ + Y with X,Y positive
semidefinite and X having rank 1, since Lemma 1 implies that any such W has at most one negative
eigenvalue.
We are now able to state the main result of this section, which provides a complete characterization of
the eigenvalues of two-qubit block-positive matrices/entanglement witnesses.
Theorem 3. There exists a block-positive matrix in M2(C)⊗M2(C) with eigenvalues µ1, µ2, µ3, µ4 ∈ R
if and only if the following three inequalities hold:
(a) µ↓3 ≥ 0,
(b) µ↓4 ≥ −µ↓2 , and
(c) µ↓4 ≥ −
√
µ↓1µ
↓
3 .
Proof. We start by proving that the three listed eigenvalue inequalities are necessary.
As we mentioned in Section 2.3, inequality (a) is already known. To see that inequalities (b) and (c) are
necessary, we start by noting that they both hold for block-positive matrices of the form W = (|v〉〈v|)Γ,
since Lemma 1 says that the if α1, α2 are the Schmidt coefficients of |v〉 then the eigenvalues of W are
µ↓1 = α
2
1, µ
↓
2 = α1α2, µ
↓
3 = α
2
2, and µ
↓
4 = −α1α2, and it is straightforward to check that these quantities
always satisfy inequalities (b) and (c).
Well, to see that inequalities (b) and (c) are necessary for all block-positive matrices, we recall from
Lemma 2 that we can write every block-positive matrix W ∈ M2(C)⊗M2(C) in the form
W = t(|v〉〈v|)Γ +Y,
where t ≥ 0 and Y is positive semidefinite. Well, we just showed that the inequalities µ↓2 + µ↓4 ≥ 0
and µ↓4 +
√
µ↓1µ
↓
3 ≥ 0 are satisfied by the eigenvalues of (|v〉〈v|)Γ. Since adding a positive semidefinite
matrix Y can only increase the eigenvalues, the eigenvalues of W must also satisfy these same inequalities
(i.e., (b) and (c)). This completes the proof of necessity.
To see that the inequalities are sufficient, we demonstrate a procedure for explicitly constructing a
block-positive matrix with any set of eigenvalues satisfying the inequalities (a), (b), and (c). If µ↓4 ≥ 0
then all eigenvalues are non-negative so we can find a positive semidefinite W that works, and if µ↓3 = 0
then inequality (c) implies µ↓4 = 0, so we can again find a positive semidefinite W. Thus we assume from
now on that µ↓3 > 0 > µ
↓
4 . Define α2 :=
√
µ↓3 and α1 := −µ↓4/α2, as well as
γ1 := µ
↓
1 − (µ↓4)2/µ↓3 and γ2 = µ↓2 + µ↓4 ,
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which are all non-negative by inequalities (b) and (c). Then it is straightforward to check that the matrix
W =

α21 0 0 α1α2
0 0 0 0
0 0 0 0
α1α2 0 0 α22

Γ
+ γ1

1 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
+ γ22

0 0 0 0
0 1 1 0
0 1 1 0
0 0 0 0

is block-positive and has eigenvalues µ↓1 ≥ µ↓2 ≥ µ↓3 ≥ µ↓4 (the corresponding eigenvectors are |0〉 ⊗ |0〉,
|0〉 ⊗ |1〉+ |1〉 ⊗ |0〉, |1〉 ⊗ |1〉, and |0〉 ⊗ |1〉 − |1〉 ⊗ |0〉, respectively).
In order to visualize the set of possible spectra of two-qubit block-positive matrices W, note that
(since Tr(W) ≥ 0 and Tr(W) = 0 if and only if W = O), we can always scale W to have Tr(W) = 1.
In other words, we can choose µ4 = 1− µ1 − µ2 − µ3 and then plot the tuples (µ1, µ2, µ3) ∈ R3, where
µ1, µ2, µ3 ≥ 0 are the three non-negative eigenvalues of W. This region is displayed in Figure 2—the fact
that it is not convex should not be surprising, given Example 1.
Figure 2: The region of tuples (µ1, µ2, µ3) ∈ R3 with the property that (µ1, µ2, µ3, µ4) is the spectrum of
a block-positive matrix, where µ1, µ2, µ3 ≥ 0 and µ4 = 1− µ1 − µ2 − µ3 (i.e., the block-positive matrix
is normalized to have trace 1).
4 Qubit–Qudit Entanglement Witnesses
We now consider entanglement witnesses in the case where just one of the local dimensions is 2. In this
case, we are only able to get a new family of necessary conditions that the spectra must satisfy—not
necessary and sufficient conditions like in the previous section. The main result of this section provides
a complete characterization of Conv
(
σ(BP2,n)
)
and Conv
(
σ(DBP2,n)
)
, which in turn imply necessary
conditions on σ(BP2,n):
Theorem 4. Suppose ~µ ∈ R2n. Define
sk :=
2n
∑
j=k
µ↓j for k = 1, 2, 3 and s− :=
1
2
(
2n
∑
j=1
µj −
2n
∑
j=1
|µj|
)
= ∑
j : µj<0
µj.
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Then the following are equivalent:
a) ~µ ∈ Conv(σ(BP2,n)).
b) ~µ ∈ Conv(σ(DBP2,n)).
c) There exists a positive semidefinite matrix X ∈ M2(R) such that
x1,1 + x2,2 ≤ s1, x2,2 ≤ s2,
x1,2 + x2,2 ≤ s3, and x1,2 ≤ s−.
d) If we define q1 := s21 − 4s2− and q2 := (s1 + 2s3)2 − 8s23 then the following inequalities all hold:
q1, q2 ≥ 0√
q1 ≥ s1 − 2s2√
q2 ≥ s1 − 4s2 + 2s3
2
√
q1 +
√
q2 ≥ s1 − 2s3.
Proof. The equivalence of (a) and (b) follows immediately from Corollary 1 and the fact that ASEP2,n =
APPT2,n [30].
To see that (b) and (c) are equivalent, we use Corollary 1 to note that ~µ ∈ Conv(σ(DBP2,n)) if and
only if ~µ ∈ APPT◦2,n, if and only if the optimal value of the following (primal) semidefinite program is
non-negative:
minimize:
2n
∑
j=1
µ↓j λ2n+1−j
subject to:
[
2λ2n λ2n−1 − λ1
λ2n−1 − λ1 2λ2n−2
]
 O
2n
∑
j=1
λj = 1
λ1 ≥ λ2 ≥ · · · ≥ λ2n ≥ 0.
(3)
(Note that the constraint ∑2nj=1 λj = 1 does not actually affect whether or not the optimal value is non-
negative, but it is easier to demonstrate that strong duality holds with it present). Well, it will be convenient
to instead work with the dual of the above SDP, which (after some routine calculation and simplification)
has the following form:
maximize: d
subject to: − 2b+ z2n−1 + d ≤ µ↓2n
− zk + zk−1 + d ≤ µ↓k for k = 4, 5, . . . , 2n− 1
2c− z3 + z2 + d ≤ µ↓3
2b− z2 + z1 + d ≤ µ↓2
2a− z1 + d ≤ µ↓1
d, z1, . . . , z2n−1 ≥ 0[
a b
b c
]
 O.
(4)
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To see that strong duality holds for this pair of SDPs, note that in the primal problem we can choose
a large scalar c and a small scalar ε > 0, then we can construct a strictly feasible point of the primal
problem (3) by letting λj = (c− jε)/(2nc) for all j. Similarly, to construct a strictly feasible point of the
dual problem (4), we choose b = 0, a = c = zi = ε for all i, and d very large and negative. Thus both the
primal and dual problems are strictly feasible, so Slater’s theorem (Theorem 1) tells us that strong duality
holds, and in particular these SDPs have the same optimal value.
Thus the primal SDP (3) has non-negative optimal value (i.e., ~µ ∈ Conv(σ(DBP2,n))) if and only if
there is a feasible point of the dual SDP (4) with d = 0. To simplify this dual existence problem into the
form described by condition (c) of the theorem, we note that we can eliminate the variables z1, . . . , z2n−1
in a straightforward way since all of the constraints involving them are linear. For example, to eliminate
z2n−1 we note that the only constraints that involve z2n−1 are
max
{
0, z2n−2 − µ↓2n−1
} ≤ z2n−1 ≤ µ↓2n + 2b.
We can thus “squeeze out” z2n−1 by noting that it exists if and only ifmax
{
0, z2n−2−µ↓2n−1
} ≤ µ↓2n+ 2b
(i.e., if and only if 0 ≤ µ↓2n + 2b and z2n−2 − µ↓2n−1 ≤ µ↓2n + 2b). After simplifying a bit, we see that
we are now asking whether or not there exist a, b, c, z1, . . . , z2n−2 such that the following constraints are
satisfied:
−2b ≤ µ↓2n
−2b+ z2n−2 ≤ µ↓2n−1 + µ↓2n
−zk + zk−1 ≤ µ↓k for k = 4, 5, . . . , 2n− 2
2c− z3 + z2 ≤ µ↓3
2b− z2 + z1 ≤ µ↓2
2a− z1 ≤ µ↓1
z1, . . . , z2n−2 ≥ 0[
a b
b c
]
 O.
(5)
By repeating this same argument for k = 2n − 2, 2n − 3, . . . , 5, 4, we similarly see that the pair of
constraints
−2b+ zk ≤
2n
∑
j=k+1
µ↓j and − zk + zk−1 ≤ µ↓k
are equivalent to the pair of constraints (no longer depending on zk)
−2b+ zk−1 ≤
2n
∑
j=k
µ↓j and − 2b ≤
2n
∑
j=k+1
µ↓j .
Thus we see that the system of inequalities (5) is equivalent to the following system that only asks for the
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existence of a, b, c, z1, z2, z3 such that
−2b ≤
2n
∑
j=k
µ↓j for k = 5, . . . , 2n
−2b+ z3 ≤
2n
∑
j=4
µ↓j
2c− z3 + z2 ≤ µ↓3
2b− z2 + z1 ≤ µ↓2
2a− z1 ≤ µ↓1
z1, z2, z3 ≥ 0[
a b
b c
]
 O.
Similarly eliminating z3 via
max
{
0, 2c+ z2 − µ↓3
} ≤ z3 ≤ 2b+ 2n∑
j=4
µ↓j
gives
−2b ≤
2n
∑
j=k
µ↓j for k = 4, . . . , 2n
2c− 2b+ z2 ≤
2n
∑
j=3
µ↓j
2b− z2 + z1 ≤ µ↓2
2a− z1 ≤ µ↓1
z1, z2 ≥ 0[
a b
b c
]
 O.
Then eliminating z2 via
max
{
0, 2b+ z1 − µ↓2
} ≤ z2 ≤ 2b− 2c+ 2n∑
j=3
µ↓j
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gives
−2b ≤
2n
∑
j=k
µ↓j for k = 4, . . . , 2n
2c− 2b ≤
2n
∑
j=3
µ↓j
2c+ z1 ≤
2n
∑
j=2
µ↓j
2a− z1 ≤ µ↓1
z1 ≥ 0[
a b
b c
]
 O.
Finally, eliminating z1 via
max
{
0, 2a− µ↓1
} ≤ z1 ≤ −2c+ 2n∑
j=2
µ↓j
gives
−2b ≤
2n
∑
j=k
µ↓j for k = 4, . . . , 2n
2c− 2b ≤
2n
∑
j=3
µ↓j
2c ≤
2n
∑
j=2
µ↓j
2a+ 2c ≤
2n
∑
j=1
µ↓j[
a b
b c
]
 O.
(6)
To simplify this system of inequality even further, we we recall that sk = ∑2nj=k µ
↓
j , which are exactly
the right-hand-sides of the inequalities. Also, we can add the constraint −2b ≤ s3 without affecting
anything, since it is implied by the existing constraint 2c − 2b ≤ s3. Then we can replace the set of
constraints −2b ≤ sk for k = 3, 4, . . . , 2n by the single constraint −2b ≤ s−, since s− = mink{sk}, and
we know that this minimum is not attained when k = 1 or k = 2 since the third and fourth inequalities
in (6) tell us that s1 ≥ s2 ≥ 0. After making these simplifications, the system of inequalities has the form
−2b ≤ s−
2c− 2b ≤ s3
2c ≤ s2
2a+ 2c ≤ s1[
a b
b c
]
 O.
(7)
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To finally get this system of inequalities into the form described by part (c) of the theorem, we define
X =
[
2a −2b
−2b 2c
]
and note that X is positive semidefinite if and only if
[
a b
b c
]
is positive semidefinite.
This completes the proof of the equivalence of (b) and (c).
We now show that conditions (c) and (d) of the theorem are equivalent. The proof of this fact is
similarly in flavor to the proof of equivalence of (b) and (c)—we just use quantifier elimination techniques
to eliminate the variables a, b, and c from the system of inequalities (7). First, note that the positive
semidefinite constraint is equivalent to a, c, ac − b2 ≥ 0. However, note that if either a = 0 or c = 0
then b = 0, in which case the system is simply equivalent to the requirement that µj ≥ 0 for all j, which
implies that the inequalities in condition (d) hold. Thus we assume from now on that a, c 6= 0.
Similarly, notice that if b ≤ 0 then the first inequality in (7) implies µj ≥ 0 for all j, which satisfies
condition (d) of the theorem. Thus we assume without loss of generality that b > 0. Well, if that system
of inequalities is true for a particular a > 0 then certainly it is true if we increase a even further (subject
to the contraint 2a + 2c ≤ s1). Thus we may in fact assume that a = s1/2− c. After making these
simplifications, the system of inequalities has the form
−2b ≤ s−
2c− 2b ≤ s3
2c ≤ s2
b2 ≤ c(s1/2− c).
(8)
Again, we might as well increase b up to
√
c(s1/2− c), so we assume this from now on. This gives
us the equivalent system
−
√
2c(s1 − 2c) ≤ s−
2c−
√
2c(s1 − 2c) ≤ s3
2c ≤ s2.
(9)
Well, the first inequality above is equivalent to
2c(s1 − 2c) ≥ s2−,
which is a quadratic equation in c that is equivalent to the quadratic having two real roots, and c being
between those roots:
−2s− ≤ s1
s1 −
√
s21 − 4s2− ≤ 4c ≤ s1 +
√
s21 − 4s2−
The second inequality in the system (9) is a bit more inconvenient to deal with, since s3 − 2c might be
positive or negative, so we have to be more careful when squaring the inequality. Specifically, we find that
it is equivalent to
2c ≤ s3 or 2c(s1 − 2c) ≥ (2c− s3)2.
By expanding the quadratic and solving for c, we see that it is equivalent to
(s1 + 2s3)2 ≥ 8s23 and (s1 + 2s3)−
√
(s1 + 2s3)2 − 8s23 ≤ 8c ≤ (s1 + 2s3) +
√
(s1 + 2s3)2 − 8s23.
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Thus the system of inequalities (9) is equivalent to at least one of the following two systems of inequalities
holding:
−2s− ≤ s1
s1 −
√
s21 − 4s2− ≤ 4c ≤ s1 +
√
s21 − 4s2−
2c ≤ s2
2c ≤ s3
(10)
or
−2s− ≤ s1
s1 −
√
s21 − 4s2− ≤ 4c ≤ s1 +
√
s21 − 4s2−
2c ≤ s2
8s23 ≤ (s1 + 2s3)2
(s1 + 2s3)−
√
(s1 + 2s3)2 − 8s23 ≤ 8c ≤ (s1 + 2s3) +
√
(s1 + 2s3)2 − 8s23.
(11)
Well, to eliminate c from the system of inequalities (10), we note that 2c ≤ s3 implies s3 ≥ 0, so
µ↓3 ≥ 0, so s2 ≥ s3, which implies that we can discard the 2c ≤ s2 inequality, as it is redundant. Then
when we “squeeze out” 4c, we are left with the equivalent system
−2s− ≤ s1
s1 −
√
s21 − 4s2− ≤ 2s3.
(12)
On the other hand, if we “squeeze out” c from the system of inequalities (11), we are left with the
much uglier system (where we recall that q1 := s21 − 4s2− and q2 := (s1 + 2s3)2 − 8s23):
q1, q2 ≥ 0√
q1 ≥ s1 − 2s2√
q2 ≥ s1 − 4s2 + 2s3
2
√
q1 +
√
q2 ≥ |s1 − 2s3|.
(13)
Thus condition (c) of the theorem is equivalent to at least one of the systems of inequalities (12)
and (13) holding. To remove the absolute value bars from system (13), we first note that if s3 < 0 then
2s3 − s1 < 0, so the inequality 2√q1 +√q2 ≥ 2s3 − s1 is trivial. On the other hand, if s3 ≥ 0 then
we observe that s1 ≥ s2 ≥ 0, which implies µ↓2 ≥ 0, so s1 ≥ s3. Thus q2 = (s1 + 2s3)2 − 8s23 =
s21 + 4s3(s1 − s3) ≥ s21. It follows that
2
√
q1 +
√
q2 ≥ √q2 ≥ s1 ≥ s1 + 2(s3 − s1) = 2s3 − s1,
as desired.
To complete the proof, we need to show that the system of inequalities (12) holding implies that the
system (13) holds, so we can completely discard the system (12). Well, if −2s− ≤ s1 then q1 ≥ 0. The
second inequality in (12) says exactly that
√
q1 ≥ s1 − 2s3, and since s2 ≥ s3 this implies both √q1 ≥
s1− 2s2 and 2√q1+√q2 ≥ s1− 2s3. All that remains is to show that q2 ≥ 0 and√q2 ≥ s1− 4s2+ 2s3.
Well, to see that q2 ≥ 0, we note that s1 −
√
s21 − 4s2− ≤ 2s3 implies s3 ≥ 0, in which case we have
q2 = s21+ 4s3(s1− s3) ≥ s21 ≥ 0. Thus we also conclude that
√
q2 ≥ s1 ≥ s1− 2s2 ≥ s1− 2s2− 2(s2−
s3) = s1− 4s2+ 2s3, which completes the proof that the system (12) implies the system (13). This finally
gets us to the form described in part (d) of the theorem, and completes the proof.
16
Notice in particular that conditions (c) and (d) provide necessary conditions that the spectra of en-
tanglement witnesses in BP2,n must satisfy. However, because σ(BP2,n) is not convex (see Example 1),
these conditions are not sufficient. A comparison of these necessary conditions with the exact result of
Theorem 3 in the two-qubit case is provided by Figure 3.
Figure 3: The region of tuples (µ1, µ2, µ3) ∈ R3 with the property that (µ1, µ2, µ3, µ4) is the spectrum
of an entanglement witness, where µ4 = 1− µ1 − µ2 − µ3, is displayed in green (as in Figure 2). The
orange region depicts the extra points that are not spectra of entanglement witnesses, but cannot be ruled
out by the necessary conditions of Theorem 4. The orange region looks like a convex “shield” in front of
the non-convex green region.
Example 3. Consider the vector of eigenvalues~µ = ((1+
√
5/2), (1+
√
5/2), 1, 1, c, c) as the spectrum
of an entanglement witness in M2(C)⊗ M3(C), where 0 > c ∈ R. We can determine a bound on the
most negative eigenvalue c by plugging ~µ into part (d) of Theorem 4. In this case, the tightest restrictions
on c come from the inequality q1 ≥ 0, so this is the only one we explicitly work through. First, we compute
q1 in terms of c:
q1 = s21 − 4s2− = 4(c2 + (3+
√
5)c+ (14+ 6
√
5)/4)− 16c2
= −12c2 + 4(3+
√
5)c+ 14+ 6
√
5 ≥ 0
The above quadratic inequality limits c to being between its two roots, which are
−4(3+√5)±
√
16(14+
√
5)− 4(−12)(14+ 6√5)
2(−12) =
(3+
√
5)± 2(3+√5)
6
.
It follows that c cannot be smaller than the lesser of these two roots—i.e., ~µ ∈ Conv(σ(BP2,3)) if and
only if c ≥ −(3+√5)/6.
Alternatively, we can use part (c) of Theorem 4 to see that ~µ ∈ Conv(σ(BP2,3)) when c ≥ −(3+√
5)/6, since in this case we can choose the positive semidefinite matrix X ∈ M2(R) to be
X =
[
(1+
√
5)/2 c
c (1+
√
5)/2+ 2c+ 2
]
,
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and it is straightforward to verify this matrix satisfies the conditions of part (c) of the theorem.
It is worth noting that we explicitly constructed an entanglement witness with spectrum ~µ when c =
(1−√5)/2 in Example 2. However, we have now shown that the minimal value of c is −(3+√5)/6 ≈
−0.8727 < −0.6180 ≈ (1− √5)/2. We have not been able to explicitly construct an entanglement
witness with spectrum ~µ when c = −(3+√5)/6, and in fact one might not even exist since σ(BP2,3) 6=
Conv
(
σ(BP2,3)
)
. However, we can explicitly demonstrate that ~µ ∈ Conv(σ(BP2,3)) in this case, since
Lemma 1 tells us that (1, 1, 1, 0, 0,−1) ∈ σ(BP2,3), so
(1, 1, 1, 0, 0,−1) + (1, 1, 0, 1,−1, 0) = (2, 2, 1, 1,−1,−1) ∈ Conv(σ(BP2,3)),
which implies that if c = −(3+√5)/6 then
√
5
3
(2, 2, 1, 1,−1,−1) + 3−
√
5
6
(1, 1, 2, 2,−1,−1)
= ((1+
√
5)/2, (1+
√
5)/2, 1, 1, c, c) ∈ Conv(σ(BP2,3)).
5 Higher-Dimensional Entanglement Witnesses
We now consider the case of entanglement witnesses in arbitrary dimensions. This case is much more
difficult for two reasons. First, we do not know whether or not ASEPm,n = APPTm,n when m, n ≥ 3
[32], and thus we similarly do not know that Conv
(
σ(BPm,n)
)
= Conv
(
σ(DBPm,n)
)
. Second, the
characterization of APPTm,n is quite complicated and requires further explanation when min{m, n} ≥ 3.
For simplicity, we assume for the remainder of this section that m ≤ n.
We now provide more details about the characterization of absolutely PPT states, but for a full and
rigorous description, we refer the interested reader to [24]. We start by constructing several linear maps
Lj : Mm(R)→ Rmn. To illustrate how these linear maps {Lj} are constructed, recall from Lemma 1 that
if a pure state |v〉 ∈ Cm ⊗Cn has Schmidt coefficients α1 ≥ α2 ≥ · · · ≥ αm ≥ 0, then the eigenvalues
of (|v〉〈v|)Γ are the numbers α2j (1 ≤ j ≤ m), ±αiαj (1 ≤ i 6= j ≤ m), and possibly some extra zeroes.
Well, let’s consider the possible orderings of those numbers. For example, if m = 2 then the only possible
ordering is α21 ≥ α1α2 ≥ α22 ≥ 0 ≥ · · · ≥ 0 ≥ −α1α2, whereas if m = 3 then there are two possible
orderings:
α21 ≥ α1α2 ≥ α1α3 ≥ α22 ≥ α2α3 ≥ α23 ≥ 0 ≥ · · · ≥ 0 ≥ −α2α3 ≥ −α1α3 ≥ −α1α2 or
α21 ≥ α1α2 ≥ α22 ≥ α1α3 ≥ α2α3 ≥ α23 ≥ 0 ≥ · · · ≥ 0 ≥ −α2α3 ≥ −α1α3 ≥ −α1α2.
Well, for each of these orderings, we associate a linear map Lj : Mm(R)→ Rmn by placing±yi,j into
the position of Lj(Y) where ±αiαj appears in the associated ordering (and actually Lj is just a linear map
on symmetric matrices, not all matrices, so that we do not have to worry about distinguishing between yi,j
and yj,i). For example, in the m = 2 case, there is just one linear map L1 : M2(R)→ R2n, and it is
L1
([
y1,1 y1,2
y1,2 y2,2
])
= (y1,1, y1,2, y2,2, 0, . . . , 0,−y1,2).
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Similarly, in the m = 3 case there are two linear maps L1, L2 : M3(R)→ R3n, and they are
L1
y1,1 y1,2 y1,3y1,2 y2,2 y2,3
y1,3 y2,3 y3,3
 = (y1,1, y1,2, y1,3, y2,2, y2,3, y3,3, 0, . . . , 0,−y2,3,−y1,3,−y1,2) and
L2
y1,1 y1,2 y1,3y1,2 y2,2 y2,3
y1,3 y2,3 y3,3
 = (y1,1, y1,2, y2,2, y1,3, y2,3, y3,3, 0, . . . , 0,−y2,3,−y1,3,−y1,2).
(14)
The number of distinct possible orderings (and thus the number of linear maps to be considered)
grows exponentially in m. For m = 2, 3, 4, . . ., this quantity equals 1, 2, 10, 114, 2608, 107498, . . ., though
no formula is known for computing it in general [35].
The main result of [24] says that ~λ ∈ APPTm,n if and only if L∗j (~λ↑)  O for all j, where ~λ↑ is the
vector with the same entries as~λ sorted in non-decreasing order (rather than the usual non-increasing order
we have used previously in this paper). For example, when m = n = 3, the result says that~λ ∈ APPT3,3
if and only if L∗1(~λ
↑)  O and L∗2(~λ↑)  O, where
L∗1(~λ
↑) =
 2λ
↓
9 λ
↓
8 − λ↓1 λ↓7 − λ↓2
λ↓8 − λ↓1 2λ↓6 λ↓5 − λ↓3
λ↓7 − λ↓2 λ↓5 − λ↓3 2λ↓4
 and L∗2(~λ↑) =
 2λ
↓
9 λ
↓
8 − λ↓1 λ↓6 − λ↓2
λ↓8 − λ↓1 2λ↓7 λ↓5 − λ↓3
λ↓6 − λ↓2 λ↓5 − λ↓3 2λ↓4
 .
The last tool that we need to be able to state our characterization of Conv
(
σ(DBPm,n)
)
is a function
p : Rn → Rn that computes the partial sums of a vector:
p(~v) def=
(
n
∑
j=1
vj,
n
∑
j=2
vj,
n
∑
j=3
vj, . . . ,
n
∑
j=n−1
vj, vn
)
.
Theorem 5. Suppose ~µ ∈ Rmn and m ≤ n. Then the following are equivalent:
a) ~µ ∈ Conv(σ(DBPm,n)).
b) There exist positive semidefinite matrices Y1,Y2, . . . ∈ Mm(R) such that
∑
j
p
(
Lj(Yj)
) ≤ p(µ↓).
Before proving this theorem, we note that in the m = 2 case, it reduces exactly to the equivalence of
conditions (b) and (c) in Theorem 4. Also, the in previous sections we had defined a vector~s containing
that partial sums of µ↓—this vector~s is exactly p(µ↓).
Proof. Again, we start by using Corollary 1 to note that ~µ ∈ Conv(σ(DBPm,n)) if and only if ~µ ∈
APPT◦m,n, if and only if the optimal value of the following semidefinite program is non-negative:
minimize:
n
∑
j=1
µ↓j λn+1−j
subject to: L∗j (~λ
↑)  O for all j
mn
∑
j=1
λj = 1
λ1 ≥ λ2 ≥ · · · ≥ λmn ≥ 0.
(15)
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The dual of this semidefinite program is as follows:
maximize: d
subject to: ∑
j
Lj(Yj)− (~z, 0) + (0,~z) + d~1 ≤ ~µ↓
0 ≤ d ∈ R, ~0 ≤ ~z ∈ Rmn−1
O  Yj ∈ Mm(R) for all j,
(16)
where~1 ∈ Rmn is the vector with each entry equal to 1. Well, strong duality holds for this semidefinite
program for reasons almost identical to those provided in the proof of Theorem 4, so we just want to
determine whether or not this dual problem has a feasible point with d ≥ 0. In other words, we want to
know whether or not there exists~0 ≤ ~z ∈ Rmn−1 and positive semidefinite matrices {Yj} ⊆ Mm(R) such
that
∑
j
Lj(Yj)− (~z, 0) + (0,~z) ≤ ~µ↓. (17)
Well, applying the same quantifier elimination techniques from the proof of Theorem 4 to the vector ~z
shows that inequality (17) is equivalent to the existence of positive semidefinite matrices {Yj} ⊆ Mm(R)
such that
∑
j
p(Lj(Yj)) ≤ p(~µ↓), (18)
which completes the proof.
For example, in the m = n = 3 case, we recall the two maps L1, L2 from Equation (14). After working
through the details, we see that Theorem 5 says that~µ ∈ Conv(σ(DBP3,3)) if and only if there exist 3× 3
positive semidefinite matrices X,Y ∈ M3(R) such that
(x1,1 + x2,2 + x3,3) + (y1,1 + y2,2 + y3,3) ≤ µ↓1 + µ↓2 + · · ·+ µ↓9
(x2,2 + x3,3) + (y2,2 + y3,3) ≤ µ↓2 + µ↓3 + · · ·+ µ↓9
(x2,2 + x3,3 − x1,2) + (y2,2 + y3,3 − y1,2) ≤ µ↓3 + µ↓4 + · · ·+ µ↓9
(x3,3 − x1,2) + (y2,2 + y3,3 − y1,2 − y1,3) ≤ µ↓4 + µ↓5 + · · ·+ µ↓9
(x3,3 − x1,2 − x1,3) + (y3,3 − y1,2 − y1,3) ≤ µ↓5 + µ↓6 + · · ·+ µ↓9
(x3,3 − x1,2 − x1,3 − x2,3) + (y3,3 − y1,2 − y1,3 − y2,3) ≤ µ↓6 + µ↓7 + µ↓8 + µ↓9
(−x1,2 − x1,3 − x2,3) + (−y1,2 − y1,3 − y2,3) ≤ µ↓7 + µ↓8 + µ↓9
(−x1,2 − x1,3) + (−y1,2 − y1,3) ≤ µ↓8 + µ↓9
−x1,2 − y1,2 ≤ µ↓9
(19)
Note in particular that the inequality involving µ↓4 + · · ·+ µ↓9 is not symmetric in X and Y, and this
inequality is the reason that we require two positive semidefinite matrices X and Y rather than just one. In
general, the number of inequalities to be checked is min{m, n}2, but the number of positive semidefinite
matrices invovled (and the number of terms being added up in each inequality) grows exponentially in
min{m, n} (as we discussed earlier).
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While this system of inequalities is not the type of thing that we expect to be able to solve analytically
like how we did in the qubit-qudit cases (condition (d) of Theorem 4), the existence of X and Y can be de-
termined numerically via semidefinite programming (e.g., in the CVX package for MATLAB [36]). Thus
these inequalities can be used computationally as necessary conditions that eigenvalues of entanglement
witnesses must satisfy.
Example 4. Suppose c ∈ R and consider the vector of eigenvalues ~µ = (1, 1, 1, 1, 1, 1,−1,−1, c). To
determine which values of c result in ~µ ∈ Conv(σ(DBP3,3)), we note that it is straightforward to verify
that~λ := (2, 2, 2, 1, 1, 1, 1, 1, 1)/12 ∈ APPT3,3 and
9
∑
j=1
µ↓j λ10−j = (2c− 2− 2+ 1+ 1+ 1+ 1+ 1+ 1)/12 = (c+ 1)/6,
which is negative when c < −1. We conclude from Corollary 1 that ~µ 6∈ APPT◦3,3 = Conv
(
σ(DBP3,3)
)
whenever c < −1 (and in particular, there does not exist a decomposable entanglement witness with
eigenvalues (1, 1, 1, 1, 1, 1,−1,−1, c) when c < −1).
On the other hand, we can see that ~µ ∈ Conv(σ(DBP3,3)) whenever c ≥ −1 via the system of
inequalities (19). In particular,
X = Y =
1
2
1 1 11 1 1
1 1 1

is positive semidefinite and satisfies the system of inequalities (19) when c ≥ −1. By putting these two
facts together, we see that ~µ ∈ Conv(σ(DBP3,3)) if and only if c ≥ −1.
It is worth noting that we can also see directly that ~µ ∈ σ(DBP3,3) whenever c ≥ −1, since if
|v〉 = |0〉 ⊗ |0〉+ |1〉 ⊗ |1〉+ |2〉 ⊗ |2〉 then (|v〉〈v|)Γ has eigenvalues (1, 1, 1, 1, 1, 1,−1,−1,−1), and
we can increase the smallest eigenvalue by adding a suitable positive semidefinite matrix to (|v〉〈v|)Γ.
Theorem 5 only applies to decomposable entanglement witnesses, since we do not know whether
or not ASEPm,n = APPTm,n when m, n ≥ 3. This result gives us a new avenue of approaching the
absolute separability problem, since if we can find an entanglement witness with eigenvalues ~µ such that
~µ 6∈ Conv(σ(DBPm,n)) then it follows that ASEPm,n ( APPTm,n. For example, in light of Example 4
we know that if there exists an entanglement witness with eigenvalues (1, 1, 1, 1, 1, 1,−1,−1, c) for some
c < −1, then ASEP3,3 6= APPT3,3.
6 Conclusions
We have introduced the inverse eigenvalue problem for the set of entanglement witnesses (or equivalently,
the set of block-positive matrices). We completely solved this problem in the smallest-dimensional case of
M2(C)⊗M2(C) in Theorem 3, and we provided a strong set of necessary conditions for the M2(C)⊗
Mn(C) in Theorem 4(d). We then provided a general method for constructing necessary conditions for the
spectra of decomposable entanglement witnesses in arbitrary dimensions in Theorem 5, and we illustrated
a duality relationship with absolute separability that provides a new line of attack for approaching the
question of whether or not ASEPm,n = APPTm,n.
The most pressing open question resulting from this work is whether or not there exists an entan-
glement witness with spectrum ~µ 6∈ Conv(σ(DBPm,n))—finding such an entanglement witness would
show that ASEPm,n ( APPTm,n. Another question that might be reasonably solvable is that of finding
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exact conditions for membership in σ(BP2,3). We know that every W ∈ BP2,3 can be written in the form
W = XΓ+Y, but the fact that W can have two negative eigenvalues (and thus X cannot be chosen to have
rank 1) makes it difficult to pin down exactly how negative its eigenvalues can be. For example, what are
the restrictions on c in Example 3? We showed in that example that ~µ ∈ Conv(σ(BP2,3)) if and only if
c ≥ −(3+√5)/6 ≈ −0.8727. However, we have not been able to find an entanglement witness with
spectrum ~µ for any c < (1−√5)/2 ≈ −0.6180.
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