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Abstract
In this work we present a nonlinear adaptive suboptimal control strategy for uncertain nonlinear
systems. Stochastic parametric uncertainty is dealt with by employing spectral decomposition of the
random variables by means of the generalized polynomial chaos expansion. The projection of uncertainty
onto the orthogonal polynomial basis, prescribed by the Wiener-Askey scheme, provides a deterministic
model from which the control laws are designed. We apply the nonlinear feedback control law to an
automatic pilot system for recovering an aircraft with uncertain aerodynamic data from stall while
providing acceptable dynamic response. The control law is obtained by approximating the Hamilton-
Jacobi-Bellman equation by a pertubational procedure and asymptotic weak stability in probability of
the controlled nonlinear system is verified in a deterministic way.
Index Terms
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I. INTRODUCTION
High-angle-of-attack flights have been a research topic of broad interest in aeronautical en-
gineering for decades. Such flight regime is usual for modern high-performance aircraft, whose
maneuverability and controllability should be possible even in the stall region. In this situation,
the lift coefficient cannot be represented as a linear function of angle of attack and therefore
nonlinear aerodynamic terms should be taken into consideration. In this context, the automatic
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2pilot system should work toward recovering the aircraft from stall while ensuring appropriate
dynamic response. Hence, the control system design should account for the nonlinear phenomena
that affect the vehicle operation as well as the uncertainties in the vehicle model and environment.
Therefore, in real implementations, such control system ought to be robust, that is, capable of
working properly, within the designed specifications, even when subject to either disturbances
or uncertainties in the determination of the vehicle parameters.
Adaptive and robust control are typical approaches for designing control structures for systems
affected by uncertainties. Applications of such techniques are widespread in the aerospace en-
gineering literature. Recent works include nonlinear dynamic inversion with multivariate spline-
based adaptive control allocation to compensate for aerodynamic uncertainties [1], autopilot
design using H∞ loop shaping for missiles at high angles of attack [2], adaptively augmented
LQR controller for agile aircraft [3], L1 adaptive controller for a BWB aircraft [4], H2/H∞ robust
control for hypersonic vehicles [5], and Lypunov function-based adaptive control for longitudinal
dynamics [6]. Even though such techniques are well established in the area, they generally still
present some unresolved issues. For instance, the mathematical proof of asymptotic stability
in adaptive structures is usually fairly involved and, in some cases, not even possible. Robust
control is too cautious for considering only the worst-case scenario for control design, thus being
blind to the actual behavior of uncertainty in the system and possibly degrading performance
and cost of the feedback scheme. In view of these problems, a less conservative method for
controlling nonlinear systems is sought, in a way that stability, optimality and robustness are all
guaranteed [7].
The robustness of the controller to stochastic inputs can be assessed by conventional ap-
proaches such as Monte Carlo sampling methods, which might be highly computationally costly
and not practical for a large number of random variables. Polynomial chaos expansion is an
alternative to Monte Carlo methods, since it provides a simpler framework to deal with the
propagation of uncertainty in the dynamical model. It is the spectral decomposition of a stochastic
process in the random dimension in which it is parametrized. The random trial basis is the Askey-
scheme based orthogonal polynomials. Introduced first by Wiener [8] for Gaussian random
variables and then generalized by Xiu and Karniadakis [9] for other probability distributions,
such decomposition is based on the Cameron and Martin Theorem [10], which guarantees the
convergence in L2 sense for stochastic processes with finite second moment. Many researches
have attested that spectral methods based on polynomial chaos expansions can be a computation-
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3ally efficient alternative to expensive conventional approaches based on Monte Carlo sampling
[9], [11], [12], [13]. The polynomial chaos expansion framework has been applied in sensitivity
analysis [14], [15], uncertainty quantification [12], [16], structural dynamics [17], [18], robust
stability analysis [19], [20], collision avoidance [21], fluid dynamics [22], [23], to cite a few.
The use of polynomial chaos expansions in control theory is recent. Hover and Triantafyllou
[24] demonstrated that this method applies to the stability study of nonlinear systems, especially
when the methods of Lyapunov are inconclusive and Monte Carlo simulations are expensive.
Fisher and Bhattacharya [11], [19], [25] presented a generalized procedure for the stability
analysis of linear and polynomial systems and a systematic framework for designing linear
quadratic regulators (LQR) for stochastic linear systems using polynomial chaos expansions.
Other applications in control theory are found in optimal control [26], [27], [7], [28], model
predictive control [29], [30] and robust control [31]. The majority of the previous work only
consider linear control theory, and the synergy between nonlinear techniques and polynomial
chaos expansions has not been fully explored yet.
In this paper, we are especially interested in the benefits that polynomial chaos expansions can
bring to the design of a robust control strategy to recover the aircraft from the stall region while
guaranteeing appropriate stability and performance. Many design challenges arise in flights at
high incidence owing to nonlinear phenomena that might strike the aircraft performance. For
instance, bifurcation behavior regarding the elevator control input may be observed, which may
cause the jump phenomenon or lead the vehicle to instability [32], [33], [34]. Moreover, in
an aerodynamic standpoint, the usual potential flow approach can no longer predict the forces
and moments acting on the aircraft due to complicated phenomena such as boundary layer
separation and vortex breakdown, to not mention compressibility [35]. Incidentally, many aircraft
models are unable to predict completely and satisfactorily the dynamics at high angles of attack.
Therefore, for a reasonable model, nonlinearities and uncertainties present in the real operation
of these vehicles have to be considered in order to avoid unstable regions of operation. Many
control schemes for the automatic pilot system are found in the literature, such as nonlinear
quadratic regulator [36], washout filters for bifurcation control [37], dynamic inversion [38],
probabilistic robust control [39], adaptive neural networks [40], to cite a few. Even though such
control strategies presented good performance at controlling high incidence flights, they may
have a difficult implementation and, in some cases, do not guarantee stability or robustness. The
development of a nonlinear control strategy that incorporates polynomial chaos expansions to
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4handle uncertainty holds the promise to overcome some of these issues.
This work has two fundamental objectives. First, to investigate the application of the poly-
nomial chaos expansion framework in the design of control laws for nonlinear systems with
uncertain stochastic parameters and, perforce, proofs of stability, robustness and optimality are
sought. We also present an implementation strategy of the proposed controller that resembles
adaptive control. The second objective is to design a controller that is capable of recovering the
aircraft from the stall condition with adequate dynamic response even when the aerodynamic
model is not fully known. The foremost contribution of this paper lies in the novel formulation
of nonlinear optimal control problems with stochastic parametric uncertainty in a deterministic
framework whilst assuring stability and optimality, ergo addressing two of the most critical
issues encountered in traditional approaches. Most importantly, the proposed method takes
into consideration the a priori knowledge of the underlying probability of uncertainty during
the control design, thus being less conservative than the conventional nonlinear robust control
methods for systems with parametric uncertainty. For assuming that the uncertainty affecting
the control system has a stochastic nature and using such information for design purposes, the
proposed control strategy can be classified under the generic name of probabilistic robust control
[41]. To the best knowledge of the author, this work is the first to present a general deterministic
framework for designing feedback nonlinear optimal control laws for longitudinal attitude control
of a nonlinear aircraft model with uncertain aerodynamic data by means of intrusive polynomial
chaos expansions.
This paper is organized as follows: Section II reviews the polynomial chaos theory for
propagating uncertainties through nonlinear systems. Section III derives the nonlinear optimal
control strategy and the proofs of stability, and proposes an adaptive implementation scheme.
The remaining sections delve into the aircraft modeling for longitudinal autopilot design. Section
IV presents the equations of motion of the aircraft, as well as the aerodynamic data and the
simulation model. Chapter V presents the results obtained from numerical simulations of the
controlled aircraft model. Finally, Chapter VI sums up the major conclusions from this work
and suggests topics for further investigation.
II. POLYNOMIAL CHAOS EXPANSIONS
In this section we introduce the polynomial chaos expansion for representing a stochastic
process according to the Wiener’s theory of homogeneous chaos [8]. We also describe the
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5use of such framework to transform stochastic nonlinear dynamical systems into an augmented
deterministic system for the decomposition coefficients.
A. Spectral Decomposition and The Wiener-Askey Scheme
Define the set of multi-indices with finite number of nonzero components as
J =
{
α = (αi)i≥1, αi ∈ N, |α| =
∞∑
i=1
αi <∞
}
. (1)
For an index α ∈ J , the Wick polynomial of order |α| in an infinite number of independent
and identically distributed normal random variables ξ = (ξ1, ξ2, . . .) is defined by
Ψα(ξ) =
∞∏
i=0
Hαi(ξi), (2)
where Hn(·) is the normalized n-th order multivariate orthogonal Hermite polynomial. The
random functions Ψα form a complete orthonormal basis in L2 on the probability space with
respect to the Gaussian measure generated by ξ [42]. According to the Cameron-Martin theorem
[10], a finite-variance random variable g(τ, ξ), where τ denotes any deterministic parameter (e.g.
the time instant), has the following decomposition in Wick polynomials:
g(τ, ξ) =
∑
α∈J
gα(τ)Ψα(ξ), (3)
where gα(τ) are the mode strengths given by
gα(τ) =
〈g(τ, ξ),Ψα(ξ)〉
〈Ψ2α(ξ)〉
. (4)
Notation 〈·〉 represents the multivariate inner product in L2(Dξ) space and Dξ is the domain of ξ .
The spectral expansion in Eq. 3 is referred to as the Polynomial Chaos Expansion (PCE) of the
random variable g. Given a g and a polynomial basis Ψα(ξ), the expansion in Eq. 3 is unique.
A fundamental property of this expansion is that it converges in the L2 sense. In practice, the
PCE will be truncated to a finite number of terms by limiting the germ ξ to r normal random
variables and the order of the multivariate polynomials Ψα to |α| ≤ d. The resulting number
of terms in the truncated expansion is given by P = (r+d)!
r!d!
− 1. The parameter P has to be
chosen large enough for the approximation of Eq. 3 to be accurate. The rate of convergence of
the truncated PCE depends on the the smoothness of g(τ, ξ) as a functional in a Hilbert measure
space. Roughly speaking, for a PCE of order P , denoted by gP (τ, ξ), the approximation error
‖g(τ, ξ) − gP (τ, ξ)‖ is O(P−p), where p is the differentiability of the function g(τ, ξ). For an
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6analytic function g(τ, ξ), the convergence rate is exponential, i.e., ‖g(τ, ξ)−gP (τ, ξ)‖ = O(e−%P )
for some constant % > 0 [21].
Xiu and Karniadakis [9] extended the PCE framework to non-Gaussian random inputs by
elaborating a tree that maps a certain distribution to the corresponding orthogonal polynomial that
guarantees the optimal convergence of the expansion. Table I shows the pairing for continuous
and discrete distributed random variables. This broad framework is called Generalized Polynomial
Chaos (gPC) expansion and it associates the probability density function of the germ ξ with
polynomials within the Askey-scheme that have a similar weight function. Such polynomials
form a complete basis in the Hilbert space determined by their corresponding support [11],
[43]. For arbitrary uncertain input distributions outside the Askey scheme, the Gram-Schmidt
orthogonalization algorithm can be used to generate a polynomial basis to achieve exponential
convergence of the expansion [44]. Note that, in the gPC framework, the random variables in ξ do
not need to have the same probability distribution function, thus we can propagate simultaneously
through the model uncertainties with different distributions, as long as we built the appropriate
multivariate tensor product polynomial for the decomposition basis.
TABLE I
THE WIENER-ASKEY SCHEME.
Random variable ξ Polynomial basis Ψk Support
Gaussian Hermite (−∞,∞)
Uniform Legendre [a, b]
Gamma Laguerre [0,∞)
Beta Jacobi [a, b]
The gPC method is especially useful in solving or analyzing stochastic differential equations.
In control theory, the use of conventional methods to study the stability and to design a nonlinear
robust controller subject to random inputs can lead, in general, to inconclusive results or does
not cover all the possible scenarios in an efficient way. In this sense, the gPC is a powerful tool
since the stability characteristic of a dynamical system can be inferred from the decay of the
modes strengths over time [19], [24], that is, in a deterministic framework.
We should stress here that, in this work, we only consider the application of gPC expansions
to deal with stochastic systems modeled by parametric (or predictable) stochastic differential
equations, i.e. stochastic processes that are fully specified in terms of the random variables ξ .
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7Such stochastic processes are completely determined for t > t0 if the past, t ≤ t0, is known
[45]. That is the case for dynamical systems with stochastic parametric uncertainty, such as the
aircraft model presented in Section IV.
B. Expansion of Stochastic Differential Nonlinear Equations
Consider stochastic nonlinear dynamical systems of the following form:
x˙(t, ξ) = A(ξ)x(t, ξ) + h(x,ξ) +B(ξ)u(t, ξ), (5)
where x ∈ Rn is the state vector, u ∈ Rm is the control input, A ∈ Rn×n and B ∈ Rn×m
are matrices and h ∈ Rn is a vector whose components are continuous nonlinear functions of
x. The random variable ξ = (ξ1, ξ2, . . . , ξr) represents uncertainties, with a known stationary
distribution, by which the parameters of the model or the initial conditions are expressed.
Denote the components of x(t, ξ), u(t, ξ) and h(x,ξ) by, respectively, xi(t, ξ), ui(t, ξ) and
hi(x,ξ). Also, denote the elements of A(ξ) and B(ξ) by, respectively, Aij(ξ) and Bij(ξ). We
can represent xi(t, ξ), ui(t, ξ), Aij(ξ), Bij(ξ) and hi(x,ξ) by means of the gPC expansion of
order P in the orthogonal polynomial basis Ψk(ξ) according to the Wiener-Askey scheme (see
Table I):
xi(t, ξ) ≈
P∑
k=0
xi,k(t)Ψk(ξ), (6)
ui(t, ξ) ≈
P∑
k=0
ui,k(t)Ψk(ξ), (7)
Aij(ξ) ≈
P∑
k=0
aij,kΨk(ξ), (8)
Bij(ξ) ≈
P∑
k=0
bij,kΨk(ξ), (9)
hi(x,ξ) ≈
P∑
k=0
hi,k(t)Ψk(ξ). (10)
Note that, as long as the relation between h and x is known, the expansion for hi(x,ξ), Eq. 10,
may be reformulated in terms of the expansions xi(t, ξ).
Let us define the following vector notation for the mode strengths appearing in Eq. 6-10:
xi ,
[
xi,0(t) xi,1(t) . . . xi,P (t)
]T
∈ RP+1, (11)
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8ui ,
[
ui,0(t) ui,1(t) . . . ui,P (t)
]T
∈ RP+1, (12)
hi ,
[
hi,0(t) hi,1(t) . . . hi,P (t)
]T
∈ RP+1. (13)
Define also the matrices Ak ∈ R(n×n) with {Ak}ij = aij,k and Bk ∈ R(n×m) with {Bk}ij = bij,k
for k = 0, . . . , P . Using the intrusive approach in [9], the coefficients aij,k and bij,k are computed
by the Galerkin projection of each mode onto the polynomial basis {Ψq}Pq=0, in order to ensure
the error is orthogonal to the functional space spanned by the finite-dimensional basis Ψk:
aij,k =
〈Aij(ξ),Ψk(ξ)〉
〈Ψ2k(ξ)〉
, (14)
bij,k =
〈Bij(ξ),Ψk(ξ)〉
〈Ψ2k(ξ)〉
. (15)
The modes strengths xi, ui and hi are also worked out in an intrusive way by employing the
Galerkin projection. The gPC expansions from Eq. 6 to 10 are substituted into the original system,
Eq. 5, and the projection with respect to the polynomial basis is taken, yielding a system of
n(P + 1) deterministic ordinary differential equations for the modes, which, as shown by Fisher
and Bhattacharya [11] and Pereira et al. [7], can be put into the following suitable form:
X˙ =AX +H +BU , (16)
where X ∈ Rn(P+1), H ∈ Rn(P+1) and U ∈ Rm(P+1) are given by
X =
[
xT1 x
T
2 . . . x
T
n
]T
, (17)
H =
[
hT1 h
T
2 . . . h
T
n
]T
. (18)
U =
[
uT1 u
T
2 . . . u
T
m
]T
. (19)
Matrices A ∈ Rn(P+1)×n(P+1) and B ∈ Rn(P+1)×m(P+1) are defined as:
A =
P∑
k=0
Ak ⊗Ek, (20)
B =
P∑
k=0
Bk ⊗Ek, (21)
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9where Ak and Bk are defined below Eq. 13, ⊗ denotes the Kronecker product and Ek ∈
R(P+1)×(P+1) is a symmetric matrix given by:
Ek =

eˆ1k1 eˆ1k2 . . . eˆ1kP
eˆ1k2 eˆ2k2 . . . eˆ2kP
...
... . . .
...
eˆ1kP eˆ2kP . . . eˆPkP
 . (22)
The nonlinearities in vector h(x,ξ) are firstly expanded in Taylor series around the mean of the
argument in order to obtain an approximate polynomial form, such as in
hi(xj(ξ)) ≈
N∑
p=0
h
(p)
i (xj,0)
p!
(
P∑
k=1
xj,kΨk(ξ)
)p
, (23)
and then the Galerkin projection is taken in order to put the augmented vector in form of Eq.
18. For nonsmooth nonlinearities, non-intrusive approaches based on sampling can be used, as
discussed by Dubusschere et al. [46], and will not be covered in this work.
III. CONTROL DESIGN
In this section we present the incorporation of the polynomial chaos framework for designing
control laws for nonlinear systems with stochastic parametric uncertainty. Section III-A presents
some definitions about stability of stochastic dynamical systems. In Sections III-B and III-C,
we introduce a suboptimal control strategy for regulation of uncertain nonlinear systems using
polynomial chaos expansions. In Section III-D, an implementation scheme is proposed.
A. Stability of Stochastic Dynamical Systems
Here we extend to nonlinear systems the polynomial chaos-based framework introduced by
Fisher and Bhattacharya [11] for linear systems to analyze the stability of dynamical systems with
stochastic parameters. Consider a general nonlinear stochastic system with stochastic parametric
uncertainty:
x˙(t, ξ) = f (t,x, ξ) x(t0, ξ) = x0 (24)
where x ∈ Rn is the state vector and ξ ∈ Rd is the vector of random variables. Following
the usual procedure of introducing new variables, equal to the deviations of the corresponding
coordinates of the perturbed motion from their unperturbed values [47], only the stability of the
solution x(t, ξ) ≡ 0 has to be considered as long as the following condition is satisfied:
f (t,0, ξ) = 0 for all t > 0. (25)
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Consider the following definitions of stochastic stability of the zero equilibrium of the system
in Eq. 24 [48], [49], [47]:
Definition: Stability in probability: The solution x(t, ξ) is said to be stable in probability
for t ≥ t0 if for any  > 0
lim
x0→0
Pr
{
sup
t≥t0
|x(t)| ≥ 
}
= 0. (26)
In addition, the solution is said to be weakly stable in probability if
lim
x0→0
sup
t≥t0
Pr {|x(t)| ≥ } = 0 for all  > 0. (27)
In the particular case of linear stochastic differential equations, the two definitions are equivalent
[47].
We should also consider the definition of p-stability, i.e., the stability of the moments of the
stochastic process {x(t)}. It consists of the study of growth or decay of the moments of the
solution of Eq. 24, which are deterministic functions [48], [47].
Definition: p-stability: The solution x(t, ξ) is said to be p-stable for p > 0 and t ≥ t0 if,
for every  > 0, there exists a δ > 0 such that
sup
t≥t0
E[|x(t)|p] ≤ , for all x0 : |x0| ≤ δ. (28)
It is said to be asymptotically p-stable if it is p-stable and moreover
lim
t→∞
E[|x(t)|p] = 0, for all x0 : |x0| ≤ δ. (29)
If the last definition holds for any x0 in the domain of f (t,x, ξ), then we say that the origin
is asymptotically stable in the large. Furthermore, if δ does not depend on the t0, then the origin
is said to be uniformly asymptotically stable. Now consider the truncated polynomial chaos
expansion of the solution x(t) of the nonlinear stochastic differential equation in Eq. 24. For
the sake of simplicity and with no loss of generality, we consider the one-dimensional case, i.e.,
n = 1 and d = 1:
x(t, ξ) = X TΨ (30)
such that
X˙ (t) = f (t,X ) X (t0) = X 0, (31)
where X =
[
x0(t) x1(t) . . . xP (t)
]T
∈ RP+1 is the vector that concatenates the gPC mode
strengths, and Ψ =
[
Ψ0(ξ) Ψ1(ξ) . . . ΨP (ξ)
]T
∈ RP+1 is the vector with the polynomial
bases. The following theorem presents, using the polynomial chaos framework, the conditions
for weak stochastic stability of the zero equilibrium of Eq. 24.
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Theorem 3.1: The zero equilibrium solution of the nonlinear dynamical system with stochas-
tic parametric uncertainty in Eq. 24 is uniformly weakly asymptotically stable in probability in
the large if, for the augmented deterministic system in Eq. 31 for the mode strengths of the
polynomial chaos expansion of Eq. 24, a scalar function V(t,X ) with continuous first partial
derivatives with respect to X and t exists such that:
(i) V(t,0) = 0;
(ii) V(t,X ) is positive-definite, i.e., there exists a continuous nondecreasing scalar function
κ1(|X |) such that κ1(0) = 0 and V(t,X ) ≥ κ1(|X |) > 0 for all t and all X 6= 0;
(iii) V(t,X ) is decrescent, i.e., there exists a continuous nondecreasing scalar function κ2(|X |)
such that κ2(0) = 0 and κ2(|X |) ≥ V(t,X ) for all t;
(iv) V˙(t,X ) is negative definite, that is,
V˙(t,X ) = ∂V
∂t
+ (5V)Tf(t,X ) ≤ −κ3(|X |) < 0,
where κ3(|X |) is a continuous nondecreasing scalar function such that κ3(0) = 0;
(v) V(t,X ) is radially unbounded, i.e., κ1(|X |)→∞ with |X | → ∞ .
Proof: We split the proof into two parts:
(a) Stability of the augmented deterministic system: First note that the selection of the Lya-
punov function that satisfies conditions (i)-(v) provides sufficient conditions for the uniformly
asymptotically stability in the large of the solution X ≡ 0 of Eq. 31, that is, for all t ≥ t0 and
all X 0 ∈ RP+1 there is δ > 0 such that, if |X (t0)| < δ, then |X (t)| → 0 as t → ∞, and the
convergence is uniform with respect to t0, i.e., for any σ > 0 there exists g(σ) < ∞ such that
|X (t0)| < δ implies |X (t+ t0)| < σ for all t > g(σ).
(b)p-stability of the stochastic system: This part uses part of the derivations presented by
Fisher and Bhattacharya [11] in the analysis of p-stability. Recall that the vector X (t) contains
the gPC mode strengths of the random variable x(t, ξ) in a time t, where ξ is a random variable
with known continuous probability density distribution f(ξ) over the support I . In face of Eq.
30, the p-th moment of x(t, ξ) is given by:
µp(t) =
P∑
i1=0
· · ·
P∑
ip=0
xi1(t) · · ·xip(t)
∫
I
Ψi1(ξ) · · ·Ψip(ξ)f(ξ)dξ, (32)
for p > 0. Note that the integral in Eq. 32 is finite for any p and any set of orthogonal polynomials.
Therefore, if conditions (i)-(v) are true, then X (t) is bounded, which implies that xi(t) is also
bounded and consequently, all moments are bounded. Hence, the zero equilibrium of Eq. 24
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is p-stable for all p > 0 and t ≥ 0. Moreover, if conditions (i)-(v) are true, then the solution
X (t) ≡ 0 is asymptotically stable and X (t)→ 0 as t→∞, that is, xi(t)→ 0 and consequently
µp(t) → 0 as t → ∞ for all p > 0 and t ≥ 0. Finally, since the convergence of X holds for
all t0 and all X 0 ∈ RP+1, then the convergence of xi(t) to the origin holds for all t0 and all
xi(t0) ∈ R and thus the convergence of µp(t) is uniform and the system is p-stable in the large
for all p > 0 and t ≥ 0. In sum, the zero equilibrium of Eq. 24 is uniformly asymptotically
p-stable in the large for all p > 0. Using the Chebyshev Inequality
sup
t≥t0
Pr {|x|(t) ≥ } ≤ 1
p
sup
t≥t0
E[|x(t)|p] (33)
and the squeezing principle, we have that the zero equilibrium of the nonlinear dynamical system
with stochastic parametric uncertainty in Eq. 24 is uniformly weakly asymptotically stable in
probability in the large. 
In light of the Theorem 3.1, the goal of the control design is to find a control law that will drive
the gPC mode strengths of Eq. 24 to the origin, thus guaranteeing the weak stochastic stability
of the equilibria of the nonlinear dynamical system with stochastic parametric uncertainties.
B. Optimal Control Design
The objective is to design a feedback control system that drives the trajectories of Eq. 5
from a certain initial condition to a small neighborhood around the origin, i.e. x(tf ) = 0, while
minimizing a performance index. We formulate the optimal control problem as follows:
Optimal Control Problem: Given the nonlinear dynamics in Eq. 5, with initial condition
x(t0, ξ) = x0, find the feedback control law u(x) that minimizes the cost function:
min
u
J(x, u) = min
u
E
[∫ tf
t0
(l(x) + uTRu)dt
]
, (34)
where
l(x) = xTQx + N(x), (35)
Q ∈ Rn×n is a real symmetric and positive definite matrix and R ∈ Rm×m is a real positive
definite matrix. N(x) is a term that will be chosen later to account for the nonlinearities of the
model and  is a dimensionless parameter introduced for notation purposes. Using the generalized
polynomial chaos expansion, the stochastic dynamical system can be represented as in Eq. 16:
X˙ =AX + H +BU (36)
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Likewise, note that we can write the functional in Eq. 34 in the gPC framework, just as presented
in Section II. Using the orthogonal polynomials property, one can show that [11]:
E[xTQx] = X TQ˜X , (37)
E[uTRu] = U TR˜U , (38)
where Q˜ , Q ⊗W , R˜ , R ⊗W and W ∈ R(P+1)×(P+1) is a matrix whose elements are
{W }ij = 〈Ψi(ξ),Ψj(ξ)〉. In general, the expectation of N(x) can be written as a function of the
gPC coefficients for x:
E[N(x)] = N (X ). (39)
Hence, the cost function in Eq. 34 can be represented in a deterministic form as:
min
U
J˜ (X ,U ) = min
U
∫ tf
t0
(
L+U TR˜U
)
dt, (40)
where
L = X TQ˜X + N (X ). (41)
Here we impose that H = 0 for X = 0, so that the origin is an equilibrium point. Otherwise
a change of variables should be made in order to satisfy this condition. Note that solving the
optimal control problem in Eq. 34 is equivalent to solving the problem in Eq. 40. Moreover,
as discussed in Section III-A, the stability of the augmented system guarantees that the original
system is also stable in probability.
Let V (X ) = min J˜ (X ,U ) be the cost-to-go function, which is assumed to be continuously
differentiable in X , then the Hamilton-Jacobi-Bellman (HJB) equation provides sufficient con-
ditions for optimality [50]:
min
U
[
∂V (X )
∂t
+ L+U TR˜U +
(
∂V (X )
∂X
)T
(AX + H +BU )
]
= 0. (42)
The general solution of this optimal control problem is of the form [51]:
U = f
(
X , ∂V (X )
∂X
)
. (43)
Thus, it is necessary to solve a first order nonlinear partial differential equation.
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C. Nonlinear Suboptimal Control
Here we follow the formulation presented by Garrard et al. [51] to design a nonlinear subopti-
mal control to drive the states of the augmented system to the origin in an infinite time horizon.
From the HBJ equation (Eq. 42), it is straightforward to see that the optimal control law that
minimizes the cost function in Eq. 40 is of form:
U = −1
2
R˜−1BT ∂V (X )
∂X (44)
The substitution of the control law in Eq. 44 into Eq. 42 yields:
∂V
∂t
+
∂V
∂X
T
(AX + H)− 1
4
∂V
∂X
T
BR˜−1BT ∂V
∂X
+X TQ˜X + N (X ) = 0
(45)
An analytical solution for the HJB equation in Eq. 45, in general, does not exist. However, it
is possible to obtain a control close to the optimal if it approximately satisfies the conditions
specified in the optimal control problem. In a practical standpoint, a suboptimal solution can be
chosen so that it satisfies criteria such as ease of implementation and reliability. Garrard et al.
[51], [52] proposes a pertubational procedure to obtain the approximate solution of the optimal
control problem. Assume a formal power series expansion of the cost-to-go function:
V (X ) =
∞∑
i=2
i−2Vi(X ) (46)
Substituting Eq. 46 into Eq. 45 and equating the powers of  to zero, we obtain [51]:
∂V2
∂t
+
∂V2
∂X
T
AX − 1
4
∂V2
∂X
T
BR˜−1BT ∂V2
∂X
+X TQ˜X = 0,
(47)
∂V3
∂t
+
∂V3
∂X
T
AX − 1
4
∂V2
∂X
T
BR˜−1BT ∂V3
∂X
−1
4
∂V3
∂X
T
BR˜−1BT ∂V3
∂X +N (X ) = 0,
(48)
∂Vi
∂t
+
∂Vi
∂X
T
AX + ∂Vi−1
∂X
T
H
−1
4
n+2∑
k≥2, l≥2
∂Vk
∂X
T
BR˜−1BT ∂Vl
∂X = 0,
(49)
August 27, 2018 DRAFT
15
where in the summation in Eq. 49, we require k + l = i + 2. In order to determine Vi, these
equation have to be solved successively. A special case occurs if, in Eq. 41, we let N (X ) = 0,
so that L is a quadratic function in X :
L = X TQ˜X , (50)
where Q˜ ∈ Rn(P+1)×n(P+1) is a real symmetric positive definite matrix. Assuming also that H
has a polynomial form in X , such that
H =
N∑
n=1
f n+1(X ) (51)
where fn+1 is of order n + 1 in X . Then the Vn’s are given by the following equations [52].
∂V T0
∂X AX −
1
4
∂V T0
∂X BR˜
−1BT ∂V0
∂X +X
TQ˜X = 0, (52)
and
∂V Tn
∂X AX −
1
4
∂V Tn
∂X BR˜
−1BT ∂V0
∂X
−1
4
∂V T0
∂X BR˜
−1BT ∂Vn
∂X +
n−1∑
k=1
∂V Tk
∂X f n+1−k
+
∂V T0
∂X f n+1 −
1
4
n−1∑
k=1
∂V Tk
∂X BR˜
−1BT ∂Vn−k
∂X = 0.
(53)
The optimal control solution is then:
U = −1
2
R˜−1BT
∞∑
n=0
∂Vn
∂X (54)
It should be noted that V0 is quadratic function in X , V1 is cubic in X , and in general Vn is
of order n+ 2 in X . Also, solution of Vn leads to the n+ 1 order control term. Even though Eq.
52 is nonlinear, the solution is well known:
V0 = X T P˜X , (55)
where P˜ is the solution of the algebraic Riccati equation
P˜A +AT P˜ − P˜BR˜−1BT P˜ = −Q˜. (56)
Equation 53 is linear, but in most cases cannot be solved analytically. Considering the augmented
dynamical system with n(P+1) states, the general procedure for obtaining approximate solutions
is as follows [52]:
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1) Assume
Vn =
n+2∑
i1=0
· · ·
n+2∑
in(P+1)=0
ani1,...,in(P+1)x
i1
1 · · ·xin(p+1)n(P+1),
s.t. i1 + · · ·+ in(P+1) ≤ n + 2;
(57)
2) Calculate ∂Vn
∂X ;
3) Substitute ∂Vn
∂X into Eq. 53;
4) Set the sum of coefficients of like terms equal to zero;
5) Solve the resulting simultaneous linear algebraic equations for ani1,...,in(P+1) .
After Vn is obtained, ∂Vn∂X can be calculated and substituted into Eq. 54 to obtain U n+1. The
convergence of this pertubational procedure and an estimate of the degradation of performance
resulting from truncation is discussed in [53] and [54].
Remark 3.3.1: Note that the approximate solution of Vn gives a suboptimal character to
the control law in Eq. 54. Besides, the assumption in Eq. 51 may not be the case for a general
nonlinear dynamical system, and therefore the function H has to be approximated by a Taylor
series expansion around the zero equilibrium point. Moreover, for practical reasons, the control
law is Eq. 54 has to be truncated.
Remark 3.3.2: Optimality does not imply stability, unless the infinite horizon optimal control
law U (X ) is stabilizing, i.e., U (0) = 0 and the zero solution of the closed-loop system in Eq. 36
is asymptotically stable in some neighborhood. Therefore, an assumption to apply the suboptimal
control law derived in this section is that Eq. 36 is stabilizable [54], [55], that is, the Jacobian
matrix
J 0 = ∂
∂X [AX +H +BU ]X=0 (58)
is a stability matrix. That is the case if max[Re(λ(J 0))] < 0, where λ(J 0) denotes the
eigenvalues of the Jacobian matrix. Considering the control law in Eq. 54, the closed-loop
dynamics is given by:
X˙ =AX +H − 1
2
BR˜−1BT
∞∑
n=0
∂Vn
∂X , (59)
and therefore the associated Jacobian matrix at the origin can be calculated by:
J 0 = ∂
∂X
[
AX +H − 1
2
BR˜−1BT
∞∑
n=0
∂Vn
∂X
]
X=0
(60)
=
∂
∂X
[
AX +H − 1
2
BR˜−1BT ∂V0
∂X
]
X=0
, (61)
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since ∂Vn
∂X has a polynomial form in X of order 2 or greater for n ≥ 1. To determine under which
conditions the Jacobian matrix in Eq. 61 is a stability matrix, consider the closed-loop system
in Eq. 59 with only linear control terms (i.e., the first term of the Vn expansion only), and a
Lyapunov function candidate of form:
V = X T P˜X . (62)
Furthermore, define the following function:
L = X TQ˜X −HT P˜X −X T P˜H. (63)
For positive definite function L and positive definite matrix R˜, the derivative of the V function
evaluated in the suboptimal trajectory is given by V˙ = −L−U TR˜U and it is negative definite.
Then V is a Lyapunov function and the controlled system is locally asymptotically stable. Hence
the zero equilibrium point in the closed loop dynamical system with only linear control terms
is asymptotically stable if the function in Eq. 63 is positive definite. Consequently, under such
condition, the Jacobian matrix in Eq. 61 must be a stability matrix. Note that the Jacobian matrix
at the origin for the closed-loop system with linear and nonlinear control are the same. Therefore,
the nonlinear control in Eq. 54 is stabilizing and the closed-loop trajectories initiated within a
neighborhood of the origin asymptotically converge to the equilibrium point. Note that this is a
local result. Global stability characteristics should be studied case by case via Lyapunov’s direct
method.
D. Implementation
In Sections III-B III-C, a nonlinear optimal control strategy was presented. The method was
derived for the augmented dynamical system for the gPC mode strengths, that is, the control laws
map X to U . In an actual application, however, the mode strengths are not physical quantities,
thus they cannot be measured. Therefore, the gPC coefficients have to be estimated in real time,
as well as the uncertain parameters, in order to allow the computation of the optimal control U
and the subsequent determination of the actual control input u(t, ξ) for the dynamical system,
using Eq. 7. From Section II, we know that the gPC mode strengths of the decomposition of
x(t, ξ) ∈ Rn are given by Eq. 4, which, for a truncated decomposition, can be written in a more
convenient way:
xi,k = E[xi(t, ξ)] for i = 1, . . . , n and k = 0, (64)
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and
xi,k =
cov[xi(t, ξ),Ψk(ξ)]
V [Ψk(ξ)]
for i = 1, . . . , n and k = 1, . . . , P. (65)
Note that, in Eq. 65, the variance V [Ψk(ξ)] can be computed off-line since the polynomial basis
is known for a given set of uncertain parameters. Therefore, the determination of the gPC mode
strengths of the actual state vector boils down to the computation of the covariance between the
states and the polynomial basis at a certain time instant. The estimation of the set of uncertain
parameters ξ ∈ Rd can be performed through different on-line parameter estimation algorithms,
such as the recursive least square method or the maximum likelihood technique. [56] present
several methods for recursive parameter estimation. We denote the estimated parameters by ξˆ .
Each parameter in the vector ξ is assumed to be time-invariant, that is, each overcome of the
random variables are constant over time. Therefore, the parameter estimation algorithm has to
run only until all parameters have been estimated, when the gain of the algorithm has ultimately
decreased to zero [57]. The convergence of the parameter estimation, however, is dependent
on some properties of the input signals in the dynamical system. As discussed by [58], this
signal property is referred to as persistent excitation (PE) and it is pivotal for on-line parameter
estimation. Note that this usually implies that the control input cannot be monotone in order to
excite the plant, ergo antagonistic toward the regulation objective. As a consequence, there is a
trade-off between the estimation and the regulation performances.
Once the polynomial bases are totally determined by the parameter estimation, state estimation
will be required to compute the covariance in Eq. 65. The state estimation algorithm, which is
required for full state feedback control of stochastic systems, can provide estimates of the covari-
ance matrix in real time, inasmuch as the algorithm keeps track of the probability density function
of the state. In this work, we consider on-line estimation algorithms for discrete measurements
of continuous dynamics, that is, the algorithm deals with sequential data, which requires that
the states and parameter estimates be recursively updated within the the sampling period time
[57]. We denote the states estimates by xˆ. Figure 1 shows a scheme of the implementation of
the polynomial-chaos based control strategy, where the measurements y ∈ Rs are given by:
y = c(x). (66)
Note that the proposed approach bears a resemblance to traditional adaptive control strategies,
since the model is not completely specified and we combine on-line parameter estimation with
on-line control, providing a self-learning nature to the controller [57]. The remarkable difference
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between the traditional adaptive control and the polynomial chaos-based control is that the latter
takes the uncertain parameters as random variables and incorporates the probability density
function of the state in the feedback law.
Ψk(ξ)
Controller
ui(t, ξ) xi(t, ξ)Dynamical
system
c(·)Estimation of ξ
Estimation of X
ξˆ
Xˆ
y
Linear or
nonlinear control
law
∑P
k=0 ui,kΨk(ξ)
U
Ψk(·)
Estimation algorithm
Fig. 1. Block Diagram.
In this work we suggest Kalman filtering for adaptive state estimation, that is, the states and
parameters are estimated simultaneously. To implement the adaptive state estimation of Eq 5,
we define an augmented state of the form (not to be confused with the augmented system for
the gPC coefficients):
¯
x(t) ,
 x(t, ξ)
ξ
 ∈ Rn+d, (67)
such that
˙
¯
x(t) =
¯
f (
¯
x(t),u(t)) +
¯
Gω(t) (68)
with measurements at the discrete time k + 1
¯
yk+1 = ck+1(
¯
xk+1) + νk+1, (69)
where
¯
f (
¯
x(t),u(t)) ,
 A(t, ξ)x(t, ξ) + h(t,x, ξ) +B(ξ)u(t, ξ)
0d×1
 ∈ Rn+d, (70)
¯
G ∈ Rn×nw , and the signal {ω(t)} ∈ Rnw and the sequence {νk} ∈ Rs are noise terms,
which are assumed to be realizations of zero mean white Gaussian processes {W (t)} and {N k},
respectively, such that W (t) ∼ (0,Qω(t)) and N k ∼ (0,Rνk), where Qω(t) ∈ Rnw×nw and
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Rνk ∈ Rs×s are known covariance matrices. The initial condition of 68,
¯
x0, is an outcome of the
random variable
¯
X 0 ∼ (¯
¯
x, ¯
¯
P ), where ¯
¯
x ∈ Rn and ¯
¯
P ∈ Rn×n are known. By assumption,
¯
X 0,
{W (t)} and {N k} are mutually uncorrelated. The addition of the noise signals accounts for the
unmodeled disturbances and uncertainties in the environment and model in a real application.
Note that we consider that the uncertain parameters ξ are constant over time, that is, we estimate
an output of the random variables. From a theoretical standpoint, there are no restrictions on the
number of unknown parameters in ξ . In practice, however, the adaptive filter might encounter
observability issues for a large ξ , and the user may want to explore other estimation strategies.
Note that, in Eq. 65, the covariance between the state xi(t, ξ) and the polynomial basis Ψk(ξ)
can be rewritten as a higher order moment between the state and the vector of parameters ξ .
In general, to compute the gPC mode strength xi,k, it is necessary moments of order k + 1
between the state and ξ . The adaptive state estimation using the extended Kalman filter (EKF)
only provides the first and second moments. Therefore, for a polynomial chaos expansion with
P > 1, numerical approximations of high-order moments are required. This could be a drawback
of the implementation of the polynomial chaos-based control using adaptive estimation with EKF,
since the computational cost to estimate such moments might be significant. There are several
methods to estimate high-order moments in the literature [59], [60], [61], [62]. For instance,
[63] present the so called Jth Moment Extended Kalman Filter, a estimation framework for high
order moments of nonlinear dynamical systems using the state transition tensor approach. The
implementation of this method for vector models is usually quite laborious due to the algebraic
transformations involved resulting in a high computation expenditure.
Next we present a summary for the control design and implementation of the method proposed
in this work:
• Step 1: Given a dynamical system of form as in Eq. 5, with r uncertain parameters with
known distribution, determine the expansion basis according to Wiener-Askey scheme in
Tab. I.
• Step 2: Choose the polynomial order d so that the expansion error is small. The gPC will
then have P = (r+d)!
r!d!
− 1 terms.
• Step 3: Construct the augmented system as shown in Section II-B. One should obtain a
deterministic system as in Eq. 16. Once the augmented system is determined, one can
analyze the first two statistical moments of the model by using Eq. 3. Such results can
be compared with Monte Carlo (MC) simulations of the original stochastic system. The
August 27, 2018 DRAFT
21
error between the results obtained through gPC and the results from MC should be small.
Otherwise, one should return to Step 2 and increase d.
• Step 4: Choose a linear or nonlinear control strategy as presented in Section III-B. As for the
nonlinear control, one has to solve the HJB equation by using the perturbational procedure
with expansion in Eq. 46 truncated at order n. Obtain the nonlinear control of order n + 1
using Eq. 54. To do so, solve Eq. 52 and 53 using the approximation in Eq. 57. For any
control law designed, the control weights Q and R have to be chosen so that stability
criterion is met. One can verify such condition by simulating the closed loop augmented
system and checking if the function in Eq. 63 is always positive definite.
• Step 5: Implement the closed loop system as shown in Fig. 1. An estimation algorithm
should be chosen to provide online estimates of the states and the uncertain parameters.
The gPC mode strengths can be computed using Eq. 64 and 65. For P = 1, an Extended
Kalman Filter or any other formulation of the Kalman Filter for nonlinear estimation should
suffice. For P > 1, one should implement an estimation algorithm that provides information
about higher order moments.
IV. AIRCRAFT MODEL
This work is concerned with the longitudinal dynamics of fighter aircraft, focusing on control
design for high-angle-of-attack flights. Such flight regime is critical for high performance combat
aircraft in rapid maneuvers such as evasion, pursuit, and nose pointing to obtain the first
opportunity of firing the weapons [64]. Examples are the Cobra and Herbst maneuvers, in which
the aircraft for short periods has to attain high angular velocities at extreme angles of attack. If
we consider level flight with zero sideslip angle and no wind disturbances, and assuming that
the aircraft flies at constant velocity, the nonlinear model for the longitudinal motion is given
by the following set of equations:
α˙ = − 1
mu
[
q∞S cos3(α)CL −mg cos2(α) cos(θ)
−muθ˙ cos2(α)− 2q∞S sin(α) cos2(α)CD
−muθ˙ sin2(α)−mg sin(α) cos(α) sin(θ)
−q∞S sin2(α) cos(α)CL
]
,
(71)
θ˙ = q, (72)
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q˙ =
1
Iyy
cq∞SCM . (73)
where α is the angle of attack, θ is the pitch angle, q is the pitch rate, q∞ is the dynamic
pressure, g is the acceleration of gravity, u is the aircraft speed, S is the wing area, c is the
mean aerodynamic chord, and m and Iyy are the mass and moment of inertia of the vehicle,
respectively. The terms CL, CD and CM are aerodynamic coeffcients for lift, drag and moment,
respectively. We consider a blended-wing-body fighter aircraft whose parameters are shown in
Tab. II. The lift coefficient typically varies linearly with the angle of attack at low to moderate
TABLE II
AIRCRAFT PARAMETERS.
Parameter Description Value Unit
m Mass 8,780 kg
Iyy Moment of inertia 13,418 kg·m2
S Wetted area 50.2 m2
c Mean aerodynamic chord 4.12 m
b Wing span 15.84 m
Vc Cruise speed 171.3 m/s
hc Cruise altitude 30,000 m
α. In this region the airflow moves smoothly over the aircraft surface and is attached over most
part of it. At high angles of attack, however, the flow tends to separate from the top surface
of the airfoil due to viscous effects creating a large wake behind the airfoil and a condition of
reversed flow. As a consequence, the lift force is decreased while the drag grows appreciably
[65]. Under such conditions, the aircraft is said to be stalled, and the lift coefficient is no longer
a linear function of α. The drag and moment coefficient are also nonlinear functions of α. To
fully characterize the behavior of the aerodynamic coefficients as a nonlinear function of the
angle of attack, data are usually obtained experimentally in wind-tunnel tests. For instance, the
solid black line in Fig. 2 shows the lift coefficient obtained experimentally for the combat aircraft
considered.
To incorporate these coefficients to the mathematical model in Eq 71 - 73, a third order
polynomial is fitted to the experimental data. This approximation is usual in the literature of
dynamics and control of high-angle-of-attack flights, such as in the works of [52], [32], [66].
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Fig. 2. Lift coefficient with uncertainty.
Such polynomials have the following standard form:
C( ) = C( )0 + C( )1α + C( )2α
2 + C( )3α
3 + ∆C( ), (74)
where C( )0, C( )1, C( )2 and C( )3 are the polynomial coefficients, and ∆C( ) represent terms
not directly related to α. Table III shows the coefficients that approximate the aerodynamic data
obtained in wind tunnel tests for the fighter aircraft.
Even though the third order polynomials provide a reasonable approximation for the aero-
dynamic coefficients at low to high angles of attack, there may still be nonlinear phenomena
associated with the stall condition that were not fully captured in the wind-tunnel tests. As
described by Rom [35], the stall evolution is a complicated process due to vortex breakdown,
which leads to the flow braking up into a nonsteady turbulent wake. Besides the complicated stall
process that might not be fully characterized by the function approximation, the data obtained
in the wind-tunnel tests may not be completely accurate since there are similarity parameters
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TABLE III
THIRD ORDER POLYNOMIAL COEFFICIENTS FOR AERODYNAMIC CURVES
Coefficient C( )0 C( )1 C( )2 C( )3
CL 0.0179 3.2569 0.5450 −9.6098
CD 0.0355 −0.1171 1.6552 0.8908
CM −0.0332 −2.8543 0.8669 2.3927
not accounted for [65]. Moreover, the final validation of the mathematical model is performed
in flight tests, which are usually not completed before the first control design routine. For these
reasons, there may be a mismatch between the real aerodynamic coefficient curves and the
mathematical model, due to unmodeled phenomena, especially in high angles of attack, where
the nonlinearites are more significant. To account for that, we add a parameter of uncertainty in
the lift coefficient, such that Eq. 74 for this coefficient is now written as:
CL = CL0 + CL1α + CL2α
2 + (CL3 + ξ)α
3 + ∆CL, (75)
where ξ ∼ N (0, σ2CL) is a normal random variable. Figure 2 shows in grey a Monte Carlo
simulation of Eq. 75 with 1000 outcomes, as well as the standard deviation around the nominal
lift coefficient obtained experimentally. We choose to add only one parameter of uncertainty in
order to keep this example simple for the reader’s benefit, and to avoid the high computational
cost and observability issues that multiple unknown parameters can have.
To complete the longitudinal aerodynamic model, the increments ∆C( ) in Eq. 74 are modeled
as linear functions of the control surface deflections and the linear and angular velocities and
accelerations [67]. For lift and moment increments we have:
∆CL = CLq
c
2Vc
θ˙ + CLu
Vt
Vc
+ CLδeδe, (76)
∆CM = CMq
c
2Vc
θ˙ + CMu
Vt
Vc
+ CMδeδe. (77)
where Vt =
√
u2 + v2 + w2 is the total velocity and Vc is the cruise speed. The elevon deflection
is represented by δe. The coefficients in Eq. 76 and 77 are shown in Tab.IV Increments in the drag
coefficient are not significant and therefore are not considered in this work. Note that the elevon
deflection δe is related to pitch control and thus is the input commands. For control design
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TABLE IV
AERODYNAMIC COEFFICIENTS
Coefficient C( )q C( )u C( )δe
CL 4.649 0.0919 −0.2532
CM −0.9064 0 −4.599
purposes, following the derivations presented in Section III, these equation are conveniently
rewritten in the state space form as follows:
x˙(t, ξ) = Ax(t, ξ) +H (x, ξ) +Bu(t) (78)
While Eq. 78 is used for control design, we consider a more general model for simulation, which
includes state and sensor noise. Therefore, for an outcome of random variable ξ in Eq. 78, we
have:
x˙(t) = Ax(t) +H (x, t) +Bu(t) +Gω(t), (79)
with measurements at the discrete time k + 1
yk+1 = Cxk+1 + νk+1, (80)
where
G ,

0
0
1
 ∈ R3, (81)
C , I 3 ∈ R3×3, (82)
and the signal {ω(t)} ∈ R and the sequence {νk} ∈ R3 are noise terms, which are assumed
to be realizations of zero mean white Gaussian processes {W (t)} and {N k}, respectively, such
that W (t) ∼ (0, Qω) and N k ∼ (0,Rν ), where Qω ∈ R and Rν ∈ R3×3 are known covariance
matrices. The initial condition of 79, x0, is an outcome of the random variable X 0 ∼ (x¯, P¯ ),
where x¯ ∈ R3 and P¯ ∈ R3×3 are known. By assumption, X 0, {W (t)} and {N k} are mutually
uncorrelated.
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V. SIMULATIONS
In the numerical simulations performed, we considered the longitudinal model presented in
Section IV, with parameters given in Tab. II, III and IV. Here, it is important to calculate the trim
condition, that is, the angle of attack and the elevon deflection during cruise flight. To calculate
such condition, we find the equilibrium point of Eq. 71-73, recalling that, for a symmetric
airplane with leveled wings and zero sideslip angle, the following relation holds: θT = αT + γ,
where subscript T denotes trim and γ is the climb angle. For γ = 0 we have
αT = 2.47 deg, (83)
δeT = −1.92 deg. (84)
The gains used in the control derivations, as shown in Sections III-B and III-C, were selected
as:
Q =

1 0 0
0 1 0
0 0 1
 , (85)
R = 1. (86)
Linear, second, third and fifth order controllers were computed. Note that the gains were kept the
same for all control designs in order to make a fair comparison among the performance of the
controllers. In this work, due to the computational cost, we will only consider the implementation
of control laws in an adaptive structure, as shown in Fig. 1, with gPC expansions up to P = 1.
Therefore, the adaptive state estimation with the EKF, or any other formulation of the nonlinear
Kalman filter, can be used to obtain on-line estimates of the gPC mode strengths. In view of
the highly nonlinear dynamical model for the aircraft considered in Section IV, we suggest the
Unscented Kalman filter (UKF) in lieu of EKF. Considering the full simulation model in Eq. 79
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and 80, the following parameters were used in all simulations:
Qω = 0.1745, (87)
Rν =

0.81 0 0
0 0.81 0
0 0 0.81
× 10−4, (88)
P¯ =

3 0 0
0 3 0
0 0 3
 , (89)
x¯ =

α0 − 0.0087 rad
0 rad
0.0261 rad/s
 . (90)
(91)
As for the augmented system for the adaptive Kalman Filter algorithm presented in Section
III-D, the following parameters were used:
¯
¯
P =
 P¯ 03×1
01×3 30
 , (92)
¯
¯
x =
 x¯
−9.6098
 . (93)
where α0 denotes the initial condition for the angle of attack. Two initial conditions were
simulated for each control law: x = [ 25o 0 0 ]T and x = [ 30o 0 0 ]T . All initial conditions
correspond to angles of attack within the stall region, i.e., greater than 20 degrees.
In the first simulation, we consider α0 = 25 deg, which corresponds to an angle of attack
within the stall region but still with little loss of lift. Figure 3 shows the angle of attack response
for each controller. In every simulation, the aircraft was successfully recovered from stall and
reached the trim condition in approximately 10s. The 3rd and 5th order controllers provided
a faster response in bringing the vehicle away from the stall condition. Figure 4 shows the
parameter estimation ξ provided by the adaptive UKF, which is crucial for computing the actual
control signal. We see that the estimation did not converge to the real value, but nevertheless it
provided a reasonable approximation. The parameter estimation for the system with the 2nd order
control had the better performance, whereas the estimation for the system with linear control
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Fig. 3. Angle of attack of the aircraft with different control strategies. Initial condition α = 25 deg.
had the worst performance. Such issue can be explained in two ways: either the control input
was not sufficiently PE or the parameter had minor influence in the dynamics. In the first case,
as discussed in Section III-D, the convergence of parameter estimation is strongly dependent on
whether the control signal is PE. In the second case, since the uncertainty is more intense at high
angles of attack, as shown in Fig. 2 an initial condition at α0 = 25 deg may not have been high
enough to provide sufficient information for estimating ξ accurately. Lastly, we check the the
stability criterion for the closed-loop system with each controller. As discussed in Section III-C,
the origin of the system is asymptotically stable in probability if the function L, in Eq. 63 is
positive definite. Figure 5 shows the function for each control strategy. In all cases, L is positive
during all time instants and therefore we infer the stability in probability of the equilibrium
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Fig. 4. Parameter estimation for the aircraft with different control strategies. Initial condition α = 25 deg
point in the neighborhood that contains the initial condition. One should note that we verify the
stability for the closed-loop stochastic system by analyzing a deterministic function for the gPC
mode strengths with low computational cost when compared to traditional methods based on
sampling.
In the second simulation, we consider α0 = 30 deg, which corresponds to an angle of attack
within the stall region with significant loss of lift and increase of drag. Figure 6 shows the angle
of attack response for each controller. In contrast to the previous case, now the aircraft was
successfully recovered from stall and reached the trim condition only for the 3rd and 5th order
controllers. The 5th order controller provided a slight faster response in bringing the vehicle
away from the stall condition. On the other hand, the linear and 2nd order controllers were
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Fig. 5. Stability criterion verification for the aircraft with different control strategies. Initial condition α = 25 deg
not capable of driving the states to the trim condition. Apparently, for these control laws, the
states approached another equilibrium point, but still within the stall region, at a very high angle
of attack, thus not being feasible in an actual aircraft mission. Figure 7 shows the parameter
estimation provided by the adaptive UKF for each control strategy. We see that the estimation
provided a much better approximation of ξ in comparison to the previous case. The parameter
estimation for the system with the linear, 2nd and 5th order controllers converged to the real
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Fig. 6. Angle of attack of the aircraft with different control strategies. Initial condition α = 30 deg
value of the parameter, while the estimation for the system with the 3rd order control provided
a reasonable approximation. Figure 8 shows the stability criterion verification for the aircraft
with each controller. As expected, the L function for the linear and 2nd order controls are not
positive definite, therefore the trim condition is not asymptotically stable in probability in the
neighborhood of the initial condition considered. The results for the system with 3rd and 5th
order controllers are similar to the previous case.
Repeating the simulations for an initial angle of attack higher than 30 deg, similar results are
obtained. Therefore, we infer that, for the control design method proposed, only third or higher
order controllers are capable of recovering the aircraft from very high angles of attack.
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Fig. 7. Parameter estimation for the aircraft with different control strategies. Initial condition α = 30 deg
VI. CONCLUSIONS
In this paper we have presented a method for studying the stability and robustness of closed
loop nonlinear systems with stochastic parametric uncertainty and a strategy for designing
nonlinear control laws. By using the polynomial chaos theory, we can take into account the
a priori knowledge of the distribution of the random parameters and use this information for
control design purposes. The theorem presented in Section III-A defines the conditions for the
weak stochastic stability of such stochastic nonlinear systems. Furthermore, we can use the
polynomial chaos expansions to propagate the uncertainty through the closed loop system and
verify all possible scenarios with a low computational cost when compared with methods based
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Fig. 8. Stability criterion verification for the aircraft with different control strategies. Initial condition α = 30 deg
on sampling. Therefore, the proposed method has clear advantages over classic methods for
being less conservative and ensuring optimality, stability and robustness for nonlinear systems.
A suboptimal nonlinear feedback control was designed for controlling a high-performance
aircraft with uncertain aerodynamics operating at high angles of attack. We considered a nonlinear
model for the aircraft longitudinal motion as well as for the aerodynamic forces and moments.
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The uncertainty was introduced in the polynomial approximation of the lift coefficient curve
at high angles of attack. Using the generalized polynomial chaos expansions, parameterized by
random variables with known distribution, the stochastic differential equation that describes the
dynamics of the system was transformed into an augmented system of deterministic differential
equations for the mode strengths of the spectral decomposition. The feedback control design,
formulated under the optimal control theory, was then performed in a deterministic framework.
The optimal control laws were derived in a nonlinear approach. The first and second order
control laws were not capable of recovering the aircraft from very high angles of attack, whereas
the third and higher order controllers fulfilled the task satisfactorily. In all cases, the stability in
probability of the controlled dynamics could be verified by analyzing a deterministic function.
The estimation of the gPC mode strengths were performed online by the Unscented Kalman
Filter in an adaptive structure.
As future work, we can work to improve the computational cost of the polynomial chaos-based
controller, either in the order of expansion to have a better accuracy, or in the implementation
to estimate the mode strengths in real time. In addition, the determination of the order of the
expansion that will guarantee the convergence is still an open question.
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