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In this paper, an iterativemethod is presented for the computation of regularized solutions
of discrete ill-posed problems. In the proposed method, the regularization problem is
formulated as an equality constrained minimization problem and an iterative Lagrange
method is used for its solution. The Lagrange iteration is terminated according to the
discrepancy principle. The relationship between the proposed approach and classical
Tikhonov regularization is discussed. Results of numerical experiments are presented to
illustrate the effectiveness and usefulness of the proposed method.
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1. Introduction
In many applications, the discretization of continuous ill-posed inverse problems, such as Fredholm integral equations
of the first kind, results in discrete ill-posed problems of the form
Ax = b (1)
where A ∈ Rn×n is a nonsingular ill-conditioned matrix.
The vector b is contaminated by noise and measurement errors, i.e.,
b = b˜+ e
where the noise-free vector b˜ is unavailable and e represents perturbations and measurement errors. The error norm
σ := ‖e‖
is assumed to be explicitly known. (Throughout this paper, ‖ · ‖ denotes the Euclidean norm.) Our aim is to compute a good
approximation of the solution x˜ of the noise-free linear system (1) even in the presence of noisy data b.
Due to the ill-conditioning of A and the noise contained in b, the direct solution x̂ of (1) is a poor approximation of x˜
and a regularization method is necessary in order to determine a useful approximation of x˜. (For thorough discussions on
regularization, please refer to [1–4] and the references therein.) Tikhonov regularization [5] is one of the most popular
regularization techniques. In this method, the original problem (1) is replaced by the least-squares problem
minimize
1
2
‖Ax− b‖2 + µ
2
‖L(x− xguess)‖2 (2)
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whereµ is a positive regularization parameter, xguess is an a priori estimate of x˜ and L ∈ Rp×n, p ≤ n, is a full-rank regularizing
matrix containing prior information about the smoothness of the exact solution. For example, L can be the identity matrix
or the discrete approximation of the first-order or second-order derivative operators. In practice, xguess is usually set to zero
because no information on the solution is available.
The effectiveness of Tikhonov regularization strongly depends on a suitable choice of the regularization parameter µ
which determines the amount of regularization. In fact, if µ is too small, noise will dominate the solution, while if µ is too
large, the resulting solution will be too smooth. When the error norm σ is explicitly known, a popular and useful parameter
choice strategy is the discrepancy principle [1,6–8]. This principle states that the optimal regularization parameter µ gives a
regularized solution whose residual norm is equal to ρσ for some parameter ρ > 1.
Tikhonov regularization (2) can be equivalently reformulated as one of the following constrained optimization problems:
minimize
1
2
‖Lx‖2
subject to
1
2
‖Ax− b‖2 = σ
2
2
(3)
or
minimize
1
2
‖Ax− b‖2
subject to
1
2
‖Lx‖2 = 1
2
‖L˜x‖2.
(4)
It can be proved ([9] and the references therein) that problems (2)–(4) are equivalent when xguess = 0 provided that µ is
the exact Lagrange multiplier of (4) or the inverse of the exact Lagrange multiplier of (3). The advantage of the constrained
formulations (3) and (4) over the unconstrained one (2) consists in not requiring any prior estimate of the regularization
parameter but rather requiring an estimate of the error norm or the exact solution norm. In many applications, these
estimates are obtainable.
Both the noise constrained optimization problems (3) and (4) have been considered in the literature for the regularization
of discrete ill-posed problems. In [9], efficient algorithms based on a bidiagonalization of A are presented for (3) and (4).
In [10], the problem (4) is considered as a special case of the trust region subproblem from optimization and the LSTRS [11]
method for large-scale trust region subproblems is applied to (4). In [12,13], methods based on Gauss quadrature are
proposed for problem (4). In [14], a modular approach, involving the solution of a sequence of unconstrained problems
while adjusting the regularization parameter, is presented for the solution of (3). In [15], problem (3) is considered and
a Lagrange method [16,17] is proposed for its solution. The Lagrange method presented consists in solving the first-order
optimality conditions of (3) with respect to both the variable x and the Lagrange multiplier by means of an inexact Newton-
like method. The search direction is computed by approximately solving the Newton system of the first-order conditions
with the minimal residual (MINRES) method of Paige and Saunders [18] and the step length is determined by a constrained
line search involving a penalized merit function. The penalized merit function is introduced to penalize the constraint
violations. The constrained line search modifies the step length not only in order to ensure a sufficient decrease of the merit
function but also to ensure the positivity of the Lagrangemultiplier and the nonsingularity of the Newton system coefficient
matrix.
In this work, we propose a regularization strategy based on replacing the original problem (1) with the constrained
minimization problem
minimize
1
2
‖Lx‖2
subject to
1
2
‖Ax− b‖2 = 0
(5)
which is different from problems (3) and (4) proposed in the literature. A useful approximation to the true solution x˜ is
determined ‘‘by iteration with early stopping’’. An iterative Lagrange method is applied to (5) and a regularized solution of
(1) is obtained by stopping its iteration according to the discrepancy principle. That is, the Lagrange iterations are terminated
as soon as an iterate xk has been determined whose residual norm ‖Axk − b‖ is less than ρσ . We will refer to the proposed
regularization technique as the truncated Lagrange (TL) method.
Themain contribution of this work is to analyze the relationship between the proposed regularization strategy, based on
solving (5) with an iterative procedure, and classical Tikhonov regularization (2). In particular, in this work, we show that
the solution computed by the TL method solves a Tikhonov regularization problem of the form (2) where the regularization
parameter µ satisfies the discrepancy principle and xguess is a suitable estimate of the exact solution x˜.
We believe that themain advantage of the proposed approach over classical Tikhonov regularization (2) is that it removes
the indefiniteness of µ and xguess since both of these values are estimated during the iterations of the TL method. Only
the knowledge of the noise norm σ is necessary for use in the discrepancy principle. In practical applications, a useful a
priori estimate of the regularization parameter is often unavailable and, in spite of the numerous methods proposed in the
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literature, the computation of a suitable µ is still a challenge, especially for large-scale problems (some references on this
subject are [19–22,4]). In contrast, a prior knowledge of σ is obtainable in most applications and, given σ , the TL method
computes the regularization parameter, the initial guess xguess and the approximated solution.
A regularization strategy based on truncated Lagrange iterations has also been proposed in [23,24]. In [23], the casewhen
the coefficientmatrix A is a large ill-conditioned block Toeplitzmatrix with Toeplitz blocks (BTTB) is considered and a quasi-
Newton method is applied to the first-order optimality conditions of (5). In each quasi-Newton iteration, the Hessian of the
Lagrangian is approximated by a circulant matrix and the fast Fourier transform is used to compute the quasi-Newton step.
The solution of the inner system in the Lagrange method is the most important computational task of the algorithm, that
strongly influences the precision and the efficiency of the method. For this reason, unlike in [23], in this paper we analyze
an iterative solution of the inner linear system (with the MINRES method) with the exact Hessian as the coefficient matrix.
In [24], total variation-based regularization is considered. A problem of the form (5) is solved where the objective function
is the Total Variation function and the Lagrange method of [15] is used for its solution. However, a theoretical connection
between the TL and Tikhonov solutions has been previously discussed neither in [23] nor in [24].
Many iterative regularization algorithms exist in literature, such as the conjugate gradient type methods or the LSQR
method [2,3] where the discrepancy principle is the most widely used stopping criterion. Anyway, in the numerical
experiments, the TL method is only compared with methods looking for the minimum of Tikhonov-like functions. In
particular, we compare the TL method with the classical Tikhonov regularization method and the methods proposed in
[15,23]. The aim of these comparisons is to show the advantage of the new formulation (5) of the regularization problem
over the more traditional ones (2) and (3). The results of several numerical experiments show that the proposed method is
efficient and effective in computing regularized solutions of ill-conditioned linear systems.
The paper is organized as follows. The TL method is presented in Section 2 and its relation with Tikhonov regularization
is discussed in Section 3. Results of numerical experiments are presented in Section 4. Finally, conclusions are given in
Section 5.
2. The truncated Lagrange method
The purpose of this section is to derive and explain the TL method. The solution x̂ of (5) is not a regular point of the
constraint and the first-order optimality conditions do not apply to (5). To overcome this problem, we slightly modify (5)
by adding a small positive constant ε to the right-hand side of the equality constraint. In this way, we obtain the slightly
perturbed problem
minimize
1
2
‖Lx‖2
subject to
1
2
‖Ax− b‖2 = ε
(6)
where 0 < ε  12σ 2. The solution of (6) now satisfies the first-order optimality conditions.
For clarity of presentation, let us recall some well-known results of convex analysis. Problem (6) is a convex problem
with a unique solution. The Lagrangemultiplier associatedwith the solution is positive. Moreover, the first-order optimality
conditions are sufficient conditions for optimality. Thus, the first-order equations have to be solved in order to find a solution
of (6). For a comprehensive presentation of these results, we refer the reader to [25,26].
Let h(x) be the constraint function
h(x) = 1
2
‖Ax− b‖2 − ε.
The first-order optimality conditions for (6) are expressed as{∇xL(x, λ) = 0
h(x) = 0 (7)
whereL(x, λ) is the Lagrangian functionL : Rn+1 −→ R defined as
L(x, λ) = 1
2
‖Lx‖2 + λh(x)
with λ ∈ R the Lagrange multiplier. An iteration of the Newton method to solve the first-order equations (7) is stated as(∇2xxL(x, λ) ∇xh(x)
∇xh(x)T 0
)(
1x
1λ
)
= −
(∇xL(x, λ)
h(x)
)
(8)
where (x, λ) is the current iterate and (1x,1λ) is the Newton step for the next iterate.
The proposed truncated Lagrange method has the general form
xk+1 = xk + αk1xk
λk+1 = λk + αk1λk (9)
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where the search direction (1xk,1λk) is computed by solving the Newton system (8) and the step length is determined by
a line search procedure based on Armijo’s condition [27] and using a priori information on the solution of (6). The penalized
quadratic function
m(x, λ) = 1
2
(
‖∇xL(x, λ)‖2 + w|h(x)|2
)
, w > 0
is used as merit function in the constrained line search. The constrained line search determines an appropriate step length
not only in order to ensure a sufficient decrease of the merit function but also to maintain the positivity of the Lagrange
multiplier. The positive parameterw of the merit function acts as a penalty parameter; for largew the constraint violations
along the search direction are penalized.
The iterations (9), just as in iterative regularization methods, generate a sequence of points converging to an
approximation of the undesired least-squares solution through a semiconvergence behavior. In fact, during the first
iterations, the minimization term dominates the objective function, while, in the later iterations, when the constraints
are satisfied, the approximations deteriorate because the noise becomes amplified. Therefore, a regularized solution is
determined by stopping the iterative procedure (9) according to the discrepancy principle.
The stopping rule of the TL method is formally stated as follows.
Stopping Rule 2.1 (Discrepancy Principle). Let ρ > 1 be fixed and let σ = ‖e‖ be the error norm. Terminate the iterations
(9) as soon as an iterate xk has been found such that
‖Axk − b‖ ≤ ρσ . (10)
In Section 3, we show that the discrepancy principle is satisfied by the TL method in a finite number of iterations.
Summarizing, the algorithm of the TL method is formally described as follows.
Algorithm 2.1 (Truncated Lagrange Method).
0. Parameter.w > 0, ν = 10−4, ρ > 1.
Data. Initial iterate (x0, λ0) ∈ Rn+1; set k = 0.
While ‖Axk − b‖ > ρσ
1. Computation of the search direction.
Compute the solution (1xk,1λk) of the linear system:(∇2xxL(xk, λk) ∇xh(xk)
∇xh(xk)T 0
)(
1x
1λ
)
= −
(∇xL(xk, λk)
h(xk)
)
. (11)
2. Line search.
Find the first number αk of the sequence {1, 12 , 14 , . . . , 12i , . . .} satisfying:
(i)m(xk + αk1xk, λk + αk1λk) ≤ m(xk, λk)+ ναk (1xk,1λk)t ∇(x,λ)m(xk, λk) (12a)
(ii) λk + αk1λk > 0; (12b)
(iii) AT (A(xk + αk1xk)− b) 6= 0. (12c)
3. Updates.
Set:
xk+1 = xk + αk1xk,
λk+1 = λk + αk1λk.
Set k = k+ 1 and return to Step 1.
end (while).
Condition (12b) forces the Lagrange multiplier to be strictly positive on the basis of the a priori knowledge about the
exact Lagrange multiplier. Condition (12b), together with condition (12c), ensures that the search direction (1xk,1λk)
can always be computed. In fact, the Hessian matrix ∇2xxL(xk, λk) = LT L + λkATA is positive definite if λk > 0. Since
∇xh(xk) = AT (Axk − b) 6= 0 (condition (12c)), the coefficient matrix of the Newton system (11) is nonsingular (see Section
14.1 of [17]). Observe that condition (12c) is nonrestrictive since, if x is a solution of (6), then AT (Ax− b) 6= 0.
The following discussion describes some methods for the system solution at step 1 of Algorithm 2.1. To solve the linear
system (11) one of the following methods can be used.
1. Direct methods When the dimension of system (11) is small, a direct method such as Gaussian elimination can be used
for its solution.
2. Iterative methods When the dimension is large, the linear system (11) can be solved inexactly with an iterative method.
In [15], the MINRES method is proposed for the solution of linear systems of the form (11). In particular, MINRES
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iterations are applied to (11) until an approximated solution (1xk,1λk) has been determined such that
‖rk‖ ≤ ηk
∥∥∥∥(∇xL(xk, λk)h(xk)
)∥∥∥∥ (13)
where
rk =
(∇2xxL(xk, λk) ∇xh(xk)
∇xh(xk)T 0
)(
1xk
1λk
)
+
(∇xL(xk, λk)
h(xk)
)
and
ηk = min{η, (1− ) cos θk}
η ∈ [0, 1[, cos θk = ‖∇xL(xk, λk)‖
2 + w|h(xk)|2∥∥∥∥(∇xL(xk, λk)h(xk)
)∥∥∥∥ ∥∥∥∥(∇xL(xk, λk)wh(xk)
)∥∥∥∥ .
3. Properties of the truncated Lagrange method
In this section, some properties of the TL method are given and the relationship between the classical Tikhonov
regularization and the proposed approach is discussed. Firstly, the convergence of the iteration (9) to a stationary point
of (6) is stated. In order to prove the convergence, we need the following results.
Definition 3.1 ([16], p. 35). The sequence of directions {(1xk,1λk)} is gradient related to {(xk, λk)} if for any subsequence
{(xk, λk)}k∈K converging to a nonstationary point of m(x, λ), the corresponding subsequence {(1xk,1λk)}k∈K is bounded
and satisfies
lim sup
k→∞, k∈K
∇(x,λ)m(xk, λk)T
(
1xk
1λk
)
< 0.
Remark. ForM1 > 0 andM2 > 0, the conditions∥∥∥∥(1xk1λk
)∥∥∥∥ ≤ M1, (14)
∇(x,λ)m(xk, λk)T
(
1xk
1λk
)
≤ −M2‖∇(x,λ)m(xk, λk)‖2 (15)
for all k, ensure that the sequence {(1xk,∆λk)} is gradient related to {(xk, λk)} ([16], p. 36).
Proposition 3.1 ([16], p. 43). Let {(xk, λk)} be a sequence generated by the iteration (9)where {(1xk,1λk)} is a descent direction
for m at (xk, λk). Assume that {(1xk,1λk)} is gradient related and that αk is chosen by the Armijo rule. Then every limit point
of {(xk, λk)} is a stationary point of m.
In the following proposition we consider the case where {(1xk,1λk)} is computed by a direct method. This case is quite
obvious but it is considered here for the sake of completeness.
Proposition 3.2. If ∇xL(xk, λk) 6= 0 and h(xk) 6= 0, then the direction (1xk,1λk) computed by solving (8) by a direct method
is a descent direction for the merit function m(x, λ) at (xk, λk).
Proof. The gradient ofm at (xk, λk) can be expressed as
∇(x,λ)m(xk, λk) =
(∇2xxL(xk, λk) ∇xh(xk)
∇xh(xk)T 0
)(∇xL(xk, λk)
wh(xk)
)
.
From (
1xk
1λk
)
= −
(∇2xxL(xk, λk) ∇xh(xk)
∇xh(xk)T 0
)−1 (∇xL(xk, λk)
h(xk)
)
(16)
we have
∇(x,λ)m(xk, λk)T
(
1xk
1λk
)
= −
(
‖∇xL(xk, λk)‖2 + w|h(xk)|2
)
< 0.  (17)
Then, we consider the case where {(1xk,1λk)} is computed by an iterative method.
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Proposition 3.3. If ∇xL(xk, λk) 6= 0 and h(xk) 6= 0, then the direction (1xk,1λk) satisfying (13) is a descent direction for the
merit function m(x, λ) at (xk, λk).
Proof. We omit the index k for notational simplicity. By the definition of the inner product,(
∇xL(x, λ)T , wh(x)
)(∇xL(x, λ)
h(x)
)
=
∥∥∥∥(∇xL(x, λ)h(x)
)∥∥∥∥ ∥∥∥∥(∇xL(x, λ)wh(x)
)∥∥∥∥ cos θ
where θ is the angle between the vectors (∇xL(x, λ)T , wh(x)) and (∇xL(x, λ)T , h(x)). The search direction (1x,1λ)
satisfies(
1x
1λ
)
=
(∇2xxL(x, λ) ∇xh(x)
∇xh(x)T 0
)−1 [
r −
(∇xL(x, λ)
h(x)
)]
. (18)
Therefore,
∇(x,λ)m(x, λ)T
(
1x
1λ
)
=
(
∇xL(x, λ)T , wh(x)
)(
r −
(∇xL(x, λ)
h(x)
))
≤
∥∥∥∥(∇xL(x, λ)wh(x)
)∥∥∥∥ ‖r‖ − ∥∥∥∥(∇xL(x, λ)wh(x)
)∥∥∥∥ ∥∥∥∥(∇xL(x, λ)h(x)
)∥∥∥∥ cos θ
≤
∥∥∥∥(∇xL(x, λ)wh(x)
)∥∥∥∥ ∥∥∥∥(∇xL(x, λ)h(x)
)∥∥∥∥ (η − cos θ)
≤ −
∥∥∥∥(∇xL(x, λ)wh(x)
)∥∥∥∥ ∥∥∥∥(∇xL(x, λ)h(x)
)∥∥∥∥ cos θ.
Hence
∇(x,λ)m(x, λ)T
(
1x
1λ
)
≤ −(‖∇xL(x, λ)‖2 + w|h(x)|2). (19)
This is strictly negative unless ∇xL(x, λ) = 0 and h(x) = 0. 
The following proposition shows that the sequence {(1xk,1λk)} is gradient related to {(xk, λk)}.
Proposition 3.4. Assume that the points {(xk, λk)} generated by Algorithm 2.1 lie in a compact set. If the direction (1xk,1λk) is
computed by a directmethod or by an iterativemethod, then there exist two positive constantsM1 andM2 such that conditions (14)
and (15) are satisfied.
Proof. Since both the Lagrangian functionL(x, λ) and the constraint function h(x) are continuously twice differentiable and
since the iterates (xk, λk) are contained in a compact set, from Eqs. (16) and (18) we have that the direction {(1xk,1λk)} is
bounded. Hence, there exists a constantM1 such that∥∥∥∥(1xk1λk
)∥∥∥∥ ≤ M1. (20)
We have that
‖∇(x,λ)m(xk, λk)‖2 =
(∇xL(xk, λk)T ,√wh(xk))B(xk, λk)(∇xL(xk, λk)√wh(xk)
)
where
B(xk, λk) =
(
In 0
0
√
w
)(∇2xxL(xk, λk) ∇xh(xk)
∇xh(xk)T 0
)2 (In 0
0
√
w
)
.
Hence, since B(x, λ) is continuous over a compact set, we have
‖∇(x,λ)m(xk, λk)‖2 ≤ ‖B(xk, λk)‖
∥∥∥∥(∇xL(x, λ)√wh(xk)
)∥∥∥∥2
≤ Mm(xk, λk).
From relations (19) and (17), we obtain
∇(xk,λk)m(xk, λk)T
(
1xk
1λk
)
≤ −cm(xk, λk) ≤ −M2‖∇(x,λ)m(xk, λk)‖2 (21)
where c =  (cf. Eq. (19)) or c = 1 (cf. Eq. (17)) andM2 = c/M . 
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From Proposition 3.1 it follows that, in the hypothesis of Proposition 3.4, every limit point of {(xk, λk)} is a stationary
point ofm.
Proposition 3.5. Assume that the points (xk, λk) generated by Algorithm 2.1 lie in a compact set. If the direction (1xk,1λk) is
computed by a direct method or by an iterative method, then the sequence {(xk, λk)}k∈N converges to the solution of (6) and the
corresponding Lagrange multiplier.
Proof. From Propositions 3.1 and 3.4, there exists a subsequence {(xk, λk)}k∈K ,K ⊂ N converging to a point (x∗, λ∗) such
that
∇(x,λ)m(x∗, λ∗) = 0. (22)
From relations (17) and (19), we have that m(x∗, λ∗) = 0; hence the limit point x∗ is the minimum of (6) and λ∗ ≥ 0 is
the corresponding Lagrange multiplier. The uniqueness of the solution implies the convergence of the entire sequence. In
fact, assume by contradiction that the sequence {(xk, λk)}k∈N does not converge to (x∗, λ∗). Therefore, an index setK1 6= K
exists such that
(xk, λk) −→ (x, λ) for k ∈ K1
and (x, λ) 6= (x∗, λ∗). As before, we can prove that (x, λ) is a solution of (6). Since the solution of (6) is unique, we necessarily
have (x, λ) = (x∗, λ∗) and thus a contradiction. 
The following proposition ensures that a finite stopping iteration number exists for the TL method.
Proposition 3.6. Assume that the hypothesis of Proposition 3.5 holds. Furthermore, assume that the initial iterate of Algorithm
2.2 is such that ‖Ax0 − b‖ > ρσ and that 0 < ε  12σ 2. Then, Algorithm 2.1 terminates after a finite number ktl of iterations.
Proof. Because of our assumption, we have
1
2
‖Ax0 − b‖2 > 12 (ρσ)
2
and, by virtue of Proposition 3.5, we have that
lim
k→∞
1
2
‖Axk − b‖2 = ε  12 (ρσ)
2.
Therefore, there exists a finite index ktl ∈ N such that
‖Axk − b‖ ≤ ρσ, ∀k ≥ ktl, k ∈ N. 
Let xtl be the approximated solution to (1) computed by the TL method. The next proposition draws a connection between
the solution of the TL method and that of a Tikhonov method with a specified regularization parameter and a specific initial
guess of the solution. In fact, this proposition characterizes xtl as the solution of a problem of the form (2) and shows that xtl
is a regularized solution of (1).
Proposition 3.7. Let xtl be the approximated solution to (1) computed by the TL method. Then, there exists a vector ωtl ∈ Rn and
a positive scalar µtl such that xtl is the solution of the Tikhonov regularization problem
min
x
1
2
‖Ax− b‖2 + µtl
2
‖L(x− ωtl)‖2
where µtl is chosen such that the discrepancy principle (10) is satisfied.
Proof. By the definition of the stopping index ktl, the residual ‖Axtl − b‖ associated with xtl satisfies the discrepancy
principle (10).
Let λtl be the Lagrange multiplier associated with xtl; observe that λtl > 0, for the condition (12b). Let ω˜tl ∈ Rn be the
residual vector
∇xL(xtl, λtl) = ω˜tl.
The pair (xtl, λtl) satisfies the equations
λtl(ATAxtl − ATb)+ LT Lxtl − ω˜tl = 0.
These equations are the first-order optimality conditions of the unconstrained minimization problem
min
x
λtl
(
1
2
xTATAx− xTATb
)
+ 1
2
xT LT Lx− xT ω˜tl
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which is equivalent to the minimization problem
min
x
λtl
2
‖Ax− b‖2 + 1
2
‖L(x− ωtl)‖2
where ωtl = (LT L)−1ω˜tl. The thesis immediately follows by setting µtl = 1/λtl. 
4. Numerical results
In this sectionwediscuss some implementation details for the TLmethod andwe report the results of some test problems.
The numerical experiments were executed on a Pentium IV PC using Matlab 7.0.
4.1. Implementation details
In the experiments performed, we have fixed the following value for the parameter ρ: ρ = 1.0001 (Stopping Rule 2.1).
In the one-dimensional problems, we have used for constant ε the value
ε = ε¯ :=
c∑
i=1
(ui ∗ b)2
where ui are the columns of the matrix U of the singular value decomposition (SVD) of A, A = USV T , and c is the number
of singular values si that are less than a threshold fixed to 1× 10−10. In the two-dimensional problems, the computation of
the SVD of A is too expensive and the value ε = eps, where eps is the Matlab machine precision, is assumed.
In our code, Algorithm 2.1 is terminated according to the Stopping Rule 2.1 or after a maximum of Kmax = 50 iterations. The
initial iterate has been chosen as x0 = 0 and the initial value λ0 has been selected such that
λ0 = n2max
{
eps, λ0
}
(23)
where n is the dimension of x, and
λ0 =
(
∇xh(x0)T∇xh(x0)
)−1[
h(x0)−∇xh(x0)T LT Lx0
]
. (24)
The formula (23) guarantees λ0 > 0. The formula (24) is used in the multiplier update methods (Section 14.4 of [17]) for
updating the Lagrange multiplier. This value of λ0 is obtained by approximating ∇xxL(x, λ) with LT L and by fully solving
the Newton system (8) with respect to λ. Notice that computing (∇xh(x0)T∇xh(x0))−1 merely requires the inversion of a
scalar.
The penalty parameter w accelerates the convergence towards a solution satisfying the constraint. However, if much
noise is present in the data b, a fast convergence to the solution of (1) could cause the presence of noise in the approximations
xk. On the other hand, the lower the noise level is, the closer the solution of (1) is to the true solution x˜. For these reasons, in
our implementation, the value ofw is decreasing with the noise level.
In the design of our experiments, we wish to compare the TL method with classical Tikhonov regularization (2) where
xguess = 0 and µ satisfies the discrepancy principle. Moreover, as proposed in [15], we also apply Algorithm 2.1 to the
constrained problem (3) in order to show that considering (6) in place of (3) provides solutions of improved quality. In the
sequel, Algorithm 2.1 applied to (3) will be denoted as the TL1 method while Algorithm 2.1 applied to (6) will be denoted
as the TL method.
4.2. One-dimensional test problems
In the first set of numerical experiments, we have considered the Phillips, Shaw, Baart and Heat test problems from the
Regularization Tools package of Hansen [28,4]. These test problems are widely used in the literature and come from the
discretization of the first-kind Fredholm integral equations discussed in [29–32], respectively. TheMatlab codes in [28] give
the coefficientmatrixA ∈ R100×100 and the noise-free right-hand side b˜ ∈ R100 coming from the discretization of the integral
equation. A white noise error vector ewith noise level `:
` := ‖e‖‖˜b‖
has been added to b˜ in order to obtain the noisy right-hand side b. The values ` = 10−3 and ` = 10−2 have been considered.
The penalty parameterw has been fixed such that
w =
{
1014, if ` = 10−3;
108, if ` = 10−2.
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Table 1
Numerical results for the one-dimensional test problems.
Pb. ` Method L = I L = ∆
Rel. error k Rel. error k
Phillips
10−3 TL 1.3337× 10−2 12 1.5104× 10−2 17
10−3 TL1 1.3920× 10−2 15 1.8755× 10−2 19
10−3 Tikh (discr) 1.4241× 10−2 1.3638× 10−2
10−3 Tikh (opt) 1.3861× 10−2 1.1482× 10−2
Shaw
10−3 TL 4.3146× 10−2 18 4.5965× 10−2 26
10−3 TL1 4.3475× 10−2 20 9.5505× 10−2 26
10−3 Tikh (discr) 4.3454× 10−2 2.8894× 10−1
10−3 Tikh (opt) 3.7734× 10−2 3.1511× 10−2
Baart
10−3 TL 1.5318× 10−1 17 3.2393× 10−2 17
10−3 TL1 1.5443× 10−1 19 3.3268× 10−2 20
10−3 Tikh (discr) 1.5511× 10−1 7.0942× 10−2
10−3 Tikh (opt) 1.3658× 10−1 3.3171× 10−2
Heat
10−3 TL 3.7846× 10−2 15 4.2022× 10−2 24
10−3 TL1 4.1182× 10−2 18 4.9175× 10−2 27
10−3 Tikh (discr) 4.1188× 10−2 4.9197× 10−2
10−3 Tikh (opt) 4.0151× 10−2 3.9952× 10−2
Phillips
10−2 TL 3.3697× 10−2 9 2.4763× 10−2 12
10−2 TL1 2.9379× 10−2 12 2.8751× 10−2 14
10−2 Tikh (discr) 2.9289× 10−2 2.8939× 10−2
10−3 Tikh (opt) 2.8781× 10−2 2.4277× 10−2
Shaw
10−2 TL 5.2221× 10−2 12 1.7479× 10−1 17
10−2 TL1 5.5065× 10−2 15 1.2975× 10−1 16
10−2 Tikh (discr) 5.5014× 10−2 5.7506× 10−1
10−2 Tikh (opt) 4.9556× 10−2 1.2670× 10−2
Baart
10−2 TL 1.8518× 10−1 12 6.8496× 10−2 14
10−2 TL1 1.8747× 10−1 14 8.8979× 10−2 15
10−2 Tikh (discr) 1.8755× 10−1 1.5556× 10−1
10−2 Tikh (opt) 1.8644× 10−1 6.6360× 10−2
Heat
10−2 TL 1.2798× 10−1 20 1.2389× 10−1 20
10−2 TL1 1.2803× 10−1 12 1.4514× 10−1 20
10−2 Tikh (discr) 1.2803× 10−1 1.4520× 10−1
10−2 Tikh (opt) 1.2622× 10−1 1.2315× 10−1
For these test problems, the regularization operators considered are the identity operator L = I and the discretization
of the second-order derivative operator L = ∆. For these small-size problems, the linear systems (11) have been solved by
Gaussian elimination. In this case, the computational complexity of the TL method is roughly proportional to the number of
linear system solutions required since the line search procedure only involves matrix–vector products.
The results obtained are summarized in Table 1 reporting the relative error of the reconstructions obtained by the TL
and TL1 methods and by Tikhonov method where µ has been chosen to satisfy the discrepancy principle (Tikh (discr)) and
to minimize the relative reconstruction error (Tikh (opt)). The optimal value of µ and the value satisfying the discrepancy
principle have been determined by solving many problems (2) for different values of µ. Table 1 also shows the number of
TL and TL1 iterations performed, which is indicative of the complexity required since each iteration needs a linear system
solution. Comparing the relative error values for the TL, TL1 and Tikh (discr) methods, it is evident that the TL method
gives the best overall results in terms of reconstruction error reduction. Moreover, Table 1 shows that the TL results are
comparable with the best results obtained with the Tikhonov method (Tikh (opt)) and in some cases they are even better.
Finally, the TL method has a lower computational cost than the TL1 method.
The results obtained for the Shaw test problem are illustrated in Figs. 1 and 2 for ` = 10−3 and ` = 10−2, respectively.
Figs. 1(a) and 2(a) depict the solutions determined by the TL method, and Figs. 1(b) and 2(b) show the computed xguess.
Figs. 1(c) and 2(c) illustrate the behavior of the relative reconstruction error of the TL (continuous line) and TL1 (dash–dotted
line) methods on a semilogarithmic scale. The circles indicate the stopping iteration number. From these figures it is evident
that the TL method is more efficient than the TL1 method in terms of relative error reduction achieved and number of
iterations required to satisfy the discrepancy principle. Moreover, the TL method exhibits semiconvergence towards an
unwanted noisy solution. Finally, Figs. 1(d) and 2(d) show the behavior of the relative reconstruction error as a function
of the number of iterations for different values of the penalty parameter w. These figures demonstrate that the parameter
w affects the convergence speed of the TL method but not the quality of the reconstructions. In Fig. 2(e) we evaluate the
sensitivity of the method with respect to the parameter ε in (6) by plotting the relative error curves for the following values
of ε: eps, ε¯, σ 2 and the mean of the values ε¯ and σ 2. The graphic shows that the relative error curves are very similar when
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(a) TL regularized solution (continuous line) and
exact solution (dashed line).
(b) Computed xguess (continuous line) and exact
solution (dashed line).
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(c) Relative error behavior of the TL method
(continuous line) and the TL1 method (dashed
line).
(d) Relative error behavior of the TL method for
w = 1014 (continuous line),w = 1011
(dash–dotted line) andw = 108 (dashed line).
Fig. 1. Shaw test problem (L = I and ` = 10−3). In part (c) the circles indicate the solutions obtained by the discrepancy principle.
ε < σ 2, with a strong semiconvergence behavior. In factwe performedmore tests, thatwe haven’t reported here, confirming
the same behavior for the values of ε increasing up the limit value of σ 2.
In order to evaluate how sensitive the method is to the available estimate of the noise norm, Fig. 3 shows the results
obtained when it is assumed that we know only an approximation of the exact σ corresponding to 10% less or more than
the exact noise level. Fig. 3(a) and (b) report the reconstructions obtained for the Shaw test problem and Fig. 3(c) plots the
relative error and the stopping iterations computed with the discrepancy principle in the two cases. It is evident that it is
better to overestimate the noise; this mainly depends on the shape of the relative error curve, that is smooth before its
minimum and then increases sharply.
4.3. Two-dimensional test problems
For the two-dimensional test problems, the linear systems (11) have been solved by the MINRES method as described in
Section 2. The forcing term ηk has been selected such that
ηk = min
{
η, (1− ) cos θk
}
, k = 1, 2, . . .
where η = 9× 10−1 and  = 5× 10−2. A maximum value maxitMINRES = 50 of MINRES iterations has been fixed.
The first image deblurring test problem is the Blur test problem from the Regularization Tools package. Fig. 4(a) and (b)
respectively show the exact image and the noisy and blurred one of 64 × 64 pixels given by the Matlab code from [28].
The pixel values are stored row-wise and the matrix A ∈ R642×642 represents the discretized blurring operator. The width
δ of the Gaussian point spread function is δ = 1.2 and the noise level is ` = 10−2. The regularization operator is L = I .
Fig. 4(a) displays the image reconstructed by the TL method (w = 106) and Fig. 4(d) illustrates the computed initial guess
xguess. Finally, Fig. 4(e) shows the relative reconstruction error behavior. Table 2 displays the results obtained. The last two
G. Landi, E. Loli Piccolomini / Computers and Mathematics with Applications 60 (2010) 1723–1738 1733
-0.5
0
0.5
1
1.5
2
2.5
-0.5
0
0.5
1
1.5
2
2.5
0 5 10 15 20 2510
-2
10-1
100
(a) TL regularized solution (continuous line) and
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(c) Relative error behavior of the TL method
(continuous line) and the TL1 method (dashed
line).
10-2
10-1
100
101
0 10 20 30 40 50 60 10
-2
10-1
100
101
0 5 10 15 20 25
(d) Relative error behavior of the TL method for
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Fig. 2. Shaw test problem (L = I and ` = 10−2). In part (c) the circles indicate the solutions obtained by the discrepancy principle.
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(b) TL regularized solution (continuous line) and
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Fig. 3. Shaw test problem (L = I and ` = 10−3). Results obtained with the TL method by using an inexact estimate of the true noise.
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(a) Exact image. (b) Blurred and noisy image.
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Fig. 4. Blur test problem (L = I , ` = 10−2 and δ = 1.2).
columns of the table report the total number of matrix–vector products and the number of the outer iterations required by
the TL and TL1 methods for obtaining the deblurred images.
The exact images of the next test problems are the 256×256 Peppers image and the 512×512 Elaine image, available from
http://sipi.usc.edu/database/ (Figs. 5(a) and 6(a)). These images have beenblurredwith a gaussian point spread functionwith
variance δ obtained with the code psfGauss from [33]. Gaussian noise has been added to the blurred images (Figs. 5(b) and
6(b)). In this case, the matrix A is a block Toeplitz matrix with Toeplitz blocks and matrix–vector products involving A can
be obtained efficiently using the fast Fourier transform (FFT) [34]. Figs. 5(c) and 6(c) show the reconstructions obtained
with the TL method (w = 104). Figs. 5(d) and 6(d) show the computed initial guess and Figs. 5(e) and 6(e) illustrate the
semiconvergence of the TL method. For these test problems (with L = I), the TL method has also been compared with the
fast truncated Lagrange (FTL) method [23]. In this last method, the Hessian matrix ∇2xxL(x, λ) is approximated by a block
circulant matrix with circulant blocks (BCCB):
∇2xxL(x, λ) ∼ Q (λ) = I + λC∗C (25)
where C is a BCCB approximation of A. With this approximation, the solution of (11) can be computed as (Section 14.1
of [17])
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(a) Exact image. (b) Blurred and noisy image.
(c) TL reconstructed image. (d) Computed xguess .
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solution obtained by the discrepancy principle.
Fig. 5. Peppers test problem (L = ∆, ` = 1.5× 10−3 and δ = 2).
1λ =
(
∇xh(x)tQ (λ)−1∇xh(x)
)−1(
∇xh(x)tQ (λ)−1∇xL(x, λ)− h(x)
)
1x = −Q (λ)−1
(
∇xh(x)1λ+∇xL(x, λ)
) (26)
and Q (λ) is easily inverted by using FFTs (for further details, please refer to [23]). Thus, the TL and the FTL methods
essentially solve the same optimization problem (6) but differ in the strategy used for solving (11). In brief, the TL method
solves (11) inexactly while the FTL method solves exactly an approximation of (11). The results in Table 2 show that the
TL method gives the most accurate reconstructions but the FTL method has the lowest overall computational cost. This
considerations indicate that the approximation (25) can significantly reduce the computational complexity of solving (11)
since (26) only requires threematrix–vector products. However, the approximation (26) decreases the reconstructed images
quality.
Finally, for the Elaine test problem (with ` = 1.5× 10−3), we have tested the sensitivity of the TL method with respect
to different values of the pair (η¯, ), giving different stopping iterations. Table 3 shows the relative error and the number
of outer and inner iterations corresponding to three different values of (η¯, ). The TL method gives the best results in terms
both of efficiency and of computational cost when the inner solver performs only few iterations. This behavior is quite
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(a) Exact image. (b) Blurred and noisy image.
(c) TL reconstructed image. (d) Computed xguess .
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Fig. 6. Elaine test problem (L = I , ` = 2.5× 10−3 and δ = 2.75).
common for the double-iteration regularization methods, such as TL, where truncating the inner solver produces a further
regularization effect.
5. Conclusions
In this work, an iterative regularization method, called the truncated Lagrange method, has been proposed for the
computation of regularized solutions of discrete ill-posed inverse problems. In the TLmethod, the original ill-posed problem
is replaced with an equality constrained minimization problem. An approximated solution is obtained by applying a
Lagrange method to the equality constrained problem and by stopping its iterations according to the discrepancy principle.
The solution computed by the new method has been proved to solve a particular Tikhonov regularization problem where
the initial guess xguess is not set to zero and the regularization parameter satisfies the discrepancy principle. The results of
numerical experiments show that the TL method is effective and efficient. In almost all the test problems considered, the TL
solution is closer to the true solution than the solution of the classic Tikhonovmethodwhere xguess = 0 and the regularization
parameter is chosen in order to satisfy the discrepancy principle.We believe that the capacity for ‘‘automatically’’ estimating
a suitable value of xguess represents a great advantage of the TL method over classical Tikhonov regularization. Moreover, for
large-size problems, the computational cost of the algorithm is low.
G. Landi, E. Loli Piccolomini / Computers and Mathematics with Applications 60 (2010) 1723–1738 1737
Table 2
Numerical results for the two-dimensional test problems.
Problem ` δ L Method Rel. error Mat. vec. k
Blur
3× 10−3 1.2 I TL 2.1520× 10−1 220 23
3× 10−3 1.2 I TL1 2.2012× 10−1 218 25
3× 10−3 1.2 I Tikh (discr) 2.1523× 10−1
Peppers
1.25× 10−3 1.5 I TL 7.0202× 10−2 44 5
1.25× 10−3 1.5 I TL1 7.4767× 10−2 44 7
1.25× 10−3 1.5 I FTL 9.0707× 10−2 25 5
1.25× 10−3 1.5 I Tikh (discr) 7.0824× 10−2
Peppers
1.5× 10−3 2 I TL 8.6293× 10−2 48 5
1.5× 10−3 2 I TL1 9.0083× 10−2 56 9
1.5× 10−3 2 I FTL 1.0852× 10−1 25 5
1.5× 10−3 2 I Tikh (discr) 8.8818× 10−2
Peppers
1.25× 10−3 1.5 ∆ TL 7.0210× 10−2 44 5
1.25× 10−3 1.5 ∆ TL1 7.4772× 10−2 44 7
1.25× 10−3 1.5 ∆ Tikh (discr) 7.6858× 10−2
Peppers
1.5× 10−3 2 ∆ TL 8.6305× 10−2 48 5
1.5× 10−3 2 ∆ TL1 9.0088× 10−2 56 9
1.5× 10−3 2 ∆ Tikh (discr) 8.7565× 10−2
Elaine
1.5× 10−3 2.25 I TL 5.1498× 10−2 30 4
1.5× 10−3 2.25 I TL1 5.3121× 10−2 26 4
1.5× 10−3 2.25 I FTL 7.7541× 10−2 25 5
1.5× 10−3 2.25 I Tikh (discr) 5.1105× 10−2
Elaine
2.5× 10−3 2.75 I TL 5.9416× 10−2 22 3
2.5× 10−3 2.75 I TL1 5.9296× 10−2 26 4
2.5× 10−3 2.75 I FTL 8.5803× 10−2 25 5
2.5× 10−3 2.75 I Tikh (discr) 6.0047× 10−2
Table 3
Elaine test problem results (L = I , ` = 1.5× 10−3).
Rel. error Out. its. Inn. its. (η¯, )
8.8687e−002 2 44 (1.e−2, 5.e−2)
5.3150e−002 2 5 (9.e−2, 5.e−2)
5.1498e−002 4 6 (9.e−1, 5.e−2)
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