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A FAMILY OF FAST FIXED POINT ITERATIONS FOR
M/G/1-TYPE MARKOV CHAINS∗
DARIO BINI† , GUY LATOUCHE‡ , AND BEATRICE MEINI§
Abstract. We consider the problem of computing the minimal nonnegative solution G of the
nonlinear matrix equation X =
∑∞
i=−1AiX
i+1 where Ai, for i ≥ −1, are nonnegative square
matrices such that
∑∞
i=−1Ai is stochastic. This equation is fundamental in the analysis of M/G/1-
type Markov chains, since the matrix G provides probabilistic measures of interest. We introduce
here a new family of fixed point iterations that include the classical iterations for the numerical
computation of G. We perform a detailed convergence analysis and prove that the iterations in
the new class converge faster than the classical iterations. Numerical experiments show that the
acceleration in terms of CPU time is substantial with a speed-up which is generally greater than 2
and, in several cases, reaches much larger values.
Keywords: Nonlinear matrix equations, fixed point iterations, nonnegative ma-
trices, convergence analysis, M/G/1-type Markov chains.
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1. Introduction. M/G/1-type Markov chains [20] are characterised by a tran-
sition matrix of the form
(1.1) P =

B0 B1 B2 . . .
A−1 A0 A1 . . .
A−1 A0
. . .
. . .
. . .

where Bi, Ai−1, i ≥ 0 are nonnegative square matrices of order m, such that
∑∞
i=0Bi
and
∑∞
i=−1Ai are stochastic matrices. The matrix P is associated with the nonlinear
matrix equation
(1.2) X = A−1 +A0X +A1X2 +A2X3 + · · ·
where the unknown X is anm×m matrix. We may write that equation as X = A(X),
where
A(z) = A−1 +A0z +A1z2 +A2z3 + · · · .
It is well known that (1.2) has a component-wise minimal nonnegative solution
G, which, besides having a relevant probabilistic interpretation, is fundamental in
providing an explicit representation of the invariant probability measure of the Markov
chain [3], [20]. Motivated by the important role of the matrix G, numerous algorithms
for the numerical computation of this matrix have been designed and analyzed in the
literature. A review of the earliest methods for this problem, specifically in the context
of Markov chains, is given in [22], while the more recent analysis in [12], [13] deals
with matrix quadratic equations in a general framework. Fixed point iterations for
Markov chains applications are treated in [5], [9], [10], [24], and Newton’s iteration is
the focus in [14], [21], [26] and [27]. A vast literature is devoted to methods based
on cyclic reduction and on doubling algorithms; we refer the reader to the survey
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paper [2] and to the literature cited therein, to the paper [15] for the logarithmic
reduction algorithm and to [6] for a convergence analysis of SDA-based algorithms.
A conditioning analysis is performed in [19].
A general overview of the stochastic processes theory behind the problem, and of
the probabilistic aspects of the early algorithms, is found in the classical books [20]
and [17], while the more numerically oriented book [3] provides a detailed algorithmic
analysis of the problem. In particular, the following three classical fixed point iter-
ations are analysed in [3, Chapter 6]; as we shall see, these are special cases of the
family analysed in the present paper, and they are known as
Natural Xk+1 =
∞∑
i=0
Ai−1X ik,(1.3)
Traditional (I −A0)Xk+1 = A−1 +
∞∑
i=2
Ai−1X ik,(1.4)
U -based
(
I −
∞∑
i=0
AiX
i
k
)
Xk+1 = A−1,(1.5)
with k ≥ 0, starting from an initial approximation X0. It is shown that, if X0 = 0,
the U -based iteration converges to G faster than the Traditional iteration which in
turn converges faster than the Natural iteration.
Observe that in all three cases, the matrix function A(z) goes through a decom-
position of the form A(z) = A−1(z)+A0(z)z where A−1(z) and A0(z) depend on the
specific iteration, and (1.2) is replaced by the equivalent equation
(1.6) X = A−1(X) +A0(X)X
solved by the fixed point iteration Xk+1 = A−1(Xk) +A0(Xk)Xk+1, for k = 0, 1, . . ..
For the Natural iteration we have
(1.7) A−1(z) =
∞∑
i=0
Ai−1zi, A0(z) = 0;
here, the nonlinear part of the equation, together with the constant A−1 and the
linear factor A0, is embedded in the constant term. For the Traditional iteration we
have
(1.8) A−1(z) = A−1 +
∞∑
i=2
Ai−1zi, A0(z) = A0,
i.e., the nonlinear part only of (1.2) is embedded in the function A−1(z). Finally, we
have for the U -based iteration
(1.9) A−1(z) = A−1, A0(z) =
∞∑
i=0
Aiz
i,
so that the nonlinear part is embedded in A0(z), together with A0.
In summary, the computation of Xk+1 given Xk is reduced to solving a linear
matrix equation; the original matrix power series equation is reduced to a linear
equation by embedding the nonlinear part either in the constant or in the linear
coefficient of equation (1.2).
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The general strategy suggested by this new interpretation of well-known algo-
rithms is to reduce the original equation (1.2) to a polynomial matrix equation of the
kind
(1.10) X = A−1(X) +A0(X)X +A1(X)X2 + · · ·+Aq(X)Xq+1,
where q ≥ −1, and to embed the terms of degree higher than q + 1 in the matrix
coefficients Ai(X), for i = −1, . . . , q. Indeed, we easily verify that (1.2) is equivalent
to (1.10) if the matrix power series Aℓ(z) =
∑∞
i=0Aℓ,iz
i, ℓ = −1, 0, 1, . . . , q, satisfy
the only conditions Aℓ,i ≥ 0 and
∑q
ℓ=−1Aℓ(z)z
ℓ+1 =
∑∞
i=0Ai−1z
i.
Equation (1.10) is solved by the fixed point iteration
(1.11) Xk+1 =
q∑
ℓ=−1
Aℓ(Xk)X
ℓ+1
k+1, k = 0, 1, . . . ,
for a given initial approximationX0, where the matrix Xk+1 is defined as the minimal
nonnegative solution of the matrix equation (1.11).
As seen in (1.7–1.9), the classical fixed point iterations can be viewed as specific
instances of the new class of iterations (1.11): the Natural iteration is obtained by
choosing q = −1 and embedding all the terms in A−1(z), q = 0 for the Traditional
iterations and all the terms of degree higher than 2 are embedded in A−1(z) while
for the U -based iteration, q = 0 also but all the terms of degree higher than 2 are
embedded in A0(z).
Observe that, if q ≥ 1, then the polynomial equation (3.5) has degree at least
2 and its solution requires an iterative technique. Therefore, the algorithms in the
new class may be viewed as formed by an outer iteration, which generates Xk+1 given
Xk, and an inner iteration needed to approximate Xk+1 by solving the polynomial
equation of degree q + 1.
We present in this paper our analysis of this new class of fixed point iterations. We
rely on the properties of nonnegative matrices and of regular splittings of M-matrices,
and show that the sequence {Xk}k given by (3.5) is well defined and monotonically
convergent to the solution G if X0 = 0, and convergent if X0 is any stochastic matrix.
Moreover, we show that for a given degree q + 1, the highest speed of convergence is
obtained by choosing
Aℓ(z) = Aℓ, ℓ = −1, 0, . . . , q − 1, Aq(z) =
∞∑
i=0
Ai+qz
i,
that is, by embedding all Ais, i ≥ q, in Aq(z). For this particular family of equations,
we show that the convergence speed is higher for larger values of q, and so, for q ≥ 1,
all the iterations in this class outperform the traditional iterations (1.3 – 1.5).
A further analysis shows that the polynomial matrix equation of degree q + 1
is better conditioned and easier to solve for smaller values of q. Thus, the outer
iteration is faster the larger is q, whereas the inner iteration is faster the smaller is q.
Apparently, this provides a trade-off in the choice of q. However, as we will see from
the numerical experiments, the number of inner iteration can be substantially reduced
by a suitable choice of the starting approximation, and it turns out that in practice,
the number of inner iterations is a nonincreasing function of q. This fact makes the
new class of iterations not only faster in terms of convergence speed, but also more
effective in terms of CPU time. In fact, our numerical experiments show that the
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speed-up in the CPU time, with respect to the available iterations, is generally larger
than 2 and in many cases reaches values larger than 20.
The paper is organized as follows. In Section 2 we recall the main tools used in
our analysis. In Section 3 we analyse the convergence of the new family of iterations
in the case where X0 = 0. Different embedding strategies are discussed in Section 4,
with the aim to determine an optimal value of q. In Section 5, we show convergence
properties in the case where X0 is a stochastic matrix. A computational cost and
conditioning analysis is performed in Section 6, and we report in Section 7 on our
numerical experiments.
2. Preliminary results. In this section we recall results on nonnegative matri-
ces and M/G/1-type Markov chains that will be used in the rest of the paper.
2.1. Nonnegative matrices. A real matrix A is called nonnegative if A ≥ 0,
where the inequality is meant entry-wise. If A and B are real nonnegative matrices
of the same size, the inequality A ≥ B means A−B ≥ 0. Given a complex matrix B,
we denote by |B| the matrix whose entries are the moduli of the entries of B, while
ρ(B) denotes the spectral radius of B, i.e., the maximum modulus of its eigenvalues.
Given a matrix power series A(z) =
∑∞
i=0 Aiz
i with real matrix coefficients, we
write A(z) ≥ 0 if Ai ≥ 0 for any i ≥ 0; moreover, if B(z) is a matrix power series, we
write A(z) ≥ B(z) if A(z)−B(z) ≥ 0.
A matrix of the kind B = sI − A, where A ≥ 0 and s ≥ ρ(A), is called an
M-matrix. It is nonsingular if s > ρ(A), otherwise it is a singular M-matrix. An
additive splitting A = M −N of the real square matrix A is called a regular splitting
if detM 6= 0, M−1 ≥ 0 and N ≥ 0.
The following result synthesizes some properties from the Perron-Frobenius theory
of nonnegative matrices [1].
Theorem 2.1. Let A ≥ 0 be a square matrix. The following properties hold:
• ρ(A) is an eigenvalue; if, in addition, A is irreducible, then ρ(A) > 0;
• if B ≥ A then ρ(B) ≥ ρ(A); if A is irreducible and B 6= A, then ρ(B) > ρ(A);
• if B is a complex matrix such that |B| ≤ A, then ρ(B) ≤ ρ(A).
The next theorem provides some properties of M-matrices and their regular split-
tings [28].
Theorem 2.2. Assume that B is a nonsingular M-matrix. Then:
• B−1 ≥ 0;
• if B = M −N is a regular splitting, then
ρ(M−1N) = ρ(B−1N)/(1 + ρ(B−1N)) < 1;
• if B = M1 − N1 = M2 − N2 are two regular splittings and N1 ≤ N2, then
ρ(M−11 N1) ≤ ρ(M
−1
2 N2); if M
−1
1 N1 6= M
−1
2 N2 and M
−1
1 N1 is irreducible
then the inequality is strict.
The following result on matrix polynomials is a consequence of Theorem 2.1.
Lemma 2.3. Let B(z) = znI−
∑n−1
i=0 Biz
i and B˜(z) = znI−
∑n
i=0 B˜iz
i be monic
matrix polynomials such that 0 ≤ B˜i ≤ Bi for i = 0, . . . , n− 1. Then the polynomials
detB(z) and det B˜(z) have a nonnegative real root λ and λ˜, respectively, which is the
root of largest modulus. Moreover, λ˜ ≤ λ.
Proof. The roots of detB(z) and of det B˜(z) are the eigenvalues of the block
companion matrices C and C˜ associated with the monic matrix polynomials B(z)
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and B˜(z), respectively [8]. Since 0 ≤ C˜ ≤ C, from Theorem 2.1 we deduce that
λ = ρ(C) and λ˜ = ρ(C˜), moreover ρ(C˜) ≤ ρ(C).
2.2. M/G/1-type Markov chains. Assume the M/G/1-type Markov chain
with transition matrix (1.1) is irreducible and aperiodic, and that A =
∑∞
i=−1Ai is
irreducible and stochastic. Assume also that the series
∑∞
i=−1 iAi is convergent and
define the vector a =
∑∞
i=−1 iAi1, where 1 is the vector with all entries equal to 1.
Let α be the vector such that αTA = αT, αT1 = 1; the drift of the Markov chain is
defined as [3], [20]
(2.1) µ = αTa
and µ ≤ 0 if and only if the Markov chain is recurrent, µ > 0 if and only if it is
transient.
The minimal nonnegative solution of the matrix equation (1.2) is characterised
as follows [3].
Theorem 2.4. Let Ai, i = −1, 0, 1, . . ., be nonnegative square matrices such that
(
∑∞
i=−1Ai)1 ≤ 1. The matrix equation (1.2) has a unique minimal nonnegative
solution G, i.e., if Y is any other nonnegative solution, then G ≤ Y . Moreover,
G1 ≤ 1 and G is the limit of the sequence
(2.2) Xk+1 = A−1 +A0Xk +A1X2k + · · · , k = 0, 1, . . .
with X0 = 0.
The next result provides a comparison between the minimal nonnegative solutions
of two matrix equations.
Theorem 2.5. Let Ai and A˜i, i = −1, 0, 1, . . ., be nonnegative square matrices
such that A˜i ≤ Ai for any i ≥ −1 and (
∑∞
i=−1Ai)1 ≤ 1. Let G and H be the
minimal nonnegative solutions of the matrix equations (1.2) and X =
∑∞
i=0 A˜i−1X
i,
respectively. Then H ≤ G.
Proof. We have G = limk→∞Xk, where Xk is defined by the recursion (2.2), with
X0 = 0. Similarly, H = limk→∞ Yk, where Yk is defined by Yk+1 =
∑∞
i=0 A˜i−1Y
i
k ,
with Y0 = 0. We easily show by induction that Yk ≤ Xk for any k, therefore the
inequality holds also in the limit.
For the convergence analysis of fixed point iterations, it is useful to introduce the
matrices
(2.3) V =
∞∑
j=0
A∗j , A
∗
i =
∞∑
j=i
AjG
j−i, i ≥ 0.
If µ < 0 then ρ(V ) < 1, so that H = I − V is a nonsingular M-matrix [3].
The following result (see [3]), concerns the convergence of fixed point iterations
when the starting approximation X0 is stochastic.
Theorem 2.6. Let Ai, i = −1, 0, 1, . . ., be nonnegative square matrices such that
(
∑∞
i=−1Ai)1 = 1. The matrix equation (1.2) has a unique stochastic solution Gsto.
It is the limit of the sequence (2.2) with X0 stochastic, and G ≤ Gsto, where G is the
minimal nonnegative solution of (1.2). Finally, if µ ≤ 0 then Gsto = G.
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3. A new family of fixed point iterations. In this section we introduce
the new family of fixed point iterations, we prove the well-posedness, analyze their
convergence properties and, for a given q, determine the optimal choice of the matrix
power series Aℓ(z) that maximizes the convergence rate. Moreover, we give a physical
interpretation of the new family in terms of Markov chain properties.
Let q ≥ −1 and let
(3.1) Aℓ(z) =
∞∑
i=0
Aℓ,iz
i, ℓ = −1, 0, 1, . . . , q,
be matrix power series such that Aℓ,i ≥ 0 and
(3.2)
q∑
ℓ=−1
Aℓ(z)z
ℓ+1 =
∞∑
i=−1
Aiz
i+1.
Equating the coefficients of zi on both sides of (3.2) yields
(3.3) Ai = A−1,i+1 +A0,i +A1,i−1 + · · ·+Aq,i−q , i ≥ −1,
where, for ℓ = −1, 0, . . . , q, we set Aℓ,i = 0 if i < 0. This means that the probability
to jump i levels, represented by the matrix Ai, is spread into the probability to jump
ℓ levels, where ℓ ranges from −1 to q.
By replacing the variable z in (3.2) with the matrix X , we easily check that the
original equation (1.2) is equivalent to the matrix equation
(3.4) X = A−1(X) +A0(X)X +A1(X)X2 + · · ·+Aq(X)Xq+1.
If we interpret Ai(X), for i = −1, . . . , q, as matrix coefficients, then the above matrix
equation can be seen as a matrix polynomial equation of degree q + 1.
The new family of fixed point iterations consists in solving equation (3.4) by
means of the fixed point iteration
(3.5) Xk+1 =
q∑
ℓ=−1
Aℓ(Xk)X
ℓ+1
k+1, k = 0, 1, . . . ,
for a given initial approximationX0, where the matrix Xk+1 is defined as the minimal
nonnegative solution of the matrix equation (3.5).
We prove with the next theorem that, if X0 = 0, the sequence {Xk}k generated
by (3.5) is well defined and converges monotonically to the solution G of (1.2).
Theorem 3.1. Set X0 = 0 and, for k ≥ 0, define Xk+1 as the minimal nonnega-
tive solution of (3.5). Then the sequence {Xk}k is well defined, 0 ≤ Xk ≤ Xk+1 and
Xk+11 ≤ 1 for k = 0, 1, . . .. Moreover, the sequence {Xk}k converges monotonically
to the minimal nonnegative solution G of (1.2).
Proof. We first observe that, since Aℓ,i ≥ 0 for any ℓ and i, then 0 ≤ Aℓ(X) ≤
Aℓ(Y ) whenever 0 ≤ X ≤ Y . We prove the theorem by induction on k. If k = 0
then Aℓ(0) ≥ 0, for ℓ = −1, 0, . . . , q, and
∑q
ℓ=−1Aℓ(0)1 ≤ 1, therefore the minimal
nonnegative solution X1 exists and X11 ≤ 1 by Theorem 2.4. Assume that 0 ≤
Xk ≤ Xk+1 and Xk+11 ≤ 1. Then 0 ≤ Aℓ(Xk) ≤ Aℓ(Xk+1). Moreover, since
Xk+11 ≤ 1, then
∑q
ℓ=−1Aℓ(Xk+1)1 ≤ 1. Therefore, according to Theorems 2.4 and
2.5, the minimal nonnegative solutionXk+2 exists, 0 ≤ Xk+1 ≤ Xk+2 and Xk+21 ≤ 1.
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Since the sequence {Xk}k is monotonic non-decreasing and bounded from above, it is
convergent to a limit G, which solves equation (1.2) by continuity. Such limit is the
minimal nonnegative solution since, if Y ≥ 0 is any other nonnegative solution, then
we easily prove by induction on k that Xk ≤ Y for any k. Therefore, taking the limit
yields G ≤ Y .
To further analyse the convergence, we need the following technical lemma, which
is easily proved by induction.
Lemma 3.2. If X and Y are square matrices of the same size, and n ≥ 0 is an
integer, then Xn−Y n =
∑n−1
j=0 X
j(X−Y )Y n−j−1. Moreover, if F (X) =
∑∞
i=0 FiX
i,
then
(3.6) F (X)− F (Y ) =
∞∑
i=1
Fi
i−1∑
j=0
Xj(X − Y )Y i−j−1.
The following result provides a relation between the error Ek = G −Xk at two
subsequent steps.
Theorem 3.3. Let Ek = G −Xk, k ≥ 0, where the sequence {Xk} is defined by
means of (3.5) for any given X0. One has
Ek+1 =
q∑
ℓ=0
Aℓ(G)
ℓ∑
j=0
GjEk+1X
ℓ−j
k+1 + S(Ek),
S(Ek) =
q∑
ℓ=−1
∞∑
i=1
Aℓ,i
i−1∑
j=0
GjEkX
i−j−1
k X
ℓ+1
k+1.
(3.7)
Proof. By subtracting (3.5) from the equation G =
∑q
ℓ=−1Aℓ(G)G
ℓ+1, we obtain
Ek+1 =
q∑
ℓ=−1
(
Aℓ(G)
(
Gℓ+1 −Xℓ+1k+1
)
+ (Aℓ(G)−Aℓ(Xk))X
ℓ+1
k+1
)
.
From (3.1) and Lemma 3.2, we find that
Gℓ+1 −Xℓ+1k+1 =
ℓ∑
j=0
GjEk+1X
ℓ−j
k+1,
Aℓ(G) −Aℓ(Xk) =
∞∑
i=1
Aℓ,i
i−1∑
j=0
GjEkX
i−j−1
k , ℓ = −1, 0, 1, . . . , q,
hence we arrive at (3.7).
If X0 = 0 then, in view of Theorem 3.1, Ek ≥ 0 so that ‖Ek‖∞ = ‖Ek1‖∞.
Therefore, we may estimate the convergence rate of the sequence {Xk}k by analyzing
the convergence of the sequence ǫk = Ek1 ≥ 0. The following theorem provides
information in this regard.
Theorem 3.4. If X0 = 0, then Mǫk+1 ≤ Nǫk, where
(3.8) M = I − F, N =
q∑
ℓ=−1
∞∑
i=1
Aℓ,i
i−1∑
j=0
Gj , F =
q∑
ℓ=0
Aℓ(G)
ℓ∑
j=0
Gj .
7
Moreover, M −N = H, where H = I − V and V is defined in (2.3). If the drift µ of
(2.1) is negative, then ρ(F ) < 1, M is a nonsingular M-matrix and H = M −N is a
regular splitting, therefore ρ(M−1N) = ρ(H−1N)/(1 + ρ(H−1N)) < 1.
Proof. Since X0 = 0, it results from Theorem 3.1 that 0 ≤ Xk ≤ G and Xk1 ≤ 1
and, multiplying (3.7) on the right by 1, we obtain
ǫk+1 ≤
q∑
ℓ=0
Aℓ(G)
ℓ∑
j=0
Gjǫk+1 + S(Ek)1.
On the other hand S(Ek)1 ≤
∑q
ℓ=−1
∑∞
i=1 Aℓ,i
∑i−1
j=0G
jǫk whence Mǫk+1 ≤ Nǫk.
By using equation (3.3), we find that
I − (M −N) =
q∑
ℓ=−1
Aℓ(G)
ℓ∑
j=0
Gj +
q∑
ℓ=−1
∞∑
i=1
Aℓ,i
i−1∑
j=0
Gj
=
q∑
ℓ=−1
 ∞∑
i=0
Aℓ,iG
i
ℓ∑
j=0
Gj +
∞∑
i=1
Aℓ,i
i−1∑
j=0
Gj

=
q∑
ℓ=−1
∞∑
i=0
Aℓ,i
i+ℓ∑
j=0
Gj =
q∑
ℓ=−1
∞∑
k=ℓ
Aℓ,k−ℓ
k∑
j=0
Gj ,
where in the first equality we used the fact that
∑ℓ
j=0G
j = 0 if ℓ = −1. By using the
convention that Aℓ,i = 0 if i < 0 and the property that all the series are absolutely
convergent, we may exchange the order of the summations in the last term of the
above equation, and, by using (3.3) again, arrive at
I − (M −N) =
∞∑
k=−1
q∑
ℓ=−1
Aℓ,k−ℓ
k∑
j=0
Gj =
∞∑
k=−1
Ak
k∑
j=0
Gj = V.
To show that H = M −N is a regular splitting, we need to prove that detM 6= 0 and
M−1 ≥ 0. Since M = I − F , where 0 ≤ F ≤ V and ρ(V ) < 1 if µ < 0 [3, Theorem
4.14], we have ρ(F ) ≤ ρ(V ) < 1 by Theorem 2.1, so thatM is a nonsingular M-matrix
and M−1 ≥ 0. As N is nonnegative, H = M −N is a regular splitting, and we obtain
the expression for ρ(M−1N) from Theorem 2.2.
The spectral radius of M−1N provides an estimate of the convergence rate of the
sequence {Xk}k, when X0 = 0. Indeed, from Theorem 3.4,
(3.9) 0 ≤ ǫk ≤ (M
−1N)kǫ0,
therefore ‖ǫk‖∞ ≤ ‖(M−1N)k‖∞‖ǫ0‖∞. The ratio ‖ǫk‖∞/‖ǫk−1‖∞ represents the
norm reduction of the error at step k, while the geometric mean of the reduction of
the errors in the first k steps, i.e.,
rk :=
(
‖ǫ1‖
‖ǫ0‖
‖ǫ2‖
‖ǫ1‖
· · ·
‖ǫk‖
‖ǫk−1‖
) 1
k
=
(
‖ǫk‖
‖ǫ0‖
) 1
k
,
represents the average reduction of the errors per step after k steps. Observe that, rk ≤
‖(M−1N)k‖1/k∞ . By following [9], [18], we define the asymptotic rate of convergence
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r = lim supk rk. From the latter inequality and the property limk ‖(M
−1N)k‖1/k∞ =
ρ(M−1N), we find that
(3.10) r ≤ ρ(M−1N).
In consequence of Theorem 3.4, we next compare the speed of convergence of
different iterations by comparing the corresponding matrix F of (3.8).
Theorem 3.5. Let {X
(h)
k }k, for h = 1, 2, be two sequences generated by (3.5),
with X
(1)
0 = X
(2)
0 = 0, defined by A
(h)
ℓ (z) =
∑∞
i=0 A
(h)
ℓ,i z
i, ℓ = −1, . . . , qh, for h = 1, 2.
Let r(h), h = 1, 2, be their asymptotic rates of convergence. If
(3.11)
q1∑
ℓ=0
A
(1)
ℓ (G)
ℓ∑
j=0
Gj ≥
q2∑
ℓ=0
A
(2)
ℓ (G)
ℓ∑
j=0
Gj ,
then r(1) ≤ r(2), i.e., the sequence {X
(1)
k }k converges faster than the sequence {X
(2)
k }k.
Proof. By Theorem 3.4, H = M (h) − N (h), h = 1, 2, are two regular splittings.
Therefore, if N (1) ≤ N (2), then ρ(M (1)
−1
N (1)) ≤ ρ(M (2)
−1
N (2)). On the other hand,
N (1) ≤ N (2) is equivalent to I −M (1) ≥ I −M (2), i.e., equivalent to (3.11).
As a corollary of Theorem 3.5, we obtain the results shown in [18], whereby the
U -based iteration (1.5) is faster than the traditional iteration (1.4), which is in turn
faster than the natural iteration (1.3). Indeed, for these three iterations q = 0 and,
denoting by F (N), F (T ) and F (U) the matrix F in (3.8) for the three iterations, we
find from (1.7)–(1.9) that
F (N) = 0 ≤ F (T ) = A0 ≤ F
(U) =
∞∑
i=0
AiG
i.
For the next theorem, we assume that A−1(z) = A−1: this means that the transi-
tion probability matrices A0, A1, . . . may be variously embedded in the coefficients of
order 0 to q, but none in A−1(G). We show below that any iteration of the kind (3.5),
with q ≥ 1, which satisfies this constraint converges faster than the U -based iteration;
we discuss at the end of Section 3.1 the physical significance of this assumption.
If A−1(z) = A−1, Equation (3.2) may be rewritten as
(3.12)
q∑
ℓ=0
Aℓ(z)z
ℓ =
∞∑
i=0
Aiz
i,
so that, by replacing z with G, we deduce that
(3.13)
q∑
ℓ=0
Aℓ(G)G
ℓ =
∞∑
i=0
AiG
i.
Theorem 3.6. Let q ≥ 1, assume that X0 = 0, and that A−1(z) = A−1. The
sequence {Xk}k generated by (3.5) converges faster than the sequence (1.5) generated
by the U -based iteration.
Proof. The proof is a consequence of Theorem 3.5, where {X
(1)
k }k is the sequence
defined by (3.5), and {X
(2)
k }k is the sequence (1.5). From (1.9), we have A
(2)
0 (G) =
9
∑∞
i=0AiG
i and A
(2)
ℓ (G) = 0 for ℓ ≥ 1, therefore the inequality (3.11) to be verified is
equivalent to
(3.14)
q∑
ℓ=0
Aℓ(G)
ℓ∑
j=0
Gj ≥
∞∑
i=0
AiG
i,
this clearly holds by (3.13).
3.1. Physical interpretation. We may give an interpretation of Theorems 3.5
and 3.6, based on the physical significance of the matrices V = (vij)ij and F = (fi,j)ij .
Assume that the Markov chain with transition matrix (1.1) starts at time 0 in an
arbitrary but fixed level n ≥ 1. Define τ−1, τ0, τ1, . . . to be the epochs when the
Markov chain makes a first transition to level n+ i, for i ≥ −1, and define
(3.15) Nj =
∑
ν≥0
I[τν < τ−1, ϕ(τν) = j],
for j = 1, . . . ,m, where I[·] is the indicator function and ϕ(t) represents the phase
occupied by the Markov chain at time t; that is, Nj is the total number of times the
Markov chain visits phase j, at the epochs of first visit to a new level, under taboo of
the levels below level n. It is easy to verify that vij is the conditional expected number
of such visits, given that the initial phase is i. Similarly, fij is the expected number
of such visits for the Markov chain where the transition blocks Ak are replaced by
Ak(G), for k ≥ −1, and we consider it as providing an approximation of vij .
From Theorem 3.4, we know that F ≤ V , the inequality (3.11) may be rewritten
as V ≥ F (1) ≥ F (2), and so Theorem 3.5 states that {X
(1)
k }k converges faster than
{X
(2)
k }k if the approximation f
(1)
ij is uniformly better than f
(2)
ij for all i and j.
Define
(3.16) N ′j = I[τ0 < τ−1, ϕ(τ0) = j] ≤ Nj .
The expected value of N ′j is the probability of returning to the initial level n in phase
j, under taboo of level n − 1, and (3.13) shows that this probability is the same for
all embedding Aℓ,k, ℓ ≥ 0, if A−1(G) = A−1, that is, provided that the probability of
transiting immediately to the lower level remains unchanged.
Now, we have for the U -based iteration
A
(U)
−1 = A−1, A
(U)
0 =
∑
k≥0
AkG
k, A
(U)
ℓ = 0, for ℓ ≥ 2,
by (1.9), and we readily verify that F (U) may also be interpreted as the matrix of
expected values of N ′ and (3.16), together with Theorem 3.5 provides a physical
justification for Theorem 3.6.
4. Optimal embedding. In this section we examine the role of the integer q
which determines the degree of the matrix equation (3.5) to be solved at each step. In
particular, the goal is to give properties to determine an optimal value of q, in terms
of speed of convergence of the sequence {Xk}k and in terms of numerical properties
of the matrix equation (4.9).
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4.1. Comparisons. To embed the tail of the series only in the coefficients of the
terms of degrees 0 to q+ 1, for a given integer q ≥ 1, according to (3.3), the matrices
Aℓ,k satisfy
Aν = A−1,ν+1 +A0,ν + · · ·+Aν,0, for −1 ≤ ν ≤ q,(4.1)
Aν = A−1,ν+1 +A0,ν + · · ·+Aq,ν−q , for ν ≥ q + 1,(4.2)
Aℓ,i = 0, for ℓ ≥ q + 1, i ≥ 0.(4.3)
Theorem 4.1. For a given integer q ≥ 1, the parameters that maximize the ma-
trix F of (3.8) are given by
Aℓ,0 = Aℓ, for −1 ≤ ℓ ≤ q,(4.4)
Aq,ℓ−q = Aℓ, for ℓ ≥ q + 1,(4.5)
Aℓ,i = 0, for −1 ≤ ℓ ≤ q − 1, i ≥ 1.(4.6)
In other words,
Aℓ(z) = Aℓ, for −1 ≤ ℓ ≤ q − 1,
Aq(z) =
∞∑
i=q
Aiz
q−i.
(4.7)
and the tail of the series is embedded in the coefficient of degree q + 1 only.
Proof. The sum F of (3.8) may be re-written as
F =
∑
0≤k≤q
∑
i≥0
Ak,i
∑
i≤ν≤k+i
Gν
=
∑
ℓ≥0
∑
0≤k≤min(ℓ,q)
Ak,ℓ−k
∑
ℓ−k≤ν≤ℓ
Gν
=
∑
ℓ≥0
∑
0≤k≤min(ℓ,q)
Ak,ℓ−kBk,ℓ,
where Bk,ℓ =
∑
ℓ−k≤ν≤ℓG
ν is increasing with k, for any given ℓ. Thus, it suffices
to use the matrices in (4.4 — 4.6) to maximise F under the constraints (4.1, 4.2).
Finally, if we equate the coefficients of z0 in (3.2), we find that A−1,0 = A−1,and this
completes the proof.
4.2. Spectral properties. In this analysis we restrict the attention to the case
where Aℓ(z) ≥ Aℓ, for ℓ = 0, 1, . . . , q, where we recall that the inequality involving
matrix power series is meant coefficient-wise. We show some spectral properties which
clarify the role of q in the numerical properties of the matrix equation (4.9), in terms
of conditioning and speed of convergence of numerical methods for solving (4.9).
Define the matrix Laurent power series and polynomial
(4.8) S(z) = I −
∞∑
i=−1
Aiz
i, Sq(z) = I −
q∑
i=−1
Ai(G)z
i,
associated with the matrix equations (1.2) and with
(4.9) X = A−1(G) +A0(G)X +A1(G)X2 + · · ·+Aq−1(G)Xq +Aq(G)Xq+1,
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respectively. If the drift µ is negative, it is well known (Theorem 4.12 of [3]) that
there exists ξ > 1 such that detS(ξ) = 0 and
ξ = min{|z| : z ∈ C, |z| > 1, detS(z) = 0}.
The closeness of ξ to 1 governs the convergence of numerical methods for solving the
matrix equation (1.2), as well as the conditioning of the problem: the closer is ξ to 1,
the slower is the convergence of numerical methods and the worse is the conditioning
[3, Chapter 7].
We show in the theorem below that the smallest root of detSq(z) outside the
closed unit disk is larger than ξ, and so the matrix equation (4.9) has better numerical
properties than the original equation (1.2), if Aℓ(z) ≥ Aℓ, 0 ≤ ℓ ≤ q, and A−1(z) =
A−1. In view of Theorem 4.1, this is not a very restrictive assumption.
Theorem 4.2. Assume q ≥ 1. If Aℓ(z) ≥ Aℓ, for ℓ = 0, 1, . . . , q, and A−1(z) =
A−1, then the matrix functions S(z) and Sq(z) may be factorized as
S(z) = U(z)(I − z−1G), Sq(z) = Uq(z)(I − z−1G),
where U(z) = I −
∑∞
i=0A
∗
i z
i, Uq(z) = I −
∑q
i=0 B
∗
i z
i, the matrices A∗i , i ≥ 0, are
defined in (2.3) and B∗i =
∑q
j=iAj(G)G
j−i, i = 0, . . . , q.
Moreover, B∗0 = A
∗
0, B
∗
i ≤ A
∗
i for i = 1, . . . , q, and, if
∑∞
i=−1 Aiz
i+1 is a matrix
polynomial and if the drift µ is negative, there exists ξq ≥ ξ > 1 such that detSq(ξq) =
0 and
ξq = min{|z| : z ∈ C, |z| > 1, detSq(z) = 0}.
Proof. The factorization of S(z) is known (see Theorem 4.13 of [3]). To verify
that Sq(z) = (I −
∑q
i=0B
∗
i z
i)(I − z−1G), we use the fact that G is a solution of the
matrix equation (4.9) and verify that the coefficients of equal powers of z are equal.
To verify that B∗0 = A
∗
0, we replace z with G in (3.12). To verify that B
∗
i ≤ A
∗
i ,
i = 1, . . . , q, we define the matrix power series B∗i (z) =
∑q
j=iAj(z)z
j−i and A∗i (z) =∑∞
j=iAjz
j−i and show that B∗i (z) ≤ A
∗
i (z). Since the coefficients of these power
series and G are nonnegative matrices, by replacing z with G, that inequality implies
B∗i ≤ A
∗
i , i = 1, . . . , q. The inequality B
∗
i (z) ≤ A
∗
i (z) is equivalent to z
iB∗i (z) ≤
ziA∗i (z) and we obtain from (3.12) that
B∗i (z)z
i −A∗i (z)z
i =
i−1∑
j=0
Ajz
j −
i−1∑
j=0
Aj(z)z
j ≤ 0,
under the assumption Aℓ(z) ≥ Aℓ, ℓ = 0, . . . , q.
By denoting u(z) = detU(z), if µ < 0 then the roots of u(z) lie outside the
closed unit disk, u(ξ) = 0 and ξ = min{|z| : z ∈ C, |z| > 1, u(z) = 0}. Moreover, since
det(I−A∗0) 6= 0, then u(z) = 0 if and only if u˜(z) = 0, where u˜(z) = det(I−
∑d
i=1 Ciz
i),
with Ci = (I − A
∗
0)
−1A∗i and d is such that Ai = 0 for i > d. Similarly, by denoting
uq(z) = detUq(z), since B
∗
0 = A
∗
0, we have uq(z) = 0 if and only if u˜q(z) = 0,
where u˜q(z) = det(I −
∑q
i=1 C˜iz
i), with C˜i = (I − A
∗
0)
−1B∗i , i = 1, . . . , q. The
inequality ξq ≥ ξ follows by applying Lemma 2.3 to the reversed matrix polynomials
zd(I −
∑d
i=1 Ciz
−i) and zd(I −
∑q
i=1 C˜iz
−i).
4.3. Embedding the mass in the largest degree coefficient. It follows
from Theorem 4.1 that the fastest convergence of the sequence {Xk}k is obtained by
embedding the tail of the series into the coefficient of largest degree. Moreover, by
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embedding the mass into a coefficient if index q2 > q1, gives a sequence having a faster
convergence rate. Hence, the larger q, the faster convergence of the sequence {Xk}k.
In the limit case where A(z) is a polynomial of degree d, one iteration is sufficient to
obtain G if one sets q = d − 1. However, in this latter case, the new algorithm does
not provide any advantage, since the equation to be solved coincides with the original
one.
If the coefficients are defined as in (4.7), one easily checks from Theorem 4.2
that Uq(z) is obtained by truncating the series U(z) at a polynomial of degree q, i.e.,
Uq(z) = I −
∑q
i=0A
∗
i z
i. Furthermore, it follows from Lemma 2.3, that ξq1 ≥ ξq2
if q1 < q2. Therefore, the numerical properties of the matrix equation (4.9) with
coefficients defined in (4.7) are better for smaller values of q.
Hence, there is an optimal value q which results from a trade-off between the good
convergence properties of the sequence {Xk}k and the good numerical properties of
the matrix equation (4.9) to be solved at each step k. From a theoretical point of
view, it is difficult to determine the optimal value of q. We will discuss this issue in
Section 6.
5. The case of stochastic initial approximation. In this section we study
the convergence of the sequence (3.5), in the case where the starting approximation
X0 is a stochastic matrix, and we prove that it is formed of stochastic matrices and
converges to the stochastic solution of (1.2).
Theorem 5.1. Let X0 be a stochastic matrix. For any k ≥ 0, the matrix equation
(3.5) has a unique stochastic solution Xk+1, so that the sequence {Xk}k is well defined.
Moreover, the sequence {Xk}k converges to the stochastic solution Gsto of (1.2).
Proof. We prove by induction that Xk is stochastic. For k = 0, Xk is stochastic.
Assume that, for a k ≥ 0, the matrixXk is stochastic. Observe that Ai(Xk)1 = Ai(1)1
so that from (3.2) it follows that
∑q
i=−1Ai(1)1 = 1. Thus, applying Theorem 2.6, we
obtain that (3.5) has a unique stochastic solution Xk+1.
To prove that limkXk = Gsto, we observe that stochastic matrices form a compact
set so that the sequence {Xk}k has a converging subsequence {Xki}i which converges
to a stochastic solution of equation (1.2). Since this stochastic solution is unique by
Theorem 2.6, any other converging subsequence converges to the same limit Gsto,
therefore the sequence {Xk}k is convergent.
Now we will show that, if µ ≤ 0, so that Gsto = G, then the sequence obtained
with X0 stochastic converges faster than the sequence obtained with X0 = 0. In order
to do that, we need to rewrite (3.7) in a slightly different way. We subtract (3.5) from
the equation G =
∑q
ℓ=−1Aℓ(G)G
ℓ+1 and obtain
Ek+1 =
q∑
ℓ=−1
(
Aℓ(Xk)
(
Gℓ+1 −Xℓ+1k+1
)
+ (Aℓ(G)−Aℓ(Xk))G
ℓ+1
)
,
where Ek = G−Xk. We use Lemma 3.2 and find that
(5.1)
Ek+1 =
q∑
ℓ=0
Aℓ(Xk)
ℓ∑
j=0
Xjk+1Ek+1G
ℓ−j + Ŝ(Ek),
Ŝ(Ek) =
q∑
ℓ=−1
∞∑
i=1
Aℓ,i
i−1∑
j=0
XjkEkG
i−j+ℓ.13
We write the matrix product Y = AXB as vec(Y ) = (BT⊗A)vec(X), where ⊗ is the
Kronecker product and vec(C) is the vector obtained by stacking the columns of the
matrix C. Setting ηk = vec(Ek), and rewrite (5.1) as
(5.2) (I −Q(Xk, Xk+1))ηk+1 = P (Xk)ηk, k = 0, 1, . . . ,
where
(5.3)
Q(X,Y ) =
q∑
ℓ=0
ℓ∑
s=0
(
(Gs)T ⊗Aℓ(X)Y
ℓ−s) ,
P (X) =
q∑
ℓ=−1
∞∑
i=1
ℓ+i∑
s=ℓ+1
(Gs)T ⊗ (Aℓ,iX
i+ℓ−s).
.
As we are interested in asymptotic convergence results, we analyse in the next
lemma the spectral properties of the matrices Q(G,G) and P (G).
Lemma 5.2. Let λ1, . . . , λm be the eigenvalues of G. The set of eigenvalues of
the matrix Q(G,G), defined in (5.3), is the union of the sets of eigenvalues of the
matrices
∑q
ℓ=0
∑ℓ
s=0 λ
s
iAℓ(G)G
ℓ−s for i = 1, . . . ,m. In particular, ρ(Q(G,G)) ≤
ρ(
∑q
ℓ=0
∑ℓ
s=0 Aℓ(G)G
ℓ−s) and, if the drift µ of (2.1) is negative, then ρ(Q(G,G)) <
1, so that I −Q(G,G) is invertible.
Proof. Let T = SGTS∗ be the Schur form of the matrix GT, where T is upper
triangular with diagonal entries λ1, . . . , λm, S is a unitary matrix and the symbol ∗
denotes conjugate transposition. The matrix
(S ⊗ I)Q(G,G)(S∗ ⊗ I)
is block upper triangular with diagonal blocks
∑q
ℓ=0
∑ℓ
s=0 λ
s
iAℓ(G)G
ℓ−s for i =
1, . . . ,m. Since the set of eigenvalues of a block triangular matrix is the union of
the sets of eigenvalues of the diagonal blocks, then the first claim follows. Moreover,
as |λi| ≤ 1 for any i, we have
|
q∑
ℓ=0
ℓ∑
s=0
λsiAℓ(G)G
ℓ−s| ≤
q∑
ℓ=0
ℓ∑
s=0
|λi|
sAℓ(G)G
ℓ−s ≤
q∑
ℓ=0
ℓ∑
s=0
Aℓ(G)G
ℓ−s.
If µ < 0, the right-most matrix in the inequality above has spectral radius less than
1 in view of Theorem 3.4. Therefore, ρ(Q(G,G)) < 1 by Theorem 2.1.
If the drift µ is negative, it follows from the invertibility of I − Q(G,G) that, if
the sequence {Xk}k converges to G, there exists k0 > 0 such that for any k ≥ k0 the
matrix I −Q(Xk, Xk+1) is invertible and, from (5.2), we may write
(5.4) ηk+1 = (I −Q(Xk, Xk+1))
−1P (Xk)ηk.
IfX0 = 0, since the sequence {Xk}k converges monotonically to G, then ηk ≥ 0 for
any k and (I−Q(Xk, Xk+1))
−1P (Xk) ≤ (I−Q(G,G))−1P (G). Therefore, ηk ≤W kη0,
where W = (I−Q(G,G))−1P (G), and ‖ηk‖ ≤ ‖W k‖‖η0‖ for any operator norm ‖ · ‖,
so that the asymptotic rate of convergence is
(5.5) r(0) = lim sup
k
(
‖ηk‖
‖η0‖
) 1
k
≤ lim
k
‖W k‖
1
k = ρ(W ).
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To study the spectral properties of the matrix W , we follow an argument similar
to the one used in the proof of Lemma 5.2. Since 1TGT = 1T, we may find a unitary
matrix S, having as first row 1√
m
1
T, such that T = SGTS∗ is a Schur form of GT.
With this choice, the diagonal entries of T are 1, λ2, . . . , λm.
Define P = S ⊗ I. We may verify that the matrix PWP∗ is a block upper
triangular matrix of the form
(5.6) PWP∗ =
[
T1 ∗
0 T2
]
,
where T1 = M
−1N , with M and N defined in (3.8), and T2 has size (m2−m)× (m2−
m). By following the same arguments used in the proof of Lemma 5.2, we may show
that ρ(T2) ≤ ρ(T1), so that ρ(W ) = ρ(M
−1N). In particular equation (5.5) provides
the same bound as (3.10).
If X0 is a stochastic matrix, then {Xk}k is a sequence of stochastic matrices
that converges to G. Therefore Ek1 = 0 and ηk = vec(Ek) belongs to the subspace
orthogonal to the vectors of the form 1⊗ v for any v ∈ Rm, and the vector sk = Pηk
has its first m entries equal to zero, i.e., sTk = [0, . . . , 0, sˆ
T
k ], where sˆk has size m
2−m.
Since Xk is stochastic, the first column of SXkS
∗ is the first column of the identity
matrix. Therefore, defining Wk = (I −Q(Xk, Xk+1))
−1P (Xk), we have
(5.7) PWkP
∗ =
[
T1,k ∗
0 T2,k
]
,
where T1,k is an m × m matrix and T2,k is (m
2 − m) × (m2 − m). From (5.4) and
(5.7), we conclude that
sˆk+1 = T2,ksˆk.
Since the asymptotic rate of convergence is independent of the norm, we may
choose the norm ‖x‖′ := ‖Px‖∞. Therefore ‖ηk‖′ = ‖sˆk‖∞ and the asymptotic rate
of convergence in the stochastic case is
r(sto) = lim sup
k
‖sˆk‖
1/k
∞ = lim sup
k
‖T2,k−1T2,k−2 · · ·T2,k0 sˆk0‖
1/k
∞ ,
where k0 is such that det(I −Q(Xk, Xk+1)) 6= 0 for any k ≥ k0. Since
‖T2,k−1T2,k−2 · · ·T2,k0 sˆk0‖∞ ≤ ‖T2,k−1T2,k−2 · · ·T2,k0‖∞‖sˆk0‖∞
and limk→∞ T2,k = T2, we have
(5.8) r(sto) ≤ lim
k→∞
‖T2,k‖
1/k
∞ = ρ(T2),
where the latter implication follows by the same arguments as used in [18].
We may conclude with the following theorem.
Theorem 5.3. Let r(0) and r(sto) be the asymptotic rates of convergence of the
sequences (3.5) with X0 = 0, and with X0 equal to a stochastic matrix, respectively.
Then r(0) ≤ ρ(W ). If the drift µ of (2.1) is negative, then r(sto) ≤ ρ(T2), where T2 is
the matrix in (5.6). If W is irreducible and aperiodic, then ρ(T2) < ρ(W ), otherwise
the weak inequality holds.
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6. Computational cost and stability analysis. In the analysis of the compu-
tational cost, we assume that the power series A(z) is a matrix polynomial of degree
d. We look at the proposed method as a two-level iterative method, where the outer
iteration is the iteration defined by (3.5), while the inner iteration is the iteration ap-
plied to solve the matrix equation of degree q+1 at each step k of the outer iteration.
At each step of the outer iteration, we have to compute the coefficients of the matrix
equation (3.5).
In this analysis we restrict the attention to the case where the mass is embedded
in the coefficient Aq of the term of degree q + 1, i.e., the coefficients are defined by
(4.7). From (3.5) and (4.7), at each step of the outer iteration, we have to compute
Aq(Xk) =
∑d−q−1
i=0 Aq+iX
i
k. By using Horner’s rule, the cost of the computation of
Aq(Xk) is 2m
3(d− q − 1) arithmetic operations, where we neglect the O(m2) terms.
The computational cost of the inner iterations depends on the numerical method
used to solve the matrix equation of degree q+1. By applying the U -based functional
iteration, we generate the sequence
(6.1) Zν+1 =
(
I −
q−1∑
i=0
AiZ
i
ν −Aq(Xk)Z
q
ν
)−1
A−1, ν = 0, 1, . . . .
If the matrix inversion is performed by computing the LU factorization and by solv-
ing the linear systems, the computational cost per step is 2m3(q + 4/3) arithmetic
operations, where we neglect the O(m2) terms.
Therefore, by denotingNout andNin the number of outer iterations and the overall
number of inner iterations, the computational cost is 2m3(Nout(d−q−1)+Nin(q+4/3))
arithmetic operations. This estimate should be compared with the cost of the U -based
iteration, which is 2m3NU-based(d+ 1/3), where NU-based is the number of iterations.
As shown in Section 4, the number of outer iterations decreases as q increases.
Indeed, if Ai = 0 for i ≥ d, in the limit case of q = d−1, one outer iteration is enough
to compute the solution G. On the other hand, as pointed in Section 4.3, smaller
values of q provide larger values of ξq. This properties implies that, with smaller
values of q the conditioning of the matrix equation (4.9) is better, and the number of
inner iterations for (4.9) is lower.
Hence, there is a trade-off between the good convergence properties of {Xk}k and
good numerical properties of the matrix equation (4.9). It is difficult to determine
the optimal value of q. However, this is an asymptotic analysis and, in practice, the
number of inner iterations strongly depends on the starting approximation and on the
stop condition.
In the numerical experiments presented in Section 7, at the generic step, we choose
Z0 = Xk as starting approximation of the inner iteration (6.1) for computing Xk+1.
We have halted the outer iterations if the residual error in the infinity norm, that is
1
m‖X−
∑d
i=0 Ai−1X
i‖∞, is less than ǫ = 10−15 or if the residual error is significantly
larger than the error at the previous step. More precisely, if δnew > δold(1 + 10
−3),
where δold and δnew are the residual errors at two subsequent steps of the outer
iteration. As stop condition for the inner iteration, we require that the residual error
in the inner iteration is one order of magnitude less than the residual error of Xk in
the outer iteration or is less than 4 times the machine precision or is less than 14ǫ, or
if the residual error is significantly larger than the error at the previous step. As a
consequence of this choice, the number of inner iterations does not grow as q grows
(see Figure 7.2). In all the numerical experiments, the optimal value of q, in terms of
overall CPU time, is generally much smaller than d.
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7. Numerical experiments. In this section we report some numerical exper-
iments which validate the theoretical results obtained in the previous sections and
show the improvement of the computational efficiency of the new fixed point itera-
tions with respect to classical iterations. All the algorithms have been implemented
in Matlab and tested on a Laptop i3-7100 CPU 3.90GHz×4.
7.1. Test problems. We have considered two kinds of test problems. The tests
of the first kind are generated synthetically in such a way that all the eigenvalues of
the matrix G have modulus close to 1. The tests of the second kind are PH/PH/1
queues [11, 16]. We provide below a description of these two classes of problems.
Synthetic examples. We have generated an M/G/1-type Markov chain associ-
ated with the matrix polynomial A(z) =
∑d
i=0 Ai−1z
i of degree d, where the matrix
coefficients have size m×m. The matrix coefficients have been constructed in such a
way that the drift µ of the Markov chain (2.1) is close to a given negative value.
Let C be the m×m circulant matrix
C =

0 1
. . .
. . .
. . . 1
1 0
 ,
and let vi, i = −1, . . . , d − 1, be nonnegative real numbers such that
∑d
i=0 vi−1 = 1.
Since CCT = I, if Ai = viC
i for i = −1, 0, . . . , d − 1, then G = CT solves the
equation G =
∑d
i=0Ai−1G
i. Moreover, since 1TCi = 1T, and
∑d
i=0 vi−1 = 1 then
1
T
∑d
i=0 Ai−1 = 1
T so that the drift (2.1) is µ = −v−1 +
∑d−1
i=1 ivi.
We use the above properties to generate matrix coefficients in such a way that
the drift is close to an assigned negative value. More specifically, given µ < 0, 0 <
s1, s2 < 1, and a small positive number σ, we define
A˜i = viC
i + σs
m(i+1)
2 Ri∆, i = −1, . . . , d− 1,
where Ri a randomm×m matrix with entries uniformly distributed between 0 and 1,
∆ is the diagonal matrix with diagonal entries 1, s2, . . . , s
m−1
2 , and v−1 =
1−sd−1
1
1−s1 −µ,
v0 = 1−v−1−
∑d−1
i=1
si−1
1
i , vi =
si−1
1
i for i = 1, . . . , d−1. The basis s1 cannot be chosen
too close to 1, otherwise v0 is negative. We may easily check that
∑d−1
i=−1 vi = 1 and
that −v−1+
∑d−1
i=1 ivi = µ. Therefore, if σ = 0, then the drift is exactly µ and G = C
T
is the minimal nonnegative solution of (1.2). If σ > 0 the matrix
∑d−1
i=−1 A˜i is not
stochastic, therefore we define Ai = D
−1A˜i, i = −1, . . . , d−1, where D is the diagonal
matrix with diagonal entries equal to the components of the vector
∑d−1
i=−1 A˜i1. If
σ > 0 is a small number, then the drift is close to the given value µ and the minimal
nonnegative solution G is a small perturbation of CT. Since the eigenvalues of C
are the m-th roots of 1, then all the eigenvalues of G, except the eigenvalue equal
to 1, have modulus close to 1. This latter property increases the difficulty of the
computation of G [3].
In our experiments, we have chosen size m = 20, degree d = 1500, and drift
µ ∈ {−0.1,−0.05,−0.01,−0.005}. The two bases s1 and s2 of the exponential decay
of the coefficients have been chosen as s1 = 0.6 and s2 = 0.9995, while the parameter
σ for the random perturbation has been chosen as σ = 10−11. We recall that µ = 0
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means that the Markov chain is null recurrent, in this case the problem is more
difficult from the computational point of view, in fact, the convergence of the fixed
point iterations slows down and the problem is more ill-conditioned.
PH/PH/1 queues. We briefly recall the definition of PH/PH/1 queues. For a
detailed description we refer the reader to [11, 16].
Consider two sequences {Xh}h and {Yh}h of independent continuous random
variables with PH(τ , T ) and PH(β, S) distributions, respectively. Here τ and β are
probability vectors of length n1 and n2, respectively, while T and S are subgenerators
of size n1×n1 and n2×n2, respectively, i.e., −T and −S are nonsingular M-matrices.
In the queueing applications, {Xh}h represents the intervals between successive ar-
rivals and {Yh}h represents the service durations. Assume points are marked on a
time axis at the epochs X1 + X2 + · · · + Xh and at the epochs Y1 + Y2 + · · · + Yh,
h ≥ 1.
Let (Ah)ij be the probability that h points of type X occur in an interval of type
Y , and the phase of the last interval of type X is j, given the phase of the first interval
is i; the first phase of the interval Y has distribution β. In queueing applications,
these would be the probabilities that the queue increases by h units during a service
interval.
Define
M1 = −(T ⊗ In1 + In2 ⊗ S)
−1(t · τT ⊗ In2)
M0 = −(T ⊗ In1 + In2 ⊗ S)
−1(In1 ⊗ s · β
T).
where t = −T1 and s = −S1. We have
(7.1) Ah = (In1 ⊗ β
T)Mh+11 M0(In1 ⊗ 1) for all h ≥ −1.
The above matrices are nonnegative and their sum is stochastic if −βTS−11 <
−τTT−11.
In our experiments, we have chosen as PH(β, S) an Erlang distribution, see [23].
We start from an Er(n2, λ) distribution with n2 = 10 phases and λ = 10, that is,
βT =
[
1 0 . . . 0
]
, S =

−λ λ
−λ
. . .
. . . λ
−λ
 .
This matrix is such a way that −βTS−11 = 1.
For the PH(τ , T ) distribution, we have taken a pseudo heavy-tailed distribution,
which is used in [7] and borrowed from [25]. Define the transition matrix
Q =

−(c+ sa) (1/a) (1/a)
2 . . . (1/a)n2−1
(b/a) −(b/a)
(b/a)2 −(b/a)2
...
. . .
(b/a)n2−1 −(b/a)n2−1
 ,
where sa = (1/a) + (1/a)
2 + (1/a)3 + · · · + (1/a)n2−1, and the empty entries are
zeros. The parameters must satisfy the conditions a > 1, a > b > 0, c > 0. The
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initial probability vector is τT =
[
1 0 · · · 0
]
and the matrix T0, defined as T0 =
(−τTQ−11)Q, is such that −τTT−10 1 = 1. We have chosen the values a = 2, b = 1,
c = 1.5 and n1 = 10. In order to have the expected interval between arrivals equal to
1/ρ, we take T = ρT0.
In summary, the two distributions are normalized in such a way that −βTS−11 <
−τTT−11 = 1/ρ so that the queue is stable if ρ < 1. Moreover, we may verify that
the drift of the M/G/1-type Markov chain defined by the matrices (7.1) is µ = 1− ρ.
The value of ρ has been taken to be ρ = 0.85.
The matrix power series obtained this way has blocks of size 10 × 10, and has
been truncated to a matrix polynomial of degree d = 61 so that the infinity norm of
the remainder is less than 10−16.
7.2. Numerical results. We have performed different kinds of tests, where the
sequences generated by all the fixed point iterations have been started either with
X0 = 0 or with X0 = I. In its wider generality, we generate the sequence (3.5), where
at each step k we solve a matrix equation of degree q + 1. This way we obtain a
two-level iterative method, where the outer iteration is the iteration defined by (3.5),
while the inner iteration is the iteration applied to solve the matrix equation of degree
q at each step k of the outer iteration.
The synthetic examples. For the synthetic case, as starting approximation for
the tested fixed point iterations, we have always chosen X0 = I. Indeed, since all
the eigenvalues of the matrix G are close to one, the performances of the fixed point
iterations are not much different if we start with the null matrix or with a stochastic
matrix.
The first test aims to compare the convergence speed of the U -based iteration and
of the three iterations obtained by setting q = 1 and embedding the tail of the matrix
polynomial into the constant, the linear and the quadratic coefficient, respectively.
In Figure 7.1 we report the semi-logarithmic plot of the residual error in the
infinity norm ek =
1
m‖Xk −
∑d
j=0 Aj−1X
j
k‖∞, where m is the matrix size, for the
three iterations together with the residual error of the U -based iteration; to the left
the case with drift µ = −0.1, to the right the case where µ = −0.005. As we can see
from this plot, the four graphs have different slopes, in accordance with Theorems 3.5
and 3.6. In particular, for µ = −0.005, the number of steps needed to have a residual
error less than ǫ = 10−15 for the U -based iteration and for the three iterations relying
on the solution of the quadratic equation is 2170, 1778, 1325, 877. This shows a
substantial improvement of our approach in terms of convergence speed.
The second test aims to compare the effective gain that we have in terms of
CPU time by using the U -based iteration or the iteration obtained by embedding the
tail in the constant, linear, and quadratic term. In this case, we may have different
possibilities according to the way in which the quadratic equation is solved at each step
(inner iteration). We have considered two different implementations for this resolution
which differ by the way the quadratic equation is solved. The first implementation,
denoted by FixU, simply applies the U -based iteration as inner iteration, the second
implementation, denoted by FixCR applies Cyclic Reduction (CR) as inner iteration.
In Table 7.1 we report the speed–up of the CPU time with respect to the U -based
iteration. For different values of µ, we report in the first three columns the values
of the speed-up obtained by embedding the mass in A−1, A0 and A1, respectively,
where the quadratic equation is solved by means of inner U -based iterations. The last
column corresponds to the case where the mass is embedded in A1 and the quadratic
equation is solved by means of the CR algorithm. We see that the acceleration in
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Fig. 7.1. Residual errors, for two values of the drift µ, of the three iterations obtained by
embedding the tail of the series into the constant, linear and quadratic term, respectively, and of the
U-based iteration.
µ \ Alg A−1 A0 A1 A1-CR
−0.1 1.2 1.4 2.1 2.3
−0.05 1.2 1.4 2.0 2.3
−0.01 1.2 1.5 2.2 2.7
−0.005 1.2 1.5 2.3 2.8
−0.001 1.2 1.5 2.5 2.8
−0.0005 1.2 1.5 2.3 2.9
−0.0001 1.1 1.5 2.2 3.0
Table 7.1
Speed–up, in terms of the CPU time, with respect to the U-based iterations, of the algorithms
obtained by embedding the mass in the coefficient A−1, A0, and A1, respectively, where the quadratic
equation is solved by means of the U-based iteration. In the last column the case where the mass is
embedded in A1 but the quadratic equation is solved by means of Cyclic Reduction. Several cases
with different drift µ are displayed.
terms of CPU time obtained by the combination of our algorithm with CR is by a
factor greater than 2.
A substantially larger speed–up can be obtained by embedding the mass in the
coefficients of higher degree terms. This computational analysis is performed in the
next test.
In the third test, we implemented the algorithm where at each step (outer itera-
tion) a matrix equation of degree q+1 is solved, and the tail of the matrix polynomial
is embedded into the coefficient Aq of the term of degree q + 1. The matrix equation
at each outer iteration is solved by means of the U -based algorithm as inner iteration,
where the starting approximation is the current approximation of the outer iteration.
For any value of q+1 in the range [2, 30] we computed the CPU time needed to arrive
at a residual error less than 10−15 together with the number of outer iterations and
the overall number of inner iterations. The graphs with these values are reported in
Figure 7.2.
As we can see from this figure, by increasing the value of q, we obtain a rapid
decrease of the CPU time. After reaching the minimum value, the time slowly in-
creases. It is also interesting to observe that in this case, the optimal value of q is
less than 20. This value is rather small with respect to the degree d of the matrix
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Fig. 7.2. CPU time, in seconds, required to compute G within a residual error less than 1.e-15
by the iteration obtained by embedding the tail into the coefficient of degree q + 1. The equation of
degree q+1 is solved by means of the U-based iteration. The two lines denoted by a green square and
a red diamond, mark the CPU time needed by PWCR [3] in the implementation given in [4] and
by the U-based iteration, respectively, to compute G. The figure reports also the number of outer
iteration and the overall number of inner iterations of the U-based method. The line denoted by a
red star, in the third column, denotes the number of iterations needed by the U-based method. From
top to bottom the problems with drift −0.1, −0.05, −0.01 and −0.005, are considered.
polynomial. Another interesting observation is that the number of outer iterations
rapidly decreases and stabilizes for values of q greater than 14. A similar behaviour
has the number of inner iterations which tend to stabilize for q ≥ 14 as well. This
explains why the graph of the CPU time has an almost linear growth for q ≥ 14. In
fact, with the number of inner and outer iterations being almost constant, the time
spent for the inner iterations is proportional to q and so is the time spent for the
outer iterations. It is also interesting to observe that the overall number of inner
iterations, reported in the graphs at the third column of Figure 7.1, tends to stabilize
on the value of the overall number of iterations required by the U -based method (line
marked by red stars). This explains the higher efficiency of the new iteration with
respect to the U -based method, since the cost of one step of the U -based method is
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µ -1e-1 -5e-2 -1e-2 -5e-3 -1e-3 -5e-4
CR 1.7e-14 1.7e-14 1.7e-14 1.7e-14 1.8e-14 1.8e-14
New 8.5e-16 9.8e-16 9.8e-16 9.9e-16 9.8e-16 9.9e-16
Table 7.2
Residual errors for different values of the drift in the approximations provided by CR and by
the new iteration with error bound 10−15.
µ\q 2 3 4 5 6 7 8 9 10 11 12 13
-1e-1 3.2 4.6 5.9 7.0 7.4 8.1 8.6 8.5 8.5 8.4 8.3 8.3
-5e-2 3.3 5.2 7.8 9.6 11.3 12.4 13.0 13.5 13.4 13.3 13.3 13.2
-1e-2 4.4 7.7 12.0 16.9 21.4 25.6 29.3 32.2 33.3 34.1 33.8 34.3
-5e-3 4.5 8.1 12.9 18.3 24.1 29.3 33.6 37.8 40.0 41.8 42.7 42.4
-1e-3 4.6 8.5 13.7 20.2 26.3 31.3 35.3 38.4 41.9 41.8 45.6 48.4
-5e-4 4.7 8.6 14.1 20.5 26.6 31.3 34.6 37.6 39.8 42.3 45.3 48.2
Table 7.3
Speed–up of the CPU time of the iteration obtained by embedding the tail in the coefficient of
degree q + 1, with respect to the U-based iteration, obtained for some values of the drift µ.
proportional to the degree d of the matrix polynomial while the cost of performing
an inner iteration is proportional to the degree q + 1 of the matrix equation which
must be solved at each step. Finally, we observe that as the drift approaches 0, Cyclic
Reduction outperforms both the U -based iteration and all the iterations obtained by
embedding the mass in the coefficient of degree q + 1. That is, for problems close to
null recurrent, the algorithm of choice remains CR.
However, it is important to point out that, while CR is not self-correcting, the
methods based on fixed point iterations are self-correcting. In fact, as shown in Table
7.2, unlike CR, the new iteration allows to obtain approximation to G with a smaller
residual error.
In Tables 7.3 and 7.4 we report the speed–up factor of the CPU time obtained
with the different values of q > 1 with respect to the time needed by the U -based
iteration and by the CR algorithm, respectively. It is interesting to observe that the
optimal speed up for each problem ranges from 8.5 to 48.4 if compared to the U -based
method. This value increases as the drift gets close to 0. The speed-up with respect
to CR takes large values only for problems which are far to be null recurrent. This
happens since CR, unlike functional iteration, is not much depending on the drift of
the stochastic process and has an almost constant CPU time. However, it must be
said that CR cannot provide the highest accuracy in the approximation as we have
already pointed out. The acceleration in the CPU time can be further increased if we
implement the algorithm in a recursive fashion where, instead of the U -based iteration
to solve the equation of degree q + 1, we use the same approach by embedding the
mass of the matrix polynomial of degree q+ 1 into the leading coefficient of a matrix
polynomial of lower degree.
In Figure 7.3 we report the residual errors per step, for the methods obtained
by embedding the tail into the coefficient of degree q + 1 for a few values of q. This
graph extends to higher values of q the graph in Figure 7.1. We may observe that,
the larger q, the steeper is the slope of the curve. Moreover, the convergence turns
out to be linear with a factor which is smaller for larger q.
PH/PH/1 queues. In this case, we compare the performances of the fixed point
iterations, when the starting approximation is the null matrix or a stochastic matrix.
We have applied the U -based iteration and the new fixed point iterations, with
X0 = 0 and X0 = I. In the first row of Figure 7.4 we report the case where X0 = 0,
in the second row the case where X0 = I. We may observe that the same behaviour
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µ\q 2 3 4 5 6 7 8 9 10 11 12 13
-1e-1 10.9 15.1 18.0 21.4 25.2 26.8 28.5 28.3 28.3 28.0 28.0 27.9
-5e-2 6.8 10.2 13.7 17.1 20.3 22.0 23.0 24.2 22.2 25.3 22.8 24.5
-1e-2 1.8 3.2 5.0 7.0 8.7 10.0 11.8 12.6 14.2 14.6 14.9 14.8
-5e-3 1.1 1.9 3.0 4.4 5.8 7.1 8.4 9.2 10.0 10.5 10.6 10.8
-1e-3 0.26 0.47 0.78 1.1 1.5 1.8 2.1 2.3 2.5 2.7 2.9 3.0
-5e-4 0.14 0.27 0.44 0.64 0.85 1.0 1.1 1.2 1.3 1.4 1.5 1.6
Table 7.4
Speed–up of the CPU time of the iteration obtained by embedding the tail in the coefficient of
degree q + 1, with respect to Cyclic Reduction, obtained for some values of the drift µ.
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Fig. 7.3. Residual errors per step, for the methods obtained by embedding the tail into the
coefficient of degree q + 1. At each step, an equation of degree q + 1 is solved. The test problem is
the same as the one of Figure 7.1.
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Fig. 7.4. CPU time, number of outer and inner iterations required to compute G within a
residual error less than 1.e-15 for the PH/PH/1 problem. The two lines denoted by a green square
and a red diamond, mark the CPU time needed by PWCR and by the U-based iteration, respectively.
The line denoted by a red star, in the third column, denotes the number of iterations needed by the
U-based method. The graphs in the first row concern the case where X0 = 0, the graphs in the
second row the case where X0 = I, for both the U-based method and the new iteration.
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q + 1
U -based 3 4 5 6 7 8 9
X0 = 0 670 231 159 109 76 54 40 31 14/19
X0 = I 325 113 80 57 42 33 26 22 14/23
Table 7.5
Number of outer iterations, for different choices of X0, in the case of the U-based iteration
(first column) and of the method obtained by embedding the mass in the term of degree q + 1. In
the last column, in bold, the minimum number of outer iterations together with the degree of the
corresponding embedding.
q + 1
U -based 3 4 5 6 7 8 9
X0 = 0 670 1592 1533 1483 1409 1314 1239 1118 673/25
X0 = I 325 766 734 667 622 564 514 463 327/23
Table 7.6
Number of inner iterations, for different choices of X0, in the case of the U-based iteration
(first column) and of the method obtained by embedding the mass in the term of degree q + 1. In
the last column, in bold, the minimum number of inner iterations together with the degree of the
corresponding embedding.
reported in Figure 7.2 is maintained. For X0 = I the speed-up, in terms of the CPU
time, of the new iteration with respect to the U -based method and to CR is 2.6 and
3.8, respectively. For the new iteration, the speed-up obtained for X0 = I with respect
to the choice X0 = 0 is 2.0.
In Tables 7.5 and 7.6, for each value of the degree q + 1, we have reported the
number of outer and inner iterations, respectively, obtained with the two different
initial approximations. In the first column, we report the number of iterations required
by the U -based method. In the last column, in boldface, we report the minimum
number of outer and inner iterations, respectively, together with the degree q + 1 of
the associated embedding, where the minimum is taken for q+1 in the range [3, d−1],
being d the degree of the matrix polynomial. Also in this test, the number of inner
iterations gets closer to the number of iterations required by the U -based method.
REFERENCES
[1] A. Berman and R. J. Plemmons. Nonnegative matrices in the mathematical sciences, vol-
ume 9 of Classics in Applied Mathematics. Society for Industrial and Applied Mathematics
(SIAM), Philadelphia, PA, 1994. Revised reprint of the 1979 original.
[2] D. Bini and B. Meini. The cyclic reduction algorithm: From Poisson equation to stochastic
processes and beyond. In memoriam of Gene G. Golub. Numerical Algorithms, 51(1):23–60,
2009.
[3] D. A. Bini, G. Latouche, and B. Meini. Numerical Methods for Structured Markov Chains.
Numerical Mathematics and Scientific Computation. Oxford University Press, New York,
2005. Oxford Science Publications.
[4] D. A. Bini, B. Meini, S. Steffé, and B. Van Houdt. Structured Markov chains solver: Algorithms.
In SMCtools’06: Proceeding from the 2006 Workshop on Tools for Solving Structured
Markov Chains, volume 201, 2006.
[5] C. Chen, R.-C. Li, and C. Ma. Highly accurate doubling algorithm for quadratic matrix
equation from quasi-birth-and-death process. Linear Algebra Appl., 583:1–45, 2019.
[6] C.-Y. Chiang, E.-W. Chu, C.-H. Guo, T.-M. Huang, W.-W. Lin, and S.-F. Xu. Convergence
analysis of the doubling algorithm for several nonlinear matrix equations in the critical
24
case. SIAM Journal on Matrix Analysis and Applications, 31(2):227–247, 2009.
[7] G. Deelstra, G. Latouche, and M. Simon. On barrier option pricing by Erlangization in a
regime-switching model with jumps. Journal of Computational and Applied Mathematics,
371:112606, 2020.
[8] I. Gohberg, P. Lancaster, and L. Rodman. Matrix Polynomials, volume 58. SIAM, 2009.
[9] C.-H. Guo. On the numerical solution of a nonlinear matrix equation in Markov chains. Linear
Algebra Appl., 288(1-3):175–186, 1999.
[10] C.-H. Guo. On a quadratic matrix equation associated with an M -matrix. IMA J. Numer.
Anal., 23(1):11–27, 2003.
[11] Q.-M. He and M. F. Neuts. Markov chains with marked transitions. Stochastic Processes and
their Applications, 74:37–52, 1998.
[12] N. J. Higham and H.-M. Kim. Numerical analysis of a quadratic matrix equation. IMA J.
Numer. Anal., 20(4):499–519, 2000.
[13] N. J. Higham and H.-M. Kim. Solving a quadratric matrix equation by Newton’s method with
exact line searches. SIAM J. Matrix Anal. Appl., 23(2):303–316, 2001.
[14] G. Latouche. Newton’s iteration for non-linear equations in Markov chains. IMA Journal of
Numerical Analysis, 14(4):583–598, 1994.
[15] G. Latouche and V. Ramaswami. A logarithmic reduction algorithm for quasi-birth-death
processes. Journal of Applied Probability, 30(3):650–674, 1993.
[16] G. Latouche and V. Ramaswami. The PH/PH/1 queue at epochs of queue size change. Queueing
Systems Theory Appl., 25:97–114, 1997.
[17] G. Latouche and V. Ramaswami. Introduction to Matrix Analytic Methods in Stochastic Mod-
eling. ASA-SIAM Series on Statistics and Applied Probability. SIAM, Philadelphia PA,
1999.
[18] B. Meini. New convergence results on functional iteration techniques for the numerical solution
of M/G/1 type Markov chains. Numer. Math., 78(1):39–58, 1997.
[19] J. Meng, S.-H. Seo, and H.-M. Kim. Condition numbers and backward error of a matrix polyno-
mial equation arising in stochastic models. Journal of Scientific Computing, 76(2):759–776,
2018.
[20] M. F. Neuts. Matrix-Geometric Solutions in Stochastic Models: An Algorithmic Approach.
The Johns Hopkins University Press, Baltimore, MD, 1981.
[21] J. F. Pérez, M. Telek, and B. Van Houdt. A fast Newton’s iteration for M/G/1-type and
GI/M/1-type Markov chains. Stoch. Models, 28(4):557–583, 2012.
[22] V. Ramaswami. Nonlinear matrix equations in applied probability—solution techniques and
open problems. SIAM Rev., 30(2):256–263, 1988.
[23] V. Ramaswami and G. Latouche. An experimental evaluation of the matrix-geometric method
for the GI/PH/1 queue. Stochastic Models, 5:629–667, 1989.
[24] N. H. Rhee. Note on functional iteration technique for M/G/1 type Markov chains. Linear
Algebra Appl., 432(4):1042–1048, 2010.
[25] S. Robert and J.-Y. Le Boudec. New models for pseudo self-similar traffic. Performance
Evaluation, 30:56–68, 1997.
[26] J.-H. Seo and H.-M. Kim. Convergence of pure and relaxed newton methods for solving a matrix
polynomial equation arising in stochastic models. Linear Algebra and Its Applications,
440(1):34–49, 2014.
[27] S.-H. Seo, J.-H. Seo, and H.-M. Kim. A modified Newton method for a matrix polynomial
equation arising in stochastic problem. Electronic Journal of Linear Algebra, 34:500–513,
2018.
[28] R. S. Varga. Matrix Iterative Analysis, volume 27 of Springer Series in Computational Math-
ematics. Springer-Verlag, Berlin, expanded edition, 2000.
25
