Abstract: -The paper presents a short survey of three topics: modern sensor networks, distributed parameter systems and estimation techniques, especially using artificial intelligence tools, to be involved in the new domain of identification of distributed parameter systems, based on sensor networks and artificial intelligence. As smart and small devices the modern sensors are capable to be implemented in large distributed parameter systems. Sensor networks, with hundred and thousands of ad-hoc tiny sensor nodes spread across a geographical, are acting as a distributed sensor in a distributed parameter system. Sensor network topics, sensor network architectures and sensor network applications are presented. Examples of distributed parameter systems with large application in practice as the process of heat conduction, applications related to electricity domain, motion of fluids, the processes of cooling and drying, phenomenon of diffusion and other applications are presented. The identification techniques are useful for applications ranging from control systems, fault detection and diagnosis, signal processing to time-series analysis. Methods to estimate linear back box models and models of artificial intelligence, as fuzzy logic and neural network are presented. The artificial intelligence tools may be used for identification of nonlinear complex systems as the distributed parameter systems are. A case study of malicious nod detection based on a neural autoregression method in the process of plane heat propagation is developed.
Introduction
The development of wireless sensor allows development of new methods and algorithms for identification of systems, especially in the case of distributed parameter systems. The main principles consists in the fact that in this kind of identification the sensor network may be seen as a "distributed sensor" placed into a field, which is distributed parameter system, allowing measurement in wellchosen points of an infinite variable system. In the last years a lot of papers were published in the fields of identification of distributed parameter systems in sensor networks [1÷6] . This paper presents a short synthesis of the main aspects of the concepts involved in identification of distributed parameter systems based on sensor networks and artificial intelligence tools as fuzzy logic and neural networks.
Advances in scientific computation and developments in spatial sensor technology have enhanced the ability to develop modeling strategies and experimental techniques for the study of the spatiotemporal response of distributed nonlinear systems. The simplifying methods for modeling of these systems, that are trying to capture the distributed system dynamics through lumped parameter models, can be developed. Robust implementations of distributed system identification algorithms based on detailed space and time experimental data have now an important role to play [7÷12] .
Advances in hardware and wireless network technologies have created smart, low-cost, lowpower, multifunctional miniature sensor devices. These devices make up hundreds or thousands of ad hoc tiny sensor nodes spread across a geographical area. These sensor nodes collaborate among themselves to establish a smart sensing network. A sensor network can provide access to information anytime, anywhere by collecting, processing, analyzing and disseminating data. Thus, the network actively participates in creating a smart environment [13÷17] . …..Methods of artificial intelligence, as fuzzy logic and neural networks [18] , can solve identification problems in multilinear complex systems with many variables, with unknown models.
Since for distributed parameter systems it is impossible to observe their states over the entire spatial domain, a possible solution is to locate discrete sensors to estimate the unknown system parameters as accurately as possible. There is recent original work on optimal sensor placement strategies for parameter identification in dynamic distributed systems modeled by partial differential equations. New development of new techniques and algorithms or adopting methods, which have been successful in the field of optimal control and optimum experimental design, are reported in papers.
In many sensor networks applications, sensors collect correlated measurements of a physical field, e.g., temperature field in a building or in a data center. However, the locations of the sensors are usually inconsistent with the application requirements. In the paper [2, 3] it is considered the problem of estimating the field at arbitrary positions of interest, where there are possibly no sensors, from the irregularly placed sensors. The sensor network on a graph is mapped, and by introducing the concepts of interconnection matrices, system digraphs, and cut point sets, real-time field estimation algorithms are derived. Simulations and real world experiments on temperature estimation are done.
A strategy by which sensor nodes detect and estimate non-localized phenomena such as boundaries and edges (e.g., temperature gradients, variations in illumination or contamination levels) is study in [4] . A general class of boundaries, with mild regularity assumptions, is considered, and theoretical bounds on the achievable performance of sensor network based boundary estimation are established. A hierarchical boundary estimation algorithm is proposed that achieves a near-optimal balance between mean-squared error and energy consumption.
Theory of partial differential equations is presented in [19] and applications to some systems with distributed parameters in [20, 21] .
Developing low-order models of high fidelity is important if the objective is accurate control of the distributed parameter systems. The work [22] presents a method to develop a low-order models when there is no available exact model of the system. The foundations for this method, are singular value decomposition theory and the Karhunen-Loève expansion. It is shown that satisfactory closed-loop performance of the nonlinear distributed parameter systems can be obtained using a dynamic matrix controller designed using the finite order model.
In the paper [23] a methodology for the identification of distributed parameter systems, based on artificial neural network architectures, motivated by standard numerical discretization techniques used for the solution of partial differential equations is presented.
A new direct approach to identifying the parameters of distributed parameter systems from noise-corrupted data is introduced in [24] . The model of the system, which takes the form of a set of linear or nonlinear partial differential equations is assumed known with the exception of a set of constant parameters. Using finite-difference approximations of the spatial derivatives the original equation is transformed into a set of ordinary differential equations. The identification approach involves smoothing the measured data and estimating the temporal derivatives using a fixed interval smoother. A least-squares method is then employed to estimate the unknown parameters.
In the paper [25] the state-of-the-art algorithms for consensus-based distributed estimation using ad hoc wireless sensor networks, where sensors communicate over single-hop noisy links, is presented. Basic estimation criteria such as leastsquares, maximum-likelihood and other are reformulated on a novel framework, amenable to distributed solutions. The framework encompasses adaptive filtering and smoothing of non-stationary signals through distributed LMS and Kalman filtering.
In the present paper three topics: modern sensor networks, theory of distributed parameter systems and theory of system identification, using especially artificial intelligence tools, are converged to a new domain -identification of distributed parameter systems, based on sensor networks and artificial intelligence (Fig. 1) . A short survey of the main characteristics of these topics is made.
Fig. 1. Topics involving for modern identification
The second paragraph presents some principles and technical data of modern sensor networks. The third paragraph presents some examples of distributed parameter systems, with their mathematical models, on a large scale of applications, described with partial differential equations. The fourth paragraph presents some system identification basics, with linear and nonlinear models and artificial intelligence tools like fuzzy logic and neural networks. The fifth paragraph presents a study case of malicious node detection based on an autoregression neural model and a sensor network.
Sensor Networks
Wireless sensor networks are extremely distributed systems having a large number of independent and interconnected sensor nodes, with limited computational and communicative potential. The sensors are deployed for data acquisition purposes on a wide range of locations, sometimes in resourcelimited and hostile environments such as disaster areas, seismic zones, ecological contamination sites, military combat zones. In this structure data processing is at the sensor level, data transmission is wireless, sensing mechanism is not necessarily power supply is not necessarily wireless. 
Modern Sensors
The modern sensors are smart, small, lightweight and portable devices, with a communication infrastructure intended to monitor and record specific parameters like temperature, humidity, pressure, wind direction and speed, illumination intensity, vibration intensity, sound intensity, power-line voltage, chemical concentrations and pollutant levels at diverse locations. The sensor number in a network is over hundreds or thousands of ad hoc tiny sensor nodes spread across different area. Thus, the network actively participates in creating a smart environment. They are low cost and low energy devices, realized in nanotechnology. With them we may developed low cost wireless platforms, including integrated radio and microprocessors. The sensors are adequate for autonomous operation in highly dynamic environments as distributed parameter systems. We may add sensors when they fail. They require distributed computation and communication protocols. They assure scalability, where the quality can be traded for system lifetime. They assure Internet connections via satellite.
The structure of a modern sensor is presented in Fig. 2 [13, 14, 15] . 
Sensor Network Structure
Hundreds or thousands of ad-hoc tiny sensor nodes spread across a geographical area form the basis of a sensor network. Sensor nodes collaborate among themselves to establish a sensing network. The sensor network provides access to information anytime, anywhere, by collecting, processing, analyzing and disseminating data. The network actively participates in creating a smart environment. Sensor network is working as a distributed sensor.
The constructive and functional representation of a sensor network is presented in Fig. 4 [13, 14, 15] . The sensor networks have different structures [16] . The star networks (point-to-point), are networks in which all sensors are transmitting directly with a central data collection point. The mesh networks are networks in which sensors can communicate with each other. In mesh networks sensor nodes can relay messages from other sensor nodes, there is no need for repeaters. Software controls the flow of messages through network with self-configuration. New nodes automatically detected and incorporate. Advantages of the mesh structures are: robustness, easily deployed, no RF site surveys needed, no repeaters needed, easily expanded. Their disadvantages are: more complicated software, battery consumption of nodes increases, each node must transmit other nodes messages as well as its own, potentially less bandwidth. A sensor has the following hardware: radio node, antenna, on-board board microprocessor contains code for managing mesh network. As hardware development board it contains pins for sensor connection, microprocessor for handling signal, power supply, serial port, radio node plugs onto top of board. The sensor contains software on board for data acquisition, signal processing, embedded programming, embedded C language, messages format up to user.
In the field of sensors networks some topics are involved [27] , like: development topics: deployment, localization, synchronization, calibration; wireless communication: wireless radio, characteristics, MAC protocols, link layer techniques, power control; sensor network architecture; networking topics: topology control, data gathering, network monitoring, network coding; data-centric: routing and aggregation, querying and data basis, storage; hardware; software; security. Standards and protocols are imposed for sensor networks development.
Sensor Network Architectures
Different structure may be uses in practice, for example [16] . The sensor network may be static or mobile. For a static case each sensor node knows its own location, even if they were deployed via aerial scattering or by physical installation. If not, the nodes can obtain their own location through the location process. Moreover, all the sensors passed a one-time authentication procedure done just after their deployment in the field. The sensor nodes are similar in their computational and communication capabilities and power resources to the current generation sensor nodes. Every node has space for storing up to hundreds of bytes of keying materials in order to secure the transfer of information through symmetric cryptography.
There is a base station into the network, sometimes called access point, acting as a controller and also as a key server. It is assumed to be a laptop class device and it is supplied with long-lasting power.
An example of a wireless cellular network architecture is presented in Fig. 5 . In this architecture, a number of base stations are already deployed within the field. Each base station forms a cell around itself that covers part of the area. Mobile wireless nodes and other appliances can communicate wirelessly, as long as they are within the area covered by one cell.
A versatile architecture is a sensor network with mobile access is presented in Fig. 6 .
This structure used for large-scale sensor networks. The main difference related to the cellular network architecture is that base stations are considered to be mobile, so each cell has varying boundaries which implies that mobile wireless nodes and other appliances can communicate wirelessly, as long as they are at least within the area covered by the range of the mobile access point.
Fig. 6. A sensor network with mobile access
Multiple sensor nodes can detect an event situated in the surrounding area, so redundancy of sensor networks is assured.
In the next paragraph we presents some examples of such distribute parameter systems with their mathematical models with partial derivative equations.
Distributed Parameter Systems
The distributed parameter systems, opposed to the lumped parameter systems, are systems whose state space is infinite dimensional. An object whose state is heterogeneous has distributed parameters. Such a system is described by partial differential equations. Partial differential equations are used to formulate problems involving functions of several variables, such as the propagation of sound or heat, electrostatics, electrodynamics, fluid flow, elasticity. Distinct physical phenomena have identical mathematical formulations, and the same underlying dynamic governs them. Some examples of distributed parameter systems are presented as follow [19, 20, 21] .
One of the most important domain of applications of the partial differential equations is the process of heat conduction, with propagation of heat in anisotropic medium: propagation of heat in a porous medium, transference of heat in semi-space compound by two materials submitted to heating, processes of transference of heat between a solid wall and a flow of hot gas, estimation of the temperature field in space with fissured zone having the form of a circular disc.
Applications related to electricity domain are: the propagation of electric current in cables, the heating of the electrical contacts.
In the field of motion of fluid there are: plane motion of viscous fluids, running of viscous fluids in rectilinear tube, computation of losses of nonstationary heat in subterranean pipe, running of gases in water main.
The processes of cooling and drying: cooling of clap, cooling of a sphere, drying of wood pieces, drying in vacuum. …..Phenomenon of diffusion: diffusion flow in a heavy sphere for chemical reactions happening with finite speet on the sphere surface, the flames diffusion, which appears to the beginning of a tube, repartition density of particles loading by the meteorites. …..Other applications are: estimation of the ice height covering the snow the arctic seas, motion of underground waters, alloy of heavy fusible particles, investigation of the wave close to the single point of the board of a plane plate, the growing of the gas particles in a fluid, substances combustion, the temperature modification in the air mass.
Process of Heat Conduction
Let it be an object of a volume 3 R V ⊂ . The frontier of dominium V is a surface S, formed by a finite number of smooth surfaces. Let it be θ(P, t) the function of the object's temperature, at the time moment t, where P∈V is a point in the volume V. If different points of object have different temperatures, θ(P, t)≠ct., then a heat transfer will take place, from the warmer parts to the less warm parts. Let it be a regular surface σ placed in V, which contains the point P. From the theory of thermal conductivity through the dσ in the time dt a heat quantity dQ is passing, proportional to the product dσ.dt and proportion to the function θ(P,t) derivative, along the normal n to the surface σ in the point P:
where k is a proportionality factor, called coefficient of internal thermal conductivity of the object. The vector grad θ has its direction along the normal at the level surface for θ=ct., in the sense of θ rising. The law of heat propagation through an object in which there are no heat sources:
The heat sources in the object have a distribution given by the function:
If the object is homogenous
and the equation (2) is written:
In the case of heat propagation through a bar:
The initial conditions or of the limit conditions have physical significance. The equation
does not determine completely the state of the object K. We must take in considerations the initial state of the object, the temperature distribution in the object at the moment t=0:
called initial conditions.
Propagation of electric current in cables
Let it be a cable without margin at right. The potential in a point P(x) is V(x, t), where x is the distance from the cable origin and t is the time moment. The quantity of electricity on the unity distance dx is C.V.dx, where C is the capacity. If i is the current intensity, the electricity quantity which enter the element dx in the time dt is
and the rising of C.V.dx for a variation with dt of t corresponds to this:
which is leading to the equality 
and with cR=1, we are led to the heat equation
In the above hypothesis the phenomenon of induction is neglected; if it is taken in consideration, the equation is 
Heating of electrical contacts
The differential equation of conductor heating is
where λ is the thermal conductivity, α is the global transmitivity of heat at the conductor periphery, l is the conductor dimension, J is the current density, A is the transversal section of the conductor, θ is the conductor heating, with θ=θ m -θ r where θ r is the conductor's temperature in normal functioning, θ m is the maximum temperature in regime of short circuit, ρ=ρ p (1+α R θ) is the material rezistivity. The current function is introduced
Motion of fluid
x v y v y x ∂ ϕ ∂ − = ∂ ϕ ∂ − = ,(17)
Running of viscous fluids in rectilinear tubes
Let be a rectilinear tube, which is leading a viscous liquid. The ax of tube is Oz. Let us consider the movement of a part of the liquid between two transversal sections z 1 and z 1 +h. If A is the transversal section area supposed to be constant and ρ is the fluid density, the movement equation is 
Losses of nonstationary heat in subterranean pipe
In the design and exploitation of oil and gas pipes a series of problems arise at the calculation of heat losses of pipes in conditions of a heat change nonstationary. For determining the nonstationary heat losses in the subterranean pipes the next equation is used (22) where θ is the temperature of the transported material, θ s is the soil temperature, t is the time, x, y are the Cartesians coordinates and a is a coefficient what is characterizing soil thermal diffusion.
Running of gases in water main
Suddenly in practice a great importance is to determine the necessary time to establish the pressure in a certainly point of a pipe after the valve closing. The nonstationary running of a gas is defined by the system ( )
where p is the pressure, v is the medium speed related at the section, d is the pipe diameter and λ is the friction coefficient.
Estimation of the ice height covering the snow on the arctic seas
A method used to determine the ice height of the arctic seas is the radiometry. Radiometry is based on registration of the heat radiation of which intensity varies with temperature and the radiation coefficient of the objects. The value of the radiations will characterize the relation between the ice height in its different stages. The temperature of the ice surface is determined from the heat equation, which describes the heat repartition in snow and ice
where c j is the specific heat, ρ j is the density, λ j is the thermal conductivity coefficient, θ j is the temperature, t is the time, z is the height coordinate. The indices j=1,2,3 correspond to the there medium: air, snow and ice. At the frontiers there are the conditions of equilibrium.
Identification Techniques
System identification is for building accurate, simplified models of complex systems from noisy time-series data. It provides tools for creating mathematical models of dynamic systems based on observed input/output data. The identification techniques are useful for applications ranging from control system design and signal processing to timeseries analysis. Actually, there is a huge amount written on the subject of system identification. The textbooks [28÷31] deals with identification methods and also describes methods for physical modelling. For more details about the algorithms and theories of identification for distributed parameter systems there are [7÷12] . But only the experience with real data may help us to understand more. It is important to remember that any estimated model, no matter how good it looks on design, has only picked up a simple reflection of reality. So, in this aspect the sensor network is the powerful tool.
The identification techniques are useful for applications ranging from control systems, fault detection and diagnosis, signal processing to timeseries analysis. The structure of a modern control system is presented in Fig. 7 [32] . Fig. 7 . The structure of a modern control system It has the basic level of feedforward control, with control feedback, the second level with supervising, and the highest level of management. Identification finds its place in all these control levels.
There are identification methods based on parametric model and on nonparametric models. From the second category we enumerate spectral methods, correlations methods, recursive state estimation with Bayes filters and Gaussian filters.
Models describe relationships between measured signals.
Fig. 8. The identification signals
The outputs y(t) are then partly determined by the inputs u(t). In most cases, the outputs are also affected by more signals than the measured inputs.
Such unmeasured inputs are called disturbance signals or noise e(t). The relationship is y(t)=f(u(t), e(t)).
In case of systems that cannot be modeled based on physical insights it is possible to use standard models, which by experience are known to be able to handle a wide range of different system dynamics. A family of such ready made model, which tell the size and it is possible to find them to fit to measured data.
The estimation techniques are classified as follows: estimating parametric models, as estimating linear black-box models (with dynamics) like transfer functions and state-space models and estimating nonlinear black-box models. Estimation of linear black-box models is based on identification of polynomial and state-space models using various estimation algorithms: autoregressive models (ARX, ARMAX), Box-Jenkins (BJ) models, output-Error (OE) models, and state-space parameterizations; estimation of a model of the noise affecting the observed system. Estimation of nonlinear black-box models is based on methods like nonlinear ARX and Hammerstein-Wiener models.
In the modern control systems models of artificial intelligence may be used for estimation of nonlinear complex systems, of high dimensions, with many variables. Such models may be developed using: fuzzy logic, neural networks, Bayesian networks, genetic algorithms, knowledge base systems, expert systems.
Estimation Based on Linear Models
A general case model is the Box-Jenkins model, summarized as: 
θ is the parameter vector thus contain the coefficients b i , c i , d i , f i of the transfer functions and e is the white noise The model is described by the structural parameters n b , n c , n d , n f and n k . When these have been chosen it remains to adjust the parameters b i , c i ,
Some special cases are: -the output error model (OE), where the properties of the disturbance signals are not modeled and H=1; the ARMAX model -the auto-regression and a moving average of white noise, when
and the ARX model, where in the above case of ARMAX other simplification is done C(q)=1. Starting from (…) it is possible to predict what the output y(t) will be, based on measurements of u(t), y(t). The prediction of y(t) is obtained with the general expression:
which have special cases for OE and ARX.
The principle of minimizing the prediction errors is used to fit the parameterized models to data.
The output y at time t is thus computed as a linear combination of past outputs and past inputs. It follows, for example, that the output at time t depends on the input signal at many previous time instants. This is the system dynamics. The identification problem is then to use measurements of u and y to figure out: the coefficients in this equation; how many delayed outputs n f to use in the description. If the time delay in the system is n f that, from the equation we may see that it takes nh sample periods before a change in u will affect y. How many delayed inputs n b to use.
Estimation Based on Fuzzy Logic
In the case of estimation based on fuzzy logic the model is a fuzzy system. Such a fuzzy system has the structure from Fig. 9 .
In this structure an input interface of fuzzification transforms the crisp inputs u in fuzzy information A, applied to an inference procedure. The inference is working using a rule base of the fuzzy model. The crisp output y of the fuzzy model is obtained from the fuzzy information B of the inference applying a defuzzification method.
Fig. 9. Fuzzy model
The inference is a computational method used in computers to apply the fuzzy reasoning from the rule base. An example of inference is presented in Fig.  10 .
Fig. 10. Fuzzy inference
In this inference method the crisp inputs u 1 and u 2 are fuzzified through membership functions assigned to the fuzzy values (NB, ZE, PB) from the rule base. The rule base are computed using fuzzy operations as AND, OR, implemented with minimum or maximum. The output fuzzy set, described by a membership function, is computed with the fuzzy operation OR. These computations are made for all the rules of the rule base. And the result is the fuzzy information B. The output y is the most significant value from the universe of discourse (the definition set of the membership function) of the output membership function.
Estimation Based on Neural Networks
The same identification algorithms may be implemented using neuronal networks. In this, case a feedforward neural network, with continuous values, with two hidden layers of neurons, working as multifunction approximation is recommended. The structure of a multilayer neural network with m inputs u i , i=1,...,m and n outputs y i , i=1,...,n is presented in Fig. 11 .
Fig. 11. Multilayer feedforward neural network
This neural network has weights for the internal connections w ij k , and each neuron has is own bias. The neuron acts like the following functions:
where f a is the activation function. Such activation function are the sigmoid th(x) for the neurons from the hidden layers from the interior of the neural network and the linear function y=x, for the neurons from the output layer. The neural network transfer function is: (30) The neural identification has the block diagram from Fig. 12 .
In this case the model is a neural network. The neural model is obtained by training (learning) the neural network with training sets (u i , y i ), i=1, N, obtained from real measurements from the distributed parameter systems, achieved using sensor networks. A cost function (31) is imposed for training. Developing of neural mode has the principle described in Fig. 13 . 
Malicious Node Detection
In this example a strategy based on antecedent values provided by each sensor for detecting their malicious activity is presented. At each time moment the sensor's output is compared with its estimated value computed by a robust autoregressive neural predictor. In case that the difference between the two values is higher then a chosen threshold, the sensor node becomes suspicious and a decision block is activated. We present the neural estimation structure based on autoregression, the model of the heat conduction in the plane, sensor deployment, the neural network structure, the neural training characteristics, the sensor value and the estimate, the sensor error and an example of sensor network measurements.
Detection Strategy
The strategy of detection considers an autoregressive (AR) model that approximates the time evolution of the measured values provided by each sensor:
where x(t) is the series under investigation (in our case is the series of values measured by the same sensor), i a are the auto regression coefficients, n is the order of the auto regression and e is the noise.
The model (34) may be implemented using a feedforward neural network with continuous values. The inputs of the neural network are the measured values of the sensor, at previous n time moments. The coefficients a i will be given by the weights and biases of the neurons from the hidden layers of the neural network. The output of the neural network will be the estimate at the time t of the sensor value:
The weights and biases values are computed by training, knowing on-line or off-line a set of training under the form of a time series x(t), x(t-1),…,x(t-n).
The strategy uses the time series of measured data provided by each sensor and relies on an autoregressive neural predictor placed in base stations (Fig. 14) .
Fig. 14. Malicious node detection block diagram
The detection principle is the following: identifying a malicious node that will try to enter false information into the sensor network comparing its output value ) t ( x with the value ) t ( x predicted. The proposed methodology is described as follows: At every instant t the estimated value ) t ( x A is computed relying only on past values x A (t-1), …, x A (0) and parameter estimation and prediction is used, as in the following steps. First the parameters w i , b i of the neural network are determinate, using the Levenberg Marquardt method. A training set including all the possibilities of the sensor network behavior is used. The neural network is trained to obtain a small training error and a high degree of generalization. The neural network is test with a test set. Second, the prediction value ) t ( x is obtained using the following equation:
After that, the present value ) (t x A measured by the sensor node is compared with its estimated value ) ( t x A by computing the error:
If this error is higher than a threshold A ε then the sensor A will be considered to be a potentially corrupted sensor and the decision block will be activated. Here, based on a database containing the known attacks models, a knowledge-based system can take the decision to expel the malicious node from the network topology (Fig. 14) . There is no simple method to establish the correct model order in case of an AR model. In this case there are two parameters that influence the decision: the type of data measured by sensors and the computing limitations of the base stations. Because both of them are a priori known an off-line methodology is recommended. Realistic values are between 3 and 6.
The structure of the neural network is established after iterative trainings.
Process Model
The propagation of a temperature wave, in a homogenous planar field, is considered, where several sensor nodes S i,j with I=1,…,N and j=1,…,M, being a part of a sensor network, have been deployed. These sensors are measuring the local temperature θ [ o C]. A possible malicious node, to be detected, is denoted by S A . An auto-regression neural network model is developed to estimate the temperature value provided by the sensor A:
, by taking into consideration the previous values of the data provided by sensor x A (t-1), x A (t-2), …, x A (t-n).
The time distribution of the temperature θ through the homogenous medium in space is ) t , z ( θ , at the moment t, at distance z from the heat source.
The heat conduction, when neglecting the heat loses in the environment, is described by the heat equation [19] , [20] :
where c θ is the heat conductivity coefficient of the medium.
In order to investigate how the strategy works the function
is discretised into the aggregates 
A discrete time equivalent equation of (40), with a chosen adequate sample period h is used. Each cell of sensors is receiving inputs from the around medium, from r sources with powers P i , i=1, …, r, positioned around the network. The heat sources P i are positioned in different points in the coordinate system xOy. Some coordinate transformations may be done and the sources may be moved in the adjacent points of the network.
Sensor Network Measurements
A Crossbow sensor network was used in practice. It has the following components: a starter kit, a MICA2 2,4 GHz wireless module, and an MTS320 sensor board. Their nodes are: 2 MICAz 2,4 GHz modules, with 2 sensors MTS400, which are measuring temperature, humidity, pressure, ambient light intensity; 1 MICAz 2,4 GHz with 2 sensors MTS310 and 1 module MICAz 2,4 GHz working as a central node when it is connected through the UB port. A gateway MIB520 for node programming and a data acquisition board MDA320 with 8 analogue channels are provided. The network has the following software: MoteView for history sensor network monitorization and real time graphics and MoteWorks for nod programming in MesC language.
The transient temperature characteristics measured for temperature monitorization in a chamber are presented in Fig. 16 . The user interface allows some facilities, as: administration, searching, connections options and so on.
Neural Network
The neural network used for estimation is a feedforward neural network, with continuous values. It has 4 inputs, the sensor values at 4 antecedent time moments: x A (t-1), x A (t-2), x A (t-3) and x A (t-4). The output layer has one neuron for the estimated temperature. The structure of it is presented in Fig.  17 . Fig. 17 . The structure of the neural network According to Kolmogorov's theorem two hidden layers are used, with biases, to obtain a reduced error of approximation of the estimate. The first and the second hidden layers have a reduced number of neurons, 32 and 16 neurons, respectively. These numbers resulted after some iterative training. The activation functions of the neural network are the hyperbolic tangent function for the hidden layers and the first-order linear function for the output layer.
The training of the neural network with a training set, which cover the entire possible scenario in the field. The input data for estimation is a time series of the temperature sensor S A , as the state of the heat diffusion model (40). This time series is obtained using sums of the traveling temperature waves, generated by the heat sources P i . The temperatures propagate through to the sensor S A . The training set was obtained using present and anterior values of the sensors, (θ A (t-1), θ A (t-2), θ A (t-3), θ A (t-4); θ A (t)) taken from the transient responses of the model (38÷40). The method chosen for training was the Levenberg-Marquardt method. The sum square error after 9 training epochs is presented in Fig. 18 . 
This autoregressive neural estimation is applied for the sensor S A .
Experimental results
The estimated temperature ) t ( ) t ( x A A θ = for the sensor S A is presented in Fig. 19 , over the original time series x A (t). We may see the error appearance at the time moment 400 s, caused by a fault at the node x A .
The estimated signal follows the real signal after a small delay.
Conclusions
A short survey of three topics: modern sensor networks, distributed parameter systems and estimation techniques, specially using artificial intelligence tools, to be involved in the new domain of identification of distributed parameter systems, based on sensor networks and artificial intelligence.
Modern sensors are smart, small, lightweight, portable devices, with a communication infrastructure, used to monitor and record specific parameters. They have low cost and are low energy devices, realized in nanotechnology. Some of their technical characteristics are presented. As smart and small devices they are capable to be implemented in large distributed parameter systems.
Sensor networks have in their structure hundred and thousands of ad-hoc tiny sensor nodes spread across a geographical area. Sensor nodes collaborate among themselves to establish a sensing network. The sensor network provides access to information anytime, anywhere, by collecting, processing, analyzing and disseminating data. The network actively participates in creating a smart environment. A sensor network is acting as a distributed sensor in a distributed parameter system. Sensor network topics, sensor network architectures and sensor network applications are presented. Applications of data acquisition of physical and chemical properties, at various spatial and temporal scales, as in distributed parameter systems, for automatic identification, measurements over long period of time.
Some examples of distributed parameter systems with large application in practice are presented: the process of heat conduction, applications related to electricity domain, motion of fluids, processes of cooling and drying, phenomenon of diffusion and other applications. All these processes have the same equations with partial derivatives.
Using system identification techniques we may build accurate and simplified models of distributed parameter systems, from noisy time-series data obtained with sensor networks. The identification techniques are useful for applications ranging from control systems, fault detection and diagnosis, signal processing to time-series analysis. Methods to estimate linear back box models and models of artificial intelligence, as fuzzy logic and neural network are presented.
A case study of malicious nod detection is presented. The strategy of detection is based on a neural autoregression method in the process of plane heat propagation. The paper presents: the model of the heat conduction in the plane, sensor deployment, an example of sensor network measurements, the neural network structure, the neural training characteristics, the sensor value and the estimate and the sensor error.
