Introduction
Laser scanning is an active remote sensing technique which is capable of direct range measurements between the laser scanner and the reflecting target. The results are highly accurate 3D point clouds [1] . 3D laser scanners are used for various applications, for example for 3D modelling of buil− dings and cities, as−built documentation, cultural heritage documentation, forensics or forest inventories, robot navi− gation, microelectronic measurements, and fabrication of the fibre grating to realize the optical switching [1] [2] [3] [4] [5] [6] [7] . One common laser scanning is the time of flight laser scanner, which works when a 3D laser scanner is targeted to the physical objects to be scanned and the laser beam is directed over the object in a closely spaced grid of points. By mea− suring the time of laser flight, which is the time of laser travel from the scanner to the physical objects and back to the scanner, the position in a 3D space of each scanned point on the object is established. The result is a cloud of points which consists in thousands of points in a 3D space that are a dimensionally accurate representation of the existing ob− ject This information can then be converted into a 3D CAD model that can be manipulated using CAD software, and to which the design of the new equipment can be added [8] . Another scanner method is the laser triangulation; in general can be based on two schemes. The first one uses a fixed angle of emission and variable distance; the second one, on the contrary, fixed triangulation base and variable scanning angle [9] . The first one works as follows; a laser beam is projected onto the measurement surface where it is scattered from the surface and its image is detected by an optical detector, usually a CCD camera. By using a suitable angular arrangement between the laser and sensor positions, the detected location of the laser spot on the image plane pro− duces an accurate measurement of the distance between the sensor and the surface [9, 10] . Therefore, the profile of a sur− face can be measured by using laser triangulation. The laser beam is made to scan across the surface of the object. The range data at each location is calculated according to its position within the image plane so that the whole 3D profile of the surface can be obtained. The positioning of the laser beam is normally controlled by an adjustable mirror system which is able to change the angular direction of the laser beam over a 2D plane [9] . The second basic triangulation scheme are active optical triangulation 3D digitizing sys− tems which visualize real−life objects. These active optical systems provide photorealistic representations of shapes and textures with reasonable speed. The laser beam reflec− ted from a mirror is projected on the object. The diffusely reflected light is collected by the sensor which is a linear array if a laser dot is projected or a 2D matrix (typically a charge coupled device camera) if laser stripes are pro− jected. However, all these scanners have accuracy limita− tions when taking into account the mechanical factors of the system, for example, these limitations can be laser positio− ner angles, pixels of the camera or rotating mechanical sys− tems. Application of neural networks methods and algo− rithms may be solution to this problem which cannot be eas− ily solved by traditional methods [11] . The history of neural networks started in mid twentieth century when simple neu− ral networks with limited capabilities were conceived. They never got into the main stream applications at that time due to poor generalization capabilities and lack of specificity with high memory loads. After two decades, the whole con− cept of neural networks changed when the multi−layer neu− ral networks with back propagation learning algorithm was presented [12] . At present neural networks are used as prin− cipal solutions for various problems like grouping and clas− sification, pattern recognition, approximation, prediction, clusterization and memory simulation [13, 14] . Properly trained backpropagation networks tend to give reasonable answers when presented with inputs that they have never seen. Typically, a new input leads to an output similar to the correct output for input vectors used in training that are sim− ilar to the new input being presented. This generalization property makes it possible to train a network on a represen− tative set of input/target pairs and get good results without training the network on all possible input/output pairs. Feedforward networks often have one or more hidden layers of sigmoid neurons followed by an output layer of linear neurons. Multiple layers of neurons with nonlinear transfer functions allow for the network to learn nonlinear and linear relationships between input and output vectors [12] . This general property is useful in our case because between input and output vectors, which are vectors of true and measured values of 3D scanner, the relation has complex stochastic character. Three popular learning functions for neural net− works namely: Widrow−Hoff algorithm, gradient descen− dent with momentum and Kohonen functions are compared in the present study to asses accuracy in the 3D laser scanner developed and mentioned below.
Overall 3D laser scanner system function
Dynamic triangulation (Fig. 1) is the method and theoretical base of our system; we use it to obtain the 3D coordinates of the body that are in the field of view (FOV) in front of the system. We call it dynamic triangulation because of that fact that triangle in Fig. 1 in real time exists a very short interval, when projected laser ray, changing its spatial position each 0.001 s, reaches a unique condition to be able to enter into rotating photoreceiver through mixed (diffuse + specular) reflection on the surface. The time of existence of the spatial figure presented in Fig. 1 is variable and dependent on the rotational velocities of the laser positioning system and scanning aperture. The laser beam is projected from the positioning laser (PL) onto the body, and reflecting it back onto the revolving sensor inside the scanning aperture (SA) [9, 15] .
Then, using the theorem of sinus, the correlation bet− ween the triangle sides and the width and height in the trian− gle of Fig. 1 , it is possible to develop a formula to calculate the distance d from the base a up to points highlighted by the laser beam on to the surface.
Where indexes i and j represent, respectively, the step number in horizontal and vertical directions during the 3D body scanning. To perform the vertical scanning, the system rotates to get the angle b j as shown in Fig. 2 .
Using angles B ij , C ij , b j j n = å 1 and the known distance of the base a, it is possible to calculate the coordinates of each laser highlighted points on each ij step of 3D scanning process, based on the following formulas 
Our 3D laser scanner (Fig. 3 ) uses the principle of dy− namic triangulation scanner [16, 17] . The rotation of the sys− tem is given by a shaft−gear mechanism. The horizontal scanning is performed by a step motor which rotates a mir− ror and reflects the laser beam generated by the laser which is inside of the system bar as shown in Fig. 1 . The PL (posi− tioning laser) has 5 main components (Fig. 4) , which are the following: 1) step motor of angular rotation whose main function is to control the rotation of the entire system; 2) step motor for the mirror rotation which controls the mir− ror rotation; 3) systems rotation gear increases the precision of the system since it gives a 10:1 ratio gear−motor; 4) mir− rors rotation gear increases the precision of the system giv− ing a 10:1 ratio gear; 5) mirror reflects the laser light beam towards the scanning body.
In addition, like dynamic triangulation, our system has an SA (scanning aperture) ( The laser light projector emits light at different angles towards the target. And at the same time, the receptor rotates until it detects the light deflected by the target. When the mirror of the receptor deflects the scattered light towards the target and concentrates the light towards the photodetector [18] , an electronic pulse is emitted which indicates the point has been detected. A relationship between the rotation time and detection time shows the angle in which the receptor detects the point. Since the projector rotation is controlled by the user, the angle of the projector is known at all times. The relationship between the 2 angles and the known dis− tance between the projector and receptor gives each of the captured coordinates.
Preliminary measurements without FFBP neural network
Experimentation with our 3D laser scanner was performed in a controlled laboratory environment. A calibrated optical table was used to support the scanner and run 2D measurement tests with obstacles at known locations, the third coordinate was not considered because of the same electric motor and other simi− lar conditions of measurement, but it will be included in near future tests. The first tests with the laser scanner showed a wide range of confidence level from 85% to 98% without any kind of data manipulation [2] . As one can observe from Table 1 the calculated coordinates have a delta dephasing (calculated er− rors) compared with the real values, due to the fact that the function adjusting the dephasing is not evident to obtain by conventional methods, the use of neural network to adjust these variations is proposed; the next sections use different learning functions to train a FFBP neural network and make an adjustment of the measurements, and theoretically ap− proximate to its real values.
Neural network learning function
To obtain accurate measurements we use different learning functions for our FFBP neural network [19] . By these learn− ing functions we can make an adjustment of our measure− ments and theoretically approximated to the real value. To make the adjustment we train the network with different learning functions and, then we make a comparison between them, selecting the best learning function to our system.
Widrow-Hoff algorithm
The Widrow−Hoff algorithm is an adaptive algorithm which uses a gradient based method of the steepest decent. Wid− row−Hoff algorithm uses the estimates of the gradient vector from the available data. Widrow−Hoff incorporates an itera− tive procedure that makes successive corrections to the wei− ght vector in the direction of the negative of the gradient vector which eventually leads to the minimum mean square error [20] . From the method of the steepest descent, the weight vector equation is given by [21] w n w n E e n ( ) Where μ is the step−size parameter and controls the conver− gence characteristics of the Widrow−Hoff algorithm; e n 2 ( ) is the mean square error between the beam former output y(n) and the reference signal which is given by
The gradient vector in the above weight update equation can be computed as
The Widrow−Hoff algorithm use the instantaneous val− ues of covariance matrices r and R
r n d n x n ( ) ( ) ( ).
Therefore, the weight update can be given by the follow− ing equation
w n w n x n e n ( ) ( ) ( ) ( ).
The Widrow−Hoff algorithm is initiated with an arbi− trary value w(0) for the weight vector at n = 0. The succes− sive corrections of the weight vector eventually leads to the minimum value of the mean squared error [20] .
Gradient descent with momentum weight/bias learning function
We can use the gradient descent with momentum to impro− ve the convergence and robustness of a simple gradient so− lution. The starting point of the method is the following des− cription of the standard line search optimization method w w s
Where w k is the current iterate, s k is the next step con− sisting of the length a k in the direction p k [22] . To guaran− tee convergence, it is often required for p k to be a descent direction, while a k gives sufficient decrease in cost func− tion. A simple realization of this is gradient descendent which moves in the steepest descent direction according to p f k k = -Ñ , where f is the cost function, while a k satisfies the Wolfe condition [23] .
Choosing a search direction according to = -1 . The current iterate has an inertia which prohibits sudden changes in the velocity. This will effectively filter out high fre− quency changes in the cost function and allow for greater steps in favourable directions [22] .
Kohonen weight learning function
Kohonen network is referred as topologically invariable mapping and self−organising feature mapping. As feature mapping, the network is used to cluster the input patterns according to their similarity (or feature). The inputs are usu− ally in higher dimensional space than the feature space. For some applications as spatial distribution of the measure− ments from the laser scanners, the real match of synaptic weights with input patterns is concerned. Then the simila− −rity measure is based on the Euclidean distance of x (input vector) and w j (weight vector)
By using the discriminant functions defined above, the winner neuron j corresponding to the input x is selected by the rule 
Symbol "armax" ("argmin") denotes the index of a neu− ron in the output layer which maximizes (minimizes) the function n x S j ( , ) w [24] . To continue the self−learning pro− cess, consider a neighbourhood function which describes the degree of excitation of neurons in a lateral area around the winner neuron, as follows
where Eq. (19) is a monotonically decreasing function. An updated rule for the Kohonen network is generally defined as
Where l is referred to as the learning rate. Kohonen net− work is also referred as self−organising feature mapping, as feature mapping the network is used to cluster the input pat− terns according to their similarity (or feature) [24] .
Neural network training
In order to obtain accurate measurements we use the Le− venberg−Marquardt algorithm and methodology recognized in Refs. [23, [25] [26] [27] ] to train a neural network which by the regression method can make an adjustment of our measure− ments and theoretically approximated to the real value. To obtain the minimum error during the training [28] , the mean square error function was used
The main objective of the mean square error is to mea− sure the differences between the variable values and the pre− diction values. The primary application of the Levenberg− −Marquardt algorithm is in the least squares curve fitting problem: given a set of empirical datum pairs of independ− ent and dependent variables, ( ; )
x y i i , optimize the parame− ters b of the model curve f x ( , ) b so that the sum of the devi− ations' squares becomes minimal [29] .
Like other numeric minimization algorithms [30] , the Levenberg−Marquardt algorithm is an iterative procedure. To start a minimization, we provide an initial guess for the parameter vector b. In each iteration step, the parameter vector b is replaced by a new estimate, b d
where
is the gradient (row−vector in this case) of f with respect to b. At its minimum, the sum of squares, S( ) b , the gradient of S with respect to d will be zero. The above first−order approxi− mation of f x i ( ,
Taking the derivative with respect to and setting the result to zero gives
where J is the Jacobian matrix [27] whose i th row equals J i , and where f and y are vectors with i th component f x i ( , ) b and y i , respectively. This is a set of linear equations which can be solved for d .
Marquardt's contribution [26] is to replace this equation by a "damped version",
where I is the identity matrix, giving as the increment d to the estimated parameter vector b. The (non−negative) damp− ing factor l is adjusted at each iteration. If reduction of S is rapid, a smaller value can be used, bringing the algorithm closer to the GaussNewton algorithm, whereas if an itera− tion gives insufficient reduction in the residual, l can be in− creased giving a step closer to the gradient descent direc− tion. Note that the gradient of S with respect to b equals
. Therefore, for large values of l, the step will be taken approximately in the direction of the gra− dient. If either the length of the calculated step d or the re− duction of sum of squares from the latest parameter vector b d + fall below predefined limits, iteration stops and the last parameter vector b is considered to be the solution. Levenberg's algorithm has a disadvantage that if the value of damping factor l is large, inverting J J I T + l is not used at all. Marquardt provided the insight that we can scale each component of the gradient according to the curvature so that there is a larger movement along the directions where the gradient is smaller. This avoids slow convergence in the di− rection of a small gradient. Therefore, Marquardt [26] re− placed the identity matrix, I with the diagonal of J J T resulting in the Levenberg−Marquardt algorithm
Neural network setup
We use the methods mentioned above to train a neural net− work. The trained neural network is feedfoward backpro− pagation type. A feedforward backpropagation neural net− work consists of two layers. The first layer, or hidden layer, has a tansigmoid (tan−sig) activation function, and the sec− ond layer, or output layer, has a linear activation function. Thus, the first layer limits the output to a narrow range, from which the linear layer can produce all values. The output of each layer can be represented by [31] 
Where Y is the vector containing the output from each of the N neurons in a given layer, W is the matrix containing the weights for each of the M inputs for all N neurons, X is the vector containing the inputs, b is the vector containing the biases and f(·) is the activation function [31, 32] . The net− work was created using the neural network toolbox from Matlab 8.1.0 (The MathWorks, Natick, Mass., USA). In a backpropagation network there are two steps during train− ing that are used alternately. The backpropagation step cal− culates the error in the gradient descent and propagates it backwards to each neuron in the output layer, then, a hidden layer. In the second step, the weights and biases are then recomputed, and the output from the activated neurons is then propagated forward from the hidden layer to the output layer [31] .
The training data consists of 60 samples from 80 mea− surements; each sample is taken in a cross validation form [33] . I.e., the network was trained to predict the absolute error of x, y, z measurement, for all conditions at once. The length of the training data was 60 points. The network con− tained 5 neurons, 3 layers and was trained until an accept− able percentage error was achieved. The test data consisted of the remaining 20 samples from each trial. The learning is performed with the Widrow−Hoff function.
Experimentation
To perform the experimentation we decided to test the Wid− row−Hoff function, the gradient descendent with momentum function and the Kohonen function at 5 different learning rates in a range from 0.2 to 0.9. Due to the use of a regression sys− tem, the logistic activation function was applied on the hidden nodes, while the output nodes used shortcut connections and linear functions to scale the range of the outputs. The training data consists of 60 samples from 80 measurements; each sam− ple is taken in a cross validation form [33] . The network was trained to predict the absolute error of the measurement, for all conditions at once, the error was determined by calculating the dephasing magnitude of the coordinate respecting its real va− lue. At each learning rate we calculate the performance 100 times for each learning function. Table 2 shows the average performance of three learning functions, the first, Widrow−Hoff learning function, was selected because the gradient vector is chosen at 'random' and is not derived from the shape of the total error surface (as in the steepest descent case). Random means here the instantaneous value of the gradient. This is then used as the estimator for the true quantity. The second, gradient descen− dent learning function was selected because its efficiency which is basically linear in the number of training examples. If x is the matrix of size (n, p) training has a cost of ( ) knp , where k is the number of iterations (epochs) and p is the average number of non−zero attributes per sample. The third, Kohonen learnig function was selected because it can be adapted to supervised learning systems and provide two important properties: fast algorithm and topology preserva− tion. Without knowing which of the three learning functions will have better performance in predicting errors on a laser scanner, we decided to test each learning function at differ− ent learning rates from 0.2 to 0.9 and select the one with a superior and stable performance over the other two. Figure  6 shows the average performance for the three learning functions at different learning rates. The green line corre− sponds to average performance of the Widrow−Hoff func− tion and shows a better performance at different learning rates in comparison to the gradient descendent with momen− tum function and the Kohonen functions. As shown in the analysis of Table 2 and Fig. 6 , the Widrow−Hoff learning function shows the best performance. In practice it means that for such class of application it is more reasonable to use the Widrow−Hoff method for better prediction of the error.
Using the Widrow−Hoff learning function with the Le− venberg−Marquardt training, we train several networks and compare their performance, then the network with the high− est performance was selected.
To corroborate the utility of the trained neural network we tested it directly on our laser scanner, the neural network was packaged as mat file and used by our system, all the measurements pass by this trained neural network and cal− culate their DX and DY of error (not used in the previous train, test or validation), afterward the absolute error is obtained and compared with the absolute error real value; the graph (Fig. 7) shows in blue the real value of the actual absolute error of the scanner measurements and in red the predicted absolute error of the scanner measurements, pre− dicted by our neural network. The aim is that the predicted errors (red asterisks) are as close as possible to the real value errors (blue circles). As shown in Fig. 7 of the trained neural network with the Widrow−Hoff learn− ing function are close to its real value, then a compensation of each error is possible to minimize measurement errors.
As we mentioned before the mean square error function was used and our best validation performance is presented in Fig. 8 and this figure does not indicate any major prob− lems with the training. The validation and test curves are very similar. If the test curve had increased significantly before the validation of the curve increased, then it is possi− ble that some overfitting might have occurred.
The graph in Fig. 9 shows the regression plot of the train− ing, validation and test data. The training plot is the result of the trained model by pairing the input with the expected out− put (supervised learning system). The test regression plot is presented in order to estimate the performance of the trained model over different inputs with known outputs. From the data used for the train, 15% were used for validation, 15% were used for test and 70% for training; we note that the use of a neural network provides an acceptable approximation of the measurement error up to 99.97%, however, the validation of the method shows only a 96% of performance. The most significant difference is presented by modifying the learning rate to obtain an acceptable error performance. This error ap− proximation method has been tested in our developed scan− ner, however, it does not depend on any physical variable of our scanner; the proposed methods have the capability to be used in any other laser scanner.
Finally, experimentation with the 3D laser scanner inte− grated with the previously trained neural network was per− formed as shown in Table 3 . The aim is that the calculated coordinates are as close possible to the real values. Table 3 shows the improvement of the system by a decrease of the relative error in B, X coordinate and Y coordinate in com− parison to Table 1 . 
Conclusions
The accuracy of a 3D laser scanner is a highly important task; therefore having the capability to adjust the scanner measure− ments by a mathematical algorithm gives us a simple solution to the complex problem of the accuracy. The Widrow−Hoff learning function was used to train a neural network and adjust the scanner measurements, working with the Levenberg−Mar− quardt training algorithm [34, 35] this function shows a reli− ability of 99.97% in the measurement adjustment. The accu− racy of the adjustments, even out of the normalized errors (as in Fig. 7 ) can be performed. In addition, the neural network trained with the Widrow−Hoff learning function shows stabil− ity in the error performance at different learning rates unlike the Kohonen and Gradient descent with momentum functions (Fig. 6 ). The experimentation shows that our trained neural network has a good performance in the measurement adjust− ment task for this particular laser scanner. It is found that the Widrow−Hoff weight/bias learning function overall with Mar− quardt algorithm is more efficient than the gradient descendent with momentum or Kohonen function; due to the laser scanner systems have minimum parameters and no more than a few hundred weight. Another advantage of the proposed system is that it can be used in conjunction with localization errors meth− odologies [36] [37] [38] [39] even for more dimensional tasks; or with mathematical improvements to the Levenberg−Marquardt me− thod, as in Ref. 40 to improve the convergence speed. Addi− tionally, the presented laser scanner is able to change its scan− ning frequency in a certain range, and as shown in our previous experimentations [34, 35, 41] , at various scanning frequencies some characteristic parameters of the scanner functioning are changing. However, it does not affect measuring uncertainty in experimentation with static objects, and in general behaviour it is congruent with the data of our Table 3 . Also in our previous publications are considered some methods of robust control to stabilize the scanning velocity [42] .
It is important to note that our scanner is a perfect match for operation in applications were a significantly wide open− ing angle of field of view is required (theoretically up to »160°) [2] , however its task for future research is to make im− provements to the current system that would increase the viewing angle up to 180°. The future work must consider these improvements jointly with a wide range supervised learning system in MATLAB, considering factors such as di− vergence, frequency of the laser light, and the optimal posi− tioning angle values in the meaning to reach the desired point of scene in the shortest time, but precisely in this point with the smallest possible error of laser ray positioning. Moreover, the testing of the performance of neural networks with differ− ent types of laser scanners and the real time data processing, of the neural network, is a task for future research.
