Modeling the Behavior of a Vessel under Runaway Conditions by Kanes, Rym
  








Submitted to the Office of Graduate and Professional Studies of 
Texas A&M University 
in partial fulfillment of the requirements for the degree of 
 
MASTER OF SCIENCE 
 
 
Chair of Committee,   Luc N. Vechot 
Co-Chair of Committee,   Marcelo Castier 
Committee Members,  Reza Sadr 
                                           Valeria Casson Moreno 






Major Subject: Chemical Engineering 
 
Copyright © 2015 Rym Kanes
  ii 
ABSTRACT 
 
Reactive chemicals may proceed into uncontrolled chemical reactions with 
significant evolutions in temperature and pressure due to vapor/gas production. This 
happens when there is loss of control of the temperature of the system, and self-heating 
occurs, thereby leading to a runaway reaction. The overpressurization of the vessel 
following the runaway may lead to an industrial accident, a thermal explosion, resulting 
in damages to people, property and the environment. Emergency relief systems (ERS) 
act as a last line of defense against vessel overpressure. It is therefore critical to the safe 
operation of chemical processes that they are adequately sized. 
Much effort is needed to overcome the limitations presented by the current ERS 
sizing method used. Also, reliance solely on experimental work can prove to be time 
consuming and provide difficulties during scale-up to industrial scale. Thus, there is a 
need to employ a comprehensive dynamic model that describes the vessel behavior 
throughout the reaction, during depressurization and relief action. This involves the 
understanding of the phenomenological links between thermodynamics, kinetic and fluid 
dynamics inside the vessel from the onset of the runaway until the end of the venting 
through an ERS. These outputs of this model could then to be used to enhance ERS 
sizing methods and consequence analysis.  
This work represents a step forward in this direction. It proposes a model that 
takes all these factors into account, with the exception of level swell. To achieve this, 
this work includes: (i) an experimental study of the reactive system using calorimetric 
  iii 
techniques; (ii) determination of the kinetic rate expression for the reactive system; (iii) 
formulation of dynamic lumped model; (iv) dynamic simulations of a closed vessel and 
partial experimental validation; (v) a sensitivity analysis of the effects of ERS area and 
ERS set pressure on vessel behavior. This approach was carried out through the 
evaluation of the decomposition of di-tert-butyl peroxide in toluene, a potentially 
hazardous reactive system. 
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NOMENCLATURE 
 
Roman Nomenclature  
A Helmholtz energy  J 
Aers Area of the ERS m2 
Aor Area of the Orifice m2 
Aj Area of a hole that is exposed to phase m2 
Bi Biot number  
Cp Heat capacity of the reacting mixture  J/g.K 
D Diameter of the Reactor m 
Ea Activation Energy J/mol 
f Volume function  
G Vented mass flux kg/m2 s 
g Acceleration due to gravity m/s2 
h Heat transfer coefficient W/(m2.K) 
hj Vertical level of the upper interface of phase j m 
H Enthalpy  J/kg 
HB Vertical level of the bottom of the vessel m 
HT Vertical level of the top of the vessel m 
ΔHR Heat of reaction J/kg  
k Thermal conductivity  W/(m.K) 
k0 Pre-exponential factor of reaction 1/s 
  vi 
m Reactant mass kg  
Mmout Molar mass of stream g/mol 
n Number of moles mol 
nc Number of components  
np Number of phases  
dm/dt Rate of change of reactant mass  kg/s 
nsin Number of input streams  
nsout Number of output streams  
ṅimin Molar flow rate of component i in input stream m  
nimin Cumulative amount of component i that entered the 
vessel through stream m 
 
ṅimout Molar flow rate of component i in output stream m mol/s 
nimout Cumulative amount of component i that left the 
vessel through stream m 
mol/s 
mg Gas mass kg  
n Kinetic parameter   
m Kinetic parameter  
p Kinetic parameter  
P Absolute pressure Pa 
Patm Atmospheric Pressure Pa 
Pmax Second pressure peak  Pa 
Pset Set pressure for the venting opening Pa 
  vii 
dP/dt Rate of pressure rise Pa/s 
(dP/dt)max Maximum pressure rise rate Pa/s 
Q+ Heat gain  W 
Q- Heat lost W 
Q̇ Heat transfer rate to the vessel  W/s 
R Gas Constant J/mol.K 
Ṙi Rate of generation of component i mol/s 
ṙk Rate of reaction k  
SA Exchange surface area  m2 
S Entropy J/K.mol 
t Time s 
T Absolute temperature  K 
Tonset Onset temperature  K 
Ti Initial Temperature K 
Tmax Maximum temperature peak K 
Ts Vent opening temperature K 
dT/dt Adiabatic rate of temperature rise due to runaway K/s 
(dT/dt)max Maximum temperature rise rate K/s 
U Internal energy  J 
vj Molar volume of phase j m3/mol 
V Volume of the Reactor m3 
Vj Volume of phase j m3 
  viii 
xij Mole fraction of component i in phase j m3 
X Reaction Conversion  % 
dX/dt Kinetic model used to describe the reaction  1/s 
 
Greek Nomenclature  
β Heating rate  K/min 
ρ Density  kg/m3 
δ Frank Kamenetskii parameter  
ζ Extent of reaction  
ϕ Thermal inertia factor   
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CHAPTER I  
INTRODUCTION 
Chemical reaction hazards are a principal source of concern in the chemical 
industry, where various manufacturing processes involve exothermic reactions 
(polymerizations, hydrogenations, neutralizations, combustions). One of the main 
hazards associated with exothermic reactions is the loss of the thermal control of the 
reactor vessel, thereby triggering a runaway reaction that occurs when the rate of heat 
production rate from the exothermic reaction exceeds the vessel heat removal rate. A 
runaway reaction is characterized by the exponential increase of the temperature and the 
pressure of the vessel [1]–[3], that may lead to the vessel explosion along with the 
release of potentially flammable and toxic substances. 
In order to manage the hazards associated with runaway reactions, a risk 
assessment of the process should be carried out and appropriate safety measures have to 
be selected, implemented and maintained [4]. These measures include: (i) reduction of 
the hazards by inherently safer design; (ii) prevention of the risk by process control; and 
(iii) mitigation of the consequences by protective measures. Emergency relief systems 
(ERS), such as bursting disks or relief valves, belong to the third category. They are 
generally used as the last barrier to protect reactor vessels for exothermic reactive 
systems from a catastrophic explosion. ERS are designed to open at a given set pressure 
and relieve the vessel pressure during the critical phase of the runaway reaction (when 
its maximum rate is reached). The prediction of the behavior of a runaway reaction in a 
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reactor vessel, in terms of temperature and pressure evolution, is of utmost importance to 
perform the correct design of an ERS. 
The prediction of the behavior of a reactor vessel under runaway condition 
during venting is quite complex. Indeed, it requires the extensive knowledge of the 
reaction kinetics, thermodynamics and fluid dynamics within the vessel, the flow 
regimes through the venting device [3]. Such phenomena and their interaction are yet to 
be fully understood. This is especially true for reactive systems categorized by the 
Design Institute for Emergency Relief Systems (DIERS) as Gassy or Hybrid systems, 
i.e. chemical systems for which the pressure generation is mainly or partially due to the 
production of permanent gases [3], [5]–[7]. Many peroxide compounds tend to 
decompose by producing permanent gases, and are therefore belong to this particular 
category [8]. Currently, experimentally validated models to accurately predict the 
behavior of reactor vessels containing Gassy or Hybrid systems during venting, are 
lacking. The work presented in this thesis was done as a first step to fill this gap. 
The objective of this research work is to simulate the dynamic behavior of a 
gassy/hybrid reactive chemical system, within a reactor vessel, under runaway 
conditions. Many peroxide compounds exhibit behavior indicative of a gassy/hybrid 
system under runaway, the reactive chemical system chosen in this study is the 
decomposition of di-terty-butyl peroxide (DTBP) in toluene. The results of this work 
include the experimental determination of the kinetic of the decomposition reaction and 
the simulation of the pressure and temperature profiles in the reactor vessel before and 
during the operation of an ERS (bursting disk). 
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In this research, a description of the theory behind thermal runaways, the 
methods of experimentally characterizing them, as well as the use of emergency relief 
system as mitigation barrier are given in Chapter 1. A review of the methods employed 
to conduct a kinetic study based on experimental characterization of runaway reactions 
is presented in Chapter 2. A comprehensive study of fluid flow models for vessel 
discharges was carried out in Chapter 3. The scope and approach to carry out the 
research work is developed in Chapter 4. The results for the experimental 
characterization of the chemical system under runway conditions as well as the kinetic 
study is presented in Chapter 5. The formulation of the dynamic simulator to include 
ERS action and chemical reactions is developed in Chapter 5. The results of closed 
vessel simulation validated against experimental data, a reference ERS venting 
simulation and a sensitivity analysis is presented in Chapter 7. 
The findings of this work capture some capabilities of a dynamic simulator and 
its role in describing vessel depressurization during ERS action. Although a larger 
sensitivity analysis is yet to be done in order to fully understand the reliability of such a 
model for ERS sizing, this work acts a first stepping-stone in that direction. 
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CHAPTER II  
THERMAL RUNAWAY 
2.1 Précis 
Thermal runaways (runaway reactions or thermal explosions) are characterized 
by an exponential increase of the temperature and pressure in a reactor or vessel 
containing a reactive substance [1], [2], resulting from the loss of thermal control of the 
chemical system. The overpressurization of the vessel following the runaway may lead 
to its explosion along with the release of potentially flammable and toxic substances.  
In this chapter, a brief summary of three major runaway accidents will be 
provided. Also, the theory behind runaway reactions, and the main experimental 
techniques used to characterize them will be discussed. Then, prevention barriers and 
their design techniques will be addressed. The detailed description of these techniques is 
available in the cited references. 
2.2 Major thermal runaway accidents 
In 1995, Vilchez et al reported that, out of 5325 incidents involving hazardous 
materials, thermal explosions are likely to occur mostly during transportation (39%), 
process (24%), storage (19%), and other operations (19%) [9].The most common 
initiating causes of runaway reactions include the lack of understanding and the incorrect 
evaluation of reaction kinetic and thermodynamic conditions of a reactive mixture under 
runaway condition during the design phase of the process. Very often, the increasing 
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potential for thermal runaways associated to the scale-up of the process is simply not 
understood and not taken into account. Other initiating causes may be deviations during 
the process conditions such as failure of the reactor cooling system, failure of the 
agitation system, wrong addition of chemicals in the vessel, presence of impurities in the 
reactor, and accumulation of reaction intermediates. 
Over the last 30 years, there have been various thermal runaway accidents, but 
perhaps the three of these accidents that most stand out are: 
§ Bhopal (India, 1984), where water accidentally entered a storage tank 
containing 40 tons of methylisocyanate (MIC) causing a runaway reaction. 
The pressure generated by the runaway, mainly composed of highly toxic 
MIC vapor and other reaction products, was relieved through the tank 
pressure relief system causing the death more than 3000 people in one night. 
§ Seveso (Italy, 1976) where the thermal runaway of the tetra-chlorobenzene 
hydrolysis to sodium-trichlorophenate reaction formed 30 to 40kg of 2,3,7,8-
tetrachlorodibenzo para dioxin (TCDD), a deadly poison, that was released to 
the surrounding. While no human fatalities resulted from the incident, the 
health of many people was very seriously affected (several cases of abortions 
and Chloracne) and many animals in the area died. This event had 
tremendous impact on the way major hazard plants are regulated in European 
countries (Seveso Directives). 
§ T2 Laboratories (Florida, USA, 2007), where the thermal runaway of the 
reaction that produces methylcyclopentadienyl manganese tricarbonyl led to 
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the overpressurization of the 9.5 m3 reactor vessel. The vessel was equipped 
with a bursting disk that opened to relieve the pressure. However the bursting 
disk was undersized and the vessel exploded resulted in 4 fatalities onsite and 
32 people injured off-site [10].  
2.3 Theory of thermal runaways 
Runaway reactions are caused due to the failure of the system to remove heat at a 
rate equivalent to or greater than what is generated by an exothermic reaction. Thus, the 
study of the energy balance of a process vessel containing a reactive system becomes 
important with respect to understanding dynamic heat generation and dissipation effects. 
Semenov [11] and Frank – Kamenetski [12] developed theories to describe 
quantitatively the conditions at which thermal runaways are initiated in reactor vessels. 
2.3.1. Semenov’s theory of thermal ignition 
Semenov theory assumes that the temperature, T, of a reacting system in a 
reactor vessel is uniform throughout the entire volume of the vessel. The heat loss rate 
(Q- in W) to the surrounding at ambient temperature Ta can simply be represented by 
Newton’s law of cooling:-  
( )aQ hS T T− = −  (1) 
where h is the heat transfer coefficient (W.K-1.m-2) , S is the heat exchange surface area 
(m2). Q- increases linearly with T, the slope being fixed by hS. 
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The heat production rate by the reacting system Q+, assuming a zero order 
reaction, is given by: 
0 exp ar
EQ m H k
RT+
−⎛ ⎞
= Δ ⎜ ⎟
⎝ ⎠
 (2) 
where m is the reactive liquid mass (kg), ΔHr the heat of reaction (J/kg), k0 the pre-
exponential factor (s-1), Ea the activation energy (J.mol-1) and R the universal gas 
constant (J.mol-1.K-1). Q- increases exponentially with T [11]–[13].  
Figure 1 provides a schematic illustration of the temperature dependence of Q+ 
and Q-. There are several cases that can be considered. 
 
Figure 1. Plot of thermal fluxes against temperature using Semenov’s theory. Curves A, 
B and C are Q+ , while the straight line is Q- 
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Case 1: Q- line and curve A for Q+: Two stationary points (Tstable and Tignition.) 
can be seen where Q+ = Q-: 
§ If the reacting mixture is at a temperature T less than Tstable Q+ will dominate 
Q-, which will result in an increase of the temperature of the reactive mixture 
until Tstable is reached. For Tstable < T < Tignition, Q- will dominate Q+, which 
means that the reactive mixture can be cooled down to the Tstable. This 
explains why this temperature is called “stable”. 
§ If the reactive mixture has a temperature higher than Tignition, Q+ will 
dominate Q- leading to an increase of the temperature that further accelerate 
the reaction. The conditions for a thermal runaway are then fulfilled. 
Case 2: Q- line and Curve B for Q+: For this case, Q- is tangential to Q+ and 
intersects Q+ only at Tcritical which is a metastable point. Any infinitesimal increase of T 
from this point will initiate the runaway. 
Case 3: Q- line and Curve C for Q+: Q- is always less than and never intersects 
Q+. There is no stationary point, the reactive systems will undergo a runaway. 
Semenov 's theory is used to explain gaseous or liquid systems subject to self-
heating in a strongly turbulent regime. It can also be used for small solids particles 
suspended in a fluid in a turbulent regime, as is the case in sections of plug flow or 
stirred reactors [11]–[13]. 
2.3.2. Frank-Kamenestskii’s theory of thermal ignition 
While Semenov’s model is useful, it is limited to systems where there is no 
temperature gradient within the vessel. The Frank-Kamenetskii theory overcomes this 
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limitation [12], [14]. This theory is relevant to cases where the reactants have low 
thermal conductivity and are surrounded by highly conductive walls or there is 
considerable resistance to heat transfer in the reacting system [13]. Figure 2 shows the 
temperature profile of such a system.  
 
Figure 2. Temperature profile of a system according to Frank-Kamenetskii’s theory 
Heat production can be expressed in the same manner as Semenov’s Q+ .  
 
 
The reaction is taken to be sufficiently exothermic and thus there is negligible 
reactant consumption at the ignition point. Also, the activation energy is assumed to be 
sufficiently high so that the activation energy parameter is sufficiently small [12]–[14]. 
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With respect to heat transfer, the theory assumes that within the system the mode 
of heat transfer is conduction only, while at the boundaries both radiation and convection 
take place. The Biot number is used to show the temperature gradient at the system 
boundaries, and is given by: 
hLBi
k
=  (4) 
where h, is the effective heat transfer which includes both radiation and convection, L is 
the characteristic length of the body and k is the heat conductivity of the solid material. 
A low Biot number results in the surface temperature not being close to Ta, while a high 
Biot number results in the surface temperature close to Ta.  













This parameter can give indication of how reactive the reactants are, what the dimension 
of the system involved is, and the effect of ambient temperature on the system [15]. 
Critical values of the Frank-Kamenetskii paramter, δc, for different geometries are 
compiled by Beever [16], with the interpretation that if δ> δc, then self-ignition will 
occur [15].  
The critical values can be theoretically calculated as the limit of solving the 
stationary heat conduction equation when no steady state value can be obtained. The 
classical method of determining δc is given by rearranging Eq. (5) [16] 






L R k RT
δ ρ⎛ ⎞ ⎛ ⎞
= −⎜ ⎟ ⎜ ⎟
⎝ ⎠⎝ ⎠
 (6) 
A plot of the left hand side (LHS) of Eq. (6) versus 1/Ta for varying characteristic 
lengths would yield a straight line, with a slope of –Ea/R. Kinetic parameters can be 
determined experimentally as discussed in Chapter 2.  
This theory describes well systems in non-turbulent motion such as liquids, 
gaseous, solid and suspensions of solids in reactors that are not agitated and subject to 
self-heating. However, it does not take into consideration phenomena like hydrolysis, 
evaporation, condensation. It also does not take into account a larger activation energy 
parameter, a finite heat transfer correlation, oxygen diffusion or reactant consumption. 
2.4 Experimental characterization of thermal runaways 
In order to obtain knowledge of exothermic runaway hazards associated with a 
system under study, experimental thermal hazard assessment tests are performed [17]. 
2.4.1. Thermal screening 
Thermal screening is the first stage when conducting a thermal assessment. Its 
objective is to identify the potential exothermic behavior potential of a sample over a 
given temperature range. 
Laboratory scale equipment, such as Differential Scanning Calorimeters (DSC), 
are used for thermal screening. A DSC experiment consists in measuring the heat flow 
into or out of a small sample amount of a substance (mg to g scale) usually enclosed in a 
small pressure resistant metal or glass cell as it is exposed to a controlled thermal profile. 
This is done by measuring the difference between the amount of heat required to 
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increase the temperature of a test pan containing the sample and an empty reference test 
pan. The tests can be performed in temperature scan mode (over a range of temperature 
a given heating rate) or isothermal mode (constant temperature). The temperatures can 
usually range from -200 to 500 °C. 
Data obtained from a thermal screening test are usually thermograms of a heat 
flow (in W or W.kg-1) into or out of the sample versus temperature or time. In a 
thermogram, the direction of the peak indicates whether the process is endothermic or 
exothermic; conventionally upward pointing peaks are taken to be exothermic. Figure 3 
shows an idealized thermal screening curve of an exothermic system. 
 
Figure 3. Thermal screening data with an exothermic reaction  
 
 
The heat flow versus time/temperature curve provides precious information on 
the following: 
§ The total heat of reaction (ΔHR in J.kg-1): The integration of the heat flow 
thermogram over time gives the total heat released, which is equivalent to the 
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heat of reaction of the system. This is a direct indication of the exothermic 
potential of the chemical reaction. If the heat of decomposition is greater than 
500 J/g then the sample maybe explosive. 
§ The reaction conversion at a given time/temperature: The partial integration 
of the heat flow versus time curve from the start of the test (t=0) to a given 
time (t) provides the energy of reaction released over that period, ΔH(t). The 
reaction conversion (X) is then given by:  
  









§ This reaction conversion profile gives information about the reaction 
mechanism. The conversion profile is shown in Figure 4 below. A similar 
profile can be generated for conversion-temperature data as well.  
§ The rate of reaction at a given time and temperature: The derivative of X(t) 
is a direct measurement of the reaction rate: 
   







§ The onset temperature, Tonset, which correspond to the temperature at which 
an exotherm is detected by the instrument. When using the same instrument 
the comparison of Tonset between several substances can provide the relative 
thermal stability; 
§ The peak temperature (Tp) and peak shape: Tp is an indication temperature 
at which the maximum heat flow is measured. The peak shape provides an 
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indication on the type of reaction mechanism as well as the temperature range 
where the heat is released. The higher and sharper the peak is, the more 
hazardous the system is. 
 
Figure 4. Conversion profile (blue dashed line) for heat flow thermogram (red line)  
 
 
2.4.2. Adiabatic calorimetry  
Following the screening tests, laboratory scale “adiabatic” tests should be 
conducted to study the behavior of reaction under runaway conditions since they are 
most representative of heat dissipation effects at a large scale. 
Adiabatic calorimeters are laboratory bench scale equipment that allow the safe 
investigations of a runaway reaction. In these equipment, adiabatic conditions 
(elimination of the heat losses) are achieved by placing the sample (10 – 100 g) in a test 
cell (metal or glass) surrounded by electrical heater that follow the temperature of the 
sample during the runaway, as seen in  
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. The temperature difference between the sample and the surrounding being close 
to zero, the test can be conducted in adiabatic conditions. 
Figure 6 shows typical data obtained with adiabatic calorimeters. The following 
characteristics of the runaway reactions can be extracted: the onset temperature for the 
decomposition (Ton) in adiabatic condition, the temperature and pressure evolution, the 
maximum temperature and pressure rise rate, the time to reach maximum rate of reaction 
and the type of reactive system according to DIERS classification (see part 2.5.1). 
In an adiabatic test, the heat released by the reaction goes towards increasing the 
temperature of the sample and the sample holder. Thus, the thermal inertia of the test cell 
will play a role in the resulting temperature profile of test. The thicker the wall of the test 
cell, the higher the thermal mass of the text cell, the more energy is used to heat up the 
wall (so less for the reactive mixture itself). The relative significance of the thermal 
inertia of the test cell is quantified by the φ factor (phi factor) as follows: 











Large scale vessels tend to have a negligible thermal mass compared to the 
thermal mass of the liquid they contain, thus their φ is close to unity. 
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Figure 7.  Influence of φ on the temperature profile 
 
 
As shown in Figure 7, experimental data obtained with equipment with φ>>1 
may lead to an underestimation of the temperature and temperature rise rate that will 
occur at large scale (φ close to 1). However, φ close to unity is very difficult to achieve 
at small scale. It is recommended to use equipment with phi-factor within a range of 
1.05-1.1 to best approach the industrial conditions. If the φ rating of particular 
instrument is outside this range, the data obtained needs to be corrected before using it 
for vent sizing [18]. 
The data obtained from adiabatic calorimetry are used to size emergency relief 
systems that protect the reactor against explosion should a runaway reaction occur. 
2.5 Runaway reactions and vent sizing 
In the early 1980’s the Design Institute for Emergency Relief Systems (DIERS) 
under the umbrella of the American Institute of Chemical Engineers (AIChE), made and 
dT/dt 
Temperature 
φ > 1 φ = 1 
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exceptional effort to develop methods for the design of ERS to handle runaway reaction. 
The research focused on the prediction of two-phase flow venting resulting from the 
runaway as well as the use of adiabatic calorimetry data to predict the required relief 
capacity. These methods are still used to date but in some cases have some serious 
limitation as explained in chapters 3 and 4.  
2.5.1. DIERS classification of reactive systems 
The DIERS has proposed to classify reactive systems under three main 
categories: vapor, hybrid and gassy systems. These systems can have a tempered or an 
untempered behavior as described below. To classify the reacting system, the use of 
adiabatic calorimetry techniques is required. 
 
 
Figure 8. Tempered versus untempered systems during relief operation  
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Figure 8 shows the typical behavior of the reactive systems according the DIERS 
classification during the operation of the ERS (with PS being the ERS opening pressure).  
2.5.1.1. Vapor systems 
When the pressure generated by the runaway reaction is entirely due to the 
vaporization of its components, the system is classified as a “vapor”. These systems are 
“tempered” as during the operation of properly designed ERS, the latent heat of 
vaporization is absorbed at a sufficient rate to maintain a relatively constant temperature, 
at constant pressure. Thus, the ERS can temper/control the rate of the reaction by 
keeping the temperature nearly constant. This temperature may vary slightly at constant 
pressure due to changes in liquid composition due to a reaction, or preferential boiling of 
the more volatile components. [3] 
2.5.1.2. Gassy systems 
When the pressure generated by a runaway reaction is due to the production of 
non-condensable gas only (e.g. CO2, CH4, O2) and no or very few vapor, the system is 
classified as a “gassy”. Such a system has an untempered behavior, as the operation of 
an ERS cannot control the temperature and thus the reaction rate. The ERS simply acts 
to relief the vessel pressure (by removing material from the reactor). For a gassy system 
the operation of an ERS may lead to the depressurization of the vessel but will not stop 
the reacting mixture temperature from increasing exponentially. When the runaway 
reaches its maximum reaction rate with the associated maximum gas production rate, a 
second pressure peak may arise [3].  
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2.5.1.3. Hybrid systems 
If the pressure generated by a runaway reaction is due to both the production of a 
permanent gas and vapor, the system is then classified as a “hybrid”. In this case, the 
system can experience tempered or untempered behavior, depending on the relative rates 
of vapor and gas production at the relief pressure. As a rule of thumb, when the vapor 
pressure constitutes only about 10% of the total pressure, the hybrid systems can usually 
be treated as gassy systems. [3] 
2.5.2. ERS design principles 
An adequately sized vent must allow the venting of the vessel material (single or 
two phase) at a volumetric rate equal or superior to the volumetric gas/vapor generation 
rate resulting from the runaway reaction. DIERS developed “user friendly” vent sizing 
calculation methods for the above mentioned reactive systems that require providing an 
answer to the following questions: 
§ What will be the maximum gas/vapor generation rate in the vessel 
considering the worst case scenario during the runaway? 
DIERS developed the methodologies to measure the maximum gas/vapor generation 
rate at laboratory scale using adiabatic calorimetry as described in section 4.2 in 
chapter 2.  
§ What is the nature of the fluid entering the vent? 
This requires level swell calculation as described in section 2.2 in chapter 4. 
§ What is the one or two-phase discharge rate through the ERS? 
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This requires one phase or two phase flow calculation as described in part section 3 
of chapter 4.  
 
Figure 9 is a schematic showing the types of reactive systems, their source of 
pressure generation, and the ERS design criteria under the worst case scenario [3]. The 
reader can refer to the DIERS Project Manual [19] and UK HSE Workbook for 




Figure 9. Source of pressure generation, and worst case scenario design for classes of 
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2.5.3. ERS design for gassy and hybrid untempered systems 
The correct design of an ERS for vapor systems has been extensively studied by 
DIERS [19]. The developed methodologies have the advantage of being user friendly 
and provide relatively good results. This is not the case of the vent sizing methods 
developed for gassy and untempered hybrid systems. The DIERS vent sizing method for 
gassy system is based on a mass balance at the second pressure peak (see Figure 8) i.e, 






=  (10) 
where mR is the initial mass or reactant, V the vessel volume, QGmax the peak gas 
generation rate and G the mass flow capacity. QGmax is measured using adiabatic 
calorimetry. G has to be calculated using an applicable method for non-flashing two-
phase flow (see chapter 3). To be conservative, the following assumptions are often 
made: 
§ all the reaction mixture remains in the reactor until the maximum gas 
generation rate; and 
§ homogeneous two-phase flow occurs at the maximum gas generation rate.  
Several authors have r aised the issue that the methods for gassy systems are 
significantly oversizing, meaning that the resulting vent sizes are unrealistic (some times 
as large as the vessel diameter) impractical and expensive [20]–[22]. 
In 2009, the UK Health and Safety Laboratory and the French INERIS organized 
a series of Round Robin tests on vent sizing for gassy systems [23]. The results showed 
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that there is still no consensus on the best approach to measure QGmax from calorimetric 
data. Moreover there is still no reliable method to predict the nature of the vented mass 
flow (gas or two-phase) at the second pressure peak. 
As for hybrid systems, the existing vent sizing methods take into account the 











where QVmax is the peak vapor generation rate. 
This approach is also known to be rather simplistic and lead to oversizing. 
An understanding of the behavior of gassy and hybrid systems in runaway 
conditions during venting is of utmost importance to improve the ERS sizing methods. 
However, very few studies are available on these systems and several authors have urged 
for the need of experimental and theoretical research on the topic [20], [24]–[28]. Véchot 
et al. performed reactor venting experiments with untempered hybrid systems (cumene 
hydro peroxide solution) under runaway conditions at laboratory scale [20], [27]. This 
work provided for the first time comprehensive experimental data on the temperature, 
pressure and vented reactant mass evolution versus time. However, the interpretation of 
the experimental data still requires a better understanding of the phenomena involved in 
the venting process, which are rather complex and require a more in-depth investigation. 
The simulation of the venting of an untempered (gassy or hybrid) systems 
requires the understanding of the nonlinear links between the reaction kinetic during the 
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runaway, the mass and the heat transfer between the different phases in the vessel, the 
distribution of components in the different phases, the flow regimes in the vessel and 
through the venting device. The proper modeling of these combined phenomena can 
provide the thermodynamic conditions of the vessel contents (temperature, pressure, 
phase composition) and vented mass evolution as a function of time for a given ERS 
size. Besides the ability of better sizing ERS, the modeling of the venting of an 
untempered (gassy or hybrid) systems during the operation of an ERS can be used for a 
more accurate prediction of the consequences of a runaway reaction [8]. 
The work proposed in this thesis is a significant step in this direction. 
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CHAPTER III  
KINETIC MODELING 
3.1 Précis 
The simulation of the venting of a reactor vessel containing a reactive mixture 
first requires the understanding of the reaction kinetics under runaway conditions. 
Reaction kinetics studies aim to measure and model the rate of reaction of a global 
chemical conversion of a system (e.g. in the case of a peroxide system, the rate of 
decomposition). Different kinetic model expressions have been developed to describe 
the reaction rate depending on the mechanism of the chemical reaction of concern. 
Thermal analysis, which refers to the study of heat transfer associated to 
transformations in a test sample (e.g. reaction or phase change), is one of the methods 
employed to extract relevant kinetic model parameters from experimental calorimetric 
data obtained in isothermal and non-isothermal conditions. 
In this chapter, the choice of a kinetic expression for a particular reactive system 
will be discussed, based on available methods in literature. The experimental data and 
thermal assessment techniques used to extract necessary kinetic parameters used in this 
work will be explained. 
3.2 Kinetic model expressions 
A reaction rate is often expressed in terms of the variation of the reaction 
conversion with time (dX/dt). The rate is a function of the temperature (T), the pressure 
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(P) and the conversion (X) [29]. In most cases, the pressure dependence is neglected. 
The reaction rate expression is: 
( ) ( )dX K T f X
dt
=  (12) 
The temperature dependence, K(T), is given by the Arrhenius equation as follows: 







where k0 (s-1) is the pre-exponential factor that describes molecule vibrations and 
collisions, Ea (J.mol-1) is the activation energy that corresponds to minimum energy 
barrier to cause the reaction, and R (J.mol-1.K-1) is the ideal gas constant. 
Combining Eqs. (12) and (13) gives the general expression for the reaction rate: 
( )0 exp a






where the expression of f(X) is dependent on the reaction mechanism [30]. 
Thus, the reaction rate is expressed in terms of the ‘kinetic triplet’: 
( )( )0 , ,a
dX F k E f X
dt
=  (15) 
The kinetics models developed to describe different mechanism models are 
numerous but are generally classified under three categories: accelerating, decelerating, 
and sigmoidal (or autocatalytic). Each of these them have defining kinetic profiles, 
mainly known as conversion-time curves, which can be seen in Figure 10. 
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Figure 10. Conversion-time profiles for (1) accelerating (2) decelerating and (3) 
sigmoidal reaction models [29] 
 
 
Accelerating models are those wherein the rate increases with increasing 
conversion, with the maximum rate being reached at a conversion of 1. These types of 






=  (16) 
On the other hand, decelerating models are those wherein the maximum rate is achieved 
at low conversion and decreases as conversion increases. Diffusion processes usually 
follow decelerating kinetics. These types of reactions are described by an nth order 
model, where n is the reaction order: 
( )( ) 1 nf X X= −  (17) 
Sigmoidal models combine both the accelerating and decelerating models in their initial 
and final stages, respectively. The maximum rate is achieved at an intermediate 
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conversion. These types of reactions are described by the Avrami-Erofeev model, where 
n is a constant [31]–[33]. 
( ) ( )
1
( ) 1 ln 1
n
nf X n X X
−
⎡ ⎤= − − −⎣ ⎦  (18) 
More reliable models have been developed that represent all three conversion-
time profiles. Šesták and Berggren [34] suggest an empirical model, which considers all 
three cases depending on the values of parameters m, n and p: 
( ) ( )( ) 1 ln 1
pnmf X X X X⎡ ⎤= − − −⎣ ⎦  (19) 
Their work provides the study of various cases where sets of of n, m and p are used to 
describe reaction involving diffusion, nucleation, phase boundary reactions etc. 
When p is set to zero in Eq. (19), the model is known as the extended Prout-Tompkins 
equation [33], [35], [36]. It is also known as the truncated Šesták-Berggren model.  
3.3 Use of thermal analysis experimental data for the determination of kinetic 
parameters 
The calorimetric experiments described in section 4 of chapter 2 (isothermal and 
non-isothermal and adiabatic) can be used to identify a suitable kinetic model for the 
reactive chemical of interest and extract the relevant corresponding kinetics parameters 
using differential kinetic methods.  
3.3.1. Isothermal and non-Isothermal analysis 
For isothermal conditions (T = constant), k(T) is constant in Eq. (12) and thus the 
conversion rate is fully dependent on the reaction model, f(X). The most common non-
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isothermal program is a linear temperature dependence on time proposed by Vallet [37], 
where β is the heating rate: 
constantdT
dt
β = =  (20) 
This assumes that change from an isothermal to a non-isothermal regime has no bearing 
on the reaction kinetics. While this is intuitively correct for simple single step processes, 
it may have serious implications for multi-step reaction kinetics [38].  
For a constant heating rate non-isothermal temperature program, the following form of 
Eq. (14) is used: 
( )0 exp a







For non-isothermal conditions however, the additional effect of K(T) yields 
sigmoidal curves, and it becomes more difficult to be able to classify the reaction type. 
3.3.2. Adiabatic tests 
For an adiabatic system, since the reaction rate follows the Arrhenius rate 
equation, it can be expressed in terms of conversion, X, as in Eq. (14). The heat 
generated in an adiabatic system during the reaction is used to raise the temperature of 
system. Expressed mathematically,  




Taking ΔHR to be the heat of reaction per unit mass, and combining Eqs. (14) and (22) 
and rearranging constitutes the adiabatic heat balance, given by  
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The self-heating rate, or the temperature rise rate of each curve, plotted against -
1000/T(K) was used to determine the activation energy, Ea. This plot is similar to that 
shown in Figure 7. The slope of the section of linear part of the curve (before the 
curvature) where the conversion is zero or low, is equivalent to average value of –Ea/R. 
3.4 Model-free isoconversional methods 
In the late 1950s, when thermal analysis instruments became commercially 
available, a large amount of research was done regarding non-isothermal kinetics. There 
has been an increasing amount of work done since then on methods used to extract the 
kinetic parameters and the reaction model from non-isothermal data [39]–[49]. Such 
rapid development came about mainly because the time it takes to run a non-isothermal 
experiment is much more reasonable that it would take to run a series of isothermal 
experiments. Also, a non-isothermal run contains enough information on the temperature 
dependence of the reaction rate, and thus provides sufficient knowledge for kinetic 
evaluation [43]–[48].  
A number of studies have been conducted to confirm whether non-isothermal 
data allowed for reproducibility of results obtained from isothermal data, only to find out 
that the results were not consistent [50]–[52]. Vyazovkin and Wight [38] proposed that 
the formal reason for the inconsistency results from force-fitting experimental data to 
different reaction models. Experimentally, they believed that the inconsistency is due to 
the different temperature regions used for both regimes. Thus, it in general, one cannot 
( )0 exp
−Δ ⎛ ⎞




EHdT k f X
dt C RT
 (23) 
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expected that kinetic parameters derived from isothermal and non-isothermal 
experiments to be identical.  
The alternative is a model-free approach to kinetic analysis [38], [53], [54]. 
Model-free kinetic analysis methods are based on the isoconversional principle, where at 
a fixed conversion, the reaction rate is only a function of temperature [29]. This is shown 
by taking the logarithmic derivative of Eq (12) 






k T f Xdt
T T T− − −
⎡ ⎤⎛ ⎞∂ ⎜ ⎟⎢ ⎥ ⎡ ⎤ ⎡ ⎤∂ ∂⎝ ⎠⎢ ⎥ = +⎢ ⎥ ⎢ ⎥




Since the conversion is fixed, f(X) is a constant and thus its derivative is zero, making 













3.4.1. Determining the Activation Energy 
Model free isoconversional methods are generally divided into two categories: 
differential and integral, depending on the experimental data required [29]. For the 
purpose of this study, only differential experimental data will be used in terms of thermal 
analysis. The most common differential isoconversional method was suggested by 
Friedman [55], which uses the logarithmic form of Eq (21) given by: 
[ ]0ln ln ( ) a
EdX k f X
dT RT
β
= −  (26) 
This method requires a series of thermal analysis experiments to be conducted at 
different heating rates, as shown in Figure 11. For each heating rate, at any given X, the 
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value of Ea is found from the slope of a plot of ( )ln dX dTβ versus 1/T, which is known 
as a Friedman plot. The ICTAC [29] recommends that Ea values be determined at 
conversions of 0.05-0.95 in order to be able to accurately determine the dependence of 
Ea on X. 
 
Figure 11. Iso-conversional method using scanning runs with different heating rates. 
 
 
It should be noted that differential isoconversional methods are subject to some 
inaccuracy resulting from improper baseline determination, and having a heat of reaction 
that varies noticeably with the heating rate [56], [57]. The obtained value for Ea can be 
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3.4.2. Determining the Reaction Model and Pre-exponential Factor  
In order to determine the reaction model, Flynn [58] proposed to assume a 
reaction order model of  f(X) = (1-X)n , where in at low conversions (X ≈ 0), the intercept 
for a Friedman plot at low conversion yields ln(k0). Once this is known, a plot of f(X) 
versus X then in turn yields n. Malek et al. also [59]–[61] proposed a method that allows 
for the determination of the analytical form of the reaction model once the activation 
energy has been obtained. Two special functions are defined: y(X) and z(X) which as 
used to transform experimental thermal analysis data. The function y(X) is given by: 
( ) ( )exp= dXy X x
dt
 (27) 
where X is –Ea/RT and z(X) is given by 




= =  (28) 
where π(X) is an approximation of the temperature integral given by the Senum and 
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 (29) 
Using obtained experimental values, y(X) against X curves can be plotted, and 
then normalized since the pre-exponential factor is still unknown. Then, they are 
compared to theoretical y(X) vs X plots called master plots, as shown in Figure 12. The 
best model is the one that matches one of the curves of the master plots, with their labels 
relating to specific rate expressions listed in the ICTAC report [29]. For a series of tests 
at different heating rates, a plot of dX/dt vs T for each heating rate yields a series of 
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experimental y(X) plots; the resulting curves should not reflect dependence on β [29]. 
The shape of y(X) curve is very sensitive the value of Ea obtained, and thus an accurate 
value for it is necessary [61]. As can be seen, some y(X) curves do have maximum value, 
denoted by XM.  
  
Figure 12. Theoretical master plots of (left) y(X) as a function of X and (right) z(X) as 
function of X for reaction models. 
 
 
Similarly, z(X) plots combine both integral and differential forms of the reaction 
models. The plots are obtained by plotting the product of f(X)g(X) against X, and all 
theoretical curves have a maximum value  at certain conversion, denoted as Xp, as can be 
seen from Figure 12. The value of Xp is independent of Ea. These values have been 
calculated [63] for some reaction models. They provide another indication as to which 
model represents the better fit. From this, the pre-exponential factor can be calculated 
using [63] 
( )2 'max max max
expA AE Ek
RT f X RT
β ⎛ ⎞−
= ⎜ ⎟
⎝ ⎠  
(30) 
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where maximum values are related to the maximum of a kinetic curve for a given 
heating rate [29], [63].  
Another method is that of invariant kinetic parameters [64] which uses the 
compensation effect. This is a linear correlation of the Arrhenius parameters evaluated 
for the same reaction with different models. Despite the variation in parameters with 
different reaction models, f(X), they all follow that  
0ln = +ak eE b  (31) 
where e and b are dependent on β. The invariant kinetic parameters, denoted by ln k0,inv 
and Ea,inv are evaluated from different sets of e and b for various heating rates using 
0, a,ln= +inv invb k eE  (32) 
This method however is more computationally challenging than any of the other 
isoconversional methods, and has proven to be difficult in terms of error estimation; 
thus, it is rarely used.  
3.4.3. Limitations of Isoconversional Methods 
Despite their advantages, there are a few problems associated with using 
isoconversional methods. The most apparent problem is that there is no direct way 
presented to evaluate the pre-exponential factor nor the reaction model [40], [41], [55]. 
The more serious problem however, is the variation of the kinetic triplet parameters with 
the extent of reaction. This creates difficulties concerning the interpretation of data. 
Agrawal [65] concluded that for multistep reactions, the Friedman method yields values 
of Ea that are have no physical meaning. Flynn and Wall [41] also observed that Ea was 
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subject to variation with X for multi-step kinetics. Vyazovkin and Lesnikovich [66] 
proved that the dependence of Ea on X gives insight into the complexity of a chemical 
process, as well as its mechanistic path. The shapes of this dependence have been 
developed from simulated data for competing [66], independent [67], reversible [68], 
consecutive [69], and diffusion reactions [70]. The problem of varying Ea values can be 
solved without averaging, by assuming that the partial kinetic triplet for a given X 
remains the same under variable temperature [38]. 
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CHAPTER IV  
FLUID FLOW MODELS 
4.1 Précis 
Pressure vessels are equipped with emergency relief systems (ERS) as a measure 
of protection from overpressure. The correct design of an ERS requires in depth 
understanding of vessel depressurization phenomena, the flow regimes in the vessel and 
in the venting device, along with an accurate description of the kinetic of the reaction 
under runaway conditions as described in the previous chapter. 
At the ERS set pressure, venting occurs through the available ERS area. During 
the initial stages of ERS action, the fluid within the vessel experiences a sharp decay in 
pressure, and this pressure gradient accelerates the fluid through the ERS [71]. 
Initially, the fluid through the ERS may flow at a velocity equal to the sound 
speed of the fluid at the conditions of the exit point. The fluid flow is then said to be in 
choking conditions, wherein the fluid’s velocity is independent of the downstream 
pressure. If the fluid is liquid, upon reaching the saturation boundary, it may flash and 
become a two-phase mixture. During the depressurization, the difference between the 
internal pressure and pressure at the ERS exit decreases and the flow becomes subsonic. 
Also, the fluid flow progressively changes from turbulent to laminar until there is no 
flow and no pressure difference between the vessel and the release environment [71]. 
Thus, it is important to predict when the flow reaches choking conditions (sonic) and 
non-choking conditions (subsonic). 
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The factors that affect the behavior of the fluid in the event of a release from a 
vessel are: the initial pressure within the vessel; the temperature of the fluid; the number 
of phases and their compositions; the size, location and orientation of the ERS; and the 
level swell, which influences the type of flow, and mass flow rate significantly [72]. 
Modeling the depressurization of a vessel requires an accurate description several 
interacting phenomena such as thermodynamic equilibrium, heat transfer, reaction 
kinetics, fluid flow dynamics for a closed and open system, as well as transport 
properties, for both the contents of the vessel and inside the ERS. 
The literature on fluid releases from pressure vessels and their simulation is vast. 
This chapter reviews part of it, focusing on vessel depressurization, the factors that aﬀect 
it, its consequences, and existing computer programs to simulate it. 
4.2 Flow regime in the vessel 
In order to appropriately design an ERS system that allows for vessel 
depressurization, it is important to determine whether the reacting mixture will allow for 
a single phase fluid to be relieved, (usually all vapor relief in the case of an ERS located 
at the top of the vessel) or a two-phase fluid mixture. In some cases, single phase venting 
can be followed by two-phase flow venting at the peak reaction rate [3]. The required 
ERS area for two phase flow venting is much larger in comparison to single phase 
venting. DIERS conducted at study [19], wherein they showed that most incidents 
associated with vessel overpressure evolved during a thermal explosion, are either due to 
incorrect sizing of the ERS area and/or an inadequate choice of ERS device depending 
on the type of flow to be discharged (one or two phases). It should be noted that these 
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two factors are mutually inclusive [19]. Based on this study, they recommend that for the 
purpose ERS sizing using the method of hand calculations, two-phase relief should be 
assumed for tempered systems, while initial single phase relief followed by two phase 
relief is a conservative assumption for untempered systems [3], [19]. 
4.2.1. Level swell 
Level swell is the mechanism through which two-phase flow may occur during a 
runaway reaction. The gas and/or vapor produced during a runaway reaction will form 
bubbles through the bulk liquid, which due to buoyancy, will rise through it, in effort to 
disengage from its surface [3]. If the speed of the rising gas bubbles is high enough, it 
can cause some liquid to move upwards too, such that the bulk liquid level increases and 
swells. If this level rises to the ERS inlet during venting, two phase flow results. Two-
phase flow may also take place because of flashing or gas dissolution due to changes in 
the thermodynamic equilibrium of the system during venting. 
When complete disengagement of the gas bubbles occurs, the phases separate 
completely leading to single-phase flow release (vapor and/or gas). However, when no 
disengagement occurs, the two phases are uniformly mixed and the quality of the fluid 
entering the ERS inlet is the same as that of the bulk fluid. If partial disengagement 
occurs, then there is a partial separation at the gas/liquid interface such that the two 
phases have different velocities and properties. Thus, the quality of the liquid at the ERS 
inlet is higher than that of the vessel fluid, and two-phase flow occurs. A drift flux model 
can be used to consider the relative motion between phases [7], [73]. In these models, a 
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mixture of momentum equation describes the motion of the whole mixture and 
kinematic constitutive equations are used to specify the relative motion between phases. 
Thus, accurate prediction of such level swell within a vessel is very important 
during ERS action, as it determines whether the vented fluid is single-phase flow or two-
phase flow. Various parameters influence the type of flow at the ERS exit, and these 
include: the initial fill rate, the level of the vessel, the reactive system, the vessel 
pressure, the vapor/gas production rate, the vessel flow regime and the vapor/liquid 
disengagement within the vessel [7], [73].  
There are different approaches to modeling level swell. Reference [19] describes 
a method that incorporates a vapor material balance at the ERS inlet referred to as the 
‘coupling equation’. This method is computationally intensive, with an iterative 
procedure to determine the quality of the vapor at the inlet of the ERS. To do this, Fishes 
suggests coupling the level flow model in the vessel and the fluid flow model in the 
ERS, and solving for the inlet quality. Etchells and Wilday [3], on the other hand, 
concentrated more on “hand calculation methods” which do not use the coupling 
equation. It should be noted that hand calculation methods rely heavily on experimental 
data, and use many simplifying assumptions, regarding the flow regime, and the vessel 
inventory at the maximum pressure developed.  
4.2.2. Vessel flow regimes 
In order to define the flow type at the ERS inlet appropriately, the flow regime of 
the system within the vessel also needs to be classified. Generally, most reactive systems 
are inherently foamy, whereby they always vent a two-phase mixture that is 
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homogeneous, as seen in Figure 13 (a) [3]. This means that the quality (ratio of vapor to 
liquid) of the fluid entering the ERS is the same as the average quality of the bulk fluid.  
These systems continually vent a two-phase mixture through the ERS, until the vessel 
contents empty. Trace concentrations of certain substances can bring about inherently 
foamy behavior, and thus assumptions regarding non-foamy behavior should be made 
with caution [3], [19], [74].  
 
 
Figure 13. Vessel flow regimes. Adapted from Etchells and Wilday [3] 
 
 
That being said, some reactive systems do display non-foamy behavior. In these 
cases, a single-phase flow at the ERS can result from a small vapor/gas production rate 
and a low initial vessel fill level. At a high enough vapor production rate, and initial fill 
level, two-phase flow at the ERS may be achieved. Coupled, a high vapor/gas 
  42 
production rate will cause the already high liquid vapor interface (due to a high initial fill 
level) to move upwards due the level swell phenomena. If this level reaches the ERS 
inlet, two-phase flow results until enough swelled liquid has been vented, and single-
phase flow remains. During the two-phase venting, for the non-foamy vessel flow 
regime, the quality of the fluid entering the ERS is much higher than for the 
homogeneous case [3].  
The extent of level swell and the quality of the fluid entering the ERS for a 
certain vapor/gas production rate depends on the two-phase flow regime with in the 
vessel. The remaining classifications of two-phase vessel flow are either bubbly or 
churn-turbulent. Bubbly flow, as the name indicated, describes the movement of discrete 
small bubbles rising through the liquid at low velocities, as seen in Figure 13 (b) [3]. 
Churn-turbulent flow, however, describes the upwards movement of bubbles, and their 
coalescence to form large bubbles which rise even faster upwards as seen in Figure 13 
(c) [3]. It should be noted that for the same vapor/gas, the amount of level swell in the 
bubbly flow is higher than in the churn –turbulent regime, meaning that two-phase flow 
is more likely to occur in a vessel that has a bubbly flow regime [3]. DIERS suggested 
that for low viscosity systems (< 0.1 Pa·s), churn-turbulent is the more likely regime, 
while for moderately high viscosity systems (> 0.1 Pa·s) bubbly is the more likely 
regime [19]. Also, for high viscosity systems (> 0.5 Pa·s), the assumption of a 
homogenous flow regime is valid [75]–[77].  
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4.3 Two-phase flow models for venting through ERS 
The prediction of the flow rate at the ERS in the case of a fluid discharge from a 
pressure vessel is a dynamic problem. As the fluid is released, the vessel undergoes 
depressurization and the fluid inside it expands, with a change in its properties as well as 
possible phase change. The study of these pressurized releases has generated significant 
research interest in the past, leading to the development of several fluid flow models that 
predict discharge rates.  
Models for single-phase flow (gas or liquid) are very well established. Two-
phase flow models are however much more complex and involve the description of the 
mass, momentum and energy exchanges between the vapor/gas and liquid phases. They 
allow for the calculation of two-phase mass flow rater per unit area, as well as the 
critical pressure for choking. There is currently a lack of understanding of the thermal 
and fluid-dynamics phenomena occurring between the two phases (relation between 
pressure drop and vapor quality, non-equilibrium effects with delayed vaporization, 
different velocities of the two phases, critical flow conditions). This is partly related to 
the lack of experimental data on two-phase flow. Therefore, two-phase flow models 
based on simplifying assumptions have been developed over the years. 
A large number of two-phase flow models exist in literature. For two-phase flow 
across orifices [78], they fall into two different: homogeneous and non-homogeneous 
models. Homogeneous models consider the mixture as single fluid and that the 
thermodynamic and physical properties can be obtained by averaging phase properties. 
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They also assume the same speed for all phases. Non-homogeneous models relax these 
assumptions.  
To decide on the most appropriate one, parameters such as flashing/non-flashing 
flow, flow regime, phase slip, equilibrium and non-equilibrium flow, and 
turbulent/laminar flow are taken into consideration [3]. Flashing or non-flashing flow 
may occur depending on the reactive system type. Also, since the vapor/gas phase tends 
to travel much faster than the liquid phase, some of the models take this into 
consideration. The assumption of no phase slip is related to homogenous flow [3]. When 
looking at equilibrium and non-equilibrium flow, the main difference between them is 
whether the residence time is long enough to allow the fluid to flash to equilibrium 
saturation condition as the pressure falls along the flow path [79]. For flow through a 
sharp edged orifices or short pipes, the stored liquid may exit the vessel quickly enough 
such that thermodynamic equilibrium is not maintained. The residence time is too short 
for the liquid to experience a phase change, and this happens well after the fluid has 
exited the vessel. The criterion used to measure the non-equilibrium nature of fluid flow 
is length of the orifice, which should be less than 0.1m.  
An overview of some of the available two-phase flow models will be provided in 
this section. 
4.3.1. Homogeneous Equilibrium Model  
The Homogeneous Equilibrium Model (HEM) [19], assumes homogeneity, no 
phase slip and thermodynamic equilibrium between discharged phases through the 
orifice, meaning that their equal average speeds can be used. Also, fluid expansion is 
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considered to be isentropic, and that the two-phase mixture has adiabatic flow [3], [71]. 
The HEM was extensively developed by Leung (1989) [80], [81] and proposes a unified 
approach for compressible flow of two-phase mixtures through nozzles and pipes, which 
accounts for the effects due to friction, gravitational change, inlet sub-cooling and 
presence of non-condensable gases. It is applicable for flashing and non-flashing two-
phase flow. DIERS [3], [19] recommends the use of the HEM for relief sizing purposes, 
as it gave the best fit to their experimental results, and the most conservative (lowest) 
mass flow rate when compared to other model. However, it should be noted that because 
the HEM method will tend to underestimate the relief flow capacity, it leads to 
oversizing of ERS. More so, the HEM is less accurate in estimating critical pressure for 
choking and, in some cases, a slip flow model would be more conservative.  
4.3.2. Homogeneous Frozen Model  
The Homogeneous Frozen Model (HFM) [19] describes the flow of a non-
volatile liquid phase and insoluble gas phase [71]. It is recommended by DIERS for 
relief sizing of gassy systems [3], [19]. This model assumes a non-equilibrium nature of 
the fluid flow, and no mass transfer between the two phases during the efflux, hence the 
‘frozen’. Further assumptions include equal phase velocities, isentropic expansion of 
vapor, and incompressible liquid phase, and negligible wall shear forces. It does not 
taken into account flashing, and thus the flow maybe greatly overestimated. Thus, this 
model is not the best choice for tempered system, as per DIERS recommendations [3]. 
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4.3.3. Tangren et al.’s Method 
Tangren et al. [82] proposed a method to implement the HFM. Their calculations 
yield similar, if not slightly lower results than HEM. However, it is only applicable to 
non-flashing two-phase flow (gassy systems). The model assumes no phase slip, uniform 
phase mixing, and thermodynamic equilibrium between the phases. The flow is taken to 
be frictionless, and the vapor phase is treated as an ideal gas. Also, it assumes little gas 
dissolution in the liquid phase, which brings about an overestimation of the relief rate. 
The main difference between Tangren et al.’s method and HEM is that the two-phase 
mixture is isothermal in this case, as opposed to adiabatic, as in the case of HEM. This 
simplifies calculations, and provides a more conservative value of the relief rate [3], [82] 
4.3.4. The Slip Equilibrium Model  
The Slip Equilibrium Model is used for both flashing and non-flashing two-phase 
flow, with the assumption of uniform mixing of the phases. It also considers slip 
between the phases, and is based on thermodynamic equilibrium. There exist various 
models that describe phase slip, and they can lead to more conservative (lower) fluid 
flow determinations.  
4.3.5. The Omega Method 
In 1995, Leung developed the Omega method, based on the homogeneous flow 
model, to account for the compressibility of the two-phase mixture using the ω-
parameter [5]. It is a method of evaluating HEM or HFM, as it introduces various 
simplifying assumptions, but its advance lies in the fact that no computer code is 
  47 
required for numerical evaluations [2]. This method is recommended by the American 
Petroleum Institute (API) [19], [83] for vent sizing purposes as it provides conservative 
results, as well as DIERS [3], [19]. Thus, it is widely used and has been extensively 
tested [84]. The model can estimate flow rates and exit pressure for a fluid with an initial 
state of all saturated liquid, all saturated vapor, or a mixture of two, so long as saturation 
conditions apply [85]. However, it should be noted that the Omega method is only valid 
in the cases of spray or wet vapor flow, where few drops of liquid are entrained in the 
vapor [78]. Diener et al. demonstrated that it was also unsuitable for inlet flow 
conditions involving boiling liquids with only low vapor contents [86]. 
4.3.6. Homogeneous Non-Equilibrium Model  
Another model that considers a transient state between equilibrium and non-
equilibrium is the Henry-Fauske Model, and is known as the Homogeneous Non-
Equilibrium Model (HNE) [19], [87]. This model forms the bases for a family of models 
that describe varying extents of non-equilibrium behavior. It describes the behavior of 
fluid that subcooled at the inlet pressure, but reach saturation conditions within the exit 
nozzle [19], [78], [79], [88]. HNE is recommended for short nozzles and orifices where 
the residence time of the mixture is too short for significant evaporation, and the non-
equilibrium nature of the flow is taken into account. It assumes that each phase expands 
isentropically, and that the liquid is incompressible. It also assumes that there is no heat 
or mass transfer within the nozzle, due to the short residence time, and that heat transfer 
rate between the phases is not negligible. To evaluate the actual heat transfer process, it 
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is assumed that the vapor flow at the throat is described by a polytropic process [19], 
[78], [79], [88].  
4.3.7. Simplified Equilibrium Rate Model (ERM) 
Fauske and Grolmes [89] derived a simple extension of the HEM that was termed 
as Fauske’s equilibrium rate model (ERM). This model yield similar results to the HEM, 
but with is faster computationally, and more convenient [2]. It assumes that liquid 
entering the ERS is a saturated liquid, and no flashing occurs in the ERS until the critical 
pressure point for choking is reached. It also assumes that the system is a vapor pressure 
system and that there is no slip between phases (homogenous flow), and that the choked 
flow through a nozzle is turbulent, frictionless and has enough residence time to flash 
and reach equilibrium [2]. 
4.3.8. Homogeneous Non-Equilibrium extention by Diener and Schmidt  
Diener and Schmidt [86] proposed an extension to the Omega method by adding 
an equation that considers boiling delay. This method, called the Homogeneous Non-
Equilibrium method by Diener and Schmidt (HNE-DS), and takes into account  the 
boiling delay, hydrodynamic non-equilibrium, and calculates reliably the flow rate in 
both flashing and non-flashing flow [86].  
4.3.9. Other two-phase flow models 
Raimondi [8] identified that the Omega method, as proposed by the API cannot 
be used for multicomponent systems at high pressure where condensation and 
evaporation may appear, as well as near the thermodynamic critical point. The recent 
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extension of this method by Deiner-Schmidt still does not resolve its limitation at 
temperature and pressure regions close to the thermodynamic critical point. He proposed 
to model fluid flow through a nozzle based on a rigorous calculation of critical flow 
conditions of a mixture by means of equations of state for multicomponent and 
multiphase mixtures. In his study [8], Raimondi proposes an algorithm for the maximum 
allowable flow rate discharged through an orifice, based on the evaluation of sonic 
velocity, using the same equation of state used for evaluation of thermodynamic 
properties, for given upstream conditions.  
Moody (1965) proposed an alternative model, which assumes annular flow, 
uniform but not equal linear velocities of each phase, as well as equilibrium between 
liquid and vapor phases. This model predicts the maximum flow rate of a single 
component, two-phase mixture. The flow rate is maximum when its derivatives with 
respect to the exit velocity ratio (slip ratio) and the exit pressure are equal to zero [71]. 
Norris and Puls [90] proposed a mechanistic model for simulating single and 
multiphase flows, which assumes homogeneous thermodynamic equilibrium. In this 
model, the fluid phase behavior and the fluid properties are calculated using an equation 
of state model that carries out either isothermal or isentropic flashes over a range of 
pressures. This model was tested in 1993 for hydrocarbon blowdown from vessels and 
pipelines [91]. However, the proposed model was unable to predict the vessel fluid 
temperature variations, and did not account for the momentum and energy balances, nor 
gravity segregation [90], [91].  
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Cumber [72] developed an accurate outflow model that predicts mass flow rates 
of releases from high pressure vessels in a fast and robust manner. The model assumes a 
single control volume, no heat transfer (adiabatic vessel walls) as its effect on the mass 
flow rate is negligible during the initial stages of discharge when the flow rate is the 
highest. The Peng-Robinson equation of state was used, and thermodynamic equilibrium 
between two phases is assumed. It should be noted that during rapid depressurization, 
non-equilibrium effects might have a minor influence on the mass flow rate. Upon 
testing, the model prediction of the pressure and flow rate were reasonably accurate for a 
vessel containing a single gas phase. However, some of the assumptions were later found 
to be invalid, such as that of adiabatic vessel walls. This assumption was based on the 
fact that, in early stages of depressurization, the heat transfer is less significant. 
However, over time, the heat transfer to the vessel changes the vessel temperature, 
which has a second order effect on the mass flow rate. Thus Cumber’s model tends to 
under predict the vessel temperature and slightly over predict the mass flow rate [72]. 
4.4 Limitations of the discussed models 
The DIERS workbook provides a decision tree for selecting the appropriate two 
phase flow model for the different classifications of reactive systems. An overview of 
these model was given by Selmer-Olsen [92]. He identified the following difficulties: (i) 
there is no accepted design method for two-phase flow; (iii) the API method may be 
inadequate as it leads to large ERS orifice sizes; (iv) the methods available are not 
sufficiently validated by experimental work, especially at large/industrial scale, (v) there 
exists a strong relation between the thermohydraulic behavior of the fluid system and the 
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flow through the pressure relief device for which the commonly used modular approach 
may be inappropriate [87], [92]. 
In order to overcome these difficulties, rigorous modeling of depressurization of 
vessels that incorporates and describes phenomena such as thermodynamics, kinetics, 
and fluid dynamic is necessarily to understand the behavior at large scale.  
4.5 Vessel depressurization computer programs 
Models for leaks from pressure vessels form the backbone of computer programs 
developed overtime for the industry. An account has been given by Selmer Olsen (1992) 
[92]. A benchmark exercise on vessel depressurization methods is described by 
Skouloudis [93]. Some of these programs are described in Appendix C, and use two-
phase flow methods described in section 4.3. The limitations of these models are 
inherent in the computer programs as well.  
More recently, the use of the thermodynamic speed of sound to predict choking 
conditions has been explored. This is because the sound velocity of fluids in 
thermodynamic equilibrium exhibits important discontinuities at phase boundaries, as 
noticed long ago by Landau and Lifschitz in the case of pure fluids [94]. Since then 
much numerical work has been done to evaluate the sound speed in multiphase systems, 
in order to study to study leaks inside tanks and pipeline [94]–[101]. Two models that 
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4.5.1. BLOWSIM 
From 1999 to 2007, Mahgerefteh and co-workers developed mathematical 
models for simulation of accidental leaks from pipelines. They developed a procedure 
based on the method of characteristics [100]. Mahgerefteh and Wong developed 
BLOWSIM, a program that incorporated cubic equation of states, and accounted for heat 
transfer effects, inter-phase fluxes and effects of sonic flow [97]. Then, Mahgerefteh and 
co-workers then proposed a numerical simulation method for predicting the blowdown 
of high-pressure cylindrical vessels subject to a fire, by including transient thermal and 
pressure stress effects [99]. This model accounts for non-equilibrium effects between 
phases, heat transfer between fluid phases and their corresponding sections of the vessel 
wall, interphase fluxes due to evaporation and condensation, and the effects of sonic 
flow at the orifice.  
4.5.2. Rigorous simulation of leaks from high-pressure storage vessels 
Castier et al. developed a FORTRAN program that simulates the dynamics of 
storage tanks and flash drum using a formulation adequate for phase modeling. Rigorous 
physical property calculations, with the Peng-Robinson (RK) equation of state (EOS), 
were implemented to account for non-ideal fluid behavior [102]. In their work, a drum of 
constant volume, V, with sf input streams and sw output streams was considered. The 
model consists of a set of differential and algebraic equations. The differential equations 
include the mass and energy balances, while the algebraic equations allow for the 
calculation of the fluid conditions inside the vessels and at any leak points where a fluid 
may be released.  
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The mass and energy balance equations are respectively given by 
1 1
         1...
⋅ ⋅
= =
















dU H H Q
dt
 (34) 
where t is the time, U is the internal energy, Ni is the total number of moles of 
component i within the drum. The number of components is denoted by nc, and thus i 
can have a value of 1 up until nc. The molar flow rate of component i in input stream j, 
and the enthalpy of stream j are ḟij and Ḣij respectively. Similarly, the molar flow rate of 
component i in output stream k, and the enthalpy of stream j are ẇik ikw
g
 and Ḣkw. 
Finally, Q̇ is the heat load provided to the vessel. This generates (nc + 1) equations, 
whose numerical integration yield the evolution of U and n for any given time step.  
Thermodynamic equilibrium is assumed at all times within the tank, and thus the 
intensive properties of any output streams are the same as those of the phase they are 
withdrawn from. Given a specific set of UVn values, equilibrium is achieved by 
minimizing, A, Helmholtz energy. This was suggested by Michelsen [103], where in the 
UVn flash uses direct iterations in temperature, phase volumes and moles of each 






=  (35) 
where A is the Helmholtz energy, U* is the specified internal energy at a given time step, 
and R is the universal gas constant, and T is the temperature.  
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Castier’s work [102] uses derivatives of QF with respect to the number of moles 
of each component in one of the phase and to the temperature and one of phase volumes 
(i.e. phase K). A system with np phases would have the following set of algebraic 
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where Uk and Pk denote the internal energy and pressure in phase k, µij is the chemical 
potential of component i in phase j, and J is the phase with the largest amount of i . The 
equations are formulated under the assumption that phase K, the largest phase volume, is 
a dependent variable. In the same manner, the largest amount of moles of every 
component in a phase was taken to be the dependent variable.  
The Jacobian matrix of this set of equation is the Hessian matrix of QF which is 
symmetrical, and thus the full Newton-Raphson step at each iteration can be obtained by 
solving the given system  
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where ΔV and ΔN represent the vectors containing independent volumes and component 
mole numbers [102].  
While DAE solvers exist, the approach of solving the algebraic equations of the 
model at each time step of the differential equation integrator was used. The reason for 
this is that the algebraic part of the model requires multiple, complex, and conditional 
calculations that would be cumbersome to implement within a DAE solver. Examples of 
these are several types of flash calculations that deal automatically with the appearance 
or disappearance of phases within the vessel and at the exit point, and sound speed 
calculations to determine whether the output flows are choked. The integration of the 
differential system was done using the Bulirsch-Stoer algorithm as implemented by 
Press et al. with a single loop [104] and a lumped approach [105].  
The ODE system integration provides the values of internal energy and 
components amounts inside the vessel, whose volume is fixed. The knowledge of these 
variables allows the evaluation of all other state properties of the fluid inside the vessel 
by maximizing its entropy, in what is known as a UVn flash problem. The solution of the 
UVn flash problem, which is a saddle point of the QF function, determines the state of 
the fluid and its thermodynamic properties within the vessel for any given time, t [102]. 
However, Solving a UVn flash problem requires various properties: internal energy, 
pressure, chemical potential (or the logarithm of the fugacity) of each component, and 
their derivatives with respect to temperature, volume and mole numbers. In order to 
calculate physical properties, the PR EOS was used, with one-fluid van der Waal mixing 
rules, so that all fluid phases present inside the vessel can be modeled. Also, binary 
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interaction parameters were set to zero. Derivative properties were calculated using the 
Thermath computer algebra package [106].  
In order to calculate the physical properties of the input streams, a TPn flash 
problem was solved. [107] Then, to calculate the initial vessel conditions, a TVn flash 
procedure was used [108]. Phase appearance and disappearance was determined using 
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Should the global stability test allow for the appearance of a new phase, it was initialized 
to have 10-3% of the total number of moles within the vessel. Castier et al. demonstrated 
the capabilities of their formulation through various examples. [102]  
In 2009, Castier proposed a new algorithm to solve UVn flash problems, for non-
reactive systems, using direct entropy maximization in a single loop in order to solve 
two and three phase equilibrium problems [110]. Typically these problems are solved 
using nested loops, as Michelsen’s [103] framework suggests, using ln T, lnP, and the 
number of moles of each component in each phase as the iteration variables. Starting 
form this framework, and using iteration variables of T, phase volumes, and the number 
of moles of each component in each phase, a single iterative loop can be used. Figure 14 
shows the proposed single loop algorithm. 
For stability, a single-phase configuration is tested with the given values of 
temperature of pressure. If this is feasible, then the system is stable. If the system tests 
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unstable, a new phase is added, and the entropy of the two-phase system is maximized. 
The initial number of moles assumed for the phase added during the phase stability test 
corresponds to a fraction of 1×10−10 of the total number of moles, with the mole 
fractions, molar volume, and molar internal energy obtained from the phase stability test. 
If merging phases results in a state of higher entropy, the algorithm removes a phase by 
eliminating phases whose number of moles corresponds to a fraction less than 1×10−6 of 
the total number of moles. Its internal energy, volume, and number of moles of each 
species are added to those of the other phase. If the algorithm fails to converge 
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Figure 14. Flowchart of UVN procedure algorithm as suggested by Castier (2009) [110]. 
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The algorithm is capable of solving phase equilibria problems with two or three 
phases, either at low or high pressures, including near-critical conditions, with some 
numerical instabilities under certain conditions. It was also integrated with a dynamic 
simulator than handles a pre-defined leak flow rate.  
Castier [95] then investigated the use of the thermodynamic speed of sound in 
multiphase systems to simulate accidental leaks from tanks. Changes in sound speed can 
be used to detect the choking state of the fluid being discharged from a vessel. His work 
presents a general derivation of the thermodynamic sound speed for multiphase systems. 
Basha implemented his proposed sound speed calculations, in the context of a leaking 
tank/vessel to the existing algorithm developed by Castier [111]. This was done by 
assuming that the leak point, is the throat of an adiabatic, converging nozzle that 
operates isentropically. Also, the leak point is a known vertical position, and the size of 
the leak remains constant throughout. The program was also improved to account for 
different tank geometries, different leak point geometries and positions, and variable 
leak flow rates [111].  
First, the system needs to specify by providing information regarding the vessel 
geometry, initial conditions and fluid properties. Possible vessel geometries include 
spherical, vertical and horizontal cylinders, as well as a horizontal cylinder with 
hemispherical caps. From the height and the diameter information provided, the vessel 
volume is computed. The initial temperature and number of moles of each component 
should also be provided. Finally, critical properties such as critical temperature, Tc, 
critical pressure, Pc, acentric factor of each component, ωi, their binary interaction 
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parameters for the PR EOS, and the coefficients of a polynomial expression for the 
molar heat capacity at constant pressure, in the ideal gas state, CPig. Then, solving a TVn 
flash can determine the state of the fluid within the vessel, by computing the number of 
phases present, j, their volumes, Vj, the amount of each component in each phase, nij, and 
the internal energy of the fluid, Utot. Next, the variables that define the dynamics of the 
leaking process need to be specified. This first includes the number of input streams and 
their conditions, the number of output streams and their conditions. Accidental leaks are 
considered output streams, and the leak point geometry and position are required inputs. 
The program algorithm can also handle controller actions, and heat loads. [111] 
After all these specifications have been provided, the final step is to execute the 
dynamic simulations algorithm. At each time step, the numerical integrator first solves a 
UVn flash problem to determine the state of the fluid within the vessel to find variables j, 
nij, T, P and Vj. Then, the level of the interface(s) and the leaking phase(s) can be 
determined using information about j and vessel and leak point geometry. The leaking 
phase flow rate is calculated assuming that (i) the leaking point forms a hypothetical 
steady-state converging nozzle; (ii) this nozzle operates adiabatically and isentropically; 
(iii) the velocity of the fluid inside the vessel is negligible; (iv) the velocity of the fluid at 
the exit point is not zero; and (v) the exiting fluid may have more than one phase.[111] 
The fluid at the exit point is assumed to leave at Patm. Its velocity is determined 
using the leak area, the solution to the mass and energy balances, as well as the 
isentropic conditions in the nozzle. This velocity is compared to the sound speed at exit, 
to check for choking conditions. If the flow is found to be subsonic, the integrator 
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proceeds to the next time step. If the flow is supersonic however, the velocity of the fluid 
is imposed as sonic, and the leak flow rate is recalculated.  
A flow chart of the sound speed calculations developed are shown in Figure 15 
[111]. A complete flow chart of the calculations developed by Basha and Castier is show 
in Figure 16.  
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Figure 15. Sound speed calculations at exit point. Adapted from [111].  
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Figure 16. Overall flow calculations for dynamic vessel simulation with a leaking point. 
Adapted from [111].  
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4.5.2.1. Model validation  
The model proposed by Basha [112] and Castier [106], [108], [110], [113] been 
validated against experimental data by Norris and Puls for leaking non-reactive systems 
[90], [114] and Raimondi’s simulation of the Viareggio Railway station accident [115]. 
The validation against the experimental data by Norris and Puls [90] will be shown here. 
Details on the Viareggio Railway accident validation can be found in Basha’s work 
[112]. 
In the first case, the vessel was modeled as a horizontal cylinder with diameter 
and length equal to 0.2052 m and 1.524 m, respectively, giving an internal volume of 
0.0504 m3. The initial condition is the presence of 210.936 moles of nitrogen, 56.448 
moles of oxygen, and 2.701 moles of argon (mole fractions equal to 0.781, 0.209, and 
0.010, respectively) at a temperature of 313.15 K. At these conditions, the fluid has a 
single phase at an absolute pressure of 13.91 MPa. These specifications match the initial 
conditions of the experiments reported in the literature by Norris and Puls [90].  
The hole in the vessel, is 0.20 m above the bottom, and open from the start of the 
simulation, emulating a leak from a vessel, whose thermal insulation is assumed to be 
perfect. The hole height is high enough to guarantee that only vapor enters through it, in 
all the simulated cases, although partial condensation may occur as the fluid leaves the 
vessel, as the results will show. Simulations were performed for three different circular 
hole diameters: 1.5875 ×10-3 m, 4.7625 ×10-3 m , and 1.0211 ×10-2 m, to allow 
comparisons to the experimental results and previous simulations [90].  
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Figure 17 shows the release rate, in kg/s, as function of time for three hole 
diameters. The experimental data were obtained from a similar plot available in the work 
of Norris and Puls [90]. The simulations of this work predict the existence of a vapor 
phase, sonic discharge from the exit point during the time intervals of the experimental 
measurements of Norris and Puls [90]. These are also the time intervals that Norris and 
Puls [90] simulated with their FRICUP program. Their simulations and those of this 




Figure 17. Release of air from an insulated vessel: exit flow rates for diameters equal to 
1.5875 ×10-3 m (lower lines), 4.7625 ×10-3 m (middle lines) , and 1.0211 ×10-2 (upper 
lines). Dotted lines: experimental results [90] solid lines: simulations.  
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CHAPTER V  
SCOPE OF WORK 
Runaway reactions result from a loss of temperature control within a vessel 
containing a reactive mixture. This leads to a build-up of pressure, especially in the case 
of high vapor/gas generation, which may damage the structural integrity of the vessel, 
and lead to its explosion. Emergency Relief Systems (ERS), when properly designed, act 
as a last line of defense against explosion, by relieving the vessel pressure.  
In the early 1980’s by the Design Institute for Emergency Relief Systems 
(DIERS) developed ERS sizing methodologies for reactive systems based on the use of 
laboratory scale adiabatic calorimetry for the evaluation of the gas / vapor production 
rate under runaway conditions and the use of single-phase or two-phase flow models for 
the calculations of the vented flux through the ERS. These methods include simplifying 
and conservative assumptions with respect to the vessel behavior during venting 
(including reaction kinetics after the ERS opening, liquid level swell, type of the vented 
flow (single or two-phase), and homogeneous equilibrium flow through ERS). While the 
current user-friendly methodologies proposed by DIERS provide acceptable ERS sizes 
for chemical systems that produce vapor during the runaway (vapor systems), they tend 
to be oversizing for gas producing chemical systems (untempered hybrid and gassy 
systems) leading to unpractical and unrealistic ERS sizes. The improvement of ERS 
design for such reactive systems requires a deeper understanding of the phenomena 
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governing the depressurization of a vessel containing a reactive mixture under runaway 
conditions. 
This work proposes the development of a model that simulates the dynamic 
behavior of a reactor vessel containing a gas producing reactive mixture (peroxide 
decomposition) under runaway conditions before and after the opening of an ERS. This 
model aims to accurately predict the vessel temperature and pressure profiles, 
reactants/product mass inventory in the vessel, the vented flux, and the number of phases 
present and their compositions. The model also provides information on the conditions 
of the fluid at the ERS exit point. Such a model can then be used to improve upon the 
design of pressure relief systems that protect reactor vessels from thermal explosions. 
 To achieve this, the study has been divided into five sections: 
1. Experimental study of the reactive system using differential and 
adiabatic calorimetry: For this work, the decomposition reaction of 
20 wt% solution of di-tert-butyl peroxide (DTBP) in toluene (a hybrid 
system) under runaway condition was chosen. Laboratory scale tests 
were conducted using Differential Scanning Calorimetry (DSC) and 
adiabatic calorimetry (PHI-TEC II) to experimentally characterize the 
nature of the runaway of this chemical system. 
2. Determination of the kinetic rate expression for the reactive system: the 
experimental results of the calorimetric tests were used to determine the 
appropriate thermo-kinetic parameters for the decomposition reaction of 
20% DTBP and develop a global kinetic rate expression. 
  66 
3. Formulation of dynamic model: The dynamic model developed in this 
work was built upon a previous model by Castier [116] and Basha [111] 
that simulates leaks from high pressure vessels containing non-reactive 
systems. This model was previously validated against Norris and Pulls 
[90] experimental data for the blowdown simulation of air from a 
horizontal vessel (0.0504 m3) at high pressure (13.8 MPa) and 
Raimondi’s [115] modeling of the Viareggio Railway station accident 
that took place on June 29, 2009 as a result of LPG release. For the 
purpose of this work, Castier’s model was modified and extended with 
the capability to simulate the opening of an ERS system at a given 
pressure and the capability to handle chemical reactions in the vessel. 
4. Dynamic simulations of a closed vessel and experimental validation: the 
model was used to simulate the runaway of a 20% DTBP solution in a 
closed vessel. The parameters chosen for this simulation were similar to 
the conditions of the runaway experiment performed in closed cell 
configuration using adiabatic calorimetry. The comparison 
model/experiments allows a partial validation of the model (with no 
ERS). 
5. Sensitivity analysis of the effects of ERS area and ERS set pressure on 
vessel behavior after venting: Several simulation of the venting of 20% 
DTBP under runaway condition was carried out to study the sensitivity 
of the model predictions to the ERS area and the ERS opening pressure. 
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CHAPTER VI  
EXPERIMENTAL KINETIC STUDY OF THE DECOMPOSITION OF DI-
TERT-BUTYL PEROXIDE IN TOLUENE 
6.1 Précis 
The thermal decomposition of peroxides in liquid state or in non-protonic solvent 
proceeds by a first order reaction in which dissociation of the weak oxygen-oxygen bond 
is both a first-order unimolecular and a rate-determining step [117]. Peroxide 
decompositions reactions are studied extensively because of their highly exothermic and 
extreme self-heating rate, as well as their ability to form hot gaseous products that can 
altogether lead to a thermal runaway [118]. Thus, special safe handling of these 
chemicals is required during storage and transportation. In his work, AlDeeb presents a 
systematic approach for evaluating reactive systems, and their thermal stability [119]. 
The decomposition of 20 wt% DTBP solution in toluene was selected as the 
reactive system of study for this work. In this chapter, a review of literature on the 
decomposition kinetics of DTBP in toluene will be given. Also, the experimental 
analysis of the data collected using calorimetric techniques will be presented. Finally, a 
kinetic model will be developed using methods discussed in Chapter 2.  
6.2 Decomposition of di-tert-butyl peroxide in toluene 
Di-tert-butyl peroxide (DTBP) is one of the most used dialkyl peroxides for the 
generation of free radicals [119]. It is widely used as a modifier and cross-linking agent 
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as well as polymerization initiator. DTBP can also be used to increase the cetane number 
of diesel fuels, since it readily decomposes for free-radicals. This in turn increases the 
rate of initiation. It is comparable to the 2-ethylhexyl nitrate, EHN, the current 
commercially used cetane improver, and more effective at reducing NOx emissions 
since it does not contain nitrogen. At typical fuel system temperatures, DTBP has proven 
to be thermally and oxidatively stable [120]. It must be noted DTBP is used as a 
calibration standard sample in adiabatic calorimeters such as the ARC (accelerating rate 
calorimeter) and PHI-TEC to check that the guard heaters and pressure compensation 
system work under extreme conditions [121], [122]. The molecular structure and 
physical properties of DTBP are presented below [123]. 
Table 1.Molecular structure and physical properties of DTBP from Knovel Dippr 108 
Project [123] 
Molecular Structure 
Molecular formula C8H18O2 
Molar mass 146.2 g/mol 
Boiling point 111 °C 
Specific gravity -40°C 
Solubility in water None 
Vapor pressure at 20°C 2.6 kPa 
Flash point 20°C 
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Various studies have been conducted to determine the pathway for the 
decomposition of DTBP in toluene [119]. In his work, AlDeeb identifies the six 
suggested pathways in literature and proves that they are all thermodynamically feasible 
their calculated Gibbs free energy is less than zero. All the proposed reactions pathways 
are shown in Figure 18. However, he predicts that Pathway I is the more dominant 
reaction pathway based on activation energy calculations of the elementary reactions 
[119]. Thus, it is assumed that DTBP decomposes into two moles of acetone and one 
mole ethane as such: 
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Figure 18. Possible identified pathways for the decomposition of DTBP in toluene. 
Adapted from AlDeeb [119] 
 
 
The HEL PHI-TEC II Operating Manual [122] provides measured experimental 
rate and heat of reaction data, temperature, and pressure for 20 wt% DTBP in solution 
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conducted in a closed, thermally insulated vessel, in the presence of nitrogen, which act 
as inert compounds and attenuate the temperature changes. As this exothermic reaction 
proceeds, the system temperature increases. Its pressure also increases, as consequence 
of the increase in temperature and of the additional moles present in the system because 
of the stoichiometry of the decomposition reaction. The results reported by HEL are 
shown in Table 2.  
Table 2. HEL PHI-TEC II manual results for 20wt% DTBP in toluene decomposition 
[122] 
Onset Temperature (K) 383.15 – 403.15 
Final Temperature (K) 493.15- 513.15 
Maximum Self-Heat Rate (K/min) 323 – 393 (493 K < Tf  < 503 K) 
363 – 200 (503 K < Tf  < 513 K) 
Enthalpy of Reaction (J/g) 210-300 
Activation Energy (kJ/mol) 150-170 
Order of fit First order 
The values reported by HEL are simply just ranges of acceptable kinetic and 
safety parameters. Thus, more literature was reviewed in order to see more specific 
measurements for the system under study. Oxley et al. conducted a study that yield 
kinetic information on solution phase decomposition of fuel combustion additives such 
as DTBP, with varying mechanistic pathways [124]. They also reported activation 
energies that varied from 138 to 167 kJ/mol. Iizuka and Surianaray made the first 
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attempt to study the adiabatic decomposition of DTBP using ARC experiments, taking 
into account both chemical and physical transformations simultaneously [125]. For 20 
wt% DTBP in toluene, they reported an onset temperature toluene ranging from 383.8 – 
393.8 K, activation energy values ranging from 158.4 – 165.5 kJ/mol and pre-
exponential factors ranging from 1.032×1017 – 1.149×1018 s-1. Kimura and Otsuka [126] 
also studied the decomposition of DTBP using adiabatic experiments in ARC. The 





Figure 19. (a) Thermal behavior and (b) self-heating rateof 20 wt% of DTBP mixture 
measured by two types of ARC. Adapted from Kimura and Otsuka [126] 
 
 
From the curves in Figure 19, it can be seen that the s-ARC is a calorimeter with 
a low adiabaticity (high phi factor), and the d-AR is highly adiabatic calorimeter (low 
phi factor). Kimura and Otsuka reported an onset temperature of 387.3 K for s-ARC and 
388.2 K for d-ARC, as well as a maximum self-heat rate of 6.13 K/min for s-ARC and 
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67.2 K/min for d-ARC. The activation energy was calculated as 156 kJ/mol with s-ARC 
and 157 kJ/mol with d-ARC, while the pre-exponential factor was found to be 4.5×1015 
– 5.5×1015 s-1.
Jaiyu et al. studied the thermodynamics and kinetic parameters using both TSu 
(thermal screening unit) and ARC. Ramp tests were conducted in the TSu with 5g of 20 
wt % DTBP in toluene, a heating rate of 2 K/min and a temperature range 298-573K. In 
the ARC, ramp tests were performed for a temperature range of 298 – 773 K and same 
heating rate, using the heat wait and search method. The onset temperature, To , based on 
the criteria dT/dt > 1 K/min, was found to be around 423 K. Also, the noted that the 
maximum pressure developed by the pure DTBP is 38 bar, whereas the maximum 
pressure developed by 20 wt% solution is 43 bar. This difference in pressure is mainly 
due to the fact that boiling point of toluene is 383 K, which is lower than onset 
temperature of the 20 wt% DTBP solution, and thus solvent evaporation brings the 
whole system to a higher pressure. If this solvent evaporation pressure contributed is 
subtracted, Jaiyu et al. noted that the pressure generated by 1 g DTBP in toluene was less 
than 1 g pure DTBP. This result indicates that the stable diluents can help reduce hazards 
caused by DTBP under runaway conditions. Toluene, being a low boiling point solvent 
makes it a less applicable alternative. [127] 
 For the thermal decomposition analysis by ARC using heat wait and search, 
Jaiyu et al. were able to obtain thermokinetic parameters for both pure DTBP and DTBP 
solution as show in Table 3. The reaction was assumed to be of first order based on 
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theoretical analysis. Based on the tabulated results obtained for A and Q, pure DTBP 
will have higher reaction rates. 
Table 3. Thermokinetic parameters for DTBP and 20wt% DTBP in toluene [127] 
Duh et al., using an ARC, found the exothermic onset temperature of 20 wt% 
DTBP, [128] in toluene to be 110.6 ˚C. This onset point was determined using the 
temperature rise rate criterion of dT/dt > 1 ˚C/min. For pure DTBP, various onset 
temperatures, determined by TSu, were presented, using different criteria, as listed in 
Table 4 below. It can be seen that the onset temperatures are detected earlier on when 
selecting the pressure and pressure rise rate criterions [129].  
Table 4. Onset temperatures of pure DTBP determined by TSU using different criteria. 
[129] 
Onset temperature (˚C) Criteria 
73.5 Ponset > 1.5 bar 
99.3 Ponset > 2 bar 
122.4 dP/dT > 1psi/min 
137.5 dT/dt > 1 ˚C/min 
Samples Q (J/g) n E (kJ/mol) A (s-1) 
DTBP 463.64 1 170.61 1.06×1020
20% DTBP 251.77 1 164.32 4.33×1018 
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Duh et al. conducted studies on the thermal decomposition and subsequently the 
thermokinetic parameters of DTBP and several other compounds using DSC analysis 
[130]. According to their work, the onset temperature was found to be around 124.4 ˚C, 
and the heat of reaction, the integral of their DSC curve, was found to be 1534.5 J/g. For 
the activation energy, they reported a value of 161 kJ/mol, and a pre-exponential factor 
of 3.98×1014 s-1. 
6.3 Experimental analysis 
The estimation of safety parameters with respect to reactive chemical hazards are 
based on experimental analysis after theoretical computational methods have been used 
to determine the most favorable reaction pathway. Following a review of the literature, 
the experimental analysis consists of a screening stage performed using differential 
scanning calorimetry. In this case, the PerkinElmer DSC 8500 Hyper-enabled Double-
Furnace Differential Scanning Calorimeter was used. This is usually followed by 
detailed thermal analyses using adiabatic calorimeters, such as the PHI-TEC II. In this 
section, the results of both types of experimental tests are presented.  
6.3.1. Materials and apparatus 
98% DTBP provided by Sigma Aldrich, and 99.99 % analytical grade Toluene 
provided by Fisher Scientific were used to prepare 20 wt% DTBP in toluene solutions. 
The solutions were prepared the same day the tests were conducted, and no additional 
purification of the chemical used was performed. With the PHI-TEC II tests, compressed 
  75 
nitrogen was used for the pressure compensation system that helps maintain the integrity 
of the cell.  
Thermal analysis of the samples was performed using the PerkinElmer DSC 
8500 Hyper-enabled Double-Furnace Differential Scanning Calorimeter, followed by the 
PHI-TEC II adiabatic calorimeter. These instruments are described in detail in Appendix 
A.1 and B.1, respectively. Time-temperature data was collected using DSC, while time-
temperature-pressure data was collected using adiabatic calorimetry. 
6.3.2. DSC thermal analysis  
Samples of 10 µL were tested in high-pressure Stainless Steel O-ring pans 
provided by Perkin Elmer. The Stainless Steel pans with O-rings, are designed to 
suppress the vaporization of a solvent or a volatile reaction product, thus eliminating the 
any effects of the heat of vaporization. These capsules can withstand an internal pressure 
of 40 atm, have a volume of 60 µL, and are to be operated between 233.15 K to 673 K. 
Scanning runs were performed for a temperature interval of 303.15 – 573.15 K/min. 
Multiple heating rates are required, as described in section 4 of chapter 3. In this work, 
the heating rates chosen used were 5 K/min, 7.5 K/min, 10 K/min, 12.5 K/min, and 15 
K/min.  
In terms of its calorimetric performance, the DSC has a dynamic range of ±1300 
mW, which allows for applications with high-energy thermal transitions to be measured. 
The instruments accuracy for heat flow measurements is <±0.2% while its precision is 
<±0.03%. The temperature measurements are performed using platinum resistance 
thermometers, which are more accurate and linear over a wider temperature range than 
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thermocouples. The calorimeter can operate within a wide temperature range of 93.15 K 
to 1023.15 K with an excellent accuracy of <±0.05°C and a precision of <±0.008°C 
[131]. Since the resulting uncertainties (a maximum of ± 0.0051 mW) associated with 
the data will be smaller than the thickness of the line of the curves, they were not shown 
in the resulting thermograms in Figure 20. 
Figure 20. DSC heat flow profile of the decomposition of 20wt% DTBP in Toluene at 
different heating rates. 
In terms of its calorimetric performance, the DSC has a dynamic range of ±1300 
mW, which allows for applications with high-energy thermal transitions to be measured. 
The instruments accuracy for heat flow measurements is <±0.2% while its precision is 
<±0.03%. Also, it can operate within a wide temperature range of 93.15 K to 1023.15 K. 
Its accuracy with respect to temperature performance is <±0.05% while its precision is 
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<±0.008% [131]. Since the resulting uncertainties associated with the data are smaller 
than the thickness of the line of the curves, they were not shown in the resulting 
thermograms in Figure 20. 
Exothermic heat flow, wherein energy is transferred from the system, is selected 
to be positive, and thus the curves are all have positive heat flow. The curves presented 
in Figure 20 have two peaks, indicating an earlier side reaction, which takes place, along 
with a major secondary reaction. These two peak heat flow curves are consistent with 
those presented by Duh e al. [130]. Since the predominant reaction is simply the 
decomposition of DTBP into acetone and ethane, any secondary reaction was ignored for 
the purpose of this work, and a first order reaction was assumed. These curves were 
treated as single curve peaks, and the smaller first peak was neglected as its influence in 
comparison to the larger peak is quite small. 
From these thermograms, an average value of the onset temperature and the heat 
of reaction can be calculated. The onset temperature is calculated by finding the 
intersection between the slope of the heat flow curve before the curvature starts 
(deviation from baseline) and just after. This is done using the Pyris ™ Software for the 
PE 8500 DSC. The integration of the curve, to obtain the heat of reaction, is also 
computed by the software. Tabulate values from each thermogram can be found in Table 
5. The average onset was found to be 397K and the average heat of reaction, ΔHrxn was 
found to be -355 J/g. This is in agreement with values presented by HEL [122]. The 
onset temperature and reaction energy provide screening values, which give preliminary 
values. 
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Table 5. Onset temperatures and heat of reaction energies for DSC thermograms with 
20wt% DTBP in toluene. 
 
Heating rate (K/min) Tonset (K) ΔHrxn (J/g) 
5.0 401.0 -393.3 
7.5  386.7 -371.7 
10.0 407.5 -347.6 
12.5 390.8 -335.8 
15.0 402.7 -325.7 








Figure 21. DSC (a) Conversion-time and (b) conversion-temperature curves for 20wt% 
DTBP in toluene.  
 
The heat flow at each point of time in proportion to the total heat flow, which is 
the ΔHrxn gives the conversion. The conversion as function of both time and temperature, 
79 
respectively, is shown in Figure 21. As the heating rate increases, the reaction reaches 
completion faster, which is expected.  
The conversion curves can be further analyzed to extract the activation energy 
and pre-exponential factors of the kinetic expression. This will be performed in section 
6.4 according to the isoconversional methods described in section 4 of chapter 3.  
6.3.3. PHI-TEC II thermal analysis 
Experimental analysis of the 20 wt% DTBP in toluene systems was performed 
using adiabatic calorimetry with the PHI-TEC II. Samples of 12.25 g of DTBP in 48.98g 
of toluene were prepared and injected into 1.1× 10-4 m3 thin-walled cell. The fill level for 
these experiments was calculated to be 55%. Three trials were conducted; resulting time-
temperature-pressure data curves were collected for each one and are presented in Figure 
22. For the purpose of this work, the results are acceptable with respect to
reproducibility. However, in the future, more tests should be performed to confirm a 
more accurate onset temperature range. Temperature data was collected using a K-type 
Omega thermocouple, with an uncertainty of ± 1.1 ˚C[132]. Due to the large quantity of 
data collected, error bars were not included. 
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Figure 22. PHI-TEC II time-temperature-pressure and corrected temperature profiles of 
the decomposition of 20wt% DTBP in Toluene. 
 
 
The self-heating rate, or the temperature rise rate of each curve, plotted against -
1000/T(K) was used to determine the activation energy, Ea. The slope of the section of 
the curve before the curvature, where the conversion is zero or low, is equivalent to 
average value of –Ea/R. This is shown for each trial in Figure 23. This is an approximate 
value which will be later confirmed through analysis of DSC data.  
This was then used to correct each temperature profile, and consequently self-
heating rate profile as described in Appendix B.4, for Phi-factor of 1 according to the 
method proposed by Fisher et al (1992) as part of the DIERS vent sizing project [19]. 
This method is described in detail in Appendix APPENDIX B. The corrected data can 
then be compared to large scale simulations, since the adiabaticity of unity reflects that 
the heat capacity of the vessel is negligible compared to that of the fluid inside it. A 
revised onset is another result of this correction.  
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Figure 23. PHI-TEC II uncorrected temperature rise rate profiles, and extracted 
activation energy values for the decomposition of 20wt% DTBP in Toluene.  
 
 
Both the temperature and pressure data have been smoothed, a technique used for 
reducing/cancelling the random variation inherent in large data collected over time. 
Averaging methods are most commonly used to reduce errors, especially in derivatives 
of data points [133]. For each moving average calculation (based on the mathematical 
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method proposed by Savitzky–Golay [134], [135]) 50 points were used to obtain the 
slope of the central point. This reduces the error significantly. 
These curves were corrected for Phi-factor of 1 according to the methodology 
described in Appendix B.4. The corrected curves for temperature and pressure are also 
depicted in the dashed lines in Figure 24 (a). As can be seen, the final temperature is 
higher for the corrected curve, as well as the fact that onset of the runaway takes place 
much earlier than with the raw uncorrected data. Also, the corrected curves for the 
temperature and pressure rise rates can be seen in Figure 24 (b). On the logarithmic scale 
it can be seen that maximum temperature rise rate corrected values can be up to 4 times 
larger than those obtained with uncorrected data. 
(a) (b) 
Figure 24. PHI-TEC II corrected temperature rise rate profiles, and pressure rise rate 
profiles for the decomposition of 20 wt% DTBP in Toluene 
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A comparison of relevant safety parameters between the uncorrected raw data 
and the corrected data can be found in Table 6. The onset temperature is predicted to be 
much earlier when using data corrected for a phi factor of 1. Using the raw data under 
predicts the onset, and basing any emergency relief scenarios on these results would lead 
to catastrophic events taking place, like a thermal explosion. 
Table 6. Relevant safety parameters extracted from PHI-TEC II data. 
Trial 1 Trial 2 Trial 3 
Phi = 
1.169 
Phi = 1 Phi = 
1.168 
Phi = 1 Phi = 
1.166 
Phi = 1 
Tmax (K) 502.1 520.9 498.9 517.3 512.4 533.0 
(dT/dt) max (K/s) 1.4 5.4 1.1 4.2 2.2 8.8 
T @(dT/dt) max 
(K) 
502.0 508.0 498.9 502.8 512.3 513.1 
Pmax (MPa) 5.1 5.1 4.9 4.9 5.1 5.1 
(dP/dt) max 
(MPa/s) 
0.1 0.1 0.1 0.1 0.1 0.1 
Tonset (K) 390.6 389.2 388.4 387.1 389.9 388.6 
Pmax /Pi 4.5 4.5 3.8 3.8 5.1 5.1 
Pmax – Pi 5.0 5.0 4.8 4.8 5.0 5.0 
T @ (dP/dt)max 
(K) 
490.6 507.5 489.7 506.5 496.6 514.5 
P @ (dP/dt)max 
(MPa) 
4.1 4.1 4.1 4.1 4.0 4.0 
(dT/dt) @ 
 (dP/dt)max (K/s) 
1.4 5.4 1.1 4.1 2.2 8.8 
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Also, both the maximum temperatures, and rates are affected by a phi-factor 
correction, while the pressure data remains unaffected. The maximum temperature 
increases by roughly 20 degrees in each case, while the maximum rise rates, as can be 
seen increase by a factor of 4. When performing a safety analysis, it is important to 
know the correct self-heating rate at large scale, in order to be able to adequately identify 
the critical regions of the runaway, and the extent of the hazard that they pose. 
6.4 Kinetic modeling of the decomposition rate of DTBP in toluene 
In order to define the rate of the decomposition reaction, thermokinetic 
parameters like the order, the activation energy, and the pre-exponential factor, also 
known as the kinetic triplet, all need to be defined. In this section, the experimental data 
from DSC and PHI-TEC II will be used in order to get the kinetic triplet characteristics 
of the system under study.  
6.4.1. Extracting activation energy using the Friedman isoconversional method  
Based on the review of the literature, isoconversional model free methods, 
described in section 4 of chapter 3 can be used to extract this kinetic triplet from 
scanning data, like that from DSC analysis. These methods are derived based on the 
principle that a fixed conversion, the reaction rate becomes only temperature dependent 
[29]. The most common of these methods is the Friedman method, wherein, for each 
heating rate, at any given X, the value of Ea is found from the slope of a plot of 
( )ln dX dtβ versus 1/T (see Eq.(26)). Based on ICTAC recommendations [29], Ea 
values were determined at conversions of 0.01-0.95 in order to be able to accurately 
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determine the dependence of Ea on X. Discrete values of conversion from 0.1 -0.9 were 
chosen, with 0.1 intervals, were chosen to construct the isoconversional lines seen in 
Figure 25 
 




There are five data points on each isoconversional line, each corresponding to a 
specific heating rate. There is a good agreement between the data and each of their 
corresponding linear fits. At low conversion, typically 0.1, the non-linearity is expected 
since this is typically the region where the first smaller peak is located in the DSC 
thermograms in Figure 25. The slope, equivalent to –Ea/RT, the intercept, equivalent to 
ln[k0 f(X)], and the R-square values are given in Table 7. 
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The average activation energy value calculated was 149 kJ/mol, which is within 
the range suggested by HEL [122], as well as the values predicted by the PHI-TEC II 
data in section 6.3.3. While the effect of the smaller first peak in the heat flow curve not 
clearly modeled, it was taken into account when calculating the average activation 
energy. The intercept value requires knowledge the mechanism model, and thus cannot 
be fully extracted without it. This limits the use of the Friedman method to only 
providing a reliable activation energy value, model free. 
 
Table 7. Linear fit parameters for isoconversional lines using Friedman analysis and 
DSC data.  
 
X Slope, -Ea/R Ea (kJ/mol) Intercept, ln[ko(X)] R-Square 
0.100 -11533 95.888 23.75 0.519 
0.200 -15773 131.137 33.12 0.997 
0.300 -16955 140.966 35.66 0.994 
0.400 -17194 142.954 36.05 0.994 
0.500 -17725 147.369 37.03 0.994 
0.600 -17935 149.112 37.27 0.994 
0.700 -18941 157.478 39.11 0.993 
0.800 -20369 169.352 41.69 0.986 
0.900 -25065 208.393 50.69 0.959 
Average  149.183 38.82  
 
 
6.4.2. Extracting the pre-exponential factor using a least square parameters fit  
Based on the review of literature presented in section 6.2, the decomposition of 
20 wt% DTBP was found to be of the first order. Thus, the reaction mechanism model , 
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f(X), was given by a simplified Šesták and Berggren [34] expression (Eq. (19)), wherein 





whereby kK is defined according to the Arrhenius law, and X is the conversion.
Given the different methods discussed in section 4.2 in chapter 3 for obtaining 
the pre-exponential factor, a least parameter square fit was deemed the most inclusive of 
all the experimental data collected. Thus, the rate of reaction expression given by Eq. 
(40) was used and the DSC as well as PHI-TEC II experimental data were used to 
determine the best square fit for pre-exponential factor, given the order and the 
activation energy obtained in section 6.4.1The resulting value of the pre-exponential 
factor obtained was 5.6 ×10-14 s-1. 
A model based on Eq. (21), was constructed with an activation energy value of 
149183 J/mol, a pre-exponential factor of 5.6 ×10-14 s-1, and a reaction order of 1. 
Temperature DSC data, as well as initial values of conversion (at t=0) were fed to the 
model in order to determine the rate of conversion, dX/dt, profiles. These profiles were 
then integrated using a simple Euler relation to determine the X profile. Then, the 
resulting dX/dt and X curves were compared to their experimental counterparts for each 
heating rate. These are shown in Figure 26. Overall, there is good agreement between the 
model and the experimental DSC data, expect near the first smaller peak, which was 
neglected for the purpose of this work. 





Figure 26. Least Square Parameters fit for value of pre-exponential factor using DSC 
tests of the decomposition of 20wt% DTBP in Toluene: (a) conversion profiles, (b) rate 
of conversion profiles.  
 
 
For adiabatic data on the other hand, it was also more important to fit the rate of 












where Tonset is the corrected onset temperature for each run, and Tmax is corrected value. 
A comparison of the relevant safety parameters between the uncorrected raw data and 
the corrected data can be found in Table 6. The profile for dX/dt was again calculated 
using Eq. (40). The adiabatic balance, given by Eq. (22) was used to obtain dT/dt. The 
temperature profile was determined through a simple Euler integration of dT/dt. These 
are shown in	  Figure 27, which also shows good the agreement between the model, and 
the corrected PHI-TEC II data with respect to the temperature rise profile.  
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Figure 27. Least Square Parameters fit for value of pre-exponential factor using PHI-
TECII tests of the decomposition of 20wt% DTBP in Toluene; a comparison of rate of 
temperature rise.  
However, it can be seen from Figure 27, that the prediction of the maximum rate is not 
fully captured. This is related to the simplicity of the kinetic rate expression. Also, since 
both DSC and PHI-TEC II data was used for the fit, it is expected that the parameter 
value is not all a perfect fit for every single curve. Moreover, simplified kinetics, with 
respect to considering a single reaction pathway, and an order of exactly 1, will result in 
slightly less representative model expressions.	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CHAPTER VII  
DEVELOPMENT OF THE SIMULATOR FOR REACTOR VESSEL VENTING 
7.1 Précis 
The model developed by Castier [106], [108], [110], [113] and Basha [112] was 
described in detail in Chapter 3. It consists of a series of differential and algebraic 
equations. The differential equations were amended to include a trivial differential 
equation for time, a mass balance that is able to handle reactive systems, as well as 
equations for cumulative amounts of each component that enter or leave the vessels 
through each stream. The energy balance was not modified, the only difference, in this 
formulation, is in the way the enthalpies are calculated, which now includes the 
formation properties. The system was treated as ‘lumped’, wherein the dependent 
variables of interest are a function of time alone [105]. 
In this chapter, the modifications made to this model so that it can handle the 
depressurization of a vessel containing reactive systems through an ERS system are 
discussed. These include the assumptions made, the vessel set up, any changes to the 
model equations, and changes to the implementation and numerical methods used to 
solve the system.   
7.2 Assumptions 
The necessary modifications to the model were made with the following assumptions: 
§ the vessel is rigid and its volume is defined; 
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§ the heat capacity of the vessel's construction material is neglected; 
§ the fluid in the vessel is in phase equilibrium at all times; 
§ there is complete and instantaneous disengagement of the phases; as 
consequence, liquid phase swelling caused by bubbles is neglected; 
§ the leak or venting occurs through one or more holes at known vertical 
position(s); 
§ the size of the hole(s) remains constant; 
§ the region around a leaking or venting point behaves as a hypothetical 
adiabatic converging nozzle that operates isentropically; 
§ there may be chemical reactions; 
§ level swell is neglected ; 
§ when chemical reactions occur, their rates are used to compute the changes in 
amounts of reactants and products within the vessel. In other words, the 
assumption of instantaneous chemical equilibrium is not used; 
§ changes in the potential energy of the fluid are negligible inside the vessel 
and in the input and output streams; 
§ the kinetic energy of the fluid within the vessel and in the input streams is 
negligible compared to the kinetic energy of the fluid at the exit point of a 
leak or ERS; 
§ system is treated as ‘lumped’, wherein the dependent variables of interest are 
a function of time alone [105]. 
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7.3 Vessel setup for reactive systems 
The general formulation for a vessel equipped with an ERS device, containing a 
chemical system includes making changes to and mass balances in order to include the 
heat released or evolved, as well as the generation and consumption terms, respectively. 
Also, the ERS is an orifice that is activated at a certain set pressure, and is located very 
close to the top of the vessel. This can be seen in Figure 28. 
 
Figure 28. Vessel set up for reactive system 
 
 
7.4 Physical properties 
The simulations carried out in this work require several thermodynamic 
properties, such as fugacities (for phase equilibrium calculations), enthalpies and internal 
energies (for energy balances), and entropies (for exit flow conditions and sound speed 
calculations), and their derivatives with respect to mole numbers, volume, and internal 
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energy or temperature. Enthalpies, internal energies, and entropies were calculated by 
adding the formation properties in the ideal gas state at 298.15 K and 1.0132×105 Pa to 
the ideal gas and residual contributions.  
The heat capacities at constant pressure in the ideal gas state were considered as 
third degree polynomials in absolute temperature [136]. The residual contributions were 
obtained from an equation of state. Analytical expressions for all properties and 
derivatives were used, obtained via computer algebra [106]. The procedure is general 
and should work with any equation of state capable of predicting the properties of liquid 
and vapor phases. In this work, the Peng-Robinson equation of state (EOS) [137], widely 
used by the oil, gas, and petrochemical industries, was used. All binary interaction 
parameters were set to zero in the examples of this paper. The Knovel DIPPR Project 
108 [123] was used to obtain critical properties, formation properties, and heat capacity 
coefficients. 
7.5 Formulation 
7.5.1. Mass and energy balance 










∑ + !Ri +  (42) 
where t is the time, ni denotes the number of moles of component i in the vessel, m is the 
subscript that refers to the streams, !nim
in  and !nim
out refer to the molar flow rates of 
component i in stream m. These flow rates can result from input streams, denotes by nsin, 
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or output streams, which include ERS venting and leaking flow conditions, denoted 
nsout. 
In order to account for reactive systems, the term !Ri  is used to represent the rate 
of formation of component i. This value is set to zero for non-reactive systems as well as 
inert compounds. The rate of formation is calculated by taking into account the 








∑  (43) 
where !rk is the rate of reaction k, referred to component Ik, with a stoichiometric 
coefficient of 
kI k
ν .The stoichiometric coefficients of components i in reaction k are 
given as ikν . The rate of reaction k is negative if component Ik is a reactant and positive 
if it is a product.  
The rate expression for !rk is dependent on the kinetic data available, and the 
kinetic model used. For this work, two options have been implemented. The first 
options, adapted from the work of Castier et al. on reactive distillation [102], gives a 
reaction expression as  

















∑  (44) 
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where Kk is the rate constant of reaction k, Vj and vj are the volume and molar volume of 
phase j, respectively, xij is mole fraction of components i in phase j, and ikζ is the order 
of components i in reaction k. The ratio ij jx v is molar concentration of components i in 
phase j within the vessel. Here, the number of components and fluid phases are 
represented by nc and np, respectively.  
The second option is to use conversion, X, to express the global reaction 
rateexpressed as in Eq. (14), and assuming that f(X) is given by a simplified Šesták and 
Berggren [34] expression (Eq. (19), wherein parameters m=0, n=1 and=0, as determined 
by DSC studies in section 3.2 in chapter 6 (Eq. (40)). 
Conversion based kinetics, which depends on the heat released by a reaction, can easily 
be associated with change in number of amounts by defining X to be  
( )0
0
1 1= − ⇒ = − ii i i i
i
nn n X X
n
 (45) 







Knowing that the rate of change of component i in reaction k is given by the differential 
of Eq. (45) 
0= i
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Combining Eqs. (46) and (47) gives  







For the purpose of this work, the reaction rate is then represented as   
!rk = −KknIk  (49) 
where Ik is the reactant taken as a reference for expression that of reaction k.  
 For either option used to define the reaction rate, the rate of consumption or generation 
within the vessel is given by Eq. (49). Also, the rate constant is always defined by the 
Arrhenius law as described in Eq.(13). What should be noted is that there exists the 
option to input a minimum density in order to control in which phase the reaction takes 
place. For the purpose of this work, with the use of global kinetics, a very small 
minimum density was used.  
























∑ + !Q  (50) 
where U is the internal energy of the fluid within the vessel, and !Q  represents the heat 
transferred to the vessel. Quantities !nm
in and inmh represent the molar flow rate and molar 
enthalpy of each input stream, while superscript out represent analogous quantities in the 
output streams. The molar mass of the fluid passing through the exit point and its 
velocity are respectively denoted as outmM  and 
out
mu . The heats of reaction do not appear 
explicitly in Eq. (50) because the thermal effects of the reactions are considered by using 
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the formation properties in the evaluation of internal energies and enthalpies, as 
explained in the following section. 
In addition to the mass and energy balances, a trivial differential equation for 





The main purpose behind this was to prevent numerical difficulties during the 
integration of the differential equations, when the integration variable is different from 
time. This is discussed in more detail in section 7.6.2 
7.5.2. Cumulative amounts  
In the case of fluid release to the environment, it is important to know the 
instantaneous release rate of each component i through each release point m, which is 
represented by !nim
out  in Eq. (50). It is also essential to evaluate the cumulative amounts 
released. Together these quantities can provide useful insight when assessing the risks 
associated with the fluid being released, as well as mitigation/control techniques in the 
case of loss of primary containment scenarios.  
Since the current formulation allows for chemical reactions and the possible 
existence of input streams to the vessel during the simulated period, the cumulative 
releases cannot simply be calculated as the difference in the amounts inside the vessel at 
a given time and at the beginning of the simulation. To compute them, ODEs were 
included to represent the cumulative release of component i through each release point 
m, among the nsout exit points that exist in the vessel.  
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Likewise, it is possible to compute the cumulative amounts that enter the vessel through 
the nsin input streams, if any, during the simulated period by including differential 







The evaluation of cumulative amounts adds nc nsin + nsout( )ODEs to the system. 
Despite their number, their computational load is small because the effort is dominated 
by the evaluation of thermodynamic properties, which have to be calculated anyway in 
order to solve the mass and energy balances, and their accompanying algebraic 
equations. 
7.5.3. Position of the phase interface within the vessel 
During the numerical ODE integration, it was necessary to determine the position 
of the phase interfaces within the vessel. They dictate the phase, or phases, that will leak 
or vent through a hole or exit stream, depending on its position. Figure 29 is a schematic 
of an exit point wherein exists a simultaneous discharge from the liquid and vapor 
phases because of the interface position.  
 
  99 
 
Figure 29. Schematic of a circular exit point wherein there is two-phase flow. 
 
 
The solution of the algebraic equations of the model at each time step provides 
the values of several properties, among which the phase volumes. Given these phase 
volumes and the vessel shape, it is possible to find the interface levels. The upper 
interface of a phase depends on its own volume and of on the volumes of the phases 
below it inside the vessel, i.e., the phases with mass densities larger than that of the 
phase under consideration. Assuming the phases are ordered in decreasing mass density 







V V  (54) 
where Vm  is the volume of the phase m. 
Four vessel geometries were considered in this work, namely: vertical cylinders, 
horizontal cylinders, spheres, and horizontal cylinders with hemispherical caps. For this 
purpose of this work, a vertical cylinder was used and thus this will be described. More 
detail can be found on the remaining geometries in Basha’s work [112]. For vertical 
cylinders, determining the interface positions for given phase volumes is simple. Taking 
the bottom of the tank as reference, the position of the upper interface of phase j, 
denoted by hj, occurs at: 








where r is the vessel radius. 
7.5.4. Shape and location of fluid exits 
Two simple geometries for the exit point are considered: rectangular and circular. 
Both geometries are assumed to be on the lateral vessel wall, whose curvature is 
neglected, and thus the hole has no considerable effect on the vessel volume. The model 
and its computational implementation account for the possibility of multiple exit points 
(holes) but in the work that follows, no index was assigned to the variables denoting the 
holes, in order to alleviate the notation.  
The hole is also assumed to be of fixed size and its central position is known. A 
given hole may be exposed to a certain fluid phase throughout the simulated period as in 
the case of a vapor phase leaking from a hole located at a position high on the vessel 
wall. In other situations, the leaking phase exposed to the exit point can change due to 
movement of the interface during vessel discharge. 
If such is the case, more than one phase may be exposed to the hole; the simplest 
case being that with two phases. The instantaneous composition of a leaking fluid with 
multiple phases is assumed to be the area-averaged composition. To apply this 
assumption, it is necessary to find the area of the hole in contact with each phase. 
7.5.4.1. Rectangular holes 
For each phase j partially or totally exposed to a rectangular hole, the area of the 
hole exposed to that phase, Aj is given by 
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( ) ( )( )1min , max , −= −j T j L jA w h h h h  (56) 
where w is the width of the rectangular hole and hT and hL are the levels of the top and 
bottom of the hole, respectively. As defined in section 7.5.3 , hj stands for the level of 
the interface between phase j and (j+1). By definition, h0 = HB and hnp = HT, where h0 is 
the bottom of the vessel, and h1 is the level of the interface between the densest and the 
second densest phases, until hnp, which coincides with the top of the vessel.  HB and HT, 
represent the level of the bottom and top of the vessel, respectively.  
7.5.4.2. Circular holes 
For each phase j partially or totally exposed to a circular hole, the area of the hole 
exposed to that phase, Aj , is evaluated as the difference between the areas of two circular 
segments, Aj1  and Aj2 such that  
2 1−=j j jA A A  (57) 
The values of Aj1 and Aj2 are calculated using 
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( ) ( )22 12 2 2 2cos 1 2−
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 (59) 
where r is the radius of the circular hole and hj1  and hj2 are given by: 
( )( )1 1max ,0−= −j j Lh h h  (60) 
( ) ( )( )2 min ,= − −j j L T Lh h h h h  (61) 
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where hj , hT and hL retain the same definition as in section 7.5.3. 
7.5.5. Flow velocity at the fluid exits 
The region around each hole is treated as a hypothetical converging nozzle that 
operates adiabatically and isentropically. In a converging nozzle, the maximum fluid 
speed possible at the throat (location of minimum diameter) is the sound speed of the 
fluid at the local conditions, in what is called choked flow. Determining whether the 
flow is choked involves a series of steps, as outlined in this section.  
The composition of the fluid that passes through the nozzle will generally change 
because of the global dynamics of the vessel. Therefore, the conditions of the stream that 
enters the hypothetical nozzle are different at each integration step. However, the size of 
the hypothetical nozzle region is assumed very small compared to the volume of the 
whole vessel. Thus, accumulation effects are neglected and the hypothetical nozzle is 
assumed to operate at steady-state. The consequence of this assumption, as applied to the 
mass balances, is that the compositions and molar flow rates of the fluids entering and 
leaving the nozzle at a given time are equal. In addition, it is assumed that the fluid 
velocity inside the vessel and at the entrance of the hypothetical nozzle is negligible, 
compared to its velocity at the exit point. The energy balance around a hypothetical 












h M h  (62) 
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where zmh  is the molar enthalpy of the fluid that enters the nozzle with negligible speed. 
More specifically, it is the molar enthalpy inside the vessel of the exiting fluid. Using 
analogous symbols for the entropies, the isentropic operation condition imposes that: 
0− =out zm ms s  (63) 
The calculation proceeds by initially assuming that the fluid pressure at the 
nozzle's exit plane is equal to the backpressure. This backpressure is the pressure away 
from the vessel, assumed to be equal to atmospheric pressure ( tm
ouP =1.01325×105 Pa). 
Using this assumption, the fluid pressure, molar entropy, and molar composition are 
known, allowing the formulation of a flash problem under these specifications, referred 
here as a PSn flash problem. This flash is solved using an internal loop in which an 
isothermal flash problem (TPn flash) [107], [109] is solved and an external loop that 
changes the temperature in order to satisfy Eq. (63).  
After solving the PSn flash, the fluid speed, outmu , is calculated using Eq (62). The 
thermodynamic sound speed, a, is calculated at the same conditions using a rigorous 
procedure that takes into account the existence of multiple phases and deviations from 
ideal gas behavior [95]. If outmu > a, the problem specification is impossible because the 
fluid velocity cannot be higher than the sonic speed at the exit of a converging nozzle. 
The consequence is that the pressure at the exit plane is higher than the backpressure. In 
this case, the previous solution is discarded and the energy balance is rewritten as 
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h M h  (64) 
Eq. (63) and (64) provide the specification of a flash problem at given values of molar 
enthalpy, molar entropy, and molar composition, i.e., an HSn flash problem, which is 
solved as the PSn flash with an additional external loop in which the pressure is 
modified in order to satisfy Eq. (64). A schematic of the two nested loops PSn and  HSn 
flash problems can be seen in Figure 30. 
 
Figure 30. Schematic of nested loops PSn and  HSn flash problems. 
  
 
The solution of this flash problem provides the values of temperature, pressure, and 
molar volume at the exit plane and, therefore, the flow is sonic, and the velocity is given 
by 
( ),=out out outm m mu a T P  (65) 
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The molar flow rate of each component i through the hole, !nim









where A is the area of the hole, outmv  is the molar volume at the exit plane, and 
out
imz  is 
the mole fraction of component i in the leaking or venting stream. It is important to note 
that the fluid at the exit plane may have one or more phases. Thus, the PSn and HSn 
flashes need to be complete procedures that automatically determine the number of 
phases present and their thermodynamic properties. In addition, the method used to 
compute the sound speed at the exit conditions needs to consider the possible existence 
of multiple phases. Few rigorous algorithms exist [94], [95], [138] for such calculations. 
The procedure proposed by Castier [95] is used in this work. 
7.6 Implementation and numerical methods 
The mathematical model described in the previous sections is a modified version 
of the system of differential-algebraic equations (DAE) described in section 5.2 of 
chapter 4. The simulated period is split into events, some of which are physical events 
and others are events linked to numerical convenience or difficulties.  
Physical events may either occur at specified times or be triggered by conditions 
such the appearance or disappearance of phases within the vessel. Their common feature 
is to cause an abrupt change in the right-hand side of at least one of the differential 
equations of the model. Numerical events may occur at any time and are detected during 
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the simulation. The various types of events, their category, occurrence, and testing 
frequency are summarized in Table 8 below. 
 
 
Table 8. Simulation events 
 
Event Category Occurrence Testing Frequency 
Programmed valve 
opening/closing  
Physical Specified times End of each time 
step 
Vessel rupture Physical Specified times End of each time 
step 
Opening of ERS Physical Detected  End of each time 
step 
Phase appearance within 
vessel 
Physical Detected End of each time 
step 
Phase disappearance within 
vessel 
Physical Detected End of each time 
step 
Phase appearance in exit flow Physical Detected End and middle of 
each time step 
Phase disappearance in exit 
flow 
Physical Detected End and middle of 
each time step 
Change of integration 
variable 
Physical Detected End of each time 
step 
Non-convergence of algebraic 
equations 
Physical Detected End and middle of 
each time step 
 
 
7.6.1. Relief valves  
To account for the programmed opening or closing of input or output valves at 
set times, the numerical integration of the differential equations is split into time 
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segments between the set times for opening or closing. In this way, the transition from 
one time segment to the next coincides with one of these physical events. The model 
does not include equations for the mechanical resistance of the vessel and, for this 
reason, ruptures that cause leaks are treated like events that occur at set times, as done 
with the opening and closing of valves at set times. 
The opening of an ERS or burst disk, on the other hand, is a physical event that is 
modeled to occur once the pressure of the fluid within the vessel reaches a specified 
threshold. Therefore, it needs to be detected and the moment it will occur is unknown at 
the beginning of the simulation. Many numerical procedures for ODE integration move 
back and forth in the independent variable during a step, but the values at the end of the 
step are those that represent a physical point of the solution trajectory. As the check 
happens at the end of the step, it may happen that the pressure is slightly higher than the 
pressure set for opening the valve, but this was neglected because the opening delay is 
of, at most, one integration step. Once it is detected that the valve should open, the 
integration is interrupted and automatically restarted with the valve open.  
7.6.2. Change of the integration variable 
The change of integration variable is also treated as a numerical event in which 
preemptive action is taken to prevent numerical difficulties. During reaction runways 
and venting, large changes in component amounts in the vessel occur during small time 
intervals. A step too large in time may lead to unphysical specifications for the algebraic 
equations during the subsequent time step, preventing the numerical convergence to their 
solution. Therefore, the choice of time as independent variable of the ODE system in all 
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integration steps is inconvenient. The strategy is to choose, at the end of each integration 
step, the variable that will be considered as independent during the subsequent 
integration step. The ODE set comprises of Eqs. (42) and (50)-(53). However, only Eqs. 
(42), (50)- and (51) are directly related to the conditions inside the vessel as the other 
two differential equations serve for documentation purposes only. In addition, the 
selection of internal energy as independent variable led to numerical instabilities in our 
implementation. Therefore, the criterion to select independent variables is as follows: 
1 2
1 2










n dt n dt n dt t
 (67) 
In this expression, the last term, 1/t, represents the term that contains the 
derivative of time. Without additional conditions, this criterion tends to favor the 
selection of components present in very small amounts, which occasionally cause 
numerical difficulties as the independent variable for numerical integration. As an 
empirical additional condition, components with mole fraction less than 0.01 are 
considered ineligible to be the independent variable. Using y to represent the selected 
independent variable, the set of differential equations used at each time step becomes: 
 =i idn dn dy
dt dtdy
 (68) 
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 (72) 
where the time derivatives are calculated using Eqs. (42) - (50)  
7.6.3. Initial estimates for UVn flash problem 
In addition to the proper selection of independent variable of the ODE system, 
the converged results of the four most recent solutions for each unknown of the UVn 
flash problem are used to fit a linear function of the current independent variable of the 
ODE system. Thus, the generation of the initial estimate for each unknown of the UV 
flash problem is obtained by linear extrapolation. With these precautions and the 
automatic step size selection of the Bulirsch–Stoer method [104] used for ODE 
integration, the solution of the algebraic equations is usually successful. However, lack 
of convergence occasionally occurs and is treated as numerical event, which may be 
detected at several points during a time step, but especially during the solution of the 
UVn and HSn flashes. If it is detected, the calculation of the given step is interrupted, the 
procedure steps back to the beginning of the time step, and retries it with subsequently 
smaller values of step size until the successful completion of the time step.  
7.6.4. Stability test for phase insertion and removal  
The stability test for possible phase insertion [109] and the phase removal [107] 
test could be executed inside a step but a phase addition or removal cause an abrupt 
change in the differential equations, which would force a restart of the ODE integration. 
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For this reason, these tests are executed only at the end of each integration step. In this 
way, during a time step, the number of phases inside the vessel and at each exit point, 
remains constant.  
If the amount of an inert (non-reactive) component falls below a specified 
threshold and the derivative of its amount with time is negative, the derivative is 
arbitrarily set to zero. The threshold was arbitrarily set to 4×10-4 moles, but simulations 
of systems much bigger or much smaller than the examples of this thesis may require 
bigger or smaller thresholds, respectively. The consequence of this approximation is that 
the amount of this component within the vessel remains a fixed small amount. It mainly 
serves to avoid phase equilibrium calculations with components in tiny amounts, which 
may give origin to numerical difficulties. However, it should be noted that the decision 
of whether to set the derivative to zero is taken at every time step and can be reversed. 
For example, if an input valve opens allowing a certain component to enter the vessel, 
the derivative of its amount with time becomes positive and is used as calculated, 
changing the amount of the component within the vessel. 
7.6.5. Dynamic simulator set-up 
The dynamic simulator algorithm consists of several parts. Figure 31 shows the 
updated simulator and its capabilities, tailored to encompass the objectives of this work. 
A list of inputs are provided, regarding the tank specifications, the tank components and 
their properties, as well as the initial condition of the tank. This input data is used for to 
perform a non-reactive TVn flash (the formation properties are simply stored and passed 
on to the rest of the program) which determines the initial conditions within the tank.  
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tank:
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Volume	  of	  phases;	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  of	  
interface;
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Change	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  integration	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Nested	  loops	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and	  	  HSn	  flash	  
problems
Conditions	  at	  the	  Exit
Phases;
Temperature	  and	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Figure 31. Dynamic simulator set-up 
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Next, a perturbation file is created that stores any perturbations made to the 
system. This includes input stream information, output stream information, controller 
action, heat loads and reactions. Sudden leaks, an ERS, and breather orifices are treated 
as output streams. However, they are specified by a type with a variable that can be used 
to differentiate how the program treats them. Details of reaction kinetics inputs can be 
found in chapter 6. Both, the results of the TVn flash and the perturbation data are then 
used to perform a UVn flash at each simulation time step.  
The UVn flash provides information about the conditions of the vessel at all 
times. For closed systems, the outputs include information about the volume of the 
phases, the distribution of the components in these phases, as well as a complete 
temperature and pressure profile of the vessel fluid. If an event like a leak is triggered, 
either instantaneously, or based on a specified pressure rating like with an ERS, there is 
a separate output file that stores information such as cumulative amounts that have 
exited the vessel, the release rates, which could be useful in the future for dispersion 
modeling when analyzing possible release scenarios and their consequences, as well as 
the speed of the fluid and sound speed at the exit. 
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CHAPTER VIII  
SIMULATION RESULTS AND SENSITIVITY ANALYSIS 
8.1 Précis 
This chapter displays the results of the simulations obtained by the modified 
simulator from chapter 6. The simulations presented here are for a vertical cylindrical 
vessel with diameter and height equal to 0.21204 m and 0.28320 m, respectively, 
resulting in an internal volume of 0.010 m3. The vessel's load for the simulations consists 
of 0.32450 moles of nitrogen, 6.42514 moles of DTBP, 40.7878 moles of toluene, and 
small initial amounts of acetone and ethane, equal to 10- 8 moles each, to prevent 
numerical problems in the calculation of thermodynamic properties. For the closed 
vessel simulations, the initial conditions were 390.61 K and 0.30569 MPa, as per the 
initial experimental conditions of adiabatic trial 1 in chapter 5. This allows for partial 
validation. For the reference simulation, and the sensitivity analysis, the initial 
temperature was 389.33 K, and 0.3007 MPa. This is very close to average values of 
adiabatic experimental onsets and their corresponding pressures as seen in Table 6.  
The simulation of all the cases presented in this section started from these initial 
conditions, which were chosen to match adiabatic test data conditions. Despite the 
difference in size with the experimental setup, the simulation conditions are consistent 
with the values of the intensive properties (such as temperature, pressure, densities, and 
mole fractions). Therefore, comparisons of intensive properties are justifiable. Also, 
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validation of the model against experimental data when performing a closed vessel test 
simulation is possible. 
In all the cases presented, the vessel has perfect thermal insulation, no external 
heat loads, and no controller action. The cases also illustrate situations with phase 
addition or removal and with the transition from the sonic to subsonic flow regime at the 
exit point. Also, the initial time step was equal to 1/500 of the simulation time step 
specified for each case, which was around 20,000 seconds. However, if the algorithm 
cannot overcome some numerical difficulties for certain runs, the time step was 
decreased accordingly to either 1/1000 or 1/1500.  
8.2 Closed vessel simulation and experimental validation 
At present, there are very few experimental data available on the behavior of 
untempered gassy systems in particular under runaway conditions [20], [24]–[28]. Thus, 
large scale experimental data cannot be used to validate simulation results. The next best 
available experimental data is that obtained using adiabatic calorimetry, as those 
presented in chapter 5.  
For the purpose of partial validation, a closed vessel containing 20 wt% DTBP in 
toluene was simulated to observe the decomposition reaction. For this run, there were no 
input streams and no output streams. The thermal effects due to the reaction were 
calculated based on the use of formation properties as one of the contributions (along 
with the ideal gas and residual contributions) that comprise the evaluation of internal 
energies and enthalpies in the simulation program. Figure 32 shows the evolution of 
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temperature and pressure in an insulated closed vessel until the depletion of DTBP with 
the implemented kinetics. 
As can be seen there is good agreement between the simulated and experimental 
curve, which are represented by the red and black line, respectively. The simulated 
temperature curve is sharper than the corrected temperature curve (black dotted line). 
This is to be expected according to Kossoy et al [139], who recognize that Fisher’s 
correction does not take into account the fact that the reaction will be faster at lower phi-
factor. This is because, under adiabatic conditions, the same heat release will give way to 
a higher self-heating. This in turn accelerates the reaction kinetics and, thus, the reaction 







Figure 32. Temperature and pressure profile of the decomposition of 20 wt% DTBP in 
Toluene in a closed vessel validated against experimental trial 1.  
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The maximum temperature predicted by the simulation is 507.5 K, and the 
maximum pressure evolved in the vessel is 4 MPa. The maximum temperature is higher 
than that given by the experimental adiabatic trial, but lower than the corrected curve for 
a phi-factor of 1. The simulated pressure is highly dependent on the simulated 
temperature and both peak before their experimental counterparts. This could be because 
of side reactions, which were not considered in the model. Anyway, the maximum 
calculated pressure value of 4 MPa for this reactive system is similar to experimental 







Figure 33. (a) Temperature rise (self-heating) rate and (b) pressure rise rate of the 
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Still, the rate of temperature rise profile, and not the temperature profile, is the 
better basis for comparison when it comes to thermal runaway conditions. Thus, Figure 
33 shows the temperature rise (self-heating) rate and pressure rise rates for both the 
experimental and simulation curves. Since the simulation ends, for some numerical 
reason, when there are around 0.05 moles of DTBP in the vessel, which is just shy of 
complete depletion, the full self-heat rise rate profile is not developed. The maximum 
self-heat rise rate for the simulated case, which is perfectly adiabatic, was 1.39 K/s. This 
is similar to the uncorrected experimental data but substantially smaller than the 
corrected experimental self-heat rise rate.  
This deviation could be due to the simplicity of the phi-correction in general, 
which neglects the effect of the phase changes that occur within the vessel It is based on 
the initial fluid (taken to be just the initial liquid mass) heat capacity, and this changes as 
the reaction proceeds and vapor/gas form. Another reason could simply be the EOS 
chosen. While PR-EOS provides good results for the oil and gas industry, it may not be 
the best EOS to use for reactive systems that contain polar compounds. A change in the 
EOS will also impact the sound speed calculations. 
A definitive limitation however, is that resulting from a simplified global kinetic 
expression. A small sensitivity analysis was performed on the effect of the pre-
exponential factor, and the activation energy on the simulation results. Their separate 
effects on temperature are shown in Figure 34. While a 5% change in the pre-
exponential factor still brings a horizontal shift in the temperature curves, a 5% change 
in the activation energy plays a major role in defining the speed of the reaction.  





Figure 34. Temperature profile for varying (a) activation energy and (b) pre-exponential 




Figure 35. Liquid phase volume of the decomposition of 20wt% DTBP in Toluene in a 













Figure 36. Profiles of (a) vapor component amounts, (b) liquid component amounts, (c) 
vapor phase mole fractions, (d) liquid phase mole fractions of the decomposition of 
20wt% DTBP in Toluene in a closed vessel. 
 
 
The simulation output also provides a history of the phase volumes within the 
vessel. The phase volumes at all times should add up to the total volume of the vessel, 
which was defined to be 0.01 m3. This was observed at all times in all the test cases 
reported in this chapter. The liquid volume increases over time because for every mole 
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of DTBP that decomposes two moles of acetone are generated, and thus the liquid phase 
becomes more acetone rich. This is shown in Figure 35. 
The simulation results also provide information regarding the amounts of the 
components within the vessel as the reaction takes place in each phase, as shown Figure 
35(a) – (b). The liquid phase is initially rich in DTBP and toluene, while the vapor phase 
is rich in nitrogen. The products, acetone and toluene, increase in a stoichiometric 
fashion, as the reaction evolves. Ethane, being the more volatile product has a larger 
presence in the vapor phase when looking at the mole fractions in Figure 35 (c) –(d). 
When looking just at the mole numbers, because of the high system pressure, the results 
show that ethane has a non-negligible liquid phase mole fraction. 
8.3 Reference ERS venting simulation  
Next, the vessel was simulated with an ERS device located on the lateral wall, at 
0.264 m above the bottom of the tank. At such a high position and with no liquid surge, 
as assumed in this work, the vented fluid was always from the vapor phase within the 
vessel in the cases presented here. The reference ERS venting simulation case was 
chosen to be when the set pressure, Pset was 0.4MPa, and the area of the ERS, AERS was 
1×10-4 m2. This selection was based on previous work done by Casson et al [140]. 
The temperature and pressure profiles are given in Figure 36. The sharp and fast 
decrease of the temperature of the fluid in the vessel is captured, as a result of the sharp 
depressurization of the vessel at the set pressure of 0.4MPa. The maximum temperature 
reached is 410K. A vessel with an AERS of 1×10-4 m2 allows for the system to behave in a 
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tempered manner with the temperature following the pressure curve, confirming that 
general classification that DTBP in toluene is a tempered system. 
Since the depressurization occurs over a small period of time, the integration 
variable here is not time, but a rapidly changing component within the vessel at this 
point due to venting. Figure 37 shows the temperature and pressure profiles, after the 
ERS opens, for both the vessel and at the ERS exit. Also, the tempering effect is quite 
clearly captured as the temperature and pressure within the vessel both decrease. When 
the pressure reaches atmospheric pressure, after which the simulation comes to an end. 
The temperature on the other hand drops by approximately 16 K. For this case, it takes 







Figure 37. Temperature and pressure profiles of the decomposition of 20wt% DTBP in 
Toluene in a vessel equipped with an ERS with AERS = 1×10-4 m2 and Pset = 0.4MPa: (a) 
full simulation time and (b) after ERS opens. 
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From Figure 37 it can be seen that the exit temperature and pressure are initially 
much lower than those within the vessel, with a value of 371 K for the exit temperature 
and 0.23 MPa for the exit pressure, which is expected. Despite complex parallel 
phenomena occurring during depressurization, the behavior at the ERS exit can be 
explained by the phase profiles as well as the fluid speed and sound speed profiles 







Figure 38. Profiles at the ERS exit of (a) number of phases (b) fluid and sound speeds 
for a vessel containing the decomposition of 20wt% DTBP in Toluene and equipped 
with an ERS with AERS = 1×10-4 m2 and Pset = 0.4MPa.  
 
As can be seen, the simulation predicts two-phase flow for about 0.2 seconds at 
the exit and then eliminates the second phase, so that there is only all vapor venting, 
while the vessel maintains two phases at all times. An independent flash problem was 
used to simulate the conditions at the exit point, confirming the transition from the two 
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to the one-phase regime at about 0.2 seconds. Since the fluid is released at such a high 
pressure, partial condensation is a reasonable outcome.  
Also, from Figure 38 , the fluid speed is initially sonic. At about 2 seconds, it 
becomes subsonic and the fluid temperature increases to compensate for the decrease in 
kinetic energy. As the pressure within the tank decreases, as seen in Figure 37, the 
pressure ratio moves away from the chocking ratio, and the fluid experiences a transition 
from sonic to subsonic flow. As the velocity suddenly decreases, this is compensated by 
an increase in enthalpy in order to satisfy the energy balance, thus explaining the second 
temperature increase at the ERS exit in Figure 37. There are some oscillations in the 
fluid speed curve during the time interval 7 – 15 seconds, which can be attributed to 
numerical instability. However, they do not hinder the overall trend of a decreasing fluid 
speed as the vessel depressurization is complete, reaching atmospheric pressure. 
Also part of the output results, are the generation rates within the vessel. These 
rates are shown in Figure 39. The rates of toluene and nitrogen overlap, at zero, which is 
expected since they do not take part in the decomposition reaction. Also, the rate at 
which DTBP decomposes is the same as that which ethane forms as seen by the 
turquoise and green lines. The rate of acetone generation, shown in purple, is twice that 
of ethane.  
These values agree with the stoichiometry of the reaction expression for the 
decomposition of DTBP used in these simulations. As the pressure in the vessel 
decreases due to venting, and as the DTBP amount within the vessel decreases, the 
generation rates approach zero.  





Figure 39. Profiles at the ERS exit of (a) generation rates (b) instantaneous release rate 
for a vessel containing the decomposition of 20wt% DTBP in Toluene and equipped 
with an ERS with AERS = 1×10-4 m2 and Pset = 0.4MPa. 
  
 
The instantaneous release rates and amounts are also given in Figure 39. The 
release rates are very high as soon as the ERS opens, which is expected. Then, at about 2 
seconds, the time after which the fluid transitions to a subsonic speed, and with 
decreases in vessel pressure, the release rates are much slower. The release rate of 
nitrogen is the highest, since it is an inert and concentrates in the vapor phase, where the 
discharge takes place. All the other components experience similar rapid discharges until 
around 2 seconds, where the sonic-to-subsonic transition takes place, after which the 
rates approach zero. The sole exception is toluene, which experiences a rapidly 
decreasing release rate event after the transition. This could be due to the fact that it is 
also an inert, not taking part in the reaction. Despite the fact that toluene is an inert, it is 
the most plentiful component in the system, by far. Thus, even if its volatility is not that 
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high at the problem conditions, there is so much of it that there is always a sizeable 
amount of it in the vapor. 
This can further confirmed by looking at Figure 40, which shows the amounts 
released to the atmosphere as are result of the venting phenomena. The highest released 
amount is toluene, followed by DTBP. This is again attributed to the temperatures both 
in the vessel and at the exit point being close to their respective boiling points. The 
released amounts of nitrogen and ethane remain relatively constant after the transition to 
subsonic flow, and acetone experiences the least release. This is supported by its low 
release rate. 
 
Figure 40. Released amounts profiles at the ERS exit of a vessel containing the 
decomposition of 20wt% DTBP in Toluene and equipped with an ERS with AERS = 
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8.4 Sensitivity of dynamic simulator to ERS relief area 
8.4.1. Large ERS areas  
The results and observations presented in the previous section were for a Pset of 
0.4MPa, and an AERS of 1×10-4 m2. In order to assess the effect of AERS, a sensitivity 
analysis was performed. For a constant Pset of 0.4MPa, simulations were run for the 
following values of the ERS area: 5×10-5, 1×10-4, 1.25×10-4, 1.50×10-4, 2×10-4 and 
2.5×10-4 m2. Their corresponding diameters are shown in Table 9 
 
 
Table 9. List of simulated ERS areas and their corresponding diameters  
 








Since the temperature and pressure developed within the vessel before the ERS 
opens is the same as those presented in section 8.2 for the closed vessel, only the time 
interval after the ERS opens is considered for analysis purposes. The collective 
temperature and pressure profiles for the depressurization of the vessel with varying 
ERS areas are shown in Figure 41. The first thing to note that is that because the set 
pressure is constant, the starting and end points for all the curves with respect to 
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temperature and pressure are the same. The only differing factor is the time: as the area 
increases, the resulting temperature and pressure drop with in the vessel is much faster. 
For an AERS of 5×10-5 m2, the time for vessel depressurize to atmospheric pressure is 







Figure 41. Profiles of (a) temperature and (b) pressure during depressurization of a 
vessel containing the decomposition of 20wt% DTBP in Toluene and equipped with an 
ERS with Pset = 0.4MPa. 
 
 
When AERS is increased by a factor of 5, the vessel depressurize time is around 6 
seconds. This means that as the AERS is increased by a factor of 5, the time it takes to 
depressurize the vessel to atmospheric pressure decreases by a factor of 5. Thus, the 
depressurization time is inversely proportional to the AERS. This is expected because the 
flow rate is linearly proportional to the ERS area in the model. 
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The effect of the ERS area can also be extended to the exit point conditions, 
whose temperature and pressure profiles are shown in Figure 42. The smaller the AERS 
is, the longer it takes for the temperature and pressure of the exiting fluid to drop. The 
time it takes for the temperature to drop at these exit and within the vessel is relatively 
the same for all areas. This is mainly due to the transition from sonic to subsonic flow, 







Figure 42. Profiles of ERS exit (a) temperature and (b) pressure during depressurization 
of a vessel containing the decomposition of 20wt% DTBP in Toluene and equipped with 
an ERS with Pset = 0.4MPa. 
 
 
During this transition, the fluid velocity decreases, inducing an increase in 
enthalpy in order to satisfy the energy balance. The longer it takes for the flow to 
become subsonic, such as is the case for an AERS of 5×10-5 m2, the less sharp the jump in 
temperature is. For larger values, like an AERS of 2.5×10-4 m2, the pressure decrease of 
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the exit stream (Figure 42) is so rapid (~ 0.5s), and therefore the transition from choked 
to non-choked (Figure 43) flow is equally rapid, the resulting temperature increase is 
sharp (Figure 42). 
 
Figure 43. ERS exit fluid and sound speed profiles for depressurization of a vessel 
containing the decomposition of 20wt% DTBP in Toluene and equipped with an ERS 
with Pset = 0.4MPa. 
 
 
8.4.2. Intermediate and small ERS areas 
Perhaps what is more interesting to note is that for all the ERS areas used, the 
system remains tempered, with the temperature and pressure decreasing at the same 
time. This means that all the ERS areas used for this sensitivity analysis can fully 
depressurize the vessel, and act as adequate relief. Thus, more simulations were run with 
much smaller values of AERS using the same vessel specifications. The areas chosen and 
their corresponding diameters are shown in Table 10 
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Table 10. List of simulated ERS areas and their corresponding diameters  
 












Figure 44. Profiles of (a) temperature and pressure (b) fluid and sound speed during 
depressurization of a vessel containing the decomposition of 20wt% DTBP in Toluene 
and equipped an ERS with Pset = 0.4MPa and intermediate ERS areas. 
 
The analysis of the areas will be coupled such that the results for ERS areas of 
9.62×10-8 m2 and 7.07×10-8 m2 (intermediate areas) will be discussed together, and 
4.91×10-8 m2 and 3.14×10-8 m2 (small areas) will also be discussed together. The 
temperature and pressure profiles in the vessel with for the intermediate ERS areas are 
given in Figure 44 (a). For both areas, the pressure drops at the set pressure of 0.4 MPa 
at about 10,000 seconds.  
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For an AERS of 9.62×10-8 m2 the resulting pressure drop is not enough to 
depressurize the vessel to atmospheric pressure, but only to 0.2 MPa right after the ERS 
opening. Then, there is a significant change in the slope of pressure profile, where by it 
takes the vessel about 20,000 seconds in order for the vessel pressure to reach 
atmospheric pressure after the ERS opens. The temperature profile does not exactly 
follow the pressure profile, in that there is no drastic temperature decrease because of the 
ERS opening. Rather, the temperature drops at a more or less constant rate throughout 
(about 20 K over a period of 20,000 seconds), until the vessel pressure becomes 
equivalent to atmospheric, and the simulations ends. 
Similarly, for an AERS of 7.07×10-8 m2 the resulting pressure drop is not enough 
to depressurize the vessel to atmospheric pressure, but only to 0.2 MPa right after the 
ERS opening. Then, the pressure passes through a minimum value and increases 
afterwards, only to decrease once again. The temperature however does not follow the 
pressure curve. It experiences a very small dip at the opening of the ERS, slowly starts to 
increase, then passes through a maximum, after which it decreases again. The increase 
comes about because the ERS area has no lasting effect on the temperature, and thus 
cannot override the governing decomposition reaction kinetics. There is also a small 
increase in pressure due to gas generation, but because of constant venting through the 
now open ERS, the pressure decreases to atmospheric once again. This result indicates 
that a system cannot be classified as ‘tempered’ solely based on the chemicals involved, 
as the area of the ERS plays an important role in drawing the line between tempered and 
untempered behavior. 
  132 
The fluid and sound speed of the exit streams are shown in Figure 44 (b). The 
transition from sonic to subsonic or chocked to non-choked flow is much delayed when 
using a smaller ERS area, which is acceptable because the pressure in the vessel drops 
much slower when the ERS area decreases. Figure 46 shows the exit temperature and 
pressure profiles, the amounts leaving the vessel, as well as the amounts remaining 
within the vessel for both intermediate areas. The temperature experiences a maximum, 
and then starts to decrease at the same rate that the temperature in the vessel is also 
decreasing. For an ERS area AERS of 7.07×10-8 m2, it takes much longer for the exit 
temperature to decrease than for an ERS area of 9.62×10-8 m2. At the transition regions 
between choked to non-choked flow, there is a small increase again in temperature, but 
not as significant as with the larger areas. This is explained by the fact that high fluid 
flow speeds are associated with low temperatures in order to maintain the energy 
balance, and vice versa. The pressure takes 15000 seconds longer to reach atmospheric 
pressure with an AERS of 7.07×10-8 m2 and, thus, more mass is vented with the smaller 
area, as seen in Figure 46. Also, when looking at the amounts remaining within the 
vessel, or more particularly ethane as it is the more volatile of the two products, it 
decreases as the ERS area increases. It can also be seen that all the nitrogen was vented 
out, with the smaller ERS area taking longer to vent out the same nitrogen quantity. 
The temperature and pressure profiles, as well as the fluid speed profiles in the 
vessel with for the small ERS areas are given in Figure 47. For both areas, the pressure 
drops at the set pressure of 0.4 MPa at about 7,000 seconds. When the ERS area is 
4.91×10-8 m2, the effect of the ERS opening is more pronounced on the temperature and 
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pressure curves, such that there is a defined dip in both properties. The property curves 








(b)   
 
(e)    
 
Figure 45. Vessel containing the decomposition of 20 wt% DTBP in Toluene and 
equipped with an ERS with Pset = 0.4MPa. For an AERS of 9.62×10-8 m2 : (a) ERS exit 
temperature and pressure profiles, (b) profile of amounts leaving, and (c) total amounts 
in the vessel. For an AERS of 7.07×10-8 m2: (d) ERS exit temperature and pressure 
profiles, (e) profile of amounts leaving, and (f) total amounts in the vessel. 
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(c)  
 
(f)   
 
Figure 46. Vessel containing the decomposition of 20 wt% DTBP in Toluene and 
equipped with an ERS with Pset = 0.4MPa. For an AERS of 9.62×10-8 m2 : (a) ERS exit 
temperature and pressure profiles, (b) profile of amounts leaving, and (c) total amounts 
in the vessel. For an AERS of 7.07×10-8 m2: (d) ERS exit temperature and pressure 








Figure 47. Profiles of the (a) temperature and pressure (b) fluid and sound speed during 
depressurization of a vessel containing the decomposition of 20wt% DTBP in Toluene 
and equipped an ERS with Pset = 0.4MPa and small ERS areas. 
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In the case of an ERS area of 3.14×10-8 m2, the act of venting drops the pressure 
only slightly because it builds up again. This is because the venting had almost no 
impact on the temperature, which increases due to the kinetics of the reaction, generating 
a sharp temperature increase to 500 K, and a corresponding second pressure peak at 
3.25MPa. It can thus be concluded that the smaller the area, the larger and the faster the 
temperature and pressure increase.  
To better understand the fluid and sound speed profiles, the phase change profiles 
for the small ERS areas are shown in Figure 48. The flow throughout the simulated time 
period is sonic, as the fluid speed curve in maroon overlaps the sound speed curve in 
olive green. Both curves experience a minimum at around the time where the ERS 
opens. The smaller ERS area of 3.14×10-8 m2 experiences much higher velocities, 
because its temperature and pressure starts to build up much earlier due to inadequate 
venting. The sharp peaks in both fluid speed curves can be explained by the phase 
changes that occur at those times. 
Initially the sound speed starts to decrease because the pressure in the tank is 
decreasing, albeit at a slow rate. The temperature however is still increasing, and thus the 
reaction is generating gaseous products that cause the pressure within the vessel to 
increase once again. The fluid and sound speeds increase again, and only experience a 
sudden drop when a second phase appears at around 9,000 seconds for an area of 
3.14×10-8 m2 and at around 13,000s for an area of 4.91×10-8 m2. This result is expected 
as phase addition can cause abrupt changes in sound speeds. Single phase discharge 
immediately followed by two-phase flow during reactor top venting, for a short time is 
  136 
normal, and is attributed to liquid entrainment of droplets or condensation of vapors in 
the nozzle [141]. Since the model does not account for liquid entrainment, condensation 
is the most likely cause for two-phase flow discharge. Also, it should be noted that the 
two phase flow region after single phase venting cannot be attributed to numerical 








Figure 48. Vessel and ERS exit phase change profiles for depressurization of a vessel 
containing the decomposition of 20wt% DTBP in Toluene and equipped with an ERS 
with Pset = 0.4MPa and (a) AERS of 4.91×10-8 m2 (b) AERS of 3.14×10-8 m2 
 
 
Figure 50 shows the exit temperature and pressure profiles, the amounts leaving 
the vessel, as well as the amounts remaining within the vessel for both intermediate 
areas. A larger ERS area means a large release to the atmosphere. Also, it should be 
noted that the change in slope of the exit temperatures (at around 1000s for AERS = 
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3.14×10-8 m2 and at about 500s for AERS = 4.91×10-8 m2) is due to the appearance of a 











Figure 49. Vessel containing the decomposition of 20wt% DTBP in Toluene and 
equipped with an ERS with Pset = 0.4MPa. For an AERS of 4.91×10-8 m2 : (a) ERS 
exit temperature and pressure profiles, (b) profile of amounts leaving, and (c) total 
amounts in the vessel. For an AERS of 3.14×10-8 m2 : (d) ERS exit temperature and 
pressure profiles, (e) profile of amounts leaving, and (f) total amounts in the 
vessel. 




(f)   
 
Figure 50. Vessel containing the decomposition of 20wt% DTBP in Toluene and 
equipped with an ERS with Pset = 0.4MPa. For an AERS of 4.91×10-8 m2 : (a) ERS exit 
temperature and pressure profiles, (b) profile of amounts leaving, and (c) total amounts 
in the vessel. For an AERS of 3.14×10-8 m2 : (d) ERS exit temperature and pressure 
profiles, (e) profile of amounts leaving, and (f) total amounts in the vessel. 
 
 
When looking at the released amounts and the amounts remaining within the 
vessel, the amount of DTBP that is released with the smaller ERS area is very minute, as 
most of it is involved in the reaction within the vessel. When the amount of DTBP has 
been fully depleted, the reaction is complete. Thus, the remaining components 
experience a change of slope, resulting from no more generation, to counter the amount 
being vented. As the reaction comes to completion, for both areas, it can be seen that the 
temperature and pressures start to decrease as shown in Figure 50. 
8.4.3. Sensitivity of dynamic simulations to ERS set pressure 
The results and observations presented thus far show the predicted effect of the 
relief valve diameter on the resulting temperature and pressure of the fluid within the 
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vessel. In order to predict the effect of different set pressures, Pset, of the ERS, a 
sensitivity analysis was performed with a fixed AERS of 1×10-4 m2. Since the starting 
pressure within the vessel was already at 0.3 MPa, the chosen ERS set pressures were 







Figure 51. Profiles of the (a) temperature and (b) pressure during the decomposition of 




Figure 51 shows the resulting temperature and pressure profiles, respectively, as 
Pset increases. It can be seen that the earlier the vent opens, the less developed the 
temperature and pressure profiles are. As can be seen, the time it takes for the pressure to 
reach 0.4 MPa is around 7,000 seconds, for 0.5MPa the time is around 9,800 seconds 
and for 0.6MPa the time is 11,000 seconds. This decrease in time intervals between one 
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set pressure to a higher one is due to the exponential nature of the increase in 
temperature.  
Figure 53 shows that changes in vessel temperatures and pressures during 
depressurization, as well changes in ERS exit point temperature and pressure profiles as 
the set pressure increases. With higher set pressures, it naturally takes longer for the 
vessel pressure to reach atmospheric conditions, and thus the vessel temperature profile 
at higher pressures cools down much slower. In fact, for a Pset of 0.4 MPa it takes 14 
seconds for the vessel to depressurize, while for a Pset of 0.5 MPa it takes 17 seconds, 
and for a Pset of 0.6 MPa it takes 19 seconds.  
When looking at the exit conditions, the temperature experiences a small drop 
because there is a change from a two phase flow regime to single phase at roughly 0.3 
seconds or so for each curve as shown in the phase profiles in Figure 53 (f). As the 
sound speed experiences a minimum, the temperature experiences a maximum and starts 
to decrease. At the point where the flow changes from choked to non-choked, there is a 
sudden drop from sonic velocity to subsonic velocity. This is compensated by an 
increase in enthalpy in order to satisfy the energy balance, and thus a second spike in the 
fluid temperature. 
Figure 54 shows the amounts leaving the vessel at the ERS exit. The curves are 
presented using a logarithmic scale in order to be able to fully capture all the 
components. Nitrogen, which exists mostly in the vapor phase is released at the 
beginning, then the cumulative amount remains constant because it is not released 
anymore. However, at higher pressures and subsequently temperatures, it takes longer 
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for the pressure to reach atmospheric conditions, and thus there is more time for material 
to flow from the vessel. The dotted lines, signifying a Pset of 0.6 MPa are always higher 
than the remaining curves. At higher temperatures, more acetone and ethane can be 











Figure 52. Vessel containing the decomposition of 20wt% DTBP in Toluene and 
equipped with an ERS with AERS = 1×10-4 m2 and varying Pset: (a) vessel 
temperature profiles; (b) vessel pressure profiles; (c) ERS exit temperature 
profiles; (d) ERS exit pressure profiles; (e) fluid and sound speeds; (f) phase 
profiles in the vessel and at the ERS exit. 





Figure 53. Vessel containing the decomposition of 20wt% DTBP in Toluene and 
equipped with an ERS with AERS = 1×10-4 m2 and varying Pset: (a) vessel temperature 
profiles; (b) vessel pressure profiles; (c) ERS exit temperature profiles; (d) ERS exit 




Figure 54. Amounts leaving the vessel at the ERS exit profiles of the decomposition of 
20wt% DTBP in Toluene inside a vessel equipped with an ERS with AERS = 1×10-4 m2 
and varying Pset. 
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8.5 Key observations 
A full sensitivity analysis conducted was done for all the large diameters and set 
pressures discussed in this section. Due to similar trends and behaviors, not all the 
results were shown, since the results presented are enough to illustrate several points. 
The first of which is the fact these simulations results are based on a simplified global 
kinetic expression that does not include any side reaction. This presents limitations in the 
full developed of the temperature and pressure profiles.  
Despite this, they provide a good description of vessel behavior and 
depressurization phenomena. For large ERS areas, the simulated system remains 
tempered all times, with the decrease in vessel pressure subsequently inducing a 
decrease in temperature in a matter of seconds. Also, there exist intermediate areas 
wherein the system temperature will not experience a sharp drop, but rather stagnate and 
gradually drop at a very slow pace. In this case, the time it takes for the temperature to 
lower is in the order of hours. This may or may not be acceptable depending on many 
aspects, such as the process used and the risks it poses. At small areas, a second pressure 
peak could be observed, and the temperature continues to run away.  
When the ERS set pressure was changed, it was observed that the higher the set 
pressure, the higher the resulting temperature in the vessel. Thus, it takes longer for the 
pressure to reach atmospheric conditions, and thus there is more time for material to 
flow from the vessel. This is a problem if the material is hazardous, or if the critical 
runaway temperature is reached.  
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CHAPTER IX  
CONCLUSIONS 
The need for more information on emergency relief system sizing for reactive 
systems was identified over 20 years ago [142]. Since then, a considerable amount of 
research has been carried out on the subject, particularly in the US by the Design 
Institute for Emergency Relief Systems (DIERS). However, there is still a need for more 
information on the design methods, particularly given the limitation of current models, 
and their tendency to oversize ERS, particularly for gassy/hybrid systems. These 
limitations give rise to the need for dynamic models that utilize: (i) rigorous 
thermodynamics to evaluate component and mixture properties, (ii) adiabatic 
calorimetric data for model validation with respect to temperature and pressure profiles; 
(iii) a kinetic model that describes the evolution of the reaction; (iv) a level swell model 
that describes the rise of bubbles, and swell of the liquid-vapor interface; and (v) a two-
phase flow model. 
The procedure proposed in this study uses rigorous evaluations of the 
thermodynamics properties of fluids inside the vessel and at the exit points, a simplified 
global kinetic expression to describe the reaction progression with parameters (i.e. the 
activation energy, pre-exponential factor and reaction order) based on experimental data, 
and a two phase model based on sound speed calculations in multiphase systems to 
establish the number of phases and choking conditions. Level swell, however, was not 
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considered in this work. Also, due to an overall simplified kinetic expression, side 
reactions were not included. 
The output of the proposed model quantifies several properties of the fluid inside 
the vessel and at each exit point. The properties of the fluid in the vessel computed 
during the simulations include the temperature, pressure, number of phases, and phase 
volumes, amounts, and compositions. The properties of the fluids at each exit point 
include the local temperature and pressure, number of phases, molar volume, 
instantaneous flow rates of each component, and cumulative amounts that enter or leave 
the vessel through each input or output stream. This information allow for a detailed 
assessment of the vessel behavior during relief venting and provides valuable 
information about the source term in simulations of the environmental dispersion of 
chemicals. The results of this work can be used to enhance ERS design methods, and in 
the planning for emergencies that involve the release of hazardous chemicals. 
The closed vessel simulations show a relatively good agreement with closed 
vessel adiabatic experimental data. It should be noted that the simulated pressure and 
temperature profiles are not as fully developed as the experimental curves. This is due to 
the use of simplified kinetics, which does not allow for the consideration of side 
reactions that may contribute to increased gas generation, and some numerical instability 
that stops the simulations just shy of completion. The source of such numerical 
instability can be attributed to various reasons. Perhaps the most influential of which is 
that there is no general criteria for choosing the limiting amount of a component, such 
that it can no longer become a viable integration variable. An arbitrary cut-off was 
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chosen for the simulations in this work. Thus, together, these limitations do not allow for 
a ‘perfect’ comparison with experimental profiles. However, for the purpose of this 
work, the results are acceptable.  
Sensitivity studies, when no experimental data were available for comparison, 
showed numerical results that follow meaningful qualitative trends. The main parameters 
studied in this work, were the effect of the ERS area and the ERS set pressure on the 
depressurization of the vessel, and exit point conditions. Also, the results shed light on 
the intrinsic classification of ‘tempering’ based on the chemical reaction involved. 
For large ERS areas, the simulated system remains tempered all times, with sharp 
decreases in vessel pressure to atmospheric pressure in the order of seconds. As a result, 
the vessel temperature also experiences a sharp drop. For intermediate ERS areas, the 
system pressure experiences a sharp drop, but the vessel pressure does reach atmospheric 
pressure. This is because the sudden drop in pressure does not induce a sharp drop in 
temperature, allowing the reaction to continue at high temperature. This increases the 
gas production rate, and contributes to the total vessel pressure, despite depressurization 
via ERS. Depending on the intermediate ERS area, the temperature either experiences a 
small increase or stagnates before gradually drop at a very slow pace. In this case, the 
time it takes for the temperature to decrease is in the order of hours. This may or may not 
be acceptable depending on many aspects, such as the process used and the risks 
associated. At small ERS areas, a second pressure peak was observed, and the 
temperature experiences a small change in slope during relief action, but since this is 
inadequate, the runaway occurs. This leads to the conclusion that it is not the nature of 
  147 
the chemical system, but in fact, the ERS area that governs whether a system behaves in 
a tempered or untempered manner. 
When the ERS set pressure was changed, it was observed that the higher the 
pressure, the higher the temperature in the vessel. Thus, it takes longer for the pressure 
to reach atmospheric conditions, and thus there is more time for material to flow from 
the vessel. This is a problem if the material is hazardous or if the critical runaway 
temperature is reached. 
Experience accumulated throughout this study has demonstrated that the program 
runs well for several cases, however, it should be noted that the most time consuming 
element of these simulations was the evaluation of component flow rates during choked 
(sonic) releases. This computation requires the solution of a flash problem with specified 
values of enthalpy and entropy, which is solved using nested loops in the current version 
of the simulator.  
The numerical and scientific limitations of this model give possibility for future 
developments, outlined in the next section. 
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CHAPTER X  
FUTURE WORK 
In order to reduce numerical instability arising from the nested loops in the flash 
calculations with specified values of enthalpy and entropy, it recommended that single 
loop be used, with the nested loops acting as a back-up method in the cases of slow or 
non-convergence. This is the way the isochoric-isoenergetic (UVN) flash is currently 
implemented, and it leads to much faster numerical calculations. It should be noted that 
this is currently under development. Also, a more global criterion of selecting limiting 
quantities of component, for it to be a viable integration variable should be considered. 
This could reduce instability and allow for the reaction in the simulations to reach 
completion. 
From the simulations carried out and the results obtained, it is clear that there is a 
need to test other parameters besides the ERS area and set pressure. This includes 
utilizing the ability of the model to accommodate different vessel shapes (spherical, 
horizontal, etc) as well as the study of the effect of secondary venting system represented 
by a permanent orifice. The current model has not been tested with two exit points, but, 
in principle, should be able to handle such cases. Moreover, the effect of the fill level 
can be studied. Of course, this would require a more comprehensive experimental study, 
in order to validate the results obtained, and obtain good reproducibility, especially at the 
adiabatic stage. In additions, the effect of an external fire should also be tested, as the 
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model is equipped to handle such cases as well. It is also recommended that different 
chemical systems should be studied in order to confirm the results of this study.  
Furthermore, a more comprehensive kinetic study is required in order to be able 
to model what takes place experimentally. This requires the use of thermogravimetric 
analysis (TGA) in order to be able to confirm reaction products. Then based on these 
studies, the inclusion of secondary side reactions that may contribute to the overall gas 
production rate should be considered. Also, further studies need to be conducted to 
predict the order of the reaction. In this work, and in much of discussed literature, this 
value was simply taken to be 1, based on the global behavior of the system.  
Finally, the addition of level swell phenomena, which was overlooked in this 
study, will provide deeper insight into the behavior of the hydrodynamics of the vessel, 
and the occurrence of two-phase flow. This will greatly affect the choice of size for the 
ERS system in place.  
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APPENDIX A   
PERKINELMER DSC 8500 HYPER-ENABLED DOUBLE-FURNACE 
DIFFERENTIAL SCANNING CALORIMETER 
 
The PerkinElmer DSC 8500 Hyper-enabled Double-Furnace Differential 
Scanning Calorimeter is equipped with a 90% platinum alloy furnace that allows for 
superior thermal conductivity and fast furnace response. It can also operate with oxygen 
at temperatures greater than 873.15 K. It is also equipped with distributed platinum 
resistance temperature sensors, which are more accurate and linear for a wider 
temperature range. There are various cooling accessories, some of which are the chiller 
and LN2 cooler. 
In terms of its calorimetric performance, it has a dynamic range of ±1300 mW, 
which allows applications with high-energy thermal transitions to be measured. The 
instrument’s accuracy for heat flow measurements is <±0.2% while its precision is 
<±0.03%. Also, it can operate within a wide temperature range of 93.15 to 1023.15 K. 
Its accuracy with respect to temperature performance is <±0.05% while its precision is 
<±0.008%. Furthermore, the instrument has controlled heating and cooling rates of 0.01 
to 1023.17 K/min, and an in-situ ballistic cooling to 2373.15 K/min and this enables 
experiments that simulate real-world processes. [131] 
Its main operating governing principle of measurement is through power 
compensation. Here, the sample pan as well as the reference pan are placed in an 
identical set of furnaces/ovens. The temperature difference between the two is controlled 
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through the power supply output to the sample furnace. In RC, there is an internal 
compensation heater that minimizes the temperature difference between the sample and 
the surroundings. The concept is the same in both cases, such that the power supplied to 
minimize the temperature difference is the measured variable. The difference between 
the power supplied and the baseline value when no reaction takes place is the quantity Q̇s 
[17]. 
 
A.1 Apparatus description 
 
The DSC consists of four major components: the main furnace for the sample 
and reference cells, the chiller, a crimping set and a computer control software. The main 
furnace, as shown in Figure 1, houses two small cells that can be made from various 
metallic compounds, as well the heater, and the thermocouples.  
There are various cell types, or ‘pans’ to be more precise, than can be used, 
depending on the system and the pressure buildup. The Standard Sample Pans are 
available in aluminum, copper, or gold. Here, the sample is contained within a highly 
conductive capsule and distributed in a thin layer so that the internal resistance in the 
sample itself is very small. The operating temperature range vary with the material. For 
example, platinum and gold exhibit high thermal capabilities and thus can be used to 
1000 K. The Stainless Steel Pans with O-ring are designed to suppress the vaporization 
of a solvent or a volatile reaction product, thus eliminating any effects of the heat of 
vaporization. These capsules can withstand an internal pressure of 40 atm, have a 
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volume of 60 µL, and are to be operated between 233.15 K  to 673 K. High pressure 
gold cells that can withstand up to 100 atm are also available.  
 
 
Figure 1. DSC sample and reference cell furnace with vacuum wand. 
 
Each pan needs to be crimped, so that it is sealed and the sample is protected 
from contamination. To do this a press kit is used. Each pan type has a special accessory 
to be used to crimp it or seal it shut. Care must be taken to avoid leaks and detect faulty 
pans.  
The software used with the DSC is PyrisTM. It allows for calibration of the 
baseline, heat flow and temperature sensors. It also has the ability to calculate 
conversion-time-temperature data along with the heat flow thermogram. Options such as 
onset calculation and peak area are also available.  
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A.2 Operating modes and procedures 
 
In this research, Stainless Steel Pans with O-ring were used for both the sample 
and reference cells. First, a set of cells, one reference and one for the sample, were 
prepared by inserting the O-ring using a pair of fine tweezers around the inside the pan 
cover.  The pan covers were then placed on top of the pan bottom and each is weighed 
separately using a microbalance. Then, the reference cell was crimped using the press kit 
and reweighed. The weight was recorded for each step. The pan cover was then removed 
from sample pan and using a micropipette; 10 µL were pipetted into the pan bottom. The 
cover was replaced and the weight of the sample pan with the contents was recorded. 
The difference in mass between the empty pan and pan with contents gives the mass of 
the sample/solution. The sample pan was also crimped and reweighed. This was to be 
able to denote any mass change or leaks during the experimental run.  
Next, the furnace temperature was set to be 303.15 K using PyrisTM and 
information about the weight sample and name of the run are inputted.  The operation 
mode was set to temperature scanning. The program was constructed such that the 
instrument would hold for 1 minute at 303.15 K, then proceed with a heating rate of 5 
K/min, until 573.15 K, where it will hold this temperature for another minute. After this 
the cooler will start taking the system back to preset initial temperature. The heating rate 
was changed frequently between run to 5 K/min, 10 K/min, 12.5 K/min and 15 K/min.  
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Finally, the sample and reference pans were loaded in the furnace in their 
allocated places using a vacuum wand. The run program was then set to start. The 
thermogram of heat flux with the progression of time and temperature was generated. 
The onset temperature and heat of reaction were determined using the PyrisTM software. 
Conversion-time curves were generated as a function of the heat flux and calculated heat 
of reaction.  
 
A.3 Data quality  
 
To maintain high data quality, several tasks were carried out frequently. First, the 
equipment was placed on a stable non-vibrating table, with a clear area surrounding it. 
This reduced signal noise on the thermograms. Second, instrument calibration was 
performed every time there was drastic change in heating rate, or temperature range of 
study. The calibration standard used was Indium.  
Also, frequent technician and servicing visits were scheduled to make sure the 
automated equipment mechanism, like door opening, was always working. Technicians 
also looked at several collected thermogram to check for quality of output signal. The 
furnace was cleaned after every run to avoid and vapors from remaining inside. Dust was 
also removed quite frequently.  
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APPENDIX B    
ADIABATIC REACTION CALORIMETER PHI-TEC I&II 
 
There are several characteristics of a suitable adiabatic calorimeter. The first of 
which is the calorimeter should indeed be adiabatic. This means that the sample is 
loaded into an internal vessel whose walls have good thermal insulation. Also, the 
software used should be able to regulate the heater to maintain the temperature of the 
surroundings equal to those the sample. Usually, the sample hold has volumes of 10 to 
100 mL. The onset temperature detection for such calorimeters is usually when the self-
heating rate is greater than 0.02 K/min. A wide temperature range (293.15 – 773.15 K), 
and pressure range (0 – 150 bar) can be used.  
It is also recommended to work at conditions close to the industrial ones, so that 
scale-up is possible. The type of test cells should be indicative of the type of reactors 
used. Stirring should be simulated if industrial reactors use stirring. Not all conditions 
can reproduced at such a small scale, but as many as possible gives more accurate data 
for scale-up. 
Furthermore, the thermal inertia, indicated by the phi-factor should be close to 
unity. Under adiabatic condition, heat released by the reaction goes only towards 
increasing the temperature of the sample. However, in a calorimeter, both the sample 
and vessel are under adiabatic mode, and thus some of the heat produced is used to heat 
up the vessel walls. In a laboratory scale, the thermal mass of the vessel is a much larger 
fraction of the total thermal mass.  
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It is recommended to use a phi-factor close to unity, or within a range of 1.05-
1.1, since these generally better reflects industrial conditions. If the phi-factor rating of 
particular instrument is outside this range, the data obtained needs to be corrected before 
using it for vent sizing.  
 
B.1 Apparatus description  
 
PHI-TEC I (Figure  2–left) and PHI-TEC II (Figure  2–right) calorimeters are 
bench scale adiabatic calorimeters that allow safe investigations of runaway hazards. 
This part of the report describes both calorimeters and their operating conditions. Both 
the PHI-TEC I and II have the same basic design of an adiabatic calorimeter. The only 
difference between both of them is that PHI-TEC II is capable of using larger test cells 
(up to 120 ml) that have thinner cell walls (and hence lower ϕ) and it has an automatic 
pressure compensation system.  
The common design features of PHI-TECs I and II will be described and then the 
differences between both calorimeters will be discussed in detail. Both PHI-TEC 
calorimeters can be broken down into the following main components: a containment 
vessel, heaters, test cells, instrumentation, electronics unit and a computer and interface 
cards.  
The purpose of the containment pressure vessel is to house the test cell that itself 
contains the investigated reaction. The reason for having a pressure vessel is to provide a 
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safe working environment for the personnel operating the calorimeter. The pressure 
vessel is designed to contain the cell and its components in case it blasts.  
 
 
Figure  2. PHI-TEC I (Left) and PHI-TEC II (Right) 
 
The pressure vessel is made of stainless-steel and rated at over 200 bars.[143] 
The pressure vessel is composed of the following parts: Main Unit, Top Plate, ‘O’ ring 
seal, and Top End Cap.[143] The Top Plate in PHI-TEC I serve as the Top End Cap. The 
main unit contains several ports for the connection of various instrumentation (pressure 
gauge, cables for the thermocouples, cables for the can heater…), feed line, and ball 
valve. The ‘O’ ring seal serves to ensure full isolation of the pressure vessel from the 
surrounding. The Top Plate contains three ports that are used for top guard heater power 
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connections, thermocouples power connections, and connection to the agitation system. 
A schematic is shown in Figure  3.  
 
 
Figure  3. PHI-TEC II Pressure Vessel Assembly [143] 
 
Both PHI-TEC calorimeters contain two types of heaters. The first one is the 
sample/can heater and the second one is the guard heaters. The sample heater in Figure 4 
consists of a pre-coiled metallic wire that is designed to wrap around the test cell tightly. 
The sample heater is used in providing heat to the test cell (that contains the investigated 
mixture) until an exotherm is detected. 
The purpose of the guard heater is to create an adiabatic environment for the 
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reactor or in a large vessel. The guard heater is divided into “Top heater assembly” and 
“Side/Bottom heater assembly”. Each of the guard heaters is controlled independently 
using a “PID control algorithm”.[143] The guard heaters maintain an adiabatic 
environment by adjusting their temperatures so that it is equal to the temperature inside 
the test cell. The test cell contains the investigated chemical/s and it is where the reaction 
takes place. Several test cells can be used of different material and sizes for PHI-TEC I 
and II.  
PHI-TEC I test cells range from 8 ml to 11 ml. They are available in various 
materials. The test cells used for PHI-TEC I experiments were high pressure test cells 
that are 10 ml large – which is the most common test cell size. The test cells are made 
from stainless steel. These cells are relatively thicker than most common test cells that 
are used for PHI-TEC II. The thick test cell walls result in high ϕ factor. On the other 
hand, PHI-TEC II can use test cells that have thinner walls than the test cells used for 
PHI-TEC I. These cells are also made from stainless steel. The test cells used in PHI-
TEC II were 110 ml large. The thin test cell walls result in a low ϕ factor that is almost 1 
[143]. PHI-TEC II is also compatible with high-pressure test cells, however, these cells 
will have a high ϕ factor (usually between 1.5 and 2.0). 
The main instruments that are used in PHI-TEC I and II are thermocouples and 
pressure sensors. Both calorimeters use thermocouples of type K. [143] These 
thermocouples can stand temperatures up to 1553.15 K [144]. The thermocouples read 
the temperatures inside the test cells and that of the various guard heaters. The readings 
are sent to a computer that serves as a data acquisition system by recording the data. The 
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pressure sensors read the pressure inside the test cell and as the thermocouples; the 
readings are recorded and sent to the computer and recorded. 
The difference between PHI-TEC II and PHI-TEC I is that the former one can 
use test cells with relatively thin walls (and thus with a lower ϕ factor). In order to avoid 
the test cells from crushing, PHI-TEC II uses an automatic pressure equalizer system. 
PHI-TEC II uses a differential pressure transducer to measure the pressure difference 
between the test cell and the pressure vessel. The pressure compensation system 
maintains a differential pressure less than 3 bar between the test cell and the pressure 
vessel. This is done by introducing nitrogen into the pressure vessel or by removing it to 
maintain the differential pressure less than 3 bar. The nitrogen is supplied from a 
standard lab nitrogen gas cylinder. 
The differential pressure transducer is switched into an absolute pressure 
transducer when high-pressure test cells are used. In this case, the pressure transducer 
will measure the pressure inside the pressure vessel. In addition to that, the automatic 
pressure equalizer system is not activated when high-pressure test cells are used. 
 
B.2 Operating modes and procedures 
 
In this research, the adiabatic calorimeters were operated using the Heat Wait and 
Search (HWS) routine in order to be able to properly track the onset temperature of the 
sample. Heating steps of 1 K were used.  This means that the instrument will heat the 
sample up by 1 degree from the set point temperature. Then, it will wait for the system to 
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stabilize and reach this new temperature, upon which it will search to detect if there are 
any signs of a reaction exotherm. This is when the self-heating rate exceeds 0.02 ˚C/min. 
If no exotherm is detected, the instrument will heat the sample up by another degree, and 
so on, until an exotherm is detected. After this point, it will start tracking the rapid 
change in temperature and pressure buildup during a runaway. Figure  4 below depicts 
the steps of HWS routine, as well as the developed temperature and pressure profiles.  
 
 
Figure  4. Heat Wait and Search routine  
 
 
In the PHI-TEC II, the sample was loaded into the stainless steel cell using a 
glass syringe and a feeding pipe, and weighed. The cell was then attached to the reaction 
vessel by securing a Swagelok fitting, and then surrounding it with thermal insulation 
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wool. After this, the pressure vessel was closed. Closed-cell HWS mode of study was 
then applied, with heating to temperatures about 15 K less than the expected onset 
temperature. The starting temperature and pressure were recorded. An initial waiting 
period of 40 minutes was set for temperature calibration. The waiting period between 
each HWS step was set to be 8 minutes. The maximum temperature to track for was 
763.15 K and the maximum pressure to track for was 100 bars. Should the experiment 
exceed these values, shutdown procedures would be initiated.  
At the end of the run, the sample was left to cool down and return to room 
temperature. The final temperature and pressure were recorded before the vessel was 
depressurized, and the cell was disconnected. The final weight of the sample was 
recorded, and the cell was then subsequently cleaned.  
 
B.3 Data quality  
 
To maintain high data quality, several tasks were carried out frequently. First, the 
instrument was cleaned after use with ethanol to make sure no residual vapors or drops 
interfere with the experiment. The thermal insulation wool used was also changed 
frequently, to avoid it contaminating newer runs. Second Swagelok fittings were 
replaced when the threads become worn and might leak.  
Leak detection was first performed before loading the vessel, using Snoop® to 
determine whether there were any leaks in the line to the vessel. After the vessel was 
loaded, Snoop® was used to check the Swagelok fitting, and ensure the vessel itself was 
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not leaking. Next, a pressure test was conducted by connecting a nitrogen line to the 
instrument and pressurizing the vessel to about 80 bars. This is to simulate the high 
pressures that can be developed by the sample. The software was used to run an 
isothermal test at room temperature and track pressure change. Calibration of 
thermocouples was also performed, whenever new ones were installed. This prevents 
any positive or negative deviations that may affect the adiabatic conditions of the 
system.  
 
B.4 Correcting for the phi-factor  
 
When using adiabatic data, it is assumed that the temperature rise is proportional 
to the conversion at the each point, and the rate constant follows the Arrhenius law with 
respect to temperature dependency. In order to replicate large scale conditions, wherein 
the heat capacity of the vessel walls is negligible compared the heat capacity of the fluid 
it contains, the walls of a given cell used in calorimeter have to be ideally non-extremely 
thin. This results in a cell that has small fraction of the total thermal mass, as is the case 
of large-scale operation. However, this is not feasible on a small laboratory scale, where 
the cell mass fraction is large compared to the total thermal mass. This is characterized 
by the thermal inertia, quantified using the phi-factor, ϕ, where subscript s denotes the 
sample, and subscript c denotes the cell, 
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=  (1) 
It must be noted that these values are all static; dynamic phi-factor values are difficult to 
measure both in an experimental and large scale. Usually, phi-factor values vary 
between 1 and 1.05 in industrial plants, indicating that the heat produced by the reaction 
is used solely to heat up the reaction temperature. Any heat losses from the experimental 
sample into either the environment or the vessel wells, reduces the sample temperature. 
This leads to incorrect predictions of onset temperature in cases of runaway. For 
experimental data with high phi-factors, the data is to be corrected to a phi-factor equal 
to unity before their use to predict runaway parameters and for vent sizing [17]. The 
effect of the phi factor on experimental data, such as the temperature profile and its 






Figure  5. Influence of phi-factor on (a) temperature profile (b) self-heating rate profile. 
Adapted from R.J.A. Kersten et al. [145]  
 
For an accurate kinetic and thermodynamic description of the system, the 
adiabatic temperature increase can be found directly from experimental data 
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( )ad end onsetT T TΔ = −  (2) 
 
This can then be corrected for using the phi-factor using 
,corrad adT TφΔ = Δ  (3) 
Next, the onset temperature, To, obtained from experimental data, can be corrected as 
proposed by Fisher [19]  
,
1 1 ln
o corr o a
R
T T E
φ= +  
(4) 
For equipment with a phi-factor higher than 1, the onset detection is lower than ideal 
conditions, and thus it over-estimates the onset point. The corrected value, To,corr , is 
expected to be lower than the experimental value. 
The remaining experimental temperatures, T, after the onset are then also corrected  
( )0, 0,corr corr corrT T T Tφ= + ⋅ −  (5) 
The heating rate from the adiabatic energy balance is given by Eq. (6) and (7). For the 
same degree of conversion, at different temperatures T1 and T2, the equivalent heating 
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⎛ ⎞−Δ⎛ ⎞ = ⎜ ⎟⎜ ⎟
⎝ ⎠ ⎝ ⎠
 (7) 
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This is similar to having different phi-factors for the same degree of conversion. For a 
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 (9) 
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APPENDIX C   




In 1990, Woodward et al. [146] developed LEAKR, a computer program for the 
Environment of Canada, which calculates single or two phase discharge rates based on 
Fauske’s equilibrium rate model for sonic releases. This work was later extended to form 
LEAKER, using technology from DIERS and DIPPR (Design Institute of Physical 
Properties Research) to calculate discharge rates from vessels. In 1989, LEAKER and a 
series of other similar programs were integrated to form LEKCON, a single tool capable 
of predicting the effects of an accidental release from a process vessel [146]. The 
program accounts for various geometries (horizontal, vertical and spherical cylinders), 




The depressurization of major process vessels may occur through blowdown to 
the flare system onsite. A hazard associated with sudden depressurization is the fall in 
temperature of the vapor/gas phase. This causes the vessel walls to drop in temperature, 
and leads to condensation of the vapor, creating liquid droplets which may enter the flare 
header [87]. BLOWDOWN was developed by Richardson, Saville, and co-workers, at 
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Imperial College London, to predict vessel wall temperature in order to prevent brittle 
failures of the vessel and estimate the resulting flow to the flare. Its application was 
mostly for the offshore oil platforms, and was later extended to include pipelines [147].  
The program uses an equation of state based on the extended corresponding 
states principle to estimate thermodynamic properties such as the pressure, temperature, 
density. Also, it is able to deal with three phases, and assumes thermodynamic non-
equilibrium. The flow is assumed to be quasi-steady irrespective of the number of 
phases, however, if it is two-phase, then it has to be homogeneous. 
BLOWDOWN divides the vessel into three zones: a top zone of gaseous hydrocarbons; 
a middle zone of liquid hydrocarbons, and a bottom zone of free water. Finally, 
depressurization is broken down over increments of pressure instead of time, as it is 
more pertinent, and in order to be able to appropriately follow vessel behavior during the 




SAFIRE is a vessel depressurization program developed by Fauske & Associates 
for DIERS, to model the multi-phase hydro-dynamics for pressure vessels, equipped 
with an ERS [148]. It is mostly used for batch processing chemicals where runaway 
reactions may occur. It is capable of dealing with various vessel flow regimes by using 
the drift-flux model, and thermodynamic equilibrium is assumed. The basic concept of 
the drift-flux model is that it considers that mixture was a whole rather than consisting of 
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two phases. It should be noted that with this simplifying formulation, some 
characteristics of two-phase flow might be lost. However, since the vessel is modelled as 
a single control volume, the range of its applicability is limited [148]. Skouloudis, in his 
bench mark study of computer programs related to emergency relief venting [93], 
suggests there is a need to analyze the venting processes by using 1-D modelling for the 




OLGA is a dynamic two-fluid program developed by Bendelksen et al. [149] for 
simulation of two-phase oil and gas flows in pipelines. The program had the ability to 
accurately predict the pressure drop, liquid hold-up and flow-regime transitions. OLGA 
was tested against experimental data from SINTEF two-phase flow laboratory and from 




In order to simulation continuous steady state flow of a liquid discharge from an 
orifice, RELEASE was developed in 1999. It was assumed that the chemical system was 
non-reactive, and the discharge resulted in jet spreading. RELEASE can predict the 
vessel depressurization, and the rate of the fluid discharge. It can also handle flashing 
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and formation of liquid drops, entrainment of drops into vapor cloud, jet spreading and 
rate of liquid rainout to a pool on the ground [150].  
 
C.6  PHAST 
 
PHAST is a consequence modeling software developed by DNV that includes 
models for atmospheric release of vessel discharges. For pressurized releases from 
vessels/pipes, PHAST uses a ‘flash model’ to calculate depressurization phenomena 
such as external expansion and flashing, from the exit pressure to the ambient pressure 
[151]–[153].  
