INTRODUCTION
In the second week of July the four authors sat together in the Mathematical Institute in Erlangen to discuss various problems on approximation and got stuck on a problem of finite dimensional discrete linear approximation. For the second named author it is one of her research areas, and a recent exchange with the third named author fostered the discussion. But before we get into detail, we have to introduce the necessary notation. Ž . sba, that can be defined as the limit of ⌸ as p ª ϱ:
The strict best approximation was introduced by Rice as the best of best Ž . approximations. The limit 3 was first proved by Descloux and was w x rediscovered later by Mityagin 19 . For the computation of the strict best w x approximation, see 9, 1, 3 . Even though sba was believed to be a continuous mapping, a formal proof based on generalized inverses first w x w x Ž . appeared in 10 ; another proof can be found in 5 . The limit 3 gives an Ž . easy description of sba x , but it does not reveal much about the properw x ties and structure of strict best approximation. Recently, Finzel 6 used Plucker-Grassmann coordinates to give a complete structural description of sba. As a consequence, she proved that ‫ޒ‬ n can be subdivided into finitely many polyhedral cones where on each of them sba is a linear mapping and, hence, sba is Lipschitz continuous. For further properties w x and references on strict best approximation, see 6, 13 .
The selection for ⌸ corresponding to sba is the natural best approxi-
mation, denoted by nba, which is defined by the limit of ⌸ as p ª 1
Landers and Rogge 15 proved that for each x, lim ⌸ x exists
. w x i.e., nba x is well-defined . Independently, Fischer 8 also proved the w x existence of this limit. In addition, Landers and Rogge 15 characterized Ž . nba x as the unique solution of the following minimization problem:
We should point out that in 1921, Jackson already established the limit Ž . Ž . w relation 4 for the median corresponding to the case dim U U s 1 . See 4, x 7 for more references on the natural best approximation. However, the Ž . objective function in 5 is not a differentiable function and, hence, there is no standard approach for studying stability properties, in our case, Lipschitz continuity.
Our approach to establish the Lipschitz continuity of sba and nba, without studying the structure of the mappings directly, is to prove the uniform Lipschitz continuity of ⌸ with respect to 1 -p -ϱ, which is 
respecti¨ely.
w x The theorem was conjectured in 15 in connection with a general discussion on best approximation in polyhedral spaces, which was motiw x vated by the paper of Holmes and Kripke 12 on smoothness of best w x approximation in Banach spaces. In 12 , Holmes and Kripke proved that Ž . ⌸ is Lipschitz continuous for each p g 1, ϱ . Their proof was given for
with a nonatomic measure on a compact Hausdorff space T, p and because of that, they had to restrict their arguments to 2 -p -ϱ. But for ‫ޒ‬ n endowed with p-norms, their proof holds true for 1 -p -2 as well. That is, for 1 -p -ϱ,
where is some positive constant depending on U U and p only. Ž . then 8 can be interpreted as follows: the norm of a scaled vector in U U is uniformly bounded by the norm of the orthogonal projection of the scaled w x vector to U U. Hoffman's error bound, see 11 , for approximate solutions of Ž . linear inequalities and equalities turns out to be the key in establishing 8 . The reason is that the set generated by scaling vectors in U U is a union of finitely many polyhedral sets. In addition, we can even give an explicit Ž . estimate of in 6 in terms of submatrices of any matrix whose columns form an orthonormal basis of U U. For further applications of Hoffman's error bound in connection with best approximation in polyhedral spaces w x see 17 .
The paper is organized as follows. Section 2 is devoted to the study of Ž . the matrix inequality 8 and its ramifications. In Section 3, we establish an Ž . estimate of the Jacobian of ⌸ based on 8 . Then we give two proofs of To conclude this section we introduce commonly used notations in this Ž . Ž paper. For a matrix A or a vector x and an index set J, we define A or we also use I as the identity matrix if there is no confusion about its dimension. For the relative interior of a subset K of ‫ޒ‬ n , we will use the Ž . n symbol ri K . Finally, a subset K of ‫ޒ‬ is called a polyhedral set if it is an intersection of finitely many closed half-spaces.
HOFFMAN'S ERROR BOUND AND MATRIX INEQUALITY
As preparation of the proof of Theorem 2 we formulate and prove four lemmas. Ž .
Proof. It is well known that B q x is the least norm solution of the following least squares problem: Ž . First we claim that
. Let x g X and define ⑀ s sign x , where sign x s sign x , . . . , sign x .
Ž . proving 12 .
Ž . Next we prove that Oct ⑀ ; V V for ⑀ g I I . Let ⑀ g I I . Then there 
Proof. Since X is a convex polyhedral set, there exist a matrix C and a Ä Then by Lemma 5 the set V V is a union of finitely many convex polyhedral Ä 4 sets V , V , . . . , V ; i.e., Ž .
Ž .
By the definition of V V , we know that the inequality in Theorem 2 holds.
Remark. If we allow a bigger motion of the subset X than multiplication with a positive diagonal matrix, then Theorem 2 does not hold any more. To be precise, let D be a symmetric positive semidefinite matrix, 
Then Q is the orthogonal matrix that represents rotation by the angle ␣ and D s Q T WQ is a symmetric positive semidefinite matrix. By matrix multiplications, we obtain Since B s B B B s 1 1 , we 
for y g ‫ޒ‬ m and W s diag w , . . . , w with w G 0.
Ž .
и z , the above inequality implies
Remark. By using explicit estimates of Lipschitz constants for feasible solutions of a system of linear equalities and inequalities, we can get explicit estimates of in Theorem 2 and ␥ in Corollary 7. For illustration purpose, we derive the following estimate for ␥ , Ž .
where b g ‫ޒ‬ m and 
where J is some index subset of 1, . . . , n . Since D is an orthogonal matrix, we have 
UNIFORM LIPSCHITZ CONTINUITY OF BEST
As we pointed out in the Introduction, Holmes and Kripke actually proved Ž . that for each p g 1, ϱ , there exists a positive constant such that
We want to show that in 26 is uniformly bounded for 1 -p -ϱ. We p start with an estimate on the Jacobian of the metric projection ⌸ . 
Ž . Ž . where the first equality follows from the definition of the norm of an adjoint matrix, the second one is by the definition of the spectral norm, the third one follows from the nonsingularity of U T WU, the fourth is derived Ž . from 36 , and finally, the last inequality follows from Corollary 7. Since
Remark. It follows from the remark after Corollary 7 and 37 that if U is an n = m matrix whose columns form an orthonormal basis of U U, then
Proof of Theorem 1. Now we are ready to prove Theorem 1: If U U is a subspace of ‫ޒ‬ n , then there exists a positive constant such that
Ž . We prove the theorem by induction. Obviously, if dim U U s 0, then 39 Ž . holds. We make the inductive hypothesis that 39 holds for any n and any subspace U U of dimension less than m. Now assume that U U is an m-dimensional subspace of ‫ޒ‬ 
By Theorem 8, the Jacobian ٌ ⌸ of the Lipschitz mapping ⌸ is
