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1. IN~-R~DUCTI~N 
Sufficient conditions will be given for the existence, uniqueness, and 
finite-dimensional approximation of solutions to the infinite dimensional 
system 
k(t) = A(t) x(t); x(tJ = c (1.1) 
in which x(t) has elements x*(t): i = 1, 2,... and A(t) has elements ~,~(t); 
i,j= 1,2 ,.... 
The results presented here cover cases which are not included in the con- 
ditions given by Bellman in [l]. The present conditions require uniform 
finiteness, separately, of row sums and column sums 
and i I 4)l , 
i=l 
(1.2) 
whereas [1] required finiteness of matrix norms of the form 
or 
(1.3) 
(1.4) 
The proofs here parallel those of [l], but inequality properties of matrix 
norms must be replaced by other inequalities which are justified through 
uniform convergence arguments and consequent interchanges of the orders 
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of limiting operations. This alternate approach led in [2] to existence and 
finite-dimensional approximations of solutions to systems like (1. I ) having 
time-inwariant A matrices with finite row-sums. The additional column-sum 
condition introduced in [2] for the uniqueness proof is used here to get 
existence and finite-dimensional approximation of solutions for the case 
when A(t) is a time-varying matrix. 
2. SUMMARY OF RESULTS 
The system in (1.1) will be considered over finite time intervals, so there 
is no loss in generality in using the interval F = {t : 0 < t < T) with t, = 0. 
Acceptable solutions will be limited to infinite dimensional vector time func- 
tions in a class %? defined by the following three conditions which must hold 
for all t 6 F: 
(i) xi(t) absolutely continuous, 
(ii) II x(t)11 = f I xi(t)1 < Y < 00, (2.1) 
i=l 
(iii) jJ x(t)11 continuous. 
Theorems 7.12 and 7.13 of [3] 11 a ow an equivalent definition of %? using 
(i), (ii) and 
(iii’) The sum in (2. l-ii) converges uniformly for t E F. 
Differentiation of the infinite vector x(t) is defined by specifying the j-th 
element of k(t) as 
q(t) = (+it) xj(t). (2.2) 
Several other theorems on uniform convergence, contained in [3] will be 
used below. 
The vector norm defined in (2.1-ii) will be used throughout. The results 
are summarized in the following two theorems. 
THEOREM 1. There exists a unique vector in @? which is a solution to (1.1) 
for t E F if each a,,(t) is measurable and 
(2.3) 
(4 2 I 4&)l ,< B < m all j, t E F, 
i=l 
with the convergence of the sum in (c) being uniform over t E F for each j. 
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A collection of finite-dimensional systems 
%(n)(t) = A(n)(t); ,cy-j) = c(“) (2.4) 
can be defined by truncating the original system of (1 .l). It is convenient to 
express these finite dimensional systems as infinite dimensional ones with 
all but a finite number of elements being zero. In particular, the n-dimensional 
system is defined by 
&n) . 
2 = ci, i = I, 2,..., n 
= 0; i > n, 
(2.5) 
(n) . aif = aij, i,j = 1, 2 ,..., n 
zz 0; i or j > n. 
(Note that a$) had a different meaning in [2].) 
THEOREM 2. The conditions of Theorem 1 assure that unique solutions xcn) 
exist for the systems defined in (2.4) and (2.5) and that the sequence x(l), x@),... 
converges uniformly over 9 to the solution of (1.1). 
3. PROOFS OF THEOREMS 
The proofs given here follow the pattern of similar ones in [l], but the 
relations which existed there due to the properties of matrix norms must be 
justified here by uniform convergence conditions and interchanges of limiting 
operations. These proofs work with the equivalent integral equation form of 
(1.1): 
x(t) = c + ,: A(T) X(T) dT. (3.1) 
The existence part of Theorem 1 uses a sequence of functions x[l],... 
which is defined (with the time-dependence suppressed in the notation) by 
x[O] = c, 
x[k] = c + j-$ Ax[k - l] dr; k 3 1. (3.2) 
0 
The proof will first establish that x[k] E V for every k, and then that x[k] 
converges uniformly to a solution of (1.1). 
Clearly x[O] E %?. Induction on the elements xi[k] will show that all x[k] E g. 
From (3.2), 
I xdkll G I ci I + I:? I au I I xdk - 111 dT+ (3.3) 
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(Summations without limits should be understood to run from 1 to 00.) With 
x[k - l] EV and using the assumed uniform boundedness of 1 aij / , the 
sum in (3.3) converges uniformly, justifying term-by-term integration. Thus, 
moving the integration inside the j-sum, and summing over i produces 
where the order of sums of nonnegative terms also has been interchanged. 
The assumed uniform convergence in (2.3-c) and the uniform boundedness 
of each element of a vector x[K - l] E 5Y allow reversal of the order of integra- 
tion and i-summation, with the result 
II xPIII G II c II + C jt B I 4~ - 111 dT. 
f 0 
Use again of the assumed uniform convergence of /j x[K - 1111 leads to 
II xPlll d II c II + B j: II x[h - llll d7. (3.6) 
Iterative use of (3.6) verifies the common bound 
II xPlll d II c Ii est; I2 = 0, 1, 2 ).... (3.7) 
This relation is clearly true for k = 0. The iterations show that if 
x[Ol, x[ll,..., x[k - l] satisfy (3.7) then so does x[k]. This establishes that 
all functions in the sequence defined by (3.2) satisfy property (2.1-ii) in the 
definition of V:, with 
y = /I c /I eeT. (3.8) 
With regard to the other properties of members of V, the continuity of 
~$1 for all i and k follows from their definition in (3.2) in terms of integrals 
with bounded integrands. Finally, (2.2) holds for x[k] if x[k - l] E V, for 
the following reasons. Increasing the right side of (3.3) by letting t = T 
yields 
I @II < I ci I + 2 j’ I aij I I x# - 111 &. 
j 0 
Furthermore, the partial sums of the right sides of (3.9) increase mono- 
tonically toward the y in (3.8). Thus 11 x[k]ll converges uniformly since its 
terms are, respectively, bounded in magnitude by those of a sum which 
converges uniformly. 
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Now that it has been shown that x[K] E V for every K, it remains to show 
the convergence of this sequence of vectors to a solution of (1.1). 
Arguments parallel to the preceding ones lead to 
II J41 - XPlll G B j: II xPlll dT> 
II x[k + 11 - xC4 < B ,,: II $4 - x[k - 1111 d7; 
(3.10) 
n > 1. 
These relations are a special case of Bellman’s (1.17) and (1.18) in [ 11, with 
fl replacing N,(A) and p = 1. It follows that the remainder of the existence 
proof in that reference carries over to the present situation, with the corre- 
sponding substitutions in all steps. 
The zmiqueness part of Theorem 1 is proved by showing that every pair of 
admissible solutions to (1.1) must have a difference whose norm is zero. If 
x and y are two such solutions of (1.1) and (3. l), then 
(3.11) 
Uniform convergence of II x 11 and 11 y 11, and the uniform boundedness of 
1 Qii j allow reversal of the order of summation and integration. Doing so, 
and summing over i yields 
(3.12) 
where the order of sums of nonnegative terms also has been reversed. The 
uniform convergence of (2.3-c) and the uniform boundedness of 1 X, 1 and 
/ y3 1 permit summation over i before integration, with the result 
One more justifiable reordering of limiting operations yields 
II x - Y II <B 1: II x - y II dr, 
(3.13) 
(3.14) 
which is the same as (3.42) in [2] or (after the substitution of /3 for N,(A)) 
the same as (1.23) in [l]. The remainder of either of those uniqueness proofs 
will complete the present uniqueness proof. 
Theorem 1 has the useful byproduct of proving the existence and unique- 
ness of the solutions (in U) to the finite-dimensional truncations of (l.l), 
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which were defined in (2.4). The bulk of the proof of Theorem 2 will establish 
that for every p > 0, sufficiently large m and n assure that 
ii Xtn)(t) - Xcm)(t)il < p; all t E F. (3.15) 
This Cauchy conditions implies that the x(n) sequence converges uniformly 
to an x* in V. Such convergence, along with the obvious limits, as n - co, 
c(n) -+ c, A(n) + A (3.16) 
shows that the limit of the integral equation form of (2.4), 
x(“) = c(n) + j: Amx(n) d7, 
is 
(3.17) 
s 
t 
x*=c+ Ax* dr, (3.18) 
0 
so that the limiting x* is indeed a solution of (3.1) and (1 .l). 
Thus, verification of the bound in (3.15) will complete the proof. Equation 
(3.17) is used to express the difference between approximations of dimension 
n and m as, 
(x(“) _ Xh)) = (C(n) - C(m) + ) j: A(n)(x(n) - xh)) & 
+ j;v (n) _ A(m) )X tm) d7. 
(3.19) 
The difference between a pair of elements then has the property 
Summation over i produces the bound 
II x (n) - X(m) II ~ ~ 
i=W%il 
I Ci I + C S: ~ j al;) 1 / ~3!92) - x~~) I dT 
i 
(3.21) 
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The definitions in (2.5), which have been used to achieve the simplified ci 
term in (3.21), make all of the sums in (3.21) equivalent to finite sums whose 
orders can be interchanged freely. 
The i-sums in (3.21) can be further simplified. Assuming m < n, the 
definitions in (2.5) lead to 
= 0; otherwise 
and 
The convergence in (2.3-c) gives the further bound, for any or >’ 0, 
(3.22) 
(3.23) 
(3.24) 
for the (j < m) case in (3.22). A similar bound exists for the bounded sum 
of 1 cd I in (3.21). 
Substitution of the foregoing relations into (3.21) yields 
II x (3 - xcm) 11 < s + p- s: F j xl”’ - xim’ I dT + ~1 j-1 El I dm’ I dT 
3 
(3.25) 
Since Theorem 1 applies to each truncated system, (3.8) implies that 
II Xfrn) II < II c II est (3.26) 
and, further, 
(3.27) 
and any ~a > 0. The last three relations combine to show that there exists 
an Me1,E2,6 for every <I , Ed , 6 > 0, such that m > ME1,c2,s implies 
I/ xc”) - xcrn) 11 < 7 + ,f3 1; /I xtn) - xcm) 11 dr, (3.28) 
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where 
1%:6 + cl14!fe*Tl/3 + c2eBT. 
Relation (3.28) leads to [I, 21 
(3.29) 
/I xtn) - xc”) 11 < 7jeBt, (3.30) 
where, from (3.29), 7 is arbitrarily small for all t E .F, when m is sufficiently 
large. This completes the verification of (3.15) with 
p = TesT (3.31) 
and, consequently, Theorem 2 is proved. 
4. EXAMPLE 
A computational example for the case of a time invariant A matrix was 
given in [4] and summarized in [2]. That example arose from an approximate 
method for evaluating the mean-integral-squared solution of a scalar, finite 
order linear differential equation, when one parameter of that equation was 
a random variable. A time-varying version of that example, for which the 
present results are applicable, would have 
2(t) + pa(t) 2(t) + b(t) z(t) = 0, 
z(0) = 1, i(0) = 0 
(4.1) 
in which p is a uniformly distributed random variable and a(t) and 6(t) are, 
e.g., bounded for t E F. (The example in [2] had Q = 1, b = 10.) 
The desired performance measure 
J== E /pdtl (4.2) 
can be approximated by 
J N $ ,: di2 dt (4.3) 
for large N, when the d,(t) are coefficients in the expansion 
44 = 2 40) %(P>, 
i-0 
(4.4) 
which uses vi(p) which are orthonormal with respect to the expectation 
operation. 
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The d(t) vector can be expressed as the solution to an infinite system of the 
form (1.1) which results from substitution of (4.4) into (4.1) and use of the 
orthonormality conditions. The existence and approximation of solutions 
for that system will depend strongly on the choice of orthonormal functions. 
Trigonometric functions will not yield an A(t) matrix satisfying the assump- 
tions in the foregoing theorems, but Walsh functions do yield an acceptable 
matrix, as follows: 
Comparison with [2] and [4] shows that the definitions 
xzi+1- e' --d 
i = 0, 1, 2,... 
xzi+2 = d i 
lead to an A(t) matrix with the following entries: 
(1) For i odd, 
uij = 1 if j=i+l 
= 0 otherwise 
(2) For i even and j odd 
a,$ = --b(t) if j=i-1 
= 0 otherwise 
(3) For i and j even 
$) = E(P) if ;=j 
(4.5) 
(4.6) 
(4.7) 
= r 24P+2) if (i + j) = 2P, p = 0, 1, 2 ,... (4-g) 
= 0, otherwise. 
The symbol (i i j) in (4.8) means the modulo-two sum, without carrying, of 
the binary representations of i and j. Furthermore, 7 is the “width” of the 
uniform distribution, i.e., 
r2 = 12 var(p). W) 
The matrix with elements 1 aii 1 is thus symmetric with nonzero entries 
described by 
(i) a single 1 in each odd row 
(ii) some permutation of 1 b(t)1 , 1 a(l)/ E(p), I 1 a(t)//4, Y 1 a(t)I/ in 
each even row. It is clear that this matrix satisfies (2.3) if a(t) and a(t) are 
uniformly bounded in Y. 
409/4+8 
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Although the time varying nature of this A(t) does not use the full power 
of the theorems presented above, the generalization of the underlying equa- 
tion (4.1) permits the use of approximations like (4.3) in the important class of 
time-varying control system problems with random parameters. As described 
in [4], this method can be more efficient than Monte Carlo approximations 
to (4.2) and it can be generalized to cases of (4.1) having several random 
parameters with non-uniform distributions. 
5. REIVARKS 
The example gives some interpretation to the kind of systems which do 
not satisfy the more usual norm condition 
(5.1) 
but which are solvable according to the present theorems. Expressions (4.6)- 
(4.8) indicate th a in every row and column all entries sufficiently far from t 
the diagonal are arbitrarily small. This decoupling of & from xj for large 
j i - j 1 combines with the small xi(O) for large i to produce an x(t) solution 
with bounded norm. 
Weaker existence and approximation conditions for the case of time invar- 
iant A are given in [2]. In the time invariant case (2.3-a and b) become a 
special form of the Schur conditions [5] which make A a representation of a 
bounded operator on a separable Hilbert space. The results in [6] then 
characterize the solutions of the original differential equation. 
It is straightforward to extend these results to the inhomogeneous equation 
k = A(t) x + f(t), (5.2) 
when the forcing function f(t) is in V. 
Finally, it should be noted that Theorem 3 of [2] is a special case of the 
first theorem given here. 
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