Abstract Frankl and Füredi (1989) conjectured that the r-graph with m edges formed by taking the first m sets in the colex ordering of N (r) has the largest graph-Lagrangian of all r-graphs with m edges. In this paper, we establish some bounds for graph-Lagrangians of some special r-graphs that support this conjecture.
Let S = {x = (x 1 , x 2 , . . ., x n ) : ∑ n i=1 x i = 1, x i ≥ 0 for i = 1, 2, . . . , n}. Let λ (G) represent the maximum of the above homogeneous multilinear polynomial of degree r over the standard simplex S. Precisely λ (G) = max{λ (G, x) : x ∈ S}.
The value x i is called the weight of the vertex i. A vector x = (x 1 , x 2 , . . ., x n ) ∈ R n is called a feasible weighting for G if x ∈ S. A vector y ∈ S is called an optimal weighting for G if λ (G, y) = λ (G). We call λ (G) the graphLagrangian of G. Remark 1.1 λ (G) was called Lagrangian of G in literature (Peng and Zhao 2013; Talbot 2002; Frankl and Rödl 1984; Frankl and Füredi 1989, etc.) . The terminology 'graph-Lagrangian' was suggested by Franco Giannessi.
The following fact is easily implied by the definition of the graph-Lagrangian. Fact 1.1 Let G 1 , G 2 be r-graphs and G 1 ⊆ G 2 . Then λ (G 1 ) ≤ λ (G 2 ).
Graph-Lagrangians of graphs and hypergraphs is one of the most fundamental tools in extremal combinatorics. Applications of graph-Lagrangian method can be found in (Mubayi 2006; Frankl and Rödl 1984; Keevash 2011; Frankl and Fredi 1989) . One of the most intriguing and most simply formulated problems in this topic is the Frankl-Füredi conjecture that asks how large can the graph-Lagrangian of an r-graph with m edges be? For distinct A, B ∈ N (r) , we say that A is less than B in the colex ordering if max(A△B) ∈ B, where A△B = (A \ B) ∪ (B \ A). For example, we have 246 < 150 in N (3) since max({2, 4, 6}△{1, 5, 6}) ∈ {1, 5, 6}. Note that the first t r r-tuples in the colex ordering of N (r) are the edges of [t] (r) . The following conjecture of Frankl and Füredi (if it is true) proposes a solution to the question mentioned at the beginning. Conjecture 1.1 (Frankl and Füredi 1989) The r-graph with m edges formed by taking the first m sets in the colex ordering of N (r) has the largest graph-Lagrangian of all r-graphs with m edges. In particular, the r-graph with t r edges and the largest graph-Lagrangian is [t] (r) .
We know very little about this conjecture for r ≥ 3. It has not been solved even for the case r = 3 despite 25 years of intensive research and despite the fact that the problem is coming with quite a concrete and natural conjecture as to the structure of extremal r-graphs. There have been, however, some partial results. Let C r,m denote the r-graph with m edges formed by taking the first m sets in the colex ordering of N (r) . The following result was given by Talbot (2002) .
Lemma 1.1 (Talbot 2002) For any integers m,t, and r satisfying
For the case r = 3, Talbot(2002) proved the following. For general r ≥ 4, the following result is also proved in (Talbot 2002) , which is the evidence for Conjecture 1.1 for r-graphs G on exactly t vertices. 
with t ≥ κ 0 (r), let G be an r-graph on t vertices with m edges, then
Let us introduce a useful definition called left-compressed.
Recently, we proved the following. 
For general r ≥ 4, both Theorems 1.5 and 1.6 imply λ (G) ≤ λ (C r,m ) if an r-graph G on [t] has m edges and satisfies some nearly structure of C r,m for some ranges of m. We use Theorem 1.5 in the proof of Theorem 1.6.
Theorem 1.5 Let m, t, r, a and i be positive integers satisfying m
= t r − a, where 2i + 9 ≤ a ≤ t − r + 1. Let G = ([t], E
) be a left-compressed r-graph with m edges. If the r-tuple with minimum colex ordering in G c is
(t − r − i + 1)(t − r + 1)(t − r + 3) . . .t then λ (G) ≤ λ (C r,m ).
Theorem 1.6 Let m, t, a and r ≥ 4 be positive integers satisfying m
The proof of Theorem 1.5 and Theorem 1.6 will be given in Section 3. Next, we state some useful results.
Useful results
We will impose one additional condition on any optimal weighting x = (x 1 , x 2 , . . ., x n ) for an r-graph G:
|{i : x i > 0}| is minimal, i.e. if y is a feasible weighting for G satisfying
When the theory of Lagrange multipliers is applied to find the optimum of λ (G, x), subject to x ∈ S, notice that λ (E i , x) corresponds to the partial derivative of λ (G, x) with respect to x i . The following lemma gives some necessary conditions of an optimal weighting for G.
Lemma 2.1 (Frankl and Rödl 1984) Let G = (V, E) be an r-graph on the vertex set [n] and x = (x 1 , x 2 , . . . , x n ) be an optimal weighting for G with k (≤ n) non-zero weights x 1 , x 2 , . . ., x k satisfying condition (1). Then for every
there is an edge in E containing both i and j.
Remark 2.1 (a) In Lemma 2.1, part (a) implies that
In particular, if G is left-compressed, then
holds. If G is left-compressed and (2), if G is left-compressed, then an optimal weighting x = (x 1 , x 2 , . . . , x n ) for G must satisfy
Results on r-graphs
In this section we prove Theorems 1.5 and 1.6. To prove Theorem 1.5, we need the following lemma. . Let x = (x 1 , x 2 , . . ., x t ) be an optimal weighting for G. Then
Proof of Theorem 1.5. Recall that the r-tuple with minimum colex ordering in G c is (t − r − i + 1)(t − r + 1)(t − r + 3) . . .t and m = t r − a, where 2i + 9 ≤ a ≤ t − r + 1. In view of Fig.1 , we have
Let x = (x 1 , x 2 , . . ., x t ) be an optimal weighting for G satisfying
) since x has at most t − 1 positive weights.
by Fact 1.1. Therefore Theorem1.5 holds. So we assume x t > 0 next.
First we point out that
To show this, note that 
.., j r−3 ∈[t]\{1,t−r−i+1,t−r+1,t−r+2}
x j 1 x j 2 . . . x j r−3
So (3) holds. Using (3), we prove that
Recall that x 1 ≥ x 2 ≥ · · · ≥ x t > 0. By Remark 2.1 (b), we have
,
Recall that a ≥ 2i + 9, x t−r−a+i+2 ≥ · · · ≥ x t−r−i ≥ x t−r+1 ≥ x t−r+2 and λ (E (t−r+1)(t−r+2) , x) ≤ 4λ (E 1(t−r−i+1) , x).
We have
Hence (4) holds.
Using (4), we prove that
This completes the proof of Theorem 1.5.
⊓ ⊔ To prove Theorem 1.6, we need the following lemma.
Lemma 3.2 Let m, t, a and r ≥ 4 be positive integers satisfying m
Proof. The proof of this lemma is similar to the proof of Theorem 1.5. Let x = (x 1 , x 2 , . . ., x t ) be an optimal weighting for G satisfying x 1 ≥ x 2 ≥ · · · ≥ x t ≥ 0. Similar as we did in the proof of Theorem 1.5, we have if x t = 0 then λ (G) ≤ λ (C r,m ). So we assume that x t > 0 next. First we point out that
.., j r−3 ∈[t]\{t−r−a+3,t−r,t−r+1,t−r+3}
.., j r−4 ∈[t]\{t−r−a+3,t−r,t−r+1,t−r+3}
Note that r ≥ 4. In view of Fig.1 , we have G contains
So (5) holds. Using (5), we prove that
Recall that a ≥ 12, x t−r−a+4 ≥ · · · ≥ x t−r−1 ≥ x t−r+1 ≥ x t−r+2 and 4λ (E (t−r−a+3)(t−r) , x) ≥ λ (E (t−r+1)(t−r+3) , x).
Hence (6) holds. Using (6), we prove that λ (G) ≤ λ (C r,m ). 
E(G) = [t] (r) \ t−r+1
j=t−r−a+4 j(t − r + 2) . . .t, (t − r)(t − r + 1)(t − r + 3) . . .t, (t − r − 1)(t − r + 1)(t − r + 2)(t − r + 4) . . .t ;
Case 3.
j=t−r−a+4 j(t − r + 2) . . .t, (t − r)(t − r + 1)(t − r + 3) . . .t, (t − r)(t − r + 1)(t − r + 2)(t − r + 4) . . .t .
Cases 1 and 2 correspond to i = 1 and i = 2 in Theorem 1.5, respectively. So if Cases 1 and 2 happen, then λ (G) ≤ λ (C r,m ) by Theorem 1.5. If Case 3 happens, then by Lemma 3.2, λ (G) ≤ λ (C 3,m ). The proof of Theorem 1.6 is completed.
⊓ ⊔
