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In this note the switches of optimal bang-bang controls associated with Sobole\ 
impulse control problems are studied. The determination of the number of switches 
in such controls is discussed and examples are considered. Also. sequences of 
approximating controls arising from the variational optimality conditions are 
shown to converge almost everywhere to the optimal control. 
1. INTRODUCTION 
Let f2 be a nonempty open domain with a suffkiently smooth boundary r 
in IF”. n = 1, 2 or 3. Set Q = R x (0, T) and C = f x (0, T), where T > 0 is 
fixed and finite. We study in this paper the control of problems of Sobolev 
we 
My, + Ly = t‘(r)d,(x) in Q 
y(x, 0; P) = 0 in R (1) 
1’(L!)Ix = 0 
with a E Q. 
M= M(x) and L = L(x) are symmetric second-order uniformly strongly 
elliptic partial differential operators with Dirichlet boundary conditions such 
that for q E H’(R) 
and 
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Boundary-value problems such as ( 1) arise in such areas as fluid flow 16 ]. 
radiation ]5 ], and heat transfer 13 ]. A particular application we have in 
mind is that of flow in a porous medium [ 2 ] in which there exists a system 
of fissures. These fissures separate material into blocks of a given porosity so 
that the medium may be viewed as having two porosities--one for the blocks 
and one induced by the system of fissures. In this case. M = 1 - ELI and 
L = -@, where F and ?7 are constants related to flow characteristics of the 
medium. The solution J = .v(.Y, t: V) of (1) may be interpreted as the pressure 
in the fissures averaged over a neighborhood of the point x E R at time t. 
The function 11 = z(t) represents a force exerted at the point u E Q. 
In this note L‘ is a control variable. We seek to determine a function u 
belonging to an admissible set of controls U,, so as to minimize 
T: ~7) - Z(X))’ dx subject to u E U,,. (2) 
We define (I,, by 
U,, = (iv E Lx (0. T): 1 w(f)1 < 1 a.e. in [O, T] }. (3) 
In 171 the special case in which R = (0, 1) and M and L are as cited 
above is considered. There it is shown that one may obtain a bang-bang 
control if the point a E (0. 1) is irretional. Hence, the bang-bang property is 
not stable with respect to perturbation of a. 
Here we study bang-bang behavior of the optimal control of (1 b(3). In 
particular, we are interested in detrmining an upper bound on the number of 
switches. With regard to these properties we present some examples. In 
addition, we show the almost everywhere convergence to the optimal control 
of a sequence of approximants that naturally arise from variational prin- 
ciples. These results are a consequence of the analyticity of the solution of a 
certain adjoint problem associated with (1). We also indicate whether these 
properties carry over to parabolic problems. 
2. ESTIMATES AND CONVERGENCE PROPERTIES 
We begin by observing that, since 6, E H-‘(R). Mm’ 6, = g is in L’(Q), 
where g represents the solution of the problem 
h4g=6, in R 
gl, = 0. 
Since the space If@) fl H’(R) is the domain and L ‘(0) the range of both 
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M and L, the operator LM-’ is bounded on L’(f2). For u and L’ in 
H#2) n HZ(f2), we have 
((LM-‘)*u, ~‘)~z’o, = (u, LM-‘&a) 
= (M-‘Lu, ~l)~:,o’ 
so that Mm ‘L has a unique extension A = (LM- ‘)* on L l(n). Problem (I) 
may be given in L’(Q) by 
~‘,+Ay=v(t)M-‘6, in L I(Q) 
?‘( ., 0; u) = 0 in L ‘(l2) 
(1’) 
with solution represented by 
y(-, t; L?) = 1’ exp(-(t - sJ.4) D(S) Mm’ 6, ds. (4) 
‘0 
cf. [S]. 
Another boundary-value problem of interest in this study is the adjoint 
problem 
-Mp,+ Lp=O in Q 
p(., T) = M- ‘e(.) in G (5) 
Plr=O 
where 0 E L’(a). The solution of this problem is analytic in t and may be 
represented by 
p(., t) = exp(-(T- t)A) M-lo(.) (6) 
or 
p(.. t) =M-’ exp(-(T- t) LM-‘) 0(.). 
Problems (1) and (5) are linked by a Green’s formula: 
(7) 
(y(.. T; v), O),,,,, = fT u(t) ~(a, t) dt. 
-0 
(8) 
PROPOSITION 1. The problem ( 1) with L’ E L 2(0, T) and a E C2 has a 
unique solution t H y(., t; LJ) that may be represented by (4) and is 
continuous and differentiable from [0, T] into L’(R). Furthermore, the maps 
1’ w y(tj) and ~3 ++ y(., T; c) are continuous from the strong (weak) topolog) 
of L’(O, T) to the strong (weak) topology of L’(Q) and L ‘(Cl), respectiaely. 
We now provide some useful estimates of p. 
409’99” Ih 
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PROPOSITION 2. Let p be the solution of (5). Then the folioicing holds: 
for K = 0. I,.... 
Proof. From Eq. (7) we see 
But then we have 
G-$$ew [(T-@] ll%cn,~ 
From the estimates 
COROLLARY 3. For a E l2 E R”. n = I, 2,3 and t E (0, T), 
C(K, M, L, 0, 7-1 II OllL~(o,. 
Proof: The estimate is an immediate consequence of 
and Proposition 2. 1 
COROLLARY 4. If 0, + 0 weakly in L’(a), then given m. 
(d’/dt’) p(a, t; 19,) + (d’/dt’) p(a, t; 8) uniformf)? in [0, T] for 0 < I< m. 
Proof: Certainly. if 8, + 8 weakly in L’(n) then (a”/&“) p(., t; 0,) + 
(d”/LV”) p(., t; 13) weakly in H*(R) for each t E [O, T]. Furthermore, we see 
that for any 0 < K < m + 1 and any t E [0, T] we have 
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since 8, + 8 weakly in f,‘(0) implies (OK} is bounded. The Arzela-Ascoli 
theorem implies the uniform convergence of a subsequence. Using a subse- 
quence argument and the convergence observed above, we obtain the result. 
3. THE CONTROL PROBLEM 
Let ( uk} be a minimizing sequence in U,,. From the boundedness and 
convexity of Uai,, there is a subsequence uKj + u weakly in L’(0, T) and a 
sequence of convex combinations ~1, -+ u strongly in L’(O, T). A subsequence 
L’,, -+ u a.e. in [0, r]. Thus, u E U,,. The weak lower semicontinuity of the 
functional in (2) implies that u is a solution. By taking the variation of (2) 
and introducing an adjoint problem, we may now obtain the characterization 
for u. 
THEOREM 5. A solution to the control problem (l)-(3) exists and is 
characterized by the equations 
My,(u) + Lp(u) = u(t) 6, in Q 
I’(., 0; u) = 0 in R 
Y(U)lI = 0 
(9) 
-M&(U) + Lp(u) = 0 in Q 
p(., T; u) = W’(y(*, T; u) -z(.)) in R (10) 
P(U)l, = 0 
IT p(a, t; u)(t’(t) - u(t)) dt > 0 
-0 
(11) 
for all t’ E U,, . 
In a proof similar to that given in [8], the following is a consequence of 
inequality ( 11). 
LEMMA 6. The control u E U,, is optimal if and only if for almost all 
t E [O. T], 
(I (t)l - 1) p(a. t; u) = 0. 
Defining the function on (-00, co) by 
P(t) = (pt., f; u), 8,) = pb t; u), (12) 
we observe that /3 is analytic on (-a~, co). Accordingly, if P(t) = 0 for 
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I E E c 10, T]. where meas E > 0 (actually if E is countably infinite). then 
/3(t) = 0 for all I E (-a, co). 
Recall the following definition, cf. [ I]. 
DEFINITION 7. The problem (5) is said to be observable at the point 
a E Q if p(a, t) = 0 for t > 0. then 8 = 0. 
As a consequence of Lemma 6. we deduce the following. 
PROPOSITION 8. Let (.5) be observable at the point a E f2. Then either 
lu(t)! = I a.e. in [O. T] 
or 
J’(.. T; U) = Z(.) in L’(R). 
Remark 9. The assumption of observability at the point a amounts to 
requiring that a is not a zero of an eigenfunction of M-IL. For example, in 
[8], for the case Q = (0, 1) with M = 1 -A and L = -A, the eigenvalues 
with (sin K71.~} a basis of eigenfunctions. In this instance problem (5) is 
observable if and only if a is an irrational member in (0, 1). also cf. 141. 
Let us define the set of attainability for (1) with controls in Ii,, . 
Y(T) = (y(., T; w): 1 tz’(t)l < 1 a.e.}. 
Clearly, from Proposition 8. if z & Y(T) then lu(t)l = 1 a.e. in [O, I”]. From 
(4) we have the estimate 
Hence, if lb Lz(~, > K, then lu(t)l = 1 and u satisfies 
u(t) = -sgn(p(a, t; u)) 
almost everywhere in [0, T]. 
(13) 
The uniqueness of u is a consequence of the fact that Y(T) is a closed 
convex set in L*(n) and that u is characterized by (9), (10) and (13). 
THEOREM 10. Let (5) be observable at a E R and z @ Y(T). Then (13) 
holds, and the optimal control u is unique. 
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Remark 11. The optimal control u in (13) is a step function with 
switches located at zeros of the function /I defined in (12) where it changes 
sign. Now the function /I is real analytic on (-co, co). Hence it has only 
finitely many zeros in the interval [0, T]. 
By considering the extension of p to C, the number of zeros of /I inside the 
contour C is given by 
Equation (12) and the representation (7) yield 
N= & I_ ((6,. LM-‘P(-, z; u))/(d,, p(*, z; u))) dz 
-C- 
= & _)_ [((LM-‘) PC., z; u))(a)/p(a. z; u)] dz. 
C 
(14) 
From this we are able to obtain information on the number of switches N. 
We now give two simple examples. Consider the simple case in which 
and a = (0, 1). 
For this case formula (14) gives 
N- ’ [ day ‘i ‘) dz 
27ri -c p(a, z; u) 
= 0. 
Hence, one expects no switches. 
Here the function g is given by 
so the solution of ( 1) is given by 
y(<, t; u) = 
( 
[’ e m(tps)u(s) ds) g(a, <). 
‘0 
The solution of the adjoint equation at the point a is given by 
p(a, t) = ep’r-” [’ g(x, a)(y(x, T; u) - z(x)) dx. 
.o 
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Thus. p(a. I) = 0 if and only if 
(_I g(.u. a)(!(.~, T: u) - z(s)) ds = 0. 
‘0 
Accordingly, there are no switches. 
Now let M = 1 - P’/Fx*. L = -?‘/?.Y~. and R = (0, 1). Let the function z 
be given by 
z(x) = a sin 7ru sin 7c.x - sin(27ra) sin(27x) 
K 
-\/z\- ’ 
jr, 1 + j2x2 
(1 --em” 2’UJ)‘+sin(jm)~in(jm) 
I 
with ,uj = j’n*/( 1 + j*x’) and 
Consider the control given by 
\ 1. 
u(t)= lel, 
O<r < T/2 
T/2<t< l-. 
In this case we see that 
~6 I: ~1 = - 
sin*(27ru) 
, + 4n2 exp(-P,(T - t)) 
X [exp (oll-ir,) (+-I)) - 11 
and note that p(u, t; U) < 0 for 0 <I < T/2, p(u, T/2; U) = 0 and 
p(u, t; U) > 0 for T/2 < t < T. Thus, we have u(t) = --sgn(p(u, I; u)). For the 
integral we obtain with v = ,u, - ,u2 and T = 1, 
where C contains only the pole at f of the poles z = 2mi/v + i and the real 
interval [0, T] is inside the contour C. 
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4. AN APPROXIMATING SEQUENCE 
In this section we generate a sequence of admissible controls (u,} that 
converges to the optimal control u almost everywhere in [0, r]. Let U, be an 
element given in U,,. Define the sequence (uJ for K > 1 by 
uK(t) = -sgn(p(a. t; u,-,(t)). (15) 
Obviously there exists a subsequence ( uKj},t, such that uK, + u’ weak star in 
La(O, T) and weakly in L*(O, T). Hence, U’E U,,. 
Define the sequence of functions for K 2 1 by 
PKW = P(Q, t; UK- I(t)). (16) 
From Proposition 1 and Corollary 4 we see that 
PK(f) + Ph. t; u’) 
uniformly in [0, T]. 
First we show that this limiting control u’ equals the optimal control u 
almost everywhere in [0, T]. The following observation gives an important 
property of the elements in this sequence. 
LEMMA 12. The sequence (u,) defined ii1 Eq. (15) satisfies the propert? 
for K > 1, 
ir ~(a. t; u,-,)(L)(t) - UK(t)) dt > 0 
‘0 
(17) 
for all It(t)1 < 1 a.e. in [0, T]. 
The proof of this lemma is an immediate consequence of the definition of 
the sequence (15). 
PROPOSITION 13. The sequence of controls (u,) generated bag (15) 
converges weak star in La’(O, T) to the optimal control u. 
ProoJ From Proposition 1 and Corollary 4 we see that there is a subse- 
quence (uKi) with the property that uKj + 17 weak star in L”(0, T) and 
p(a. t; uKj) -+ p(a, t; G) uniformly for r E [0, T]. As a consequence of 
Lemma 12. the limiting relation in (17) is 
1’ p(a. t; u’)(L)(t) - u’(t)) dt > 0 
‘0 
for all c E (I,,. Since the optimal control u is unique, we have u = u’ a.e. in 
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[O, T]. Furthermore, the uniqueness of u implies the result holds for any 
subsequence. 
Remark 14. In [4] point control of parabolic problems is discussed. For 
this problem the adjoint solution p(a, .; u,,) is only bounded in L’(O, 7’). 
Hence, only weak convergence in L’(O, T) of p(a. .: uR) is assured. 
Remark 15. Note the result holds independently of the choice of the 
starting control u0 E U,,. 
We can, in fact, obtain almost everywhere convergence in [O. rl. 
THEOREM 16. The sequence of controls (u,) generated by (15) converges 
almost eoeryvhere to u. 
Proof. The function P(t) has only finitely many zeros in (0, T] since it is 
analytic. From Corollary 4 and Eq. (16), we see that PR(t) + P(t) uniformly 
in [O. T]. Let t, E [O. T] such that /I(&-,) # 0. say. /3(to) > 0. There exists an 
integer N(t,) such that for any n > N(t,) we have @to) > 0. Accordingly, 
u,(t,,) = -1 for all n > N(t,). Therefore, for any t such that /l(t) # 0 we have 
UK(f) + u(t). I 
Let A, = (t E [O. T]: IP( > l/K), and B, = (0, T)pA.. Since /I is 
continuous, the set B, is open. There exists a positive integer N, such that if 
rz > NK then /P,,(t) -P(t)1 < 1/2K from the uniform convergence of /I, to p. 
Thus, /3,(t) > 1/2K for all t E A, and u,(t) # 0 for all n > N,. That is. the 
switches of u,(t) are in the set B,. As K ---* 0, the meas B, + 0 since /3(t) = 0 
at only finitey many points. 
PROPOSITION 17. The srvitches qf the controls u, converge to the 
Mtches of u in the sense that given a set B, defined above there exists N, 
such if n >, NK the sbvitches u, are in B,. The sequence of set B, is a 
decreasing sequence of open sets kvith meas B, + 0 as K + 03. 
On the other hand, suppose that a switch in the control u is located at the 
point to E (0, T). Then the function /? has a zero at t, and changes sign in a 
neighborhood U of to. Furthermore, not all derivatives of p are zero at t, 
since ,8 is analytic. Let (d’/dt’)/l be the first nonzero derivative at t,, say, 
(d’/dt’)/l(t,) > 0. We note that I is odd since p changes sign. Now let 
(d’/dt’)/?(t,) > E,, > 0 and let CJ, = {t E (0, T): (d’/dt’)/l(t) > co} n II so 
U,# 0. Choose 6 > 0 such that I, = [to - 6, to + 61 c U,. The function /3 is 
monotone increasing in I, with -E, = /3(t,, - 6) < 0 and E, = j?(to + 6) > 0. 
Let E = min[s,, -E,, ~~1. Then there exists N, such that for and n > N, we 
have 
IPAt) - B(t)1 < + and 
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for all t E [0, T]. Thus, P,(t,, - 6) < 0, P,(to + 6) > 0 and (d’/dt’)P,,(l) > 0 in 
I S’ 
PROPOSITION 18. If t, is a switching point of the control u then given a 
neighborhood I, above there exists N, such that if n > N, then /3,, has a zero 
in I,. Furthermore, this zero is at most of multiplicity I where I is the order 
of the lowest derivative of p that is nonzero at t,. 
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