In this paper, we mainly focus on the estimation of high-dimensional approximate factor model. We rewrite the estimation of error covariance matrix as a new form which shares similar properties as the penalized maximum likelihood covariance estimator given by Bien and Tibshirani (2011). Based on the lagrangian duality, we propose an APG algorithm to give a positive definite estimate of the error covariance matrix. The new algorithm for the estimation of approximate factor model has a desirable non-increasing property. By keeping the error covariance matrix to be positive definite, the efficiency of the new algorithm on estimation and forecasting is investigated via extensive simulations and real data analysis.
Introduction
The factor model finds popularity in psychometrics, economics and many other research fields for its utility in summarizing information in large dataset. Many researchers have investigated different topics related to the factor model, such as its estimation and inference theory (see e.g. Mulaik, 2009; Bai, 2003) , the dynamic factor model and its generalization (see e.g. Geweke, 1978; Forni et al., 2000) , and so on. Another active topic relating to factor model is covariance matrix estimation, whose recent developments can be found in reviews by Bai and Shi (2011) , Fan et al. (2016) and the reference therein.
Suppose y 1 , y 2 , · · · , y n are p dimensional independent and identically distributed (i.i.d.) random vectors. Assume that the mean of y i is µ and its covariance matrix is Σ y . The factor model can be stated as follows
( 1.1) where Λ is the p × r factor loading matrix, and f i is a column vector of r components with mean E(f ) = 0 and uncorrelated with the idiosyncratic error e i . Then the covariance matrix Σ y can be decomposed as
(1.2)
When the covariance matrix of e i , Cov(e i ) = Σ e , is diagonal matrix, model (1.1) is called the strict factor model, which has been used by Ross (1976) in studying the arbitrage in market, and showed that when the strict factor model is satisfied, the mean µ of asset is approximately linear function of factor loading. Chamberlain and Rothschild (1983) relaxed the diagonal assumption and showed that as long as the eigenvalue of Σ e is bounded the conclusion sill holds. This leads to the approximate factor model, which allows the dependence among the error terms.
The distribution of y i is usually assumed to be nondegenerate, or equivalent to say Σ y is positive
definite. An sufficient condition is that Σ e is positive definite, we use this assumption throughout the paper. To estimate model (1.1), maximum likelihood (ML) method will be employed to give an simultaneous estimation of Λ and Σ e . It should be noted that once the factor loadings is given, the factor can be estimated by weighted least squares. However, the maximum likelihood estimation (MLE) of Λ is largely depending on the estimation of Σ e . In high-dimensional setting, p > n, the estimation of Σ e is difficult due to the fact that estimating too many parameters O(p 2 ) with a relative small sample size. Therefore, additional structure assumption on Σ e is usually needed.
One typical and wildly used is that Σ e is conditional sparse, which requires many off-diagonal elements to be zeros or nearly zeros (Bai and Liao, 2016) . To get a sparse estimate of Σ e , the penalization can be used, such as LASSO (Tibshirani, 1996) , adaptive LASSO (Zou, 2006) and the folded concave penalization including SCAD (Fan and Li, 2001 ) and MCP (Zhang, 2010) as its special cases.
To estimate Λ, some identification conditions are needed. We follow the usual restriction (Lawley and Maxwell, 1971; Bai and Liao, 2016) used for MLE of factor model:
Cov(f ) = I r , and
and the elements of
e Λ are distinct and arranged in descending order. Under the restriction (1.3), Bai and Liao (2016) proposed the following penalized (quasi) MLE to estimate the parameters ( Λ, Σ e ) = arg min 4) which is solved by an majorize-minimize EM algorithm. To be specific, the Λ is updated by a formula derived from EM algorithm, then Σ e updated by majorize-minimize (MM) procedure.
We find that due to thresholding operator, the algorithm in high-dimensional setting can not guarantee the Σ e to be positive definite, even Σ y . This motivates our work. Based on the EM algorithm, after updating the Λ we rewrite the process of updating Σ e as a penalized ML covariance matrix estimation problem. Then we propose a new algorithm largely depending on Moreau-Yosida regularizaion to compute the estimate of Σ e . The new algorithm guarantees Σ e is positive definite.
Due to the nonconvex property of the object function, although global convergence can not be guaranteed, we show the proposed algorithm has a nonincreasing property.
The rest of the paper is organized as follows. Section 2 contains some preliminaries and necessary results. The modified algorithm is proposed in the Section 3. All the simulation and a real data analysis are presented in Section 4. The concluding discussion and the proof of main results are given in Section 5 and Appendix correspondingly.
Penalized estimation of approximate factor model
When we take f and e as multivariate normal random vectors, and have a random sample of n observations y 1 , y 2 , · · · , y n , then the negative log-likelihood function is given by
where
y j is the MLE of µ. Since a parsimonious estimate of Σ e is desired, we put the penalty function P λ (·) on Σ e to penalize the small off-diagonal element of Σ e to be zero. Following Bai and Liao (2016) , the weighted L1-penalty is used
where the symbol • denotes the Hadamard product. This penalty function includes LASSO, adaptive LASSO, and SCAD as its special cases by verifying the elements of matrix W . When the serial and cross-sectional dependence between the elements of the error term is allowed, we get the following penalized MLE function ( Λ, Σ e ) = arg min
where ( Λ, Σ e ) are the minimizers of the above penalized MLE problem. It should be noted that equation (2.1) is different from (1.4) for the log part even in our normal distribution setting.
By discarding taking the absolute value of the determinant of Σ y = ΛΛ T + Σ e , equation (2.1)
+ Σ e to be positive definite, which may not be ensured by (1.4). Here we need to make some clarification on the symbol | · | to avoid confusion, in (1.4) | · | means taking the absolute value of the determinant of matrix Σ y = ΛΛ T + Σ e , whereas in the rest of the paper | · | means taking the determinant of a matrix unless otherwise specified.
The Moreau-Yosida regularization
Here, we need to present some definition and results on the Moreau-Yosida regulation, which provides useful tools in designing an accelerated proximal gradient (APG) algorithm.
Let f be a closed proper convex function. The Moreau-Yosida regularization of f associated with a given parameter ρ is defined as
where x ∈ X , the domain of f and equipped with the norm · . The unique minimizer of (2.2), denoted by P 
Furthermore, ∇ϕ ρ f is continuously Lipschitz continuous with modulus 1/ρ.
2. For any x 1 , x 2 ∈ X , one has
which implies the mapping P ρ f (·) is globally continuous with modulus 1 by the Cauchy-Schwarz inequality.
The Proposition 1 is useful in coping with the constrained optimization problem involving nonsmooth function, and the Moreau-Yosida regularization of any closed proper convex function is continuously differentiable.
Algorithm
The EM-algorithm has been widely used in finding the MLE of factor model (see e.g. Rubin and Thayer, 1982; Hirose and Yamamoto, 2015) . In this section, we derive an EM based iterative procedure for computing the penalized estimator. Let
be the missing data and
the observed one, then given the current estimates of factor loading matrix and error covariance matrix, denoted by Λ old and Σ eold , the conditional expectation of the penalized
and Ω old = I r − Λ T old Γ old , the derivation of (3.1) is given in Section A. Therefore, we calculate Λ new and Σ enew by solving the following penalized minimization problem
Treating Σ e as a constant, we take the derivative of (3.2) and update Λ as follows
then substitute Λ new into equation (3.2), and update Σ e by
Here, we need to claim that the Λs in Γ and Ω are also updated. Since Σ eold is still unchanged, we here just write Γ old and Ω old for the simplicity of presentation. We note that equation (3.4) has the same form as the penalized MLE of covariance matrix discussed by Bien and Tibshirani (2011) , except for the matrix M . But from equation (3.5), it is can be easily checked that when S y is positive definite, M is also positive definite. By the Proposition 1 in (Bien and Tibshirani, 2011) , we may conclude that the matrix M has the same property and influence as S y on the solution of (3.4). So we adopt the MM procedure used in (Bien and Tibshirani, 2011) to calculate an approximate solution of problem (3.4). Since log (|Σ e |) is concave, by the MM procedure and the proximal gradient method, we can approximate the original problem (3.4) by
and t is the depth of projection, details on the derivation of (3.6) can be found in (Bien and Tibshirani, 2011) . We need to clarify some motivation behind equation (3.6). The log |Σ e | part in (3.4) guarantees Σ enew to be positive definite, and from (Bien and Tibshirani, 2011) when S y is positive definite, the minimum eigenvalue of Σ enew is larger than some δ > 0. However, when p > n, S y (or M ) is semipositive definite. Although Bien and Tibshirani (2011) suggested an augmenting data set procedure to keep S y positive definite, this still can not avoid the minimum eigenvalue of Σ e to be negative due to the thresholding procedure. So in high-dimensional setting we might be slightly reckless to give an lower bound δ, e.g. δ = 10 −5 used in our simulation, of the minimum eigenvalue of Σ e , which forms the constraint Σ e δI p in (3.6).
To solve problem (3.6), many methods, like alternating direction method of multipliers (ADMM,see e.g. Boyd et al., 2011) , can be used. However when ADMM is used, a penalty parameter in the augmented lagrange function need the user to choose, which has no influence on theoretical convergence results (Xue et al., 2012) , but can give nonnegligible impact on numerical performance (Ma et al., 2013) . Here, we follow Cui et al. (2016) and solve problem (3.6) by applying the APG algorithm to its lagrangian dual problem, which leads to the solution of problem (3.6). The lagrange function of problem (3.6) is
where Z is the lagrange multiplier. Its lagrange dual problem is given by
Let X(Z) = M n + tZ, we define and solve the following problem
is the minimizer of the first term in (3.9), and S(·, ·) is the elementwise soft-thresholding operator.
By Proposition 1, the function g(Z) is continuously differentiable, whose gradient is
Meanwhile, the lagrange dual problem (3.8) can be written as 
It is well known that the solution to problem (3.12) is given by
is the projection operator onto the cone of positive semidefinite matrices. For a symmetric matrix X, its projection onto the cone of positive semidefinite matrices can be computed through its
The above described procedure forms the following APG algorithm for updating Σ e .
Algorithm 1 Update Σ e by APG algorithm Given Σ ek , the updated estimate Λ k+1 , and t k = 1. Set k := 1. Iterate until convergence:
Step 1 Compute M by (3.5) and M n in (3.7).
Step 2 Compute S (X(Z k ), tλW ) by (3.10), ∇g(Z k ), and
Step 3
Step 4 Theorem 1. Assume f is defined in (3.11) and {Z k } are generated by the APG algorithm. Then for any optimal solution Z * of min Z f (Z), we have
where Z 0 is the initial value.
Then, we can conclude this part by the following algorithm giving simultaneous estimates of Λ and Σ e , and a theorem guaranteeing the algorithm is nonincreasing. The proof of Theorem 2 is given in Section B.
Algorithm 2 EM plus APG algorithm
Given the consistent estimates Λ 1 , Σ e1 , t 1 = 1. Set k := 1. Iterate until convergence:
Step 1 Update Λ by (3.3).
Step 2 Update Σ e by APG algorithm.
Theorem 2. If we solve the problem (2.1) by EM plus APG algorithm, then the object value of each iteration is nonincreasing.
Remark 1. All the discussions given above are of particular interest for high-dimensional setting.
When p ≤ n, Bien and Tibshirani (2011) showed that it is often the case that Σ e can be computed by solving (3.6) without the constraint Σ e δI p , and we get Σ e = S(M n , tλW ). (3.14)
In this situation, the proposed APG algorithm serves as an intermediate step to preserve the positive definiteness of Σ e . Whereas, Bien and Tibshirani (2011) employed ADMM to ensure Σ e to be positive definite. The difference between ADMM and APG algorithms has been discussed in (Cui et al., 2016 ). We will not repeat it again.
Empirical study
It should be noted that our main aim is to improve the efficiency of the estimation for Λ and f via preserving the positive definiteness of error covariance matrix Σ e . We use the K-fold cross validation to choose the tuning parameter λ, which has been widely used in covariance matrix estimation and finds its theoretical support in . Let A be the index set of n observations, and S y,A = |A| −1 t∈A (y t −ȳ)(y t −ȳ) T the sample covariance matrix given by validation data. The symbol |A| denotes the cardinality of set A. Let Λ(A c , λ) and Σ e (A c , λ) be the estimated loading matrix and error covariance matrix by the training data in A c , the compliment of A, with tuning parameter λ. Then we partition the data in to K subsets, denoted by its index sets A 1 , · · · , A K , and choose the λ cv as follows
Simulation
In our simulation, we take the synthetic example given by Bai and Liao (2016) with only some modification on the error covariance matrix Σ e to check the efficiency of our new algorithm. The two different error covariance matrices given below satisfy the conditional sparsity condition given in (Bai and Liao, 2016) .
Model 1. (Banded Matrix ) Let {α ij } i≤p,j≤n be generated from standard normal distribution N (0, 1), and then e 1,j = α 1,j , e 2,j = α 2,j + a 1 α 1,j , and α is used to control the condition number of Σ e equal to p.
Since we want to investigate the influence of the positivity of Σ e on the estimation of Λ and f , we use three different methods: (1) MMEM: the majorize-minimize EM algorithm proposed by Bai and Liao (2016) ; (2) EMAPG: our proposed algorithm; (3) EPC: a two-step algorithm based on generalized principal component method (Choi, 2012) to estimate the loading matrix and factor, and principal orthogonal complement thresholding (POET) method by Fan et al. (2013) to estimate the error covariance matrix. When using POET estimator, we follow Bai and Liao (2016) to choose the thresholding parameter C = 0.7, 0.5. We repeat the experiment 100 times.
To compare the performance of these three algorithms, the canonical correlation analysis for Λ and f is used due to its invariant property under invertible transformation, and the higher value implies better performance. For the estimation of Σ e , we use the root-mean-square error(RMSE), Σ e − Σ e F /p. We also report the times of Σ e |Σ y to be non-positive definite (NPD) in 100
replications. All the simulation results for Model 1 and Model 2 are reported in Table 1 and Table   2 , correspondingly.
From both Table 1 and Table 2 , we can find that except for some special case (n = 100, p = 50) our algorithm outperforms the MMEM algorithm, which implies that preserving the positive definiteness of Σ e can improve the estimation of Λ and f , and the estimation of Σ e has nonnegligible impact on the estimation of Λ and f . Specifically, when the percentage of nonpositivity of Σ e (or Σ y ) is higher, the superiority of our algorithm becomes more obvious. Moreover, our numerical result also shows that the MMEM algorithm performs not stable in giving the estimation of Σ e for its higher variance of RMSE. From Table 2 , we note that the EPC algorithm gives best performance when Σ e is positive definite. This coincides the conclusion given in (Bai and Liao, 2016) that it is hard to see whether MMEM(EMAPG) or EPC dominates the other. In general, we find that preserving the positive definiteness of the error covariance matrix can improve the estimation of loading matrix and factor for both the one step penalized MLE and the two step EPC methods. Another issue should be addressed is CUP time of the algorithms, all the simulations are performed in Matlab on a PC AMD Athlon(tm) II X2 215 processor, 2.7Ghz. We find that for
Model 1 the CPU time of EMAPG is usually longer than that of MMEM due to guaranteeing Σ e positive definite, but no more than 10 times. However, for Model 2 the things change dramatically.
The CPU time of EMAPG can be much and even about 100 times longer than that of MMEM, and then the reward of high CPU time may be its best performance in the simulation.
Forecasting simulation
It has been shown by Bai and Liao (2016) the ML based and PC based methods give different procedures for estimating Σ e . The simulation in (Bai and Liao, 2016) demonstrates that considering the cross-sectional correlations leads to a considerable improvement of the estimation of Λ and f , and results in better performance of forecasting. In our simulation, we have shown the estimation of Λ and f can be further improved by preserving Σ e to be positive definite. So we want to check the influence of preserving Σ e positive definite on the forecasting. Confining ourself to the same framework of ML based methods, we only study the following three methods to investigate the influence of Σ e on forecasting: (1) the heteroscedastic ML (HML) estimator without considering the cross-sectional dependence; (2) the MMEM algorithm; (3) the EMAPG algorithm.
We consider the following synthetic two factors time series model:
where β = 2, 3 T , ρ = 0.5, t ∼ N (0, 1), ν t ∼ N (0, I 2 ), and f t is the unknown factor and can be estimated from the following factor model:
In our simulation we set e t to have the covariance structure as Model 2, and n = 50, 100 be the sample size. We first generate m + n observations, then use the first n observations to estimate the factor and β, and forecast x n+1 . The process is repeated m times. To be specific, let t = 0, · · · , m−1 and we first estimate the factor by the data {y i } n i=t+1 and get { f i } n i=t+1 , then we get the estimator
i=t+1 . In the end the forecast of x t+n+1 is x t+n+1 = β T t+n f t+n , and the forecasting error is (x t+n+1 − x t+n+1 ) 2 . In order to give quantitative measurement of the performance, we use PC estimator as benchmark and compute the mean squared out-of-sample forecasting error:
For different methods, the relative MSEs to PC method are reported in Table 3 . From Table 3 , we can see that considering the correlation between idiosyncratic error term can improve the forecast.
We also note that the MSEs of EMAPG algorithm usually smaller than the other two methods, which implies that preserving the positive definiteness of Σ e can improve forecasting. 
Macroeconomic times series data
We consider the diffusion index forecasting model given by Stock and Watson (2002) and its general form is given by
where h is the forecast horizon, l is the number of lags for x t , and the goal is to forecast
x t+i the h-step-ahead variable. The dataset of real time macroeconomic time series of the United States is used, which has been analyzed by Ludvigson and Ng (2011) and identified with 8 factors by information criterion. To perform the forecasting, we follow the procedure of forecasting used in Section 4.2 and report the relative MSEs to PC method for the case with 3 lags and 8 factors in Table 4 . From Table 4 , for h = 1, the sort term forecast, all these three method has 
Concluding discussion
In this paper, we reformulate the penalized maximum likelihood estimation of approximate factor model and the main contribution is we rewrite the estimation of error covariance matrix as a variant of penalized maximum likelihood estimation of covariance matrix. The new form (3.4)
shares similar properties with the covariance matrix estimator given by Bien and Tibshirani (2011) .
We also propose an APG algorithm to give a positive definite estimate of error covariance matrix, which has the comparable performance with ADMM but needs less user-chosen parameter.
From our empirical study, especially Model 2 in Section 4.1, the main observation is that the estimation of approximate factor model can be significantly improved by keeping error covariance matrix positive definite. In the forecasting simulation, keeping the error covariance matrix to be positive definite usually gives small MSEs in our simulations.
Another issue should be addressed is that our new algorithm can produce good estimates of Λ and Σ e . With equation (1.2), the algorithm can be directly applied to estimate the covariance matrix Σ y without any difficulty.
Sinceȳ is the MLE of µ and the conditional distribution of f i given y i is 
B Proof of Theorem 2
Proof. For simplicity of presentation, we set f be the generic density function. Let f (y|Λ, Σ e ) be the density function, then we use the following penalized maximum likelihood function L p (Λ, Σ e ) = log (f (Y|Λ, Σ e )) − n 2 P λ (Σ e ), (B.1)
where Y = [y 1 , y 2 , · · · , y n ]. Given the current estimates Λ old and Σ eold , the conditional expectation of the complete data log likelihood function given Y is E(L c (Λ, Σ e )|Y) = log f (F, Y|Λ, Σ e )f (F|Y, Λ old , Σ eold )dF − n 2 P λ (Σ e ) = log (f (F|Y, Λ, Σ e )f (Y|Λ, Σ e )) f (F|Y, Λ old , Σ eold )dF − n 2 P λ (Σ e ) = L p (Λ, Σ e ) + E log f (F|Y, Λ, Σ e ) f (F|Y, Λ old , Σ eold ) + E log(f (F|Y, Λ old , Σ eold )).
Since − log(·) is convex, we have 
