We introduce ω-Petri nets (ωPN), an extension of plain Petri nets with ω-labeled input and output arcs, that is well-suited to analyse parametric concurrent systems with dynamic thread creation. Most techniques (such as the Karp and Miller tree or the Rackoff technique) that have been proposed in the setting of plain Petri nets do not apply directly to ωPN because ωPN define transition systems that have infinite branching. This motivates a thorough analysis of the computational aspects of ωPN. We show that an ωPN can be turned into an plain Petri net that allows to recover the reachability set of the ωPN, but that does not preserve termination. This yields complexity bounds for the reachability, (place) boundedness and coverability problems on ωPN. We provide a practical algorithm to compute a coverability set of the ωPN and to decide termination by adapting the classical Karp and Miller tree construction. We also adapt the Rackoff technique to ωPN, to obtain the exact complexity of the termination problem. Finally, we consider the extension of ωPN with reset and transfer arcs, and show how this extension impacts the decidability and complexity of the aforementioned problems.
Introduction
In this paper, we introduce ω-Petri nets (ωPN), an extension of plain Petri nets (PN) that allows input and output arcs to be labeled by the symbol ω, instead of a natural number. An ω-labeled input arc consumes, non-deterministically, any number of tokens in its input place while an ω-labeled output arc produces non-deterministically any number of tokens in its output place. We claim that ωPN are particularly well suited for modeling parametric concurrent systems (see for instance our recent work on the Grand Central Dispatch technology [12] ), and to perform parametric verification [14] on those systems, as we illustrate now by means of the example in Fig 1. The example present a skeleton of a distributed program, in which a main function forks P parallel threads (where P is a parameter of the program), each executing the one task function. Many distributed programs follow this abstract skeleton that allows to perform calculations in parallel, and being able to model precisely such concurrent behaviors is an important issue. In particular, we would like that the model captures the fact that P is a parameter, so that we can, for instance, check that the execution of the program ω is an infinite execution of PN (b), while the programme terminates (assuming each one task thread terminates) for all values of P , because the for loop in line 5 executes exactly P times. Finally, observe that the ωPN (c) has the desired properties: firing transition fork creates nondeterministically an unbounded albeit finite number of tokens in p 2 (to model all the possible executions of the for loop in line 5), and all possible executions of this ωPN terminate, because the number of tokens produced in p 2 remains finite and no further token creation in p 2 is allowed after the firing of the fork transition.
While close to Petri nets, ωPN are sufficiently different that a thorough and careful study of their computational properties is required. This is the main contribution of the paper. A first example of discrepancy is that the semantics of ωPN is an infinite transition system which is infinitely branching. This is not the case for plain PN: their transition systems can be infinite but they are finitely branching. As a consequence, some of the classical techniques for the analysis of Petri nets cannot be applied. Consider for example the finite unfolding of the transition system [10] that stops the development of a branch of the reachability tree whenever a node with a smaller ancestor is found. This tree is finite (and effectively constructible) for any plain Petri net and any initial marking because the set of markings N k is well-quasi ordered, and finite branching of plain Petri nets allows for the use of König's lemma 1 . However, this technique cannot be applied to ωPN, as they are infinitely branching. Such peculiarities of ωPN motivate our study of three different tools for analysing them. First, we consider, in Section 3, a variant of the Karp and Miller tree [15] that applies to ωPN. In order to cope with the infinite branching of the semantics of ωPN, we need to introduce in the Karp and Miller tree ω's that are not the result of accelerations but the result of ω-output arcs. Our variant of the Karp and Miller construction is recursive, this allows us to tame the technicality of the proof, and as a consequence, our proof when applied to plain Petri nets, provides a simplification of the original proof by Karp and Miller. Second, in Section 4, we show how to construct, from an ωPN, a plain Petri net that preserve its reachability set. This reduction allows to prove that many bounds on the algorithmic Table 1 : Complexity results on ωPN (with the section numbers where the results are proved). ωIPN+R (ωOPN+R) and ωIPN+T (ωOPN+T) denote resp. Petri nets with reset (R) and transfer (T) arcs with ω on input (output) arcs only.
Problem ωPN ωPN+T ωPN+R Reachability Decidable and EX-PSPACE-hard (4) Undecidable (6) Undecidable (6) Place-boundedness EXPSPACE-c (4) Boundedness Decidable (6) Coverability Decidable and Ackerman-hard (6) Problem ωPN ωOPN+T, ωOPN+R ωIPN+T, ωIPN+R
Termination EXPSPACE-c (5) Undecidable (6) Decidable and Ackerman-hard (6) complexity of (plain) PN problems apply to ωPN too. However, it does not preserve termination. Thus, we study, in Section 5, as a third contribution, an extension of the self-covering path technique due to Rackoff [19] . This technique allows to provide a direct proof of EXPSPACE upper bounds for several classical decision problems, and in particular, this allows to prove EXPSPACE completeness of the termination problem.
Finally, in Section 6, as a additional contribution, and to get a complete picture, we consider extensions of ωPN with reset and transfer arcs [7] . For those extensions, the decidability results for reset and transfer nets (without ω arcs) also apply to our extension with the notable exception of the termination problem that becomes, as we show here, undecidable. The summary of our results are given in Table 1 .
Related works ωPN are well-structured transition systems [10] . The set saturation technique [1] and so symbolic backward analysis can be applied to them while the finite tree unfolding is not applicable because of the infinite branching property of ωPN. For the same reason, ωPN are not well-structured nets [11] .
In [3] , Bradzil et al. extends the Rackoff technique to VASS games with ω output arcs. While this extension of the Rackoff technique is technically close to ours, we cannot directly use their results to solve the termination problem of ωPN.
Several works (see for instance [4, 5] rely on Petri nets to model parametric systems and perform parametrised verification. However, in all these works, the dynamic creation of threads uses the same pattern as in Fig. 1 (b) , and does not preserve termination. ωPN allow to model more faithfully the dynamic creation of an unbounded number of threads, and are thus better suited to model new programming paradigms (such as those use in GCD [12] ) that have been recently proposed to better support multi-core platforms.
Remark: due to lack of space, most proofs can be found in the appendix.
ω-Petri nets
Let us define the syntax and semantics of our Petri net extension, called ω Petri nets (ωPN for short). Let ω be a symbol that denotes 'any positive integer value'. We extend the arithmetic and the ≤ ordering on Z to Z ∪ {ω} as follows: ω + ω = ω − ω = ω; and for all c ∈ Z: c + ω = ω + c = ω − c = ω; c − ω = c; and c ≤ ω. The fact that c − ω = c might sound surprising but will be justified later when we introduce ωP N . An ω-multiset (or simply multiset) of elements from S is a function m : S → N∪{ω}. We denote multisets m of S = {s 1 , s 2 , . . . , s n } by extension using the syntax
we write s instead of m(s) ⊗ s, and we omit elements m(s) ⊗ s when m(s) = 0). Given two multisets m 1 and m 2 , and an integer value c we let m 1 + m 2 be the multiset s.t.
Syntax Syntactically, ωPN extend plain Petri nets [18, 20] by allowing (input and output) arcs to be labeled by ω. Intuitively, if a transition t has ω as output (resp. input) effect on place p, the firing of t non-deterministically creates (consumes) a positive number of tokens in p.
Definition 1 A Petri net with ω-arcs (ωPN) is a tuple N = P, T where: P is a finite set of places; T a finite set of transitions. Each transition is a pair t = (I, O)
, where:
By abuse of notation, we denote by I(t) (resp. O(t)) the functions s.t. t = (I(t), O(t)). When convenient, we sometimes regard I(t) or O(t) as ω-multisets of places. Whenever there is p s.t. O(t)(p) = ω (resp. I(t)(p) = ω), we say that t is an ω-outputtransition (ω-input-transition). A transition t is an ω-transition iff it is an ω-outputtransition or an ω-input-transition. Otherwise, t is a plain transition. Remark that a (plain) Petri net is an ωPN with plain transitions only. Moreover, when an ωPN contains no ω-output-transitions (resp. no ω-input transitions), we say that it is an ω-input-PN (ω-output-PN), or ωIPN (ωOPN) for short. For all transitions t, we denote by effect(t) the function O(t) − I(t). Remark that effect(t)(p) could be ω for some p (in particular when O(t)(p) = I(t)(p) = ω). Intuitively, effect (t)(p) = ω models the fact that firing t can increase the marking of p by an arbitrary number of tokens. Finally, observe that O(t)(p) = c = ω and I(t)(p) = ω implies effect (t)(p) = c − ω = c. This models the fact that firing t can at most increase the marking of p by c tokens. Thus, intuitively, the value effect (t)(p) models the maximal possible effect of t on p.
We extend the definition of effect to sequences of transitions σ = t 1 t 2 · · · t n by letting
A marking is a function P → N. An ω-marking is a function P → N ∪ {ω}, i.e. an ω-multiset on P . Remark that any marking is an ω-marking, and that, for all transitions t = (I, O), I and O are both ω-markings. We denote by 0 the marking s.t. 0(p) = 0 for all p ∈ P . For all ω-markings m, we let ω(m) be the set of places {p | m(p) = ω}, and let nbω (m) = |ω(m)|. We define the concretisation of m as the set of all markings that coincide with m on all places p ∈ ω(m), and take an arbitrary value in any place from ω(m). Formally:
We further define a family of orderings on ω-markings as follows. For any P ′ ⊆ P , we let
We abbreviate P by (where P is the set of places of the ωPN). It is well-known that is a well-quasi ordering (wqo), that is, we can extract, from any infinite sequence m 1 , m 2 , . . . , m i , . . . of markings, an infinite subsequence
′ is a marking and m ′ m}. We extend ↓ to sets of ω-markings:
It is well-known that (possibly infinite) downward-closed sets of markings can always be represented by a finite set of ω-markings, because the set of ω-markings forms an adequate domain of limits [13] : for all downward-closed sets D of markings, there exists a finite set M of ω-markings s.t. ↓(M ) = D. We associate, to each ωPN, an intial marking m 0 . From now on, we consider mostly initialised ωPN P, T, m 0 . Fig. 2 . In this example, P = {p 1 , p 2 , p 3 }, T = {t 1 , t 2 , t 3 , t 4 }, m 0 (p 1 ) = 1 and m 0 (p 2 ) = m 0 (p 3 ) = 0. t 1 is the only ω-transition, with O(t 1 )(p 2 ) = ω. This ωPN will serve as a running example throughout the section.
Example 1 An example of an ωPN (actually an
Semantics Let m be an ω-marking. A transition t = (I, O) is firable from m iff: m(p) I(p) for all p s.t. I(p) = ω. We consider two kinds of possible effects for t. The first is the concrete semantics and applies only when m is a marking. In this case, firing t yields a new marking m ′ s.t. for all p ∈ P :
Thus, intuitively, I(t)(p) = ω (resp. O(t)(p) = ω) means that t consumes (produces) an arbitrary number of tokens in p when fired. Remark that, in the concrete semantics, ω-transitions are non-deterministic: when t is an ω-transitions that is firable in m, there are infinitely many m ′ s.t. m t − → m ′ . The latter semantics is the ω-semantics. In this case, firing t = (I, O) yields the (unique) ω-marking m
We extend the → and → ω relations to finite or infinite sequences of transitions in the usual way. Also we write m σ − → iff σ is firable from m. More precisely, for a finite sequence of transitions σ = t 1 · · · t n , we write m (Fig. 2) . Indeed, for each K ≥ 0, one possible execution corresponding to 
Example 2 The sequence
Let us now observe two properties of the semantics of ωPN, that will be useful for the proofs of Section 3. The first says that, when firing a sequence of transitions σ that have non ω-labeled arcs on to and from some place p, the effect of σ on p is as in a plain PN: 
The latter property says that the set of markings that are reachable by a given sequence of transitions σ is upward-closed w.r.t. P ′ , where P ′ is the set of places where the effect of σ is ω. Remark that a coverability set of the ωPN is sufficient to solve boundedness, place boundedness and covering, as in the case of Petri nets. If CS is a coverability set of N , then: (i) p is bounded iff m(p) = ω for all m ∈ CS; (ii) N is bounded iff m(p) = ω for all p and for all m ∈ CS; and (iii), N can cover m iff there exists m ′ ∈ CS s.t. m m ′ . As in the plain Petri nets case, a sufficient and necessary condition of nontermination is the existence of a self covering execution. A self covering execution of an ωPN N = P, T, m 0 is a finite execution of the form m 0
Lemma 3 An ωPN terminates iff it admits no self-covering execution.
Example 3
Consider again the ωPN N 1 in Fig. 2 
A Karp and Miller procedure for ωPN
In this section, we presents an extension of the classical Karp& Miller procedure [15] , adapted to ωPN. We show that the finite tree built by this algorithm (coined the KM tree), allows, as in the case of PNs, to decide boundedness, place boundednes, coverability and termination on ωPN.
Before describing the algorithm, we discuss intuitively the KM trees of the ωPN N 1 and N ′ 1 given in Fig. 2 . Their respective KM trees (for the initial marking m 0 = 1, 0, 0 ) are T 1 and T ′ 1 , respectively the tree in Fig. 3 and its black subtree (i.e., excluding n 7 ). As can be observed, the nodes and edges of a KM tree are labeled by ω-markings and transitions respectively. The relationship between a KM tree and the executions of the corresponding ωPN can be formalised using the notion of stuttering path. Intuitively, a stuttering path is a sequence of nodes n 1 , n 2 , . . . , n k s.t. for all i ≥ 2: either n i is a son of n i−1 , or n i is an ancestor of n i−1 that has the same label as n i−1 . For instance, π = n 1 , n 2 , n 4 , n 2 , n 3 , n 6 , n 3 , n 5 , n 3 , n 5 is a stuttering path in T ′ 1 . Then, we claim (i) that every execution of the ωPN is simulated by a stuttering path in its KM tree, and that (ii) every stuttering path in the KM tree corresponds to a family of executions of the ωPN, where an arbitrary number of tokens 1, 0, 0 can be produced in the places marked by ω in the KM tree. For instance, the execution m 0 , t 1 , 0, 42, 0 , t 3 , 0, 41, 0 , t 2 , 0, 40, 2 , t 3 , 0, 39, 2 , t 2 , 0, 38, 4 , t 2 , 0, 37, 6 , of N ′ 1 is witnessed in T ′ 1 by the stuttering path π given above -observe that the sequence of edge labels in π's equals the sequence of transitions of the execution, and that all markings along the execution are covered by the labels of the corresponding nodes in π: m 0 ∈ γ(n 1 ), 0, 42, 0 ∈ γ(n 2 ), and so forth. On the other hand, the stuttering path n 1 , n 2 , n 3 of N 1 summarises all the (infinitely many) possible executions obtained by firing a sequence of the form t 1 t n 2 . Indeed, for all k ≥ 1, ℓ ≥ 0: m 0 , t 1 , 0, k + ℓ, 0 , t 2 , 0, k + ℓ − 1, 2 , t 2 , . . . , t 2 , 0, k, 2 × ℓ is an execution of N 1 , so, an arbitrary number of tokens can be obtained in both p 2 and p 3 by firing sequences of the form t 1 t n 2 . Finally, observe that a self-covering execution of N 1 , such as m 0 , t 1 , 0, 1, 0 , t 2 , 0, 0, 2 , t 4 , 0, 0, 2 can be detected in T 1 , by considering the path n 1 , n 2 , n 3 , n 7 , and noting that the label of (n 3 , n 7 ) is t 4 with effect (t 4 ) 0.
The Build-KM algorithm Let us now show how to build algorithmically the KM of an ωPN. Recall that, in the case of plain PNs, the Karp& Miller tree [15] can be regarded as a finite over-approximation of the (potentially infinite) reachability tree of the PN. Thus, the Karp& Miller algorithm works by unfolding the transition relation of the PN, and adds two ingredients to guarantee that the tree is finite. First, a node n that has an ancestor n ′ with the same label is not developed (it has no children). Second, when a node n with label m has an ancestor n ′ with label m ′ ≺ m, an acceleration function is applied to produce a marking m ω s.t.
This acceleration is sound wrt to coverability since the sequence of transition that has produced the branch (n, n ′ ) can be iterated an arbitrary number of times, thus producing arbitrary large numbers of tokens in the places marked by ω in m ω . Remark that these two constructions are not sufficient to ensure termination of the algorithm in the case of ωPN, as ωPN are not finitely branching (firing an ω-output-transition can produce infinitely many different successors). To cope with this difficulty, our solution unfolds the ω-semantics → ω instead of the concrete semantics →. This has an important consequence: whereas the presence of a node labeled by m with m(p) = ω in the KM tree of a PN N implies that N does not terminate, this is not true anymore in the case of ωPN. For instance, all nodes but n 1 in T ′ 1 ( Fig. 3) are marked by ω, yet the corresponding ωPN N ′ 1 ( Fig. 2 ) does terminate. Our version of the Karp& Miller tree adapted to ωPN is given in Fig. 4 . It builds a tree T = N, E, λ, µ, n 0 where: N is a set of nodes; E ⊆ N × N is a set of edges;
P is a function that labels nodes by ω-markings 2 ; µ : E → T is a labeling function that labels arcs by transitions; and n 0 ∈ N is the root of the tree. For each edge e, we let effect (e) = effect (µ(e)). Let E + and E * be respectively the transitive and the transitive reflexive closure of E. A stuttering path is a finite sequence
we denote by n n ′ the (unique path) from n to n ′ . Given a stuttering path π = n 0 , n 1 , . . . , n ℓ , we denote by
Build-KM follows the intuition given above. At all times, it maintains a frontier U of tree nodes that are candidate for development (initially, U = {n 0 }, with λ(n 0 ) = m 0 ). Then, Build-KM iteratively picks up a node n from U (see line 4), and develops it (line 6 onwards) if n has no ancestor n ′ with the same label (line 5). Developing a node n amounts to computing all the marking m s.t. λ(n) → ω m (line 17), performing accelerations (line 19) if need be, and inserting the resulting children in the tree. Remark that Build-KM is recursive (see line 9): every time a marking m with an extra ω is created, it performs a recursive call to Build-KM(N , m), using m as initial marking 3 . The rest of the section is devoted to proving that this algorithm is correct. We start by establishing termination, then soundness (every stuttering path in the tree corresponds to an execution of the ωOPN) and finally completeness (every execution of the ωOPN corresponds to a stuttering path in the tree). To this end, we rely on the following notions. Symmetrically to self-covering executions we define the notion of selfcovering (stuttering) path in a tree: a (stuttering) path π is self-covering iff π = π 1 π 2 with effect(π 2 ) ≥ 0. A self-covering stuttering path π = π 1 π 2 is ω-maximal iff for all nodes n, n ′ along π 2 : nbω (n) = nbω (n ′ ).
Termination Let us show that Build-KM always terminates. First observe that the depth of recursive calls is at most by |P | + 1, as the number of places marked by ω along a branch does not decrease, and since we perform a recursive call only when a place gets marked by ω and was not before. Moreover, the branching degree of the tree is bounded by the number |T | of transitions. Thus, by König's lemma, an infinite tree would contain an infinite branch. We rule out this possibility by a classical wqo argu-
Input an ωOPN N = P, T and an ω-marking m 0
Output the KM of N , starting from m 0
Build-KM (N , m 0 ):
where N = {n0} with λ(n0) = m0 2 U := {n0} 3 while U = ∅: 4 select and remove n from U 5 if ∄n st (n, n) ∈ E + and λ(n) = λ(n):
add all edge and nodes of ment: if there were an infinite branch in the tree computed by Build-KM(N , m 0 ), then there would be two nodes n 1 along the branch n 2 (where n 1 is an ancestor of n 2 ) s.t. λ(n 1 ) λ(n 2 ) and effect(n 1 n 2 ) 0. Since the depth of recursive calls is bounded, we can assume, wlog, that n 1 and n 2 have been built during the same recursive call, hence λ(n 1 ) ≺ λ(n 2 ) is not possible, because this would trigger an acceleration, create an extra ω and start a new recursive call. Thus, λ(n 1 ) = λ(n 2 ), but in this case the algorithm stops developing the branch (line 5). See the appendix for a full proof.
Proposition 1 For all ωPN N and for all marking
Then, following the intuition that we have sketched at the beginning of the section, we show that KM is sound (Lemma 4) and complete (Lemma 6). Note that we first establish these results assuming that the ωPN N given as parameter is an ωOPN, then prove that the results extend to the general case of ωPN.
Soundness To establish soundness of our algorithm, we show that, for every path n 0 , . . . , n k in the tree returned by Build-KM(N , m 0 ), and for every target marking m ∈ γ(λ(n k )), we can find an execution of N reaching a marking m ′ ∈ γ(n k ) that covers m. This implies that, if λ(n k )(p) = ω for some p, then, we can find a family of executions that reach a marking in γ(n k ) with an arbitrary number of tokens in p. For instance, consider the path n 1 , n 2 , n 3 in T ′ 1 (Fig. 3) , and let m = 0, 2, 4 . Then, a corresponding execution is 1, 0, 0
Remark that the execution is not necessarily the sequence of transitions labeling the path in the tree: in this case, we need to iterate t 2 to transfer tokens from p 2 to p 3 , which is summarised in one edge (n 2 , n 3 ) in T 1 , by the acceleration.
Lemma 4
Let N be an ωOPN, let m 0 be an ω-marking and let T be the tree returned by Build-KM(N , m 0 ). Let π = n 0 , . . . , n k be a stuttering path in T , and let m be a marking in γ(λ(n k )). Then, there exists an execution
Completeness Proving completeness amounts to showing that every execution (starting from m 0 ) of an ωPN N is witnessed by a stuttering path in Build-KM(N , m 0 ). It relies on the following property: • either n has no successor in the tree and has an ancestor n s.t. λ(n) = λ(n).
• or the set of successors of n corresponds to all the → ω possible successors of
We can now state the completeness property: 
From ωOPN to ωPN We have shown completeness and soundness of the Build-KM algorithm for ωOPN. Let us show that each ωPN N can be turned into an ωOPN remIω(N ) that (i) terminates iff N terminates and (ii) that has the same coverability sets as N . The ωOPN remIω(N ) is obtained from N by replacing each transition t ∈ T by a transition t
′ is obtained from t by deleting all ω input arcs. Since t ′ always consumes less tokens than t does, the following is easy to establish:
Intuitively, this means that, when solving coverability, (place) boundedness or termination on an ωPN N , we can analyse remIω(N ) instead, because N terminates iff remIω(N ) terminates, and removing the ω-labeled input arcs from N does not allow to reach higher markings. Finally, we observe that, for all ωPN N , and all initial marking m 0 : the trees returned by Build-KM(N , m 0 ) and Build-KM (remIω(N , m 0 )) respectively are isomorphic 4 . This is because we have defined c − ω to be equal to c: applying this rule when computing the effect of a transition t (line 17), is equivalent to computing the effect of the corresponding t ′ in remIω(N ), i.e. letting I(t ′ )(p) = 0 for all p s.t. I(t)(p) = ω. Thus, we can lift Lemma 4 and Lemma 6 to ωPN. This establish correctness of the algorithm for the general ωPN case.
Applications of the Karp& Miller tree
These results allow us to conclude that the Karp& Miller can be used to compute a coverability set and to decide termination of any ωPN. 
Proof.
Point (i) follows from Lemma 4 (lifted to ωPN). Let us now prove both directions of point (ii).
First, we show that if Build-KM(N , m 0 ) contains an ω-maximal self-covering stuttering path, then N admits a self-covering execution from m 0 . Let n 0 , . . . , n k , n k+1 , . . . , n ℓ be an ω-maximal self-covering stuttering path, and assume effect(n k+1 , . . . , n ℓ ) ≥ 0. Let us apply Lemma 4 (lifted to ωPN), by letting m = 0 and π = π 2 , and let m 1 and m 2 be markings s.t. 
5 Remark that, although effect(µ(π 2 )) 0, we have no guarantee that m 2 m 1 , as we could have effect(µ(π 2 )) = ω for some p, and maybe the amount of tokens that has been produced in p by µ(π 2 ) to yield m 2 does not allow to have m 2 (p) ≥ m 1 (p). However, in this case, it is always possible to reach a marking with enough tokens in p to cover m 1 (p), since effect(µ(π 2 )) = ω. 
where for all n+1
|P |+1 (where P is the set of places of N ) from m 0 , by using, each time we fire σ 2 , the same effect as the one that was used to obtain ρ (remember that the effect of σ 2 is non-deterministic when ω's are produced). It is easy to check that ρ ′ is indeed an execution of N , because ρ is a self-covering execution. Let n 0 , n 1 , . . . n ℓ and h be the stuttering path in Build-KM(N , m 0 ) and the mapping corresponding to ρ ′ (and whose existence is established by Lemma 6). Since, m k m n , effect(t k+1 · · · t n ) ≥ 0 and by Lemma 6 (lifted to ωPN), all the following stuttering paths are self-covering:
Let us show that one of them is ω-maximal, i.e. that there is 1 ≤ j ≤ |P | + 1 s.t. nbω n h(jn−(j−1)k) = nbω n h((j+1)n−jk) . Assume it is not the case. Since the number of ω's can only increase along a stuttering path, this means that
However, this implies that nbω n h((|P |+2)n−(|P |+1)k) > |P |, which is not possible as P is the set of places of N . Hence, we conclude that there exists an ω-maximal self-covering stuttering path in Build-KM(N , m 0 ). 
From ωPN to plain PN
Let us show that we can, from any ωPN N , build a plain PN N ′ whose set of reachable markings allows to recover the reachability set of N . This construction allows to solve reachability, coverability and (place) boundednes. The idea of the construction is depicted in Fig. 5 . More precisely, we turn the ωPN N = P, T, m 0 into a plain PN N ′ = P ′ , T ′ , m ′ 0 using the following procedure. Assume that T = T plain ⊎ T ω , where T ω is the set of ω-transitions of N . Then:
1. We add to the net one place (called the global lock) lock g , and for each ω-transition t, one place lock t . That is,
2. Each transition t in N is replaced by a set of transitions T t in N ′ . In the case where t is a plain transition, T t contains a single transition that has the same effect as t, except that it also tests for the presence of a token in lock g . In the case where t is an ω-transition, T t is a set of plain transitions that simulate the effect of t, as in Fig. 5 . Formally, T ′ = ∪ t∈T T t , where the T t sets are defined as follows:
• If t is a plain transition, then T t = {t ′ }, where, I(t ′ ) = I(t) ∪ {lock g } and
• If t is an ω-transition, then:
3. We let f be the function that associates each marking m of N to the marking
; for all p ∈ P : m ′ (p) = m(p); and for all p ∈ P ∪ {lock g }: m
′ (p) = 0. Then, the initial marking of N ′ is f (m 0 ).
It is easy to check that:
The above construction can be carried out in polynomial time. Thus, ωPN generalise Petri nets, the known complexities for reachability [16, 17] This justifies the result given in Table 1 for reachability, coverability and (place) boundedness, for ωPN. However, the above construction fails for deciding termination. For instance, assume that the leftmost part of Fig. 5 is an ωPN N = P, T, m 0 with m 0 (q) = 1. Clearly, all executions of N are finite, while t ′ (t p1 +ω ) ω is an infinite transition sequence that is firable in N ′ . Termination, however is decidable, by the KM technique of Section 3, and EXPSPACE-hard, as ωPN generalise Petri nets. In the next section, we show that the Rackoff technique [19] can be generalised to ωPN, and prove that termination is EXPSPACE-c for ωPN.
Extending the Rackoff technique for ωPN
In this section, we extend the Rackoff technique to ωPN to prove the existence of short self-covering sequences. For applications of interest, such as the termination problem, it is sufficient to consider ωOPN, as proved in Lemma 7. Hence, we only consider ωOPN in this section.
As observed in [19] , beyond some large values, it is not necessary to track the exact value of markings to solve some problems. We use threshold functions h : {0, . . . , |P |} → N to specify such large values. Let nbω (m) = |{p ∈ P | m(p) ∈ N}|. 
Definition 2
In [m] h→ω , values that are too high are abstracted by ω. In [m] ω→h , ω is replaced by the corresponding natural number. This kind of abstraction is formalized in the following threshold semantics.
Definition 3 Given an ωPN N , a transition t, an ω-marking m that enables t and a threshold function h, we define the transition relation
The transition relation t − → h is extended to sequences of transitions in the usual way.
. In words, a place marked ω will stay that way along any transition in threshold semantics.
Let R = max{| effect(t)(p)| | t ∈ T, p ∈ P, effect (t)(p) < ω}. The following proposition says that ω can be replaced by natural numbers that are large enough so that sequences are not disabled. The proof is by a routine induction on the length of sequences, using the fact that in an ωOPN, any transition can reduce at most R tokens from any place. In the above definition, note that we require effect (σ)(p) ≥ 0 for any place p, irrespective of whether m 1 (p) = ω or not. − −− → h m 2 , one might be tempted to think that σ 1 σ 3 is also an ω-maximal h-PS enabled at m 1 . This is however not true in general, since there might be some p ∈ ω(m 1 ) such that effect (σ 1 σ 3 )(p) < 0 (which is compensated by σ 2 with effect(σ 2 )(p) > 0). The presence of the simple loop σ 2 is required due to its compensating effect. The idea of the proof of the following lemma is that if there are a large number of loops, it enough to retain a few to get a shorter ω-maximal h-PS.
Proposition 2
For some ω-markings m 1 and m 2 , suppose m 1 σ − → h m 2 and ω(m 2 ) = ω(m 1 ). If m ′ 1 is a marking such that m ′ 1 ω(m1) m 1 and m ′ 1 (p) ≥ R|σ| for all p ∈ ω(m 1 ), then m ′ 1 σ − → m ′ 2 such that m ′ 2 ω(m2) m 2 and m ′ 2 (p) ≥ m ′ 1 (p) − R|σ|.
Definition 5 Suppose σ is an ω-maximal h-PS

Lemma 9 There is a constant d such that for any ωPN N , any threshold function h and any ω-maximal h-PS σ enabled at some ω-marking m 1 , there is an ω-maximal h-PS σ
′ enabled at m 1 , whose length is at most (h(nbω (m 1 ))2R)
Proof.
[Sketch] This proof is similar to that of [19, Lemma 4.5] , with some modifications to handle ω-transitions. It is organized into the following steps.
Step 1: We first associate a vector with a sequence of transitions to measure the effect of the sequence. This is the step that differs most from that of [19, Lemma 4.5] . The idea in this step is similar to the one used in [3, Lemma 7].
Step 2: Next we remove some simple loops from σ to obtain σ ′′ such that for every intermediate ω-marking m in the run m 1 σ − → h m 2 , m also occurs in the run
Step 3: The sequence σ ′′ obtained above need not be a h-PS. With the help of the vectors defined in step 1, we formulate a set of linear Diophantine equations that encode the fact that the effects of σ ′′ and the simple loops that were removed in step 2 combine to give the effect of a h-PS.
Step 4: Then we use the result about existence of small solutions to linear Diophantine equations to construct a sequence σ ′ that meets the length constraint of the lemma.
Step 5: Finally, we prove that σ ′ is a h-PS enabled at m 1 .
Step 1: Let P ω ⊆ ω(m 1 ) be the set of places p such that some transition t in σ has effect (t)(p) = ω. If we ensure that for each place p ∈ P ω , some transition t with effect (t)(p) = ω is fired, we can ignore the effect of other transitions on p. This is formalized in the following definition of the effect of any sequence of transitions
Applying the above definition to simple loops, it is possible to remove some of them to get shorter pumping sequences. Details about how to do it are in the remaining steps of the proof, which are moved to the appendix.
Definition 6
Let c = 2d. The functions h 1 , h 2 , ℓ : N → N are as follows:
All the above functions are non-decreasing. Due to the selection of the constant c above, we have (2xR)
The goal is to prove that if there is a self-covering execution, there is one whose length is at most ℓ(|P |). That proof uses the result of Lemma 9 and the definition of ℓ above reflects it. For the intuition behind the definition of h 1 and h 2 , suppose that the proof of the length upper bound of ℓ(|P |) is by induction on |P | and we have proved the result for |P | = i. For the case of i + 1, we want to decide the value beyond which it is safe to abstract by replacing numbers by ω. As shown in Fig. 6 , suppose the initial prefix of a self-covering execution for i places is of length at most ℓ(i). Also suppose the pumping portion of the self-covering execution is of length at most ℓ(i). The total length is at most 2ℓ(i). Since each transition can reduce at most R tokens from any place, it is enough to have 2Rℓ(i) tokens in p i+1 to safely replace numbers by ω.
The following lemma shows that if some ω-marking can be reached in threshold semantics, a corresponding marking can be reached in the natural semantics where ω is replaced by a value large enough to solve the termination problem. 
Lemma 11 If an ωPN N admits a self-covering execution, then it admits one whose sequence of transitions is of length at most ℓ(|P |).
Proof. Suppose σ = σ 1 σ 2 is the sequence of transitions in the given self-covering execution such that m 0 
. Hence, we infer from Proposition 2 that m 0 
Lemma 12 Let
k = 3c. Then ℓ(i) ≤ (2R) k i+1 |P | 3(i+1) for all i ∈ N.
Theorem 2 The termination problem for ωPN is EXPSPACE-c.
The idea of the proof of the above theorem is to construct a non-deterministic Turing machine that guesses and verifies a self-covering sequence. By Lemma 11, the length of such a sequence can be limited and hence made to work in EXPSPACE. Full proof can be found in the appendix.
Extensions with transfer or reset arcs
In this section, we consider two extensions of ωPN, namely: ωPN with transfer arcs (ωPN+T) and ωPN with reset arcs (ωPN+R). These extensions have been considered in the case of plain Petri nets: Petri nets with transfer arcs (PN+T) and Petri nets with reset arcs (PN+R) have been extensively studied in the literature [7, 1, 8, 21] . Intuitively, a transfer arc allows, when the corresponding transition is fired to transfer all the tokens from a designated place p to a given place q, while a reset arc consumes all tokens from a designated place p. Formally, an extended ωPN is a tuple P, T , where P is a finite set of places and T is finite set of transitions. Each transition is a pair t = (I, O) where
for some p is called a transfer (reset). An ωPN with transfer arcs (resp. with reset arcs), ωPN+T (ωPN+R) for short, is an extended ωPN that contains no reset (transfer). An ωPN+T s.t. I(t)(p) = ω for all transitions t and places p is an ωOPN+T. The class ωIPN+T is defined symmetrically. An ωPN+T which is both an ωOPN+T and an ωIPN+T is a (plain) PN+T. The classes ωOPN+R, ωIPN+R and PN+R are defined accordingly.
Let t = (I, O) be a transfer or a reset. t is enabled in a marking m iff for all p: I(p) ∈ {ω, T, R} implies m(p) ≥ I(p). In this case firing t yields a marking
The semantics of transitions that are neither transfers nor resets is as defined for ωPN.
Let us now investigate the status of the problems listed in Section 2, in the case of ωPN+T and ωPN+R. First, since ωPN+T (ωPN+R) extend PN+T (PN+R), the lower bounds for the latters carry on: reachability and place-boundedness are undecidable [6] for ωPN+T and ωPN+R; boundedness is undecidable for ωPN+R [8] ; and coverability is Ackerman-hard for ωPN+T and ωPN+R [21] . On the other hand, the construction given in Section 4 can be adapted to turn an ωPN+T (resp. ωPN+R) N into a PN+T (PN+R) N ′ satisfying Lemma 8 (i.e., projecting Reach(N ′ , m 0 ) on the set of places of N yields Reach(N , m 0 )). Hence, boundedness for ωPN+T [8] , and coverability for both ωPN+T and ωPN+R are decidable [1] .
As far as termination is concerned, it is decidable [7] and Ackerman-hard [21] for PN+R and PN+T. Unfortunately, the construction presented in Section 4 does not preserve termination, so we cannot reduce termination of ωPN+T (resp. ωPN+R) to termination of PN+T (PN+R). Actually, termination becomes undecidable when considering ωOPN+R or ωOPN+T:
Theorem 3 Termination is undecidable for ωOPN+T and ωOPN+R with one ω-outputarc
Proof. We first prove undecidability for ωOPN+T. The proof is by reduction from the parameterised termination problem for Broadcast protocols (BP) [9] . It is well-known that PN+T generalise broadcast protocols, hence the following parameterised termination problem for PN+T is undecidable: 'given a PN+T P, T and an ω-marking m 0 , does P, T, m 0 terminate for all m 0 ∈↓(m 0 ) ?' From a PN+T N = P, T and an ω-marking m 0 , we build the ωOPN+T (with only one ω-output-arc)
′ terminates iff P, T, m 0 terminates for all m 0 ∈↓ (m 0 ). Hence, termination for ωOPN+T is undecidable too. Finally, we can transform an ωOPN+R N = P, T, m 0 into an ωOPN+T N ′ = P ⊎ {p trash }, T ′ , m 0 , where t ′ ∈ T ′ iff either (i) t ′ ∈ T and t ′ is not a reset, or (ii) there is a reset t ∈ T and a place p ∈ P s.t.
Intuitively, the construction replaces each reset (resetting place p) in N by a transfer from p to p trash in N ′ , where p trash is a fresh place from which no transition consume. Since N ′ terminates iff N terminates, termination is undecidable for ωPN+R too.
However, the construction of Section 4 can be applied to ωIPN+T and ωIPN+R to yield a corresponding PN+T (resp. PN+R) that preserves termination. Hence, termination is decidable and Ackerman-hard for those models. This justifies the results on ωPN+T and ωPN+R given in Table 1 .
A Proof of Lemma 3
An ωPN terminates iff it admits no self-covering execution. Proof Then, by monotonicity, it is possible to fire infinitely often the t k+1 · · · t n sequence from m k . More precisely, one can check that the following is infinite execution of N : 
B Proof of Proposition 1 (Termination)
For all ωPN N and for all initial marking m 0 , Build-KM (N , m 0 ) terminates. Proof. The proof is by contradiction. Assume Build-KM(N , m 0 ) does not terminate. First observe that the recursion depth is always bounded: since a recursive call is performed only when a new ω has been created, the recursion depth is, at any time, at most equal to |P | + 1, where P is the set of places of N Thus, if Build-KM(N , m 0 ) does not terminate, it is necessarily because the main while loop does not terminate (the other loop of the algorithm is the forall starting in line 6, which always execute at most |T | iterations, where T is the set of transitions of N ). In this loop, one node is removed from U at each iteration. Since the algorithm builds a tree, a node that has been removed from U will never be inserted again in U. Hence, the tree T built by Build-KM(N , m 0 ) is infinite. By König's lemma, and since T is finitely branching, it contains an infinite path π. Since the recursion depth is bounded, π can be split into a finite prefix π 1 and an infinite suffix π 2 s.t. all the nodes in π 2 have been built during the same recursive call.
Let us assume π 2 = n 0 , n 1 , . . . , n m , . . . Since is a well-quasi-ordering on ω-markings, there are k and ℓ s.t. 0 ≤ k < ℓ and λ(n k ) λ(n ℓ ). Clearly, λ(n k ) = λ(n ℓ ) is not possible because of the test of line 5 that prevents the development of n ℓ in this case. Thus, λ(n k ) ≺ λ(n ℓ ). This means that, for all p ∈ P : λ(n k )(p) ≤ λ(n ℓ )(p), and that there exists p s.t. λ(n k )(p) < λ(n ℓ )(p). Let p < be such a place. By definition of the Post function, and of the acceleration (line 19), the only possibility is that λ(n ℓ )(p < ) = ω = λ(n k )(p < ). However, in this case, when λ(n ℓ ) is returned by Post, a new recursive call is triggered, which contradicts the hypothesis that n ℓ and n k have been built during the same recursive call. Contradiction.
C Proof of Lemma 4 (soundness)
Recall that, in the present section, we prove the soundness of Build-KM, when applied to ωOPN only. Hence, throughout the section I(t)(p) = ω for all places p and transitions t. To prove Lemma 4, we need ancillary results and definitions. First, we state the place monotonicity property of ωPN. Let m 1 and m 2 be two markings, and let P ′ ⊆ P be a set of places s.t. Then, we observe, that, when no ω's are introduced in the labels of the nodes, the sequence of labels along a branch coincides with the effect of the transitions labelling this branch. Formally:
Lemma 13
Let N be an ωOPN, let m 0 be an ω-marking and let T be the tree returned
The next technical definitions allows to characterise when a sequence of transition is firable from a given marking. Let σ = t 1 · · · t n be a sequence of transitions of an ωOPN, s.t. for all 1 ≤ i ≤ n − 1, for all p ∈ P : O(t i )(p) = ω. Let m be a marking and let p be a place. Then, we let AllowsFiring be the predicate s.t. AllowsFiring(σ, m, p) is true iff:
Remark that σ is firable from m iff for all p ∈ P : AllowsFiring(σ, m, p). We extend the definition of AllowsFiring to sequences of transitions containing one ω-outputtransition. Let σ = t 1 · · · t n be a sequence of transitions, let p be a place, and let 1 ≤ j ≤ n be the least position s.t. O(t j )(p) = ω. Then AllowsFiring(σ, m, p) holds iff AllowsFiring(t 1 · · · t j , m, p) holds. Again, σ is firable from m iff for all p ∈ P : AllowsFiring(σ, m, p). Indeed, AllowsFiring(t 1 · · · t j , m, p) ensures that, when firing σ from m, p will never be negative along t 1 · · · t j . Moreover, t j can create an arbitrary large number of tokens in p, since O(t j )(p) = ω, which allows to ensure that p will never be negative along t j+1 · · · t n . Given this definition of AllowsFiring it is easy to observe that:
Lemma 14
Let N be an ωOPN, let m 0 be an ω-marking, and let T be the tree returned by Build-KM(N , m 0 ) , let e = (n 1 , n 2 ) be an edge of T and let m be a marking in γ(λ(n 2 )). Then, there are m 1 ∈ γ(λ(n 1 )), m 2 ∈ γ(λ(n 2 )) and a sequence of transitions σ π of N s.t. m 1 σπ − − → m 2 and m 2 m. Moreover, when nbω (λ(n 1 )) = nbω (λ(n 2 )), σ π = µ(e) is a sequence of transitions meeting these properties.
Proof. Edges are created by Build-KM in line 15 only. Thus, by the test of the forall loop (line 6), and since we are considering an ωOPN:
Moreover, when creating an edge (n, n ′ ) (line 15), n ′ is either a fresh node s.t. λ(n ′ ) is the ω-marking returned by Post (N , λ(n), t) , or n ′ is the root of the subtree T ′ returned by the recursive call Build-KM(N , m ′ ), with µ(n, n ′ ) = t in both cases. However, in the latter case, the root of T ′ is m ′ , i.e., the marking returned by Post(N , λ(n), t) too. Since this holds for all edges, we conclude that λ(n 2 ) is the ω-marking m ′ returned by Post (N , λ(n 1 ), µ(e) ). Considering the definition of the Post function, we see that m ′ is either λ(n 1 ) − I(t) + O(t) (when the condition of the if in line 18 is not satisfied), or the result m ω of an acceleration (when the condition of the if in line 18 is satisfied). We consider these two cases separately. CASE A: the condition of the if in line 18 has not been satisfied (i.e., no acceleration has occurred). Then, λ(n 2 ) is the marking m ′ computed in line 17:
We let m 1 be the marking s.t. for all places p ∈ P :
And we let m 2 be the marking s.t., for all places p ∈ P :
Finally, we let:
Let us show that m 1 , m 2 and σ π = µ(e) satisfy the lemma. First, we observe that m 1 ∈ γ(λ(n 1 )), by definition. Then, we further observe that there are only four possibilities regarding the possible values of λ(n 1 )(p), λ(n 2 )(p) and O(µ(e))(p), as shown in the following table. Indeed, n 2 is a successor of n 1 in the tree, so ω(n 2 ) ⊇ ω(n 1 ). Moreover, λ(n 2 )(p) = ω = λ(n 1 )(p) holds for some p iff O(µ(e))(p) = ω, as we have assumed that the condition of the if in line 18 has not been satisfied:
For these four different cases, we obtain the following values for m 1 (p) and m 2 (p), by definition: m 1 (p) = I(µ(e))(p) + m(p) cases 1 and 2 λ(n 1 )(p) cases 3 and 4 (3)
To prove that m 2 ∈ γ(λ(n 2 )), we must show that m 2 (p) = λ(n 2 )(p) for all p s.t. λ(n 2 )(p) = ω, which corresponds only to case 4, where we have:
By (2) Then, it remains to show that m 1
− −− → m 2 . First, we show that, µ(e) is firable from m 1 , i.e. that for all p ∈ P : m 1 (p) ≥ I(µ(e))(p). In case 1 and 2, we have m 1 (p) = I(µ(e))(p) + m(p) ≥ I(µ(e))(p). In cases 3 and 4, we have m 1 (p) = λ(n 1 )(p), with λ(n 1 )(p) ≥ I(µ(e))(p) by (1) . Thus, µ(e) is firable from m 1 . Then, we must show that m 2 can be obtained as a successor of m 1 by µ(e). In cases 1 and 3, the effect of µ(e) is to remove I(µ(e))(p) tokens from p and to produce an arbitrary number K of tokens in p. Hence, in case 1, by firing µ(e) from m 1 , we obtain I(µ(e))(p) + m(p) − I(µ(e))(p) + K = m(p) + K tokens in p. In case 3, by firing µ(e) from m 1 , we obtain λ(n 1 )(p) − I(µ(e))(p) + K tokens in p. In both cases, by letting K = m(p), we obtain m 2 (p). In cases 2 and 4, the effect of µ(e) on place p is equal to O(µ(e))(p) − I(µ(e))(p). Hence, in case 2, by firing µ(e) from m 1 , we obtain I(µ(e))(p) + m(p) − I(µ(e))(p) + O(µ(e))(p) = m(p) + O(µ(e))(p) tokens in p. In case 4, by firing µ(e) from m 1 , we obtain λ(n 1 )(p) − I(µ(e))(p) + O(µ(e))(p) tokens in p. In both cases, these values correspond exactly to m 2 (p).
We conclude this case by observing that nbω (λ(n 1 )) = nbω (λ(n 2 )) implies that no acceleration has been performed, which is the present case. We have thus shown that when nbω (λ(n 1 )) = nbω (λ(n 2 )), σ π = µ(e) is a sequence of transitions that satisfies the lemma. CASE B: the condition of the if in line 18 has been satisfied (an acceleration has occurred). Remark that, in this case, n 1 is the node called n in the condition of the if, and µ(e) is the transition called t in the same condition. Let σ be the sequence of transitions labelling the path from n to n 1 . Let P Acc denote the set of places:
Then, let K be the value defined as:
This value allows us to define the sequence of transitions σ π :
From those definitions of n, n 1 , n 2 , σ and µ(e), we conclude that only the following cases are possible, for all places p:
Those cases are the only possible because n is an ancestor of n 1 , which is itself an ancestor of n 2 . Moreover, by construction, nbω (n) = nbω (n 1 ), since those two nodes have been computed during the same recursive call. Thus, the occurrence of a fresh ω can only appear between n 1 and n 2 , either because effect (µ(e))(p) = ω (case 3), or because we have performed an acceleration (case 4). Remark that the latter only occurs when effect(σ · µ(e))(p) > 0. Let us next define the marking m 1 , as:
where
. . , t n . Observe that, by definition: m 1 ∈ γ(λ(n 1 )). Then, let us prove that σ π is firable from m 1 . First observe that, if p is a place s.t. λ(n 1 )(p) = ω, then AllowsFiring(σ π , m 1 , p) holds, because, in this case, m 1 (p) ≥ I(σ π )(p), by (8) . Then, assume p is a place s.t. λ(n 1 )(p) = ω. In this case, by definition, m 1 (p) = λ(n 1 ). First observe that, by construction, and since we consider ωOPN (see line 6 of the algorithm):
Let us now consider all the possible cases, which are cases 2, 3 and 4 from the table above (case 1 cannot occur since we have assumed that λ(n 1 )(p) = ω):
• In case 2, since the condition of the if (line 18) is satisfied, we know that effect(σ· µ(e))(p) ≥ 0. Since λ(n)(p) = ω, and λ(n 1 )(p) = ω, we can apply Lemma 13, and conclude that:
Thus:
since effect(σ · µ(e))(p) ≥ 0. By applying CASE A (above) iteratively along the branch from n to n 1 , we deduce that AllowsFiring(σ, λ(n), p) holds. Hence, AllowsFiring(σ, λ(n 1 )(p)+effect (µ(e))(p), p) holds too, by (10) . Finally, by (9), we conclude that AllowsFiring(µ(e)·σ, λ(n 1 )(p), p) holds. However, effect (µ(e)·
• In case 4, we can adapt the reasoning of case 2 as follows. First remember, that, in case 4, effect (σ · µ(e))(p) > 0. Since λ(n)(p) = ω, and λ(n 1 )(p) = ω, we can apply Lemma 13, and conclude that λ(n 1 )(p) = λ(n)(p) + effect (σ)(p). Thus:
with effect(σ · µ(e))(p) > 0. Hence:
This implies (10), and we can thus reuse the arguments of case 2 to conclude that AllowsFiring (σ π , λ(n 1 ), p) holds in the present case too.
Thus, for all p s.t. λ(n 1 )(p) = ω: AllowsFiring(σ π , λ(n 1 ), p) holds. However, λ(n 1 )(p) = ω implies that m 1 (p) = λ(n 1 )(p), hence, AllowsFiring(σ π , m 1 , p) holds in those cases. Thus, we conclude that AllowsFiring(σ π , m 1 , p) holds for all places p, and thus, that σ π is firable from m 1 .
To conclude the proof let us build a marking m 2 that respects the conditions given in the statement of the lemma. Let m be a marking s.t. m 1 σπ − − → m. We know that such a marking exists since σ π is firable from m 1 . We first observe that, by Lemma 1:
From m, we define m 2 as follows:
Clearly, m 2 P ′ m, for P ′ = {p | effect(σ π )(p) = ω. Hence, by Lemma 2, m 1 σπ − − → m 2 holds. Let us conclude the proof by showing that m 2 ∈ γ(λ(n 2 )), and that m 2 ≥ m, as requested. Since m has been assumed to be in γ(λ(n 2 )) too, it is sufficient to show that for all place p: (i) λ(n 2 )(p) = ω implies m 2 (p) ≥ m, and (ii) λ(n 2 )(p) = ω implies m 2 (p) = λ(n 2 )(p).
Thus, we consider each place p separately, by reviewing the four cases given in the table above:
. We consider two further cases:
1. either effect(σ π )(p) = ω. In this case: (12) • In case 2, we know that effect (µ(e))(p) = ω and effect(σ)(p) = ω, hence effect (σ · µ(e)) = ω and effect (σ π ) = ω either. Then:
Lemma 13 and effect (σ · µ(e)) = ω
• In case 3, λ(n 2 )(p) = ω and effect(σ π )(p) = ω too. Hence, m 2 (p) ≥ m(p) by (12) .
• In case 4, λ(n 2 )(p) = ω again, and m 1 (p) = λ(n 1 )(p), by (8) . Moreover, we have effect(σ π )(p) = ω, because effect (σ)(p) = ω and effect (µ(e))(p) = ω. Finally, since in case 4, we have effect(σ ·µ(e))(p) > 0, and since σ π = µ(e) σ · µ(e) K , we conclude that effect (σ π )(p) ≥ K − effect (µ(e))(p). Thus:
≥ m(p) p ∈ P Acc and by (5) and (7) We are now ready to prove Lemma 4:
m and m 0 ∈ γ(λ(n 0 )). Moreover, when for all 0 ≤ i ≤ j ≤ k: nbω (n i ) = nbω (n j ), we have:
Proof. We build, by induction on the length k of the path in the tree, a corresponding execution of N . The induction works backward, starting from the end of the path. Base case, k = 0. Since n k = n 0 , we can take m 0 = m, which clearly satisfies the Lemma since m ∈ λ(n k ) = λ(n 0 ). Inductive case, k > 0. The induction hypothesis is that there are a sequence of transitions σ and two markings m 1 and m k s.t.
, and m k ≥ m. In the case where (n 0 , n 1 ) is not an edge of T (i.e., n 1 is an ancestor of n 0 ), we know that λ(n 0 ) = λ(n 1 ) by definition of stuttering and let ρ pi = m 1 σ − → m k . Otherwise, we can apply Lemma 14, and conclude that there are
However, for all places p, λ(n k )(p) = ω implies λ(n 1 )(p) = ω, as the number of ω's increase along a path in the tree. Thus we con- 
D Proof of Lemma 5
Let N be an ωOPN, let m 0 be an ω-marking, and let T be the tree returned by Build-KM (N , m 0 ) . Then, for all nodes n of T :
• either n has no successor in the tree and has an ancestor n s.t. λ(n) = λ(n).
Proof. Observe that each time a node is created, it is inserted into U, or a recursive call is performed on this node. In both cases, the node will eventually be considered in line 5. If the condition of the if in line 5 is not satisfied, n has an ancestor n s.t. λ(n) = λ(n). Otherwise, all transitions t that are firable from λ(n) are considered in the loop in lines 6 onward, and a corresponding edge (n, n ′ ) with µ(n, n ′ ) = t is added to the tree in line 15. The label λ(n ′ ) of this node is either λ(n) + effect (t), or a -larger marking, in the case where an acceleration has been performed during the Post, in line 19. Thus in both cases, λ(n ′ ) λ(n) + effect (t). The algorithm terminates because U has become empty. Thus, all the nodes that have eventually been constructed by the algorithm fall into these two cases. Hence the Lemma. • Either the set of successors of n ℓ corresponds to the set of all transitions that are firable from λ(n ℓ ). Since, by induction hypothesis, n ℓ m n−1 , and since t n is firable from m n−1 , we conclude that t n is firable from λ(n ℓ ) by monotonicity. Hence, n ℓ has a successor n s.t. µ(n ℓ , n) = t n . Still by Lemma 5,
E Proof of Lemma 6 (completeness)
Hence, we let n ℓ+1 = n, and h(n) = ℓ + 1.
• Or the set of successors of n ℓ is empty. In this case, by Lemma 5, there exists an ancestor n of n ℓ s.t. λ(n) = λ(n ℓ ). Let n ℓ+1 be such a node. Moreover, as n ℓ+1 = n ℓ , and n ℓ+1 is an ancestor of n ℓ , n ℓ+1 must have at least one successor. Hence, by Lemma 5, n ℓ+1 is fully developed, and we can apply the same reasoning as above to conclude that there is a successor n ′ of n ℓ+1 s.t. λ(n ′ ) m n and µ(n ℓ+1 , n ′ ) = t n . Let n ℓ+2 be such a node. We conclude by letting h(n) = ℓ+2.
F Proof of Lemma 7
Let N be an ωPN. For all executions m 0 , t 
G Proofs for Lemmas in Section 5
Proof. [Lemma 9] This proof is similar to that of [19, Lemma 4.5] , with some modifications to handle ω-transitions. It is organized into the following steps.
Step 1: We first associate a vector with a sequence of transitions to measure the effect of the sequence. This is the step that differs most from that of [19, Lemma 4.5] .
The idea in this step is similar to the one used in [3, Lemma 7] .
Step 2: Next we remove some simple loops from σ to obtain σ ′′ such that for every Step 3: The sequence σ ′′ obtained above need not be a h-PS. With the help of the vectors defined in step 1, we formulate a set of linear Diophantine equations that encode the fact that the effects of σ ′′ and the simple loops that were removed in step 2 combine to give the effect of a h-PS.
Step 1: Let P ω ⊆ ω(m 1 ) be the set of places p such that some transition t in σ has effect (t)(p) = ω. If we ensure that for each place p ∈ P ω , some transition t with effect (t)(p) = ω is fired, we can ignore the effect of other transitions on p. This is formalized in the following definition of the effect of any sequence of transitions σ 1 = t 1 · · · t r . We define the function ∆ Pω [σ 1 ] : ω(m 1 ) → Z as follows.
p ∈ P ω , ∃i ∈ {1, . . . , r} : effect(t i )(p) = ω 0 p ∈ P ω , ∀i ∈ {1, . . . , r} : effect(t i )(p) = ω 1≤i≤r effect(t i )(p) otherwise
Step 2 b. There is at least one block in which all ω-markings also occur in some other block.
c. Let π be a simple loop occurring in the above block.
d. Let σ i+1 be the sequence obtained from σ i by removing π. Step 3: For every p ∈ P ω , we want to ensure that there is some transition t in the shorter h-PS that we will build, such that effect (t)(p) = ω. For the other places, we want to ensure that the effect of the shorter h-PS is non-negative. These requirements are expressed in the following vector d. . Since σ is a h-PS and for every p ∈ P ω , there is a transition t in σ such that effect (t)(p) = ω, we have
show that termination for ωPN is in EXPSPACE. We have from Lemma 3 that an ωPN N does not terminate iff it admits a self-covering execution. From Lemma 11, it admits a self-covering execution iff it admits one whose sequence of transitions is of length at most ℓ(|P |). The following non-deterministic algorithm can guess and verify the existence of such a sequence. It works with ω-markings, storing ω in the respective places whenever an w-transition is fired.
Input An ωPN N , with initial marking m 0 .
Output SUCCESS if a self-covering execution is guessed, FAIL otherwise. The space required to store the variable "counter" in the above algorithm is at most log(ℓ(|P |)). The space required to store m and m 1 is at most |P |( m 0 ∞ + log(Rℓ(|P |))). Using the upper bound given by Lemma 12, we conclude that the memory space required by the above algorithm is O(|P | log m 0 ∞ +k |P |+1 |P | 3|P |+4 log R).
