In this paper, a fast bounded parametric margin  -support vector machine (BP- -SVM) for classification is proposed. Different from the parametric margin  -support vector machine (par- -SVM), the BP- -SVM maximizes a bounded parametric margin, and consequently the successive overrelaxation (SOR) technique could be used to solve our dual problem as opposed solving the standard quadratic programming problem (QPP) in par- -SVM. Numerical experiments on several benchmark data sets and NDC data sets demonstrate the feasibility and effectiveness of the proposed algorithm.
Introduction
Support vector machine (SVM) introduced by Vapnik and co-worker [1, 2] is an excellent kernel-based tool for classification and regression. Within a few years after its introduction, the SVM has been used in a wide variety of applications [3] [4] [5] [6] . The central idea of the basic SVM is to construct two parallel support hyperplanes, such that two parallel hyperplanes separate the two classes well and the margin between the two hyperplanes is maximized. Since the excellent performance of the SVM, many researches have been made to reduce the time complexity or to raise the classification accuracy, such as Chunking [1] , SMO [20] , LSSVM [21] , fuzzy SVM [22] .
Traditionally, the above algorithms and models rely on the assumption that the noise level is uniform throughout the domain, or at least, its functional dependency is known beforehand. However, it is not always satisfied, while the noise depends on location. In order to address this problem, Hao [9] proposed a parametric margin  -support vector machine (par- -SVM). It maximizes a parametric margin by two non-parallel hyperplanes. Experimental results have shown that par- -SVM has some excellent results [9, 10] and some achievements have made based on par- -SVM [13, 14, 15] . However, par- -SVM and its improvement methods are solved by a time-consuming quadratic programming problem (QPP) in the training stage.
In this paper, we propose a fast bounded parametric margin  -support vector machine (BP- -SVM). Similar with par- -SVM, the proposed algorithm searches for two nonparallel hyperplanes to adapt the heteroscedastic structure noise. Different from par- -SVM, the proposed BP- -SVR achieves upper bound of the maximum some margin. In addition, a versatile iterative technique, successive overrelaxation (SOR) [16, 17] is
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where the parameter 0 C  is the regularization parameter which determines the penalty weight, the parameter 0   controls the width of the parametric margin, i  is the slack variable. Now, we discuss the differences of the primal problems between par- -SVM and the proposed BP- -SVM by comparing (1) and (4). On the one hand, similar with [11, 12] , there is an extra term 2 b in (4), which makes the QPP stable and the bias term b has a global optimal solution. On the other hand, to approximate the maximizing Figure 1 ).
To solve problem (4), we construct its Lagrangian function
where i  and i  are the nonnegative Lagrangian multipliers. The KKT conditions are given by
Utilizing the above equations into the Lagrangian function, we get its dual problem
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Nonlinear BP- -SVM
In order to extend our results to the nonlinear case, similar to [13] , we consider the kernel-generated surface and the parametric margin hyperplane as ( ) ( ) 
By introducing the Lagrangian function and utilizing the KKT conditions for problem (15) , we obtain its dual QPP 11 
weighted vectors w and c can be obtained according to (16) 
A SOR Algorithm for BP- -SVM
In our BP- -SVM, optimization problems (12) and (16) need to be solved. We rewrite the optimization problem as
where 1,..., , 1,..., . , (0,..., 0) ,
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T l e   The above problem (19) can be solved efficiently by the following successive overrelaxation (SOR) technique [17, 12] . The SOR technique, which is a matrix splitting method that converges linearly to a sample a satisfying (12) or (16), leads to the following algorithm. SOR is an efficient solver for our BP- -SVM, since it do not need reside in memory. Moreover, it has been proved that this algorithm converges linearly to a solution [16] . The experimental results in the next section shows the acceleration effect on our BP- -SVM.
Experiments
To test the performance of the proposed BP- -SVM, we compare our implementation with par- -SVM and  -SVM on several UCI [18] benchmark data sets and David Musicant's NDC Data Generator [19] . All methods are implemented by using Matlab 7.0 on a PC. We utilize "qp.m" for par- -SVM, libsvm [8] . If no particular claim, we apply the ten-fold cross-validation method on the whole training data set to estimate the generalized accuracy. In the comparisons, we consider the test accuracies, the numbers of support vector and the training time. The "Accuracy" used to evaluate methods is defined as: Accuracy = TP /(TP + FP), where TP and FP are the predicted correctly number of positive and negative samples, respectively. Table 1 and Table 2 report the comparison results of these algorithms with linear and nonlinear kernels on UCI data sets, respectively. They contains the accuracy, the training time and the number of support vectors (SVs) as performance on six data sets. The best results of performance metrics are shown by bold figures. In Table 1 , for the accuracy index, the proposed method has better or comparable values on all data sets except Housevote data set. As for the number of the support vectors, it also shows that the number of support vectors obtained by BP- -SVM is smallest than those of par- -SVM, and  -SVM except for WPBC data set. It implies that our BP- -SVM has a better sparsity than par- -SVM and  -SVM. Concerned with the nonlinear kernel BP- -SVM, par- -SVM and  -SVM, we observed that for the accuracy our method has comparable values on all data sets except House-vote data set. As for the numbers of support vectors, our method obtains the smallest values on four of six data sets. The training time in Table 1 and 2 show that our BP- -SVM is the fastest algorithm on almost data sets. Especially, it is almost hundreds of times faster than par- -SVM. We also conduct experiments on large data sets. For experiments with NDC data sets, we selected the samples from 2 10 to 4 10 as the training set and fixed penalty parameters of all methods to be one (i.e.,  -SVC on NDC data sets, respectively. It indicated that our method has a much faster learning speed compared with par- -SVM. Par- -SVM spends too much time to get a classifier and is terminated when learning more than 4,000 samples because of out of the memory. 
Conclusion
In this paper, we have proposed an improved version model of par- -SVM, called BP- -SVM. Similar with par- -SVM, BP- -SVM adjusts a flexible margin for classification, which is suitable for the heteroscedastic noise structure. The main contribution is that, our proposed algorithm maximized a bounded parametric margin and the SOR technique is used in our BP- -SVM. Computational comparisons among par- -SVM,  -SVM and the proposed BP- -SVM have been made on several data sets, indicating that our BP- -SVM is not only fast, but also show comparable generalization.
However, the parameter  losses the some geometric meaning. It will be our future work.
