Statement of the problem and main results
Let r > 0 and T > 0. Denote by H r (−T, T ) the space of real 2T -periodic functions with finite norm y
where { y k } are Fourier coefficients of the function y with respect to exponential system on (−T, T ).
We consider the problem of finding the sharp (exact) constant in the embedding theorem H r (−T, T ) → L q (−T, T ), 2 < q < ∞: Proof. Similarly to [1] , we consider the following functional on H r (−T, T ): This functional evidently vanishes on the function c. Next, direct calculation shows that the first derivative DJ q,r (c ; h) also vanishes for arbitrary variation h ∈ H r (−T, T ) while the second derivative is as follows:
where
It is easy to see that (1.2) is just the quadratic form of the operator
at the interval (−T, T ) under periodic boundary conditions. Since Remark 2. In the case q = ∞, r ∈ N sharp constants in (1.1) were calculated explicitely in [2] . Remark 3. In [1] Theorem 2 was proved for r = 1 and T = 1. However, the argument of [1] cannot be "scaled" for the case of arbitrary T .
Remark 4. In particular, this result refutes Theorem 2 in [3] .
Proof. 1. First, we assume r = 1. In this case (1.1) can be rewritten as follows: 
where x 0 (α) < x 1 (α) are the roots of denominator in (1.6) and α > 0. It is easy to see that the function I q (α) is defined on the interval ]0, α * (q)[ where
is given by condition x 0 = x 1 .
The statement of Theorem follows from Lemma which will be proved in Section 2.
[ the following inequality holds:
Furthermore, lim
Remark 5. The inequality (1.7) was conjectured in [1] .
It follows from relations (1.7) and (
function is a unique 2T -periodic solution of equation (1.4), and Theorem 2 is proved for r = 1.
2. Now we consider the case r > 1. Let y ∈ H r (−T, T ). We introduce the notation
. By the Steklov-Wirtinger inequality,
2r + 2 then the first part of the proof implies
and the proof is complete.
Note that for r < 1/2 the statement of Theorem 2 is not true since for sufficiently large q the space H r is not embedded into L q (thus, the minimum in (1.1) equals zero for any T ).
CONJECTURE. The statement of Theorem 2 holds for r ≥ 1/2.
The proof of Theorem 2 implies also the following statement.
has exactly k non-equivalent 2T -periodic positive solutions.
Proof. For any q > 2 equation (1.10) has a unique constant positive solution y(x) ≡ 1. Next, any non-constant periodic positive solution corresponds to the motion along an oval given by equation (1.5) in the phase plane (with µ = 2/q). In this process one revolution should take time 2T /n, n ∈ N. Hence we derive similarly to the proof of Theorem 2 that the equality I q (α) = T /n holds for some α ∈ ]0, α * (q)[. It follows from (1.7), (1.8) and evident relation lim α→0 I q (α) = +∞ that for q meeting the inequalities (1.9) this equation is solvable if n ≤ k − 1. This gives k − 1 non-equivalent non-constant positive solutions. Theorem is proved.
Proof of the Main Lemma
Some of Lemmas in this Section were proved in [1] . For the reader's convenience we give them with full proofs.
First, we observe that the change of variable t = (u 2 α)
for all α ∈ ]0, α * (q)[. Therefore it is sufficient to prove monotonicity of I q (the inequality (1.7)) only for 2 < q ≤ 4.
Let us denote
Denote by x (unique positive) point where f ′ changes sign. Then we have
Also we write down two evident equalities:
Proof. We have
and convergence is uniform in any compact subset of the interval ]0, α
However, (2.1) implies
and thus dI
Note that ψ(x 0 ) = f ′2 (x 0 ) > 0 and
, and we can write
The expression in square brackets is equal to
Therefore dI
q /dα converges to the right-hand side of (2.6) as ǫ → 0. Moreover, convergence is uniform in any compact subset of the interval ]0, α * [ . This completes the proof.
Let us denote g(t) := ψ 2 (t)/t q−3 . Then formula (2.6) can be rewritten using the mean value theorem:
, (2.8) where t 0 and t 1 are some points in the intervals ]x 0 , x[ and ] x, x 1 [ , respectively. Since the function ψ increases on the segment [x 0 , x 1 ], the function g also increases on [x 0 , x 1 ] if q ≤ 3. Thus, g(t 0 ) < g(t 1 ), and (2.8) implies (1.7) for 2 < q ≤ 3. Now we turn to the case 3 ≤ q ≤ 4.
Proof. We observe that
Let us denote by g 1 (t) the expression in large brackets. Then obviously
on the other hand, (2.2) and (2.5) give
and the inequalities (2.9) are proved. Further, g
Let us denote by g 2 (t) the expression in large brackets. Then
Hence g ′′ 2 changes sign at most once, and g ′ 2 changes sign at most twice. Moreover, (2.2) and (2.3) imply g So, in any case g 2 changes sign at most twice. However, it is evident that g 2 (x 0 ) > 0 and g 2 (x 1 ) < 0. Thus g 2 changes sign exactly once, and g 1 changes sign exactly twice. The Lemma is proved. 
Proof. First, we observe that for α = α * (q) the segment [x 0 , x 1 ] degenerates into the point x * = q/(q − 2).
Hence x 0 = x 1 = x = x * , and g(x * ) = 0. Next, by (2.4) we have
Formulae (2.7) and (2.4) imply
In a similar way, relations (2.2) and f ′ ( x) = 0 imply
In the same way we obtain for j = 2, 3
Note that
The inequalities (2.11) and (2.12) imply that x 0 < x * < x for 0 < α < α * (q). Hence the relations (2.13) and (2.14) give for 3 ≤ q ≤ 4
We integrate this inequality triply with respect to α using (2.15) and obtain the first inequality in (2.10).
To prove the second inequality in (2.10) we observe that for q under consideration we have γ ′ 3 (t) < 0 for t > x * whence γ 3 ( x) > γ 3 (x 1 ). Let us compare β 3 (x 1 ) and γ 3 (x 1 ). To proceed we introduce a new variable z := x 1 (q − 2)/q and note that z increases from 1 to +∞ as α decreases from α * (q) to 0. Furthermore, by direct calculation we obtain
It is easy to see that for q under consideration the denominator in (2.16) is negative while the numerator is positive for z = 1 and decreases with respect to z. Furthermore, numerical evaluation of zeros of the polynomial P (1.15, q) gives This shows that the numerator in (2.16) is still positive for z = z 0 := 1.15 and 3 ≤ q ≤ 4. Thus, γ 3 (x 1 )/β 3 (x 1 ) < 1 for z ∈ [1, z 0 ]. Since β 3 (x 1 ) < 0, the inequality β 3 (x 1 ) < γ 3 (x 1 ) < γ 3 ( x) holds for such z. We integrate this inequality triply with respect to α using (2.15) and obtain that the second inequality in (2.10) is fulfilled for z ≤ z 0 .
To progress further, we introduce the notation
and note that τ increases with respect to q and decreases with respect to z. Since τ z=z 0 ,q=4 = 0.8966333519, we have τ < τ 0 := 0.897 for z > z 0 .
Furthermore, we observe that γ ′ 1 (t) < 0 for t > x * and for q under consideration, whence γ 1 ( x) > γ 1 (τ 0 x 1 ) for z > z 0 .
Let us compare β 1 (x 1 ) and γ 1 (τ 0 x 1 ). Direct calculation gives γ 1 (τ x 1 ) β 1 (x 1 ) − 1 = Q(z, q, τ ) q(z − 1) 2 (z + 1) 2 (z 2 (7 − q) + (q + 1)) , (2.17)
