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Maximal surface area of a convex set in Rn with
respect to log concave rotation invariant
measures.
Galyna Livshyts
1 Introduction
In this paper we will study geometric properties of the probability measures γ on Rn
with density Cne−ϕ(|y|), where ϕ(t) is a nonnegative nondecreasing convex function,
which may take infinity as a value, and the normalizing constant
Cn =
(∫
Rn
e−ϕ(|y|)dy
)−1
.
We recall that the Minkowski surface area of a convex set Q with respect to the
measure γ is defined to be
γ(∂Q) = liminf
ε→+0
γ((Q+ εBn2)\Q)
ε
, (1)
where Bn2 denotes the Euclidian unit ball in Rn.
The special case of ϕ(t) = t22 , which corresponds to the standard Gaussian mea-
sure γ2, has been actively studied. Sudakov, Tsirelson [18] and Borell [5] proved,
that among all convex sets of a fixed Gaussian measure, half spaces have the smallest
Gaussian surface area. Mushtari and Kwapien asked the reverse version of isoperi-
metric inequality, i.e. how large the Gaussian surface area of a convex set A ⊂ Rn
can be. It was shown by Ball [1], that Gaussian surface area of a convex set in Rn
is asymptotically bounded by Cn 14 , where C is an absolute constant. Nazarov [17]
proved the sharpness of Ball’s result and gave the complete solution to this asymp-
totic problem:
0.28n
1
4 ≤ max
Q∈Kn
γ2(∂Q)≤ 0.64n
1
4 , (2)
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where by Kn we denote the set of all convex sets in Rn. Further estimates for γ2(∂Q)
for the special case of polynomial level set surfaces were provided by D. Kane [10].
He showed that for any polynomial P(y) of degree d, γ2(P(y) = 0)≤ d√2 .
Isoperimetric inequalities for a wider class of rotation invariant measures were
studied by Sudakov and Tsirelson [18]. Recently, geometric properties for various
classes of rotation invariant measures were established by Bobkov [2, 3, 4], Bray
and Morgan [6], Maurmann and Morgan [15] and others.
The maximal surface area of convex sets for the probability measures γp with
densities Cn,pe−
|x|p
p , where p > 0, was studied in [14]. It was shown there, that
c(p)n
3
4− 1p ≤ max
Q∈Kn
γp(∂Q)≤C(p)n
3
4− 1p , (3)
where c(p) and C(p) are constants depending on p only.
In the present paper we obtain a generalization of results due to Ball and Nazarov,
and find an expression for the maximal surface area with respect to an arbitrary rota-
tion invariant log concave measure γ . The expression depends on the measure’s nat-
ural characteristics, i.e. expectation and variance of a random variable, distributed
with respect to γ.
We shall use notation - for an asymptotic inequality: we say that A(n) - B(n)
if there exists an absolute positive constant C (independent of n), such that A(n)≤
CB(n). Correspondingly, A(n)≈ B(n) means that B(n)- A(n)- B(n).
The following theorem is the main result of the present paper:
Theorem 1. Fix n ≥ 2. Let γ be log concave rotation invariant measure on Rn.
Consider a random vector X in Rn distributed with respect to γ . Then
max
Q∈Kn
γ(∂Q)≈
√
n√
E|X | 4
√
Var|X | ,
where, as usual, E|X | and Var|X | denote the expectation and the variance of |X |
correspondingly.
Let us note, that the above Theorem implies (2). It also implies (3) in the case
p ≥ 1, and the details of these implications are shown in Section 3.
Another classical example of a log concave rotation invariant measure is the nor-
malized Lebesgue measure restricted to the unit ball. In that case ϕ(t) equals to zero
for all t < 1 and takes infinity as a value for all t ≥ 1. For that measure E|X | ≈ 1 and
Var|X | ≈ n−2, so the maximal surface area is of order
√
n
4√
n−2×1
= n. The set with the
maximal surface area is the sphere of radius 1, which is also clear by monotonicity
of the standard surface area measure.
We outline, that for isotropic measures (see [16] for definitions and details), The-
orem 1 together with the result from [12] entails that the maximal perimeter varies
between C1n
1
4 and C2n
1
2 , where C1 and C2 are absolute constants. The standard
Gaussian measure is an example of an isotropic measure with the maximal surface
area of order n 14 , and the Lebesgue measure restricted to a ball of radius
√
n is an
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example of an isotropic measure with the maximal surface area of order n 12 . If the
measures γp from (3) are brought to the isotropic position, the maximal surface area
with respect to them is of order n 14 .
The main definitions, technical lemmas and some preliminary facts are given
in Section 2. Some connections between the probabilistic and analytic setup are
provided in Section 3. The upper bound for Theorem 1 is obtained in Section 4, and
the lower bound is shown in Section 5. In Section 6 we provide some examples to
exhibit the sharpness of Theorem 1.
Acknowledgment. I would like to thank Artem Zvavitch and Fedor Nazarov for
introducing me to the subject, suggesting me this problem and for extremely helpful
and fruitful discussions. I would also like to thank Benjamin Jaye for a number of
useful remarks. The author is supported in part by U.S. National Science Foundation
grant DMS-1101636.
2 Some definitions and lemmas.
This section is dedicated to some general properties of spherically invariant log
concave measures. We outline some basic facts which are needed for the proof.
Some of them have appeared in literature. See [11] for an excellent overview of the
properties of log concave measures, in particular the proof of Lemma 4.5, where
some portion of the current section appears.
We write all the calculations in Rn+1 instead of Rn for the notational simplic-
ity. We use notation | · | for the norm in Euclidean space Rn+1; |A| stands for the
Lebesgue measure of a measurable set A⊂Rn+1. We will write Bn+12 = {x ∈Rn+1 :
|x| ≤ 1} for the unit ball in Rn+1 and Sn = {x ∈ Rn+1 : |x|= 1} for the unit sphere.
We denote νn+1 = |Bn+12 |= pi
n+1
2
Γ ( n+12 +1)
. We note that |Sn|= (n+ 1)νn+1.
We fix a convex nondecreasing function ϕ(t) : [0,∞)→ [0,∞]. Let γ be a prob-
ability measure on Rn+1 with density Cn+1e−ϕ(|y|). The normalizing constant Cn+1
equals to [(n+ 1)νn+1Jn]−1, where
Jn =
∫
∞
0
tne−ϕ(t)dt. (4)
We introduce the notation gn(t)= tne−ϕ(t). Since we normalize the measure anyway,
we may assume that ϕ(0) = 0.
Without loss of generality we may assume that ϕ ∈C2[0,∞). This can be shown
by the standard smoothing argument (see, for example, [8]).
We shall use a well known integral formula for γ(∂Q), which holds true, in par-
ticular, for the measures with continuous densities:
γ(∂Q) =Cn+1
∫
∂Q
e−ϕ(|y|)dσ(y), (5)
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where dσ(y) stands for Lebesgue surface measure (see the Appendix for the proof).
The below Lemma shows that the surface area with respect to γ is stable under
small perturbations.
Lemma 1. Fix n ≥ 2. Let M be a measurable subset of a boundary of a convex set
in Rn+1. Then
Cn+1
∫
1
1+ 1n
M
e−ϕ(|y|)dσ(y)% γ(M).
Proof. We observe, that ϕ
(
|y|
1+ 1n
)
≤ ϕ(|y|), since ϕ(t) is nondecreasing. Also,
dσ
(
y
1+ 1
n
)
=
(
1+ 1
n
)−n
dσ(y)≈ dσ(y).
We conclude:
∫
1
1+ 1n
M
e−ϕ(|y|)dσ(y) =
∫
M
e
−ϕ
(
|y|
1+ 1n
)
dσ
(
y
1+ 1
n
)
% γ(M). 
Remark 1. We observe as well, that the same statement holds for all measures with
densities, decreasing along each ray starting at zero.
Definition 2 We define t0 to be the point of maxima of the function gn(t), i.e., t0 is
the solution of the equation
ϕ ′(t)t = n. (6)
We note that the equation (6) has a solution, since tϕ ′(t) is nondecreasing, continu-
ous and limt→+∞ tϕ ′(t) =+∞. This solution is unique, since tϕ ′(t) strictly increases
on its support. This definition appears in most of the literature dedicated to rotation
invariant log concave measures: see, for example, [13] (Section 2), [3] (Remark 3.4)
or [11] (Lemma 4.3).
Remark 2. We may define tn and tn−1 by
ϕ ′(tn−1)tn−1 = n− 1, (7)
ϕ ′(tn)tn = n. (8)
We claim that tnn ≈ tnn−1. To see this, we note that function tϕ ′(t) is nondecreasing.
Hence tn ≥ tn−1. On the other hand, subtracting (7) from (8), we get
1 = ϕ ′(tn)tn−ϕ ′(tn−1)tn−1 ≥ ϕ ′(tn−1)(tn− tn−1) = n− 1tn−1 (tn− tn−1).
The above leads to the following chain of inequalities:
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1 ≤ tn
tn−1
≤ 1+ 1
n− 1 , (9)
and therefore tnn ≈ tnn−1.
In a view of the above we introduce the notation “t0”. Everywhere in the paper it
is assumed that t0 = tn+1.
We notice in addition, that
ϕ(t0) = ϕ(t0)−ϕ(0)≤ ϕ ′(t0)t0 = n, (10)
since ϕ(0) = 0 by our assumption.
The next lemma provides simple asymptotic bounds for Jn. It was proved in [13],
but for the sake of completeness we sketch the proof below.
Lemma 2.
gn(t0)t0
n+ 1
≤ Jn ≤
√
2pi(1+ o(1))gn(t0)t0√
n
.
Sketch of the proof. The integral Jn can be estimated from above by Laplace
method, which can be found, for example, in [7]. We rewrite
Jn = gn(t0)
∫
∞
0
e
n log tt0 +ϕ(t0)−ϕ(t)dt. (11)
By the Mean Value theorem, ϕ(t0)−ϕ(t)≤ ϕ ′(t0)(t0− t) = n(1− tt0 ) for any t ≥ 0.
Thus, (11) is less than
gn(t0)t0
∫
∞
0
enh(t)dt,
where h(t) = logt− t + 1. It is easy to check that h(t) satisfies Laplace’s condition
(see [7] p. 85-86 for the formulation), so
Jn ≤ (1+ o(1))
√
2pi
gn(t0)t0√
n
.
On the other hand, since ϕ(t) is nondecreasing and positive,
Jn ≥
∫ t0
0
tne−ϕ(t)dt ≥ e−ϕ(t0)
∫ t0
0
tndt = t0gn(t0)
n+ 1
. (12)

The next Lemma is a simple fact which we shall apply it to estimate the “tails”
of Jn.
Lemma 3. Let g(t) = e f (t) be a log concave function on [a,b] (where both a and b
may be infinite). Assume that f ∈C2[a,b] and that t0 is the unique point of maxima
of f (t). Assume that t0 > 0. Consider x > 0 and ψ > 0 such that
f (t0)− f ((1+ x)t0)≥ ψ .
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Then, ∫ b
(1+x)t0
g(t)dt ≤ xt0g(t0)ψeψ .
Similarly, if f (t0)− f ((1− x)t0)≥ ψ ,∫ (1−x)t0
a
g(t)dt ≤ xt0g(t0)ψeψ .
Proof. We pick any t > (1+ x)t0. First, we notice by concavity:
ψ ≤ f (t0)− f ((1+ x)t0)≤− f ′((1+ x)t0)xt0.
Next, since f (t) is concave,
f (t)≤ f ′((1+ x)t0)(t− (1+ x)t0)+ f ((1+ x)t0)≤
− ψ
xt0
(t− (1+ x)t0)+ f (t0)−ψ .
Thus, for t > (1+ x)t0,
g(t)≤ g(t0)e−ψe−
ψ
xt0
(t−(1+x)t0)
. (13)
Consequently, ∫ b
(1+x)t0
g(t)dt ≤ g(t0)e−ψ
∫
∞
0
e
− ψxt0 sds≤ xt0g(t0)ψeψ .
The second part of the Lemma can be obtained similarly. 
We note, that the condition t0 > 0 in the above Lemma is not crucial, and every-
thing can be restated for t0 < 0. For our purposes it is enough to consider t0 > 0.
The function gn(t) = tne−ϕ(t) is log concave on [0,∞), and we shall apply Lemma
3 with g(t) = gn(t) and ψ = 1.
Definition 3 Define the “outer” λo to be a positive number satisfying:
ϕ(t0(1+λo))−ϕ(t0)− n log(1+λo) = 1. (14)
Similarly, define the “inner” λi as follows:
ϕ(t0(1−λi))−ϕ(t0)− n log(1−λi) = 1. (15)
We put
λ := λi +λo. (16)
We note that (14) is equivalent to
gn(t0) = egn(t0(1+λo)), (17)
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and (15) is equivalent to
gn(t0) = egn(t0(1−λi)). (18)
Parameter λ from (16) has a nice property:
Lemma 4.
Jn ≈ λ t0gn(t0).
Proof. We apply the first part of Lemma 3 with x = λo and ψ = 1. We get∫
∞
t0(1+λo)
gn(t)dt ≤ 1
e
λot0gn(t0). (19)
Similarly, the second part of the Lemma applied with x = λi, gives∫ t0(1−λi)
0
gn(t)dt ≤ 1
e
λit0gn(t0). (20)
Along with the above, we observe:∫ t0(1+λo)
t0(1−λi)
gn(t)dt ≤ (λi +λo)t0gn(t0) = λ t0gn(t0). (21)
From (19), (20) and (21), applied together with the definition of λ , it follows that:
Jn ≤ e+ 1
e
λ t0gn(t0). (22)
On the other hand,
Jn ≥
∫ t0(1+λo)
t0(1−λi)
gn(t)dt ≥
λit0gn((1+λi)t0)+λot0gn((1+λo)t0) =
1
e
λ t0gn(t0), (23)
where the last equality is obtained in a view of (18) and (17). 
Remark 3. Let us note, that Lemma 2 together with (22) and (23) leads to the esti-
mates:
e
e+ 1
1
n+ 1
≤ λ ≤ (1+ o(1))
√
2pie 1√
n
. (24)
The above implies also, that both “inner” and “outer” lambdas are asymptotically
bounded by 1√
n
. In addition λi % 1n . To see this, we write:∫ t0
0
tne−ϕ(t)dt ≥ e−ϕ(t0)
∫ t0
0
tndt = t0gn(t0)
n+ 1
. (25)
On the other hand, we estimate:∫ t0
t0(1−λi)
tne−ϕ(t)dt ≤ λit0gn(t0).
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Finally, we use (20) and conclude:∫ t0
0
tne−ϕ(t)dt ≤
∫ t0(1−λi)
0
tne−ϕ(t)dt +
∫ t0
t0(1−λi)
tne−ϕ(t)dt ≤
1
e
λit0gn(t0)+λit0gn(t0). (26)
The inequalities (25) and (26) yield the estimate λi ≥ ee+1 1n+1 .
However, λo can be arbitrarily small: for any ε > 0 there exist a measure with
continuous density (close to the one of the normalized Lebesgue measure on the
unit ball) so that λo < ε .
Remark 4. Remark 3 shows that λo and λi are o(1) when n → ∞. Consequently, for
sufficiently large n, ∫ 2t0
1
2 t0
gn(t)dt ≈ Jn,
The following fact is believed to be well known (see Remark 3.4 from [3] for the
best possible estimate).
Lemma 5. For all n ≥ 2,
Jn
Jn−1
≈ t0.
Proof. In a view of Remark 4,
Jn =
∫
∞
0
tne−ϕ(t)dt ≈
∫ 2t0
1
2 t0
tne−ϕ(t)dt ≈
t0
∫ 2t0
1
2 t0
tn−1e−ϕ(t)dt ≈ t0Jn−1,
which completes the proof of the Lemma.
Let us consider some computable examples of γ-surface area. The first natural
example to look at is the sphere of radius R > 0.
γ(RSn) = 1
(n+ 1)νn+1Jn
∫
RSn
e−ϕ(|y|)dσ(y) = |RS
n|e−ϕ(R)
(n+ 1)νn+1Jn
=
Rne−ϕ(R)
Jn
≈ gn(R)λ t0gn(t0) .
Since t0 is the maximum point for gn(t0), we notice that among all the spheres, t0Sn
has the maximal γ-surface area, and it is equivalent to 1λ t0 .
Next, for a unit vector θ we consider the half space Hθ = {y : 〈y,θ 〉 ≤ 0}.
γ(∂Hθ ) =
1
(n+ 1)νn+1Jn
∫
Rn
e−ϕ(|y|)dy = nνnJn−1
(n+ 1)νn+1Jn
. (27)
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Applying the fact that νnνn+1 =
√
n√
2pi (1+ o(1)) together with Lemma 5 and (27),
we obtain that γ(H)≈
√
n
t0
.
We shall use a trick from [1] to show a rough upper bound for γ(∂Q).
Lemma 6. γ(∂Q)- nt0 for any convex set Q.
Proof. We obtain the following integral expression for the density:
e−ϕ(|y|) =
∫
∞
|y|
ϕ ′(t)e−ϕ(t)dt =
∫
∞
0
ϕ ′(t)e−ϕ(t)χ[0,t](|y|)dt,
where χ[0,t] stands for characteristic function of the interval [0, t]. Thus
γ(∂Q) = 1
(n+ 1)νn+1Jn
∫
∂Q
∫
∞
0
ϕ ′(t)e−ϕ(t)χ[0,t](|y|)dtdσ(y) =
1
(n+ 1)νn+1Jn
∫
∞
0
ϕ ′(t)e−ϕ(t)|∂Q∩ tBn+12 |dt,
which by can be estimated from above by
(n+ 1)νn+1
(n+ 1)νn+1Jn
∫
∞
0
tnϕ ′(t)e−ϕ(t)dt, (28)
since Q∩ tBn+12 ⊂ tBn+12 , and thus |∂Q∩ tBn+12 | ≤ |∂ tBn+12 | by convexity.
After integrating (28) by parts and applying Lemma 5, we get
γ(∂Q)≤ n Jn−1
Jn
≈ n
t0
.
The next lemma is an important tool in our proof.
Lemma 7. Assume that there exists a positive µ such that
ϕ (t0(1+ µ))−ϕ(t0)− n log(1+ µ)≥ log
(
µ
√
n
λ
)
≥ 1. (29)
Define
A := (1+ µ)t0Bn+12 \
t0
e
Bn+12 .
Then
γ(∂Q\A)-
√
n
t0
√
λ
.
Proof. First, define the surface B = ∂Q∩ t0
e
Bn+12 . Then,
γ(B) = 1
(n+ 1)νn+1Jn
∫
B
e−ϕ(|y|)dσ(y)≤ |B|
(n+ 1)νn+1Jn
≤
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| t0
e
S
n|
(n+ 1)νn+1Jn
≈ t
n
0
enλ t0e−ϕ(t0)tn0
=
1
λ t0
eϕ(t0)
en
, (30)
where the equivalence follows from Lemma 4. Recalling (10), which states that
ϕ(t0) ≤ n, we estimate (30) from above by 1λ t0 . We recall as well, that
1
λ t0 ≈
γ(t0Sn)-
√
n
t0
√
λ , since λ %
1
n
.
Next, let the surface P = ∂Q \ (1+ µ)t0Bn+12 . As in Lemma 6, we make use of
the estimate (28) and integrate by parts:
γ(P)≤ 1
Jn
∫
∞
(1+µ)t0
tnϕ ′(t)e−ϕ(t)dt -
gn((1+ µ)t0)+ n
∫
∞
(1+µ)t0 gn−1(t)dt
λ t0gn(t0)
. (31)
Lemma 3, applied with x = µ and ψ = log
(
µ
√
n
λ
)
, entails that (31) is less than
e−ψ
λ t0
+
nµ
λ t0ψeψ
=
1
λ t0
× (1+ µnψ )e
−ψ -
√
n
t0
√
λ
,
where the last bound follows if we plug ψ = log
(
µ
√
n
λ
)
and use the fact that ψ ≥ 1.
We also used Remark 3 which yields the fact that 1λ t0 -
√
n
t0
√
λ . 
The next Lemma shows, that µ in Lemma 7 can be chosen very small.
Lemma 8.
µ = logn√
n
satisfies the condition of Lemma 7 for sufficiently large n.
Proof. First, notice that ϕ((1+ µ)t0)−ϕ(t0)≥ ϕ ′(t0)µt0 = nµ . Thus
ϕ(t0(1+ µ))−ϕ(t0)− n log(1+ µ)≥ n(µ− log(1+ µ)). (32)
Plugging µ = logn√
n
into (32) and applying the Taylor approximation for logarithm,
we get that the right hand side of (32) is approximately equal to
√
n logn− n log
(
1+ logn√
n
)
=
log2 n
2
+ o(1). (33)
In order to satisfy (29), we need to estimate log(µ√ nλ ) from above:
log
(
µ
√
n
λ
)
= log
(
logn√
n
√
n
λ
)
≤ log(5n logn), (34)
since λ ≥ e
e+1
1
n
(see Remark 3). Observing, that for all n ≥ 12, log(5n logn) ≤
log2 n
2 + o(1), we obtain the Lemma.
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3 Connections to Probability
We consider a random vector X in Rn+1 distributed with respect to γ . Then |X | is
a random variable distributed on [0,∞) with density gn(t)Jn . We shall use standard
notation for its expectation and variance: E = E|X |= 1Jn
∫
∞
0 tgn(t)dt and
σ2 =Var|X |= 1
Jn
∫
∞
0
(t−E)2gn(t)dt. (35)
The next two Lemmas give an expression for the expectation and variance of |X | in
terms of our parameters λ and t0, which will be used to restate Theorem 1.
Lemma 9.
E|X | ≈ t0.
Proof. We write
E|X |= [(n+ 1)νn+1Jn]−1
∫
Rn+1
|y|e−ϕ(|y|)dy =
1
Jn
∫
∞
0
tn+1e−ϕ(t)dt = Jn+1
Jn
≈ t0,
where the last equivalence follows from Lemma 5. 
Lemma 10.
Var|X | ≈ (λ t0)2.
Proof. We notice first that (35) implies:∫
∞
0
gn(t)
(t−E)2
4σ2
dt = Jn
4
. (36)
Subtracting (36) from the equation Jn =
∫
∞
0 gn(t)dt, we get∫
∞
0
gn(t)
(
1− (t−E)
2
4σ2
)
dt = 3
4
Jn.
We observe that 1− (t−E)24σ 2 is between zero and one whenever |t − E| ≤ 2σ , and
negative otherwise. Thus∫ E+2σ
E−2σ
gn(t)dt ≥
∫ E+2σ
E−2σ
gn(t)
(
1− (t−E)
2
4σ2
)
dt ≥ 3
4
Jn. (37)
On the other hand, ∫ E+2σ
E−2σ
gn(t)dt ≤ 4σ × max
t∈[E−2σ ,E+2σ ]
gn(t)≤
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4σ max
t∈[0,∞)
gn(t) = 4σgn(t0). (38)
Bringing together Lemma 4, (37) and (38), we get
4σgn(t0)≥ 34 Jn ≈ λ t0gn(t0),
and thus σ % λ t0.
Next, we shall obtain the reverse estimate. We note that the expression∫
∞
0
(t− τ)2gn(t)dt
is minimal when τ = E . Thus for τ = t0(1+λ ) we get:
σ2Jn ≤
∫
∞
0
(t− t0(1+λ ))2gn(t)dt =
∫ t0(1−λ )
0
+
∫ t0(1+λ )
t0(1−λ )
+
∫
∞
t0(1+λ )
(t− t0(1+λ ))2gn(t)dt. (39)
The second integral in (39) can be bounded by
max
t∈[t0−λ t0,t0+λ t0]
(t− t0(1+λ ))2
∫ t0(1+λ )
t0(1−λ )
gn(t)dt - (λ t0)2Jn. (40)
In order to estimate the third integral we apply (13) with g(t) = gn(t), ψ = 1 and
x = λ . It implies that for all t > t0(1+λ ), the following holds:
gn(t)- gn(t0)e
− 1λ t0 (t−t0(1+λ )).
Thus the third integral from (39) can be estimated from above with
gn(t0)
∫
∞
t0(1+λ )
(t− t0(1+λ ))2e−
1
λ t0
(t−t0(1+λ ))dt =
(λ t0)3gn(t0)
∫
∞
0
s2e−sds = 2(λ t0)2λ t0gn(t0)≈ (λ t0)2Jn,
where the last equivalence follows from Lemma 4. The first integral in (39) can be
estimated similarly (with the loss of e−2). Adding both of them together with (40),
we obtain that
σ2Jn - (λ t0)2Jn,
which finishes the proof.
Now we are ready to restate Theorem 1:
Theorem 4. Fix n≥ 2. Let t0 be the solution of ϕ ′(t)t = n−1.Define λ˜ =
∫
∞
0 t
n−1e−ϕ(t)dt
tn0 e
−ϕ(t0) .
Then
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max
Q∈Kn
γ(∂Q)≈
√
n√
λ˜ t0
.
From now on we will be after proving Theorem 4. Notice, that by Lemma 4, λ˜
is equivalent to λ , defined in the previous section.
Remark 5. The statement of Theorem 4 becomes shorter if the measure is isotropic.
We refer to [16] and [11] for the definitions and details. Here we observe only,
that t0 =
√
n for isotropic measures on Rn, and after making a change of variables
ϕ˜(t) = ϕ( t0√
n
t), we get a measure γ˜ with density C(n)e−ϕ˜(|y|), which has properties
similar to γ and for which the statement of Theorem 4 becomes:
max
Q∈Kn
γ˜(∂Q)≈ 1√
λ˜
.
Remark 6. For p ≥ 1 we define γp to be a probability measure on Rn with density
Cn,pe−
|y|p
p (as in (3). In this case ϕ(t) = t pp , and ϕ ′(t)t = t p. Thus, for such measures
t0 = (n− 1)
1
p (see (6) for the definition of t0). Also, Laplace method entails, that
Jn = c(p)
(n− 1) np e− n−1p√
n
= c(p)
t0gn(t0)√
n
.
(see [14] for the details.) In a view of Lemma 4 we conclude, that in this case
λ ≈ 1√
n
. So Theorem 4 asserts, that
max
Q∈Kn
γp(∂Q)≈C(p)n
3
4− 1p ,
which means that the result of [14] for the case p ≥ 1, the result of [17] for the
standard Gaussian measure, and the result from [1] are consequences of the current
one.
4 Upper bound
We will use the approach developed by Nazarov in [17]. We pick a convex set Q.
The aim is to estimate γ(∂Q) from above. By log concavity of measure γ , we may
assume that Q contains the origin: otherwise we may shift Q towards the origin so
that the surface area does not decrease. Indeed, if Q does not contain the origin, let
y0 ∈Q be the closest point to the origin. Apply the shift S(y)= y−y0. The body S(Q)
contains the origin in it’s boundary, and also |y− y0| ≤ |y| for all y ∈ Q. Since ϕ is
increasing, we get ϕ(|y− y0|)≤ ϕ(|y|), and thus γ(∂S(Q))≥ γ(∂Q). Moreover, by
continuity of ϕ(t) we may assume that the origin is contained not in the boundary,
but in the interior of Q.
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Let us consider “polar” coordinate system x = X(y, t) in Rn+1 with y∈ ∂Q, t > 0.
We write
Cn+1
∫
Rn
e−ϕ(|y|)dσ(y) =Cn+1
∫
∞
0
∫
∂Q
D(y, t)e−ϕ(|X(y,t)|)dσ(y)dt,
where D(y, t) is the Jacobian of x → X(y, t). Define
ξ (y) = eϕ(|y|)
∫
∞
0
D(y, t)e−ϕ(|X(y,t)|)dt. (41)
Then
1 =Cn+1
∫
∂Q
e−ϕ(|y|)ξ (y)dσ(y),
and thus
γ(∂Q) =Cn+1
∫
∂Q
e−ϕ(|y|)dy≤ 1
min
y∈∂Q
ξ (y) . (42)
Following [17], we shall consider two such systems.
4.1 First coordinate system
We consider “radial” polar coordinate system X1(y, t) = yt. The Jacobian D1(y, t) =
tn|y|α , where
α = α(y) = cos(y,ny), (43)
where ny stands for a normal vector at y. Without loss of generality we assume
that ny is defined uniquely for every y ∈ ∂Q. Rewriting (41), making a change of
variables τ = t|y| and applying Lemma 5, we get:
ξ1(y) := eϕ(|y|)
∫
∞
0
tn|y|αe−ϕ(|ty|)dt =
eϕ(|y|)α|y|−nJn % t0αλ gn(t0)gn(|y|) . (44)
We define x = x(y) to satisfy |y|= (1+ x)t0 and
ψ(x) := ϕ((1+ x)t0)−ϕ(t0)− n log(1+ x) = log gn(t0)gn((1+ x)t0) . (45)
Then, by (44),
ξ1(y)% t0αλ eψ(x). (46)
Remark 7. For the sake of completeness we note, that the above formula might as
well be obtained by projecting the set on the unit sphere and passing to new coordi-
nates. Indeed, let x = y|y| . Then the coordinate change writes as dσ(y) =
|y|n
α(y)dσ(x),
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and we obtain
γ(∂Q) = [(n+ 1)νn+1Jn]−1
∫
∂Q
e−ϕ(|y|)dσ(y) =
[(n+ 1)νn+1Jn]−1
∫
Sn
e−ϕ(|y|)
|y|n
α(y)
dσ(x)≤ max
y∈∂Q
gn(|y|)
α(y)Jn
,
which is equivalent to the bound we obtain from (41) and (46). This observation
shows, that no volume argument of the type (42) is needed here. However, we shall
need it below.
4.2 Second coordinate system
We consider “normal” polar coordinate system X2(y, t) = y+ tny. Then D2(y, t)≥ 1
for all y 6∈Q. We write
ϕ(|X2(y, t)|) = ϕ(|y+ tny|) = ϕ
(√
|y|2 + t2 + 2t|y|α
)
,
where α = α(y) was defined by (43). Let ξ2(y) be ξ (y) from (41), corresponding to
X(y, t) = X2(y, t). Then
ξ2(y)≥ eϕ(|y|)
∫
∞
0
e
−ϕ
(√
|y|2+t2+2t|y|α
)
dt. (47)
Define t1 = t1(y) to be the largest number such that:
ϕ
(√
|y|2 + t21 + 2t1|y|α
)
−ϕ(|y|) = 1.
Such number always exists, since the function ϕ
(√
|y|2 + t2 + 2t|y|α
)
is a nonde-
creasing continuous function of t on [0,∞), and
lim
t→+∞ ϕ
(√
|y|2 + t2 + 2t|y|α
)
=+∞.
We shall use an elementary inequality∫
f (x)dµ(x) ≥ a× µ( f (x)≥ a),
which holds for all positive integrable functions f . Notice, that
|{t ≥ 0 : e−ϕ
(√
|y|2+t2+2t|y|α
)
≥ e−ϕ(|y|)−1}|= t1.
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Thus the right hand side of (47) is asymptotically bounded from below by t1.
We define Λ(t) : [0,∞)→ [0,∞) the relation
ϕ((1+Λ(t))t)−ϕ(t) = 1. (48)
By the definition of t1 = t1(y),√
1+
t21
|y|2 +
2t1α
|y| = 1+Λ(|y|).
We solve the quadratic equation and obtain, that for all y ∈ ∂Q
ξ2(y)≥ t1
e
%
|y|
√
Λ(|y|)+Λ 2(|y|)
α(y)√
Λ(|y|)+Λ2(|y|) + 1
. (49)
4.3 Cases.
We shall split the space into several annuli and estimate γ-surface area of ∂Q inter-
sected with each annulus separately. The proof splits into several cases. Below we
assume that y ∈ ∂Q.
Case 1: |y| ≤ 12et0 or |y| ≥ (1+ logn√n )t0.
We define ∂Q1 = {y ∈ ∂Q : |y| ≤ 12e t0 or |y| ≥ (1+ logn√n )t0}. Direct application of
Lemmas 7 and 8 asserts that the desired upper bound holds for γ(∂Q1) (we remark,
that even though the application of Lemma 8 requires n≥ 12, we may apply Lemma
6 for n ≤ 12 and select the proper constant at the end).
Case 2: 12e t0 ≤ |y| ≤ (1− 1n )t0.
We define ∂Q2 = {y ∈ ∂Q : 12e t0 ≤ |y| ≤ (1− 1n )t0}. Pick y ∈ ∂Q2. We observe:
ϕ
(
(1− 1
n
)t0× (1+ 1
n
)
)
−ϕ
(
(1− 1
n
)t0
)
≤
ϕ(t0)−ϕ
(
(1− 1
n
)t0
)
≤ t0
n
ϕ ′(t0) = 1. (50)
This asserts that Λ((1− 1
n
)t0)≥ 1n . We note, that Λ(t) decreases, when t increases.
Thus Λ(|y|) ≥ 1
n
for any y such that |y| ≤ (1− 1
n
)t0. We rewrite (49) and get the
estimate
ξ2(y)% |y|√
n
× 1
α
√
n+ 1
. (51)
Since |y| is assumed to be asymptotically equivalent to t0, (51) rewrites as
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ξ2(y)% t0√
n
× 1
α
√
n+ 1
. (52)
As for the first system, we apply a rough estimate ψ(x) ≥ 0 and rewrite (46) as
follows:
ξ1(y)% t0αλ . (53)
We consider
ξ (y) := ξ1(y)+ ξ2(y)% (54)
t0αλ +
t0√
n
× 1
α
√
n+ 1
.
We minimize the above expression with respect to α ∈ [0,1]. The minimum is at-
tained when α = 1√λ n , and thus
ξ (y)% t0
√
λ√
n
,
which together with (41) and (42) leads to the desired estimate for γ(∂Q2).
Case 3: (1− 1
n
)t0 ≤ |y| ≤ t0
We define ∂Q3 = {y ∈ ∂Q : (1− 1n)t0 ≤ |y| ≤ t0}. Along the annulus the value of
ϕ(t) doesn’t change that much. Namely, since ϕ(t) is nondecreasing and by (50),
ϕ
(
t0(1− 1
n
)
)
∈ [ϕ(t0)− 1,ϕ(t0)].
So for all y ∈ ∂Q3, ϕ(|y|)≈ ϕ(t0). Thus we write
γ(∂Q3) = [(n+ 1)νn+1Jn]−1
∫
∂Q3
e−ϕ(|y|)dσ(y)≈
e−ϕ(t0)
(n+ 1)νn+1Jn
∫
∂Q3
dσ(y) = e
−ϕ(t0)
(n+ 1)νn+1Jn
|∂Q3|.
Since Q3 is a convex body contained in t0Bn+12 , we get |∂Q3| ≤ |t0Sn|, so the above
is less than
e−ϕ(t0)|t0S
n|
(n+ 1)νn+1Jn
=
e−ϕ(t0)tn0
Jn
≈ 1λ t0 ,
where the last equivalence is a direct application of Lemma 4. We conclude that
the portion of any convex set in a very thin annulus around the maximal sphere is
at least as small as the maximal sphere itself, and, in particular, smaller than our
desired upper bound.
Case 4: t0 ≤ |y| ≤ (1+ logn√n )t0.
This case is the hardest one. We face the problem of controlling Λ(y): there is no
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way to get a proper lower bound for it unless we “step inside” the set a little bit.
Fortunately, Lemma 1 shows that stepping not too far does not change γ−surface
area too much. So we will be estimating ξ2
(
|y|
(1+ 1n )2
)
from below, rather than ξ2(y).
The key estimate in all our computation is the following Proposition.
Proposition 1. For any y such that |y| ∈ [t0,(1+ logn√n )t0],
Λ
(
|y|
(1+ 1
n
)2
)
%
1
n
× 1ψ(x)+ 1+ o(1),
where ψ(x) is defined by (45), Λ(t) is defined by (48) and |y|= (1+ x)t0.
Proof. We fix |y| = (1+ x)t0. The parameter x in this case ranges between 0 and
logn√
n
. Notice that by the Mean Value Theorem,
Λ(|y|)% 1|y|ϕ ′((1+Λ(|y|))|y|) . (55)
For any y such that |y| ≥ t0,
Λ(|y|)≤ ϕ((1+Λ(|y|))|y|)−ϕ(|y|)|y|ϕ ′(|y|) =
1
|y|ϕ ′(|y|) ≤
1
t0ϕ ′(t0)
=
1
n
. (56)
Since ϕ ′(t) is nondecreasing, (55) is greater than 1|y|ϕ ′((1+ 1n )|y|) . We apply (55) with
|y|= 1+x
(1+ 1n )2
t0:
Λ
(
1+ x
(1+ 1
n
)2
t0
)
%
1
(1+ x)t0ϕ ′( (1+x)t01+ 1n
)
≈ 1
t0ϕ ′
(
(1+x)t0
1+ 1n
) , (57)
where the last equivalence holds in the current range of x. Next, we write that
ϕ ′
(
(1+ x)t0
1+ 1
n
)
≤
ϕ ((1+ x)t0)−ϕ
(
(1+x)t0
1+ 1n
)
(1+ x)t0− (1+x)t01+ 1n
. (58)
We note, that
(1+ x)t0− (1+ x)t01+ 1
n
=
(1+ x)t0
n+ 1
≈ t0
n
(59)
in the current range of x. We shall invoke the function ψ(x). Applying its defini-
tion (45) in the numerator and (59) in the denominator of (58), we get that (58) is
equivalent to
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ψ(x)+ n log(1+ x)+ϕ(t0)−ϕ
(
(1+x)t0
1+ 1n
)
t0
n
. (60)
Notice now, that by the Mean Value Theorem,
ϕ
(
(1+ x)t0
1+ 1
n
)
−ϕ(t0)% ϕ ′(t0)t0
(
x− 1+ o(1)
n
)
= nx− 1+ o(1). (61)
By (60) and (61),
ϕ ′
(
(1+ x)t0
1+ 1
n
)
-
n
t0
× (ψ(x)+ n log(1+ x)− nx+ 1+ o(1)).
An elementary inequality x≥ log(1+ x) entails that
ϕ ′
(
(1+ x)t0
1+ 1
n
)
-
n
t0
(ψ(x)+ 1+ o(1)). (62)
Finally, by (62) and (57) we conclude
Λ
(
1+ x
(1+ 1
n
)2
t0
)
%
1
n
× 1ψ(x)+ 1+ o(1).
In the next few lines we use notation Λ = Λ( |y|
(1+ 1n )2
) for clarity of the presenta-
tion. We consider
ξ˜ (y) := ξ1(y)+ ξ2( y
(1+ 1
n
)2
)%
t0αλ eψ(x)+
t0
√
Λ +Λ 2
2 α√
Λ+Λ2
+ 1
. (63)
First, we shall minimize (63) with respect to α . It is minimized whenever
α ≈ αmin :=
√
Λ +Λ 2
(
1√
eψ(x)λ
− 1
)
.
Since ψ is increasing on (t0,∞), and due to our restrictions of the case 4, we may
assume that
ψ(x)≤ ψ(t0(1+ logn√
n
)) = log
(√
n
λ x
)
≤
log
(
logn√
n
√
n
λ
)
= log
(
logn√
λ
)
.
Consequently,
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λ eψ(x) ≤ 4
√
λ
√
logn = o(1),
and thus αmin ≈
√
Λ+Λ2
eψ(x)λ . Plugging it into (63), we obtain:
ξ˜ (y)% t0
√
λ (Λ +Λ 2)eψ(x). (64)
Finally, we apply (64) together with Proposition 1:
ξ˜ (y)% t0
√
λ√
n
√
eψ(x)
ψ(x)+ 1+ o(1) %
t0
√
λ√
n
, (65)
where the last inequality holds since ψ(x) is positive.
4.4 Balancing for Case 4
We restrict our attention on the part of the boundary which satisfies the condition of
the Case 4. Namely, denote ∂Q4 := {y ∈ ∂Q : t0 ≤ |y| ≤ (1+ logn√n )t0}.
We would like to apply (41) and (42) with ξ (y) = ξ1(y)+ ξ2(y) and finish the
proof, but unfortunately we only have a lower bound for ξ˜ (y) = ξ1(y)+ξ2( y(1+ 1n )2 ).
So we have to be a little bit more careful. We define A = {y ∈ ∂Q4 : ξ1(y) ≥
ξ2( y(1+ 1n )2 )} and its compliment B = {y ∈ ∂Q4 : ξ1(y) < ξ2(
y
(1+ 1n )2
)}. Note, that
both A and B are γ−measurable, since ξ1 and ξ2 are Borell functions and γ is abso-
lutely continuous with respect to Lebesgue measure. We shall apply (41) and (42)
with ξ (y) = ξ1(y) on the set A and with ξ (y) = ξ2(y) on the set 1(1+ 1n )2 B.
We write that
1 ≥ [(n+ 1)νn+1Jn]−1
∫
A
∫
∞
0
e−ϕ(X1(y,t))D1(y, t)dtdσ(y) =
[(n+ 1)νn+1Jn]−1
∫
A
e−ϕ(|y|)ξ1(y)dσ(y)≥ γ(A)min
y∈A
ξ1(y).
Thus,
γ(A)≤ 1
miny∈A ξ1(y) . (66)
Similarly, we write
1 ≥ [(n+ 1)νn+1Jn]−1
∫
1
(1+ 1n )2
B
∫
∞
0
e−ϕ(X2(y,t))D2(y, t)dtdσ(y) =
[(n+ 1)νn+1Jn]−1
∫
1
(1+ 1n )2
B
e−ϕ(|y|)ξ2(y)dσ(y)≥
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min
y∈B
ξ2
(
y
(1+ 1
n
)2
)
γ
(
1
(1+ 1
n
)2
B
)
. (67)
We apply Lemma 1 for M = 1
(1+ 1n )2
B together with (67), and conclude that
γ(B)- 1
miny∈B ξ2( y(1+ 1n )2 )
. (68)
From (66) and (68) we obtain the following:
γ(∂Q4) = γ(A∪B)- 1
miny∈A ξ1(y) +
1
miny∈B ξ2( y(1+ 1n )2 )
.
Invoking the definitions of the sets A and B, we notice, that
min
y∈A
ξ1(y)≥ 12 miny∈A
(
ξ1(y)+ ξ2
(
y
(1+ 1
n
)2
))
≥
1
2
min
y∈∂Q4
(
ξ1(y)+ ξ2
(
y
(1+ 1
n
)2
))
,
as well as
min
y∈B
ξ2
(
y
(1+ 1
n
)2
)
≥ 1
2
min
y∈B
(
ξ1(y)+ ξ2
(
y
(1+ 1
n
)2
))
≥
1
2
min
y∈∂Q4
(
ξ1(y)+ ξ2
(
y
(1+ 1
n
)2
))
,
since the minimum over the smaller set is greater than the minimum over the larger
set. We conclude, that
γ(∂Q4)- 1
miny∈∂Q4 ξ˜ (y)
,
where ξ˜ (y) = ξ1(y) + ξ2( y(1+ 1n )2 ). The desired lower bound for this quantity was
obtained earlier (65), which finishes the proof of the upper bound part for Theorem
4.
5 Lower bound
It seems impossible to construct an explicit example of a convex set Q with γ(∂Q)≈√
n√
λ t0
. So we provide a probabilistic construction similar to the one in [17]. Namely,
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we shall consider a random polytope circumscribed around a sphere of a certain
radius. The radius of the sphere and the number of faces shall be chosen so that
most of the time α(y) = cos(y,ny) ≈ αmin which appears in the proof of the upper
bound, and so that large enough portion of the polytope falls close to the maximal
sphere t0Sn. As it was shown in Lemma 4, a lot of the measure is concentrated in the
thin annulus around t0Sn; more precise results describing the decay outside of the
annulus were obtained in [11] (Theorem 1.4) and [12] (Theorem 4.4). For simplicity
of the calculations, we only look at the portion of the polytope in that annulus, and
it turns out to be enough for the lower bound.
We consider N uniformly distributed random vectors xi ∈ Sn. Let ρ and W be
positive parameters, let r = t0 +w, where w ∈ [−W,W ]. For the purposes of the cal-
culation we assume from the beginning that W,ρ ≤ t020 . Consider a random polytope
Q in Rn+1, defined as follows:
Q = {x ∈ Rn+1 : 〈x,xi〉 ≤ ρ , ∀i = 1, ...,N}.
Passing to the polar coordinates in Hi = {x : 〈x,xi〉 = ρ}, we estimate the surface
area of the half space Ai = {x : 〈x,xi〉 ≤ ρ}:
γ(∂Ai) =
1
(n+ 1)νn+1Jn
∫
Rn
e−ϕ(
√
|y|2+ρ2)dy%
1
(n+ 1)νn+1Jn
(n+ 1)νn
∫ t0+W
t0−W
e−ϕ(t)(t2−ρ2) n−12
√
t2−ρ2
t
dt %
√
n
Jn
(
1− ρ
2
(t0−W)2
) n
2 ∫ t0+W
t0−W
e−ϕ(t)tn−1dt.
Thus the expectation Eγ(∂Q) can be estimated from below by
N
√
n
Jn
(
1− ρ
2
(t0−W )2
) n
2 ∫ t0+W
t0−W
e−ϕ(t)tn−1(1− p(t))N−1dt, (69)
where p(t) is the probability that the fixed point on the sphere of radius t is separated
from the origin by the hyperplane Hi.
As in [17], we use the formula for a surface area of a body of revolution to obtain
the formula for p(r):
p(r) =
(∫ r
−r
(1− t
2
r2
)
n−2
2 dt
)−1 ∫ r
ρ
(1− t
2
r2
)
n−2
2 dt. (70)
By Laplace method, the first integral is approximately equal to r√
n
. Thus, after the
change of variables x = t
r
, we obtain
p(r)≈
√
n
r
r
∫ 1
ρ
r
(1− x2) n−22 dx =√n
∫ 1
ρ
r
(1− x2) n−22 dx. (71)
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Notice, that for any z ∈ (0,1),
∫ 1
z
(1− t2)mdt ≤ 2
z
∫ 1−z2
0
smds = 2
z(m+ 1)
(1− z2)m+1. (72)
By (71), (72) applied with z = ρ
r
and m = n−22 , and the fact that r ≈ t0,
p(r)-
r√
nρ
(
1− ρ
2
r2
) n
2
-
t0√
nρ
(
1− ρ
2
(t0 +W )2
) n
2
(73)
for all r ∈ [t0−W, t0 +W ]. At this point we choose
N =
√
nρ
t0
(1− ρ
2
(t0 +W)2
)−
n
2 .
Observe that (1− p(r))N−1 . (1− 1N )N ≤ e−1. Applying the above together with
(69) and (73), we get:
E(γ(∂Q)) %
nρ
Jnt0
1− ρ2(t0−W)2
1− ρ2
(t0+W)2

n
2 ∫ t0+W
t0−W
e−ϕ(t)tn−1dt. (74)
Let us now plug W = λ t0. By Lemmas 4 and 5 and Remark 2, we observe, that
Jn−1 ≈
∫ t0+λ t0
t0−λ t0 t
n−1e−ϕ(t). Thus,
E(γ(∂Q)) % nρ
t0
× Jn−1
Jn
1− ρ2(t0−W)2
1− ρ2
(t0+W)2

n
2
≈ nρ
t20
1− ρ2(t0−W )2
1− ρ2
(t0+W )2

n
2
.
We plug ρ = 15√λ n t0. Then
1− ρ2
(t0−W)2
1− ρ2
(t0+W)2
≥ 1− 1
n
,
which implies that
E(γ(∂Q)) %
√
n√
λ t0
.
This finishes the lower bound part of the Theorem 4. 
24 Galyna Livshyts
6 Final remarks
As was discussed in Section 3, Theorem 4 entails Theorem 1. Its conclusion can
be understood for any measure which has at least two bounded moments, so it is
interesting to explore sufficiency of our conditions, i.e. spherical invariance and log
concavity. We shall consider some examples of non rotation invariant or non log
concave measures, for which the conclusion of Theorem 1 does not hold.
Example 1. Consider Lebesgue measure concentrated on the cube [− 12 , 12 ]n. Due to
convexity, the set of maximal surface area for this measure is the cube [− 12 , 12 ]n itself.
Its surface area is 2n. However, E|X | ≈ √n and Var|X | ≈ 1 (see [9] for the proof),
so if Theorem 1 was true, it would give n 14 as a maximal surface area. Thus there
is no hope for Theorem 1 to be true for all log concave measures. The isotropicity
assumption would not change anything due to the homogeneity of Theorem 1.
Example 2. Pick ε ≪ 1
n
. We consider a rotation invariant non log concave measure
γε . Let its density be
f (y) = cn
{
0 if |y| ∈ [0,1− ε]∪ [1,∞)
1 if |y| ∈ (1− ε,1).
The normalizing constant
cn = νn+1(1− (1− ε)n+1)≤ (n+ 1)ενn+1.
For a random variable X with density f we compute
E|X |= 1−
n+1
2 ε
1− n2 ε
+ o((n+ 1)ε)≈ 1
and
Var|X | ≈ ε
2
4
.
Thus if Theorem 1 was true, the maximal surface area would be of order
√
n√
ε
. How-
ever,
γε(Sn)≥ 1
nε2
,
which is greater than
√
n√
ε
for ε ≪ 1
n
.
Example 2 shows, that for any dimension n there exist a rotation invariant mea-
sure for which the conclusion of Theorem 1 fails, but it is hard to find an example
of a density function which would serve all sufficiently large dimensions at once. It
suggests the following conjecture.
Conjecture 1. Fix any real-valued function ϕ(t) on the positive semi-axes. Then
there exists a positive constant Cϕ , depending on the function ϕ(t), such that for all
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n ≥Cϕ ,
max
Q∈Kn
γ(∂Q)≈
√
n√
E|X | 4
√
Var|X | ,
where X is a random vector on Rn distributed with respect to the density e−ϕ(|X |).
Appendix
In this Appendix we provide a technical lemma which is believed to be well known
to the specialists. See [10] for the proof of the same statement in the case of Standard
Gaussian Measure and polynomial level sets.
Lemma 11. Let γ be a probability measure on Rn+1 with a continuous density f (y).
Then, for any convex set Q in Rn+1,∫
∂Q
f (y)dσ(y) = lim
ε→0
γ(Q+ εBn+12 )− γ(Q)
ε
,
where, as before, dσ(y) stands for Lebesgue surface measure.
Proof. For a convex set Q in Rn+1 and ε > 0, we introduce the notation AQ,ε =(Q+ εBn+12 ) \Q. We remark, that the normal vector ny is well defined almost ev-
erywhere for y ∈ ∂Q if Q is convex. So the function f (y+ tny) is defined almost
everywhere on ∂Q. We shall apply the second Nazarov’s system (40), which we
used in the proof of the main result. By convexity of Q,
γ(AQ,ε)≥
∫
∂Q
∫ ε
0
f (y+ tny)dtdσ(y), (75)
where the integration is understood in the Lebesgue sense. By Lebesgue Differenti-
ation Theorem, for every y ∈ ∂Q such that ny is defined,
lim
ε→0
1
ε
∫ ε
0
f (y+ tny)dt = f (y).
Consequently,
lim
ε→0
1
ε
γ(AQ,ε)≥
∫
∂Q
f (y)dσ(y). (76)
On the other hand, we compare the measure of our annulus to the surface area of
Q+ εBn+12 .
We note that for any ε > 0 and x ∈ AQ,ε we may find y ∈ ∂
(Q+ εBn+12 ) and
t ∈ [0,ε] so that x = y− tny.
To see this, inscribe a ball centred at x into Q+εBn+12 and chose y to be a contact
point of the ball and ∂ (Q+ εBn+12 ). We see, that |x− y| ≤ ε , since
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dist(x,∂ (Q+ εBn+12 ))≤ ε.
We write
γ(AQ,ε )≤
∫
∂ (Q+εBn+12 )
∫ ε
0
f (y− tny)dtdσ(y). (77)
We observe, that
lim
ε→0
1
ε
γ(AQ,ε)≤
∫
∂Q
f (y)dσ(y). (78)
Finally, (76) and (78) entail the conclusion of the Lemma.
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