Abstract-Personal service robots will be in the short future part of our world by assisting humans in their daily chores. A highly efficient way of communication with people is through basic gestures. In this work, we present an efficient body gestures' interface that gives the user practical communication to control a personal service robot. The robot can interpret two body gestures of the subject and performs actions related to those gestures. The service robot's setup consists of a Pioneer P3-DX research robot, a Kinect sensor and a portable workstation. The gesture recognition system developed is based on tracking the skeleton of the user to get the body parts relative 3D positions. In addition, the system takes depth images from the sensor and extracts their Haar features, which will train the Adaboost algorithm to classify the gesture. The system was developed using the ROS framework, showing good performance during experimental evaluation with users. Our body gesturebased interface may serve as a baseline to develop practical and natural interfaces to communicate with service robots in the near future.
I. INTRODUCTION
According to the International Federation of Robotics (IFR), a service robot is a robot that is semi autonomously or fully autonomously operated to perform useful tasks for humans. Specifically, a personal service robot is used to benefit humans or enhance human productivity [1] . There is a great diversity of service robots and several fields where they can be used, for example in health care, assistance to disabled, transportation, safety, and security, among others [2] [3] [4] [5] [6] . So far, service robots for personal use are employed mainly for domestic tasks (e.g., vacuum and floor cleaning, lawn-mowing), entertainment, leisure and handicap assistance. The design and optimization of these robots are still in development because of their wide range of services, thus, there is still room for improvement on their performance's quality, e.g., making them less prone to errors that may cause injury to the user [7] .
In this work, we will emphasize in the development of a practical and natural communication interface based on hand gesture recognition to control personal service robots assisting humans in daily life tasks.
II. RELATED WORK
In social and service robotics, robots are required to interact with humans. Reference [8] , shows the benefits of fusing sensory information with a Bayes inference method. Its robot can localize a person by processing visual and audio data. Similarly, in reference [9] , the authors present a guide robot that can detect multiple persons around it and choose the closest as a user. The robot accomplishes this by using an omnidirectional camera and a laser range finder. In this case, the input given by the human user is feet gestures, which are perceived by the robot through a dialog box interface projected on the floor. A robot with more sensors is presented in [10] , where the robot Snowie combines visual clues, voice, distance, and input from a computer to detect not only humans but also features of the environment. These works have one thing in common: visual contact and visual features recognition is a key factor in service robotics.
III. SERVICE ROBOT SETUP
The current prototype of our service robot consisting of a research robot Pioneer P3-DX, a Microsoft Kinect sensor and a mobile workstation, is shown in Fig. 1 The Kinect sensor is a 3D sensing device developed by Microsoft for the Xbox 360 video games console. It consists of an RGB camera, a depth sensor, a multi-array microphone, and a custom processor running proprietary software that provides 3D full body motion capture, facial and voice recognition capabilities. The Open Natural Interaction (OpenNI) is a framework to develop applications using depth cameras (3D sensing devices) such as the Kinect sensor. It provides access to depth image, color image, infrared image, and gestures. On the other hand, the NITE is an advanced 3D computer vision middleware (used through the OpenNI framework), using the Kinect's depth information for skeleton tracking. Such skeleton tracking gives 3D information of body points (e.g. hands, elbows, shoulders, head, torso). The system is configured as follows: The Kinect sensor, mounted on top of the robot, obtains a subject's full-body position data by means of the OpenNI and NITE libraries. Such data become available to all devices connected throughout ROS network and subsequently, it is processed to recognize the body gestures that will indicate the robot's actions. The ARIA libraries are used to control the robot based on the recognized gesture.
IV. BODY GESTURES INTERFACE
The recognition module performs periodic sampling of the subject's body to identify any valid gesture. Two body gestures are defined for the system interface: "Follow" and "Stop" gestures. The "Follow" gesture (see Fig. 2 ) indicates the robot to follow the person wherever he/she goes. The "Stop" gesture tells the robot to stop following the person (see Fig. 3 ).
A. "Follow" Gesture Recognition Fig. 2 shows the body gesture the subject must perform so that the robot starts following him/her. The "Follow" gesture is evoking a salute in the common day used gestures.
To recognize the "Follow" gesture, two conditions must be satisfied: 1) The 3D position of the right hand and right elbow should be contained in the geometric plane defined by the 3D position of the chest (torso) and two shoulders. 2) The angle  and the angle  (see Fig.   4 ) must be close to 90° and 135°, respectively. In the case of the first condition, the torso, and the two shoulders are coplanar and generate a geometric plane projected in the visual space of the Kinect that moves with the user body level. If the distance from the hand or elbow to the plane is approximately 0 cm, the first condition is then satisfied. This is calculated as follows. The vectors used to find the projected plane in the visual space of Kinect are defined as: where TR is the vector that goes from the torso to the right shoulder, and TL is the vector that goes from the torso to the left shoulder. Therefore, the point-plane distance d p from the plane to the hand or elbow 3D coordinates ) , , ( z y x is the following:
where,
In the case of the second condition, the angle formed by the forearm and the arm (  ), and the angle formed by the arm and the vector that goes from the shoulder to the torso (  ) require an approximated magnitude to form the "Follow" gesture (see Fig. 4 ), i.e., 90° and 135°, respectively. The known equation used to calculate an angle a between two vectors u and v is as in (8):
where u and v is the norm of u and v , respectively.
B. "Stop" Gesture Recognition
In Fig. 3 , the "Stop" gesture is shown, and it will indicate the robot to stop following the person. This gesture is the one that humans use to tell someone to stop his/her actions. This body gesture requires the subject to point at arm's-length to the Kinect's reference frame with an open hand. Thus, the system needs to identify the following: 1) arm position, and 2) open hand.
In the case of recognizing the arm position, the system should detect the two angles a 1 and a 2 (see Fig. 5 ), and verify if they are approximately equal to 180° and 0°, respectively. The angle a 1 is formed by the forearm and the arm. Since the arm must be approximately stretched, angle a 1 should be close to 180°. The angle a 2 is formed by the arm and the vector that goes from the shoulder to the Kinect's location. In the "Stop" gesture, the arm should be facing the robot; thus, the angle a 2 should be near 0°. Equation (8) is used to calculate these angles.
To recognize the open hand gesture, we trained the Adaboost classifier with a database of Haar features extracted from hand depth images obtained with the Kinect. If the algorithm recognizes the open hand gesture, the robot will stop following the user; otherwise, the robot will ignore the arm position related to the "Stop" gesture. 
C. Hand Gestures Database
To train and test the boosting classifier we created a database consisting of a set of depth images generated from three different hand gestures (see Fig. 6 hand, but the user itself (Fig. 8a) . To acquire only the hand gesture of interest, we define a depth threshold (approximately, 80 cm) from the sensor and use it to create a binary image out of the original depth image. This threshold will preserve the hand and remove the background (Fig. 8b) . Then, we detect the hand limits inside the image (Fig. 8c) , and finally, we extract a square image containing only the hand gesture (Fig. 8d) . To perform a manageable feature extraction calculation, hand gesture images were scaled to a resolution of 30×30 pixels.
D. Haar Features
Haar features have been widely used in the detection of faces [11] [12] [13] pedestrians [14] , gestures [15, 16] , text within images [17] , vehicles [18, 19] , among others. These features encode the mean intensities differences between two adjacent rectangular regions in an image, showing structural similarities between objects. According to Viola and Jones [20] , a Haar feature selects adjacent rectangular regions at a specific location within a detection window in an image, sums the intensities of pixels in each region, and calculates the difference between regions.
The Haar features used to train our system were taken from five Haar templates: two horizontal bars, two vertical bars, three horizontal bars, three vertical bars, and diagonal. In Fig. 9 the Haar templates used in the experiments can be observed. To obtain all features, every Haar template changes in size and is moved over the input image, and for each subsection of the image, the Haar feature is calculated. Such operation can be calculated faster due to the use of an integral image.
An integral image allows constant time for the calculation of the area of a rectangular region of pixels in an image. The value at any point (x, y) in the integral image S is the sum of all the pixels above and to the left of (x, y):
where I (x', y') is the pixel value at (x', y') in the image. For example, in Fig. 10 , the sum of pixels in region E equals:
where A, B, C, D represent values of the integral image.
E. AdaBoost Classifier
Freund and Schapire [21] proposed a supervised learning algorithm called AdaBoost (Adaptive Boosting), widely used in different applications of the area of machine learning [22−25] .
The main idea of AdaBoost is to combine of a set of weak classifiers to build a strong classifier. A "weak classifier" is a basic classifier that cannot accurately classify the training set, even with the best classification function. To classify, this boosting algorithm takes a set of training data (x 1 , y 1 ), ..., (x n , y n ) as input, where n is the number of training images, x i is a vector of characteristics (in our case Haar features) extracted from the i-th image sample, and y i is the label (class) of sample i. If yi equals 1 indicates a positive sample (image to recognize); if y i equals −1 indicates a negative sample (an image other than the one to be recognized).
At each iteration of this boosting algorithm, the best weak classifier is chosen and the classification error is calculated. Depending on the error, the weight of the weak classifier is obtained, and the data weights (which are initially equal) are updated so that the weights of the erroneously classified data are increased, and the weights of the correctly classified data are reduced. This ensures to find another weak classifier in the next iteration that classifies better the examples classified incorrectly. The final strong classifier, F(x), consists of a linear combination of all selected weak classifiers f m (x) as in (11) 
F. Deviation Angle and Distance
In order to follow the subject, our prototype locates the subject's position by calculating the deviation angle θ of the person related to the Kinect depth axis (i.e., X-axis), and the distance d from the subject to the Kinect. These two parameters serve to control the movement of the robot, where θ indicates a turn and d how near the robot need to approach the user. Note that the Kinect only locates the user in an XY plane, thus, it ignores if the user is above or below the plane in which the Kinect is embedded.
To locate the user, the torso is taken as the subject's reference point as it is closer to the center of mass of the user and tends to have less disruption to the movement. Thus, to calculate the deviation angle θ and the Euclidean distance d, known methods of linear algebra were used.
Finally, a digital proportional-integral-derivative (PID) controller is implemented to control the robot acceleration, where a distance of 80 cm is set as the offset (reference) the PID controller has to keep, this is, the minimum distance the robot should maintain away from the subject (see Fig. 11a ). So, the robot system calculates its difference, in meters, from the offset, i.e., its distance error equals the offset minus its current distance from the user's torso; then, it increases its speed of movement, proportionally, to that error, i.e., the robot speed will be the error times a constant K p = 2, so it can move towards the user. Whenever the error has a negative sign, e.g., when the user approaches the robot, it will move backwards. To align the robot with the user, a PID controller is also implemented. This method controls the robot turn speed. In this case, the offset is set to 0°, so the robot will try to be aligned with the user's torso by calculating its angle error from the offset, i.e., its current deviation angle θ. A positive deviation angle will make the robot turn to its right with a speed proportional to the angle magnitude; otherwise, it will turn to its left with the same speed proportionality (see Fig. 11b ).
V. RESULTS AND DISCUSSION
The "Stop" gesture recognition system was evaluated through a series of experiments with the hand image database. Haar features were extracted from the hand images, giving a total of 320,100 values per image to create its corresponding vector of characteristics to be classified by Adaboost. This boosting algorithm was trained to recognize the open hand gesture by finding the top 30 weak classifiers.
The set of samples for the algorithm consisted of 100 positive samples (images of the open hand gesture) and 100 negative samples (50 close hand images, 50 semiopen hand images), giving a total of 200 samples. The training phase was performed with 80% of the total examples, and the 20% of the remaining examples were designated for the test phase. The method to validate the learning performance was Cross-Validation in the OneLeave-Out mode [26] , using five folds. Table 1 presents recognition results of five folds for the  open hand gesture with Haar features.  Table 2 shows results of average (AVG) and standard deviation (SD) of the statistical measures of performance: accuracy, sensitivity (rate of true positives), specificity (true negative rate) and F1score.
In Fig. 12 , two examples of classification errors are presented. In Fig. 12a a semi-open hand was erroneously classified as an open hand (false positive) possibly due to the high of the wrist in the image. Fig. 12b shows an open hand incorrectly recognized. (Fig. 13) . Once a subject told the robot to follow him/her, it started to move towards the user even when the subject turned his/her back on the robot. The PID controller permits the robot to accelerate its movement relative to the magnitude of the distance between them, this is, the robot approached the user faster when its distance was larger, and slower when it was getting nearer the subject. On the other hand, the deviation angle permits the robot to follow the subject's turns around the place. When the user forwards the robot, it maintains its distance from the subject by moving backward. In addition, one safety feature the volunteers liked was that our prototype keeps always a determined distance from the subject. When the user sets the arm as in the "Stop" gesture, the robot had to recognize an open hand to stop, otherwise, it continued following the user. The results in the survey indicate that the users perceived the best performance of the system during the "Follow" gesture recognition, and while it was following them to the different locations to which they moved. In the lowest scores subjects agreed that the gesture to stop the robot is a human way to stop someone, and that the response time and execution commands of the robot were optimal.
In general, during the experiments, participants showed acceptance and enthusiasm for the prototype, giving a satisfactory feedback about its functionality.
VI. CONCLUSION
Service robots are becoming popular nowadays, and voice and gestures are becoming the natural human communication norm for the way of interacting with robots. This paper shows a practical body gesture-based interface to control a service robot. The robot can recognize a gesture which indicates the robot to follow the subject, and a second gesture to stop its following action. The Adaboost algorithm and Haar features implemented present good performance to recognize the hand gesture to control the robot. Evaluation with volunteers shows that the prototype performs satisfactory results.
