Abstract. We present a general method for constructing a new class of topological Ramsey spaces. Members of such spaces are infinite sequences of products of Fraïssé classes of finite relational structures satisfying the Ramsey property. We extend the Product Ramsey Theorem of Sokič to equivalence relations for finite products of structures from Fraïssé classes of finite relational structures satisfying the Ramsey property. This is then applied to prove Ramsey-classification theorems for equivalence relations on fronts, generalizing the Pudlák-Rödl Theorem to our class of topological Ramsey spaces. To each topological Ramsey space in this framework correspond associated ultrafilters satisfying weak partition properties. The Ramsey-classification theorems are applied to classify the structure of the Tukey types of all ultrafilters Tukey reducible to the associated ultrafilter. Furthermore, the structure of the Rudin-Keisler classes inside each Tukey type are also completely classified in terms of the embedding relation on the Fraïssé classes.
Introduction
The Tukey theory of ultrafilters has recently seen much progress, developing into a full-fledged area of research drawing on set theory, topology, and Ramsey theory. Interest in Tukey reducibility on ultrafilters stems both from the fact that it is a weakening of the well-known Rudin-Keisler reducibility as well as the fact that it is a useful tool for classifying partial orderings.
Given ultrafilters U, V, we say that U is Tukey reducible to V (written U ≤ T V) if there is a function f : V → U which sends filter bases of V to filter bases of U. We say that U and V are Tukey equivalent if both U ≤ T V and V ≤ T U. The collection of all ultrafilters Tukey equivalent to U is called the Tukey type of U.
The question of which structures embed into the Tukey types of ultrafilters on the natural numbers was addressed to some extent in [6] . In that paper, the following were shown to be consistent with ZFC: chains of length c embed into the Tukey types of p-points; diamond configurations embed into the Tukey types of p-points; and there are 2 c many Tukey-incomparable selective ultrafilters. However, [6] left open the question of which structures appear as initial Tukey structures in the Tukey types of ultrafilters, where by an initial Tukey structure we mean a collection of Tukey types of nonprincipal ultrafilters which is closed under Tukey reducibility.
The first progress in this direction was made in [22] , where applying a canonical Ramsey theorem of Pudlák and Rödl (see Theorem 13) , Todorcevic showed that every nonprincipal ultrafilter Tukey reducible to a Ramsey ultrafilter is in fact Tukey equivalent to that Ramsey ultrafilter. Thus, the initial Tukey structure below a Ramsey ultrafilter is simply a singleton.
Further progress on initial Tukey structures was made by Dobrinen and Todorcevic in [8] and [7] . To each topological Ramsey space, there is a naturally associated ultrafilter obtained by forcing with the topological Ramsey space partially ordered modulo finite initial segments. The properties of the associated ultrafilters are inherited from the properties of the topological Ramsey space (see Section 4) . In [8] , a dense subset of a partial ordering of Laflamme from [13] which forces a weakly Ramsey ultrafilter was pared down to reveal the inner structure responsible for the desired properties to be that of a topological Ramsey space, R 1 . In fact, Laflamme's partial ordering is exactly that of an earlier example of Baumgartner and Taylor in [2] (see Example 21) . By proving and applying a new Ramsey classification theorem, generalizing the Pudlák-Rödl Theorem for canonical equivalence relations on barriers, it was shown in [8] that the ultrafilter associated with R 1 has exactly one Tukey type of nonprincipal ultrafilters strictly below it, namely that of the projected Ramsey ultrafilter. Thus, the initial structure of the Tukey types reducible to the ultrafilter associated with R 1 is exactly a chain of length 2.
In [7] , this work was extended to a new class of topological Ramsey spaces R α , which are obtained as particular dense sets of forcings of Laflamme in [13] . In [7] , it was proved that the structure of the Tukey types of ultrafilters Tukey reducible to the ultrafilter associated with R α is exactly a decreasing chain of order-type α + 1. As before, this result was obtained by proving new Ramsey-classification theorems for canonical equivalence relations on barriers and applying them to deduce the Tukey structure below the ultrafilter associated with R α .
All of the results in [22] , [8] and [7] concerning initial Tukey structures produced initial structures which are linear orders, and moreover, decreasing chains of some countable successor ordinal length. This led to the following questions, which motivated the present and forthcoming work. Related to these questions are the following two motivating questions. Before [7] , there were relatively few examples in the literature of topological Ramsey spaces. The constructions in that paper led to considering what other new topological Ramsey spaces can be formed. Our general construction method presented in Section 3 is a step toward answering the following larger question. We point out some recent work in this vein constructing new types of topological Ramsey spaces. In [17] , Mijares and Padilla construct new spaces of infinite polyhedra, and in [18] , Mijares and Torrealba construct spaces whose members are countable metric spaces with rational valued metrics. These spaces answer questions in Ramsey theory regarding homogeneous structures and random objects, but do not produce ultrafilters with partition properties. One of aims of the present work is to find a general framework for ultrafilters satisfying partition properties in terms of topological Ramsey spaces.
Question 5. Is each ultrafilter on some countable base satisfying some partition relations actually an ultrafilter associated with some topological Ramsey space (or something close to a topological Ramsey space)? Is there some general framework of topological Ramsey spaces into which many or all examples of ultrafilters with partition properties fit?
We mention that there are spaces which generate ultrafilters with partition properties which are not techincally topological Ramsey spaces but which are close enough to find their initial Tukey structures. (See the forthcoming paper of Dobrinen [5] ).
It turns out that whenever an ultrafilter is associated with some topological Ramsey space, the ultrafilter has complete combinatorics. This follows from a straightforward generalization of work of Todorcevic in [11] combined with results of Mijares and Nieto in [16] . Thus, finding a general framework for ultrafilters with partition properties in terms of ultrafilters associated with topological Ramsey spaces has the benefit of providing a large class of forcings with complete combinatorics.
In this paper we provide a general scheme for constructing new topological Ramsey spaces. This construction scheme uses products of finite ordered relational structures from Fraïssé classes with the Ramsey property. The details are set out in Section 3. The goal of this construction scheme is several-fold. We aim to construct topological Ramsey spaces with associated ultrafilters which have initial Tukey structures which are not simply linear orders. This is achieved by allowing "blocks" of the members of the Ramsey space to consist of products of structures, rather than trees as was the case in [7] . In particular, for each n < ω, we construct a hypercube space H n which produces an ultrafilter with initial Tukey structures exactly that of the Boolean algebra P(n). See Example 24 and Theorem ??.
We also seek to use topological Ramsey spaces to provide a unifying framework for p-points satisfying weak partition properties. This is the focus in Section 4. All of the p-points of Baumgartner and Taylor in [2] fit into our scheme, in particular, the k-arrow, not (k + 1)-arrow p-points which they construct. In the other direction, for many collections of weak partition properties, we show there is a topological Ramsey space with associated ultrafilter simultaneously satisfying those properties.
Much of the work in this paper hinges on Theorem 30, which we prove in Section 5. This canonization theorem generalizes the Erdős-Rado Theorem (see Theorem 11) in two ways: by extending it from finite linear orders to Fraïssé classes of finite ordered relational structures with the Ramsey property, and by extending it to finite products of members of such classes. Theorem 30 is applied in Section 6 to prove Theorem 37, which generalizes the Ramsey-classification theorems in [8] for equivalence relations on fronts to the setting of the topological Ramsey spaces in this paper. Furthermore, we show that the Abstract Nash-Williams Theorem (as opposed to the Abstract Ellentuck Theorem) suffices for the proof.
Section 7 contains theorems general to all topological Ramsey spaces (R, ≤, r), not just those constructed from a generating sequence. In this section, general notions of a filter being selective or Ramsey for the space R are put forth. The main result of this section, Theorem 55, shows that Tukey reductions for ultrafilters Ramsey for a topological Ramsey space can be assumed to be continuous. In particular, it is shown that any cofinal map from an ultrafilter Ramsey for R is continuous on some base for that ultrafilter, and even better, is basic (see Definition 47). This section also contains a general method for analyzing ultrafilters Tukey reducible to some ultrafilter Ramsey for R in terms of fronts and canonical functions. (See Proposition 49 and neighboring text.)
Finally, in Section 8 , Theorem 37 is applied to find all initial Tukey structures associated with the ultrafilters generated by the class of topological Ramsey spaces constructed in this paper. In Theorem 59, it is shown that each Boolean algebra P(ω) appears as the initial Tukey structure below a p-point associated with some topological Ramsey space. In fact, finer results are proved in this section. In particular, Theorem 66 shows that if R is a topological Ramsey space constructed from some Fraïssé classes K j , j ∈ J, and C is a Ramsey filter on (R, ≤), then the Rudin-Keisler ordering of the p-points Tukey reducible to C is isomorphic to the collection of all (equivalence classes of) finite products of members of the classes K j , partially ordered under embeddability.
Attribution. The work in Sections 3 -5 is due to Dobrinen. Section 6 comprises joint work of Dobrinen and Mijares. Sections 7 and 8 are joint work of Dobrinen and Trujillo, building on some of the work in Trujillo's thesis.
Background on topological Ramsey spaces, notation, and classical canonization theorems
In [24] , Todorcevic distills the key properties of the Ellentuck space into four axioms which guarantee that a space is a topological Ramsey space. For the sake of clarity, we reproduce his definitions here. The following can all be found at the beginning of Chapter 5 in [24] .
The axioms A.1 -A.4 are defined for triples (R, ≤, r) of objects with the following properties. R is a nonempty set, ≤ is a quasi-ordering on R, and r : R × ω → AR is a mapping giving us the sequence (r n (·) = r(·, n)) of approximation mappings, where AR is the collection of all finite approximations to members of R. For a ∈ AR and A, B ∈ R, (1) [a, B] = {A ∈ R : A ≤ B and (∃n) r n (A) = a}.
For a ∈ AR, let |a| denote the length of the sequence a. Thus, |a| equals the integer k for which a = r k (a). For a, b ∈ AR, a ⊑ b if and only if a = r m (b) for some m ≤ |b|. a ⊏ b if and only if a = r m (b) for some m < |b|. For each n < ω, AR n = {r n (A) : A ∈ R}.
A.1 (a) r 0 (A) = ∅ for all A ∈ R.
(b) A = B implies r n (A) = r n (B) for some n.
(c) r n (A) = r m (B) implies n = m and r k (A) = r k (B) for all k < n.
A.2 There is a quasi-ordering ≤ fin on AR such that (a) {a ∈ AR : a ≤ fin b} is finite for all b ∈ AR,
depth B (a) is the least n, if it exists, such that a ≤ fin r n (B). If such an n does not exist, then we write
The topology on R is given by the basic open sets [a, B] . This topology is called the Ellentuck topology on R; it extends the usual metrizable topology on R when we consider R as a subspace of the Tychonoff cube AR N . Given the Ellentuck topology on R, the notions of nowhere dense, and hence of meager are defined in the natural way. Thus, we may say that a subset X of R has the property of Baire iff X = O ∩ M for some Ellentuck open set O ⊆ R and Ellentuck meager set M ⊆ R.
A triple (R, ≤, r) is a topological Ramsey space if every property of Baire subset of R is Ramsey and if every meager subset of R is Ramsey null.
The following result can be found as Theorem 5.4 in [24] . For a topological Ramsey space, certain types of subsets of the collection of approximations AR have the Ramsey property.
Definition 8 ([24]). A family F ⊆ AR of finite approximations is
(
Ramsey if for every partition F = F 0 ∪ F 1 and every X ∈ R, there are Y ≤ X and i ∈ {0, 1} such that
The Abstract Nash-Williams Theorem (Theorem 5.17 in [24] ), which follows from the Abstract Ellentuck Theorem, will suffice for the arguments in this paper.
Theorem 9 (Abstract Nash-Williams Theorem). Suppose (R, ≤, r) is a closed triple that satisfies A.1 -A. 4 . Then every Nash-Williams family of finite approximations is Ramsey.
, there is an a ∈ F such that a ⊏ Y ; and (2) F is Nash-Williams. F is a barrier if (1) and (2 ′ ) hold, where
The quintessential example of a topological Ramsey space is the Ellentuck space, which is the triple ([ω] ω , ⊆, r). Members X ∈ [ω] ω are considered as infinite increasing sequences of natural numbers, X = {x 0 , x 1 , x 2 , . . . }. For each n < ω, the n-th approximation to X is r n (X) = {x i : i < n}; in particular, r 0 (X) = ∅. The basic open sets of the Ellentuck topology are sets of the form [a, X] = {Y ∈ [ω] ω : a ⊏ Y and Y ⊆ X}. Notice that the Ellentuck topology is finer than the metric topology on [ω] ω . In the case of the Ellentuck space, the Abstract Ellentuck Theorem says the following: Whenever a subset X ⊆ [ω] ω has the property of Baire in the Ellentuck topology, then that set is Ramsey, meaning that every open set contains a basic open set either contained in X or else disjoint from X . This was proved by Ellentuck in [9] .
The first theorem to extend Ramsey's Theorem from finite-valued functions to countably infinite-valued functions was a theorem of Erdős and Rado. They found that in fact, given any equivalence relation on [ω] n , there is an infinite subset on which the equivalence relation is canonical -one of exactly 2 n many equivalence relations. We shall state the finite version of their theorem, as it is all that is used in this paper (see Section 5).
Let n ≤ l. For each I ⊆ n, the equivalence relation
where {b 0 , . . . , b n−1 } and {c 0 , . . . , c n−1 } are the strictly increasing enumerations of b and c, respectively. An equivalence relation E on [l] n is canonical if and only if there is some I ⊆ n for which E = E I .
Theorem 11 (Finite Erdős-Rado Theorem, [10] ). Given n ≤ l, there is an m > l such that for each
Pudlák and Rödl later extended this theorem to equivalence relations on general barriers on the Ellentuck space. To state their theorem, we need the following definition.
Definition 12.
A map ϕ from a front F on the Ellentuck space into ω is called irreducible if (1) ϕ is inner, meaning that ϕ(a) ⊆ a for all a ∈ F ; and (2) ϕ is Nash-Williams, meaning that ϕ(a) ⊏ ϕ(b) for all a, b ∈ F such that ϕ(a) = ϕ(b).
Given a front F and an X ∈ [ω] ω , we let F ↾ X denote {a ∈ F : a ⊆ X}. Given an equivalence relation E on a barrier F , we say that an irreducible map ϕ represents E on F ↾ X if for all a, b ∈ F ↾ X, we have a E b ↔ ϕ(a) = ϕ(b).
The following theorem of Pudlák and Rödl is the basis for all subsequent canonization theorems for fronts on the general topological Ramsey spaces considered in the papers [8] and [7] .
Theorem 13 (Pudlák/Rödl, [21] ω and an irreducible map ϕ such that the equivalence relation restricted to F ↾ X is represented by ϕ.
Theorem 13 was generalized to a class of topological Ramsey spaces whose members are trees in [8] and [7] . In Section 6, we shall generalize this theorem to the broad class of topological Ramsey spaces defined in the next section.
A general method for constructing topological Ramsey spaces using Fraïssé theory
We review only the facts of Fraïssé theory for ordered relational structures which are necessary to this article. More general background on Fraïssé theory can be found in [12] . We shall call L = {<} ∪ {R i } i∈I an ordered relational signature if it consists of the order relation symbol < and a (countable) collection of relation symbols R i , where for each i ∈ I, we let n(i) denote the arity of R i . A structure for L is of the form A = |A|, < A , {R A i } i∈I , where |A| = ∅ is the universe of A, < A is a linear ordering of |A|, and for each
An embedding between structures A, B for L is an injection ι : |A| → |B| such that for
, and for all i ∈ I, R |A| i (a 1 , . . . , a n(i) ) ↔ R |B| i (ι(a 1 ), . . . , ι(a n(i) )).
If ι is the identity map, then we say that A is a substructure of B. We say that ι is an isomorphism if ι is an onto embedding. We write A ≤ B to denote that A can be embedded into B; and we write A ∼ = B to denote that A and B are isomorphic. A class K of finite structures for an ordered relational signature L is called hereditary if whenever B ∈ K and A ≤ B, then also A ∈ K. K satisfies the joint embedding property if for any A, B ∈ K, there is a C ∈ K such that A ≤ C and B ≤ C. We say that K satisfies the amalgamation property if for any embeddings f : A → B and g : A → C, with A, B, C ∈ K, there is a D ∈ K and there are embeddings r : B → D and s : C → D such that r • f = s • g. A class of finite structures K is called a Fraïssé class of ordered relational structures for an ordered relational signature L if it is hereditary, satisfies the joint embedding and amalgamation properties, contains (up to isomorphism) only countably many structures, and contains structures of arbitrarily large finite cardinality.
Let K be a hereditary class of finite structures for an ordered relational signature L. For A, B ∈ K with A ≤ B, we use B A to denote the set of all substructures of B which are isomorphic to A. Given structures
A k to denote that for each coloring of
A is homogeneous, i.e. monochromatic, meaning that every member of
A has the same color. We say that K has the Ramsey property if and only if for any two structures A ≤ B in K and any natural number k ≥ 2, there is a C ∈ K with B ≤ C such that C → (B)
A k . For finitely many Fraïssé classes K j , j ∈ J for some J < ω, we write 
to denote that for each coloring of the members of
such that all members of
have the same color; that is, the set
is homogeneous. We subscribe to the usual convention that when no k appears in the expression, it is assumed that k = 2.
We point out that by Theorem A of Nešetřil and Rödl in [19] , there is a large class of Fraïssé classes of finite ordered relational structures with the Ramsey property. In particular, the collection of all finite linear orderings, the collection of all finite ordered n-clique free graphs, and the collection of all finite ordered complete graphs are examples of Fraïssé classes fulfilling our requirements. Moreover, finite products of members of such classes preserve the Ramsey property, as we now see. The following theorem for products of Ramsey classes of finite objects is due to Sokić and can be found in his PhD thesis. Theorem 14 (Product Ramsey Theorem, Sokić [23] ). Let s and k be fixed natural numbers and let K j , j ∈ s, be a sequence of Ramsey classes of finite objects. Fix two sequences (B j ) j∈s and (A j ) j∈s such that for each j ∈ s, we have A j , B j ∈ K j and A j ≤ B j . Then there is a sequence (C j ) j∈s such that C j ∈ K j for each j ∈ s, and
We now present our notion of a generating sequence. Such sequences will be used to generate new topological Ramsey spaces.
Definition 15 (Generating Sequence). Let 1 ≤ J ≤ ω and K j , j ∈ J, be a collection of Fraïssé classes of finite ordered relational structures such that each K j satisfies the Ramsey property. For each k ∈ ω, if J < ω then let J k = J, and if J = ω then let J k = k + 1.
For each k < ω and j ∈ J k , suppose A k,j is some fixed member of K j , and let A k denote the sequence (A k,j ) j∈J k . We say that A k : k < ω is a generating sequence if and only if
(1) For each j ∈ J 0 , |A 0,j | = 1.
(2) For each k < ω and all j ∈ J k , A k,j is a substructure of A k+1,j . (3) For each j ∈ J and each structure B ∈ K j , there is a k such that
Remark. Note that (3) implies that for each j ∈ J and each B ∈ K j , B ≤ A k,j for all but finitely many k. Together, (2) -(4) imply that for all k < l < ω,
holds for all but finitely many m > l.
We now define the new class of topological Ramsey spaces which are the focus of this article.
Definition 16 (The spaces R( A k : k < ω )). Let 1 ≤ J ≤ ω and K j , j ∈ J, be a collection of Fraïssé classes of finite ordered relational structures, each K j satisfying the Ramsey property. Let A k : k < ω be any generating sequence. Let A = k, A k : k < ω . A is the maximal member of R( A k : k < ω ). We define B to be a member of R( A k : k < ω ) if and only if B = n k , B k : k < ω , where (1) (n k ) k<ω is some strictly increasing sequence of natural numbers; and
the collection of all k-th blocks of members of R( A k : k < ω ). The n-th approximation of B is r n (B) := B(0), . . . , B(n − 1) . In particular, r 0 (B) = ∅. Let AR n = {r n (B) : B ∈ R( A k : k < ω )}, the collection of all n-th approximations to members of R( A k : k < ω ). Let AR = n<ω AR n , the collection of all finite approximations to members of R(
Define the partial order ≤ fin on AR as follows: For b = m k , B k : k < p and c = n k , C k : k < q , define c ≤ fin b if and only if there are C ≤ B and k ≤ l such that c = r q (C), b = r p (B), and for each k < q, n k = m l k for some l k < p. Remark. The members of R( A k : k < ω ) are infinite squences B which are isomorphic to the maximal member A, in the sense that for each k-th block B(k) = n k , B k , each of the structures B k,j is isomorphic to A k,j . This idea, of forming a topological Ramsey space by taking the collection of all infinite sequences coming from within some fixed sequence and preserving the same form as this fixed sequence, is extracted from the Ellentuck space itself, and was first extended to more generality in [7] .
The above method of construction yields a new class of topological Ramsey spaces. The proof below is jointly written with Trujillo. Proof. Let R denote R( A k : k < ω ). R is identified with the subspace of the Tychonov power AR ω consisting of all sequences a n , n < ω for which there is a B ∈ R such that for each n < ω, a n = r n (A). R forms a closed subspace of AR ω , since for each sequence a n , n < ω with the properties that each a n ∈ AR n and a n ⊏ a n+1 , then depth A (a n+1 ) : a n+1 (n) : n < ω is a member of R. It is routine to check that axioms A.1 and A.2 hold.
A
, then r n (B) = r n (C) and for each k > n, there is an
. A.4 Suppose that B = (n k , B i ) : k < ω , depth B (a) < ∞, and O ⊆ AR |a|+1 . Let n = |a|. By (4) in the definition of a generating sequence, there is a strictly increasing sequence (
is homogeneous for O. Infinitely many of these (C i,j ) j∈Ji will agree about being in or out of O. Thus, for some subsequence
We fix the following notation, which is used throughout this paper.
Notation 1. For a ∈ AR and B ∈ R, we write a ≤ fin B to mean that there is some A ∈ R such that A ≤ B and a = r n (A) for some n. For H ⊆ AR and B ∈ R, let H|B denote the collection of all a ∈ H such that a ≤ fin B.
For n < ω, R(n) = {C(n) : C ∈ R}, and R(n)|B = {C(n) : C ≤ B}. B/a denotes the tail of B which is above every block in a. R(n)|B/a denotes the members of R(n)|B which are above a.
Ultrafilters associated with topological Ramsey spaces
constructed from generating sequences and their partition properties
In this section, we show that many examples of ultrafilters satisfying partition properties can be seen to arise as ultrafilters associated with some topological Ramsey spaces constructed from a generating sequence. In particular, the ultrafilters of Baumgartner and Taylor in Section 4 of [2] arising from norms fit into this framework. We begin by reviewing some important types of ultrafilters. All of the following definitions can found in [1] . Recall the standard notation ⊆ * , where for X, Y ⊆ ω, we write X ⊆ * Y to denote that |X \ Y | < ω.
Definition 18. Let U be a nonprincipal ultrafilter.
(1) U is selective if for every function f : ω → ω, there is an X ∈ U such that either f ↾ X is constant or f ↾ X is one-to-one.
2 takes on exactly one color. This is denoted by ω → (U) 2 . (3) U is a p-point if for every family {X n : n < ω} ⊆ U there is an X ∈ U such that X ⊆ * X n for each n < ω. (4) U is a q-point if for each partition of ω into finite pieces {I n : n < ω}, there is an X ∈ U such that |X ∩ I n | ≤ 1 for each n < ω.
It is well-known that for ultrafilters on ω, being Ramsey is equivalent to being selective, and that an ultrafilter is Ramsey if and only if it is both a p-point and a q-point. Every q-point is rapid.
Let (R, ≤, r) be any topological Ramsey space. Recall that a subset C ⊆ R is a filter on (R, ≤) if C is closed upwards, meaning that whenever X ∈ C and X ≤ Y , then also Y ∈ C; and for every pair X, Y ∈ C, there is a Z ∈ C such that Z ≤ X, Y .
Definition 19.
A filter C on a topological Ramsey space R is called Ramsey for R if for each n < ω and each H ⊆ AR n , there is a member C ∈ C such that either AR n |C ⊆ H or else AR n |C ∩ H = ∅.
Note that a filter which is Ramsey for R is a maximal filter on (R, ≤), meaning that for each X ∈ R \ C, the filter generated by C ∪ {X} is all of R. Fact 20. Let A n : n < ω be any generating sequence with 1 ≤ J < ω. Each filter C which is Ramsey for R( A n : n < ω ) generates an ultrafilter on the base set AR 1 , namely the ultrafilter, denoted U R , generated by the collection {AR 1 |C : C ∈ C}.
Proof. Let U denote the collection of G ⊆ AR 1 such that G ⊇ AR 1 |C for some C ∈ C. Certainly U is a filter on AR 1 , since C is a filter on R( A n : n < ω ). To see that U is an ultrafilter, let H ⊆ AR 1 be given. Since C is Ramsey for R( A n : n < ω ), there is a C ∈ C such that either AR 1 |C ⊆ H or else AR 1 |C ∩ H = ∅. In the first case, H ∈ U; in the second case, AR 1 \ H ∈ U.
One idea behind generating sequences is to provide a construction scheme for ultrafilters which are p-points satisfying some partition relations. At this point, we show how some historic examples of such ultrafilters can be seen to arise as ultrafilters associated with some topological Ramsey space constructed from a generating sequence, thus providing a general framework for such ultrafilters.
Example 21 (A weakly Ramsey, non-Ramsey ultrafilter, [2] , [13] ). In [8] a topological Ramsey space called R 1 was extracted from a forcing of Laflamme which forces a weakly Ramsey ultrafilter which is not Ramsey. That forcing of Laflamme is the same as the example of Baumgartner and Taylor in Theorems 4.8 and 4.9 in [2] . R 1 is exactly R( A n : n < ω ), where each A n = n, < , the linear order of cardinality n. R 1 is dense in the forcing given by Baumgartner and Taylor. Thus, their ultrafilter can be seen to be generated by the topological Ramsey space R 1 .
The next set of examples of ultrafilters which are generated by our topological Ramsey spaces are the n-arrow, not (n + 1)-arrow ultrafilters of Baumgartner and Taylor.
Definition 22 ([2]
). An ultrafilter U is n-arrow if 3 ≤ n < ω and for every function f : , Todorcevic suggested that these arrow ultrafilters with asymmetric partition relations might lead to interesting new Ramsey-classification theorems. It turns out that the constructions of Baumgartner and Taylor can be thinned to see that there is a generating sequence with associated topological Ramsey space producing their ultrafilters. In fact, our idea of using Fraïssé classes of relational structures to construct topological Ramsey spaces was gleaned from their theorem.
Example 23 (Spaces A n , generating n-arrow, not (n + 1)-arrow p-points). For a fixed n ≥ 2, let J = 1 and K = K 0 denote the Fraïssé class of all finite n-clique-free ordered graphs. By Theorem A of Nešetřil and Rödl in [19] , K has the Ramsey property. Choose any generating sequence A k : k < ω . One can check, by a proof similar to that given in Theorem 4.11 of [2] , that any ultrafilter on AR 1 which is Ramsey for
Let U An denote any ultrafilter on AR 1 which is Ramsey for A n . It will follow from Theorem 66 that the initial Rudin-Keisler structure of the p-points Tukey reducible to U An is exactly that of the collection of isomorphism classes of members of K 0 , partially ordered by embedability. Further, Theorem 59 will show that the initial Tukey structure below U An is exactly a chain of length 2.
Remark. In fact, Theorem A in [19] of Nešetřil and Rödl provides a large collection of Fraïssé classes of finite ordered relational structures which omit subobjects which are irreducible. Generating sequences can be taken from any of these, resulting in new topological Ramsey spaces and associated ultrafilters. (See [19] for the relevant definitions.)
The next collection of topological Ramsey spaces we will call hypercube spaces, H n , 1 ≤ n < ω. The idea for the space H 2 was gleaned from Theorem 9 of Blass in [3] , where he shows that, assuming Martin's Axiom, there is a p-point with two Rudin-Keisler incomparable p-points Rudin-Keisler reducible to it. The partial ordering he uses has members which are infinite unions of n-squares. That example was enhanced in [6] to show that, assuming CH, there is a p-point with two Tukey-incomparable p-points Tukey reducible to it. A closer look at the partial ordering of Blass reveals inside essentially a product of two copies of the topological Ramsey space R 1 from [7] . Our space H 2 was constructed in order to construct or force a p-point which has initial Tukey structure exactly the Boolean algebra P(2). The spaces H n were then the logical next step in constructing p-points with initial Tukey structure exactly P(n).
We point out that the space H 1 is exactly the space
Remark. The space H 2 was investigated in [26] . All the results in this paper pertaining to the space H 2 are due to Trujillo.
Example 24 (Hypercube Spaces H
n , 1 ≤ n < ω). Fix 1 ≤ n < ω, and let J = n. For each k < ω and j ∈ n, let A k,j be any linearly ordered set of size k + 1. Letting A k denote the sequence (A k,j ) j∈n , we see that A k : k < ω is a generating sequence, where each K j is the class of finite linearly ordered sets. Let H n denote R( A k : k < ω ). It will follow from Theorem 59 that the initial Tukey structure below U H n is exactly that of the Boolean algebra P(n).
Many other examples of topological Ramsey spaces are obtained in this manner, simply letting K n be a Fraïssé class of finite ordered relational structures with the Ramsey property.
We now look at the most basic example of a topological Ramsey space generated by infinitely many Fraïssé classes. When J = ω, AR 1 no longer suffices as a base for an ultrafilter. In fact, any filter which is Ramsey for this kind of space codes a Fubini product of the ultrafilters associated with K j for each index j ∈ ω. However, the notion of a filter Ramsey for such a space is still well-defined.
Example 25 (The infinite Hypercube Space H ω ). Let J = ω. For each k < ω and j ∈ k, let A k,j be any linearly ordered set of size k + 1. Letting A k denote the sequence (A k,j ) j∈n , we see that A k : k < ω is a generating sequence for the Fraïssé classes K j being the class of finite linearly ordered sets. Let H n denote R( A k : k < ω ). It will be shown in Theorem 59 that the structure of the Tukey types of p-points Tukey reducible to any filter C H ω which is Ramsey for H ω is exactly [ω] <ω . The space H ω is the first example of a topological Ramsey space which has associated filter C H ω with infinitely many Tukey-incomparable Ramsey ultrafilters Tukey reducible to it.
We point out that, taking J = ω and each K j , j ∈ ω, to be the Fraïssé class of finite ordered (j + 3)-clique-free graphs, the resulting topological Ramsey space codes the Fubini product seen in Theorem 3.12 in [2] of Baumgartner and Taylor which produces an ultrafilter which is n-arrow for all n.
We conclude this section by showing how the partition properties of ultrafilters Ramsey for some space constructed from a generating sequence can be read off from the Fraïssé classes. Recall the following notation for partition relations. For k > l, any m ≥ 2, and an ultrafilter U,
denotes that for any U ∈ U and any partition of
m is contained in at most l pieces of the partition. We shall say that the Ramsey degree for m-tuples for
It is straightforward to calculate the Ramsey degrees of ultrafilters Ramsey for topological Ramsey spaces constructed from a generating sequence, given knowledge of the Fraïssé classes used in the construction. For a given Fraïssé class K, for each s ≥ 1, let Iso(K, s) denote the number of isomorphism classes in K of structures with universe of size s. Let S(m) denote the collection of all finite sequences s = s 0 , . . . ,
Fact 26. Let J = 1, K be a Fraïssé class of finite ordered relational structures with the Ramsey property, and U K be an ultrafilter Ramsey for R( A k : k < ω ) for some generating sequence for K. Then for each m ≥ 2,
Examples 27. For an ultrafilter U H 1 Ramsey for the space
For an ultrafilter U A2 Ramsey for the space A 2 , we have R(U An , 2) = 3, R(U A2 , 3) = 12, and R(U A2 , 4) = 35.
In fact, for each n ≥ 3, R(U An , 2) = 3, since the only relation is the edge relation. The numbers R(U An , m) can be calculated from the recursive formula in Fact 26, but as they grow quickly, we leave this to the interested reader.
When J = 2, the Ramsey degrees are again calculated from knowledge of the Fraïssé classes K 0 and K 1 .
Fact 28. For R a topological Ramsey space constructed from a generating sequence for Fraïssé classes K j , j ∈ 2, letting U R be an ultrafilter Ramsey for R, we have
The 3 comes from the fact that the pair can come from different blocks or from within the same block in a diagonal configuration. The numbers Iso(K 0 , 2) and Iso(K 1 , 2) take care of cases when the pair comes from a vertical or horizontal slice. In particular, R(U H 2 , 2) = 5.
For larger J and m, the Ramsey degrees can be obtained in the same manner as above. We leave the reader with the following. R(U H 2 , 3) = 23, and in general, R(U H n , 2) = 3 n −1 2 + 1.
Canonical equivalence relations for products of structures from Fraïssé classes of finite ordered relational structures
In the main theorem of this section, Theorem 30, we extend the finite Erdős-Rado Theorem 11 to finite products of sets as well as finite products of members of Fraïssé classes of finite ordered relational structures with the Ramsey property. In particular, this extends the Product Ramsey Theorem 14 from finite colorings to equivalence relations for Fraïssé classes with the aforementioned properties. Theorem 30 will follow from Theorem 31, which gives canonical equivalence relations for blocks from topological Ramsey spaces constructed from generating sequences. We proceed in this manner for two reasons. First, the strength of topological Ramsey space theory, and in particular the availability of the Abstract Nash-Williams Theorem, greatly streamlines the proof. Second, our desired application of Theorem 30 is in the proof of Theorem 37 in Section 6 to find the canonical equivalence relations on fronts for topological Ramsey spaces constructed from a generating sequence. The proof uses ideas from the proofs of Theorems 1.7 and 1.8 in [24] and induction, though our arguments are not simply modifications of those proofs. The order on the structures is essential to both the proof and the canonical equivalence relations.
Recall that |B| denotes the universe of the structure B, and B denotes the cardinality of the universe of B. For a structure X j ∈ K j , we shall let {x p j : p < X j } denote the members of the universe |X j | of X j , enumerated in <-increasing order.
Definition 29. Let K j , j ∈ J < ω be Fraïssé classes of finite ordered relational structures with the Ramsey property. For each j ∈ J, let A j ,
is canonical if and only if for each j ∈ J, there is a set
When E is canonical, given by E Ij , j ∈ J, then we shall write E = E (Ij )j∈J . Define π Ij (X j ) to be the substructure of X j with universe {x
Theorem 30. Let K j , j ∈ J < ω, be Fraïssé classes of ordered relational structures with the Ramsey property. For each j ∈ J, let A j , B j ∈ K j be such that A j ≤ B j . Then for each j ∈ J, there is a C j ∈ K j such that for each equivalence relation E on
Theorem 30 will follow immediately from the next theorem.
Theorem 31. Let A k : k < ω be a generating sequence associated to some Fraïssé classes of finite ordered relational structures K j , j ∈ J, each satisfying the Ramsey property. Let n < ω and L ⊆ J n be given, and let E be an equivalence relation on k≥n
. Then there is a C ∈ R( A k : k < ω ) and there are index sets I j ⊆ A n,j such that for all k ≥ n, E = E (Ij )j∈L when restricted to
Proof. Let J ≤ ω and K j , j ∈ J, be a collection of Fraïssé classes of finite ordered relational structures with the Ramsey property. Let A k : k < ω be a generating sequence associated with the K j , j ∈ J, and let R denote the topological Ramsey space R( A k : k < ω ). Recall that J n = J if J < ω, and J n = n if J = ω. For each n < ω and j ∈ J n , let K n,j denote A n,j , the cardinality of the universe of the structure A n,j .
Before beginning the inductive proof, we establish some terminology and notation, and also the general Lemma 32 below. Given an integer K and a function ρ : K × K → {<, =, >}, let R ρ ⊆ N K denote the following relation:
Let {a 0 , . . . , a Kn,j−1 } denote |A n,j |, the universe of A n,j enumerated in increasing order. We shall say that ρ j : K n,j × K n,j → {<, =, >} is a possible order configuration of the universes of two copies of A n,j if there are B ∈ K j and embeddings e : A n,j → B and f :
For n < ω and L ⊆ J n , we say that m is large enough that all possible order configurations of the universes of two copies of (A n,j ) j∈L can be embedded into (A m,j ) j∈L if for each j ∈ L the following holds: For every ρ j : K n,j × K n,j → {<, =, >} which is a possible order configuration of two copies of A n,j , there exist W n,j , Z n,j ∈ Am,j An,j such that for all p, q ∈ K n,j , w p n,j ρ j (p, q) z q n,j . Such an m exists, since there are only finitely many ρ j 's which need to be considered.
For X(m) ∈ R(m), j ∈ L and ι j : 2K n,j → K m,j , fix the notation
an ordered pair of two K n -tuples, each considered as a member of K j with the substructure inherited from X m,j . Let ι denote the sequence (ι j : j ∈ L), and fix the notation
Let I denote the set of all ι such that ι(A(m)) ∼ = ((A n,j ) j∈L , (A n,j ) j∈L ). For each ι ∈ I and j ∈ L, define ρ ιj : K n,j ×K n,j → {<, =, >} as follows: For p, q ∈ K n,j , define ρ ιj (p, q) = ρ if and only if (ι j (p), K n,j +ι j (q)) ∈ ρ. Let ρ ι denote the sequence (ρ ιj : j ∈ L). Define R ρι to be the relation on k≥n
given as follows: For k ≥ n and any (
Lemma 32. Let n < ω be given and L ⊆ J n . Let E be an equivalence relation such that E ⊆ k≥n
. Take m large enough that all possible order configurations of two isomorphic copies of (A n,j ) j∈L can be embedded into (A m,j ) j∈L . Then there is a C ∈ R and a subset I ′ ⊆ I such that, letting R = {R ρι : ι ∈ I ′ }, the following holds: For all k ≥ n and all
Moreover, for all ι, τ ∈ I such that R ρι = R ρτ ,
Proof. For each ι ∈ I, define H ι = {r m+1 (X) : X ∈ R and E(ι(X(m)))}.
Each H ι is a subset of the Nash-Williams family AR m+1 . Hence, by the Abstract Nash-Williams Theorem, there is a B ∈ R which is homogeneous for H ι , for all ι ∈ I. That is, for each ι ∈ I, either AR m+1 |B ⊆ H ι or else AR m+1 |B ∩ H ι = ∅. Let I ′ = {ι ∈ I : E(ι(B(m)))}, and let R denote {R ρι : ι ∈ I ′ }. Fix a C ≤ B in R so that for each k ≥ n, for all j ∈ L and all X n,j , Y n,j ∈ C k,j An,j , the following holds:
Such a C exists since the K j are Fraïssé classes of finite ordered relational structures.
Let k ≥ n and let
Take a Z(m) ∈ R(m)|B such that for all j ∈ L, ι j (Z m,j ) = (X n,j , Y n,j ). Since ι ∈ I ′ , it follows that E(ι((Z m,j ) j∈L )). This says exactly that (X n,j ) j∈L E (Y n,j ) j∈L . Now suppose that ι and τ are in I, and R ρι = R ρτ . If ι ∈ I ′ , then R ρι is one of the relations in the disjunction that comprises R. But then also R ρτ is one of the relations in the disjunction of which R is composed. Thus, τ ∈ I ′ .
We will prove the following statement by induction on M ≥ 1: For all n such that
, then there is a C ∈ R and there are
Base Case. M = 1. Let n < ω. Fix j ∈ J n and let L = {j}. Let E be an equivalence relation such that
. Let m be large enough that all possible order configurations of two isomorphic copies of A n,j can be embedded into A m,j . Let C ∈ R and I ′ satisfy Lemma 32. We may assume that C ≤ B for some B ∈ R such that ( * ) holds. Define
Since each ι ∈ I ′ is a sequence consisting of only a single entry, (ι j ), we shall abuse notation for the base case and use ι in place of ι j .
Claim 1. ι ∈ I
′ if and only if ι ∈ I and {i ∈ K n,j :
Proof. The forward direction follows immediately from the definitions of I ′ and I j , so we prove the reverse direction.
Subclaim (i). For each ι ∈ I
′ and i ∈ K n,j , there is a τ ∈ I ′ such that for all
Proof. Let ι ∈ I ′ and i ∈ K n,j be given.
. This is possible since K j is a Fraïssé class, and without loss of generality, we may assume C is thin enough below B so that this holds. By transitivity of < and >, it follows that R ρι (X n,j , Z n,j ). Therefore, X n,j E Z n,j , by Lemma 32, since ι ∈ I ′ . Thus, also Y n,j E Z n,j , by transitivity of E. Let τ be any member of I such that there is a D(m) ∈ R(m)|B such that τ (D(m)) = (Y n,j , Z n,j ). Then τ is a member of I ′ , since E(τ (D(m))). By the configuration of Y n,j and Z n,j , τ satisfies the Subclaim (i).
Subclaim (ii). For each ι ∈ I
′ and each I ⊆ K n,j , there is a τ ∈ I ′ such that for all i ∈ I, ρ τ (i, K n,j + i) = =, and for all i ∈ K n,j \ I, ρ τ (i,
Proof. The proof is by induction, using Subclaim (i). Let ι ∈ I ′ and I ⊆ K n,j be given. Enumerate I as {i 1 , . . . , i p }. Let ι 0 = ι. Subclaim (i) implies that there is an ι 1 ∈ I ′ such that ρ ι1 (i 1 , K n,j + i 1 ) = =, and for all i = i 1 , ρ ι1 (i, K n,j + i) = ρ ι0 (i, K n,j + i). For the induction step, given ι l ∈ I ′ , where l < p, Subclaim (i) implies that there is an ι l+1 ∈ I ′ such that ρ ι l+1 (i l+1 , K n,j + i l+1 ) = =, and for all i = i l+1 , ρ ι l+1 (i, K n,j + i) = ρ ι l (i, K n,j + i). Letting τ = ι p , we have τ ∈ I ′ satisfying Subclaim (ii).
Subclaim (iii).
For each K ⊆ K n,j \ I j , there is an ι ∈ I ′ such that ρ ι (i, K n,j + i) = = if and only if i ∈ K.
Proof. Let K ⊆ K n,j \ I j and enumerate K as {k 1 , . . . , k p }. Since k 1 ∈ I j , Subclaim (ii) implies that there is an ι 1 ∈ I ′ such that ρ ι1 (i, K n,j + i) = = if and only if i = k 1 . Take X 0 (n), X 1 (n) ∈ R(n)|B(q), for some q large enough, such that
′ . Proceeding recursively, for l < p, by Subclaim(ii), take ι l+1 ∈ I ′ such that ρ ι l+1 (i, K n,j + i) = = if and only if i = k l+1 ; and take 
Subclaim (iv).
If τ ∈ I and {i ∈ K n,j : ρ τ (i, K n,j + i) = =} ⊇ I n,j , then τ ∈ I ′ .
Proof. The proof is by induction on the number of i ∈ K n,j \ I n,j such that ρ τ (i, K n,j + i) = =. Let τ ∈ I be such that there is exactly one k ∈ K n,j such that ρ τ (k, K n,j + k) = =, and k is not in I n,j . Then k not being in I n,j implies that there is an ι ∈ I ′ such that ρ ι (k, K n,j + k) = =. By Subclaim (ii), there is a σ ∈ I ′ such that for all i ∈ K n,j \ {k}, ρ σ (i, K n,j + i) = = and ρ σ (k, K n,j + k) = =. If σ = τ , then there is nothing to do, since σ is in
. Thus, τ must also be in I ′ , since E(τ (C(m))). Now assume for all τ ∈ I such that (a) for all i ∈ I n,j , ρ τ (i, K n,j + i) = =, and (b) there are at most l many i ∈ K n,j for which ρ τ (i, K n,j + i) = =, we have that τ ∈ I ′ . For the induction step, let τ ∈ I such that (a) for all i ∈ I n,j , ρ τ (i, K n,j + i) = =, and (b) there are l + 1 many i ∈ K n,j for which ρ τ (i, K n,j + i) = =.
We shall show that τ ∈ I ′ . Let k 0 < · · · < k l enumerate the members of K n,j such that ρ τ (k, K n,j +k) ==. Suppose that ρ τ (k l , K n,j + k l ) = <. Since {k 0 , . . . , k l } ∩ I n,j = ∅, by the induction hypothesis, there is an ι ∈ I ′ such that for all
. Take copies U , V of A n,j which lie in the Fraïssé limit of K j in such a way that R ρι (U , V ).
Since k l is the largest of the k for which ρ τ (k, K n,j +k) = =, it is the case that for all k ∈ K n,j greater than
Let σ be such that for all k ∈ K n,j greater than or equal to k l , ρ σ (k, K n,j + k) = =, and for all p, q ∈ K n,j less than k l , ρ σ (p, q) = ρ τ (p, q). By the induction hypothesis, σ is in I ′ . Let W be a copy of A n,j in the Fraïssé limit of K j such that R ρσ (V , W ). It follows that R ρτ (U , W ).
Since such U , V , and W can be found in the Fraïssé limit of K j , by the definition of a generating sequence, there is an m ′ large enough that there are X n,j , Y n,j , Z n,j ∈ A m ′ ,j An,j such that R ρι (X n,j , Y n,j ) and R ρσ (Y n,j , Z n,j ). Without loss of generality, we may suppose that m is at least as large as such an m ′ . Since ι and τ are in I ′ , we have X n,j E Y n,j , and Y n,j E Z n,j . Hence, X n,j E Z n,j . Since R ρτ (X n,j , Z n,j ), it follows that τ ∈ I ′ . In the case that ρ τ (k l , K n,j + k l ) = >, take U , V , W such that R ρι (V , U ) and R ρσ (W , V ). Then we have R ρτ (W , U ), and the rest follows as before.
Thus, we have proved Claim 1.
Proof. Let k ≥ n and X(n), Y (n) ∈ R(n)|C(k). If X n,j E Y n,j , then there is an ι ∈ I ′ such that R ρι (X n,j , Y n,j ), by Lemma 32. Since ι ∈ I ′ , we have that for each i ∈ I j , ρ ι (i, K n,j + i) = =; hence,
This completes the Base Case.
Induction Hypothesis. Given n such that J n ≥ M , N ≤ M , and L ∈ [J n ] N , letting E be an equivalence relation such that E ⊆ k≥n
, the following hold. Fix any m large enough that all possible configurations of two isomorphic copies of (A n,j ) j∈L can be embedded into (A m,j ) j∈L , and let C ≤ B and I ′ ⊆ I be obtained as in Lemma 32. Letting
M+1 , and let E be an equivalence relation such that E ⊆ k≥n
. Let m be large enough that all possible configurations of two isomorphic copies of A n,j can be embedded into A m,j . Let l = max(L), and let L ′ = L \ {l}. We start by fixing B, C ∈ R, with C ≤ B, and I ′ satisfying Lemma 32. For each W ∈ R and each K ⊆ K m,l such that π K (A m,l ) ∼ = A n,l , by the induction hypothesis, there is a V ≤ W such that for each X ≤ V , E restricted to the copies of (A n,j ) j∈L in (X m,j ) j∈L ′ ⌢ π K (X m,l ) is canonical. It follows from the definition of a generating sequence that for each W ∈ R, there is a V ≤ W such that for any K, ,l ) . Thus, possibly thinning B, we may assume that all K ⊆ K m,l give the same canonical equivalence relation when restricted below B. Let T L ′ denote the collection of τ = (τ j : j ∈ L ′ ) which give the canonical equivalence relation on the copies of (
For each W ∈ R and each collection
, by the induction hypothesis, there is a V ≤ W such that for each X ≤ V , E restricted to the copies of (A n,j ) j∈L in (π Kj (X m,j )) j∈L ′ ⌢ (X m,l ) is canonical. By the definition of a generating sequence, it follows that for each
Thus, possibly thinning B, we may assume that all (K j ) j∈L ′ give the same canonical equivalence relation when restricted below B.
Let T l denote the collection of τ l which give the canonical equivalence relation on the copies of (
Thus, below B, the canonical equivalence relation when the l-th coordinate is fixed is E I l .
The rest of the proof involves showing that below C, E is given by E (In,j )j∈L .
Proof. Suppose that (X n,j ) j∈L , (Y n,j ) j∈L ∈ (Cp,j )j∈L (An,j )j∈L satisfy (X n,j ) j∈L E (In,j )j∈L (Y n,j ) j∈L , where p ≥ n. Let Z n,j = X n,j for each j ∈ L ′ , and let Z n,j ′ = Y n,j ′ . Then (X n,j ) j∈L E (Z n,j ) j∈L , and (Z n,j ) j∈L E (Y n,j ) j∈L . Thus, (X n,j ) j∈L E (Y n,j ) j∈L , by transitivity of E.
Proof. That Π j∈L T j ⊆ I ′ follows immediately from Claim 3. Let ι ∈ I ′ . Then for all k ≥ n and all X(n), Y (n) ∈ R(n)|C(k) such that R ρι ((X n,j ) j∈L , (Y n,j ) j∈L ), we have that (X n,j ) j∈L E (Y n,j ) j∈L . Let p be the integer such that C(k) ≤ B(p), and take Z n,l ∈ B p,l A n,l such that both R ρι l (X n,l , Z n,l ) and R ρι l (Z n,l , Y n,l ). Then by transitivity of >, =, and
An,j such that R ρι j (X n,j , Z n,j ) and R ρι j (Z n,j , Y n,j ) both hold. Then by transitivity of >, =, and <, R ρι ((X n,j ) j∈L , (Z n,j ) j∈L ′ ⌢ (Y n,l )) and
Thus, ι j ∈ T j , for each j ∈ L. Hence, ι ∈ Π j∈L T j .
Claim 5. Below C, E ⊆ E (Ij )j∈L .
Proof. Suppose that (X n,j ) j∈L E (Y n,j ) j∈L . Then R((X n,j ) j∈L , (Y n,j ) j∈L ), so there is an ι ∈ I ′ such that R ρι ((X n,j ) j∈L , (Y n,j ) j∈L ). By Claim 4, ι ∈ Π j∈L T j . Thus, for each j ∈ L, for each i ∈ I j , ρ ιj (i, K n,j +i) ==. Hence for each j ∈ L, X n,j E Ij Y n,j . 
General Ramsey-classification theorem for topological Ramsey spaces constructed from generating sequences
We prove a general Ramsey-classification theorem, Theorem 37, for equivalence relations on fronts for the class of the topolgical Ramsey spaces introduced in Section 3. Theorem 37 extends Theorem 4.14 from [8] for canonical equivalence relations on the space R 1 to the more general class of topological Ramsey spaces constructed from a generating sequence. As the proof here closely follows that in [8], we shall omit those proofs which follow by straightforward modifications of arguments in that paper. The essential new ingredient here is that the building blocks for Theorem 37 are the canonical equivalence relations from Theorem 30, and handling this shall require some care.
Throughout this section, let 1 ≤ J ≤ ω, and K j , j ∈ J, be Fraïssé classes of finite ordered relational structures with the Ramsey property. Let A k : k < ω be a fixed generating sequence, and let R denote the topological Ramsey space R( A k : k < ω ). Recall that for j ∈ J k , K k,j denotes the cardinality of the structure A k,j , and for any structure B k,j ∼ = A k,j , we let {b i k,j : i < K k,j } denote the enumeration of the universe of B k,j in increasing order.
Definition 33 (Canonical projection maps on blocks). Let k < ω be given. For B k,j ∈ An,j A k,j and I ⊆ K k,j , let π I (B k,j ) = B k,j ↾ {b i k,j : i ∈ I}, the substructure of B k,j with universe {b i k,j : i ∈ I}. For B(k) = n, (B k,j ) j∈J k ∈ R(k), we define the following projection maps. Given
and let
where denotes the empty sequence. We slightly abuse notation by associating n, (∅) j∈J k with n . We define the depth projection map as (12) π depth (B(k)) = n , the depth of B(k) in A. Then when I k,j = ∅ for all j ∈ J k , we associate π (I k,j )j∈J k (B(k)) with π depth (B(k)). Let
The canonical equivalence relations on blocks are induced by the canonical projection maps as follows.
Definition 34 (Canonical equivalence relations on blocks). Let k < ω, and B(k), C(k) ∈ R(k). For
Thus, E <> = R(k) × R(k). We also define
When I k,j = ∅ for all j ∈ J k , then E depth is a simplified notation for E (I k,j )j∈J k , as in this case, they are the same equivalence relation. The collection of canonical equivalence relations on R(k) is
For the following definitions, let X ∈ R, F be a front on [∅, X], and ϕ be a function on F .
Definition 35. We shall say that ϕ is inner if for each
is some member of Π(i).
for some subset L ⊆ k, and some (possibly empty) substructures C l,j of B l,j . That is, ϕ is inner if it picks out a subsequence of substructures from a given b.
For An equivalence relation R on F is canonical if there is an inner, Nash-Williams map ϕ on F such that for all b, c ∈ F , b E c ⇐⇒ ϕ(b) = ϕ(c).
Remark. As for the topological Ramsey spaces considered in [8] and [7]
, here too there can be different inner, Nash-Williams maps which represent the same canonical equivalence relation. However, there will be one maximal such map, maximality being with respect to the embedding relation on the Fraïssé classes. (See Remark 4.23 and Example 4.24 in [8].) As the maximal such map is the one useful for classifying the initial Tukey structures below an ultrafilter associated with a Ramsey space, we consider the maximal inner Nash-Williams map to be the canonizing map.
We fix the following notation, useful in this and subsequent sections. 
It is important to note that b being in F s |X or F s |X/t does not imply that b ≤ fin X; it only means that the blocks of b above s comes from within X.
The next theorem is the main result of this section.
Theorem 37. Suppose A ∈ R, F is a front on [∅, A], and R is an equivalence relation on F . Then there exists C ≤ A such that R is canonical on F |C.
Proof. Let f : F → N be any map which induces R. We begin by reviewing the concepts of mixing and separating, first introduced in [20] and used in a more general form in [8] and [7] . LetF denote {r n (b) : b ∈ F , n ≤ |b|}, the collection of all initial segments of members of F . For s, t ∈F , we shall say that X separates s and t if and only for all b ∈ F s |X/t and c ∈ F t |X/s, f (b) = f (c). X mixes s and t if and only if there is no Y ≤ X which separates s and t. X decides for s and t if and only if either X separates s and t, or else X mixes s and t.
The proofs of the following Lemmas 38 -40 are omitted, as they are the same as the proofs of the analogous statements in [8] .
Lemma 38 (Transitivity of mixing). For every X ∈ R and every s, t, u ∈F , if X mixes s and t and X mixes t and u, then X mixes s and u.
Since mixing is trivially reflexive and symmetric, it is an equivalence relation. We shall say that a property P (s, X) (s ∈ AR, X ∈ R) is hereditary if whenever P (s, X) holds, then P (s, Y ) holds for all Y ≤ X. Likewise, P (s, t, X) is hereditary if whenever P (s, t, X) holds, then P (s, t, Y ) holds for all Y ≤ X.
Lemma 39 (Diagonalization for Hereditary Properties).
(1) Suppose P (·, ·) is a hereditary property, and that for every X ∈ R and every s ∈ AR|X, there exists Y ≤ X such that P (s, Y ). Then for every X ∈ R there exists Y ≤ X such that P (s, Z) holds, for every s ∈ AR|Y and every Z ≤ Y . (2) Suppose P (·, ·, ·) is a hereditary property, and that for every X ∈ R and all s, t ∈ AR|X, there exists Y ≤ X such that P (s, t, Y ) holds. Then, for every X ∈ R there exists Y ≤ X such that P (s, t, Z) holds, for all s, t ∈ AR|Y and every Z ≤ Y .
Lemma 40. For each A ∈ R there is a B ≤ A such that B decides for all s, t ∈F |B.
Possibly shrinking A, we may assume that A ∈ R satisfies Lemma 40. We now introduce some notation useful for arguments applying the Nash-Williams Theorem.
Notation. For i ≤ k < ω, we define the projection map π Ai : R(k) → R(i) as follows. For X(k) = n k , (X k,j ) j∈J k ∈ R(k), let π A i (X(k)) denote n k , (Y i,j ) j∈Ji , where for each j ∈ J i , Y i,j is the projection of X k,j to the lexicographic leftmost copy of A i,j within X k,j .
Claim 6. For each s ∈ (F \ F )|A and each X ≤ A, there is a Z ≤ X and an equivalence relation E s ∈ E(|s|) such that the following holds: Whenever x, y ∈ R(|s|)|Z/s, letting a = s ⌢ x and b = s ⌢ y, we have that Z mixes a and b if and only if x E s y.
Proof. Let n = |s| and X ≤ A be given. Let R s be the following relation on R(n)|A/s. For all x, y ∈ R(n)|A/s, (18) x R s y ⇐⇒ A mixes s ⌢ x and s ⌢ y.
⌢ y, and take Z 1 , Z 2 ≤ Y such that Z 1 (n) = x, Z 2 (n) = y, and Z 1 (n + 1) = Z 2 (n + 1). Then x R s y follows from the fact that Z 1 , Z 2 ∈ X and by transitivity of mixing. In this case the proof of the claim finishes by taking Z = Y and E s = E <> .
Suppose now that [∅, Y ]∩X = ∅. Then for all x, y ∈ R(n)|Y /s, we have x R s y → depth A (x) = depth A (y). Let m be large enough that all possible configurations of isomorphic copies of (A n,j ) j∈Jn can be embedded into (A m,j ) j∈Jn . Let I n denote the collection of all sequences (I n,j ) j∈Jn , where each I n,j ⊆ K n,j . (Recall that K n,j is the cardinality of the structure A n,j from the fixed generating sequence.) For each I ∈ I n , define If at least one of the I n,j 's is nonempty then E s = E I . Otherwise, E s = E depth .
The following is obtained from Claim 6 and Lemma 39. Fix B as in Claim 7. For s ∈ (F \ F )|B and n = |s|, let E s denote the member of E(n) as guarateed by Claim 7. We say that s is E s -mixed by B; that is, for all a, b ∈ r n+1 [s, B], B mixes a and b if and only if a(n) E s b(n). Let π s denote the projection which defines E s . Given a ∈ F |B, define (20) ϕ
The proof of the next claim follows in a straightforward manner from the definitions. We omit the proof, as it is essentially the same as the proof of Claim 4.17 of [8].
Claim 8. The following are true for all X ≤ B and all s, t ∈F |B.
(1) Suppose s / ∈ F . Given a, b ∈ r |s|+1 [s, X], if X mixes a and t, and X also mixes b and t, then a(|s|) E s b(|s|). In the case of (c), the set {j ∈ J k : I s,j = ∅} must equal {j ∈ J l : I t,j = ∅}, and the projected substructures are isomorphic. That is, if i,
, then for each j ∈ J k ∩ J l , the structures S k,j and T l,j are isomorphic; in addition, for each j ∈ J k \ J l , S k,j = ∅, and for each
Furthermore, there is a C ≤ B such that for all s, t ∈F |C, if C mixes s and t, then for every a ∈ F ∩ r k+1 (b) will follow from the argument for (c), in the case when all I s,j and I t,j are empty.
(c) Suppose now that both π s and π t are not π <> . Let m = max(k, l), and let n > m be large enough that all possible configurations of 2 copies of (A m,j ) j∈Jm can be embedded into (A n,j ) j∈Jm . Let
Applying the Abstract Nash-Williams Theorem twice, we obtain an X ∈ [m, B] such that [m, X] is homogeneous for both Z 0 and Z 1 . Since we are assuming that both π s and π t are different from π <> , it must be the case that [m, X] ⊆ Z 0 ∩ Z 1 . Thus, for all a ∈ r k+1 [s, X]/t and b ∈ r l+1 [t, X]/s, if a and b are mixed by B, then depth B (a) = depth B (b). Let I k denote the collection of all sequences of the form (I j ) j∈J k , where each I j ⊆ K n,j and π (Ij )j∈J k (B(n)) ∈ R(k). Likewise, let I l denote the collection of all sequences of the form (I j ) j∈J l , where each I j ⊆ K n,j and π (Ij )j∈J l (B(n)) ∈ R(l).
For each pair S ∈ I k and T ∈ I l , let
Applying the Abstract Nash-Williams Theorem finitely-many times, we find a Y ≤ X which is homogeneous for X S,T , for all pairs (S, T) ∈ I k × I l .
Subclaim. For each pair (S, T)
which is in R(k), and let T (l) denote π T (Y (n)) which is in R(l). Then there is a d and there are some substructures
, j ∈ J k , and
In case (i), without loss of generality, assume that |S ′ k,j | \ |T ′ l,j | = ∅ for some j ∈ J k ∩ J l ; that is, the universe of S ′ k,j is not contained within the universe of T ′ l,j . Since S ′ k,j and T ′ k,j are substructures of Y n,j , their universes are subsets of the universe of Y n,j . Recall that K n,j is the cardinality of the universe of Y n,j , and that we enumerate the members of the universe |Y n,j | in increasing order as {y
Take q large enough that there are W (n), V (n) ∈ R(n)|Y (q) such that for all i ∈ J n \ {j}, W n,i = V n,i , and the universes of W n,j and V n,j differ only on the members w p n,j and v p n,j . This is possible by the definition of a generating sequence; in particular, because K j is a Fraïssé class.
Let
, then it follows that B mixes s ⌢ U (k) and t ⌢ Z(l), and B mixes s ⌢ U ′ (k) and t ⌢ Z ′ (l). By transitivity of mixing, B mixes s ⌢ U (k) and
, by Claim 7, a contradiction. Therefore, it must be the case that [∅, Y ] ∩ X S,T = ∅.
In case (ii), if there is a j ∈ J k \ J l with S ′ k,j = ∅, then this implies that J k > J l . Take W (n), V (n) ∈ R(n)|Y (q), for some q large enough, such that W n,j and V n,j have disjoint universes, and for all i ∈ J n \{j},
. By transitivity of mixing, B mixes
, since the universes of W n,j and V n,j are disjoint, and the j-th structures in π s (U (k)) and π s (U ′ (k)) are not empty and not equal. Thus, B does not mix Let (S, T) ∈ I k ×I l be a pair such that
. This is possible since all K j are Fraïssé classes and we are assuming that
, and since mixing is transitive, it follows that Y must separate 
. By Lemma 40, we get C ≤ Y for which the Proposition holds. By its definition, ϕ is inner, and by Claim 9, ϕ is Nash-Williams and canonizes the equivalence relation R.
Remark. We point out that the entire proof of Theorem 37 used only instances of the Abstract Nash-Williams Theorem, and not the full power of the Abstract Ellentuck Theorem.
The following corollary of Theorem 37 is proved in exactly the same way as Theorem 4.3 in [8].
Corollary 42. Let R( A k : k < ω ) be a topological Ramsey space constructed from a generating sequence. For any n, A ∈ R, and equivalence relation R on AR n |A, there is a B ≤ A such that R is canonical on AR n |B. This means there are equivalence relations E i ∈ E(i), i < n, such that for all a, b ∈ AR n |B a R b if and only if ∀i < n, a(i) E i b(i).
Basic Tukey reductions for selective and Ramsey filters on general topological Ramsey spaces
We first remind the reader of the basic definitions of the Tukey theory of ultrafilters. Suppose that U and V are ultrafilters. A function f from U to V is cofinal if every cofinal subset of (U, ⊇) is mapped by f to a cofinal subset of (V, ⊇). We say that V is Tukey reducible to U and write V ≤ T U if there exists a cofinal map f : U → V. If U ≤ T V and V ≤ T U then we write V ≡ T U and say that U and V are Tukey equivalent. The relation ≡ T is an equivalence relation and ≤ T is a partial order on its equivalence classes. When restricted to ultrafilters, the Tukey reducibility relation is a coarsening of the Rudin-Keisler reducibility relation. If h(U) = V, then the map sending X ∈ U to h ′′ X ∈ V witnesses Tukey reducibility.
The work in this section will set up some of the machinery for answering this and Questions 1, 2, and 3 from the Introduction; we do that in the next section. The main results in this section, Proposition 54 and Theorem 55, are proved for general topological Ramsey spaces, in the hope that they may be more generally applied in the future.
An ultrafilter U on a countable base X has continuous Tukey reductions if whenever a non-principal ultrafilter V is Tukey reducible to U, then every monotone cofinal map f : U → V is continuous with respect to the subspace topologies on U and V inherited from 2 X when restricted to some cofinal subset of U. The next theorem has become an important tool in the study of the Tukey structure of ultrafilters Tukey reducible to some p-point ultrafilter.
Theorem 43 (Dobrinen and Todorcevic, [6] ). If U is a p-point ultrafilter on ω, then U has continuous Tukey reductions.
In fact, by results of Dobrinen in [4] , every ultrafilter Tukey reducible to some p-point has continuous Tukey reductions.
In the previous sections of this paper we restricted consideration to spaces constructed from generating sequences. In this section we consider all topological Ramsey spaces R such that R is closed in AR N , (R, ≤) is a partial order, and (R, ≤, r) satisfies axioms A.1 − A.4. In Theorem 55, we generalize Theorem 43 to filters selective for a topological Ramsey space.
Notation. In order to avoid repeating certain phrases, we let (R, ≤, r) denote a fixed triple satisfying axioms A.1 − A.4 which is closed in the subspace topology it inherits from AR N . Furthermore, we assume that (R, ≤) is a partial order and has a top element which we denote by A. By the Abstract Ellentuck Theorem, R forms a topological Ramsey space. If C is a subset of R we let C ≥ T V denote the statement (C, ≥) ≥ T (V, ⊇).
We omit the proof of the next fact since if follows by a straightforward generalization of the proof of Fact 6 from [6] . The notion of a selective filter for a topological Ramsey space was introduced along with the relation of almost-reduction by Mijares in [15] . The notion of almost reduction on a topological Ramsey space was introduced by Mijares in [15] . The relation of almost reduction generalizes the relation of almost inclusion For any fixed A ∈ R, for n < ω and X, Y ≤ A, define X/n ≤ Y if and only if there exists an a ∈ AR|Y with
If a topological Ramsey space has a maximum member, we let A denote that member. Otherwise, we may without loss of generality fix some A ∈ R and work below A. Definition 46. A subset C ⊆ R is a selective filter on (R, ≤) if C is a filter on (R, ≤) and for each decreasing sequence X 0 ≥ X 1 ≥ X 2 ≥ . . . of elements of C there exists X ∈ C such that for all i < ω, X/r i (X) ≤ X i .
Axiom A.3 implies that for each decreasing sequence X 0 ≥ X 1 ≥ X 2 ≥ . . . of elements of R there exists X ∈ R such that for all i < ω, X/r i (X) ≤ X i . Thus, assuming MA or CH it is possible to construct a selective filter on (R, ≤). Forcing with R using almost reduction adjoins a filter on (R, ≤) satisfying a localized version of the Abstract Nash-Williams theorem for R. By work of Mijares in [15] every ultrafilter generic for this forcing is a selective filter on (R, ≤).
Recall that R is assumed to be closed in the subspace topology it inherits from AR N . A sequence (X n ) n<ω of elements of R converges to an element X ∈ R if and only if for each k < ω there is an m < ω such that for each n ≥ m, r k (X n ) = r k (X). A function f : R → P(ω) is continuous if and only if for each convergent sequence (X n ) n<ω in R with X n → X, we also have f (X n ) → f (X) in the topology obtained by identifying P(ω) with 2 N . A function f : C → V is said to be continuous if it is continuous with respect to the topologies on C and V taken as subspaces of AR N and 2 N , respectively. The next definition is a generalization of notion of basic Tukey reductions for an ultrafilter on ω, (see Definition 3 (3) in [4] ), to filters on R.
Definition 47. Assume that C ⊆ R is a filter on (R, ≤). C has basic Tukey reductions if whenever V is a non-principal ultrafilter on ω and f : C → V is a monotone cofinal map, there is an X ∈ C, a continuous monotone map f ′ : C → V, and a functionf :
The next proposition provides an important application of the notion of basic Tukey reductions for C and helps reduce the characterization of the ultrafilters on ω Tukey reducible to (C, ≥) to the study of canonical equivalence relations for fronts on C. It is the generalization of Proposition 5.5 from [8] to our current setting.
Definition 48. If C ⊆ R and F ⊆ AR then we will say that F is a front on C if and only if for each C ∈ C, there exists s ∈ F such that s ⊑ X.
Proposition 49. Assume that C ⊆ R is a selective filter on (R, ≤). Suppose C has basic Tukey reductions, and V is a non-principal ultrafilter on ω with V ≤ T C. Then there is a front F on C and a function f :
Proof. Suppose that C and V are given and satisfy the assumptions of the proposition. By Lemma 44, there is a monotone map g : C → V. Since C has basic Tukey reductions, there is a continuous monotone cofinal map g ′ : C → V and a functionǧ : AR → [ω] <ω satisfying (1)- (3) in the definition of basic Tukey reductions. Let F consist of all r n (Y ) such that Y ∈ C and n is minimal such thatǧ(r n (Y )) = ∅. By the properties of g, min(ǧ(r n (Y ))) = min(g(Y )). By its definition F is a front on C. Define a new function f :
Since g ′ is a monotone cofinal map, the g ′ -image of C in V is a base for V. From the construction of f , we see that for each X ∈ C, f (F |X) = {f (a) : a ∈ F |X} ⊆ g ′ (X). Therefore, for each Y ∈ V there exists X ∈ C such that f (F |X) ⊆ Y . We remind the reader of the following useful fact (see Fact 5. 4 
from [8]).
Fact 50. Suppose V and U are proper ultrafilters on the same countable base set, and for each V ∈ V there is a U ∈ U such that U ⊆ V . Then U = V.
Suppose that C ↾ F generates an ultrafilter on F , and let C ↾ F denote the ultrafilter it generates. Then the Rudin-Keisler image f ( F ↾ C ) is an ultrafilter on ω generated by the base {f (F |X) : X ∈ X }. Hence, Fact 50 implies that f ( F ↾ C ) = V.
If a selective filter C on (R, ≤) has the property that, for each front F on C, C ↾ F generates an ultrafilter on F , then Proposition 49 shows that every nonprincipal ultrafilter Tukey-reducible to C is a Rudin-Keisler image of C ↾ F , for some front on C. This provides motivation for studying the notion of a Nash-Williams filter on (R, ≤). The next definition is an adaptation of Definition 5.1 (1) from [8] to our current setting.
Definition 51. A filter C ⊆ R is a Nash-Williams filter on (R, ≤) if for each front F on C and each H ⊆ F , there is a C ∈ C such that either F |C ⊆ H or else F |C ∩ H = ∅.
It is clear that any Nash-Williams filter is also a Ramsey filter on (R, ≤) (recall Definition 19), and hence is a maximal filter. The Abstract Nash-Williams Theorem for R can be used in conjunction with MA or CH to construct a Nash-Williams filter on (R, ≤). Furthermore, forcing with R using almost reduction adjoins a Nash-Williams filter on (R, ≤). By work of Mijares in [15] , any Ramsey filter on (R, ≤) is a selective filter on (R, ≤). Thus, any Nash-Williams filter is a selective filter on (R, ≤). Trujillo in [25] has shown that (assuming CH or MA, or by forcing) there are topological Ramsey spaces for which there are maximal filters which are selective but not Ramsey for those spaces. We omit the proof of the next theorem as it follows from a straightforward generalization of the proof of The next proposition is one of the keys in the general mechanism for classifying initial Tukey structures and the Rudin-Keisler structures within them.
Proposition 54. Assume that that C ⊆ R is a Nash-Williams filter on (R, ≤). Suppose C has basic Tukey reductions and V is a non-principal an ultrafilter on ω with C ≥ T V. Then there is a front F on C and a function f :
Proof. Suppose that V is Tukey reducible to some Nash-Williams filter C on (R, ≤). Assume that C has Basic Tukey reductions. Theorem 49 and Fact 53 imply that there is a front F on C and a function f :
We now introduce some notation needed for its definition and for the proof of the main theorem of this section.
Notation. If there is a maximum member of R, let A denote it. Otherwise, fix some A ∈ R and relative everything that follows to [0, A]. For each X, Y ≤ A, define (22) d(X) = {depth A (r i (X)) : i < ω}.
Define ρ : [0, A] × ω → AR to be the map such that for each X ≤ A and each n < ω, ρ(X, n) = r i (X), where i is the unique natural number such that depth A (r i (X)) ≤ n < depth A (r i+1 (X)). The next theorem is the main result of this section. It will be used in conjunction with Proposition 54 in the next section to identify initial structures in the Tukey types of ultrafilters.
Theorem 55. If C is a selective filter on (R, ≤) and {d(X) : X ∈ C} generates an ultrafilter on ω then, C has basic Tukey reductions.
Proof. Suppose that V is an ultrafilter on ω Tukey reducible to C, and f : C → V is a monotone cofinal map witnessing C ≥ T V. For each k < ω, let P k (·, ·) be the following proposition: For s ∈ AR and X ∈ R, P k (s, X) holds if and only if for each Z ∈ C such that s ⊑ Z and Z/s ≤ X, k ∈ f (Z). Let C be a selective filter for (R, ≤). Assume that {d(X) : X ∈ C} generates an ultrafilter on ω.
Claim 10. There is anX ∈ C such that f ↾ (C ↾X) : C ↾X → V is continuous.
Proof. We begin by constructing a decreasing sequence in (C, ≤). Let X 0 = A. Given X i ∈ C for all i < n, we will choose X n ∈ C such that (1)
For each s in AR with depth A (s) ≤ n and each k ≤ n, if there exists
By axiom A.2 (a), the set {s ∈ AR : depth A (s) ≤ n} is finite. Let s 1 , s 2 , . . . s in be an enumeration of {s ∈ AR : depth A (s) ≤ n}. Since {d(X) : X ∈ C} forms an ultrafilter on ω, there exists W 0 ∈ C such that W 0 ≤ X n−1 and ρ(W 0 , n) = ∅. Now suppose that there exists Y ∈ C such that ρ(Y, n) = s 1 and k ∈ f (Y ). Take Y 1 to be in C such that ρ(Y 1 , n) = s 1 and k ∈ f (Y 1 ). Since C is a filter on (C, ≤) there exists
If there is no Y ∈ C such that ρ(X, n) = s 1 and k ∈ f (Y ), then let W 1 = W 0 . For the induction step, suppose that for 1 ≤ l < i n and W 0 ≥ W 1 ≥ · · · ≥ W l are given and in C. If there is a Y ∈ C such that s l+1 = ρ(Y, n) and k ∈ f (Y ), then take some Y l ∈ C and let W l+1 ∈ C such that W l+1 ≤ W l , Y l+1 . Otherwise, let W l+1 = W l . After i n many steps let X n = W in . This concludes the recursive construction of the sequence of X n .
We check that X n satisfies properties (1) - (3). (1) By construction X n ≤ X n−1 . (2) Since ρ(W 0 , n) = ∅ and X n ≤ W 0 , we have ρ(X n , n) = ∅. (3) Let s be an element of AR such that depth A (s) ≤ n. It follows that there exists 1
, it must be the case that P k (s, X n ) holds. Since C is selective for (R, ≤), there exists Y ∈ C such that for each i < ω, Y /r i (Y ) ≤ X i . Let {y 0 , y 1 , . . . } denote the increasing enumeration of d(Y ). Let A = [y 2i+1 , y 2i+2 ). Without loss of generality, assume that A is not in the ultrafilter generated by {d(X) : X ∈ C}. LetX be an element of C such thatX ≤ Y and d(X) ⊆ ω \ Z. We show that f ↾ (C ↾X) is continuous by showing that there is a strictly increasing sequence (m k ) k<ω such that for each Z ∈ C ↾X, the initial segment f (Z) ∩ (k + 1) of f (Z) is determined by the initial segment ρ(Z, m k ) of Z.
For each k < ω, let i k denote the least i for which y 2i+1 ≥ k. Let W ∈ C ↾X be given and let
and ρ(X, y 2i k +1 ) = ρ(X, y 2i k +2 ) From this it follows that k ∈ f (W ) if and only if P k (s, X 2i k +1 ), which holds if and only if P k (s,X) holds. Let m k = y 2i k +2 . Then f ↾ (C ↾X) is continuous, since the question of whether or not k ∈ f (W ) is determined by the finite initial segment ρ(W, m k ) along withX.
Now that we have
Notice that f ′ : C → V is monotone. Further, for each X ∈ C and k < ω, k ∈ f ′ (X) if and only if for all Y ∈ C ↾X with Y ≤ X, k ∈ f ′ (X), and this holds if and only if P k (ρ(X, m k ),X) holds. Thus, f ′ : C → V is continuous, as whether k ∈ f (X) is determined by the finite initial segment ρ(X, m k ) along withX. Therefore (1) and (2) Proof. This follows from Theorem 55 and Theorem 9 of [4] .
The next result will be used in Section 8 to identify initial structures in the Tukey types of p-point ultrafilters.
Theorem 57. Suppose C ⊆ R is a Nash-Williams filter on (R, ≤) and {d(X) : X ∈ C} generates an ultrafilter on ω. Then an ultrafilter V on ω is Tukey reducible to C if and only if V = f ( C ↾ F ) for some front F on C and some function f : F → ω.
Proof. (⇒) Suppose that C is Ramsey for R. Proposition 54 and Theorem 55 show that if V is a nonprincipal ultrafilter on ω Tukey reducible to C then there is a front F on C and a function f :
(⇐) Suppose that F is a front on C, f : F → ω and V = f ( C ↾ F ). The map sending X ∈ C to f ′′ F |X is a monotone cofinal map from (C, ≥) to (V, ⊇). Thus, V ≤ T C.
When R is a topological Ramsey space constructed from a generating sequence, Theorem 52 implies that the hypotheses of Theorem 57 can be weakened to assuming that C is Ramsey.
The next fact shows that many topological Ramsey spaces give rise to selective filters with basic Tukey reductions.
Fact 58. Suppose that R has the property that for each X ∈ R and each A ⊆ ω there exists
Then assuming CH, MA or forcing with R using almost reduction, there exists a selective filter on (R, ≤) with the property that {d(X) : X ∈ C} generates an ultrafilter on ω.
In [8] and [7] , Dobrinen and Todorcevic introduced topological Ramsey spaces R α , α < ω 1 , which distill key properties of forcings of Laflamme in [13] and with associated ultrafilters with initial Tukey structure exactly that of a decreasing chain of order type α + 1. For 1 ≤ n < ω, the space R n is constructed from a certain tree of height n + 1 which forms the top element of the space. When n > 1, these spaces are not constructed from generating sequences.
Trujillo has shown in [25] that there is a topological Ramsey space R ⋆ n constructed from R n , such that forcing with R ⋆ n using almost reduction adjoins a selective filter C on (R n , ≤) which is not a Ramsey filter on (R n , ≤). Furthermore, it can be shown that {d(X) : X ∈ C} generates an ultrafilter on ω. Forcing with the space R ⋆ n using almost reduction, or assuming CH or MA, one can construct a selective but not Ramsey maximal filter on (R n , ≤). Such a filter has the property that {d(X) : X ∈ C} generates an ultrafilter on ω. Theorem 55 implies that these non-Ramsey filters on (R n , ≤) have basic Tukey reductions. Using a similar argument, the work of Trujillo in [25] shows that for each positive n, using forcing or assuming CH or MA, there is a selective but not Ramsey filter on (H n , ≤) with basic Tukey reductions. (Recall H n from Example 24.)
If R is constructed from some generating sequence then Theorems 55 and 57 reduce the identification of ultrafilters on ω which are Tukey reducible to a Ramsey filter C associated with (R, ≤) to the study of Rudin-Keisler reduction on ultrafilters on base sets which are fronts on C. In the next section we show that the Ramsey-classification Theorem 37 can be localized to equivalence relations on fronts on a Ramsey filter on (C, ≤). We then use it identify initial structures in the Tukey types of ultrafilters Tukey reducible to any Ramsey filter associated with a Ramsey space constructed from a generating sequence.
Initial structures in the Tukey types of p-points
The structure of the Tukey types of ultrafilters (partially ordered by ⊇) was studied in [6] . In that paper, it is shown that large chains, large antichains, and diamond configurations embed into the Tukey types of p-points. However, this left open the question of what the exact structure of all Tukey types below a given p-point is. Recall that we use the terminology initial Tukey structure below an ultrafilter U to refer to the structure of the Tukey types of all nonprincipal ultrafilters Tukey reducible to U (including U).
In [22] , Todorcevic showed that the initial Tukey structure below a Ramsey ultrafilter on ω consists exactly of one Tukey type, namely that of the Ramsey ultrafilter. In In this section, we answer Questions 1 -3 for all Ramsey filters associated with a Ramsey space constructed from a generating sequence. The results in Theorems 59 and 66 show the surprising fact that the structure of the Fraïssé classes used for the generating sequence have bearing on the initial Rudin-Keisler structures, but not on the intial Tukey structures.
In this section we use topological Ramsey spaces constructed from generating sequences to identify some initial structures in the Tukey types of p-points. The next theorem is one of the main results, and will be proved at the end of this section.
Theorem 59. Let C be a Ramsey filter on a Ramsey space constructed from a generating sequence.
(1) If J < ω, then the initial Tukey structure of all ultrafilters Tukey reducible to C is exactly P(J). The archetype for the proofs and results in this section comes from work in [8] showing that the initial Tukey structure below the ultrafilter associated with the space R 1 is exactly a chain of length 2. (See Theorem 5.18 in [8] and results leading up to it.) The outline of this proof is now presented, as it will be followed in this section in more generality.
Outline of Proof of Theorem 59. Recall that the space R 1 in [8] is exactly the topological Ramsey space R( A k : k < ω ) where J = 1 and for each k < ω, A k,0 is a linear order of cardinality k. Let C be a maximal filter Ramsey for R 1 and U 1 be the ultrafilter it generates on the leaves of the base tree.
Theorem 5.18 in [8] is obtained in six main steps.
(1) Theorem 20 from [6] , every p-point has basic monotone reductions, is used to show that all ultrafilters Tukey reducible to U 1 are of the form f ( C ↾ F ) for some front on C. (2) A localized version of the Ramsey-classifcation theorem for equivalence relations on fronts on C is shown to hold. (3) For each n < ω, show that the filter Y n+1 on the base set R 1 (n) generated by C ↾ R 1 (n) is a p-point ultrafilter. Furthermore, it is shown that Y 1 < RK Y 2 < RK . . . . (4) The localized Ramsey-classification theorem and the canonical equivalence relations are used to show that all ultrafilters Tukey reducible to U 1 are isomorphic to an ultrafilter of W-trees, whereŜ \ S is a well-founded tree, W = (W s : s ∈Ŝ \ S), and each W s is isomorphic to Y n+1 for some n < ω or isomoprhic to U 0 . (5) The theory of uniform fronts is used to show that each ultrafilter generated by a W-tree is isomorphic to a countable Fubini product from among the ultrafilters Y n , n < ω. (6) The result on Fubini products is used to show that the Tukey structure of the non-principal ultrafilters on ω Tukey reducible to U 1 is isomorphic to the two element Boolean algebra and that the p-points Tukey reducible to U 1 are exactly {Y n : n < ω}.
In order to avoid repeating phrases we fix some notation for the remainder of the section. Fix 1 ≤ J ≤ ω and K j , j ∈ J, a collection of Fraïssé classes of finite ordered relational structures such that each K j satisfies the Ramsey property. Let K denote (K j ) j∈J . Let A k : k < ω be a generating sequence, and let R denote the topological Ramsey space R( A k : k < ω ).
Theorem 57 verifies that step (1) can be carried out for any Ramsey filter on (R, ≤). In the remainder of this section, we show that analogues of steps (2) -(6) can be carried out for any Ramsey filter on (R, ≤). The first part of step (2), proving the Ramsey-classifiication theorem for R, was obtained in Theorem 37. We complete step (2) by showing that a localized version of Theorem 37 holds for Ramsey filters on (R, ≤). The analogue of step (3) is not as straightforward. First we introduce K fin (see Notation 2 (5)), and then associate to each B ∈ K fin a p-point ultrafilter U B . Then we show that the Rudin-Keisler structure of these p-points is isomorphic toK fin , the collection of equivalence classes of members of K fin , partially ordered by embeddability. Steps (4) and (5) are then generalized, the only difference being that the nodes of the W-trees are taken to be the p-points U B , B ∈ K fin , from step (3).
Step (6) will be completed at the end of the section by proving Theorem 59 and identifying initial structures in the Tukey types of ultrafilters.
The next theorem completes step (2) for topological Ramsey spaces constructed from generating sequences.
Theorem 61. If C is a Ramsey filter on (R, ≤), then for any front F on R and any equivalence relation R on F , there exists a C ∈ C such that R is canonical on F |C.
Proof. Since C satisfies the Abstract Nash-Williams Theorem for R, and C is also selective for R, by Lemma 3.8 in [15] . Thus, the proof of Theorem 37 can be relativized to C.
Next we complete step (3) for the general case by first identifying the p-points to be used as the nodes of the W-trees we encounter in step (4), and then determining the Rudin-Keisler structure among these p-points.
Fact 62. If C ⊆ R is a Ramsey filter on (R, ≤), then for each n < ω, C ↾ R(n) = {R(n)|C : C ∈ C} generates an ultrafilter on base set R(n).
Notation 2. Suppose that C ⊆ R is a Ramsey filter on (R, ≤). For each n < ω, define Y n+1 to be the ultrafilter on R(n) generated by C ↾ R(n).
LetK fin denote the collection of equivalence classes of members of K fin . ThenK fin is partially ordered by ≤. For B = (B j ) j∈K ∈ K fin with K = ∅, define the following.
(1) Define J B to be K and define
(2) Applying the joint embedding property once for each j ∈ J B and using the definition of generating sequence, there is an n such that for each j ∈ K, B j ≤ A n,j . Define n(B) to be the smallest natural number n such that for each j ∈ J B , B j ≤ A n,j . We let ∅ denote the sequence in K fin with K = ∅.
The next proposition describes the configuration of the ultrafilters U B with B ∈ K fin and the projection ultrafilters π I (Y i ) with i < ω and π I a projection map on R(i), with respect to the Rudin-Keisler ordering. For the remainder of the section, if π I is a projection map on R(i) with I = (I j ) j∈Ji , then we let J I denote the set {j ∈ J i : I j = ∅}.
Proposition 63. Suppose that C ⊆ R is a Ramsey filter on (R, ≤).
(1) Y 0 is a Ramsey ultrafilter and Y 1 is not a Ramsey ultrafilter. (3) Suppose that π I is a projection map with domain R(m). Let B = (B i ) i∈J I be the substructure of (A m,j ) j∈J I such that π I (A(m)) = m, B . Let n = n(B), and let C = (C i ) i∈J I be thesubstructure of (A n,j ) j∈J I such that π B (A(n)) = n, C . We will show that U B = π B (Y n+1 ) ∼ = π I (Y m+1 ).
Let f : B → (A n,j ) j∈J I be the embedding with range B and g : B → (A m,j ) j∈J I be the embedding with range C. By the amalgamation property for K j , j ∈ J I , and the definition of generating sequence, there exist k < ω and embeddings r : (A n,j ) j∈J I → (A k,j ) j∈J I and s : (A m,j ) j∈J I → (A k,j ) j∈J I such that r • f = s • g. Let F, G and H denote the substructures of (A k,j ) j∈J I generated by the ranges of r • f , s, and r, respectively. Let π M , π N and π F denote projection maps on R(k) such that J M = J N = J F = J I , π M (A(k)) = k, G , π N (A(k)) = k, H and π F (A(k)) = k, F . Since r • f = s • g, it follows that for all y ∈ AR k+1 , π B • π N (y(k)) = π I • π M (y(k)) = π F (y(k)).
Let X ∈ C and consider the set G = {x ∈ AR n+1 : ∃y ∈ R(k)|X, π F (y) = π B (x(n))}. Since C satisfies the Abstract Nash-Williams Theorem it follows that there exists a Y ≤ X in C such that either G ∩ AR n+1 |Y = ∅ or AR n+1 |Y ⊆ G. Since there exists z ∈ AR n+1 |Y such that π F (Y (k)) = π B (z(n)) it must be the case that AR n+1 |Y ⊆ G. By Fact 50 it follows that π F (Y k ) ∼ = π B (Y n ). By a similar argument, we also have π F (Y k ) ∼ = π I (Y m ). Thus, U B = π B (Y n ) ∼ = π I (Y m ).
(4) Let K be a finite subset of J and B = (B j ) j∈K ∈ K fin . Suppose that X 0 ⊇ X 1 ⊇ X 2 ⊇ · · · is a sequence of sets in U B . Then there exists a sequence C 0 ≥ C 1 ≥ C 2 ≥ · · · of elements of C such that for each i < ω, π ′′ B (R(n(B)) ↾ C i ) ⊆ X i . Since every Ramsey filter on (R, ≤) is also a selective filter for (R, ≤), there exists C ∈ C such that for each i < ω, C/r i (C) ≤ C i . Since each K j , j ∈ K, consists of finite structures and K is finite, it follows that for each i < ω, π ′′ B (R(n) ↾ C) ⊆ * π ′′ B (R(n) ↾ C i ). Therefore U B is a p-point. Let h : ω → ω be a strictly increasing function. Linearly order B(B) so that i, C comes before j, D whenever i < j. For each B ∈ R, there is a C ≤ B such that π depth (C(n − 1)) > h(1), π depth (C(n(B))) > h(1 + |B(B) ↾ n(B), A n(B) |), and in general, for k > n(B), (24) π depth (C(k)) > h(
Since C is selective for R, there is a C ∈ C with this property, which yields that U B is rapid. Proof. Suppose that V is a nonprincipal ultrafilter on ω such that V ≤ U C . Then there is a function θ : B(C) → ω such that θ(U C ) = V. Since θ • π C : R(n(C)) → ω, Theorem 61 implies that there exist an X ∈ C and a projection map π I on R(n(C)) such that for all y, z ∈ R(n(C)) ↾ X, Suppose I = (I j ) j∈J n(C) and I(C) = (I ′ j ) j∈J n(C) . Let D ∈ K fin such that π I (A(n(C))) = n(C), D . If there exists j ∈ J n(C) such that I ′ j ⊆ I j or there exists j ∈ J I such that D j ≤ C j , then there exist s, t ∈ R(n(C)) ↾ X such that π I (s) = π I (t) and π C (s) = π C (t). However, this is a contradiction to equation (25) . Therefore, J D ⊆ J C and for all j ∈ J n(D) , D j ≤ C j , i.e. D ≤ C. Additionally, equation (25) shows that U D ∼ = θ(U C ) = V.
Next suppose that V ∼ = U C . Then there exists Y ∈ C such that Y ≤ X and θ is injective on π ′′ C (R(n(C)) ↾ Y ). If there is a j ∈ J n(C) such that I j ⊆ I ′ j or there is a j ∈ J I such that C j ≤ D j , then there are s, t ∈ R(n(C)) ↾ Y such that π I (s) = π I (t) and π C (s) = π C (t). However, this contradicts the fact that θ is injective on π ′′ C (R(n(C)) ↾ Y ). Therefore, J C ⊆ J D and for all j ∈ J n(C) , C j ≤ D j , that is, C ≤ D. Thus, J D = J C and for all j ∈ J C , C j ∼ = D j .
Since U B ≤ RK U C , Lemma 64 shows that B ≤ C.
In what follows, we omit any proofs of results which follow the exact same argument as their counterparts in the proof of Theorem 5.10 in [8] . The following makes use of the correspondence between iterated Fubini products of ultrafilters and so-called ultrafilters of W-trees on a flat-top front, as defined in [4] . A uniform front is, in particular, a flat-top front, and the projection of the uniform front C|C in the next theorem toŜ will also be a flat-top front. (See Facts 15 and 16 in [4] where this correspondence is proved.) Theorem 65. Suppose that C is a Ramsey filter on (R, ≤). If V is a non-principal ultrafilter and C ≥ T V, then V is isomorphic to a Fubini iterate of p-points from among U B , B ∈ K fin . Precisely, V is isomorphic to an ultrafilter of W-trees, whereŜ \ S is a well-founded tree, W = (W s : s ∈Ŝ \ S), and each W s is isomorphic to U B , for some B ∈ K fin .
Proof. Suppose that C and V are given and satisfy the assumptions of the theorem. By Proposition 49 and Lemma 61 there are a front F on C, a function f : F → ω, and a C ∈ C such that the following hold:
(1) The equivalence relation induced by f on F |C is canonical.
(2) V = f ( C ↾ F ). A straightforward induction argument on the rank of fronts, along with the fact that F is Ramsey, shows that there is a C ′ ≤ C ∈ C such that F |C ′ is a uniform front on C|C ′ . From now on, we will abuse notation and let F denote F |C ′ and C denote C|C ′ . Let S = {ϕ(t) : t ∈ F }, where ϕ is the inner Nash-Williams map from Theorem 37 which represents the canonical equivalence relation. The filter W on the base set S generated by ϕ(C ↾ F ) is an ultrafilter, and W ∼ = V. We omit the proof of this fact, since it follows from exactly the same argument as its counterpart in the proof of Theorem 5.10 in [8] .
Recall from the proof of Theorem 37 that for each t ∈ F and i < |t|, there is a projection map π ri(t) defined on R(i) such that ϕ(t) = i<|t| π ri(t) (t(i)). We now extend ϕ to a map on all ofF by defining ϕ(r j (t)) = i<j π ri(t) (t(i)), for t ∈ F and j ≤ |t|.
LetŜ denote the collection of all initial segments of elements of S. Thus,Ŝ = {ϕ(w) : w ∈F }.Ŝ forms a well-founded tree under the ordering ⊑. For s ∈Ŝ \ S, define W s to be the filter on the base set {π rj (t) (u) : u ∈ R(j)} generated by the sets {π rj (t) (u) : u ∈ R(j)|X/r j (t)}, X ∈ C, for any (all) t ∈ F such that s ⊑ ϕ(t) and j < |t| maximal such that ϕ(r j (t)) = s. The proof of the next claim follows exactly as in [8] .
Claim 11. For each s ∈Ŝ \ S, W s is an ultrafilter which is generated by the collection of {π rj (t) (u) : u ∈ R(j)|X}, X ∈ C, for any t ∈ F and j < |t| maximal such that ϕ(r j (t)) = s.
The proof of the next claim is included, as it differs from its counterpart in the proof of Theorem 5.1 in [8].
Claim 12. Let s ∈Ŝ \ S. Then W s is isomorphic to U B for some B ∈ K fin . Proof. Fix t ∈ F and j < |t| with j maximal such that ϕ(r j (t)) = s. Suppose that π rj (t) = π depth . Then for each X ∈ C, {π rj (t) (u) : u ∈ R(j)|X} = π depth (R(j)|X) ∈ Y 0 . Since W s is non-principal, W s = Y 0 = U ∅ , by Fact 50. If π rj (t) = π I , then for each X ∈ C, {π rj(t) (u) : u ∈ R(j)|X/t} ⊆ {π I (u) : u ∈ R(j)|X} ∈ π I (Y j+1 ). Thus, by Fact 50, W s = π I (Y j+1 ). By Proposition 63 (3), there exists B ∈ K fin such that W s ∼ = U B .
The proof of the next claim follows as in [8] .
Claim 13. W is the ultrafilter generated by W-trees, where W = (W s : s ∈Ŝ \ S).
The previous claims show that V is isomorphic to the ultrafilter W on the base S generated by the W-trees, where for each s ∈Ŝ \ S, W s is isomorphic to U B for some B ∈ K fin . By the correspondence of ultrafilters of W-trees on S and iterated Fubini products, we conclude that V is isomorphic to a Fubini iterate of p-points from among U B , B ∈ K fin .
Theorem 66. Suppose that C is a Ramsey filter on (R, ≤). The Rudin-Keisler ordering of the p-points
Tukey reducible to C is isomorphic to the partial order (K fin , ≤).
Proof. This follows from Theorem 65, the correspondence between and iterated Fubini products of ultrafilters (see Facts 15 and 16 in [4] ), and the fact that a Fubini product of ultrafilters is never a p-point. 
