In a recent Letter [T. Dornheim et al., Phys. Rev. Lett. 121, 255001 (2018)] we have presented the first ab initio results for the dynamic structure factor S(q, ω) of the uniform electron gas for conditions ranging from the warm dense matter regime to the strongly correlated electron liquid. This was achieved on the basis of exact path integral Monte Carlo data by stochastically sampling the dynamic local field correction G(q, ω). In this paper, we introduce in detail this new reconstruction method and provide several practical demonstrations. Moreover, we thoroughly investigate the associated imaginary-time density-density correlation function F (q, τ ). The latter also gives us access to the static density-response function χ(q) and static local field correction G(q), which are compared to standard dielectric theories like the widespread random phase approximation. In addition, we study the high-frequency limit of G(q, ω) and provide extensive new results for the dynamic structure factor for different densities and temperatures. Finally, we discuss the implications of our findings for warm dense matter research and the interpretation of experiments.
I. INTRODUCTION
The uniform electron gas (UEG) is one of the most important model systems in physics and quantum chemistry [1, 2] . First and foremost, it was only the accurate parametrization of the exchange-correlation energy of the UEG [3, 4] based on zero-temperature quantum Monte Carlo (QMC) calculations [5, 6] that facilitated the spectacular success of density functional theory simulations of real materials [7] . Moreover, the UEG has been of paramount importance for several breakthroughs in theoretical physics such as Fermi liquid theory [8] or the Bardeen-Cooper-Schrieffer theory of superconductivity [9, 10] .
While most static properties of the UEG have been known at zero temperature for decades, there recently has emerged a growing interest into the properties of electrons at extreme densities and temperatures [11] [12] [13] . In fact, this so-called warm dense matter (WDM) regime constitutes one of the most active frontiers in plasma physics and is of fundamental importance for, e.g., the description of astrophysical objects like giant planet interiors [14] [15] [16] [17] [18] and brown dwarfs [19] [20] [21] , laser-excited solids [22, 23] , and the pathway towards inertial confinement fusion [24] [25] [26] [27] -the latter potentially offering a near abundance of clean energy in the future. In addition, WDM is now routinely realized in experiments with, e.g., free-electron lasers [28] [29] [30] or diamond anvil cells [31] in large research facilities around the globe, see Ref. [32] for a topical overview.
From a theoretical perspective, the WDM regime is defined by two parameters that are both of the order of unity: 1) the density parameter (sometimes denoted * t.dornheim@hzdr.de as quantum coupling parameter or Wigner-Seitz-radius) r s = r/a B , with r and a B being the average inter-particle distance and Bohr radius, and 2) the degeneracy temperature θ = k B T /E F , with E F being the Fermi energy. Strictly speaking, a third parameter is given by the classical coupling parameter Γ = Ze 2 /(rk B T ) ∼ 1 describing the ionic component in real WDM systems, but it is of no relevance for the UEG and, therefore, is not further discussed in the present work.
Speaking in terms of physical effects, WDM is characterized by the intriguingly intricate interplay of the Coulomb repulsion between the electrons with thermal excitations and quantum degeneracy effects, such as quantum diffraction and Pauli blocking. Moreover, there are no small parameters to conduct an expansion around, which leaves numerical methods as the only option, with QMC approaches being particularly promising [33] . This renders WDM theory a notoriously tricky business, as QMC simulations of electrons are severely hampered by the infamous fermion sign problem (FSP) [34] [35] [36] . Consequently, despite intensive efforts regarding the warm dense UEG over several decades [8, [37] [38] [39] [40] [41] [42] [43] [44] [45] [46] [47] , the accurate description of this system has only been achieved recently. In particular, Groth, Dornheim and co-workers [48, 49] have presented an accurate parametrization of the exchange-correlation free energy f XC of the warm dense UEG on the basis of different path integral Monte Carlo (PIMC) techniques [50] [51] [52] [53] [54] [55] , which is available over the entire relevant parameter range and provides a full thermodynamic description, see Ref. [49] for a topical review article.
In spite of these significant advances, one crucial piece of the bigger puzzle that is the theory of the warm dense electron gas is yet missing: the response of an electron gas to an external perturbation. In particular, the experimental observation and subsequent theoretical description of the time-dependent density response is of paramount importance as a method of diagnostics in modern WDM applications [56] [57] [58] . In this context, the central quantity is given by the dynamic densitydensity response function χ(q, ω), with q and ω being the wave vector and frequency, or, equivalently, the dynamic structure factor S(q, ω), that is directly measured in X-ray Thomson scattering experiments, see Ref. [56] for a review. In addition to its utility for the interpretation of experiments, the dynamic density-response is important as input for many nonequilibrium applications such as the stopping power [59, 60] , energy transfer rates and relaxation [61, 62] , electrical and thermal conductivities [63, 64] , quantum hydrodynamics [65] , or the development of advanced exchange-correlation functionals for density function theory [66] [67] [68] .
Unfortunately, an exact theory for χ(q, ω) is even more challenging than for the previously discussed static properties, as one, in principle, would have to carry out an explicit propagation in time. Needless to say, this is in general not possible for an interacting quantum manybody system except in a few limiting cases. Consequently, the dynamic density response is relatively poorly understood even in the ground state, see Refs. [69, 70] for the presumably most accurate data. Moreover, ab initio QMC methods are limited to the description of the static limit [71, 72] [i.e., a constant, time-independent external perturbation described by χ(q) = χ(q, ω = 0)], and even this task has turned out to be relatively expensive and QMC data are only available at a few selected parameters [73, 74] . For completeness, we mention that this approach has recently been adapted to the WDM regime in Refs. [75, 76] , but here the available data points have remained even more sparse.
On the other hand, it has long been known that PIMC methods [77, 78] allow for a straightforward calculation of the imaginary-time density-density correlation function F (q, τ ), cf. Eq. (15) below. In addition to direct access to the static density response, this quantity can be used as input for the reconstruction of S(q, ω), which is a well known, but notoriously difficult problem [79, 80] . In particular, the obtained solution for S(q, ω) are often not unique since the PIMC data for F are afflicted with a statistical uncertainty, and one somehow has to provide additional input to render the reconstruction tractable. Indeed, we have recently [81] proposed a novel reconstruction procedure based on the stochastic sampling of the dynamic local field correction (LFC) G(q, ω), which allows to automatically fulfill a number of exact constraints. This, in turn, has allowed us to present the first accurate data for S(q, ω) of the UEG going from the WDM regime to the strongly correlated electron liquid.
In this paper, we further explore this new procedure and present in detail the involved theory, provide practical examples, and give extensive new data both for static and dynamic quantities for hitherto unexplored parameters. In addition to the value of our results for the description of matter under extreme conditions, we expect our new reconstruction procedure to be of broad interest for different communities, such as ultracold bosonic atoms [82] [83] [84] [85] or condensed matter physics [86] [87] [88] .
The paper is organised as follows: in Sec. II, we introduce the required theory, starting with the utilized path integral Monte Carlo method (II A) and linear response theory (II B). Furthermore, we introduce the concept of imaginary-time correlation-functions and their relation to the dynamic structure factor (II C), the general problem of reconstruction (II D), and our new stochastic sampling procedure (II E) based on the dynamic LFC. The discussion of our results in Sec. III starts with an investigation of F (q, τ ) (III A), followed by the static properties of the UEG (III B), and the respective high-frequency (ω → ∞) limit. In Sec. III C, we present two practical examples of the reconstruction of S(q, ω) and subsequently (III D) give new results for previously unexplored conditions. The paper is concluded by a brief summary and discussion in Sec. IV.
We assume Hartree atomic units throughout this work.
II. THEORY A. Path Integral Monte Carlo
Let us consider a system of N unpolarized electrons (i.e., with identical numbers of spin-up and -down electrons,
3 at an inverse temperature β = 1/k B T . In this case, all thermodynamic observables can be computed from the canonical partition function, which, in coordinate space, is given by
dR R| e −βĤ |π σ ↑π σ ↓ R , with σ i denoting a particular element from the permutation group S Ni , andπ σi being the corresponding permutation operator with i ∈ {↑, ↓}. Observe that in this notation R contains the coordinates of both spin-up and -down electrons, and the sign function sgn f (σ ↑ , σ ↓ ) can be positive or negative depending on the number of pairexchanges. The problem with Eq. (1) is that the matrix elements of the density operatorρ = e −βĤ cannot be evaluated as the kinetic and potential contributions,K andV , do not commute, i.e.,
The basic idea of the path integral Monte Carlo formalism [89, 90] is to perform a Trotter decomposition [91] and express the partition function as the sum over P sets of particle coordinates, but evaluated at a P -times higher temperature,
dR 0 . . . dR P −1
with = β/P andπ P −1 only having an effect for α = P − 1. Evidently, the factorization error from Eq. (2) can be made arbitrarily small by increasing the convergence parameter P , which in turn means that any desired level of accuracy can be realized and the PIMC formalism is quasi-exact. Note that the sign sgn f (σ ↑ , σ ↓ ) depends on the parity of a particular permutation of particle coordinates and flips for every pair-exchange. Further, it holds R 0 = R P −1 , which implies that Eq. (3) can be interpreted as the sum over all closed paths X of particle coordinates in the so-called imaginary-time τ = −i β. This is illustrated in Fig. 1 , where we show a configuration of N ↑ = 3 electrons in the x-τ -plane. In this particular example, we are having P = 6 imaginary-time slices, with the coordinates at α = 0 and α = 6 being identical. In addition, the corresponding configuration weight W (X) is negative due to the presence of a single pair-exchange. Moreover, each high-temperature factor can be viewed as a propagation in the imaginary time by a time-step , which allows for straightforward measurements of imaginary-time correlation-functions as discussed in Sec. II C.
The basic idea of the PIMC approach is to use the Metropolis algorithm [92] to stochastically sample the paths X according to W (X). Unfortunately, however,
Snapshot of a PIMC simulation of the UEG at rs = 1 and θ = 1 with N = 17 and P = 100.
this is not directly possible as W (X) is not strictly positive and, thus, cannot be interpreted as a probability distribution. To circumvent this issue, we consider the modified partition function
and the exact fermionic expectation value of interest can then be computed as
with averages being carried out over the modified distribution W (X) = |W (X)| and S = W (X)/|W (X)| = sgn f (σ ↑ , σ ↓ ) denoting the sign. In practice, both the enumerator and denominator in Eq. (5) vanish simultaneously with increasing system size and decreasing temperature. This leads to an exponentially increasing statistical uncertainty (error bar), which is nothing else than the notorious fermion sign problem [35, 36] . In fact, the FSP constitutes the paramount obstacle in our simulations and prevents PIMC simulations of the UEG for lower temperatures and higher densities, i.e., in the regime where quantum degeneracy effects dominate [34, 49] .
In Fig. 2 we show a snapshot from a PIMC simulation of N = 17 electrons at r s = 1 and θ = 1 with P = 100 imaginary-time slices. Note that we use an adaption of the worm algorithm by Boninsegni et al. [93, 94] throughout this work. Evidently, there are many permutations of particle coordinates present (see also the recent discussion of permutation properties in Ref. [95] ) at these warm dense matter conditions and the sign of W (X) within a simulation frequently changes. The resulting cancellation of positive and negative terms drastically increases the statistical uncertainty, which often cannot be compensated for by increasing the computation time, see Refs. [34, 49] for a more extensive discussion.
For completeness, we mention that the more advanced permutation blocking PIMC [50, 52] and configuration PIMC [51, 53] methods are capable to provide accurate results for static properties of the UEG when PIMC breaks down due to the sign problem. Unfortunately, however, the imaginary-time density-correlation function F (q, τ ), which is of central importance in this work, can at present not be computed from these new techniques, so that PIMC remains the method of choice here.
B. Linear response theory
Let us next consider the effect of a small, timedependent external perturbation,Ĥ A (t),
withĤ UEG being the static UEG Hamiltonian. Note that we employ the standard Ewald summation as described in, e.g., Ref. [96] . In particular, we consider a sinusoidal charge density of the form
with the wave vector q, frequency Ω, and perturbation amplitude A. Within linear response theory [1] , which is accurate for sufficiently small perturbations, the response of the UEG to Eq. (7) is fully described by the density response functioñ
where the expectation value . . . has to be carried out with respect to the unperturbed Hamiltonian, i.e.,Ĥ UEG . Therefore, Eq. (8) only depends on the relative difference between the time arguments, t = t − t , and on the modulus of the wave number q = |q|. We note that it is often more convenient to work in frequency space, and a straightforward Fourier transform gives
For completeness, we explicitly define the static densityresponse function,
which describes the response of the UEG to a constant (i.e., time independent) external charge.
C. Dynamic structure factor and imaginary-time correlation functions
A central quantity in modern WDM research (and many other fields) is the so-called dynamic structure factor,
which is directly accessible in XRTS experiments [56] and is of paramount importance for diagnostics like, e.g., the determination of the electronic temperature within a sample [58] . We note that Eq. (11) obeys the detailed balance condition
so that the consideration of the positive frequency range is sufficient. In addition, S(q, ω) is directly connected to the imaginary part of the dynamic density-response function from the previous section by the fluctuationdissipation theorem
Evidently, S(q, ω) is nothing else than the Fourier transform of the intermediate scattering function
and, in principle, requires an explicitly time-dependent theoretical description, which is notoriously difficult and almost unfeasible in the presence of correlation effects. A neat alternative is given by the analytic continuation of the imaginary-time density correlation function, which is defined as
Although Eq. (15) is formally obtained by a propagation in imaginary-time by τ = −i β, the pre-factors are usually dropped such that τ ∈ [0, β]; this convention is applied throughout the remainder of this paper. The crucial point in the context of the present work is that F (q, τ ) is directly accessible within our PIMC simulations in thermodynamic equilibrium [77, 78] by measuring the correlation between the Fourier components of the density operator on different imaginary-time slices, see Fig. 1 for a graphical depiction. The connection of F to the dynamic structure factor is then given by a Laplace transform
Therefore, the task at hand is to numerically solve Eq. (16) by performing an inverse Laplace transform, which is a well-known but ill-posed problem [79] .
D. Reconstruction of the dynamic structure factor
The central obstacle regarding the reconstruction of the dynamic structure factor from an imaginary-time correlation function is the statistical uncertainty in the corresponding QMC data. Therefore, there are potentially infinitely many valid trial solutions S trial (q, ω), which, when being inserted into Eq. (16), perfectly reproduce the Monte Carlo data within the given error bars. Typically, these S trial (q, ω) are very noisy (sawtooth instability) and often plainly unphysical. Hence, additional constraints on the trial solutions are indispensable to obtain reliable structure factors on the basis of our PIMC data.
A commonly used type of information are frequency moments of the form
where, in the case of the UEG, four different cases are known:
1. The inverse moment is determined by the static density response function [97] [98] [99] 
see also Eq. (10). Conveniently, χ(q) is straightforwardly obtained from F (q, τ ) via the imaginarytime analogue of the fluctuation-dissipation theorem, which states that [71, 100] 
2. The normalization, or zero-moment, is given by the static structure factor
Note that S(q) is defined as the integral over S(q, ω) and not as the static limit as in the case of χ(q) and χ(q, ω).
3. The first moment is known analytically from the f sum-rule [1] ,
4. The third moment was first reported in Refs. [101, 102] and reads [1, 97, 103 ]
with K being the mean kinetic energy of the correlated system, and where the potential contribution [1, 103] can be expressed in spherical coordinates as a one-dimensional integral,
which is evaluated numerically from spline-fits to S(q), see also Refs. [54, 104] for an extensive discussion.
While accurate knowledge of the ω k are known to significantly increase the quality of the reconstructed dynamic structure factors for some examples such as ultracold atoms [82, 83] , they have been proven to be insufficient to determine sufficiently constrained S trial (q, ω) for the UEG in many cases.
E. Stochastic sampling of the dynamic local field correction
To derive additional constraints on the reconstructed dynamic structure factors, we consider the fluctuationdissipation theorem, Eq. (13), and express χ(q, ω) in terms of a dynamic local field correction [1, 37, 105, 106] 
.
The dynamic density-response function of the noninteracting system, χ 0 (q, ω), is readily known, and all exchange-correlation effects regarding the density response are contained in G. Therefore, setting G = 0 corresponds to the random phase approximation, which describes the response on a mean-field level. In a nutshell, the combination of Eqs. (13) and (24) implies that we have re-cast the reconstruction problem from a quest for S(q, ω) into a quest for the DLFC. This is extremely advantageous, as many additional exact properties of G are known:
1. The Kramers-Kronig relations provide a connection between the real and imaginary parts of G(q, ω) [37] :
ImG(q, ω) = (26)
2. ReG(q, ω) and ImG(q, ω) are even and odd functions with respect to ω, respectively [105] .
3. ImG(q, ω) vanishes in the limits of high and low frequency [105] : 
. (28) The high-frequency limit of ReG(q, ω) can be computed from the static structure factor S(q) and the exchange-correlation contribution to the kinetic energy, K xc ,
The interaction contribution I(q) has been defined in Eq. (23), and K xc can be computed from the exchange-correlation free energy f xc via
In practice, we are using the accurate recent parametrization of f xc by Groth, Dornheim and coworkers (see Refs. [48, 49] ) to evaluate Eq. (30).
The basic idea of our new reconstruction method is to stochastically sample trial solutions G trial (q, ω), which automatically fulfill all aforementioned exact properties. These DLFCs are then used to compute the corresponding trial DSFs S trial (q, ω), which are subsequently compared to our PIMC data for F (q, τ ) and the four frequency moments ω k . To accomplish the first part of this task, we are introducing extended Padé type parametrizations of the imaginary part of the DLFC of the form
with a i , b i , and c being the free parameters. Once the latter have been randomly generated, the real part of G(q, ω) is obtained numerically from the KramersKronig relation, Eq. (25), and imposing the exact static limit of ReG(q, ω) uniquely determines one free parameter in terms of the others,
In practice, the integral in Eq. (32) was solved analytically using SymPy [107] to obtain the parameter a 1 . The remaining five free parameters are randomly chosen from the following empirically found intervals:
, and c ∈ [
, 25]. The final result for the dynamic structure factor is then computed as the average over M trial spectra S trial,i (q, ω) that reproduce the ω k and F (q, τ ) for all P τ -points within the Monte Carlo error bars,
where it typically holds M = O(1000). In addition, this allows for a straightforward estimation of the remaining uncertainty of the reconstruction by obtaining the corresponding variance
The practical application of this new reconstruction method is extensively demonstrated in Sec. III C.
III. RESULTS

A. Imaginary-time density-density correlation function
Let us start the discussion of our simulation results by considering the central quantity that can be directly obtained from PIMC simulations of the UEG, namely the imaginary-time density-density correlation function F (q, τ ). In Fig. 3 , we show results for the τ -dependence of this quantity for N = 66 unpolarized electrons at r s = 4 and θ = 2 for four different wave numbers q = |q| in the vicinity of the Fermi wave number q F . First and foremost, we note that F is always symmetric with respect to τ = β/2, i.e., F (q, τ ) = F (q, β − τ ) (for τ ≤ β/2). In addition, the magnitude of F increases monotonically with increasing q in the depicted regime of wave vectors. This can be understood by recalling its relation to the static structure factor, F (q, τ = 0) = S(q), with S(q) following a parabola for small q and being monotonically increasing up to around thrice the Fermi wave number, see Fig. 7 for a graphical depiction and Refs. [49, 54, 104] for an extensive discussion. Lastly, we mention that the slope of F becomes increasingly steep for larger q; a trend that persists for even larger wave numbers as can be seen in Fig. 4 where we show PIMC results for up to q/q F ≈ 6. In particular, F (q, τ ) almost decays to zero around τ = β/2 for large q.
Let us next study the impact of Coulomb coupling effects by considering different values of the density parameter r s . In Fig. 5 , we compare our results for F (q, τ ) again for N = 66 unpolarized electrons at θ = 2 for r s = 4 (solid red), r s = 6 (dash-dotted black), and r s = 20 (dashed green). The wave number has been chosen as q/q F ≈ 2 corresponding to the physically most interesting regime where the dispersion relation of S(q, ω) is actually negative for strong coupling, like in the case of r s = 20, see Fig. 17 . Indeed, while the curves for r s = 4 and r s = 6 are nearly identical, the r s = 20 results significantly differ both in magnitude and slope, cf. the corresponding dynamic structure factors S(q, ω) shown in Fig. 17 . For completeness, let us also consider the dependence of the imaginary-time density correlation function on the number of propagators P . This is investigated in Fig. 6 , where we show results for F for N = 66 electrons at r s = 4 and θ = 2 for q/q F ≈ 0.5. The different symbols correspond to PIMC data for P = 30 (red circles), P = 100 (black diamonds), and P = 200 (green crosses, in the background). Evidently, the four different data sets cannot be distinguished within the statistical uncertainty and the only difference is given by the different τ -grid. The situation somewhat changes towards lower temperatures and larger q, and the convergence with P was carefully checked for all considered cases throughout this work. Let us conclude our consideration of F (q, τ ) with a depiction of this quantity over the entire relevant τ -qplane. This is shown for N = 66, θ = 2, and r s = 4 in the top panel of Fig. 7 . Since a physically meaningful interpretation of this quantity is rather difficult, we restrict ourselves to mentioning that F converges to the static structure factor for τ = 0 and exhibits a distinct structure around q = 2q F . The bottom panel of the same figure corresponds to N = 34, θ = 2, and r s = 1. At this higher density, correlation effects are less important and the structure in F (q, τ ) becomes less pronounced.
Lastly, we show PIMC results for F for r s = 6 and θ = 4 (Fig. 8, top) and θ = 0.75 (bottom). Again, we observe that the larger impact of correlation effects leads to a significantly more structured imaginary-time correlation function at the lower temperature. The somewhat noisy progression in the case of θ = 0.75 around q = 2q F is a result of the increased statistical uncertainty in our PIMC data due to the fermion sign problem with an average sign of S ≈ 0.023.
B. Static density-response function and local field corrections
Another important quantity that is of considerable interest in its own right is the static density-density response function χ(q), which is obtained from F (q, τ ) via a simple one-dimensional integration along the τ -axis, see Eq. (19) . In Fig. 9 , we show results for the wave number dependence of χ(q) for N = 66 unpolarized electrons at θ = 2 for three different coupling strengths. The green crosses depict our PIMC data with the corresponding statistical uncertainty, which is of the order of ∆χ/χ ∼ 10 −3 at these parameters. We stress that the evaluation of Eq. (19) allows to evaluate the entire q-dependence of χ from a single PIMC simulation, which is in stark contrast to the recently proposed simulation of a harmonically perturbed system [75, 76] . In the latter case, one has to perform multiple full QMC simulations of an inhomogeneous system governed by Eq. (6) for several values of the perturbation amplitude A to obtain χ(q) for a single wave number. Hence, that strategy is only advisable when F (q, τ ) is not accessible, which is the case for the novel permutation blocking PIMC and configuration PIMC methods that are available over more significant parts of the WDM regime beyond standard PIMC. To summarize, the PIMC evaluation of Eq. (19) constitutes the method of choice wherever possible, and allows to obtain a bulk of accurate data over the entire q-range. However, when PIMC breaks down due to the fermion sign problem, the application of PB-PIMC and CPIMC is a valuable alternative of a complementary nature to obtain accurate data for χ(q) and G(q) in the WDM regime, where quantum degeneracy effects are even more important.
In the top panel of Fig. 9 , we compare the PIMC results for r s = 4 to the ideal density-response function χ 0 (q) (solid red line) and various other theories, see Ref. [49] for an extensive recent review article. First and foremost, we note that all data sets (except the ideal curve) exhibit the correct parabolic behavior [99] ,
for small wave numbers, which is a direct consequence of perfect screening in the UEG. The dotted yellow line corresponds to the RPA, which entails a mean-field description of the response to an external perturbation. Thus, the RPA is accurate at high density and temperature, but exhibits only a qualitative agreement with the exact PIMC data even for r s = 4, with the systematic deviations being most pronounced for intermediate wave numbers 0.5q F q 3q F . The dashed blue curve has been obtained using the approximate static local field correction G VS (q) from the Vashishta-Singwi (VS) formalism [43, 109] taken from Sjostrom and Dufty [108] (see Fig. 10 for the actual corresponding G(q) data). Evidently, the incorporation of G VS leads to a significant improvement over the RPA for all q-values, although it remains inaccurate most notably around q = 1.5q F . Lastly, the dash-dotted black line corresponds to the approximate static local field correction G STLS (q) proposed by Singwi, Tosi, Land, and Sjölander (STLS) [110] for the ground-state, which was extended in Refs. [41, 108, 111] to the WDM regime. The STLS formalism proves to be significantly more accurate than both RPA and VS, which is in agreement with previous findings for the static structure factor S(q) and the interaction energy v discussed in Refs. [34, 48, 49, 104] .
Upon increasing the coupling strength to r s = 6 (center) and r s = 20 (bottom), all depicted approximations become noticeably less accurate, although STLS still looks impressive in the former case. However, at strong coupling, even G STLS (q) cannot capture the effect of XC contributions and the corresponding χ STLS (q) exhibits both a wrong peak position and magnitude. Nevertheless, the complete negligence of G in the case of RPA leads to systematic deviations of the order of 100%.
Let us next discuss the static local field correction G(q), which is shown in Fig. 10 for the same conditions as χ(q) in Fig. 9 . Recall that the RPA corresponds to setting G RPA (q) = 0. In addition, the solid red curve corresponds to the exact limit for small wave numbers that directly follows from the compressibility sum-rule (CSR) [49, 108] 
with n being the total electronic density. In practice, Eq. (36) is evaluated using the accurate parametrization of the XC-free energy from Ref. [48] . Evidently, the CSR-curves do not overlap with our PIMC data (green crosses), as the small-q limit is not accessible due to the finite simulation box, see Refs. [49, 54] for an analog discussion of the static structure factor S(q). Furthermore, it is well-known that the STLS curve (dash-dotted black) violates the CSR, even if we replace the exact f xc in Eq. (36) by the corresponding STLS expression f STLS xc , see, e.g., Ref. [108] . In contrast, the VS-curve is in good agreement with the CSR, which is an understandable, yet nontrivial finding: while the expression for the static local field correction G VS (q) is derived by imposing the CSR, this is done by assuming the approximate expression for f xc within the VS formalism, f VS xc , which is known to be even less accurate than, for example, f STLS xc . Still, this condition leads to an accurate static local field correction for small q.
For larger wave numbers, we observe an increased statistical uncertainty, which is a direct consequence of the evaluation of Eq. (19): within a PIMC simulation, we obtain data for F (q, τ ), which, in turn, is used to compute the static density-response function χ(q) via Eq. (10). The static local field correction is then obtained by measuring the deviation of χ to the noninteracting case, cf. Eq. (28) . For large wave numbers q, the effect of G(q) on the total response function χ is suppressed by the 4π/q 2 pre-factor in Eq. (24) and χ eventually converges towards the ideal function χ 0 (q), see Fig. 9 . Therefore, G becomes the relatively small difference between two large numbers in this regime, and the relative uncertainty in this quantity increases. Still, we stress that the quality of the present QMC data for G(q) is significantly better than analog results from simulations of the harmonically perturbed system both at finite temperature [75, 76] and in the ground state [73, 74] . Despite the relatively high accuracy of the VS and, in particular, the STLS scheme in the description of χ(q) at r s = 4 and r s = 6, see Fig. 9 , these approximations perform significantly worse for G(q) itself. This is not surprising, as the static local field correction provides a wave-number resolved description of exchangecorrelation effects and, therefore, is even more sensitive to an approximate treatment of the Coulomb repulsion than f xc . Furthermore, both VS and STLS are static theories, which means that they completely neglect the frequency-dependence of G(q, ω). Naturally, this shortcoming affects the static limit of this quantity, which, in turn means that such theories cannot be systematically improved to provide exact results for G(q). In contrast, while our PIMC simulations, too, only yield results for the static limit of G, the frequency-dependence of XCeffects is fully included in the imaginary-time formulation of the approach and the corresponding PIMC results are exact.
Finally, in the bottom panel of Fig. 10 we show results for G for strong coupling, r s = 20. In this case, the STLS scheme can only provide a qualitative description and the maximum in G around q = 2.5q F is not captured at all.
Lastly, let us consider the high-frequency limit of the local field correction, which is obtained from our PIMC data for S(q) and the kinetic energy K via Eq. (29) . In the top panel of Fig. 11 , we show results for the wave number dependence of G(q, ω = ∞) for the same conditions as in Fig. 10 . Evidently, the three data sets for r s = 4 (green crosses), r s = 6 (red circles), and r s = 20 (yellow pluses) exhibit a quite distinct behavior: while all curves are in good agreement for small q, the r s = 4 results for G(q, ω = ∞) continue to increase for large q, whereas both the r s = 6 curve and, to an even more significant degree, the r s = 20 curve decrease in this regime. In fact, the yellow curve attains negative values for q 3q F . This finding can be understood by considering the two contributions to G(q, ω = ∞), i.e., the interaction integral I(q) [see Eq. (23)] and a parabola with a pre-factor proportional to the negative XC-part to the kinetic energy −K xc [see Eq. (30)]. For small wave numbers, I(q) dominates as can be seen in the bottom panel of Fig. 11 and is monotonically increasing with q. Eventually, however, the parabolic term takes over, and the particular behavior of G(q, ω = ∞) is determined by K xc , which is plotted in Fig. 12 . For the highest depicted reduced temperature, θ = 4 (solid red), K xc is negative for r s 10. In contrast, for θ = 0.5 (dotted yellow) this is the case for r s 1. With these findings, the observed large-q behavior in the top panel of Fig. 11 becomes obvious: negative values of K xc , as in the case of θ = 2 and r s = 4, lead to positive pre-factors of the parabola and G(q, ω = ∞) remains strictly increasing; positive values of K xc , on the other hand, result in a negative parabola as observed for r s = 6 and r s = 20. For completeness, we note that similar findings have been observed for the ground state in Ref. [103] .
Let us conclude this section by investigating the origin of the nontrivial progression of K xc . To this end, we plot the individual exchange and correlation parts, K x (dashed green) and K c (dash-dotted black), to K xc (solid red) in Fig. 13 . Note that K x is obtained by replacing f xc in Eq. (30) with the noninteracing free energy f x , which was parametrized by Perrot and Dharma-wardana [39] . Interestingly, K xc is given by the relatively small difference of the positive exchange and the negative correlation parts. More specifically, the correlation contribution dominates for low temperatures and large values of the coupling parameter r s , and K xc attains positive values. Evidently, this happens for even smaller r s -values at the lower temperature, θ = 0.5 (bottom panel).
C. Stochastic sampling method
In the following section, we give a hands-on discussion of two examples of our stochastic sampling scheme (see Sec. II E) to compute the dynamic structure factor S(q, ω) from our PIMC data. See Sec. III D, for a discus- Reconstruction of the dynamic structure factor S(|q| ≈ 1.98qF, ω) for N = 34 unpolarized electrons at rs = 6 and θ = 1. The top panel shows a set of M = 115 trial solution S trial,i , with the black (coloured) curves having (not) been included into the final average, Eq. (33). The central and bottom panels depict the corresponding trial functions for the imaginary and real parts of the dynamic local field correction, see Sec. II E for an extensive theoretical introduction. sion of our findings for this quantity for different densities and temperatures.
In Fig. 14 , we show trial solutions for S(q, ω) (top), ImG(q, ω) (center), and ReG(q, ω) (bottom) that have been generated by following the procedure from Sec. II E for N = 34 electrons at r s = 6 and θ = 1 around twice the Fermi wave vector. In particular, the black curves are valid solutions that are included in the final average S final (q, ω) [Eq. (33) ], whereas the coloured curves violate the corresponding imaginary-time correlation-function F (q, τ ) and the frequency moments ω k . Upon examining the dynamic structure factor, we find that the stochastic sampling of G(q, ω) leads to (at least) two distinct classes of trial solution for S. More specifically, there appear S trial (q, ω) with a pronounced double-peak structure (which do not fulfill the PIMC boundary conditions), with the first one sometimes being interpreted as a diffusive peak [112] . In addition, there are solutions with a single broad peak around ω = 2ω p , which provide those S that fulfill all known requirements from our PIMC simulations. Interestingly, though, slight variations in the form and/or position of the peak lead to a significant disagreement regarding F (q, τ ) and ω k , and the corresponding S trial are, consequently, discarded. This is in stark contrast to the θ = 2 case, which is show in Fig. 15 and discussed below.
The central panel of Fig. 14 shows the corresponding stochastically sampled imaginary parts of the dynamic local field correction, cf. Eq. (31). All depicted curves exhibit a fairly similar progression with the exact conditions ImG(q, 0) = ImG(q, ∞) = 0 and a single peak in between. However, the peak position, width, and high-frequency tail are significantly different from each other. Moreover, the bottom panel shows the real part of G(q, ω), which has been obtained from ImG(q, ω) via the Kramers-Kronig relation Eq. (25) by numerical integration. Interestingly, this procedure leads to a more complicated functional form: starting from the exact static limit for ω → 0, ReG(q, ω) always exhibits a monotonic increase for small ω, followed by a maximum, which varies drastically in its position depending on the chosen trial parameters a i , b i , and c. Moreover, there appears a minimum for intermediate frequencies, until the exact high-frequency limit is reached from below. Again, the particular form of this tail can be very different.
While the mapping from G trial (q, ω) onto S trial (q, ω) is far from obvious, we find that those ImG(q, ω) with a maximum at low frequency result in a double-peaked dynamic structure factor with the aforementioned diffusive feature. In addition, we note that fairly different trial solutions both in the imaginary and real parts of the dynamic local field correction lead to very similar results in S trial (q, ω) itself. Since our PIMC data for F (q, τ ) and ω k only allow us to decide between differences in the dynamic structure factor itself, it follows that G(q, ω) is much less restrained by our reconstruction procedure than S(q, ω).
As a side remark, we mention that the parametrization of ImG(q, ω) from Eq. (31) has proven sufficiently flexible even at strong coupling (r s = 10, 20), when a nontrivial incipient excitonic feature emerges. Still, it can potentially be systematically improved by including higher powers in ω, which will likely be necessary for even stronger coupling, which, however, is beyond the scope of the present work. Further, we mention that only 7 of the M = 115 trial solution shown in Fig. 14 are actually included into the computation of the final result, and the distribution of the ReG and ImG curves is far from uniform. This leaves open the possibility to further improve our sampling procedure in future work. Moreover, the parametrization of ImG and subsequent calculation of ReG (cf. Sec. II E) that is employed in this work is not the only choice, and other interpolations between the known limits of G(q, ω) have been reported elsewhere [112] [113] [114] .
Let us conclude this discussion of the stochastic sampling reconstruction procedure by increasing the temperature to θ = 2, which is shown in Fig. 15 . Remarkably, in this case we find a significantly increased ratio of included (black) to discarded (coloured) solutions. More specifically, the appearing double-peak structure factors are still not in agreement with our PIMC data for F (q, τ ) and ω k , whereas nearly all solutions from the class with only a single broad peak are included into the construction of the final average S final (q, ω). Upon examining the corresponding dynamic local field corrections, we find that almost only those ImG(q, ω) are discarded that have a maximum at very low-frequency. Consequently, G(q, ω) is even less determined by our PIMC data for the higher temperature than for θ = 1, as the impact on observable quantities is smaller. Still, the dynamic structure factor itself remains of high quality.
D. Dynamic structure factors
Let us conclude this paper with a presentation of new results for the dynamic structure factor S(q, ω) for different densities and temperatures.
In Fig. 16 , we show the dynamic structure factor S(q, ω) for an intermediate wave number q/q F ≈ 1.4 for N = 34 unpolarized electrons at a metallic density, r s = 6, for four different temperatures. Note that the line type (i.e., solid, dashed, etc.) distinguishes θ, while the different colors correspond to different methods. More specifically, the green curves depict the random phase approximation (RPA), where exchange-correlation effects on the density-response are completely neglected, i.e., G RPA (q, ω) = 0. Furthermore, the black curves have been obtained using the so-called static approximation, where the exchange-correlation effects are treated statically, G static (q, ω) = ReG(q, 0). For completeness, we note that here we use the exact static limit obtained from our PIMC simulations, Eq. (28), which is in contrast to static dielectric theories like STLS or VS, cf. Sec. III B. Lastly, the red coloured curves correspond to the exact solutions that have been computed using our new stochastic sampling reconstruction method for the dynamic local field correction, which has been introduced in detail in the previous section. In addition, the shaded red area depicts the corresponding degree of uncertainty, which is estimated as the variance of all accepted trial solutions S trial (q, ω), Eq. (34). At the largest considered temperature, θ = 4 (dotted curves), the influence of the LCF is relatively weak. Consequently, the uncertainty interval in the exact solution is relatively small. Furthermore, quantum effects do not dominate the dynamic density response, and the static approximation is in exact agreement with the DLFC curve over the entire ω-range. In contrast, the RPA curve Dynamic structure factor S(q ≈ 1.4qF, ω) of the warm dense electron gas with N = 34 and rs = 6 for different temperatures. The solid red, dashed black, and solid green lines depict data from our stochastically sampled dynamic local field correction, the static approximation Gstatic(q, ω) = ReG(q, 0), and the random phase approximation (RPA), respectively.
only qualitatively reproduces the other two data sets even at these relatively weakly coupled parameters.
Upon decreasing the temperature, the system simultaneously becomes more strongly coupled and more quantum mechanical. The first fact leads to severe systematic errors in the RPA, which significantly overestimates the peak position and underestimates the height. On the other hand, the quantum nature of the dynamic density response cannot be fully captured by a static local field correction, and the accuracy of the black curves declines with decreasing θ. Still, we stress that the SLFC constitutes a substantial improvement over the RPA everywhere, and the observed disagreements are quantitative, but not qualitative. Moreover, the impact of the frequency dependence of G(q, ω) is even less severe than in the previously investigated example of r s = 10, see Ref. [81] .
Finally, we show entire dispersion relations of the dynamic structure factor for N = 66 unpolarized electrons at θ = 2 for r s = 4, r s = 6, and r s = 20 in Fig. 17 .
First and foremost, we find that both at r s = 4 and r s = 6, which correspond to metallic densities falling well into the warm dense matter regime, the static approximation cannot be distinguished from the exact solution over the entire range of wave numbers q. In contrast, the RPA again only exhibits a qualitative agreement and is fairly inaccurate both regarding peak position and width for intermediate wave numbers, q/q F ∼ 2. At r s = 20, which is a strongly coupled system more closely resembling an electron liquid, the total negligence of exchangecorrelation effects renders the RPA completely inappropriate. The static approximation, on the other hand, constitutes a spectacular improvement and almost exactly reproduces the exact solutions found via our stochastic sampling scheme. In particular, the incipient excitonic feature, which manifests as a pronounced red-shift at intermediate wave numbers, is fully captured by the black curves [81] . Therefore, we conclude that the static approximation [using our exact PIMC data for G(q)] does indeed provide a reliable and readily available tool to accurately compute the dynamic structure factor S(q, ω). This is particularly important at even lower temperatures and higher densities, where the present combination of PIMC and the stochastic sampling of the DLFC is prevented by the fermion sign problem, but G static is accessible via the more advanced PB-PIMC and CPIMC methods [75, 76] .
IV. SUMMARY AND DISCUSSION
In this work, we have presented an ab initio path integral Monte Carlo study of the density-response of the uniform electron gas at extreme temperature and density.
First of all, we have introduced in detail the underlying theory, in particular the concept of the imaginary-time correlation-function F (q, τ ), and its connection to the desired response functions. In particular, our new extensive PIMC data for F have allowed us to present exact data for the static density-response function χ(q) and the corresponding static local field correction G(q) from warm dense matter to the strongly correlated electron liquid regime. A comparison of these data to standard dielectric theories has revealed the following: (a) the random phase approximation reveals significant inaccuracies even at r s = 4 and θ = 2 and fully breaks down at r s = 20; (b) the approximate static local field correction by VashistaSingwi leads to a significantly improved description of χ(q), and G VS (q) is highly accurate at small q, which is due to the incorporation of the compressibility sumrule. However, for larger wave numbers, the static LFC exhibits significant systematic deviations; (c) the static LFC due to Singwi-Tosi-Land-Sjölander constitutes the most accurate dielectric method both for χ and G, although at strong coupling (r s = 20) it, too, is only capable to provide a qualitative description of the static density-response. In this context, a future comparison of our exact PIMC data to the new hypernetted-chain (HNC) based static LFC by Tanaka [115] and the quantum STLS (qSTLS) method [116, 117] might be valuable to evaluate the source of the errors in the dielectric methods: if the HNC approach would constitute a significant improvement at large r s , the error in the STLS and VS schemes would be the approximate treatment of exchange-correlation effects in the static local field correction; a superior performance of qSTLS, on the other hand, would indicate the importance of the frequency dependence of G(q, ω), which is neglected in STLS, VS, and HNC, but consistently included in qSTLS.
Secondly, our study of the high-frequency limit of G(q, ω) at twice the Fermi temperature has revealed different behaviours at large wave numbers depending on the coupling parameter r s : for small r s , G(q, ω = ∞) increases with q, whereas the opposite holds at strong coupling (even at r s = 6) and G(q, ω = ∞) actually attains negative values. This is consistent with previous findings at zero temperature [103] and was explained by a nontrivial behaviour of the exchange-correlation part of the kinetic energy, K XC , shown in Fig. 12 .
Thirdly, we have given both an extensive introduction to the theoretical aspects and a practical demonstration of our new reconstruction method that allows us to obtain highly accurate results for the dynamic structure factor S(q, ω) purely on the basis of our PIMC data for the thermodynamic equilibrium, see Sec. III C. While the basic idea and first results for S(q, ω) were already shown in Ref. [81] , here we provide an explicit demonstration of the stochastic sampling of the dynamic LFC, and how this leads to trial solutions S trial (q, ω), which are subsequently compared to our PIMC data for F (q, τ ) and ω k . We are confident that this comprehensive discussion will render our findings replicable and make the future adaption of our scheme to related problems in other fields possible. In addition, the most significant new finding is the comparably high quality in the final results for the dynamic structure factor, which is in stark contrast to the real and imaginary parts of G(q, ω). More specifically, quite different trial solutions for G trial,i (q, ω) lead to nearly identical S trial,i (q, ω) and, therefore, cannot be selected or discarded on the basis of F and ω k , which explicitly depend on the dynamic structure factor, only.
In the fourth place, we have shown extensive new data for the dynamic structure factor of the UEG for hitherto unexplored parameters. Fully in accord with Ref. [81] , we find significant systematic errors in the random phase approximation even at relatively weak coupling, which are most pronounced around twice the Fermi wave number q F . In contrast, the static approximation, i.e., using the exact static limit of G for all frequencies, leads to nearly exact results for even for the electron liquid at r s = 20. Furthermore, it retains an impressive accuracy with decreasing temperature and, in a nutshell, allows for a good description of S(q, ω) for all investigated parameters.
Let us conclude this paper by outlining a number of interesting topics for future research.
Accurate data for S(q, ω) of the warm dense UEG are important for the interpretation of experiments within the widespread Chihara decomposition [118, 119] . To this end, a readily available parametrization of the static local field correction G(q; r s , θ) connecting the ground state results [120, 121] with PIMC results at finite temperature constitutes a highly desirable goal. Further, the PIMC data for the LFC could be complemented by configuration PIMC [76] and permutation blocking PIMC data [75] at stronger quantum degeneracy (i.e., low temperature and high density), where our present strategy fails due to the fermion sign problem.
Our new data for S(q, ω) can also be used to benchmark approximate methods for the description of quantum dynamics at finite temperature, such as nonequilibrium Green functions [122] [123] [124] [125] and the method of moments by Tkachenko and co-workers [126] [127] [128] .
Moreover, the observed negative dispersion relation in S(q, ω) (see also Ref. [81] ) constitutes an interesting feature in its own right. While the interpretation as an incipient excitonic feature from Refs. [69, 70, 129] is plausible, its manifestation in the warm dense UEG deserves a more detailed investigation. For completeness, we mention that a similar behaviour has been observed in the classical one-component plasma [130] , and in experiments with alkali metals [131] .
Finally, the stochastic sampling method for the reconstruction of a dynamic quantity is, in principle, not limited to the present application to PIMC data for the UEG. For example, while the computation of imaginarytime correlation-functions in ground state QMC simulations [132] of fermions is nontrivial [133] , Motta et al. [134] recently obtained accurate results for F (q, τ ) for a 2D UEG at zero temperature using a phaseless auxiliary field QMC approach. 
