Analysis of time series data requires some assumptions that stationary and homogeneity of variance. In many cases is rarely found time series data that satisfy those assumptions. Those are due to the complex non-linear relationship between the multidimensional features of the time series data. KNN method is one of the Learning Machine algorithm (LM) which is considered as a simple method to be applied in the analysis of data with many dimensions variable. This method can be used when it does not meet the classical assumptions. This study aims to see the performance of KNN and ensemble KNN. Although this method is simple but this method has advantages over other method. For instance, it can generalize from a relatively small training set. In This method is very important to choose the number of k-nearest neighbors. Ensemble technique is a method that has accuracy of prediction and efficiently used in the KNN method, so it is not necessary to search the optimal number k. The result shows that MAPE, MAE, and RMSE of prediction will be small if the number of k-nearest neighbors large. Overall, KNN ensemble method has a better performance than KNN method.
Introduction
The data obtained in a study is often a function of time, and there is a relationship between observations (autocorrelation), so as to analyze the functional relationship between the time of observation cannot use simple regression analysis. The data is usually called time series data and have to use time series data analysis method for analyze. Time series analysis is often use in any field of science such as financial forecasting, weather forecasting, research, medical science, and others [3] . In many cases are often found that assumptions unfulfilled. One cause is the presence of non-linear relationship between the variables, so it is need an efficient method. Many methods were developed on the prediction of time series data with large data sizes and many explanatory variables, such as the method of Artificial Neural Network (ANN), Radial Basis Function Networks (RBF), K-Nearest Neighbor (KNN) and Self Organizing Map (SOM). KNN method can be used for data that does not meet the classical assumptions and non-linear characteristics of the data.
KNN method is one of the Machine Learning algorithm (LM) which is considered as a simple method to be applied in the analysis of data with many variables dimensions [1] . Although this method is simple but has the advantage over other methods, which can generalize from a relatively small training set [11] . At first KNN is a method for classification analysis, but the last few decades are used for prediction. In the classification approach, the data set is divided into training and testing data set. KNN method uses a similarity measure for comparing the testing data with training data. It chooses k data from training data which is close to testing data for predicting output variables. It is also regarded as lazy learning which does not build a model or function, but yields the closest k records of the training data set that have the highest similarity to the test [1] . In KNN method is very important to choose the number of k-nearest neighbors because this can affect the predicted results. Small values of k can produce a great variety on the prediction results, whereas a large value of k can lead to a large bias of models. Alternative methods are usually used to overcome this problem is the optimization of parameters using cross-validation, but this method is less efficient because the training algorithm must be repeated again for the next k. Ensemble technique is a method that has ability of accuracy prediction and efficiently used in KNN method, so it is not necessary to search the optimal value of k.
In principle, the ensemble technique combine the pedictors of many models into one final prediction. This technique does not choose the best model among many candidates and prediction use the best model, but it combines the predictor of various models with certain weights. There are two types of ensemble techniques are hybrid and non-hybrid technique [2] . Hybrid technique involves various modeling algorithms and then combine the predictor of each algorithm into a final prediction. While the non-hybrid technique use one type of algorithm, but use it many times to produce many different models, and further the predictors of different models are combined into one predictor. Various studies show that the ensemble technique is able to provide more accurate results. [16] said that the ensemble techniques become one of the important techniques in improving the predictive ability of a variety of standard models. [5] conducted a simulation study and obtain the result that the ensemble technique detects both variables that affect and interact with each other. [8] using an ensemble techniques to build predictive models when the data are ill-conditioned as in the case of a disproportionate number of classes in the data. [2] and [6] also stated on modeling ensemble tree classification provide accuracy estimation is generally higher than a single tree. Ensemble techniques can be applied in the time series analysis to generate accurate predictions. [13] used mutual information to select predictive input of time series in KNN. [14] used Multiresponse Sparse Regression (MRSR) as a third step for each rank k nearest neighbors and the last performed Leave-One-Out estimation as the fourth step in choosing the number of nearest neighbors. [12] developed the KNN algorithm for prediction of time series data. [1] used simple KNN algorithm to predict the stock price. The study used KNN regression method to predict the response or output variable, but in this study will be used modify prediction to time series data with a weighted concept. This research applies the single ensemble KNN method on rice price data in Indonesia to obtain a prediction accuracy. Prediction accuracy is necessary to assist the government in establishing policies rice supply and demand in each region so that the rice price volatility can be minimized. Therefore, this study aims to investigate the performance of single and ensemble KNN methods, and then predict the rice price in Indonesia using the best method.
Ensemble Techniques
Ensemble technique is a technique that does not choose the best model among many candidates and predict models from the best model, but combine them with give each weights. Ensemble techniques become one of the important techniques in improving the predictive ability of standard models. The ensemble model is determined in two ways, the first stage is selecting the output variable of the best ensemble members to obtain the final prediction. The second stage is combining the output variable of the ensemble members using some combination algorithm [7] Ensemble forecasting is basic forecasting technique that combines some output variables of the forecasting method. Ensemble techniques become one popular method of forecasting, particularly on climate prediction. A recent study had shown that a combination of several models can improve the robustness and reliability [9] . One ensemble technique that is used to predict are weighted mean (weighted averaging).
with yi is the predictor of the i-th model and wi is the i-th weight.
K-Nearest Neighbors
K-Nearest Neighbor (KNN) is a method that uses supervised algorithm which testing data classified based on the majority class. The purpose of this algorithm is to classify new objects based on attributes and training data. The classification does not use any model to clasify and only based on memory. The principle of KNN is finding k objects from the training data that are closest to the data testing. KNN algorithm is very simple, it works based on the nearest distance from the testing data to training data to determine the k-nearest neighbor (KNN), and then taken the majority of KNN to be a prediction of the testing data.
KNN method has many advantages over other methods, for instance robust to the noisy training data and effective when small size of training data. While the weakness of KNN method is accuracy in determining the value of the parameter k (number of nearest neighbors) must be careful. This method is very sensitive to variables that are irrelevant or redundant because all the variables contributing to the similarity and classification [3] . KNN is one of the methods used to predict the output variables using classification approaches. In the classification approach, the data set is divided into training data and testing data. KNN uses a similarity measure for comparing the given testing data to training data. One of the similarity measure used is the Euclidean distance between training data (xtrain) and data testing (xtest), is presented as
KNN choose k training data which is close to the testing data in predicting output variables. The output value of k training data were chosen as the nearest neighbors are used to predict the output value of the unknown testing data. KNN regression use the following formula to predict the value, is
where k is the number of nearest neighbors of yj. This formula is less efficient if used in time series data, because it does not consider the correlation between observations (time), so general formulation is used to predict the data testing is
with wj is weighted for the j-th neighbor. This weighting can be adjusted based on the observed data, is wj = j / n, with n = number of training data. Furthermore, this model is referred to as a time series model of KNN.
Data and Methodology

Data
The data used in this study is secondary data obtained from the Ministry of Agriculture (KEMENTAN) in the distribution and food reserves. The data is price of final sampling recapitulation in some traders in traditional markets from January 1998 to December 2012. In this study the data were used to predict the rice price in Indonesia from January 2010 to December 2012. Data were divided into 2 groups, the data from January 2010 to December 2011 (t = 1 to t = 24) used as training data and the rest of January to December 2012 (t = 25 to t = 36) as a testing data. Output variables (Y) used in this study is rice price data month from January 2010 to December 2012. The input variables in this study are X1 is rice harvested area (ha), X2 is productivity (ku/ha), X3 is total of rice production (ton) and X4 is total of population (thousands). Those variables are data in per sub-round (three-monthly), so the data must be interpolated to monthly data. This is necessary because the output variables used are monthly data.
Methodology
The first step in this research is descriptive analysis on each variable used in the analysis. Stages of data analysis in this study is divided into three stages, are:
Phase I: Calculate the rice price predictions from January to December 2012 with single KNN models. At this stage, the predictions of the model using the various number of nearest neighbors (k). The steps are:
1. Determining value of k, with k consists of 3, 4, 6, 9, 1 0, 1 2, 15 and 24. 2. Standardize each input variables. It aims to equalize the different scales of each input variables. 3. Calculate the Euclidean distance between the observations of the training data and testing data based on the input variables using the formula equation (2). 4. Sort the Euclidean distance from the smallest to the largest distance, then select k training data that the nearest with the testing data, that is the training data which has the smallest Euclidean distance to the testing data.
5. Calculate the weighting value for each training data is selected as the nearest neighbor to the formula w l = , with w l = single KNN weighting of l-th neigbour, j = time sequence, and n = number of training data.The weighting value is used for weighting the output variables which chosen to be the nearest neighbors. 6. Calculating predicted of output variables for single KNN models by combining the output variables of the k nearest neighbors are selected using trend correction factor of the output variable to the time change, by formula,
with ̂ = slope of the regression models between T to Y (output variable), while D =Average of difference between the sequence numbers of testing data with training data which are selected to be k nearest neighbors. 7. Predicted value obtained in steps 1-6 used as training data to predict output variables of the next testing data. The number of training data used in the analysis is always the same as many as, they are 24 data, so for prediction of the second output variable, the first data was not included in the analysis. To predict the third data, the first and second data are not included. This is done also on subsequent predictions. with m is number of predicted testing data.
Phase II: Calculate the price of rice with the model prediction ensemble KNN.
Step-by-step analysis as follows:
1. Calculate predictions using the single KNN model with the number of nearest neighbor (k) ie 3, 4, 6, 9, 10, 12, 15 and 24. The values of k is used to see how they affect the predicted results.
2. Combine the all of predictors using formula = Phase III: Predict the rice price in Indonesia using the best model based on the value of MAPE, MAE and RMSE.
Result and Discussion
Indonesian rice price data in January 1998 -December 2012 are presented in Figure  1 . It show that the rice price data increased significantly and had positive trend pattern. This shows that the data is non stationary which influenced by several factors, namely rice price from January to September 1998 tend to increase from Rp 1290 per kilogram to Rp 3,000 per kilogram. This increase is because the monetary crisis in Indonesia started in 1997 which gives a very large influence on the rice price. Figure 2 is a graph of data harvested area, productivity, production and total population. The fourth variable are input variables that affect the rice price in Indonesia, while the rice price is output variable. Figure 2 (a) is monthly harvested area chart, the data is the result of per sub round data interpolation from 2003 to 2012. Pattern of data in this figure is a seasonal pattern. Figure 2 (b) is a graph of monthly productivity data, the data have a trend and not stationary in average. Figure 3 (a) is a graph of monthly production data, the data have seasonal pattern. Rice production has increased significantly, but the rice production fluctuates during years. Figure 3 (b) is a graph of data monthly total population, the data has increased significantly each year, it is proved to a linear trend in the visible image pattern. Prediction of rice price in this study used single and ensemble KNN models. The model has a good performance to predicting further used to predict the rice price in Indonesia. Performance of the models are seen based on the value of MAPE, MAE and RMSE. The best model is used to predict has the value of MAPE, MAE and RMSE smaller.
Single KNN models were used to predict the rice price in 2012 distinguished by the value of k-nearest neighbors, they are k = 3, k = 4, k = 6, k = 9, k = 10, k = 12, k = 15 and k = 24. Single KNN method is very simple and effective if it is used when the small size of training data and the data dimension has many variables. KNN algorithm relies on the principle that objects similar in the input space are also similar in the output space [15] . So this method works based on the similarity of its input variables. KNN method use a similarity measure for comparing the given testing data to training data. Figure 4 shows graph of predictions for single and ensemble KNN models. Rice price prediction which used either single or ensemble KNN models had fluctuations and almost the same pattern as the actual price of rice in 2012. This shows that objects similar in the input space are also similar in the output space. In the picture appears that the actual rice price has a pattern that is very volatile, which is still stable in 1st-3th months as well as the predictions, while the rice prices in 4th month was up but not too significant. The actual rice price also has trends in 9th-12th month and some predictions still follow the pattern.
Final model selection are obtained from the best model produces parameter estimators are usually biased and underestimate estimator variance, otherwise the distribution of parameter estimator is far from a normal distribution [4] . In fact the average of parameter estimators are not biased and has a small variance. Ensemble KNN uses weighted average concept to parameters estimator of some single KNN models. This method is expected to yield better prediction than single KNN method. Table 1 shows that the values of MAPE, MAE, and RMSE for both the single and ensemble models prediction. In KNN method is very important to choose the value of k (nearest neighbors number), because this can affect the predicted results. Small values of k can produce a great variety on the prediction results, whereas a large value of k can lead to a large biased models. This can be seen in Table 1 that the value of MAPE, MAE, and RMSE of prediction results when tested Table 2 , the training data from January 2007 to December 2010 (length data 36) and testing data from January 2011 to December 2012 (length data 24) shows that the value of k = 3 which gives a smaller value than the other k values. From these results shows that single KNN does not give consistent results. Otherwise the ensemble KNN method produces more accurate prediction than single KNN method. This is because the ensemble KNN method uses the concept of a weighted average. The results of KNN prediction using ensemble methods are presented in Table 3 . The prediction using this method produces MAPE value is 1.46. In the table can be seen that the prediction of rice prices do not differ much from the actual rice price. Range of rice price prediction in 2012 from Rp 8400 to Rp 8700 per kilogram. This range is similar to the actual rice price is about Rp 8100 to Rp 8800 per kilogram.
