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a b s t r a c t
This paper is devoted to the numerical comparison of methods applied to solve
an integro-differential equation. Four numerical methods are compared, namely, the
Laplace decomposition method (LDM), the Wavelet–Galerkin method (WGM), the
Laplace decomposition method with the Pade approximant (LD–PA) and the homotopy
perturbation method (HPM).
© 2009 Elsevier Ltd. All rights reserved.
1. Introduction
Many researchers and scientists studied the integro-differential equations through their work in science applications
like heat transformer, neutron diffusion, and biological species coexisting together with increasing and decreasing rates of
generating and diffusion process in general. These kinds of equations can also be found in physics, biology and engineering
applications, as well as in models dealing with advanced integral equations such as [1–4].
A new perturbation method called homotopy perturbation method (HPM) was proposed in [5] by He in 1997, and a
systematical descriptionwas given in 2000which is, in fact, a coupling of the traditional perturbationmethod and homotopy
in topology. This new method was further developed and improved by He and applied to various linear and non-linear
problems.
Avudainayagam and Vani have studied the application of wavelet bases for solving integro-differential equations in [6].
They introduced a new four-dimensional connection coefficient and an algorithm for its computation. They tested their
algorithm by solving two simple pedagogic nonlinear integro-differential equations.
In the present study, we consider the nonlinear Integro-differential equation of the following type:
u′(x) = f (x)+
∫ x
0
K(t, u(t), u′(t))dt, (1.1)
u(x0) = α, 0 ≤ x ≤ 1 (1.2)
where f (x) is known as the source term and K(t, u(t), u′(t)) is a linear or nonlinear function depending on the problem
discussed.
Themain objective of this contribution is to introduce a comparative study to solve integro-differential equations byusing
different numerical methods, namely, the Laplace decomposition method (LDM), Wavelet–Galerkin method (WGM), the
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Laplace decompositionmethodwith the Pade approximant (LD–PAmethod) and the homotopy perturbationmethod (HPM).
The comparison can be realized by using the two simple pedagogic nonlinear integro-differential equations presented in [6].
This paper is organized as follows. In Section 2,we review all the numericalmethods in short. Twonumerical experiments
are introduced in Section 3 for demonstrating the complete study. Concluding remarks are given in the last section.
2. Analysis of numerical methods
2.1. The Laplace decomposition method (LDM)
In this section, Laplace decomposition method is applied to the following class of non-linear integro-differential
equations (1.1)
The method consists of first applying the Laplace transformation to both sides of (1.1)
£[u′(x)] = £[f (x)] + £
[∫ x
0
K(t, u(t), u′(t))dt
]
. (2.3)
Using the formulas of the Laplace transform, we get
s£[u] − u(0) = £[f (x)] + £
[∫ x
0
K(t, u(t), u′(t))dt
]
. (2.4)
Using the initial conditions (1.2), we have
£[u] = α
s
+ 1
s
£[f (x)] + 1
s
£
[∫ x
0
K(t, u(t), u′(t))dt
]
. (2.5)
In the Laplace decomposition method we assume the solution as an infinite series, given as follows:
u =
∞∑
n=0
un, (2.6)
where the terms un are to be recursively computed. Also the nonlinear term K(t, u(t), u′(t)) is decomposed as an infinite
series of Adomian polynomials (see [7–9]):
K(t, u(t), u′(t)) =
∞∑
n=0
An, (2.7)
where An = An(u1, u2, u3, . . . , un) are determined by the following recursive relation:
An = 1n!
[
dn
dλn
[ ∞∑
i=0
(λiyi)
]]
λ=0
. (2.8)
Using (2.6) and (2.7), we rewrite (2.5) as
£
[ ∞∑
n=0
yn
]
= α
s
+ 1
s
£[f (x)] + 1
s
£
[∫ x
0
∞∑
n=0
[An]
]
dt. (2.9)
Applying the linearity of the Laplace transform, we have:
£
[ ∞∑
n=0
un
]
= α
s
+ 1
s
£[f (x)] + 1
s
∫ x
0
∞∑
n=0
£[An]dt. (2.10)
Now we define the following iterative algorithm:
£[u0] = αs + £[f (x)], (2.11)
£[u1] = 1s £
[∫ x
0
A0dt
]
. (2.12)
In general,
£[un+1] = 1s £
[∫ x
0
Andt
]
, n ≥ 1. (2.13)
As the result, the components u0, u1, u2, u3, . . . , un are identified and the series solution is thus entirely determined.
However, in many cases the exact solution in the closed form may also be obtained.
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From a numerical point of view, the approximation
u(x) = lim
n→∞[φn], (2.14)
where
φn =
n−1∑
k=0
uk(x), (2.15)
can be used in the Laplace decomposition scheme for computing the approximate solution. It is also clear that a better
approximation can be obtained by evaluating more components of the series solution (2.6) of u(x).
2.2. The Pade approximant
Here we will investigate the construction of the Pade approximates for the functions studied. The main advantage of the
Pade approximation over the Taylor series approximation is that the Taylor series approximation can exhibit oscillations
which may produce an approximation error bound. Moreover, Taylor series approximations can never blow-up in a finite
region. To overcome these demerits we use the Pade approximations. The Pade approximation of a function is given by the
ratio of two polynomials. The coefficients of the polynomial in both the numerator and the denominator are determined by
using the coefficients in the Taylor series expansion of the function.
The Pade approximation of a function, symbolized by [m/n], is a rational function defined by
[m/n] = a0 + a1x+ a2x
2 + · · · + amxm
1+ b1x+ b2x2 + · · · + bnxn (2.16)
where we considered b0 = 1, and the numerator and denominator have no common factors.
In the LD–PA method we use the method of Pade approximation as an after-treatment method to the solution obtained
by the Laplace decomposition method. This after-treatment method improves the accuracy of the proposed method.
2.3. Wavelet–Galerkin method (WGM)
In the Wavelet–Galerkin method, the solution u(x) of (1.1) is approximated by the J th level wavelet series on interval
[0, 1] by
u(x) = 2 J2
2J−1∑
k=−L+2
uJ,kφ(2Jx− k). (2.17)
Using (2.17) we can rewrite (1.1), as:
2
3J
2
∑
k
uJ,kφ′(2Jx− k) = f (x)+
∫ x
0
G
t, 2 J2 2J−1∑
k=−L+2
uJ,kφ(2Jx− k), 2 3J2
∑
k
uJ,kφ′(2Jx− k)
 . (2.18)
Therefore, the Galerkin discretization scheme to (2.18) gives a nonlinear system of equations that involves the coefficients.
For details about the WGM and its application for solving problem (1.1), we refer the reader to [6].
2.4. Homotopy perturbation method (HPM)
To explain HPM, we consider (1.1) as
L(u) = u′(x)− f (x)−
∫ x
0
K(t, u(t), u′(t))dt = 0, (2.19)
with solution f (x). Now, we can define homotopy H(u, p) by
H(u, 0) = F(u), H(u, 1) = L(u), (2.20)
where F(u) is a functional operator with a solution v0, obtained easily. Now, we choose a convex homotopy by
H(u, p) = (1− p)F(u)+ pL(u) = 0 (2.21)
and continuously trace an implicitly defined curve from a starting point H(v0, 0) to a solution function H(f , 1). Here the
parameter p ismonotonically increasing from zero to unit along-with the trivial problem F(u) = 0 is continuously deformed
to the original problem L(u) = 0.
The HPM uses the homotopy parameter p as an expending parameter to obtain (see [10,11]),
u = v0 + pv1 + p2v2 + p3v3 + · · · (2.22)
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when p→ 1, (2.22), becomes the approximate solution of (2.19), i.e
f = lim
p→1 v0 + v1 + v2 + v3 + · · · . (2.23)
Series (2.23) is convergent for most cases, and the rate of convergence depends on L(u) — see [10].
3. Application
In this section, we demonstrate the analysis of all the numerical methods by applying methods to the following two
integro-differential equations. A comparison of all methods is also given in the form of graphs and tables, presented here.
Example 1. Consider the following integro-differential equation:
u′(x) = −1+
∫ x
0
u2(t)dt, (3.24)
u(0) = 0, 0 ≤ x ≤ 1. (3.25)
Solution: Taking the Laplace transform on both the sides of (3.24) gives
s£[u] − u(0) = −£[1] + £
[∫ x
0
u2(t)dt
]
. (3.26)
The initial conditions (3.25) imply
s£[u] = −1
s
+ £
[∫ x
0
u2(t)dt
]
, (3.27)
or, £[u] = − 1
s2
+ 1
s
£
[∫ x
0
u2(t)dt
]
. (3.28)
By the assumption (2.6) and (2.7), we rewrite (3.28) as
£
[ ∞∑
n=0
un
]
= − 1
s2
+ 1
s
£
[∫ x
0
Andt
]
(3.29)
where the nonlinear term K(t, u(t), u′(t)) = u2 is decomposed in terms of the Adomian polynomials as suggested in (2.7).
Few terms of the Adomian polynomials for u2 are given as follows:
A0 = u20,
A1 = 2u0u1,
A2 = 2u0u2 + u21,
A3 = 2u0u3 + 2u1u2,
A4 = 2u0u4 + 2u1u3 + u22.
Similarly by using (2.8) we can find other components A5, A6, A7, . . . , etc, also. Following the Laplace transform
decomposition method, we define an iterative scheme
£[u0] = −1s + £[f (x)] (3.30)
£[un+1] = 1s £
[∫ x
0
Andt
]
, n ≥ 1. (3.31)
Applying the inverse Laplace transform, finally we get the value of u0, u1, u2, . . .
u0 = £−1
[
− 1
s2
]
= −t, (3.32)
u1 = £−1
[
1
s
£
[∫ x
0
A0dt
]]
= t
4
12
, (3.33)
u2 = £−1
[
1
s
£
[∫ x
0
A1dt
]]
= £−1
[
1
s
£
[∫ x
0
2t
t4
12
dt
]]
= − t
7
252
, (3.34)
u3 = £−1
[
1
s
£
[∫ x
0
A2dt
]]
= t
10
6048
, (3.35)
u4 = £−1
[
1
s
£
[∫ x
0
A3dt
]]
= − t
13
157248
. (3.36)
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Fig. 1. Example 1.
Similarly, we can also find other components. Finally, the solution takes the following form:
u(x) = u0 + u1 + u2 + u3 + · · · ,
or,
u(x) = −t + t
4
12
− t
7
252
+ t
10
6048
− t
13
157248
· · · . (3.37)
We use Mathematica to calculate the [4/4] the Pade approximant of the infinite series solution (3.37), which gives the
following rational fraction approximation to the solution:
u(x) = −x+
x4
28
1+ x321
. (3.38)
The numerical results shown in Fig. 1 imply the effectiveness of numerical methods discussed here. These methods give
highly accurate results in very few iterations. However, the calculation involved in WGM is much greater than in the other
numerical methods.
The following example also shows the importance of the after-treatment method (Pade-approximant method) used to
improve the accuracy of the approximate solution in LD–PA method.
Example 2. Consider the following integro-differential equation (Figs. 2–5):
u′(x) = 1+
∫ x
0
u(t)u′(t)dt, (3.39)
u(0) = 0, 0 ≤ x ≤ 1. (3.40)
With the exact solution
u(x) = √2 tan
(
x√
2
)
. (3.41)
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Fig. 2. Example 2.
Fig. 3. Example 2.
Solution: Taking the Laplace transform on both the sides of (3.39) gives
s£[u] − u(0) = £[1] + £
[∫ x
0
u′(t)u(t)dt
]
. (3.42)
The initial conditions (3.40) imply
s£[u] = 1
s
+ £
[∫ x
0
u′(t)u(t)dt
]
, (3.43)
or £[u] = 1
s2
+ 1
s
£
[∫ x
0
u′(t)u(t)dt
]
. (3.44)
By the assumption (2.6) and (2.7), we rewrite (3.44) as
£
[ ∞∑
n=0
un
]
= 1
s2
+ 1
s
£
[∫ x
0
Bndt
]
, (3.45)
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Fig. 4. Example 2.
Fig. 5. Example 2.
where the nonlinear term K(t, u(t), u′(t)) = u′(t)u(t) is decomposed in terms of the Adomian polynomials as suggested
in (2.7).
We have a few terms of the Adomian polynomials for u′(t)u(t)which are given by
K(t, u(t), u′(t)) = uut = 12 Lt(u
2)
B0 = u0tu0
B1 = u0tu1 + u0u1t
B2 = u0tu2 + u1tu1 + u2tu0
B3 = u0tu3 + u1tu2 + u2tu1 + u3tu0
B4 = u0tu4 + u0u4t + u1tu3 + u1u3t + u2u2t .
Similarly, using (2.8), we can find, B6, B7, B8, etc. We define an iterative scheme
£[u0] = 1s + £[f (x)], (3.46)
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Fig. 6. Example 2.
£[un+1] = 1s £
[∫ x
0
Bndt
]
, n ≥ 1. (3.47)
Applying the inverse Laplace transform, we can evaluate u0, u1, u2, . . . , also as
u0 = £−1
[
− 1
s2
]
= t, (3.48)
u1 = £−1
[
1
s
£
[∫ x
0
B0dt
]]
= t
3
6
, (3.49)
u2 = £−1
[
1
s
£
[∫ x
0
B1dt
]]
= £−1
[
1
s
£
[∫ x
0
2t
t4
12
dt
]]
= t
5
30
, (3.50)
u3 = £−1
[
1
s
£
[∫ x
0
B2dt
]]
= 17t
7
2520
. (3.51)
Similarly, we can find other components. Finally, the solution takes the following form
u(x) = u0 + u1 + u2 + u3 + · · · ,
u(x) = t + t
3
6
+ t
5
30
+ 17t
7
2520
· · · . (3.52)
We can use Mathematica to calculate the [4/4] Pade approximant of the infinite series solution (3.52) which gives the
following rational fraction approximation to the solution:
u(x) ' x−
x3
21
1− 3x214 + x
4
420
. (3.53)
Numerical results shown in Fig. 6 illustrate the importance of LD–PA method over other numerical methods. In LD–PA
method, we have used only 4 iterations and [4/4] Pade approximation of the solution obtained by LDM.
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4. Concluding remarks
In this work, we have studied a few recent popular numerical methods for solving integro differential equations. We
also introduce a method known as LD–PA method to solve an integro-differential equation. The numerical study presented
in Section 3 showed that all the methods give a highly accurate results for a given equation. However, the WGM has a
complicated computational calculus and it is not easy to perform the calculation involved. The LDM and the HPM are
simple and easy to use, required less computational complexity and provide more quantitatively reliable results than the
WGM. Since the methods of the HPM and the LDM are based on an approximation of the solution function with polynomial
expansion, this kind of approximation can exhibit oscillationswhichmay produce an approximation error bound.Moreover,
the approximate solution obtained by the LDM and the HPM can never blow-up in a finite region. To overcome these
demerits, we use the Pade approximations. This fact is also verified by the second example given in the study.
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