§l Introduction and Summary
Consider a functioning unit with specified life distribution F, and probability of survival to age x SCx)=l-FCx). Suppose F is absolutely continuous with probability density f.
Let C l and C 2 be fixed, known costs with C l >C 2 >O. If the unit fails prior to t units of time after installation, it is replaced at that failure time with cost C l . Otherwise, the unit is replaced t units of time.
after its installation with cost C 2 • It is assumed that replacement is immediate. Under the age replacement policy, the replacement unit is available from a sequence of such units that fail independently with the same distribution function F. The objective is to minimize the long-run accumulation of costs in some sense. The cost function here is the expected long-run average cost, C 1.1> t RCt) = {CIFCt) + C2SCt)}/~o SCu)du.
Ccf., Barlow and Proschan, 1965, page 87) .
Under some fairly general conditions, there is a unique * and finite time, say <P. ' where RCt) attains a minimum. An example of such a condition is that the failure rate fCx)/SCx) be strictly increasing to infinity with x. See Bergman (1979) for other sufficient conditions. Call~* the optimal replacement time. We wish to estimate the parameter <f>*.
Estimation of the optimal replacement time based on a fixed number of i.i.d. units with distribution F has been examined in detail. See Arunkumar (1972) for asymptotic results of an interesting nonparametric approach. Using
Monte-Carlo simulation, Ingram and Scheaffer (1976) give finite sample results for several cases where the form of F is known up to one parameter. Bergman (1977) and Barlow (1978) discuss graphical methods for the estimation problem.
Because fixed sample procedures rely on i.i.d.
observations, during experimentation units must be left in service until failure. Therefore, the experimenter is constrained from using an estimator to achieve cost savings as the estimation procedure continues. Bather (1977) introduced a procedure that can be used on an ongoing basis which constantly updates the estimators using current observations. Suppose {X n } is an i. 
*
We only need require that~be a continuity point of F.
Further, the assumption of a finite variance can easily be weakened. However, these stronger assumptions are sufficient for the results in S3.
Page 7 §3 The sequential procedure and asymptotic results
We now introduce a recursive estimation procedure. As with other stochastic approximation algorithms, its simple form makes it amenable both to practical implementation and to large sample calculations.
Let g(.) be a known, strictly increasing, smooth function such that g:R~[O,oo) and define
Now a/at R(t)=K t M(t), where K t is a positive function of t.
Thus, by assuming that R(t) is uniquely minimized at some finite point~* we have that M(t)(t-~*»O for each tF~*.
Instead of looking for a minimum of R(t), we wish to find the Since unconstrained recursive estimation is particularly simple, we have introduced g and will estimate~rather than * the strictly positive parameter~.
Let {Xi,n}' i=1,2, be two sequences of i.i.d. random variables that are mutually independent, each having distribution function F. Let Band P denote expectation and probability with respect to F. Suppose~l is a random variable such that B~f < 00, and {~n}' {an} and {c n } are Page 8 sequences of random variables. For i=1,2 define the
.. ,n-l) and require that an and c n be Fn-measurable. In practice, we take {an} and {c n } to be sequences such that for known Ye ( M is similar to a class of kernel functions used by Singh (1977) . See, for example, Wertz (1978) , for a broad review on using kernel functions to estimate a probability density function.
and
The estimators~n are constructed by the recursive algorithm, Let q be defined by 2/p+l/q=1 and assume l/~l/ (2r+l) .
Remarks: AS is a weaker condition than A7. A typical SA assumption, stronger than A3, that, inf{IM(g(x)) I:~< Ix-~I <~-l} > 0 for each~>O, is not needed here due to the assumed continuity of M(.) and g(. Let T = (F*g)(r+l)(<p)~~l yr/r! k(y)dy, which is a factor in the asymptotic bias. The asymptotic variance of the <P n will be proportional to~, where
We now state some asymptotic properties of our procedure. Under the assumptions of Theorem 3.2 and with~* n defined in (3.5),
where 1-12=g'(~)1-11 and o-~=(g'(<l»)2o-f.
Further, assuming A8, we have (3.7) with ( 3.8)
Theorem (3.1) tells us that we may use the estimators constructed in (3.3) to achieve the best long-run cost. With some additional mild assumptions, in Theorem 3.2 we can quantify the speed of the convergence of the estimators of~.
Using the well-known "b-method", Corollary 3.3 gives rates of convergence of the estimators of the optimal replacement For the model of the problem, we took C l =5 and C 2 =1.
From (1.1), it can be seen that determining~* depends only on the ratio of the costs. The Weibull distribution was used with location and scale parameters 2 and 2.2, respectively, which produces a mean of 1.7712 and standard deviation of .8499 for the lifetime of the units. It also ensures a unique, finite~* (=.99505).
For the algorithm, let r=2 which gives Y=.2 and use k(y)=1/2 for yer-l,ll. Thus, we used a very simple histogram estimator for the density.
(Slightly better kernel estimators for the density when r=2 are avaiable, see Epanechnikov (1969) and Rosenblatt (1971) .) Instead of using the simpler a =An-1 and c =cn-Y , we used a =A(n+k A )-1 and n n n cn=c<n+kc)-Y' where k A and ke are nonnegative constants.
Taking k A and k C to be positive provided dramatic improvements in finite samples over the more traditional kA=kC=O. This form was first suggested by Dvoretsky (1956) , and it has been employed by Ruppert et ale (1984) . We used the transform function g(x)=log{l+exp(x)}. Some easy calculations show that the values of A and C that minimize the asymptotic mean square error (=~~+~~, given in (3.8) and (3.9» are A=2.3 and C=1.5. In this study we took these values to be fixed. For more complete tables where A and C are allowed to vary, see Frees (1983) . Table 1 of .8499,~1=1 is not an unreasonable starting value for the algorithm.
As is usual in SA schemes, starting far away from the optimal value will affect the bias and mean square error even for large n (=250). One happy note is that this adverse effect does not seem too severe on the expected cost. In fact, we seem to do even better by starting with a low starting value (~1=-1), an important practical point (but * note that g(-1)=.3l33, not so far from~=.99505). §5 Appendix
In this section, we first prove Theorem 3.1 and then Theorem 3.2. All relationships between random variables are meant to hold almost surely unless stated otherwise. We will use positive constants K l ,K 2 , ... in the inequalities. All random variables are defined on a fixed probability space (a,F,p) . We begin by stating a martingale convergence result due to Robbins and Siegmund.
Theorem 5.1 (Robbins-Siegmund, 1971 , Theorem 1) Let G be a nondecreasing sequence of sub~-fie1ds of F.
n Suppose that X n , B n , 9n and 1 n are nonnegative Gn-measurable random variables such that B G X n +1~X n (1 + B n ) + 9n -1n n Then, 1 im X exists and is f ini te and Some additional notation will be useful. Define (<t>n-<t»2 -2an(<t>n-<t»[g'(<t>n)M(g(<t>n»+~n] . 
