[1] Turbulence is a well-known hazard to aviation that is responsible for numerous injuries each year, with occasional fatalities, and is the underlying cause of many people's fear of air travel. Not only are turbulence encounters a safety issue, they also result in millions of dollars of operational costs to airlines, leading to increased costs passed on to the consumer. For these reasons, pilots, dispatchers, and air traffic controllers attempt to avoid turbulence wherever possible. Accurate forecasting of aviation-scale turbulence has been hampered in part by a lack of understanding of the underlying dynamical processes. However, more precise observations of turbulence encounters together with recent research into turbulence generation processes is helping to elucidate the detailed dynamical processes involved and is laying the foundation for improved turbulence forecasting and avoidance. In this paper we briefly review some of the more important recent observational, theoretical, and modeling results related to turbulence at cruise altitudes for commercial aircraft (i.e., the upper troposphere and lower stratosphere), and their implications for aviation turbulence forecasting. Citation: Sharman, R. D., S. B. Trier, T. P. Lane, and J. D. Doyle (2012), Sources and dynamics of turbulence in the upper troposphere and lower stratosphere: A review, Geophys.
Introduction
[2] Turbulence at cruise levels of commercial aircraft (typically 8-14 km) is the leading cause of injuries to passengers and crew [e.g., Tvaryanas, 2003] . Identification of the origins of aircraft scale turbulence is a continued area of research; but known causes include strong wind shears associated with jet streams and upper-level fronts, unbalanced flow, mountain-waves, and thunderstorms [e.g., Vinnichenko et al., 1980; Lester, 1993; Wolff and Sharman, 2008; Lane et al., 2012] . Turbulence not associated with clouds and thunderstorms is referred to as "clear-air turbulence" (CAT), and this may include turbulence associated with breaking mountain waves (mountain wave turbulence, MWT).
Regions within clouds and thunderstorms are usually turbulent, but thunderstorm-generated turbulence can extend well outside the cloud boundaries, and is then referred to as nearcloud turbulence (NCT) . It follows that CAT, MWT, and NCT are particularly hazardous because they are not visible to pilots and cannot be detected using standard on-board radars. To complicate matters, trailing airplane wake vortex encounters are sometimes reported as "turbulence" [e.g., Rossow and James, 2000] .
[3] CAT research dates back to the 1950s and has been the subject of numerous reviews [e.g., Pao and Goldburg, 1969; Dutton, 1971; Vinnichenko et al., 1980; Crane, 1980; Ellrod et al., 2003; Sharman, 2005] . Kelvin-Helmholtz instability (KHI) has long been recognized as an important source of CAT [e.g., Reiter, 1969; Dutton and Panofsky, 1970; Dutton, 1971] . However, breaking or overturning of gravity waves and inertia-gravity waves (IGWs) generated by a variety of sources can also lead to turbulence in clear-air [e.g., Bekofske and Liu, 1972; Turner, 1973; Lindzen, 1974 Lindzen, , 1981 Bedard et al., 1986; Thorpe, 1987; Ellrod et al., 2003; Sharman, 2005; Mahalov et al., 2007; Knox, 1997; Knox et al., 2008] , some of which may be NCT [e.g., Haman, 1962; Bedard and Cunningham, 1991; Moustaoui et al., 2004; Kaplan et al., 2005; Ahmad and Proctor, 2011; Lane et al., 2012] or MWT [e.g., Lilly and Lester, 1974; Nastrom and Fritts, 1992; Lester, 1993; Wurtele et al., 1996; Smith, 2002; Wolff and Sharman, 2008; Chun, 2010, 2011] .
[4] The dynamic processes underlying KHI and gravity wave breakdown and decay are extremely complicated, involving nonlinear effects and both 2D and 3D instabilities (for reviews see Staquet and Sommeria [2002] , Alexander [2003], and Achatz [2007] ) with direct numerical simulation (DNS) studies playing a major role. From a turbulence forecasting perspective, the gradient Richardson number (Ri) is of interest along with its critical value for stability (i.e., Ri > Ri c is a sufficient condition for stability, where Ri c $ O(1)) [e.g., Miles, 1986; Galperin et al., 2007] , although because of the fine-scale nature of the instabilities, computing a representative Ri can be extremely problematic [e.g., Reiter and Lester, 1968; Joseph et al., 2003; Meillier et al., 2008] . The influence of gravity wave motions on Ri is also of importance: theoretical treatments [e.g., Hodges, 1967; Phillips, 1969; Gossard and Hooke, 1975; Weinstock, 1987; Hines, 1988; Dunkerton, 1997] , laboratory measurements, and numerical simulations (see Fritts and Rastogi [1985] for a review) indicate that gravity wave motion can induce local reductions of Ri sufficient to lead to instabilities in different parts of the wave.
[5] Another consideration is the aircraft response to encounters with atmospheric turbulence. Aircraft response depends on aircraft size, cruise speed, altitude, and aerodynamics; and only a certain range of frequencies or wavelengths of turbulent eddies is felt by aircraft as bumpiness. For most commercial aircraft this size range is from about 10 m to 1 km [Vinnichenko et al., 1980; Hoblit, 1988] .
Routine Observations
[6] Research into the nature, causes, and life cycles of turbulence in the upper troposphere -lower stratosphere (UTLS) has been hampered by a lack of reliable observations, especially of significant turbulence events. The only routine observations are reports of turbulence provided by pilots (pilot reports, PIREPs), but these can have substantial errors in position and time [Schwartz, 1996; Sharman et al., 2006] . PIREPs categorize turbulence on perceived intensity scales of smooth, light, moderate, severe, or extreme. Although definitions of these severity categories are provided in terms of normal accelerations or airspeed fluctuations [e.g., Lester, 1993, Figures 1-8] , they are in reality both subjective (based on aircrew interpretation) and aircraftdependent. From a turbulence forecasting point-of-view, a quantitative atmospheric turbulence metric must be provided. One such metric is the eddy dissipation rate (ɛ or EDR), or ɛ 1/3 (m 2/3 s À1 ) since ɛ 1/3 is proportional to the RMS (rootmean-square) vertical acceleration experienced by an aircraft [Cornman et al., 1995; Frehlich and Sharman, 2004] . EDR may be estimated using radar spectral widths or profiles of refractivity (see Hocking and Mu [1997] for a review), highresolution rawinsonde data [e.g., Clayson and Kantha, 2008] , or structure function estimates based on wind measurements from commercial aircraft , but EDR estimates from these methods are not currently available in routine forecasting operations.
[7] However, routine EDR estimates are now available from $160 commercial aircraft using onboard algorithms that translate vertical acceleration or vertical wind into EDR estimates [Cornman et al., 1995 [Cornman et al., , 2004 . These new data provide reliable atmospheric turbulence observations over a dense network that are precise in position and time, and provide an ideal verification data set for turbulence forecasting algorithms. They also provide reliable turbulence estimates for detailed case studies, some of which will be presented here. Figure 1 presents examples of EDR data for two NCT cases.
Characterization Studies
[8] Progress in understanding the character and evolution of UTLS turbulence events has come mainly from the careful analysis of high-quality observations, either from instrumented research aircraft [e.g., Steiner, 1966; Lilly and Lester, 1974; Lilly, 1978; Shapiro, 1975, 1980; Murrow, 1987; Whiteway et al., 2003; Koch et al., 2005; Lu and Koch, 2008; Wroblewski et al., 2007] or Flight Data Recorder (FDR) traces from commercial aircraft turbulence encounters [e.g., Wingrove and Bach, 1994; Sharman et al., 2012] , and from nested high-resolution simulations of observed (from PIREPs and EDR data) encounters [e.g., Clark et al., 2000; Lane et al., 2003 Lane et al., , 2004 Trier and Sharman, 2009; Trier et al., 2010] . The latter capability has recently been made possible through advances in computing hardware and numerical simulation software. Here, the model must have an accurate representation of the physical processes and sufficient resolution to reproduce those processes directly responsible for turbulence (e.g., shear instabilities, wave breaking) while having an adequate domain size to properly represent large-scale processes influencing turbulence generation.
CAT Studies
[9] Over the last two decades the role of gravity waves and inertia-gravity waves in generating CAT has been established through aircraft observations [e.g., Pavelin et al., 2001; Lu et al., 2005, Lu and Koch , 2008] , remote sensing [e.g., Muschinski, 1997] , case studies using high-resolution numerical simulations [e.g., Lane et al., 2004; Koch et al., 2005] , and idealized studies using DNS [e.g., Fritts et al., 2009a Fritts et al., , 2009b Fritts et al., , 2009c . Gravity waves can induce turbulence and mixing through breaking [e.g., Dunkerton, 1998a, 1998b; Birch and Sundermeyer, 2011] or by perturbing atmospheric environments that are close to the threshold for local instabilities (Ri $ Ri c ).
[10] Figure 2 provides an example of a numerical modeling study of an aircraft encounter with CAT above a jet stream during the 2001 Severe Clear Air Turbulence Colliding with Aircraft Traffic (SCATCAT) experiment [Lane et al., 2004; Koch et al., 2005] . The case features a strong jet / upper-level front; Ri is small (<2) within the front and above and below the jet. Moderate CAT was observed between 10 and 12 km in the shear layer above the jet core by the NOAA G-IV aircraft. High-resolution dropsondes and numerical simulations identified IGW activity above the jet core and in the region of observed turbulence. The modeling results demonstrated that these waves perturbed the shear and stability, which created coherent bands of reduced Ri above the jet that were aligned with the wave phase lines and were about 100 km apart. Thus, the IGWs created local Ri reductions and enhanced turbulence potential. Further analysis of the aircraft data by Koch et al. [2005] Uccellini and Koch, 1987; Guest et al., 2000] . In so far that IGWs are linked to turbulence through perturbing the local Ri, identifying locations of wave activity has value for CAT forecasting. IGW generation has also been related to unbalanced flow and spontaneous adjustment akin to Lighthill radiation [e.g., Reeder and Griffiths, 1996; Zhang, 2004; Plougonven and Zhang, 2007; Williams et al., 2008; Knox et al., 2008; Plougonven et al., 2009; Knox et al., 2009] , and turbulence diagnostics based around these ideas have been applied to CAT forecasting with some success [Koch and Caracena, 2002; McCann et al., 2012] . Nonetheless, a recent case study by Trier et al. [2012] has highlighted the complexity of the processes at play in clear-air turbulence patches, and demonstrated that turbulence associated with moist convection can occur in regions thought to produce CAT through spontaneous adjustment [Knox et al., 2008] .
[12] Jets and fronts are dynamically linked to tropopause folds, and as illustrated in Figure 2 , a pronounced fold accompanies this jet / front system. CAT is known to occur within tropopause folds via dynamic and convective instabilities [e.g., Shapiro, 1980; Reid and Vaughan, 2004] , or through interactions with cirrus [e.g., Luce et al., 2012] . Tropopause folds can be detected by satellite water vapor imagery and their concurrence with CAT is being exploited to develop satellite-derived CAT detection products [Mecikalski et al., 2007; Wimmers and Feltz, 2006] .
MWT Studies
[13] Breaking mountain waves generated by stratified airflow passing over topography are a well-known source of turbulence in the UTLS [e.g., Nicholls, 1973; Hopkins, 1977; Lester, 1993, Nastrom and Fritts, 1992 Vertical cross-section from the model simulation described by Lane et al. [2004] . Richardson number (Ri) is shaded, potential temperature contoured at 2 K intervals (black), wind speed contoured at 10 m s À1 intervals (red), and the tropopause is marked by the 2 PVU contour of potential vorticity (blue). The cross-section is oriented southwest to northeast, with its center located at approximately 43 N, 205 E; the horizontal grid spacing is 3 km and the vertical grid spacing is 100 m.
numerous observational studies documenting mountain wave characteristics [e.g., Shutts, 1992; Vosper and Mobbs, 1996; Doyle and Smith, 2003] , however direct research quality observations of mountain wave breaking are relatively rare, consisting of only a few seminal studies of downslope wind storm cases [Lilly and Zipser, 1972; Lilly, 1978] .
[14] Nevertheless, conditions favoring large amplitude mountain waves, overturning, and MWT are fairly well understood (for reviews see, e.g., Wurtele et al. [1996] and Fritts and Alexander [2003] ). Nonlinear effects associated with flow over high, steep terrain (especially downslope flows) can cause large amplitude waves that may break [e.g., Miles, 1969; Long, 1972; Smith, 1977] . The amplitudes of vertically propagating mountain waves may increase with height because of decreasing air density [e.g., Hines, 1960; Lindzen, 1967; Prusa et al., 1996] or wind shear layers [Smith, 1977 [Smith, , 1989 , either of which independently or synergistically may lead to wave steepening, overturning, and turbulence [e.g., Bacmeister and Schoeberl, 1989; Fritts and Alexander, 2003 ]. An increase in the atmospheric static stability such as that which occurs in the transition across the tropopause can reduce the vertical wavelength and increase the potential for wave overturning and MWT [VanZandt and Fritts, 1989] or enhance shear due to nonlinear effects [McHugh, 2009] . Mountain waves also may break as they approach a critical level [e.g., Clark and Peltier, 1984; Dörnbrack et al., 1995] , where the wave phase speed is equal to the wind component projected along the horizontal wave vector. For stationary mountain waves the wave speed is zero, therefore critical levels can exist when the mean wind changes direction or reverses with height [e.g., Baines, 1995; Nappo, 2002; Lin, 2007] . When large amplitude gravity waves overturn, the total (mean plus wave perturbation) horizontal velocity becomes zero, and can act as a "wave-induced critical level" for waves that are incident to it from below [Peltier and Clark, 1979; Clark and Peltier, 1984] . In nature, more than one of these effects may exist in concert [e.g., Clark et al., 2000].
[15] Some new insights into MWT were provided from the recent Terrain-Induced Rotor Experiment (T-REX) , which used the NSF/NCAR G-V to measure gravity wave properties at upper levels along repeated transects across the central and southern Sierra Nevada Range. Smith et al. [2008] and Woods and Smith [2010] documented up-and down-going waves and short wavelength trapped waves in the stratosphere indicating possible gravity wave sources, such as wave breaking, above the G-V flight track. Figure 3 shows a high-resolution simulation of a T-REX breaking gravity wave event [Doyle et al., 2011a] , where the wave breaking and turbulence occurred above the jet in a reversed shear region (mean flow critical level), and in general these results are consistent with the G-V observations. They also found marked differences in the character of the wave response between repeated flight tracks across the Sierra Range, which were separated by a distance of only 50 km.
[16] This is one example of numerous cases of realdata simulations that replicate the limited observations of wave breaking and turbulence with reasonable accuracy; however, the predictability of wave breaking and MWT is still not well established [e.g., Doyle et al., 2000; Doyle and Reynolds, 2008; Reinecke and Durran, 2008; Doyle et al., 2011b] .
NCT Studies
[17] Moist convection is an additional process that can generate turbulence in clear air, or more specifically NCT, with examples reviewed in Lane et al. [2012] . For instance, turbulence above thunderstorm cloud tops that reach the tropopause has been widely documented [e.g., Prophet, 1970; Pantley and Lester, 1990; Wang et al., 2010] . One source for such events is vertically propagating gravity waves [e.g., Fovell et al., 1992] analyzed the dependence of the depth and intensity of the resulting turbulence on environmental factors including vertical shear, static stability, and 3D effects.
[18] Turbulence events that are horizontally displaced from related moist convection have also been documented. These cases range from turbulence recorded within 10's of kms from clusters of individual thunderstorms to several 100's of kms from active thunderstorm regions within mesoscale convective systems (MCSs). An example of the first type is discussed by Lane et al. [2012] , where a small cluster of intense convective cells (Figure 1a ) triggered ducted (horizontally propagating) gravity waves that reduced the already low Ri outside of cloud to values that could support turbulence. Mechanisms supporting widespread turbulence at the outer edge of an MCS cirrus anvil in the second type of event (Figure 1b) have been studied by Trier and Sharman [2009] and Trier et al. [2010] . In such events, the turbulence is often associated with cirrus banding [Ellrod and Knapp, 1992; Lenz et al., 2009; Knox et al., 2010] . From analysis of high resolution simulations, Trier et al. [2010] noted that the bands were oriented along the vertical-shear vector through the approximate anvil cloud depth and attributed the banding to thermal instability. They also noted that this instability could be excited by trapped gravity waves located beneath the anvil, which are often oriented normal to the cirrus banding [Lenz et al., 2009] .
[19] NCT induced by deep convection is an important consideration during the midlatitude warm season, but it can also occur in other seasons. For example, clusters of turbulence in clear air occurred over the U.S. Mississippi River Valley region on 9-10 March 2006; and simulations of this event illustrated multiple mechanisms commonly responsible for NCT occurring in different locations, and sometimes acting in tandem.
[20] A key ingredient for this NCT event is the convectively-induced anticyclonic upper-level outflow (Figure 4a ) similar to those in warm-season MCSs [e.g., Fritsch and Maddox, 1981; Trier and Sharman, 2009] . The perturbation anticyclone deduced for this cold-season midlatitude case was associated with a large prefrontal squall line occurring ahead of a middle and upper tropospheric trough (Figure 4a ). The strong anticyclonic outflow enhanced the southerly flow ahead of the trough axis, resulting in exceptionally intense northerly vertical shear above the jet (Figure 4b ), which in turn led to KHI. Elsewhere, shallower moist convection occurred within the midtropospheric trough (Figure 4a ). This convection was shown to trigger vertically propagating gravity waves (Figure 4b ) when it impinged on the lowered tropopause within the trough. These gravity waves amplify and break at some locations above the convection, leading directly to turbulence, while in other locations they aid turbulence development through excitation of KHI within layers of the strongest vertical shear above them.
Implications for Turbulence Forecasting
[21] New insights provided by characterization studies (e.g., section 3), together with more precise observations are contributing to improved forecasts of aircraft scale turbulence. Such forecasts are typically derived from output of numerical weather prediction (NWP) model forecasts, and are verified by comparisons with available turbulence observations (EDR data and PIREPs). One technique is to use subgrid scale (SGS) turbulent kinetic energy (TKE) parameterizations in NWP models [e.g., Smagorinsky, 1963; Deardorff, 1980; Mellor and Yamada, 1982; Hong et al., 2006] , which can produce reasonable results, especially for high-resolution grids (O(2-3 km) or finer) [e.g., Clark et al., 2000; Doyle et al., 2011a; Trier et al., 2012] . An alternate strategy is to "diagnose" turbulence potential using one or more algorithms that typically assess gradients (horizontal or vertical) of velocity or temperature [e.g., Ellrod and Knapp, 1992; Sharman et al., 2006; Jaeger and Sprenger, 2007; Knox et al., 2008; McCann et al., 2012] . Also, diagnostics related to the effects of gravity wave breaking due mountains waves [Bacmeister et al., 1994; Nappo et al., 2004; Chun, 2010, 2011] and convectively-generated waves [Chun and Baik, 1998 ] have been developed using variants of gravity wave drag (GWD) parameterizations originally developed by Palmer et al. [1986] ; see also Hunt et al. [1996] , Nappo [2002] , and Kim et al. [2003] for reviews.
[22] Note that post-processed turbulence diagnostics implicitly assume a downscale cascade of energy (see, e.g., Gkioulekas and Tung [2006] and Lindborg [2007] for reviews) from the larger NWP model resolved scales to the smaller scales that affect aircraft motion. Also the smallest scales present in the NWP model, which are the most critical for turbulence forecasts, are not properly resolved and their amplitudes are underrepresented [e.g., Skamarock, 2004; Frehlich and Sharman, 2008] . This fact should be taken into account when developing turbulence diagnostics.
[23] Characterization studies have convincingly demonstrated that gravity wave breaking is a frequent contributor to atmospheric turbulence. Since the source and scale of these gravity waves is highly variable, we must think of the UTLS as containing a superposition of regions of active, decaying, or fossil turbulence, and gravity wave motions which may combine to create local areas of instability and turbulence [e.g., Fritts et al., 2009c] . It is clear that instabilities related to gravity waves are encouraged by lower environmental Ri, and this effect should be taken into account in the turbulence diagnostic formulations [e.g., Bretherton, 1969] . To account for these various sources of turbulence, the use of a combination of several turbulence diagnostics to provide the forecast seems to be beneficial [e.g., Dutton, 1980; Sharman et al., 2006; .
[24] To be useful for operational forecasting, the turbulence diagnostics must be calibrated to some metric of observed atmospheric turbulence (e.g., EDR). Although some diagnostics predict turbulence intensity directly [e.g., Frehlich and Sharman, 2004; Schumann, 2012] , most do not (e.g., a frontogenesis function or an unbalanced flow algorithm), and intensity must be inferred by correlating values of the diagnostics to turbulence observations [e.g., Sharman et al., 2006; McCann et al., 2012] . Ultimately though, the turbulence forecasts should be probabilistic to account for the highly transient and spatially varying nature of the turbulence [e.g., Bretherton, 1969; Dutton, 1980; Fairall et al., 1991] and the inherent uncertainty in both the NWP model forecast and the diagnostic algorithms [e.g., Doyle et al., 2000 Doyle et al., , 2011b . Probabilities of exceeding a certain turbulence intensity could be derived from a suite of turbulence diagnostics, possibly driven by an ensemble of NWP models. The percentage agreement among the diagnostics could be inferred as a "probability" [Krozel et al., 2011] . Although this technique for constructing probabilities has been used in other "coupled applications" [e.g., Warner, 2011] , so far this technique has not been applied to operational aviation turbulence forecasts.
[25] Further characterization studies should identify important turbulence production sources and may lead to better turbulence diagnostics, gravity wave parameterizations, and SGS turbulence parameterizations suitable for stratified shear flows, which in combination with a denser more reliable observational network, can lead to better UTLS turbulence forecasts for aviation in the future. However, given the complexity of the problem, as noted by Turner [1973, p. 336] , "A completely deterministic theory is therefore unlikely, and detailed forecasting of clear air turbulence will always be very difficult." Thus it appears turbulence forecasting remains one of the last great challenges of numerical weather prediction.
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