Abstract. Calibration errors are the dominant error source for direction nding (DF) from airborne platforms. Calibration of the array manifold is done with the wings in an unknown position. Wing movements during ight perturbs the array manifold from its calibrated value, causing errors in the direction nding. We present a direction nding algorithm that compensates for variations in wing exure. The algorithm relies on a physically motivated model that captures the gross behavior of the manifold perturbations. The model has been validated using experiments on a model aircraft in an anechoic chamber. The structure of the model can be exploited in estimation schemes such as weighted subspace tting, leading to improved DF accuracy. With correct model parameters the e ect of the manifold perturbation is, in fact, fully neutralized. The properties of the new scheme are demonstrated through analysis and simulation.
The Problem
One of the major challenges of direction nding using belly-mounted antenna arrays on airborne data collection platforms is the variability in the near-eld scattering from the aircraft structure. Flexure of the aircraft structure can perturb the array manifold. To achieve accurate direction nding, one measures or calibrates the response of the antenna array in ight over the full operating azimuth range. This array calibration captures the array response including the scattering from the aircraft structure, but only at the current position of the aircraft structure.
Most of the fuselage is fairly rigid; however, the position of the wing tips of an aircraft may move more than a meter vertically relative to the fuselage during Figure 1 . The exure of the wings change the scattering around the aircraft structure, thereby causing a perturbationÃ( ; ) to the nominal array manifold A 0 ( ). ight. Most of the variation in wing exure is due to changes in fuel loading, but turbulence and varying ight conditions also cause wing movements.
The wing exure makes antenna array calibration di cult for airborne platforms. The array manifold is typically collected without regard for the wing position. Wing movements, however, can cause signi cant changes in the near-eld multipaths and hence perturb the array manifold. The deviation in array manifold from the calibrated value leads to direction nding errors MP92]. In order to achieve precision direction nding, the algorithms must account for varying wing exure.
The \true" array manifold can be thought of as consisting of two parts A( ; ) = A 0 ( ) +Ã( ; ); (1) where A 0 ( ) is the nominal manifold andÃ( ; ) is the perturbation caused by the wing exure. The perturbation depends both on the signal direction and parameters related to the wing \position," cf. Figure 1 . The manifold also depends on the frequency of the transmitted signal; however, the variation is small over the processing bandwidth so the dependency is dropped.
One way to improve the direction nding accuracy is to regardÃ( ; ) as a random perturbation to A 0 ( ). In SK92] it is demonstrated how the statistics of an array manifold perturbation can be used to derive an optimal weighting for MUSIC. Although this leads to a more robust estimation procedure, it does not exploit the structure of the perturbationÃ( ; ).
The rigidity of the aircraft fuselage makes most of the scattering sources stay at static position. Their e ect on the array manifold is well captured by the calibrated manifold A 0 ( ). The relative position of the scattering sources related to the wing will, however, vary as the wing tips move. This induces the perturbationÃ( ; ) to the array response. The perturbationÃ( ; ) has special structure, and our approach is to derive a simple model that captures this structure. The model is constructed in such a way that it can be exploited in the direction nding algorithms.
A Model of the Wing Flexure Effects on the Array Manifold
The model consists of two parts: the nominal array manifold and the perturbation due to changing wing exure. The scattering e ect around an aircraft is very complicated, and the array manifold is often quite di erent from what an idealized r Figure 2 . The perturbation to the manifold due to wing exure is modeled using a point source at each wing tip. The point sources are retransmitting a copy of the impinging signals, but with random amplitude and phase. analytic calculation would predict. Most of these e ects are, however, captured in the nominal array manifold A 0 ( ) during array calibration. The second part of the model,Ã( ; ), only tries to capture the perturbation to this nominal array manifold.
The exact structure ofÃ( ; ) is very complicated and depends both on the movement of the wings as well as on the direction of arrival of the impinging signals. There is not much hope in being able to completely capture it in any parsimonious model. If the model, however, captures the gross behavior, it can be used to improve the direction nding accuracy.
It is well known that sharp corners (like wing tips) are a major source of electromagnetic scattering. Since the wing tips are also the part of the aircraft structure that move the most, it is reasonable to assume that they are the main source of perturbation to the array manifold. This suggests modelingÃ( ; ) by placing a point scattering source at each wing tip, cf. Figure 2 . The position of the source is kept xed at the nominal location of the wing tip. The scattering is captured by having the point sources retransmit a copy of the impinging signals, but with random phase and amplitude. The variance of the scattered signal is related to how much the wing position deviates from the position where the calibration was done. The variance is zero when the wing is in the original (calibrated) position and grows as the wing moves farther from the original position.
2.1. The Nominal Array Manifold. In practical applications the nominal array manifold will be given by the calibrated value A 0 ( ). However, in our analytic and simulation work we will use a uniform linear array to simplify the derivations and the simulation studies. 2.1.1. The Uniform Linear Array. Suppose we have a uniform linear array with m array elements spaced apart, see Figure 3 . A planar wave is impinging from angle relative to the direction perpendicular to the array axis. The array response is where the spacing is in terms of wavelengths. The response of the array is normalized with respect to the center of the array. The structure of the uniform linear array makes the gain factor of each antenna equal to 1. 2.1.2. The Perturbation to the Array Manifold. Consider an omnidirectional source located at distance r (in wavelengths) and angle with respect to the center of the array, see Figure 4 . The distance x k from the source to array element k can be calculated using Pythagoras theorem, i.e. Since there are two wing tips, the perturbation to the array manifold will consist of two factors of the form (4). The original signal, however, reaches the two wing tips at di erent times and gets scattered di erently. Hence, the two factors will be combined with di erent amplitude and di erent phase.
From Figure 5 we get z i = r i cos ( i ? ) and by using 1 and 2 to denote the amplitude and the change in phase of the two scattered signals, the perturbation to the array manifold is given bỹ A( ; ) = 1 e j2 r1 cos( 1? ) A s (r 1 ; 1 ) + 2 e j2 r2 cos( 2? ) A s (r 2 ; 2 ): (6) Here r 1 ; 1 and r 2 ; 2 de ne the position of the two wing tips, respectively (cf. Figure 5 ). The parameters related to the manifold perturbation are collected in the vector = 1 2 r 1 r 2 1 2 . For convenience we introduce a separate notation for the part of that describes the position of the wing tips, i.e. = r 1 r 2 1 2 .
Many belly-mounted antenna arrays are mounted symmetrically on the aircraft, Example 3.1. Figure 6 depicts the estimation error that results when using weighted subspace tting for direction nding. The data are generated assuming an array perturbation of the form (7), while the subspace tting is done based on an array manifold corresponding to a uniform linear array with 6 elements spaced half a wavelength apart. There was no noise in the data. The four plots in Figure 6 depict di erent scenarios regarding the position of the wing tips (and the scatter sources). The full curves correspond to 1 = 2 = 0:1 while the dashed curves correspond to 1 = ? 2 = 0:05.
As is evident from Example 3.1, the size of the estimation error is related to the magnitude of . When grows, so does the estimation error. A wing tip positioned symmetrically with respect to the array ( = 0) creates a situation with -antisymmetric estimation errors. A large distance r from the array center to the wing tip, causes the estimation error to vary considerably with respect to small changes in . The estimation error is related to the distance (in m-space) between the nominal manifold A 0 and the perturbed manifold A. This distance depends on , which for large radii r varies more rapidly in , cf. (7).
3.3. The Strength of the Scatter Sources. To be able to quantify the e ect of the perturbationÃ( ; ) on the direction estimate^ , we will assume that can be modeled as a circularly symmetric gaussian random variable with zero mean, i.e. E = 0; E H = 2 I; E T = 0: (13) The wing position changes very slowly with respect to the short data collection intervals of 10 to 100 milliseconds. In our model, we treat the wing exure, and hence , as constant over the data collection interval. The properties (13) means that the scattered signals from the two wing tips have independent amplitude and phase change. The circular symmetry of makes all phase changes equally likely. The value of 2 determines the strength of the scattered signal.
From (7) and it is clear that is also a circularly symmetric gaussian variable with zero mean and variance directly related to the variance of .
By doing a rst order Taylor expansion of the criterion function (12) it is possible to get an approximate expression relating the direction nding error to the size of the manifold perturbation. For simplicity we will assume that there is only one impinging signal, i.e. d = 1. The generalization to several signals is straightforward.
Theorem 3.1. Assume that weighted subspace tting (12) is used for direction nding. The projection matrix in the criterion function V ( ) is based on the nominal array manifold A 0 ( ), while the signal subspace E s is related to a perturbed manifold (1). The perturbationÃ( ; ) is de ned in (7). The manifold perturbation will lead to an error in the direction estimate^ . Example 3.2. Figure 7 depicts the root mean square (rms) of the estimation error =^ ? that results when using weighted subspace tting for direction nding.
The data are generated assuming an array perturbation of the form (7), while the subspace tting is done based on an array manifold corresponding to a uniform linear array with 6 elements spaced half a wavelength apart. There was no noise in the data. The four plots in Figure 7 depict di erent scenarios regarding the position of the wing tips (and the scatter sources). The full curves correspond to averaging over 100 simulations with drawn from (13) with 2 = 0:01, while the dashed curves were calculated from Theorem 3.1. Example 3.2 demonstrates that although the approximation in Theorem 3.1 only includes rst order terms it arrives at a fairly good prediction of the actual size of the estimation error. In MP92] the size of the direction nding errors due to wing exure is estimated to about 1 degrees. This corresponds fairly well, cf. Figure 7 , to the errors resulting from 2 = 0:01, i.e. the power of the scattered signal is about one hundredth of the direct signal. Here we have assumed that most of the estimation errors will stay within 2 rms(~ ).
An Improved Direction Finding Method
In order to derive a new direction nding method that is able to cope with the perturbation (7), we note that for one impinging signal with the array manifold perturbation (7), the data model (8) can be written as x(t) = A( 1 )s 1 (t) + n(t) = (A 0 ( 1 ) + ( 1 ; )A s ( )) s 1 (t) + n(t)
From this expression it is evident that the scenario can be viewed as having two coherent signals arriving from di erent directions. One of these directions is known from the structure of the array manifold perturbation, e.g. A s ( ). The scenario is similar when having several signals. In that case there will be d signals impinging + n(t): (27) In general, A s ( ) is not parallel to A 0 ( ) for any . This is due to the scattered signal being produced by a near eld source; whereas, A 0 ( ) is related to a planar wave front. Hence, the e ect of the scatter source can be removed by projecting the data onto the null space of A H s ( ) before doing direction nding. The null space of A H s ( ) has dimension m?1, and the direction nding will qualitatively behave as if the array consisted of m ? 1 sensors. The stored calibrated nominal array manifold A 0 ( ) must also be multiplied with P ?
As( ) before carrying out the direction nding. The projection, P ?
As( ) , will also e ect signals coming from other positions than . To some extent, this is desirable. If the projection attenuates all signals coming . The gain g resulting from multiplying the response to a planar wave impinging from direction by the projection matrix P ? As( 0) . The four lines correspond to the four cases in Figure 8 . The full lines depict the cases were r 0 = 10, and the dashed lines depict the ones with r = 2. A signal originating from far eld gets attenuated when 0 . The e ect is small when r 0 = 2, but increases as r 0 grows larger. that the projection approach will be less useful for scenarios were the distance from the center of the antenna array to the wing tip is much larger than the array aperture. In such cases, the wave from the point source will be very close to a planar wave when reaching the array.
4.1. A Modi ed WSF Criterion. When using weighted subspace tting for direction nding, the projection of the data with P ?
As ( (31) Using (30) and (31) we have P ? A = I ? P A0( ) As( ) ] = I ? P X ? P As( ) = P ? X ? P As( ) ;
(32) with X = P ? As( ) A 0 ( ). The projection onto P As( ) does not depend on and can be excluded in the minimization of (29). Consequently, (29) can be interpreted as minimizing the projection of E s WE H s onto the null space of the part of A H 0 ( ) that is orthogonal A s ( ).
Theorem 4.1. Assume that weighted subspace tting with the criterion function (29) is used for direction nding, and that the position of the scatter source is known. Disregarding noise, i.e. 2 n = 0, this leads to correct direction estimates, i.e. = , in spite of array manifold perturbations of the form (7). Proof. Consider the case with one impinging signal (the case with multiple signals is a straightforward generalization). The signal subspace E s = A 0 ( )+ ( ; )A s ( ) is a linear combination of A 0 ( ) and A s ( ). Multiplying E s from the left by the projection matrix P ?
A results in a zero provided the projection matrix is formed based on the same value of and as the ones de ning E s . Consequently^ = .
4.2. Sensitivity to Errors in the Position of the Scatter Source. The result in Theorem 4.1 relies on perfect knowledge of the position of the scatter source. If the actual position di ers from the value 0 used when forming the projection matrix the result will be an error in the direction estimate. If is su ciently close to 0 , the end result is still a reduction in error compared to the standard direction nding using (12). The structure of the new criterion function (29) makes quantifying the estimation error using the Taylor expansion approach of Theorem 3.1 tedious. Performing the expansion reveals that all rst order terms with respect to r, , and are zero. Expanding to second-order could be done but becomes quite involved. We will instead use simulation to nd out the sensitivity to errors in the scatter source position.
Example 4.2. Consider again the scenario in Example 3.2. Figures 10 and 11 depict the rms value of the estimation error~ =^ ? that result when using WSF and the criterion function (29) for direction nding. The direction nding was done based on a scatter source position de ned by r 0 and 0 , while the true position was r and . Figure 10 depicts the sensitivity for errors in r as function of direction of arrival , while Figure 11 depicts the sensitivity to errors in . The data in the two gures were obtained by averaging over 100 simulations with drawn from a circularly symmetric gaussian distribution (13) with variance 2 = 0:01.
As is seen from Example 4.2, the new estimation scheme is fairly insensitive to errors in the scatter source position. Using the standard criterion function, the direction nding leads to an average rms value of the estimation error of about 0.5 deg (cf. Figure 7) . The error in the scatter source position has to be substantial for the new direction nding method to perform worse than that.
The estimation scheme is very robust to errors in r. The radius r 0 used when forming the projection matrix can be about 20 % wrong and still not cause estimation errors larger than 0.2 deg rms (cf. Figure 10) . The sensitivity to an error in r grows as r becomes smaller. The larger the distance from the antenna array to the scatter source the closer the spherical wave from the scatter source resembles a planar wave at the antenna array. A change in position of a distant source will cause a small change in curvature of the spherical wave. A similar change in position for a source close to the array causes a larger change in the curvature of the spherical wave. This makes the scenario with r 0 = 2 more sensitive to an error in radius than the case with r 0 = 10. From the simulation, we see that the new estimation scheme improves the direction of arrival estimate even when di ers from 0 by several degrees. Within a sector of about 2 degrees the rms value of the estimation error stays below 0.2 degrees. This sector more or less covers the width of the wing at the wing tip. From Figures 10 and 11 it is clear that errors in are more severe than errors in r. Intuitively, this also makes sense, because the direction of arrival of the scattered signal should be more important than the exact curvature of the spherical wave it produces.
We use a point source at the wing tip to approximate the complex di use scattering that takes place in reality. The robustness to errors in the position of this source demonstrated by the new estimation method, further motivates the choice of such a simple perturbation model. The new estimation method performs satisfactorily for airborne direction nding as long as the changes in the scattering due to wing exure predominantly originate from a region near the position de ned by r 0 and 0 .
4.3. Estimating the Scatter Source Position. The new estimation scheme will not lead to improved estimates if the values of r 0 and 0 are too inaccurate, or the changes in scattering originate from a region outside the allowable perturbations to r 0 and 0 . A possible remedy is to adjust the parameters r 0 and 0 , i.e. make the direction nding estimate , r, and jointly. This makes the direction nding computationally more expensive by bringing more parameters into the estimation process, but the overall accuracy of the direction estimates may improve substantially.
The joint estimation of , r, and must be performed with care. Allowing r to become large may mask impinging planar wave fronts, cf. Example 4.1. If estimation of r and are included in the algorithm, the algorithm should only be allowed to make minor adjustments of r and around predetermined nominal values. This new method has not yet been developed and is the subject of further research.
Experimental Validation
The new estimation scheme seems very promising from the simulation results described earlier. A key issue for a successful practical implementation is how well the perturbation model (7) represents the actual manifold perturbations caused by wing exure on an aircraft. In general, the best way to answer this question is to perform experiments.
We have performed experiments in an anechoic chamber (ARGOSystems, Inc., Sunnyvale, California) using a model (1/20:th scale) of the Rivet Joint aircraft (cf. Figure 12 ). For initial experiments, chamber testing is preferred to real ight tests. There are many sources of error in practical direction nding, and in the chamber, we may design the experiments to concentrate on the e ects stemming from wing exure. A wing extension was fabricated and attached using a hinge to one of the wings of the aircraft model. The angle between the extension and the wing can be varied to simulate variations in wing exure. The angle between the extension and the wing can be varied between 0 and 90 degrees, with the extension pointing downwards at the 90 degree position. Care was taken to make the extension a smooth continuation of the original wing. Copper tape was applied around the hinge in order to remove sharp corners and bends at the interface between the extension and the wing. 5.1. Repeatability. The rst set of experiments aims at testing the repeatability of the setup. A single unmodulated carrier frequency signal was transmitted towards the aircraft, and a 2000 sample data set was recorded from 5 antennas mounted along the belly of the aircraft. The transmitted signal itself was recorded in a sixth channel. Two carrier frequencies were used: 1.0 GHz and 1.5 GHz. This makes the distance from the wing tip to the center of the antenna array approximately equal to 3 and 5 wavelengths, respectively.
The array response was calculated by solving (in a least squares sense) for A( ) in (8) using the collected data. This is possible because in the chamber the distance between the transmitter and the aircraft model is small enough that simultaneous samples of x(t) and s(t) are correlated. The chamber provides high signal to noise ratio (> 40 dB) and good repeatability. Repeated data measurement, and corresponding array response calculations, lead to array manifold vectors separated by less than 0.05 degrees in m-space. The angle between two vectors x and y was measured as cos = jx H yj kxk kyk :
The aircraft model was placed on a turntable. By rotating the turntable the orientation of the aircraft can be varied, thereby varying the angle of arrival of the impinging signal. Repositioning the turntable to a previous measurement point, and recalculating the array response, lead to array manifold vectors separated by less than 0.1 degrees in m-space. Consequently, the manifold errors due to inaccuracy in the turntable positioning have approximately the same magnitude as errors due to noise. As a comparison, it is worth mentioning that array manifold vectors for angle of arrivals 0.3 degree apart are typically 1 degree apart in m-space.
Four array response vectors were obtained for each angle of arrival by moving the turntable, repositioning it, and redoing the array vector calculation. These four vectors were then stacked into a matrix, and the singular value decomposition of the matrix was calculated. Typical resulting (normalized) singular values were repeat = 1:0000 0:0005 0:0003 0:0001 : (33) Ideally, the four vectors should have been identical, leading to the second, third and fourth singular values being equal to zero. The non-zero values represent the spread in array vectors due to measurement noise and inaccuracy in the positioning of the turntable. When trying to quantify the perturbationÃ( ; ), the repeatability of the array vector estimation constitutes a limit on the detectability of array manifold perturbations. This threshold can be expressed either as the values of the singular values in (33), or as the corresponding deviation in m-space between the array vectors. The angular separation in m-space was typically less than 0.1 degrees.
When calculating the array response, we should ideally get a point on the manifold fA 0 ( ) : 2 0; 360)degg, cf. Figure 13 . Due to noise, the obtained value will deviate slightly from the \correct" manifold. The nite precision in the turntable makes it di cult to return exactly to a previous position . The array response calculation, then, results in a neighboring point to the true manifold.
5.2. Determining the Dimension of the Perturbation. The model (7) assumes that the perturbationÃ( ; ) (cf. Figure 13 ) due to wing exure lies in a xed one dimensional subspace. Variations in the wing exure just scale the perturbation but do not change the subspace itself. The second set of experiments aim at checking the assumption of a one dimensional perturbation subspace.
Three di erent main angles of arrival were chosen: one in front of the wing After having obtained the nominal response, the angle of the wing extension was varied and the corresponding perturbed array response A( ; ) was determined. Figure 14 depicts how the angle in m-space between A 0 ( ) and A( ; ) varies with the angle of the wing extension. The more the extension is tilted the stronger the perturbation gets. Clearly, the magnitude of the perturbation is proportional to the deviation in wing exure from the nominal wing position.
It remains to be determined whether the perturbation caused by changing the tilt angle of the wing extension lies in a one dimensional subspace. If this is the case, the array manifold vectors calculated for a xed angle of arrival but di erent wing extension tilt angles should span a two dimensional subspace. If the perturbation is more complex, the array vectors will span a space of higher dimension than two.
The dimensionality can be tested by stacking the nominal array response vector together with the vectors obtained for di erent tilt angles in a matrix, and then calculate the singular values. If the perturbation is one dimensional the second singular value should increase compared to its value in ( Moreover, the crosses correspond to = ?15 degrees, the circles to = 25 degrees, and the pluses to = 60 degrees. The second singular value has increased more than an order of magnitude compared to (33), while the increase in the other singular values are much less pronounced. This clearly indicates that the gross behavior of the perturbationÃ( ; ) is indeed con ned to a one dimensional subspace. Figure 14 indicates that the perturbation for the 1 GHz case is strongest for = ?15, and weakest for = 25. This agrees well with the relative size of the the second singular value of the three data sets above.
The 1.5 GHz data set demonstrates the same type of properties as the 1 GHz set. The singular values again indicate a one dimensional perturbation in m-space. In this case, though, the perturbation is strongest for = 25 and weakest for = 60.
5.3. Determining the Direction of the Perturbation. The previous calculations demonstrated that the manifold perturbation is con ned to a one dimensional subspace. One of the assumptions underlying (7) is that this subspace is independent of , i.e. not only is the perturbation subspace one dimensional, it also points in the same direction irrespective of the value of .
One way to test this assumption is to measure the perturbationÃ( ; ) for different and see if the di erent perturbation vectors span the same space. This can be achieved using the data sets collected for the dimensionality test in Section 5.2. Our data sets include both the antenna signals x(t) as well as the transmitted signal s(t). When solving for A( ; ) we will obtain a scaled version of the true manifold vector. The scaling factor depends on the gain and phase of the ampli ers used in the data processing channels. The signals are sampled synchronously, using exactly the same setup for each data set. The scaling factor will be the same (but unknown) for each data set. A vector proportional to the perturbationÃ( ; ) can therefore be obtained by forming the di erence between array manifold vectors calculated for di erent wing extension angles.
It is important to note that it is not possible to obtain the perturbationÃ( ; ) based on array manifold vectors calculated from only the antenna signals. The array manifold vector is normally obtained as the left singular vector of X = x(t 1 ) x(t 2 )
x(t N ) corresponding to the largest singular value. This vector is related to the true array manifold through an unknown scaling factor. This scaling factor di er between data sets, andÃ( ; ) cannot be calculated by forming di erences between array manifold vectors calculated for di erent wing extension angles.
The actual calculation of the perturbation vector was performed as follows. For a xed the wing extension was held at eight di erent tilt angles (0, 12, 22, 30, 38, 49, 60, and 70 degrees) and the corresponding array manifold vector was calculated from measured data. A set of perturbation vectors were formed by forming di erences between the eight manifold vectors. Di erences between array vectors closer than 1.5 degrees in m-space were avoided in order to reduce the e ect of noise. The perturbation vectors were stacked in a matrix and the singular value decomposition was used to calculate the dominating direction (the rst left singular vector). The one dimensionality of the perturbation was again evident from the obtained singular values. The ratio between the rst and the second singular value was typically around 10. The above measurements were repeated for the same angle of arrivals and frequencies used in Section 5.2. For each of the two frequencies we obtained 15 di erent perturbation vectors, one for each angle of arrival.
We have assumed that the perturbation vectors corresponding to the di erent angle of arrivals all span the same subspace. This can be checked by stacking ther di erent perturbation vectors in a matrix and calculate the singular values. If they span the same space, one of the singular values should be signi cantly larger than the others. We obtained the following values 1GHz = 1:00000 0:05051 0:01372 0:00439 0:00336 1:5GHz = 1:00000 0:04905 0:01523 0:00450 0:00344 which clearly demonstrates the similarity among the di erent perturbation vectors. They all point in more or less the same direction, independently of the angle of arrival. Another way to measure this is to calculate the angle in m-space between the perturbation vectors for di erent angle of arrivals. The angular separation was typically a few degrees with maximum values around 7 degrees for both frequencies.
To quantify the di erence between the perturbation vectors for di erent angle of arrivals, it is worthwhile to return to Example 4.2. There we noted that the new estimation scheme could, very successfully, handle moderate errors in the position . An error in the position means that the perturbation vector A s ( 0 ) will di er from the one, i.e. A s ( ), that should have been used. Example 4.2 demonstrated that the scheme could easily handle an error in of a 2 degrees and a deviation in r of about 20 %. The corresponding angular di erences in m-space, i.e. the angle between A s ( ) and A s ( 0 ), is about 5{10 degrees. The variation in our experimentally derived perturbation vectors is, consequently, well within the values that the estimation scheme can handle.
Further experiments.
From the experiments above, we have been able to determine the properties of the perturbation vector as well as its direction. This data could directly be used to form the appropriate projection matrix in the direction nding scheme. For a real aircraft it would require more work to determine the perturbation vector using the same methods as we used in the chamber experiments. The transmitted signal has to be synchronized with the signals from the antennas in order to solve for the manifold vector. Proper synchronization will guarantee that the inevitable scaling factor present in the resulting array vector always attains the same value. This is a requisite to be able to form di erences to obtain the perturbation vector. The transmitted signal can either be recorded on the ground and later be synchronized with the recorded antenna signals, or be transmitted up to the aircraft on a separate link.
It may be the case that a parametrization of the perturbation vector can be found. In our simulations and analytic investigations we have used a spherical wave emitted from the wing tip. The experimentally obtained perturbation vector should be checked with the geometry of the Rivet Joint model in order to try to nd a simple parametrization.
Irrespective of what scheme is devised to obtain the perturbation vector, it should be tested with chamber experiments before being used in a real ight test.
6. Conclusions Direction nding from airborne platforms relies on ight calibration of the array manifold. Varying wing exure changes the near-eld scattering and perturbs the manifold from the calibrated value. This is a dominating error source in direction nding.
Most of the changes of the scattering originates from the outer part of the wings. We propose to model the perturbation by a scatter source positioned at the wing tip. The perturbation model assumes that the perturbation is one dimensional in m-space, and that its direction is una ected by the angle of arrival of the impinging signal. These properties were validated through experiments in an anechoic radar chamber.
The simple structure of the model makes it straightforward to incorporate into standard direction nding schemes. One way is to eliminate the e ect of the perturbation by a projection of the data. The appropriate projection is given by the perturbation model. This projection is easy to implicitly incorporate in direction nding schemes as weighted subspace tting. The projection operation is fairly insensitive to parameter variations, and a substantial decrease in estimation error is achieved even when the parameters of the perturbation model are slightly inaccurate. The robustness to parameter variations is su cient for the scheme to provide improvements even for a di use scatter signal originating from the region around the wing tips.
