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ON THE ZEROS OF CERTAIN CONFLUENT HYPERGEOMETRIC FUNCTIONS P. WYNN
Abstract.
The theory of continued fractions is used to derive the following results which hold for -|<a<oo:
(1 A number of results concerning the location of the zeros of certain special confluent hypergeometric functions have been obtained by investigating the behaviour of integral expressions involving the functions in question and, in the case of real argument and parameters, by the use of Sturm sequences (for a survey of known theory and associated references to the literature see [1, §6.16] ). In this paper we introduce a new method, based upon the use of continued fractions, to establish that the zeros of certain confluent hypergeometric functions lie in a fixed half-plane and that those of certain combinations of these functions lie on the imaginary axis. (The reader is referred for the analytic theory of continued fractions to the standard works [2] and [3] if and only if S(z)=2Zo MJ(l+ztv) where t0 = 0, Mo^0, 0<rv<£<oo, Afv>0 (v=l,2,-■ ■), J^=0My=ux, the {/"} being distinct; S(z) is then regular at the origin, is meromorphic in any finite region of the z-plane, and has simple poles at the points z=-ty1 (v=l, 2, • • •) on the negative real axis. Expansion (1) converges, in particular, in the neighbourhood of the origin to S(z).
Theorem B (Gauss [5] ; see also [3, §89] generates the corresponding continued fraction (3) with v0=l, v2v_x -
. The even part of expansion (3) (i.e. (see [3, §4] ) that continued fraction whose successive convergents are those of even order of expansion (3) converges in the neighbourhood of the origin to S(z)=2Xo ^v/(l+z20 where the numbers Mv, tv (v=0, 1, • • •) are as described in that theorem. In the neighbourhood of the origin (7) g(z) = 1 + az/(l -az + z2S(z2)) and, by analytic continuation, this relationship holds throughout any finite region of the z-plane.
The functions az and 1 -az+z2S(z2) are analytic when Re(z)<0, and the only singularities of the function S(z2) upon the line Re(z)=0 are simple poles. Furthermore, since Re(z^)^0, Re( -a)<0, Re{z,S(z2)}_0 when Theorem 1 says nothing concerning the existence of the points referred to. Indeed, it is clear that when a=0 such points do not exist. We therefore describe two special cases in which the existence of such points can be established and in which something further can be said concerning their distribution.
Theorem 2. Let n_ 1 be a fixed finite integer. There exists an unbounded number of values of z having arbitrarily large (i) positive real part for which xFx(n; 2n+l ; z)=0, (ii) negative real part for which xFx(n+1 ; 2n+1 ; z)=0.
Proof. Set
As is easily verified, we have in succession xFx(n; 2n + 1; z) = ((2n)\/(n -l)!)^""V"(z), Since a term involving z" occurs in the expression contained in braces in formula (12) , but a term in ezzn is missing, it follows from Theorem C that this expression has an unbounded number of zeros with arbitrarily large positive real part. That the zeros of the function xFx(n; 2n+l;z) are confined to the half-plane Re(z)>0 is a consequence of Theorem 1. The second result of the theorem is proved in a similar way, noting that xFx(n +1 ; 2/j+l; z)=((2n)!/«!)^nvn_i(z).
We note in passing that in the notation of formula (11) ®n-\n(z) With the help of these two equations and formula (9), we derive h+vti.2) + Ta-m(z) = (for^e-m* + i))tFi(.<* + 1 ; 2a + 1 ; 2z) (-A < a < oo).
The first result of the theorem follows immediately from clause (ii) of Proof. From formulae (4) and (7), we have and formula (18) may be written as z25,(z2) = (2az^A(z)-(l +az)h(z))/h(z). The expressions in the numerator and denominator of the fraction upon the right-hand side of this equation represent entire functions. These functions do not vanish for the same value of z, for if they were to do so, the function xFx(ol ; 2cn; z) and its first derivative ^xFx(a.+ l; 2a+l; z) would also vanish simultaneously, implying that the former is identically zero. It was shown in the proof of Theorem 1 that the function S(z2) is analytic for Re(z)#0, and that its poles are unbounded in number, pure imaginary and symmetrically distributed about the origin. The poles of S(z2) occur at the zeros of h(z). We have disposed of what has to be proved concerning equation (16).
That equations (16) and (17) have identical roots follows immediately from equation (10) .
The results of Theorem 4 may, with the help of relationships (14) and (15), also be presented in terms of Bessel functions. However, the sole product of this change of notation is that, if 0</3<oo, the zeros of Jß(z) are real, symmetrically distributed about the origin, and unbounded in number, a result which is in any case well known to hold for -1 ^ß< co [9] , [8, §15 .27]. It is clear that the argument used in the above proof can be applied to derive a similar result concerning any function which generates a continued fraction having a tail which is of the form described in Theorem A, or which has a similar form. The successive convergents of expansion (21) may be expressed in closed form [11] , [12] : in the notation of formulae (13), we have (23) Cn(z) = (Pn(-z) + qn(z))l(Pn(z) + qn(-z)) (n -», 1, • • •)■ Equation (22), expressed in the form e'v=Cn(iy), involves complex numbers. However, by rewriting it in a form involving (eiy-l)j(eiy+1) and using formulae (13) when n is even and yn r~(2r+l)7r when n is odd.
