In this paper, we answer a question posed by Kurt Johansson, to find a PDE for the joint distribution of the Airy Process. The latter is a continuous stationary process, describing the motion of the outermost particle of the Dyson Brownian motion, when the number of particles get large, with space and time appropriately rescaled. The question reduces to an asymptotic analysis on the equation, governing the joint probability of the eigenvalues of coupled Gaussian Hermitian matrices.
Main result
The Dyson Brownian motion in R n (see [2] ), with transition density p(t, λ, µ) satisfying the diffusion equation In the t → ∞ limit, this distribution tends to the stationary distribution 1 (π) n/2 e − Tr B 2 .
Thus taking the Gaussian initial distribution for the eigenvalues
or, what is the same, the stationary distribution as the initial distribution for the motion (1.1), we find the Ornstein-Uhlenbeck probability
The Airy process is defined by an appropriate rescaling of the largest eigenvalue λ n in the Dyson diffusion,
According to Prähofer and Spohn [5] , the Airy process is a stationary process with continuous sample paths; thus the probability P (A(t) ≤ u) is independent of t, and is given by the Tracy-Widom distribution 1 [6] ,
At MSRI (sept 02), Kurt Johansson posed the question, whether a PDE can be found for the joint probability of the Airy process; see [3] . This paper answers this question. We thank Kurt Johansson for introducing us to the Airy process.
Theorem 1.1
The following probability for the Airy process
satisfies the following non-linear PDE in u, v and t:
with initial condition
Remark: This equation enjoys an obvious u ↔ v duality. The proof of this theorem is based on a PDE, which we obtained in [1] for the spectrum of coupled random matrices. 1 The function g(x) in the integral is a solution of the Painlevé II equation,
The spectrum of coupled random matrices
Consider a product ensemble (M 1 , M 2 ) ∈ H 2 n := H n × H n of n × n Hermitean matrices, equipped with a Gaussian probability measure,
where dM 1 dM 2 is Haar measure on the product H 2 n , with each dM i ,
decomposed into radial and angular parts. In [1] , we define differential operators A k , B k of "weight" k, which form a closed Lie algebra, in terms of the coupling constant c, appearing in (2.1), and the boundary of the set
Here we only need the first few ones:
(2.4) In [1] , we prove the following theorem:
the function F n (c; a 1 , . . . , a 2r , b 1 , . . . , b 2s ) := log P n (E), satisfies the non-linear third-order partial differential equation 2 :
, it is convenient to use the new variables x := −a + cb, y := −ac + b. In these variables, the equation (2.6) for f n (c; x, y) := log P n (E) = F n c;
takes on the following form:
Proof: It is an immediate consequence of Theorem 2.1, upon observing the special form of the differential operators A 1 = ∂/∂x and B 1 = ∂/∂y.
Proof of the main Theorem
Taking into account the scaling in the definition of the Airy process (1.3), and using the Ornstein-Uhlenbeck transition probability (1.2), we compute the probability (setting c = e −n 1/3 t , with t = t 2 − t 1 )
using the change of variables
The integral (3.1) turns out to coincide with the statistics (2.5) of the coupled matrix model with the Gaussian distribution (2.1). Therefore, we set
in formula (2.8), via x and y. Then, setting k = n 1/6 , we now express x and y in terms of u, v and c = e −n −1/3 t = e −t/k 2 , using the change of variables in Corollary 2.2,
with inverse given by
So, f (c; x, y) satisfies equations (2.8), which written out, has the form
Defining, at a first stage, using (3.3), a new function g(c(t); u, v) := f (c(t); x(c(t); u, v), y(c(t); u, v))
one expresses the (x, y, c)-partials of f in terms of (u, v, c)-partials of g, using the inverse map (3.4), e.g.,
One substitutes these expressions in the differential equation (3.5) for f (c; x, y), yielding a differential equation in g(c; u, v), with coefficients depending on u, v, c and k. After division by k 4 , this differential equation is actually a quadratic polynomial in k 4 , Then taking into account the fact that
the leading term is actually of order k 4 for large k (noting that k
and using the expansion (3.7) for c(t) and the partial ∂/∂c = −(k 2 /c) ∂/∂t, the leading term in the expression (3.6) has order k 4 ; no contribution comes from the k 0 -term. This leading term (multiplied with −1/2) must therefore vanish, leading to the equation given in Theorem 1.
The extended Airy kernel
The joint probabilities for the Airy process can also be expressed in terms of the Fredholm determinant of a matrix kernel, the so-called extended Airy kernel (considered in [4] and [5] 
