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ABSTRACT
AGGREGATED REVERSE TIME TRANSFER
by
Brandon Smith
University of New Hampshire, May, 2020
Monitoring mechanisms are a critical component of the security and maintenance of high
precision timing networks. Any and all guarantees of determinism and correctness are inval-
idated if a synchronous network malfunctions or is compromised by an attacker. Existing
mechanisms allow for a comprehensive view of the distribution of time throughout a network,
but they do not scale to large networks. I propose a new method called aggregated reverse
time transfer (ARTT), which redefines the existing mechanisms to include a new aggrega-
tion scheme that serves the dual purpose of distributed data summarization and anomaly
detection for networks of any size. With this thesis I provide a full specification and imple-
mentation of the ARTT mechanism, test both the outlier detection and model accuracy on a
real timing network, and detail the steps necessary to perform stable-state outlier detection




Despite unanimous agreement that time is a fundamental component of any computer sys-
tem, it continues to be considered a second-class citizen for system design [5]. In a world
where distributed computation has become the norm, differences in the relative progression
of time must be considered. The widespread adoption of the network time protocol (NTP)
has enabled the assumption that the progression of time across application deployments is
consistent. Most computer systems, however, are capable of making decisions and sensor
measurements at the scale of nanoseconds - 6 orders of magnitude faster than the millisec-
ond accuracy NTP can provide. The moment the desired performance bounds demand
sub-millisecond coordination between distributed nodes is the moment temporal consistency
is no longer a guarantee. The advent of globally distributed data centers and geographically
sparse sensor networks have accelerated the demand for precise time transfer. A good ex-
ample of this is Google’s Spanner database system which uses precise time synchronization
to decrease the time needed to settle disagreements between replications [6]. The more an
application relies on the distributed coordination of nodes or aggregation of time-sensitive
measurements, the more timing becomes a factor of correctness. For example, in cyber-
physical systems the ability to hit deterministic deadlines is critical to the success of the
application. [7].
As the consistency of time across deployments grows ever more important for applica-
tions, so does the requirement that the quality and security of time are preserved. Any
and all guarantees of determinism and correctness are invalidated if a synchronous network
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malfunctions or is compromised by an attacker. This can lead to serious ramifications, espe-
cially in the telecommunications, industrial automation, military, and automotive industries
where erroneous timing can cause extensive property damage and the endangerment of hu-
man lives. Therefore, ensuring that time transfer is properly secured is a high priority item
for a majority of system architects.
1.1 Precision Time Protocol
The IEEE-1588 Precision Time Protocol (PTP) [8] is the most widely accepted standard
for network-based precise time transfer. The standard defines a time transfer mechanism
that allows for the inclusion of hardware with precise timestamping capabilities into the
network infrastructure - significantly reducing the error induced by the operating system.
After convergence of what is known as the the best master clock algorithm (BMCA) nodes
in an IEEE-1588 network form a directed acyclic graph with a single root node that is the
source of time. The source of time is denoted the Grandmaster and the receivers of time
information are denoted Slaves. It is often the case that the Grandmaster is receiving timing
information through a GNSS receiver to maintain its understanding of ‘true time’ (UTC,
TAI, etc.).
Time information is broadcast throughout the network by the Grandmaster to be re-
ceived by all of the slaves in the network. Each slave in the network takes into account the
cumulative delay between themselves and the Grandmaster to compute the offset between
their timescale and that of the Grandmaster. The IEEE-1588 standard defines a packet
called a Sync message, which is used to transfer time information down through the net-
work. If a node supports one-step correction, the time at which the Sync message leaves
the network interface (denoted T1) is inserted into the packet on the fly. Nodes supporting
two-step correction will issue a Follow Up message alongside the Sync containing the T1
timestamp instead. Upon receiving the Sync message, a slave node generates a timestamp
representing the time in which the Sync was received on its network interface (denoted T2).
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As the Sync message travels through the network timing switches will add their computed
residency time, which is the time between ingress and egress of the received Sync message,
to either the Sync or Follow Up message’s correctionField depending on the support for one-
step correction. The slave device also uses a delay mechanism to continuously estimate the
link delay between itself and the Grandmaster clock (known as the pathDelay). If we define
a relationship err(A,B), which produces both the phase and time-of-day offset of A relative
to B, then the equation for a slave’s error relative to the Grandmaster denoted (err(S,GM))
is as follows:
err(S,GM) = T2 − T1 − cs − ps (1.1)
Where cs is the correctionField, ps is the pathDelay, and err(S,GM) is the slave’s esti-
mated time error (denoted in IEEE-1588 as the offsetFromMaster data set variable). The
correctionField and pathDelay represent the cumulative delay between when the associated
Sync message was sent to when it was received by the slave. The slave device is also able to
compute the frequency offset between its clock and that of a neighboring node. This offset is
formally denoted as the neighborRateRatio. To compute the neighborRateRatio, nrr, two





Computation of the neighborRateRatio requires that a node is receiving timestamped
messages from its neighbor. It uses the message interval measured by each clock to determine
the rate difference. The result is a measure of how fast or slow the neighbor’s clock is running
relative to the node performing the computation. To compare the clock frequency of a slave to
the Grandmaster the rate difference must be accumulated as a message passes through each
node on the network. The accumulated value is called the rateRatio, rr, and is computed
using the rateRatio of the upstream partner, rrp:
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rr = rrp + (1− nrr) (1.3)
In perfect conditions, any node receiving Sync messages from the Grandmaster can accu-
rately compute it’s time-of-day (TOD), phase and frequency offset from the Grandmaster.
There are, however, errors that are difficult to account for. These errors take the form of
link asymmetries, clock drift and jitter, timestamp granularity, and more. They accumulate
as information flows down through the network, making the time error of a node dependent
on its upstream parent. These difficult-to-observe errors form an important discrepancy
between the time error computed by a device and its true time error relative to the Grand-
master. Observing the true time error of a device is the core concept this thesis is centered
around.
Figure 1.1: A representation of the synchronization tree, and how monitoring information flows upstream
and floods the time source. The solid lines represent the network structure, and the dotted lines represent
the flow of monitoring information.
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1.2 Are We Still Synchronized?
The Grandmaster continuously broadcasts timing information out into the network, but runs
on blind faith that the network actually receives the information and properly synchronizes
with it. Generally the Grandmaster does not need to care about this type of information
unless it wishes to incorporate the feedback information into its timing output. Network
management nodes, however, do care about this feedback information because it allows
them to assess the health of time in the network. When is it safe for the application to rely
on precise synchronization? Can that assumption be maintained throughout the life of the
application? How does the application know that their temporal assumptions won’t break?
Monitoring the distribution of time throughout the network is essential for enabling
reactive protection mechanisms. The latest draft of the upcoming IEEE-1588 standard [9]
details a four-pronged approach to timing security, which, alongside mechanisms to ensure
the authority and integrity of time transfer information, includes a focus on the need for
enhanced monitoring mechanisms to detect the presence of an attacker. A distributed timing
system must have the appropriate monitoring mechanisms to alert network administrators
when sections of the network deviate from the expected bounds. An alert often takes the
form of fast real-time predictive analysis performed on the stream of information provided
by the monitoring mechanism.
Real-time monitoring becomes especially difficult when run on large networks with many
time-sensitive endpoints. Existing monitoring mechanisms for the IEEE-1588 protocol oper-
ate by having each node on the network report to a central monitoring node. This means that
the links closest to the monitoring node are continually subjected to a flood of monitoring
data. Figure 1.1 illustrates this flow of information where the source of time is also acting as
the monitoring node. The existing monitoring methods do nothing to mitigate this situation
other than suggest that multiple monitoring nodes be placed strategically throughout the




This chapter first provides a detailed overview of the existing monitoring mechanisms for
precision time distribution alongside their benefits and drawbacks. It then expands the
topic to general network monitoring in an effort to connect previous work outside the timing
industry to the previously described time-monitoring methods. The connections derived by
this chapter between both fields of work provide the necessary background for understanding
the ARTT methodology.
2.1 Existing Network-Based Time Monitoring Mechanisms
There are many methods for feedback monitoring proposed by members of the timing indus-
try, but none are optimal and each differ slightly in their disadvantages. Firstly, pulse-per-
second (PPS) monitoring systems have been developed which allow for a comparison of the
slave’s clock with that of the master. At the beginning of a second each device outputs an
electrical signal, compensated for the time it takes to reach the output port, which can be
collected by a monitoring system to determine the phase and frequency offset between each
slave and a given master. This method provides a highly accurate view of the state of the
network, but as one might expect, it is infeasible to utilize for both large and geographically
sparse networks. It may also not be feasible to access the PPS port of a device, especially
in the case of IoT or wireless networks.
The compromise is a solution that works over the existing network infrastructure, and
operates independently from the associated application. A solution that operates at scale,
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and is capable of detecting when the consistency of time across the network degrades. The
solution must provide a direct measurement of the timing error of each node on the network
instead of relying on the value computed by the node itself. With respect to IEEE-1588, there
are currently three potential options: utilize the existing hardware infrastructure to transfer
time in the reverse direction [10], append the information to messages already defined by
the IEEE-1588 standard [9, 11], or allow management queries to retrieve state information
from each node. Each of these options must balance trade-offs in message complexity, im-
plementation difficulty, and imposed processing and storage requirements. The following
subsections further detail each monitoring option and how they address these trade-offs.
2.1.1 Management Queries
It is not always the case where the monitoring node(s) of a network is also acting as the
source of time. There are many situations in which a node external to the PTP network
aims to monitor the distribution of time without having to participate in the network itself.
The monitoring node may also only want to monitor a specific portion of the network for
which it may be more convenient to only request information from a subset of nodes.
The management mechanism defined in the IEEE-1588-2008 standard [8] allows for an
external node to either GET or SET values from a PTP node pertaining to a given man-
agement id. The management mechanism provides access to the TIME management field,
which simply pulls the current value of the PTP clock when the request is processed. This
can be useful in obtaining a weak estimate of how close the node is to the Grandmaster’s
current time. Since the delay between the slave node and the monitor is likely not known nor
deterministic then the resolution of the estimate is highly limited. The management mecha-
nism also provides access to the CURRENT DATA SET management field, which provides
values for the fields offsetFromMaster and meanPathDelay. These values can be queried by
a monitoring node to provide some insight as to how well the slave node is tracking the
Grandmaster.
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The advantage of this method is that the mechanism is already well defined in the IEEE-
1588 standard, which means that any device supporting the PTP management mechanism
also supports network-based time error monitoring. The main disadvantage of this method
is that the retrieved information is not a real-time estimate of the slave’s offsetFromMaster.
The monitoring node can make multiple requests to sample the offsetFromMaster value of
each slave, but that does not guarantee that returned values will be new samples since the
process of updating the offsetFromMaster data set value is implementation specific.
As is true for all current monitoring methodologies, this approach on its own is not
scalable to large networks. The monitoring node first must have knowledge of all devices
in the network, from which it must periodically transmit requests directly to each device in
the network. For significantly large networks the monitoring node will continuously submit
itself to a flood of responses containing the associated monitoring information. This method
is also difficult to maintain when the network configuration is not static. To ease these
two impediments an additional mechanism could be used to notify the monitoring node of
participation in the network, and multiple monitors could be distributed throughout the
network to report the information to a central monitoring node.
Sectors are divided by topology so this method is not resilient to changes in the net-
work topology and would require frequent reconfiguration of the monitoring nodes. Once
configured, this method provides the central monitoring node a rough approximation of the
distribution of time throughout the network. Management queries are only useful if the
monitor wishes to identify nodes whose timescales stray far from that of the Grandmaster.
Due to its lack of support for dynamic networks and precise measurements of timescale
differences this method will likely not support any form of fast real-time predictive analysis.
The key detriment of this method is that it does not allow for an accurate measurement
of the real time error of the device. Simply retrieving the computed offsetFromMaster value
only gives the monitor a representation of what the device thinks its time error is. In order to
obtain the true error of the clock with respect to the Grandmaster via a network mechanism
8
one must observe the timestamps generated by it. The management mechanism does not
allow for this form of observation, and thus it cannot be directly compared to the methods
described in the following sections.
2.1.2 NetSync Monitor
The NetSync Monitor [11] method proposed by Meinberg Funkuhren GmbH & Co. KG
follows a monitoring architecture similar to that of the PTP Management mechanism except
that it allows for a more accurate estimate of a device’s true time error. This mechanism
makes use of the existing IEEE-1588 unicast message formats to directly request timing
information from a node on the network. The IEEE-1588 standard defines an extensible
component of PTP messaging called Type, Length, Value (TLV), which allows an imple-
mentation to append data to PTP messages in an organized fashion. The NetSync monitor
method defines a number of new TLVs that allow for the identification of messages that are
either requesting or reporting monitoring information. A monitoring node starts by first
sends a unicast Delay Request message to the device being monitored. This request must
contain a PTPMON REQ TLV to indicate that the monitoring node is requesting moni-
toring information. The monitoring node can also attach an MTIE REQ TLV to request
maximum time interval error (MTIE) information, and a CLOCK OFFS REQ TLV to re-
quest the offsetFromMaster value computed by the device. The device then responds first
with a Delay Response carries a PTPMON RESP TLV containing the device’s IEEE-1588
data set values and the Sync timestamp used for the most recent successful synchronization,
alongside TLVs for the MTIE and clock offset information when applicable. In addition to
this, the device being monitored sends a unicast Sync (and Follow Up if applicable) back to
the monitoring node - allowing the monitoring node to estimate the device’s true time error
with respect to the Grandmaster. This method also allows for detection of any asymme-
tries present on the path from the Grandmaster to the slave to the monitoring node if the
monitoring node is precisely synchronized to the Grandmaster.
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Similar to the PTP Management mechanism, the primary issue with the NetSync Mon-
itor mechanism is scalability. This mechanism is difficult to implement and maintain on
large dynamic networks because it requires a significant amount of manual configuration.
Each node being monitoring must both know of and be known by the monitoring node,
which is especially difficult for network operators attempting to continuously monitor the
distribution of time throughout the entire network. Every time a new device is added to
the network the monitoring node must be updated to include it. A monitoring node can
also easily be overloaded when monitoring a large number of devices. Distributing monitor-
ing nodes throughout the network is a possible solution, but it requires network operators
to continuously redistribute them as the network changes in size or shape. So while the
NetSync Monitor mechanism provides a more complete representation of a devices true time
error than the PTP management mechanism, it does little to solve the problem of monitoring
large dynamic networks.
2.1.3 Monitoring TLVs
The official draft of the 2019 IEEE-1588 standard [9] introduces a set of optional; monitoring
TLV that provides a monitoring node with the information used by the slave to compute
both the timescale offset and the path delay between the slave and the master. This TLV is
generally attached to a Signaling message (PTP message used for communication between
clocks) and is transmitted directly to the neighbor in which they are receiving forwarded time
information from. This information can be continuously forwarded up the time transfer tree
until it is received by the Grandmaster.
The monitoring TLV method allows for the automatic discovery of nodes which support
time error monitoring, removing the need for the monitoring node to maintain a list of active
timing nodes. It allows members of a dynamic timing network to report timing error to the
monitoring node. This provides an advantage over the NetSync Monitor mechanism, along-
side the fact that the asymmetry of the backwards path does not influence the accuracy of
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the monitoring information. This method still carries the disadvantage that for large net-
works the Grandmaster will be continuously flooded with monitoring messages. Once again,
monitoring nodes could be distributed throughout the network to collect this information
and analyze it, but that still requires a fair amount of manual configuration by the network
operator.
2.1.4 Reverse Sync Mechanism
The reverse Sync mechanism [10] compounds the desire to further utilize well-defined and
widely implemented packet structures by utilizing only time transfer messages (Syncs) to
convey monitoring information.
As the name states, the reverse Sync mechanism runs the synchronization process in
reverse so that the source of time is able to compute the offsetFromMaster and rateRatio
values locally. This information gives the master node insight into the time error of the slave
with respect to its own time base. The sample rate is the same as that in which the master
is transferring time to the slave, although this can be configured to limit pressure on the
node’s processors. In a PTP network reverse Syncs are also transmitted in a different timing
domain, allowing slave devices to act as alternate Grandmasters if necessary.
The key advantages of this method over the monitoring TLV are that it does not require
the support for a new TLV format, and for slave nodes the storage and processing require-
ments are significantly lower. The slave nodes would need to support the transmission of
Sync messages, but the implementation requirements are small in comparison to that of
adding support for both signaling messages and the monitoring TLV. The slave also does
not need to accumulate timing information in memory before packing it into a monitoring
TLV. Slave devices on the network need only support the repetitive transmission of Sync
messages to convey time error to a monitoring node.
The key disadvantage of this method is that higher processing requirements are imposed
on the timing switches (IEEE-1588 boundary and transparent clocks) or master nodes in the
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network. To convey the time error of the network as a whole, Syncs need to propagate up to
the Grandmaster – consuming a significant portion of the bandwidth in the links closest to it.
It also requires that the timing switches and slaves in the network add the ability to compute
the path delay in the reverse direction, which, if the end-to-end path delay mechanism is
used, places significantly higher processing requirements on the Grandmaster. While the
monitoring TLV is capable of packing multiple samples into a single TLV, the reverse Sync
mechanism requires the transmission of multiple Sync messages – further increasing the
overall message volume. This is further worsened by the presence of transparent clocks
where each and every multicast reverse Sync message is forwarded out of every egress port,
subsequently flooding link partners with Sync messages.
Like the NetSync Monitor method, the asymmetry of the backwards path has an effect on
the recovered time error. The reverse Sync mechanism does allow for an observation of the
rate differences of each clock on the network with respect to the Grandmaster. TLVs can also
be attached to the reverse Sync messages that contain additional monitoring information for
each slave. The processing requirements of the reverse Sync mechanism on the Grandmaster
and intermediate clocks are relatively high, but it provides the monitor a richer data set of
information than the previous methods which allows for greater flexibility in its analysis.
2.2 Data Aggregation
The challenges of monitoring many elements within large dynamic networks are by no means
challenges specific to the timing industry. Many applications today make use of widely
distributed compute nodes that generate continuous streams of data back to a set of specific
endpoints. One of the most relevant examples of this are sensor networks. In a sensor network
many low-cost battery operated sensor nodes continuously measure and stream data back
to central processing nodes. The network structure is dynamically configured, and will often
form a hierarchy based upon physical distribution. These sensor nodes have limited power
and compute capability, but are useful for reactive control systems across a wide range of
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applications [1, 12]. As the cost of hardware decreases it becomes easier to proliferate the
deployment of sensors, subsequently proliferating the volume of information flowing through
the network. This puts significant pressure on both the central processing nodes and the
network transport in between.
Sensor networks are commonly used to collectively infer something about the environment
around them. It is often the case that these sensors are either performing some form of outlier
(event) detection, or the observation of a micro-environment (sensor cluster) over time. This
means that in many cases the resulting conclusions are made by performing an operation
over a combination of the sensor measurements. Data transmission is the most expensive
operation for a sensor node [13,14], which means in most cases it is less expensive to process
information on the fly rather than a central monitoring point. Neighboring sensors are also
highly likely to generate redundant data. Thus a number of methods have been developed
to aggregate sensor data in a dynamic and distributed fashion [15,16].
Distributed aggregation methods allow for the compression of sensor information without
significant losses in accuracy [17, 18]. The aggregation methodology is highly dependent on
the network structure and the performance metric being optimized. Most sensor data aggre-
gation schemes optimize energy efficiency (i.e. message volume), but some optimize for QoS
metrics such as bandwidth, total latency, and throughput. Aggregation networks are gen-
erally categorized into two classes: flat and hierarchical. Flat aggregation networks assume
that each node in the network has the same compute power and energy limitations. Aggre-
gation methods for flat networks generally rely on the dynamic assignment of a central data
sink that broadcasts data queries and aggregates the results. Hierarchical networks follow a
more distributed aggregation pattern by performing data fusion on the information received
from nodes lower in the network hierarchy. Flat aggregation network schemes often require
significantly more communication than hierarchical aggregation networks because each node
is required to communicate directly with the sink node - meaning that the message volume
produced by a hierarchical configuration is generally less than that of a flat configuration.
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There are four subcategories of hierarchical aggregation networks that are of interest:
• Cluster-based: Cluster-based aggregation methods allow for the dynamic configura-
tion of local aggregators which compress the information before sending it to the sink
node. A cluster formation protocol is used to designate both cluster membership and
the head of each cluster. Members of a cluster only need to communicate with the
cluster head, which then communicates with the data sink.
• Grid-based: Grid-based aggregation methods follow a similar methodology to cluster-
based methods in that local aggregators are assigned jurisdiction over fixed regions
throughout the network. Each sensor sends its data to the aggregator in its region,
where it is then fused and passed to the data sink.
• Chain-based: Chain-based aggregation methods aim to minimize the message total
volume (and energy spent on transmission) by limiting communication to direct link
partners. A node must fuse the information received from its link partner with its own
before pushing it off to the next node in the chain.
• Tree-based: Tree-based aggregation methods follow a similar structure to that of
chain-based methods, except a node is allowed to receive data from more than one
other node. This vastly decreases the time it takes for monitoring information to reach
the data sink while still maintaining an energy-efficient structure.
As will be detailed further in chapter 3, the natural tree structure of a timing network
makes the tree-based aggregation methodology most applicable to the ARTT mechanism and
will be included as a central component. The tree-based aggregation methodology relies on
intermediate nodes to employ a data fusion technique to summarize the sensor data produced
by the sub-network. The function of the data fusion technique is highly dependent on the
purpose of the sensor network. Some networks may find it suitable to simply average the
sensor data as it moves upward, but others aim to characterize the distribution of the data
through more advanced data analysis techniques [19].
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2.3 Data Fusion
When monitoring a timing network operators are primarily concerned with both the dis-
tribution pattern of time error and the sudden presence of anomalies that fall outside the
learned distribution. Sensor networks often share the same concern. Sensor networks are
commonly used to not only characterize the normal behavior of an environment, but also de-
tect the presence of changes to it. This form of data analytics can be referred to as anomaly,
event, or outlier detection. In aggregated sensor networks outlier detection is a key compo-
nent in separating noise from sensor malfunction and changes in the environment. Outlier
detection can be used to compress redundant information and preserve the values that differ
significantly from normal behavior.
It is for these reasons that a number of outlier detection methodologies have been adapted
to perform data fusion for sensor aggregation. Each of these methods rely on the assumption
that they are running continuously on an aggregation node receiving a continuous stream
of data from one or more nodes lower in the hierarchy. Each point in this data stream
may contain one or more variables depending on the number of sensors available at each
node. Two forms of data correlation must be considered: correlations between the variables
within each data point, and correlations between the sensor measurements of neighboring
nodes. Both forms of correlation are applicable to timing networks. Variables such as the
offsetFromMaster and rateRatio are components of the overall time error and are likely
highly correlated. The timing error of a downstream node is highly dependent on that of the
parent clock. Effectively capturing these two types of correlations aid in the discernment of
contextual anomalies and improve detection accuracy [20]. Of course the ability to capture
these correlations is highly dependent on the methodology chosen to model the system.
Figure 2.1 illustrates the categorization of techniques used to model and aggregate sensor
data.
Each of these techniques differ in their effectiveness depending on both the size of the
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Figure 2.1: A taxonomy of approaches to outlier detection in wireless sensor networks [1].
network and the structure of the data being processed. Neither cluster nor nearest-neighbor
approaches require a priori knowledge of the distribution but the input parameters are dif-
ficult to choose and do not scale for large networks with multivariate data. Classification,
spectral decomposition, and parametric statistical based methods require either training data
or a priori knowledge of the data distribution which can be very expensive computationally
and do not support dynamic model reconfiguration, but are highly accurate once an effective
model has been constructed. Non-parametric statistical techniques, specifically kernel den-
sity estimators, require no knowledge of the data distribution, are computationally cheap,
and can efficiently handle multivariate data at scale [21]. Kernel estimation allows for the
detection of both local and global outliers - even when running in a sparsely distributed set-
ting. It is for this reason that I have chosen to incorporate kernel estimation as the primary




Aggregated Reverse Time Transfer
Problem Spec 3.1 Existing time monitoring mechanisms do not scale to large networks
due to high message volumes and disproportionate processing requirements. Is it possible to
develop a monitoring mechanism that operates in a distributed fashion yet minimizes the
overall message volume? What is the tradeoff in measurement accuracy?
Problem Spec 3.2 What is the difference in the event detection accuracy of a fully dis-
tributed aggregation scheme vs. one that is semi-distributed or centralized? What effect does
a change in dimensionality have on this accuracy?
The reverse Sync, monitoring TLV, and NetSync Monitor mechanisms provide highly
accurate representations of the time error of nodes throughout a network, but fail to perform
well on sufficiently large networks. Each of these methods are prone to overloading the
monitoring node and upstream timing switches through the condensation of monitoring
information at a single point. The NetSync Monitor method is inflexible due to the lack of
automatic node discovery and manual monitor redistribution. The reverse Sync mechanism
lowers the implementation requirements of slave nodes, but does not support the distribution
of multiple monitoring nodes.
So where is the middle ground? Is it possible to ease the pressure on upstream nodes
and condense the overall message volume? The solution is to follow the example of wireless
sensor networks and aggregate the monitoring information in a distributed fashion. The
key objective is to compress redundant information while still allowing for the detection of
abnormal behavior. For this thesis I propose a new monitoring mechanism called aggregated
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reverse time transfer (ARTT) that employs a distributed aggregation scheme to lower the
overall message volume without a significant loss in accuracy. ARTT will enable continuous
monitoring for any subsection of a dynamic timing network. It will provide an accurate
representation of the normal behavior for the network and report any deviations outside the
normal noise patterns. ARTT enables widespread event detection and an accurate charac-
terization of time error at a lower cost than existing methods.
The remainder of this chapter is divided into three sections: the first discussing the
proposed aggregation architecture, the second detailing my choice for the online outlier
detection mechanism, and the third demonstrating how these are used in concert to address
the proposed problem specifications [3.1, 3.2].
3.1 Aggregation Architecture
3.1.1 Time Error Computation
Before the monitoring information can be effectively summarized, the time error of each
node must first be computed. In each of the existing monitoring mechanisms, this process
is passed upstream to the monitoring node. This allows for a third party observation of
the node’s time error, since the node’s computation of the error cannot be trusted. This
computation must not be performed by the node being monitored, but it must be computed
in a distributed fashion to remove the need for a central monitoring node.
The resolution then is to operate the reverse Sync mechanism on a link-by-link basis and
instead recover a node’s time error relative to the Grandmaster via an upstream neighbor.
This can be done by exploiting a property of timing networks where the time error of a
node is fully dependent on the time error of its upstream parent. If the upstream parent
is receiving information from both the Grandmaster and the node being observed, it is
capable of computing the node’s time error relative to the Grandmaster with minimal loss
in accuracy. Figure 3.1 illustrates the components of this mechanism.
Timing error accumulates as it flows downstream, so the error of the slave relative to
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Figure 3.1: Exhibition of the network structure that enables the timing switch to recover the slave’s time
error relative to the Grandmaster.
the Grandmaster is equal to the combination of the error of the timing switch relative to
the Grandmaster and the error of the slave relative to the timing switch. In this scenario
the timing switch has access to two essential pieces of information: the error of the timing
switch relative to the slave, and the error of the timing switch relative to the Grandmaster.
Therefore we can define the time error of the slave with respect to the Grandmaster as the
following:
err(S,GM) = err(TS,GM)− err(TS, S) (3.1)
Where S is the slave, TS is the timing switch, and GM is the Grandmaster. From this
reference we can use the information referenced by Figure 3.1 to compute the slave’s time




2 represent the information extracted from
the Sync messages received by the timing switch from both the slave and the Grandmaster.
pgm and ps represent the total observed delay between when each respective Sync message
was sent to when it was received (i.e. the mean path delay plus the correctionField). With
this information a complete definition of err(S,GM) can be formulated:
err(TS,GM) = T2 − T1 − pgm (3.2)
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err(TS, S) = T ′2 − T ′1 − ps (3.3)
(3.4)err(S,GM) = (T2 − T1 − pgm)− (T
′
2 − T ′1 − ps)
= (T ′1 − T1) + (T2 − T ′2) + (ps − pgm)
This means that, in perfect conditions, the upstream partner can fully recover the time
error of the slave with respect to the Grandmaster. In the real world, there would likely
be few sources of error (aside from that of the upstream path from the timing switch),
such as the asymmetry of the link between the timing switch and the slave, the timestamp
granularity of the timing switch, and the clock drift of the timing switch that occurs between
T2 and T
′
2. These errors do add inaccuracy to the measured time error, however, they are
likely insignificant compared to the true time error and do not affect the anomaly detection
process. Because this mechanism is run on a link-by-link basis any significant amount of
error present across a single link will be observed by the next upstream partner which will
subsequently raise a red flag to the network operator.
Running the mechanism on a link-by-link basis also allows the timing switch to compute
its frequency offset from the slave, which can then be accumulated going back up the syn-
chronization tree in the same way it would going down. The per-link path delay can also be
computed and used as a metric in assessing the health of the network.
So each node in the network is essentially performing two-way time transfer with its
upstream partner. From the reverse time transfer information the upstream partner is able
to compute three key metrics for each downstream partner: the time error of the slave relative
to the Grandmaster, the accumulated frequency offset, and the per-link path delay. These
metrics are only computed for the downstream partners that neighbor the timing switch
directly. The next step is to find a way to transfer these metrics upstream to run through
aggregation.
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3.1.2 ARTT Communication Protocol Overview
The ARTT mechanism requires that both ordinary and boundary clocks present on the
network actively support the mechanism. Both clock types are required to send reverse Sync
information from their slave port in the configured monitoring domain. Boundary clocks at
a minimum must support both the processing of the three key metrics described previously
alongside the upward transfer of information out of their primary slave port. Both devices
also must not perform the ARTT mechanism until they have selected the best master clock
to ensure that a stable tree hierarchy has started to form.
Transferring this information alongside the reverse Sync messages travelling upstream
requires the definition of a new TLV called the Aggregated Monitoring TLV (AMTLV),
which is explicitly defined in both the following subsection and Appendix A. The most
important aspect of the AMTLV is that it contains an outlier list and sample distribution
representative of the downstream time error. AMTLVs are attached to reverse Sync messages
travelling upstream for further collection and processing. Any timing switch that supports
the ARTT mechanism must be capable of computing a minimum of the three key metrics of
each downstream partner, packaging the computed metrics any additional monitoring data
into a set of data entries, and combining the entries with those attached to received reverse
Sync messages into a new AMTLV that travels upstream.
Standard transparent clocks are allowed on the network, although the risk of flooding
anything connected to the TC with reverse Sync messages remains. It will also be more
difficult to accurately recover a slave’s rateRatio since standard transparent clocks do not
account for rate differences in their estimated residency time calculation. Transparent clocks
configured to actively support the ARTT mechanism, however, can eliminate network flood-
ing and increase the accuracy of the rateRatio calculations.
Transparent clocks supporting the ARTT mechanism must run the same aggregation
algorithm as Boundary clocks. Transparent clocks generally make up a large portion of IEEE-
1588 timing networks. Simply updating the correctionField of reverse Sync messages and
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passing them up the synchronization tree would not address any of the issues with scalability.
The one potential caveat with this is that transparent clocks only need to syntonize their
oscillator (frequency matching) rather than synchronize (phase, frequency, & time of day).
If the time base of the transparent clock is significantly different from the majority of the
network then it may have an effect on the accuracy of the outlier detection mechanism. The
addition of a flag to indicate reverse Sync messages from syntonized clocks is a subject for
further study.
The ARTT mechanism can be run over both unicast and multicast networks, however,
high measurement accuracy is only maintained in networks with full timing support. The
measurements made by an upstream partner will be far more variable if the reverse Sync
messages are running over a legacy network. This is true for all monitoring mechanisms
though, so for this thesis I will run under the assumption that the network fully supports
the IEEE-1588 protocol. Regardless of unicast or multicast operation, a network with full
timing support will form a synchronization tree that benefits from aggregation. Multicast
networks, however, are more dynamic and require far less manual configuration so they tend
to benefit more from the distributed nature of the ARTT mechanism.
The ARTT mechanism can also be run in the presence of multiple Grandmasters across
multiple timing domains. For this to work each domain utilized must have an accompanied
monitoring domain that can be used to differentiate between messages used for synchroniza-
tion and for monitoring. This means that any device on the network transmits as many
streams of reverse Sync messages as the number of supported monitoring domains. Multiple
domains introduces the formation of multiple synchronization trees, which demands differ-
ent paths for monitoring information to follow. Associating a different monitoring domain
for each synchronization domain ensures that the monitoring information follows the path
associated with the Grandmaster for that domain.
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3.1.3 Timing Switch Specification
Since aggregation is performed in a distributed fashion, the timing switches throughout the
network implement the core of the aggregation mechanism. Each timing switch supporting
the ARTT mechanism must be able to do the following:
1. On each port in which Sync messages from one or more Grandmaster(s) are received,
record the most recently received Sync message. For boundary clocks this port will be
the slave port. For transparent clocks this will be any port in which Sync messages that
are not in any of the registered monitoring domains are being received (Note: since
OCs and BCs do not start monitoring until BMCA convergence this should usually be
only one port per domain). These ports will be denoted as observer ports.
2. On each port receiving reverse Sync messages from a monitoring domain (denoted
monitoring ports) compute a new time error sample for each reverse Sync message
received relative to the Sync message in the associated synchronization domain that
was received most recently. Any Sync message in a monitoring domain received on an
observer port for the synchronization domain must be ignored to prevent loops. All
samples are added to the data set used to represent the network model for each domain
and given the lowest possible weight.
3. Any AMTLV received on a monitoring port must be parsed to form two lists: the first
a list of time error samples computed by downstream nodes, and the second a list of
sample outliers observed by downstream nodes. The sample data is added to the data
set of the network model.
4. Maintain an approximation the distribution of the time error of the entire downstream
network over a sliding window (denoted the network model). This model is a combi-
nation of the samples computed locally and samples parsed from received AMTLVs.
Any sample computed for a direct link partner must run through the outlier detection
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mechanism and subsequently added to the outlier list if applicable. Samples from re-
ceived AMTLVs do not need to be checked for outlier status but the outliers in the
AMTLV do (detailed further in section 3.2.4).
5. Transmit a sample data set and list of outliers upstream via reverse Sync messages
with AMTLVs attached. The sample data set being transmitted can be significantly
smaller than the locally maintained sample window. The objective here is to provide
a precise representation of the error distribution without overloading the network with
redundant information. If the number of samples being transmitted is less than the
size of the local data set then a weighted re-sampling of the network model must
be performed. The process for re-sampling is detailed in a later section. The rate
at which sample data sets are transmitted upstream can also be limited by checking
distribution deviation from the data set transmitted most recently. The list of outliers
is not re-sampled in any way since each data point carries stronger significance than
any individual point in the sample data set.
In Figure 3.2 the icons furthest to the left indicate slave devices that synchronize using
the information received from the timing switch they are connected to. Two slave devices
on the bottom left are connected through another timing switch as an example of a small
downstream timing network. The density estimate in the center represents the network
model maintained by the switch. Algorithm 1 formally specifies this information flow. The
rcvGm subroutine simply stores the Sync (and Follow Up if two-step) message data received
most recently from the Grandmaster. The rcvMon subroutine first parses the AMTLV,
adds the new samples to the network model, filters the downstream outlier list, and then
computes a new local sample which is checked for outlier status and then added to the
network model. Every time a new reverse Sync message is sent upstream the sendMsg
subroutine is executed. If there is no previously computed AMTLV or the current model is
significantly different from the one transmitted previously, then a new AMTLV is appended
to the outgoing reverse Sync using the current data set and outlier list. Note that appending
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Figure 3.2: Information flow of throughout a timing switch running the ARTT mechanism.
TLVs to Sync messages can be frowned upon since it increases the residency time in store
& forward transparent clocks, and is therefore recommended that AMTLVs be attached to
Follow Up messages when possible. If the size of the sample data to be transmitted over the
network is larger than the limits imposed by the network protocol in use (e.g. 1500 byte limit
on Ethernet packets), then the sample data can be segmented into multiple TLVs attached
to subsequent Sync or Follow Up messages.
It should be noted that this algorithm is correct only if both access and updates to the
shared variables throughout the procedure are performed in a thread-safe manner. This
algorithm can be run on both boundary and transparent clocks that actively support the
ARTT mechanism because it is purely focused on packaging the locally computed data
with the received downstream information and distributing it to any relevant upstream
path. The message reception and transmission mechanism is dependent on the device’s
clock type, as previously detailed. The key takeaway from this algorithm is that it enables
any timing switch on the network to choose when it is necessary to transmit updated time
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for port : observerPorts do . Run sendMsg before rev. Sync transmission
enableTransmissionAction(port, sendMsg, TX INTERVAL)
enableReceptionAction(port, rcvGM )





for subEntry : msg.amtlv.getDataList() do
subnetModel.process(subEntry)
for subOutlier : msg.amtlv.getOutlierList() do
if subnetModel.isOutlier(entry) then
outlierList.push(entry)
if lastGmMsg 6= null then




sendMsg(msg): . Executed when a new message is generated or forwarded.
if lastTxTLV = null ∨ subnetModel.compare(lastTxTLV.samples) > DEV LIM then
msg.amtlv ← new AMTLV(subnetModel.resample(), outlierList)
outlierList.clear()
error information and limits the amount of redundant information sent.
3.2 Online Error Summarization & Event Detection
The benefit of the ARTT mechanism is that it distributes the computation of time error
summarization and anomaly detection throughout the network to limit both message trans-
mission volume and compute power needed by the monitor. The first step in accomplishing
this is developing an understanding of what is normal for the distribution of time error
throughout a network, which can then be used to detect deviations from the norm. The fol-
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lowing sections detail how an approximation can be developed, and how it is used to detect
and filter outliers in an online fashion.
3.2.1 Approximating the Error Distribution
The natural tree structure of timing networks and architecture of ARTT’s communication
protocol enable the use of hierarchical aggregation mechanisms for compression of monitoring
information. As is detailed in section 2.2, kernel estimation allows for low-cost and highly
distributed data representation. The methodology detailed in this section is derived from the
work performed by Subramaniam et. al. [21]. These researchers developed a framework for
the estimation of a distribution in a sliding time window over a stream of data. If an accurate
approximation of the data can be acquired, then it can be used to combine and summarize
multiple data streams simultaneously and detect outliers ‘on the fly’. If each timing switch
can develop a model representing the time error of the downstream subnetwork then it is
possible for it to package a summary of the subnetwork alongside recently detected outliers
into an AMTLV. Building off of the methods proposed by [21] allows for distributed and
dynamic representation of monitoring data without losing the ability to detect outliers.
The most important aspect of this methodology is the ability to form an accurate model
of the time error metrics. Accurately approximating the normal behavior of the downstream
network is essential for accurately detecting when things are going wrong. Using a kernel
density estimator with a bandwidth based on the standard deviation of the sliding window
allows for a dynamic representation of the downstream time error without requiring any input
from the network operator [21]. The only thing needed to represent each model is a set of
sample data points that reside within the moving window, and the standard deviation of all
values observed within the sliding window. Both pieces of information are computationally
cheap to maintain [22].
Kernel density estimators can be summarized as histograms with a continuous smoothing
factor. A histogram categorizes sample data into a set of bins, each with a predefined
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width. The number of samples contained within each bin form a rudimentary estimate of
the likelihood of each sample within the bin. Now imagine that instead of using predefined
bins we form a probabilistic ‘box’ around each sample. For each sample we can count the
number of other samples that fall within the range of the sample value ± the bandwidth
(denoted h). To do this the distance (normalized by h) between the sample point and every
other sample point can be computed - from which a probability of whether or not the sample
occurs in the range can be assigned. The sum of these probabilities determines the likelihood
for the sample being estimated. A naive estimator may simply assign a probability of 1 if the
normalized distances is less than 1 and 0 otherwise. The result of this would be something
that looks similar to Figure 3.3. The resulting probability density function (PDF) is not a
continuous function, hence the jagged shape of the distribution.
Figure 3.3: Example of a naive density estimate formed through a count of the neighborhood surrounding
each data point normalized by the window size of the neighborhood. [2]
Kernel density estimators extend the naive estimator by replacing the a priori probability
assignment with a probability distribution centered around 0. This probability distribution
is defined by what is called a kernel function, which is generally a symmetric PDF whose
integral over infinity is 1. What this does is distribute the weight of each point into the
space around it. The overall likelihood of any random sample is based upon the degree of
overlap between the weight distributions of each point in the space surrounding the random
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sample. As is illustrated in Figure 3.4 result is a smooth PDF that allows for a dynamic
non-parametric representation of the sample data distribution.
Figure 3.4: A visual comparison of a histogram (left) and a kernel density estimate (right). Both are built
using the same data, but represent different probability distributions. [3]
Kernel functions can be used to map N-dimensional input values to a probabilistic space,
at a low computational cost relative to other estimation methodologies. Equation 3.5 defines
the PDF for a kernel density estimator, where n is the number of samples, h is the bandwidth,












There are a number of choices for kernel functions, but the differences between the effect
of each functions on the resulting approximation are largely insignificant [23]. For reasons
detailed later on I have chosen to use a weighted Gaussian kernel function to be used by
the ARTT mechanism. The bandwidth does, however, have a large impact on the shape
of the estimated distribution. If the bandwidth is too small then the estimation can be
rather noisy, while a large bandwidth over-smooths it. In general the optimal bandwidth
is the one that minimizes the integrated mean square error of the resulting probability
distribution. Reference rules of thumb are often used which have been approximated for
normal distributions and is based upon the standard deviation of the sample data and the
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the total number of samples [2, 24, 25]. More complex methods such as cross validation can
be used to find the optimal fit, but for the sake of simplicity I have chosen to use Scott’s
rule of thumb [25] for the bandwidth estimation methodology for this thesis.
3.2.2 Maintaining the Network Model
So using a kernel density estimator is a computationally cheap and efficient way to estimate
the distribution of the observed time error. Every timing switch on the network need only
maintain a moving sample window and the associated bandwidth value. This allows for
continual updates to the PDF used in re-sampling and outlier detection. Every time new
samples are computed or parsed from an AMTLVs they must be added to the moving sample
window and the density function must be recomputed. Moving windows are defined by a
maximum time interval - meaning that the difference in time between the oldest and newest
samples must be no greater than a predefined value. If this difference exceeds the maximum
time interval then old values are continuously removed until the difference once again falls
below the threshold. This time interval should be computed as follows:
maxTimeInterval ≥ txSampleSize ∗maxRevSyncInterval
In other words, the maximum time interval for each device on the network must at
least be the multiple of the maximum allowed sample interval and the size of the data
set transmitted in each TLV. Since the size of re-sampled data sets are the same across
the network, the moving window of each device must represent the same time interval. If
devices on the network were to maintain moving windows of differing intervals they run the
risk of representing significantly different error distributions. For example if a jump in time
occurs one device may see the history before and after the jump, while another may only
see the post-jump history. This can have a significant effect on the quality of the models
reported upstream. Devices sending reverse Sync data at differing rates to the same upstream
timing switch will still produce an unequal representation of time error in the model of the
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timing switch, so it is still recommended that every device on the network send reverse Sync
messages at the same rate.
As a general rule-of-thumb devices maintaining relatively large moving windows produce
models that are more resilient to large variations in timing error. The better the model, the
better the data sets transmitted upstream represent the true distribution. The computational
cost of maintaining a model is effectually constant, as the size of the sample data set is
proportional to the number of ports on the device. In the worst case, a timing switch will
compute the time error for each downstream link partner and collect as many samples from
received AMTLVs as the maximum transmitted data set size multiplied by the number of
monitoring ports:






The time interval and sample rate configured for the network should reflect the computa-
tional capabilities of devices on the network. High sample rates over long time intervals are
capable of providing the most accurate models that allow for fast reactions to disturbances in
the network at the expense of higher computational cost. Subsequently low sample rates with
small time intervals will produce the least accurate models. The best trade-off of accuracy
to compute cost lies in the configuration of a time interval large enough and a sample rate
low enough to account for sample variation without overloading the computational limits of
the slowest device on the network.
The size of the data set attached to AMTLVs also has an effect on the accuracy of the
reported models. Maintaining a constant size for these data sets ensures that the volume
of information present on the network is not dependent on the network architecture. Small
sample sizes for transmitted data sets, however, do introduce the risk of information loss. The
difference in size between the re-sampled data set and the original and the choice of model
31
estimator can have an effect on what characteristics of the distribution are communicated
upwards. A small re-sample size may cause the reported distribution to seem smoother than
the true distribution. The model used to estimate the data (kernel, histogram, clustering
etc.) can either under or over emphasize aspects of the real distribution. An improper
configuration can result in a sort of telephone game that degrades the observed model as it
travels upstream.
Compared to other methods of model estimation, kernel density estimation maintains a
strong balance of high accuracy and low computational cost [1]. In most cases, the closer
the size of the re-sampled data is to the local sample size the more information the density
estimator has to work with - resulting in higher data retention. Estimating the likelihood (or
frequency) of certain values relies on the representation of that value in the sample data set.
Time synchronization networks do not form a balanced tree, which means that re-sampled
data, which may represent hundreds of devices, is added to the same data set as samples
computed for direct link partners. This means that out of 100 sample points 50 may be
the time error of the direct link partner and the remaining 50 are that of the downstream
network. The resulting distribution will show that 50% of the network matches the time
error for a single device. If only the raw measurements of time error were sent upstream this
would not be a problem, because each sample has equal representation. Re-sampling brings
the trade-off of data volume and unequal representation.
The solution to this is to weight each sample based upon the number of devices it repre-
sents. This can be done most easily through the use of a weighted kernel density estimator
- specifically one with a Guassian kernel. Weighted kernel density estimators offer a set of
slight alterations to the PDF and bandwidth computations of a normal kernel density esti-
mator [26]. The PDF is altered to simply multiply the weight of a specific sample with the
value produced by the kernel function, raising the estimated likelihood for samples holding a
higher weight (Equation 3.6). The value of the bandwidth for Gaussian kernels relies on the
standard deviation of the input data, and thus must also be updated to reflect the sample
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weight. Since ARTT deals with multi-dimensional data the covariance matrix of the sample
data must be replaced with a weighted covariance matrix. Equation 3.7 defines the method
for computing the weighted arithmetic mean and Equation 3.8 defines the method used to





























wi(xi − µ∗)T (xi − µ∗) (3.8)
The modified covariance matrix and PDF emphasizes the variability of samples with
a higher weight. This results in the distribution surrounding each point being tuned to
reflect the impact of the sample. Figure 3.5 illustrates the weighted point-wise probability
distributions and how those contribute to the resulting estimate. But what does it mean
for a point to have high impact on the resulting distribution? In the case of the ARTT
mechanism, points with a higher weight represent a greater number of devices. A data set
sampled from a distribution characterizing the time error of 100 devices should have a higher
impact on the density estimate than that of a single device. It is for this reason that the
first 4 bytes of an AMTLV contain the value of the network representation for the associated
sample data. The network representation is computed via the sum of the number of direct
downstream partners and the device representation reported by any AMTLV received on
each monitoring port. When incorporating the data contained within an AMTLV into the
local density estimator, the weight of each sample is set to the network representation of the
AMTLV. Samples computed for direct link partners are incorporated with only a weight of 1.
When the density estimator is re-sampled for upstream transmission the new sample data is
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assumed to represent the number of devices reflected by the observed network representation.
This way the device at the root of the synchronization tree observes a compressed sample
distribution that is adjusted to minimize information loss and deviation from the true PDF.
Figure 3.5: Example of the distribution formed by a weighted kernel density estimator. Some points con-
tribute more to the overall estimate, illustrated by the smaller distributions with higher peaks. [4]
3.2.3 Communicating & Comparing Distributions
Once the PDF of a sample set has been computed, there are a number of interesting things
that can be done with it. The first being the ability to generate a new sample data set
of a smaller size to transmit in an upstream AMTLV. The process for doing this with the
weighted Gaussian estimator is fairly simple:
1. Perform a uniform weighted random sampling of the data used to build the KDE. The
size of this random sampling should match the desired window size.
2. For each new random sample generate a value from the previously computed weighted
Gaussian kernel (using the weighted covariance matrix) and add that to the random
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sample.
The result is a data set of randomly sampled data that reflects the original distribution.
From here it is easy to see why a relatively small random sampling can introduce a loss in
accuracy, because fewer samples lower the likelihood that samples representative of the most
important characteristics of the distribution will be selected. A general rule of thumb can
be used to determine the effective sample size, such as Kish’s approximate for the effective
sample size [27], but for the most part the closer the size of the re-sample is to that of the
original data the better.
A second useful function of the computed PDF is the ability to compare two distributions
- specifically for limiting the rate at which new data needs to be transmitted over the network.
By default, devices on the network only need to transmit newly re-sampled data when the
entirety of their local sample window has expired (meaning that the time since the data
was last transmitted matches the maximum time interval of the window). Devices can be
opted to only transmit data when the current distribution is significantly different than what
was previously transmitted. An effective methodology for doing this is by computing the
divergence between the PDFs computed for each data set. The Kullback-Liebler divergence
metric [28] (Equation 3.9) is commonly used to compare distributions. It is derived from
the formula for entropy, and represents the expectation of the log difference between two
distributions. In other words it is a measure of how much information is lost when using one
distribution over the other.
DKL(P ‖ Q) =
∫
y
P (y)(logP (y)− logQ(y)) (3.9)
The problem with this metric from the perspective of a kernel estimator is that the
metric is undefined when the probability of one distribution at a given point is 0 and the
other non-zero. Therefore a derivative of the Kullback-Liebler divergence metric, called the
Jensen-Shannon distance [29,30] (Equation 3.10), can be used. This metric is both symmetric
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and finite, and produces a value in the range [0, 1] where 0 indicates perfect similarity and
1 indicates no similarity.












This provides a baseline for comparing the difference between distributions, but the
question then becomes: what value in the range constitutes a significant difference as opposed
to normal error? For this thesis the question is left as an item for future work in a study
on information flow control. That being said the Jensen-Shannon distance can be used to
compare the estimated distribution to the true PDF, and is used to measure the information
loss introduced by the ARTT mechanism in a later section.
3.2.4 Outlier Detection
The most important use of the computed PDF is the ability to detect when a sample deviates
from the norm. Anomaly detection is a rather large field of study with many different
challenges and no one-size-fits-all solution [20]. The most significant challenge is deciding
what constitutes normal behavior and how one can separate outliers from regular noise.
All of the existing methods balance trade-offs between computational complexity, memory
requirements, model assumptions, and human-controlled parameters.
With respect to precision timing, the objective is to characterize the behavior of the
network under stable operating conditions and raise a flag when specific devices deviate from
that behavior. With the ARTT mechanism every timing switch on the network develops a
non-parametric model of the synchronization tree visible to them. These models are online
approximations of normalcy over a given time interval. The model developed at each node
provides an estimate of the degree at which any given sample aligns with the observed normal
behavior.
The ultimate goal of a timing network is to have the timing error of every device on the
network converge to a value that is within the expected bounds of the application. Ideally,
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everything in the network maintains the same time error with respect to the Grandmaster,
but that is not always the case. A network reaches stable-state operation when every device
on the network: 1. exhibits an acceptable time error; 2. maintains a stable variance around
the reported value. Any device will likely have some static offset from the Grandmaster that
is the result of hardware & software errors that are difficult to account for. If the device is
operating in stable-state the observed offsetFromGm should exhibit a distribution centered
around the static offset. That distribution defines the normal operation of the device. In
an ideal world the time error will follow that distribution indefinitely. In reality, that time
error can drift gradually or jump to a new offset. This brings about two terms that define
what it means to be an outlier in a timing network: abnormal and stable-state outliers.
Abnormal Outliers
An abnormal outlier is produced when one or more devices on the network begin to exhibit
behavior that differs significantly from historical observations. This means that any observ-
able change in the time error that deviates significantly from historical patterns can flagged
as an outlier. Abnormal outliers are usually indicative of an attack or device malfunction.
The detection of these outliers indicates to a network operator that the network has started
to fail in some way shape or form.
The ability for every timing switch on the network to characterize the normal behavior is
paramount for the detection of abnormal outliers. The distribution approximation computed
by a timing switch can be used to determine the probability that any specific sample takes
part in the expected behavior. Put formally, if the likelihood of a sample is observed to be
below a specific threshold then it can be declared significantly different. Since we are trying
to detect deviations from the stable state, data points that exhibit a low likelihood can be
flagged as points that deviate from the estimate of normalcy. From here it is simply a matter
of deciding what threshold defines a ‘low’ likelihood. This parameter is rather straightforward
for a network operator to specify because it is dependent upon the requirements of the
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application. For example a threshold of 1% would likely flag data points that fall on the tail
end of the approximated distributions, indicating the frequency of changes in the variability
of the observed time error. A threshold of 0.01% may only flag samples that jump far away
from the normal behavior. Both are dependent on the restrictions and requirements of the
application - in other words, how much are things allowed to change?
The effectiveness of this outlier detection mechanism is dependent on the ability of the
network to first enter a stable state. If a network fails to enter a stable state then this
mechanism would continuously flag new samples as outliers because the underlying estimate
of what is normal changes frequently. This can also occur if the moving window is not large
enough to accommodate the variability of the network under stable conditions. In either
case the network operator would be alerted to the presence of an unstable system state until
it is resolved.
Per Algorithm 1 once the time error of a direct link partner is computed it is checked for
status as an abnormal outlier before adding it to the distribution. Sample data parsed from
a received AMTLV are not checked for abnormal outlier status, but the outliers reported in
the AMTLV are checked against the network model for continued outlier status. Any sample
considered to be an abnormal outlier from the global network perspective will always be an
outlier from the perspective of the node that detected it, but not vice versa. The reason for
this is that the distribution maintained by a timing switch is effectively the union of the data
reported by downstream nodes, meaning that the data parsed from an AMTLV is a subset of
the total data used for determining normalcy. So any abnormal outlier that exists at a given
point for a timing switch on the network must either: (1) be the result of outlier detection
run against direct link partners or (2) be flagged as an outlier by every node following the
downstream path to the point in which it was generated.
For example a jump of 50 nanoseconds may be significant for a small portion of the
network, but it may not be significant on the grand scheme of things. If the entire network
varies by only 50 nanoseconds and a small portion of the network observes a 1 microsecond
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jump then the resulting outliers can be categorized as global outliers. Filtering outliers
as they move up the synchronization tree ensures that outliers reported to the monitoring
node differ significantly from anything observed on the network visible to that node. This
does assume that the entire network is held to the same standard of synchronization (i.e.
everything must synchronize within one microsecond of the primary reference). Any device
in the network can be queried for their most recently computed list of outliers and error
model, so if the network is segmented into domains of differing standards of synchronization
the better course of action would be to have the monitoring node query the root device of
each subtree to obtain outliers relevant to the associated synchronization quality.
For the purpose of this thesis, the outlier detection mechanism used by the ARTT mecha-
nism is a simple check against the computed density estimator of whether or not the likelihood
of the sample is less than a given threshold. This method relies heavily on the accuracy of
the model. If the estimate is too narrow then this outlier mechanism will generate a greater
number of false positives. Ensuring that both the bandwidth of the model is chosen prop-
erly (e.g. via cross validation) and that the sample size is large enough to incorporate the
variance of the time error is critical to the success of such a simple detection mechanism.
Stable-State Outliers
Abnormal outliers tell an operator that some portion of the network is experiencing some
form of degradation. What they do not indicate is whether or not there are aspects of the
observed distribution that are considered to be sub-optimal. This is completely dependent
on the requirements of the application. An example of this would be if a small group within
the network converges to a value that is far off from what is desired by the operator. The
network can be considered stable, but the synchronization quality is worse than expected.
This could be considered an outlier in the sense that these nodes are significantly different
from the rest of the network. In fact it doesn’t even need to be a small group of nodes.
What if half of the network had a low time error and the other half was off by ten times
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the expected value? What if the observed distribution had two modes, centered around ±
four times the desired time error? What data points should be considered outliers? The key
differentiator here would be an extended definition of what is considered to be normal. Is
normal defined by historical behavior or is it defined by the requirements of the application?
This is something that is highly dependent on the restrictions of the application.
Stable-state outliers are indicators that some devices on the network are performing sub-
optimally after the network has stabilized. If a device fails to stabilize then it will be detected
through the generation of abnormal outliers, but if it stabilizes to an undesirable value then
it can only be detected through a stable-state outlier detection mechanism.


















Figure 3.6: A theoretical example of the observed time error after the monitored device experiences a jump
in time. If the moving window size was 5 time units, everything between the dashed and dotted lines would
be considered an abnormal outlier. Everything after the dotted line is considered a stable-state outlier.
The ARTT mechanism makes no judgement on the expected distribution of observed data.
Abnormal outliers are abnormal outliers no matter what the distribution looks like. What
the ARTT mechanism does is provide a summarized view of the time error distribution for
the network, from which analysis on the behavior of the network can be deduced. Figure 3.6
illustrates how abnormal outliers transition into stable-state outliers. The device starts in
stable operation with an offsetFromGM that varies around 1ns. The device then spuriously
exhibits a jump in time and the offsetFromGM transitions to -2 ns. The values between
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the dashed and dotted lines are flagged as abnormal outliers because they change by more
than what was observed previously. After the dotted line the device has observed an offset-
FromGM of -2 ns long enough that it is now considered to be the normal distribution. No
matter what the performance requirements of the application are, detecting that the error
changed more than it usually does is something that should always be reported. Whether
or not the value that a device has stabilized around is open for interpretation.
This is why the ARTT mechanism aims to ensure that the upstream monitoring node
is able to observe these patterns in the distributions it receives from downstream AMTLVs.
The biggest threat to detection of stable-state outliers is the potential for information loss
that results from down-sampling data. If a single device were to exhibit undesirable stable-
state behavior but the reported distribution was combined and down-sampled many times
travelling through the network then the important information may be washed out. This,
once again, presents a trade-off of the volume of information stored on the network vs. the
quality of information reported back to the monitoring node.
For this thesis I am primarily concerned with the detection of abnormal outliers, as the
detection of stable-state outliers for timing networks is a large body of work in itself. The
ARTT mechanism provides the tools necessary for any application to observe the distribution
of time error throughout the network and be alerted when things change unexpectedly.
Performing distributed stable-state outlier detection is something that the mechanism could
be adapted to in the future, but for now the processing of stable-state outliers will remain
the responsbility of the monitoring node.
3.2.5 Practical Considerations
After defining the core components of the ARTT mechanism, it is important to summarize
what an implementation of the mechanism would look like on a real network. The following
points outline the most important characteristics of the mechanism on a real network:
• To fully minimize the total volume of monitoring information transmitted over the
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network every timing switch on the network should support the ARTT mechanism.
– Additionally, in order to obtain high quality error measurements every device on
the network must also support the precision time protocol. Introduction of a
legacy network is supported, but it will only add additional error.
• Every timing switch on the network maintains its own error model, even transparent
clocks. Model maintenance is computationally cheap and requires little memory so the
extra burden placed on network devices should not be significant.
• After the best master clock algorithm has converged the timing switch chooses which
ports shall listen for reverse Sync messages and which port listens for Sync messages
from the Grandmaster.
• Upon receiving a reverse Sync message the following occurs:
1. The time error of the direct link partner is computed using both the reverse Sync
and the Sync received most recently from the upstream master.
2. The reverse Sync is checked for an AMTLV. If it exists, any samples and outliers
are parsed from it (including the weight of the AMTLV).
(a) All samples in the AMTLV are added to the local distribution (network
model)
(b) The outlier list in the AMTLV is filtered to remove any samples that are not
considered outliers w.r.t. to the network model. Any remaining outliers are
added to the outlier list.
3. The time error sample for the direct link partner is checked for outlier status and
added to the outlier list if applicable. Afterwards the sample is added to the
network model.
• Prior to transmitting a reverse Sync message:
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1. The network model is checked to determine whether or not the local data set
should be re-sampled. This decision is configurable. The default implementation
simply checks to see if the time since re-sampling was last performed is greater
than the maximum time interval. If the data set should be re-sampled then it is
packaged into a format that can be transmitted over a network.
2. All outliers in the outlier list are removed from the list and packaged into a
network-ready package.
3. If the combined size of the re-sampled data and outliers is larger than is allowed
for the network transport then multiple AMTLVS can be generated.
• The size of the moving window for each device should be as large as it can possibly be
configured without putting too much pressure on the network bandwidth and device
processing capabilities.
• The decision threshold for abnormal outlier detection should be set based upon the
quality of the devices in the network. If most devices in the network have highly
stable clocks then a higher probability can be set, otherwise lower values will lower the
likelihood of false positives.
A concrete example of these considerations is included with the implementation of the mech-
anism in the following chapter.
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CHAPTER 4
Measuring the Accuracy of the ARTT Mechanism
4.1 Experimental Setup
Experimental Objective 4.1 Given a network of real IEEE-1588 devices, evaluate the
difference in both the time error distribution observed by and outlier detection accuracy of the
ARTT mechanism and that of a PPS monitoring system under various network conditions.
Ultimately, the goal of ARTT is to enable network-based monitoring for large scale net-
works. Before that can be done, however, the ARTT mechanism must be first evaluated
for its effectiveness as a monitoring mechanism in the first place. How do the measure-
ments reported by the mechanism compare to the values observed by a highly accurate
hardware-based measurement system? Does aggregation impose any loss of information on
the reported data? can it even be trusted as a reliable source of monitoring information?
The experiment for this thesis evaluates the ability of the ARTT mechanism to act as an
effective monitoring mechanism. It provides a measure of the information loss induced by a
differing set of scenarios run on a real timing network. Put more formally, this experiment
evaluates the similarity of the distribution reported by the ARTT mechanism against that
reported by a hardware-based pulse-per-second (PPS) monitoring system. In any network
state, the ARTT mechanism will ideally report the same sample data and observed outliers
as those reported through a hardware-based measurement system. Some of the scenarios
being tested observe the performance of the ARTT mechanism in the presence of poorly
synchronized devices or a malicious entity. Network layout, induced servo error, and times-
tamp manipulation are the tools used to construct each scenario. The same procedure for
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data collection and analysis is followed for each of the chosen scenarios:
1. Configure the network to follow the structure detailed by the given scenario. The
Grandmaster must act as the destination for any ARTT data. The Grandmaster
must also be configured to accept pulse outputs from each slave device for direct
measurements of the observed time error in the Grandmaster’s time base.
2. Let the IEEE-1588 mechanism run for whatever period of time is necessary to allow
the network to fall into stable-state. The definition of stable-state is dependent on the
capabilities of the devices taking part in the network.
3. For a given period of time and a fixed sample window collect the aggregated time error
samples reported by the Grandmaster and the time error data observed via the PPS
measurement system.
(a) Log any outliers observed by the ARTT mechanism at the Grandmaster.
4. At the end of the time period output the following to a log file:
• Aggregated samples observed on the GM via the ARTT mechanism
• Samples reported by the PPS measurement mechanism
• Outliers reported by the Grandmaster via the ARTT mechanism
5. Using the reported data perform the following analysis:
(a) Measure the similarity between the sample data reported by the ARTT mechanism
and ground truth. The similarity metrics for this shall be the Jensen-Shannon dis-
tance, euclidean distance, and difference in mean, standard deviation, maximum,
and minimum values.
(b) Iterate through the sample data reported by the PPS measurement system and
flag any observed outliers. The criteria for this can be developed by estimating
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the probability density function of the distribution and selecting sample data that
falls below the likelihood threshold used by the ARTT mechanism.
(c) Compute the Jensen-Shannon distance and accuracy in the number of outliers
reported by each mechanism.
The key metric here is the Jensen-Shannon distance (denoted JSD) of the reported distri-
butions. The Jensen-Shannon distance is a similarity metric commonly used to characterize
the level of information loss induced by choosing one distribution over the other. The JSD
provides a strong indicator of how different the data reported by the ARTT mechanism is
from that of the PPS monitor. The JSD essentially provides the degree of overlap and dif-
ferences in shape between two distributions. It does not, however, indicate the scale of the
difference between two distributions. Hence the euclidean distance metric and the differences
in mean, standard deviation, max, and minimum are included in the analysis as similarity
metrics.
Unless all hardware errors are perfectly accounted for, there is likely to be some difference
in the values reported by the ARTT mechanism vs. that of the PPS measurement system.
The metrics mentioned take this into account. It is difficult to compute metrics such as
recall and precision as the two mechanisms are unlikely to report values that are exactly the
same at any given moment in time - especially since the intervals at which data is reported
by each mechanism do not align to the same exact moment in time (allowing for clock drift
to shift the error measurement).
Additionally, outliers produced by a real implementation of the IEEE-1588 protocol do
not occur at deterministic intervals as the synchronization quality of the device is controlled
by an active phase-locked loop (PLL). A sudden shift in the input value to a PLL does not
guarantee that the PLL will quickly snap to the new value. After long periods of operation
rate adjustments to the PLL tend to be rather conservative. The effect of a delay attack
or device malfunction may not come into play for seconds, or even minutes after bad input
values are fed into the system. For some implementations the effect may take place almost
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immediately. It is for this reason that for this experiment I compare the distribution of
outliers reported by the ARTT mechanism, with those parsed from the raw data output by
the PPS monitor.
4.2 Implementation
The implementation of the components needed to perform this experiment can be divided
into three parts: the hardware and protocol stacks needed to operate a IEEE-1588 network,
the software implementation of the core aggregation protocol, and the software needed to
adapt the aggregation protocol into the real timing network. The following subsections
detail the software & hardware architecture of the entire system, alongside the restraints
and challenges encountered along the way.
4.2.1 Chosen Scenarios
For this experiment a total of six scenarios were chosen to test the effectiveness of the ARTT
mechanism:
Scenario 0: Control scenario consisting of a direct Grandmaster to slave topology, with
no network impairments. Used as an evaluation of the mechanism in an ideal network
topology.
Scenario 1: Synchronize a slave device to the Grandmaster through a boundary clock
running the ARTT mechanism. Running through a boundary clock may add an ad-
ditional source of error that could impact the measurements reported by ARTT. This
scenario evaluates the impact of adding a synchronized timing switch to the topology
under ideal conditions.
Scenario 2: A direct Grandmaster to slave topology, but lower the ability of the slave
to accurately synchronize to the Grandmaster (e.g. modify the damping factor of the
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PLL). This evaluates the ability of the ARTT mechanism in conditions less stable than
that of the control scenario.
Scenario 3: A combination of scenarios 1 & 2: synchronize two slave devices through a
boundary clock alongside a single device connected directly to the boundary clock. By
introducing more slave devices an evaluation of the information loss induced by the
aggregation of multiple devices can be performed.
Scenario 4: In a Grandmaster to slave topology introduce a drift attack and measure the
performance of the ARTT mechanism. The drift attack constitutes an increment of 100
ns to the T1 timestamps transmitted by the Grandmaster to the slave. This scenario
enables a direct measurement of the effectiveness of the outlier detection mechanism
in the presence of a slow drift in time error.
Scenario 5: With the same topology as scenario 3, introduce a 1 millisecond delay attack on
the port of the boundary clock connected to one of the slaves. This scenario evaluates
the ability of the ARTT mechanism to detect when a single device on the network
deviates significantly from the rest.
These scenarios were chosen as a result of the abilities of the available hardware and the
feasibility of constructing said scenarios within the given time frame. These scenarios eval-
uate many of the core components needed for a network-based monitoring mechanism to
operate effectively. A strong performance within these scenarios is a strong indicator of high
performance on larger scale networks.
4.2.2 Network Configuration
For each of the scenarios to be implemented correctly, and for the ARTT mechanism to
be incorporated into the protocol stack running on the network, I needed full control over
the hardware being used on the network. It was also necessary that both the Grandmaster
and each slave device on the network have the ability to output an accurate PPS signal
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that could be fed into a monitoring system. Ideally each device would be a set of network
interface cards (NICs) with both hardware timestamping capabilities and a somewhat decent
oscillator. These networking cards could be used to implement both slave devices and timing
switches while having full control of the information sent out of them. Luckily through the
test bed made available by the University of New Hampshire Interoperability Laboratory
(UNH-IOL) the following hardware was aqcuired for use in this experiment:
• 2 Oregano Systems syn1588 R© rev 2.1 PCIe NICs, and 3 rev 2.0 PCIe NICs
• 1 LR-Link BasedPCIe x4 100FX Quad SFP Intel i350 Ethernet Network Adapter
• 2 Ubuntu 18.04 Intel(R) Core(TM) i5 3.2Ghz 8/16Gb DDR4 x86 64 Computers
With this hardware configuration, a network of one boundary clock, one Grandmaster,
and three slave devices was constructed. The two rev Oregano Systems rev 2.1 cards were
placed into ’Computer A’ which acted as the Grandmaster of the network. The remaining
cards were placed into the larger Ubuntu 18.04 machine (denoted ’Computer B’).
Oregano Systems syn1588 R© NICs are designed specifically to be used in IEEE-1588
applications and thus provide a number of hardware components that can be controlled
programmatically. The most interesting of these are the internal SMA ports on the rev 2.1
cards and the external SMA ports on all 5 cards. One of the three internal SMA ports of
the rev 2.1 cards allow for the input of a reference clocking signal which it can clock off of
rather than the one produced by its own oscillator. What this does is allow for two cards
to become syntonized (share the same clock frequency). The additional internal SMA ports
can be used to transfer an IRIG-B signal between the cards that will allow the two cards to
become phase-aligned and agree on the same time of day. This allows for these two cards
to operate on the same hardware clock with a relative error of 8 ns - making them great
candidates to act as a two port Grandmaster clock. This is further supported by the fact
that any SMA port on both the rev 2.0 & 2.1 cards are capable of generating timestamps
directly upon the receipt of a pulse (voltage differential). This allows both external systems
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to measure the relative time error of the NIC with themselves and for the NIC to measure
time error of a device relative to its own time base. This functionality enables the rev 2.1
cards sharing the same clock to act as a PPS monitor for the three rev 2.0 slave cards with
error measurements relative to the Grandmaster’s time base.
With the two rev 2.1 cards acting as Grandmaster and the three rev 2.0 cards acting as
slaves, the LR-Link NIC was introduced as a boundary clock primarily due to the fact that
all of its ports share the same hardware clock. This configuration enables effective execution
of the 6 scenarios described previously. The LR-Link NIC, however, does not provide a 1PPS
output signal so the time error relative to the Grandmaster cannot be directly measured. It
is for this reason that the time error of the boundary clock was not observed through the
ARTT mechanism since there was no ground truth to compare it with. A detailed illustration
of this network configuration is provided in Figure 4.1
These cards were synchronized primarily through two different protocol stacks. The
first being the PTP stack provided by Oregano alongside their cards which can be used to
synchronize the hardware clocks on the cards when participating in a IEEE-1588 network.
For the LR-Link card the open source linuxptp implementation was used with limited success.
Because we wanted control over the messages sent to each device on the network the linuxptp
stack was configured to run as a slave-only ordinary clock on only one port of the four ports
on the LR-Link card, from which the phc2sys utility was used to ensure that the remaining
ports maintained accurate time of day information. To generate Sync messages out of the
Grandmaster and the master ports of the boundary clock the UNH-IOL’s ViolettTM test
software was used.
This network configuration provides a functional implementation of a real IEEE-1588
network. Both the linuxptp and syn1588 R© software stacks are used widely throughout
real products in the timing industry. The hardware and protocol stacks exhibit error that
is highly characteristic of what would be observed in a real deployment. Therefore it is
expected that the performance of the ARTT mechanism with this hardware configuration is
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indicative of the performance that would be observed on a real deployment.
Figure 4.1: The hardware configuration utilized for this experiment. The syn1588 and ViolettTM PTP stacks
were used to control the three Oregano slave devices, and linuxptp was used to synchronize the LR-Link
card. The two cards in computer A were synchronized within 8 ns using both a 10Mhz reference and IRIG-B
signal.
4.2.3 Software Implementation
The software implementation for this experiment consisted of the implementation of the
core aggregation logic for ARTT and a modified PTP stack to incorporate the mechanism
into the network. The integration of these implementations into the network configuration
enables full operation of the ARTT mechanism alongside a PPS monitor - both of which can
be traced back to the time base of the Grandmaster.
Core ARTT Logic
For this thesis a prototype implementation of the core aggregation logic detailed in Chap-
ter 3 was developed as a modular library that is not tied directly to the actual protocol
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implementation. This library consists of four main components:
Sample Processing: When new messages are received by the protocol stack, the asso-
ciated data must be processed and converted into a new sample data point. This
component handles computation of new time error samples alongside packaging and
processing of AMTLVs.
Error Modeling: Handles maintainance of the network model. This encompasses any
choice of modeling methodology, and provides a default implementation of the weighted
kernel density estimator detailed previously. This model maintains the moving sample
window and is responsible for the re-sampling methodology.
Outlier Detection: Uses the chosen error model to perform the outlier detection mecha-
nism. The outlier detector maintains the list of most recently observed outliers.
Aggregation: Component that coordinates the capabilities of the other three compo-
nents. This means choosing when to add samples produced by the sample processor
to the error model and filtering out any received outliers. The implementation of this
component follows Algorithm 1 exactly.
By developing the core ARTT logic as a separate library any protocol implementation
can use it either directly or as a reference. It is currently implemented as a Java library,
with some Python components. Java was chosen primarily due to my familiarity with the
language, alongside the fact that this experiment uses the UNH-IOL’s Java-based test tool
(ViolettTM) to do a lot of the heavy lifting on the protocol side of things. Many IEEE-1588
implementations, the linuxptp & the syn1588 R© stack for instance, are implemented in either
C or C++ so there are plans to port the logic defined within this library to those languages.
This library is open-sourced and available under a MIT license at https://github.com/
BrandonSmith68/ARTT-Core. The library is fully documented, unit tested, and is meant to
serve as a baseline implementation of the mechanism. New implementations or amendments
to the existing library are more than welcome.
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ARTT Protocol Stack
For the adaptation of the IEEE-1588 protocol to use the ARTT mechanism an existing
implementation within the UNH-IOL’s ViolettTM test tool was used. The test tool is a Java-
based tool used to perform conformance testing for a wide-range networking protocols. The
tool contains a versatile implementation of the IEEE-1588 protocol which can be configured
to emulate a variety of edge cases within the protocol. This versatility made this tool the
perfect candidate for introducing the ARTT mechanism into a IEEE-1588 network.
The tool operates using the jpcap packet capture library to interface directly with the
NICs for packet transmission and reception. It uses the linux SO TIMESTAMPING interface
to retrieve hardware timestamps from packets running through each NIC and has full control
over the information contained within each packet sent. This means that when the tool
transmits or receives a packet on any of the NICs it retrieves a timestamp from the hardware
clock that represents the moment in time at which the packet transitioned between the
physical media and the NIC. The generation of this timestamp, however, is not instantaneous
and has some error associated with it. There are two sources of error for this: the delay in
time between when the packet actually reaches the NIC and when the timestamping unit
issues a timestamp (denoted PHY delay), and the granularity of the timestamp issued. The
PHY delay on the Oregano NIC have been precisely measured and are accounted for by
the associated drivers. The PHY delays of the LR-Link NIC were not accounted for and
were observed to average around 2000ns (ingress & egress), but since Sync messages were
being sent and received all from the same 4-port NIC the phy delays canceled out and did
not have an effect on the results. The timestamper granularity of the Oregano cards is
approximately 4ns, while that of the LR-Link NIC is approximately 40ns. So when any PTP
stack (linuxptp, syn1588 R©, and ViolettTM) operates using a NIC that supports hardware
timestamping, the stack is only as accurate as the timestamping hardware allows it to be.
The ViolettTM tool was used to interface with both the SMA inputs and the ethernet
NICs on the two machines mentioned previously. The tool was used to track the PPS pulses
53
received on the Grandmaster computer to measure the real time error of the three remaining
slave cards. The tool was also used on the other computer to transmit Sync messages out of
the ports of the LR-Link NIC connected to the slave Oregano NICs, transmit reverse Sync
messages out of the slave NICs and the BC back to the Grandmaster.
The ARTT mechanism was added as a modification to the existing IEEE-1588 emulator
libraries in the tool. Support for recognizing and processing AMTLVs was added to the
packet processing libraries, alongside a component capable of watching for reverse Sync
messages and in the case of the BC Sync messages from the Grandmaster. Using the ARTT
core library, these were the only modifications needed in order to add support for the ARTT
mechanism to the PTP stack. If the PTP stack is capable of (1) keeping track of the most
recent Sync message from the GM (2) recording any received reverse Sync message and (3)
handling the separation and attachment of AMTLVs to Sync messages, then the PTP stack
is capable of adding support for the ARTT mechanism.
All of this is controlled by a set of three GUIs developed within the tool. The user is
capable of directing which specific interfaces on the machine should be involved in running
the ARTT mechanism. Figure 4.2 provides an illustration of this UI, which provides a
method for initiating different types of attacks on specific ports and a way to observe the
current time error distribution and most recent outliers. The user also has access to a GUI
(Figure 4.3) that provides a live view of the time error observed via the SMA ports on the
Oregano NICs. On the Grandmaster, both of these interfaces were run to collect the time
error reported both via PPS monitoring and the downstream network. On the computer
with the BC and slave NICs the ARTT GUI and another GUI (Figure 4.4) that was used
to generate reverse Sync messages from the slave NICs and the slave port of the BC. In the
ARTT UI indicating which interfaces were to take part in the ARTT mechanism enabled the
PTP stack to process any received monitoring information and pass it up with the reverse
Sync messages sent up to the Grandmaster. With these interfaces, alongside the ARTT core,
protocol stack, and specialized hardware, all six scenarios could be effectively executed.
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Figure 4.2: The user interface used to configure the parameters for the ARTT protocol.
4.2.4 Limitations
A number of limitations were encountered in the development of this experiment that were
the result of restrictions set by the available hardware, time, and budget. As mentioned
previously, the LR-Link NIC does not have an output port for a PPS signal that could be
used to measure the time error of the BC via hardware. This means the time error reported
by the ARTT mechanism for the BC would have no hardware clock signal to reference and
therefore would not be of much use to the overall result. This is not a restrictive limitation as
the time error of the BC will be observed in the time error of each slave device connected to
it. Since the scenarios cover both direct and indirect master to slave topologies it is possible
to still observe the degree of time error induced by the BC.
Another limitation was the somewhat poor synchronization performance observed by
both the linuxptp and syn1588 R© protocol stacks. The linuxptp stack often experiences
55
Figure 4.3: User interface used to measure the offset observed by the pulses received on the SMA ports of
the Oregano cards on the Grandmaster.
spurious crashes (at least when running on the LR-Link NIC) that make data collection
over long periods of time difficult to perform. It is for this reason that the measured time
interval for each scenario was about 30 minutes, as crashes occurring after long observation
periods proved to be too costly in terms of time. The syn1588 R© PTP stack also exhibits slow
convergence times and a highly variable time error (usually ±2 µs). Luckily the external
SMA ports can be used to stabilize the time error of each NIC before starting the PTP
stack. The time error of each card will settle within ±50 ns using an IRIG-B or PPS signal
from one card to the other. Once the error has stabilized the signal can be disabled and the
PTP stack will then maintain an error of about ±100 ns. This makes the introduction of
poor synchronization performance for scenarios 2 & 3 easy to implement since no hardware
synchronization assistance is needed. Scenarios 1 & 2 use the hardware synchronization
assistance since the system is meant to be observed in a high performing stable-state.
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Figure 4.4: Additional user interface to control the PTP stack running on the slave devices, BC, and
Grandmaster.
4.3 Evaluation
Upon completion of the implementation and network configuration the previously described
procedure was performed for each of the six scenarios. The data that resulted from these
scenarios is detailed in this section, and analyzed further in the following.
4.3.1 Configuration Parameters
For this experiment the configured sample window was set to 10 minutes, but each scenario
was run for a duration of 30 minutes. Outlier detection was not started until both the BC
and the Grandmaster received a minimum of 200 samples. This was to prevent against
flagging the initial data as outliers. The outlier detection threshold used across all scenarios
was set to 0.0001%. The decision to use this value was purely from empirical observation
of the data that resulted from earlier test scenarios. For Scenario 4, a drift rate of 100 ns
every 10 seconds was applied to the timestamps sent to the slave device throughout the
30 minute window. For Scenario 5, a shift in time error of 200 µS was added to the time
information sent to a single device on the network halfway through the observation window.
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A period of 15 minutes was given before starting each scenario to allow the network to fall
back into stable-state. Note that each scenario was not run directly after the previous one
as additional time was needed to gather data and verify the results first.
Both Sync and reverse Sync messages were transmitted at an interval of 1 second. This
means that a new sample was processed (on average) every second. The choice to use this
interval was simply to match the sample rate of PPS monitoring data. It was observed in
previous experiments [31] that producing samples at a rate different than that of the PPS
monitor in the face of highly variable clock drift produced measurement differences that were
just as variable. This means that for a 30 minute window both the Grandmaster and the BC
each processed approximately 3000 samples but only maintained a sample data set a third
of the size. The network sample size, which is the size of the sample data transmitted via
AMTLV, was set to 500 samples. This means that once the time interval since the AMTLV
transmitted most recently surpassed 10 minutes the data in the sample set of the BC at that
moment in time was re-sampled and transmitted up to the Grandmaster in an AMTLV,
from which the Grandmaster processed and added to a log file.
The data produced by each scenario was a list of samples observed by the ARTT mech-
anism, a list of samples produced by the PPS monitor, the outliers detected by the ARTT
mechanism, and the probability distribution produced by the model maintained by the
Grandmaster at the end of the sample period. From this data the associated graphs, statis-
tics, and analysis that follow were produced.
4.3.2 Results
All six scenarios were executed using the configuration parameters described previously
shortly after the implementation was completed. Table 4.1 presents a summary of the statis-
tics observed after running through each scenario. Detailed by this chart are (1) comparisons
of the distribution of the sample data and (2) comparisons of the distribution of outlier data
between the two reporting methodologies.
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Scenarios
0 1 2 3 4 5
Mean (ns)
ARTT 0.5528 6.869 80.56 -154.6 4278 3.717e+04
PPS -40.53 -82.29 48.48 -275.1 4054 3.38e+04
Difference 41.08 89.15 32.08 120.5 223.8 3366
Std. Dev. (ns)
ARTT 27.34 63.85 1331 1391 9210 7.764e+04
PPS 28.83 38.96 1333 1398 9273 7.484e+04
Difference -1.491 24.88 -1.411 -7.3 -63.02 2799
Max (ns)
ARTT 62 224.4 2806 2877 2.457e+04 2.695e+05
PPS 24 -16 2769 2152 2.446e+04 2.855e+05
Difference 38 240.4 37 725.1 107 -1.609e+04
Min (ns)
ARTT -99 -162.6 -2090 -4155 -1.072e+04 -1.398e+04
PPS -136 -168 -2118 -3552 -1.078e+04 -1.438e+04
Difference 37 5.421 28 -603.2 61 404
Density Est.
JSD 0.149 0.528 0.0174 0.120 1.57E-03 0.279
Euclidean 0.0326 0.0973 3.86E-04 3.69E-03 1.78E-05 1.32E-03
Outlier
JSD 0 0 0 0 2.55E-04 1.13E-03
Euclidean 0 0 0 0 2.41E-04 2.74E-04
Count Ratio - - - - 0.9688 0.9342
Table 4.1: Results obtained across all scenarios. The first five major rows represent comparisons between
the distributions of the recorded sample data, while the last major row contains comparisons between the
outliers reported by ARTT and those observed manually.
For the comparison of sample distributions we can see via Table 4.1 that under stable
conditions the differences in the distributions reported by each mechanism are small relative
to the observed time error. In the control scenario a difference of about 40 nanoseconds was
observed between the means reported by ARTT vs that of the PPS monitor. The actual
distribution of these measurements can be seen in Figure 4.5, where the two distributions
exhibit a similar shape but are shifted by about 40 ns. In Scenario 1, however, the distribution
reported by the ARTT mechanism is flatter than that reported by the PPS monitor and is
shifted this time by approximately 80 ns (Figure 4.6). The Jensen-Shannon distance of the
distribution for Scenario 1 is the highest of all scenarios at a value of 0.5.
As the variability of the time error increases the visual differences in shape between the
two distributions appears to decrease (Figures 4.7 & 4.8), but neither distance of the distance
metrics seem to exhibit any specific pattern. The differences in mean and standard deviation
exhibit a somewhat consistent increase in magnitude, specifically once the variability of the of
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the time error is high. Figures 4.9 & 4.10 illustrate the observed distributions in the presence
of a malicious entity. The variability of the time error exhibited by these distributions
is considerably higher than what was observed during the first four scenarios. While the
variability of the time error was far higher, the differences in the computed density estimates
is relatively small.
The first four scenarios were not observed to produce any outliers that fell under the
likelihood threshold. This means that even in the analysis of the PPS measurements after the
experiment was performed there were no samples that fell outside the observed distribution.
Scenarios 4 & 5, however, produced a significant number of outliers that were verified through
manual inspection of the PPS measurements. Figures 4.11 & 4.12 introduce vertical lines
where outliers were detected through each mechanism. If anything these charts provide a
visual representation of where these outliers occurred, and how closely they followed the
distribution of sample data. For Scenario 4, 321 outliers were identified within the PPS
data, and 311 outliers were detected by the ARTT mechanism. For Scenario 5, 76 outliers
were identified in the PPS data and 71 outliers were detected by the ARTT mechanism. The
distance metrics between the distributions of the outliers for each mechanism are very small,
indicating a high level accuracy for the outlier detection methodology utilized by ARTT.
4.4 Discussion
As the purpose of this experiment was to evaluate the effectiveness of ARTT as a monitoring
mechanism, there were no hard expectations set as to what the degree of similarity between
ARTT and the PPS monitor would be. It is hard to set a limit on the difference between
the mechanisms since the desired accuracy varies between applications (e.g. a difference of
10ns may be significant for white rabbit at CERN, but not so much for power utilities).
What this experiment did prove though is that the differences in accuracy between mech-
anisms are primarily a result of the error of the hardware utilized by the network. The


















1 Slave Device, Hardware Assisted, 30 Minute Window
Figure 4.5: Density of the error reported by both the ARTT mechanism and the PPS monitor for Scenario
0.
two factors: the accumulated error introduced by the timestamping units of each NIC being
utilized, and the degree of clock drift between measurements. The first source of differences
is most apparent in the first two scenarios. While the differences in mean and standard
deviation were small relative to the other 4 scenarios, the degree of dissimilarity between
the distributions was as high or higher than the other scenarios. This dissimilarity can be
explained almost entirely by timestamper error. The first source of error is the measurement
error of the PPS mechanism. While it has not been formally verified with Oregano, an delay
of about 20 ns between when a pulse is received on an SMA port to when a timestamp
is issued for the pulse (a.k.a. ingress PHY delay) has been observed consistently through
measurements made between cards sharing the same clock. The ingress PHY delay of the
PPS monitor, the 8 ns timestamper granularity of each Oregano card, and any smaller errors
that were not accounted for likely constituted the 40 ns offset between ARTT and the PPS
monitor for the control scenario. This is further made evident by the difference in the stan-
dard deviation being less than 2 ns - indicating that the difference in mean was likely a static


















1 Slave Device through BC, Hardware Assisted, 30 Minute Window
Figure 4.6: Density of the error reported by both the ARTT mechanism and the PPS monitor for Scenario
1.
certainly due to the addition of the LR-Link card, which has a timestamper granularity of
40 ns. This means that a timestamp generated by the card is accurate to within 40 ns of
when a packet was actually transmitted or received, and thus we see an increase in standard
deviation of about 20 ns and increase in mean of about 40 ns. The LR-Link NIC utilizes
100base-TX SFP modules, of which the delay was not precisely accounted for. This explains
the difference in shape between the two distributions exhibited in Figure 4.6.
It is also interesting to see that the Jensen-Shannon distance for Scenario 1 is the highest
of all scenarios. This is likely due to the fact that the Jensen-Shannon distance only considers
the relative scale of the distributions, so the fact that the distributions for Scenario 1 are
on the scale of 100 ns while the remaining scenarios are on the scale of 1 µs or more does
not impact the measure of relative information loss. When the time error is small and
stable asymmetries and timestamper error have a greater impact on the shape and position
of the distributions. When the time error is large and highly variable the hardware error
is generally too small to have a visible impact on the distribution. While differences in



















1 Slave Device, No Impairment, 30 Minute Window
Figure 4.7: Density of the error reported by both the ARTT mechanism and the PPS monitor for Scenario
2.
loss of information relative to the total data set remains small. Between the scenarios
with high and low time error the volume of lost information is greater (even with slight
deviations in the estimates) but the distance metric accounts for the difference in total
volume. So even though the distributions in Figure 4.6 are very close together relative to
later scenarios, the distributions are still considered to be somewhat dissimilar. Scenarios 2
and 3 experienced a slight change in differences between measurement mechanisms. Both
scenarios produced probability distributions that exhibited values for the similarity metrics
matching that observed in Scenario 0. The difference in mean and standard deviation also
did not seem to follow any specific pattern relative to scenarios 0 and 1. The magnitude of
the differences in mean and standard deviation is small enough to attribute it to timestamper
and measurement error not accounted for.
The progression of Scenario 0 to 5 can be seen as a progression of additional variability
in time error being added to the overall network. The dominant source of variability for
scenarios 0 and 1 were errors introduced by hardware that are difficult to account for. In the




















3 Slave Devices through BC, No Impairment, 30 Minute Window
Figure 4.8: Density of the error reported by both the ARTT mechanism and the PPS monitor for Scenario
3.
unstable PLLs. Scenarios 4 and 5 exhibited large differences in the observed time error that
resulted from drastic changes in the time information sent to a single device on the network.
Scenario 4 saw a slow change in the observed time error throughout the 30 minute period
since the PLL of the slave was pushed continuously by 10ns per second. Scenario 5 saw a
drastic change in time error, as the time information sent to a single device on the network
was shifted by approximately 200 microseconds. With Scenario 5 there was a massive jump
in the differences in mean and standard deviation between the ARTT mechanism and the
PPS monitor.
The reason for this may be less to do with the differences between the measurement
accuracy of the ARTT mechanism and the PPS monitor, and more to do with the moment
in time in which each measurement was recorded. The measurements made by ARTT are
not guaranteed to be recorded at the same exact moment in time as those of the PPS
monitor because reverse Sync messages are not sent exactly at the start of each second.
When the time error of the device is varying wildly, the clock drift that occurs even within


















1 Slave Device, 20us Drift Attack (10ns/s), 30 Minute Window
Figure 4.9: Density of the error reported by both the ARTT mechanism and the PPS monitor for Scenario
4.
measured values. This could explain why the differences between distributions are far larger
for Scenario 5 than they were in Scenario 4. In Scenario 4 the shift in time was more gradual
so the clock drift that occurs between measurements is far smaller. In fact the differences
between scenarios may be a result of the change in time error that occurs between the
receipt of a Sync message and the receipt of a pulse on an SMA port. As the variability in
time error increases, the difference in the true time error of the device can change enough
between measurements that a difference between the measurements made by ARTT and the
PPS monitor also increases. If the experiment were configured to either send Sync messages
exactly on the second, or were configured to run for far longer periods of time the differences
between the ARTT and PPS sample data would likely fall to similar values observed in the
first two scenarios.
As for the outlier detection, the accuracy of the ARTT mechanism proved to be very
high. The values reported by the ARTT mechanism almost always had a corresponding
outlier value in the data parsed from the PPS measurements. Figures 4.11 & 4.12 illustrate


















3 Slave Devices through BC, 200us Delay Attack, 30 Minute Window
Figure 4.10: Density of the error reported by both the ARTT mechanism and the PPS monitor for Scenario
5.
produced far more outliers than Scenario 5, likely because the time error was continuously
pushed outside the existing distribution. With a gradual drift the device is continuously
being forced to train its clock to a growing offset. If the frequency offset of the PLL matches
that of the induced rate of change then the time error of the device will drift at a constant
rate and produce outliers at a fixed interval. Any differences in the induced drift and the
PLL frequency will result in outliers that appear inconsistently. Note how in Figure 4.11
that the time error drifted between ±10µs before moving to settling at a value between 15
& 22µs. It is common for PLLs to follow this behavior as they try to correct for shifts in
time when the input they are receiving is also shifting (generally called overshoot). The
device compensated for the induced drift fast enough to produce time error values that fell
far enough outside of the observed distribution to produce a likelihood that was below the
configured threshold. It should also be noted that these are outlier values that were reported
throughout the entire 30 minute window. By the end of the 30 minute window the sample
data that were previously considered outliers had become part of the distribution, which can




















1 Slave Device, 20us Drift Attack (10ns/s), 30 Minute Window
Figure 4.11: The same density plot as Figure 4.9, but two additional lines illustrating the distribution of
values flagged as outliers by both mechanisms. The outliers flagged by ARTT are the solid red lines, and
the outliers flagged by manual inspection of the PPS measurements are in blue.
Scenario 5 produced outliers that were more characteristic of what would occur if the
network experienced a sudden shift in time. This can be a result of a Grandmaster change (if
not well synchronized to the same primary reference), improper configuration of a device on
the network, device failure, or an attack by a malicious entity. In this scenario the device was
observed to make a somewhat fast shift over to the expected 200 µs offset towards the end of
the 30 minute window. The interesting thing to note here is the effect the slight difference in
the estimated probability distribution had on when the ARTT mechanism started to detect
the presence of outliers. Since the device had started operation in stable-state the device’s
shift in time error to the new value was not immediate. This can be seen by the trail of
sample data between the expected 200 µs value and the stable-state error values. By the
end of the sample window there were not enough values to contribute significantly to the
probability distribution, so even though the time error measurements began to converge





















3 Slave Devices through BC, 200us Delay Attack, 30 Minute Window
Figure 4.12: Similar to Figure 4.11 but for Scenario 5. Note the differences in the density of the reported




The notion of time is often taken for granted by modern applications. Through the wide
availability of the network time protocol, most applications can assume that everything in the
world runs on the same notion of an absolute progression of time (time zones aside). In these
applications time is never something that can be trusted completely, and is almost never used
as a factor of correctness. However, time has begun its transition into first-class citizenship
as more and more application developers push for higher performance and deterministic
behavior. Applications in factories, automobiles, planes, power grids, telecommunications,
database systems, cyber-physical systems, and much more have all begun to realize that time
needs to strengthen its status as both a reliable performance metric and factor of correctness.
With increased demands for more reliable methods to ensure the consistency and quality of
time across a network comes the need to autonomously monitor a synchronized system. This
thesis takes a step in that direction, by proposing an extension to the IEEE-1588 protocol for
low-cost distributed monitoring of time throughout a network. Maintaining the guarantee
that the quality of time throughout the network stays within the bounds of the assumptions
made by an application is a difficult task to perform. With this thesis I hope to provide not
only a more scalable monitoring mechanism for timing networks, but also a baseline concept
for the industry to build off of in an effort to satisfy the precision timing needs of the future.
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5.1 Review
The timing industry is in need of a monitoring mechanism that can be run on any size
network with minimal human involvement. Too often it is assumed by both manufacturers
of precision-timed products and the users of said products that once things are plugged in
they should just work. Once a network has effectively synchronized to a primary reference,
there is no guarantee that the network will remain synchronized indefinitely. These networks
are in need of a mechanism that can autonomously monitor a network and raise an alarm
when something goes wrong. Time sensitive applications hold a reliance on time, and if that
reliance breaks then the application can no longer function properly.
The aggregated reverse time transfer (ARTT) mechanism is an attempt to take a step in
the direction of both autonomous and distributed monitoring of timing error. This mecha-
nism utilizes a peer-to-peer computation of time error to develop an understanding of the
normal behavior for the directly observable network (link partners). Once a model of this
behavior is obtained it can be used to summarize the observed behavior and transmit the
summarized information up the path moving towards the root of the synchronization tree.
Once a device on the network receives this summarized information it incorporates it into
its own model and develops a stronger understanding of the behavior of the downstream
network. Once a model of the behavior of a network has been obtained, it can be used to
determine when network deviates from normalcy. A monitoring node can be placed any-
where on the network and collect the information reported. Any data that falls outside the
normal behavior will be placed alongside the summarized information transmitted upstream
and collected by the monitoring node when applicable. If the deviating behavior surpasses
the bounds set by the application then an alarm can be raised indicating that the network
is performing poorly.
This thesis provides a full specification of the ARTT mechanism, a prototype implemen-




Part of the objective of this thesis was to verify the effectiveness of the ARTT mechanism
as a methodology for monitoring the distribution of time on a real network. Therefore an
experiment was devised to test the performance of the ARTT mechanism relative to that of
a highly accurate hardware-based monitoring mechanism. A series of six scenarios were de-
veloped to test the mechanism under various network conditions. These scenarios tested the
accuracy of the mechanism under stable network synchronization conditions, under condi-
tions with relaxed synchronization requirements, and under the presence of both gradual and
abrupt shifts in time. For this an open-source implementation of the core aggregation logic
was developed and incorporated into the PTP application stack provided in the UNH-IOL’s
ViolettTM test tool. The tests were run using network interface cards (NICs) capable of
running the IEEE-1588 protocol while under the control of the ARTT mechanism. A pulse-
per-second (PPS) measurement system was used to obtain highly accurate measurements of
the true time error of each NIC.
The results of this experiment demonstrated that the ARTT mechanism is capable of
producing measurements that closely match that provided by a PPS monitor. It was expected
that there would be a difference in measurements that resulted from the errors introduced
by the networking hardware used to perform the measurements. This expectation held
true in the observed results, in which the timestamper granularity and PHY delays that
were unaccounted for produced a difference in the means and standard deviations of the
samples reported by each method. It was also observed that the lack of synchronization
of the measurements performed by each method left the potential for rapid clock drift to
dominate the differences in the values reported by each mechanism. This means that when
the network was experiencing bouts of highly variable time error, the time error of a single
device may change significantly within the time interval between a measurement made by
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the PPS monitor and a measurement made by ARTT. It was found that in the scenarios
with unimpaired network conditions the differences in the mean values reported by each
mechanism were no greater than 130 nanoseconds. In the presence of unstable network
conditions the measurements reported by ARTT mechanism were still highly reflective of
the true time error of the network. In all scenarios it was found that the reported distance
metrics alongside the standard statistical differences all fell within acceptable boundaries.
Additionally, it was found that the outliers identified by the ARTT mechanism matched
those parsed from the PPS measurements with a high level of accuracy.
What this research has done is demonstrate that network monitoring mechanisms can
be suitable replacements for hardware-based monitoring, that online model estimation and
data compression can produce highly accurate measurements while minimizing the volume
of information transmitted over a network, and that outlier detection can be performed in
a distributed fashion without significant loss of information. It is the hope that with both
the specification and implementation provided by this research that future researchers will
be able to expand upon this work to answer the needs of the timing industry.
5.3 Future Work
As mentioned previously it has been my objective with this work to provide a strong baseline
for future researchers to implement more advanced and efficient monitoring mechanisms,
with the ultimate goal of developing an industry standard for monitoring time distributions.
There are a number of major components of this mechanism that need to be further tested
or explored:
• The performance of the mechanism at scale relative to existing network-based moni-
toring mechanisms. The time frame of this thesis did not allow for such an evaluation,
as it would need either a large network of physical devices or via simulation through
a framework such as libPTP [32]. The key metric to study here is the difference in
both the volume of information transmitted over the network and the accuracy of the
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reported information as a function of the size of the network.
• An evaluation of the degree of information loss produced by re-sampling sample data
over a long network path. What network configurations have the highest potential for
washing out important data? Is it possible for a section of the network to malfunction
and have it go undetected?
• How should security be incorporated into this mechanism? Should it use the IEEE-1588
security extension? How could an attacker use this mechanism to their advantage?
• Introducing higher-dimensional samples into the distributed aggregation scheme. The
core aggregation logic has been implemented to support higher dimensional samples,
but a measure of the effect of more than one dimension on the outlier detection mech-
anism is needed. For example, what happens if the variables are highly correlated?
• Stable-state outlier detection. This is something of great interest to the industry
and is not a trivial problem to solve. The density estimators provided by the ARTT
mechanism provide a useful set of tools for this problem, but there is no specification
as to how something should be classified as an outlier with respect to the current
IEEE-1588 profiles. How can a group of outliers be identified when they stop being
outliers (meaning when they become common enough to meaningfully contribute to
the distribution)? Does the shape of the distribution indicate bad behavior? Does
this analysis need to be performed by a single monitoring node, or can it be done in a
distributed fashion?
• An implementation of the ARTT mechanism in a widely used open source implementa-
tion of the IEEE-1588 protocol such as linuxptp or ptpd. This would enable members
of the industry or other researchers to easily utilize and extend the mechanism in
concert with a PTP stack they are familiar with.
In addition to these points the experiment performed for this thesis could do more to
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account for the clock drift that occurs between the measurements across mechanisms. Syn-
chronizing the time in which Sync messages with the time in which pulses are generated is
not a trivial task, but it is possible. The intervals at which Sync messages and pulses are
issued could be decreased to limit the time allowed for drift to occur between measurements,
but coordination is still impractical and the volume of data will be far larger. Ultimately, the
best evaluation of the mechanism will come from a comparison of all potential monitoring
mechanisms on a large IEEE-1588 network. Since it is expected that the hardware-based
measurement system will perform either as good or better than a network-based monitoring
mechanism, it is important to observe the accuracy and scalability of the ARTT mechanism
relative to other network-based monitoring mechanisms. Ultimately the ARTT mechanism is
meant to be one of the first in many steps forward in the development of scalable autonomous
monitoring mechanisms for network-based control systems.
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APPENDIX A
AGGREGATED MONITORING TLV (AMTLV) Format Specification
The aggregated monitoring TLV is one of the essential components of the ARTT mechanism.
It acts as the method of transport for monitoring information traveling upstream to other
ARTT nodes. The format defined here carries the simplest and most essential form of
information, which is the compressed sample data and outliers. This is meant to act purely
as the baseline format specification for ARTT. Other implementations of this mechanism
can extend or redefine the structure detailed here to incorporate more extensive data points.
With this format, implementations can at least perform aggregation and outlier detection
on multi-dimensional data.
Bits Octets TLV Offset











The tlvType shall be ORGANIZATION EXTENSION as is defined in [9].
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lengthField (UInteger16)
Represents the total length of the TLV after the type and length fields. This value shall be
14+N, where N is an even number.
organizationId (Octet[3])
The value of the OUI assigned to the organization by the IEEE. As this is currently for
research purposes no request has been made to the IEEE. For now this value is unofficially
set to 0x002020.
organizationSubType (Enumeration24)
Defines a subtype within the scope of the organization. For the purposes of ARTT, this field
is meant to represent different AMTLV implementations. The default value of this field is 1.
sampleWeight (UInteger32)
Specifies the network representation of the AMTLV. This is meant to be an indicator of the
size of the network subtree in which the sample data and outliers represent.
sampleLength (UInteger16)
Details the length in bytes of the sample data stored within this AMTLV. For the default
implementation of this TLV, this number must be evenly divisible by 8 as each sample is
represented using 8 bytes.
outlierLength (UInteger16)
Length in bytes of the outliers in the TLV stored directly after the sample data. for the
default implementation this number must be divisible by 16.
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sampleData (Octet[sampleLength])
Contains the compressed sample data from a downstream TLV. Sample data takes the form
of an 8 byte signed offset value in scaled nanoseconds [9].
outlierData (Octet[outlierLength])
Representation of the list of outliers detected and filter by each downstream node. Each
outlier contains the clockIdentity (8 bytes) of the node that detected the outlier, and the
observed value of the outlier (8 bytes).
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