The present study asks in what way the activity of a neuronal population responding to a sensory stimulus could be most efficiently decoded, or 'read off', by the target neurons. A simple solution to this problem has been proposed -pooling the activity of responding neurons. However, pooling can be inefficient if sensory information is encoded by the 'label' of each neuron firing a spike. We have tested the efficiency of pooling by quantifying the extent to which information about a sensory stimulus is diminished when the identity of the individual neurons is lost by pooling. Analyzing the response of small groups of neurons in rat barrel cortex to single-whisker deflection, we found that pooling neurons within the same column is efficient for representing stimulus position; it causes a loss of only 1% of the information about whether the principal whisker was stimulated, and a loss of 5-12% of the finer information about which of nine possible whiskers (the principal and its neighbors) was stimulated. Cross-column pooling led to larger information losses, in the range of 25-55%. Thus, to decode stimulus position from the discharge of barrel cortex populations, 'downstream' neurons could pool the activity arising from neurons of the same column, while maintaining the activity arising from neurons of separate columns at least partially segregated. Since such parcellation is present in some of the projections from barrel cortex, these findings suggest that columnar organization of barrel cortex serves to facilitate decoding of the location of the stimulated whisker.
Introduction
Most studies of neural coding have addressed the problem of how neurons encode sensory events. However, the brain also faces the complementary problem -that of decoding: given the activity in a certain population of cells, what was the sensory event that evoked it? In practice, decoding must occur for the successful transmission of information from one group of neurons to a second group. Consider a target population which receives input from a set of neurons with widely disparate tuning properties. To conserve all sensory information during synaptic transmission, the target neuron must conserve the 'label' of the spikes arriving from multiple input neurons at different places on its dendritic tree.
A simple solution to the decoding problem has been proposed, namely pooling (Darian-Smith et al., 1973; Shadlen et al., 1996) . The idea is that target neurons simply sum up, or 'pool', the activity of the afferent population. Pooling can lead to a significant improvement in signal reliability, provided that the neurons being pooled are at most weak ly cross-correlated (Darian-Smith et al., 1973; Zohary et al., 1994) . However, it is sub-optimal if the pooled neurons have diverse tuning properties.
Cortical neurons with similar (but not identical) stimulus selectivity are generally organized in columns that span the whole cortical depth (Mountcastle, 1997) . If the differences in the response properties of neurons located within the same column are not essential for representing salient stimulus features, then columnar organization could act as a framework to facilitate pooling with minimal information loss. To support this hypothesis, it is important to establish exactly how much information would be lost if the activity originating in a single column were pooled by its target population. Then, it is important to look at the effect of pooling across multiple cortical columns, in order to constrain the spatial scale across which neurons could be grouped before causing substantial loss of sensory information.
In this paper we used an information-theoretic formalism to study how groups of simultaneously recorded neurons, distributed within one or more barrel-columns of rat barrel cortex, code for stimulus position. We compared the information transmitted by the two decoding schemes: 'labeled line' and 'pooling' (Reich et al., 2001) . According to labeled line decoding, downstream neurons maintain the identity of the neuron from which each spike arises; according to pooled decoding, all spikes are assumed to have an equal effect on the postsynaptic neuron. We used a mathematical approach that makes explicit what aspect of population spike trains -independent spikes or correlated firing -underlie the information transmitted by labeled line and pooling schemes.
Our experimental paradigm was the decoding of stimulus location in the primary somatosensory cortex of the rat. For several reasons, this is an excellent model for studying the role of columnar organization in cortical coding. First, in this system it is possible to obtain accurate estimates of the information conveyed by small populations of neurons Petersen et al., 2001) . Second, the barrel cortex offers the opportunity to relate neuronal population encoding and decoding to the anatomically (Woolsey and Van der Loos, 1970) and functionally (Simons, 1978) defined columnar structure of this cortical area. Finally, the selected sensory feature, the location of the stimulated whisker, has true behavioral significance (Harris et al., 1999) -under natural conditions rats must solve the very same decoding problem that we have posed here.
Our results suggest that pooling is an effective strategy for decoding stimulus location when restricted to individual cortical columns: all the information conveyed about principal whisker stimulation is preser ved by the operation of within-column pooling. In contrast, across-column pooling leads to information loss. Thus cells in rat somatosensory cortex may convey information about the site of whisker stimulation precisely by virtue of the column in which they are located. left somatosensory cortex exposed. An array of six tungsten electrodes, configured either as a row or a 2 × 3 matrix, with 300 ± 50 µm horizontal separation between adjacent electrode tips was advanced into the cortical barrel field, centered on barrel-column D2. Since the typical diameter of a barrel-column is 300-400 µm (Rice, 1995) , in a typical experiment one or two electrodes (more rarely three) penetrated any single barrel-column under the array. However, only groups of neurons where each cell was recorded at a different electrode were considered for this study. The great majority of neurons were likely to have been located between 300 and 950 µm, the depths at which thalamic axons from the ventral posterior medial nucleus terminate (Lu and Lin, 1993) . The columnar location of electrode penetration sites were identified relative to histological sections.
Neuronal activity was amplified and band-pass filtered in the range 300-7500 Hz. Action potentials were digitized at 25 kHz, 32 points per waveform, and time-stamped with 0.1 ms precision (Datawave, Boulder, CO). Off-line, single-unit action potentials were discriminated by differences in shape and amplitude.
Individual whiskers were stimulated 3 mm from their base by a piezoelectric wafer (Morgan Matroc, Bedford, OH). Vibrissae C1, C2, C3, D1, D2, D3, E1, E2 and E3 were def lected one at a time in order to study how populations of cortical neurons encode stimulus location. The stimulus was an up-down step function of 80 µm amplitude and 100 ms duration, delivered once per second, 50 times for each vibrissa.
We analyzed 171 pairs of simultaneously recorded cells. In 52 cases, both neurons in the pair were located in barrel-column D2. In other cases, the two neurons in the pair were located in different barrel-columns in the same barrel row: 80 D1-D2 pairs and 39 D1-D3 pairs. In addition, we analyzed 77 triplets of simultaneously recorded cells: eight triplets in which all three neurons were located in D2, and 69 triplets in which the neurons were located in D1, D2 and D3.
Data Analysis
To calculate neuronal responses, we considered a time window 0-T ms after the onset of whisker def lection. We divided the spike train of each cell into bins of size ∆t. Each possible spike train of each cell hence became a 'word' of length L = T/∆t. To consider the effect of pooling over a given set of cells, the responses in corresponding bins were summed on a trial-by-trial basis. All results reported here use a time bin size ∆t of 10 ms.
In order to quantif y how units code stimulus location, we applied information theoretic methods. Mutual information (Shannon, 1948) quantifies how well an ideal observer of neuronal responses (R) can discriminate between all the different stimulus locations (S), based on a single response trial:
( 1) where P(n|s) is the conditional probability of obser ving a neuronal response n given a def lection of whisker s, P(n) is the unconditional probability of response n [the average of P(n|s) across stimuli], and <…> s denotes an average across stimuli weighted by the probability P(s) of def lecting whisker s. In general n is the ensemble of spike sequences across all neurons in the population.
Mutual information quantifies the amount of information about the stimulus available in the neuronal population response, thereby placing an upper bound on the performance of any decoder (Cover and Thomas, 1991) . Thus, the analysis presented in this study quantifies the performance of ideal labeled line decoders and ideal pooling decoders
In general, it is difficult to estimate the information conveyed by neuronal populations, due to sampling bias (Panzeri and Treves, 1996) . However, the fact that barrel cortical neurons emit very few spikes per stimulus (typically 0-2) substantially reduces this problem. We showed previously Petersen et al., 2001) that it is possible to reliably estimate the mutual information conveyed by the responses of pairs of such neurons using the series expansion method (Panzeri et al., 1999; ). This method approximates the mutual information by a second-order power series expansion in the time window T, and is accurate providing that the number of spikes in each bin (averaged across stimuli and trials) is small and spike times are not correlated with infinite timing precision. The approximated information estimates depend only on post-stimulus time histograms (PSTHs) and pairwise correlations between spikes at different times.
Our previous work ) made the approximation that at most one spike occurs in any given bin, a safe assumption for the labeled line analysis given the low firing rates observed. In fact, by comparison with the new method reported below, we checked that the one-spike-per-bin approximation leads, for the labeled line response, to an error on the information estimate which is <0.3% of the total information (averaged across all analyzed cell pairs). However, it might lead to a significant underestimate of the information conveyed by pooling. Hence we generalized the series expansion formalism to allow for multiple spikes per bin -the equations are given below.
An important feature of the series expansion is that it separates the contribution of individual spikes (IPSTH) from that of correlated spike patterns (Icorr): (2) The series expansion approximation for the labeled line code is as follows ). The first term, IPSTH, quantifies the contribution of individual spikes. If spike times are independent given the time-dependent firing rate, then the PSTH is a complete description of the response. The contribution of PSTH stimulus-modulations to information transmission was computed as follows : (3) where n a (t|s) is the number of spikes in time bin t of cell a to stimulus s on a particular trial. The bar … denotes an average over trials; thus n a (t|s) is the corresponding PSTH.
The other part of the series expansion equation, Icorr, quantifies the information contributed by the presence of correlated patterns of spikes (either within-or across-cell):
In the above equation, c ab (t 1 ,t 2 ) is the joint PSTH of bin t 1 of cell a and bin t 2 of cell b given stimulus s (either combinations a = b or a ≠ b are possible). It is equal to , unless a = b and t 1 = t 2 . c aa (t 1 ,t 1 |s) measures the probability of more than one spike occurring in time bin t 1 of cell a, and is computed as . [This is the only difference in the equations compared to the case of a maximum of one spike per bin, in which case c aa (t 1 ,t 1 |s) is simply zero.] The form of c aa (t 1 ,t 1 |s) in the 'multiple spike per bin' case can be derived by observing that considering more than one spike per time bin becomes equivalent to considering a spike count code in each particular bin, and making use of the expression of the auto-correlation terms of the series expansion for the spike count case, reported by Panzeri et al (Panzeri et al., 1999) .
is the expected value of c ab (t 1 ,t 2 |s) in the case that the spikes are statistically independent. Note that the relative contribution of within-neuron and cross-neuron spike patterns can be assessed simply by considering separately the a = b and a ≠ b components in the equations. The information conveyed by a pooled population code was estimated in the following way. On each trial, the pooled response N(t|s), which is the number of spikes occurring in time bin t to presentation of stimulus The series expansion equations for the pooled code were then evaluated exactly as above, with the only differences that (i) the quantities n, c and ce were replaced by the corresponding quantities for the pooled spike train: N, C and Ce, and (ii) in the pooled series expansion equations there was no sum over cells (a,b) because pooling collapsed the responses of all the cells into a single spike train.
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The results reported in this paper use a time bin size ∆t of 10 ms in all cases, and a post-stimulus time window of 0-40 ms pairs and of 0-30 ms for triplets. The series expansion information analysis must be applied to triplets for a shorter time period for sampling reasons. In fact, a rule of thumb for effective removal of finite sampling biases with the series expansion is that the number of trials per stimulus (50 in this case) should be roughly twice as large as the number of pairwise combinations of time bins ). This series expansion has two components: an auto-correlation component from within single cells, and a cross-correlation component from across pairs of cells.
where L is the number of time bins and C the number of cells. A simple calculation shows that, given these constraints and the number of trials available, the number of time bins that can be reliably analyzed is up to four for pairs and up to three for triplets.
We performed several analyses to verif y that the series expansion approximation was accurate for triplets [the checks performed for single cells and pairs have been reported previously Petersen et al., 2001) ]. Results are reported only for D2-D2-D2 triplets, but are similar also for the cross-columnar case. (i) We estimated the spike count information for each triplet, both by 'brute force' directly from the mutual information definition, equation (1), and using the series expansion. For the post-stimulus time window of 0-10 ms, these estimates differed by just 4.5% averaged across all triplets. (ii) We compared response entropy in spike counts, estimated using the series expansion, to that estimated by 'brute force' from the response probabilities. For the 0-30 ms post-stimulus window, these estimates differed by just 1.5% averaged across all triplets. (iii) We compared response entropy in the spike times, estimated using the series expansion, to that estimated by 'brute force'. For the 0-10 ms post-stimulus window, these estimates differed by just 2% averaged across all triplets. Collectively, these results indicate that the series expansion approximation is accurate under the conditions of our dataset.
Results

Decoding the Information About Nine Whiskers
Analyses were carried out to find out how information might be decoded from the activity of groups of neurons responding to stimulation of nine individual whiskers. The question was how neuronal activity specifies stimulus site among these nine whiskers (C1, C2, C3, D1, D2, D3, E1, E2, E3). To elucidate what aspects of neuronal population firing are important for decoding the location of the stimulated whisker, we computed how much information the spike emission times of neuronal groups transmitted according to two decoding schemes: (i) labeled line, which conserved the identity of which neuron fired each spike, and (ii) pooling, which ignored which neuron fired each spike. We quantified the efficiency of pooling as a decoding mechanism by computing the difference between the labeled line and the pooled information. Since labeled line decoding is an upper bound on the information transmitted by a neuronal population, this difference must be positive or zero (Cover and Thomas, 1991) . This is analogous to the way in which Nirenberg and co-workers (Nirenberg et al., 2001) recently assessed the information cost of neglecting cross-correlations in the retina.
Results for a typical pair of cells recorded from barrel column D2 are illustrated in Figure 1a . The left panel shows the times at which spikes occurred for each of 50 def lections of whiskers D1, D2 and D3 (here and in the following, stimulus onset was defined as time = 0 ms). Both cells responded strongly and rapidly to the principal whisker D2, but weakly and with longer latency to non-principal whiskers D1 and D3. This obser vation is consistent with the well-known functional properties of barrel cortex (Armstrong-James and Fox, 1987) . Since the individual cells have similar response properties, the pooled response maintains these characteristics. Pooled decoding was thus only marginally less informative than labeled decoding for the nine-whisker set. Figure 1b illustrates results for a pair of cells recorded from different barrel-columns, one neuron in barrel-column D1, the other in barrel-column D3. Again (lef t panel), both neurons yielded the strongest response and shortest latency to their respective principal whiskers. However, since in this case the preferred stimulus was different for the two different neurons, pooling blurred important stimulus-related differences in both response timing and response strength and led to a loss of 50% of the total information transmitted by the labeled line signal (right panel).
To check whether these results were typical, we compared the pooled and labeled line decoding schemes across all pairs of cells. The averaged results are shown as a function of poststimulus time in Figure 2 . For cell pairs in barrel column D2 (left panel), at 40 ms post-stimulus the pooled response conveyed on average 0.26 ± 0. 01 (mean ± SE) bits of information about which of the nine whiskers was stimulated. The labeled line response was only marginally more informative (0.28 ± 0.02 bits). The percentage of information lost in pooling was approximately constant with time: 7 ± 2%, 7 ± 2%, 6 ± 2% and 5 ± 2% at 10, 20, 30 and 40 ms respectively. Thus pooling had a similar effect for all post-stimulus time windows considered.
We then considered pairs located in adjacent barrel columns (D1-D2). At 40 ms post-stimulus, the labeled line and the pooled responses conveyed respectively 0.35 ± 0.01 and 0.26 ± 0.02 bits of information about the nine whiskers (Fig. 2, middle panel) . In this case, pooling led to a substantial information loss: 25 ± 1%. For neuronal pairs in non-adjacent barrels (D1-D3, right panel), the labeled line and pooled responses conveyed respectively 0.37 ± 0.02 and 0.22 ± 0.01 bits at 40 ms post-stimulus. For D1-D3 neurons, the information lost in pooling was even greater than for adjacent columns: 39 ± 2%. Thus, the information lost in pooling increased systematically with inter-neuronal distance.
We also computed information transmission for populations of simultaneously recorded triplets of neurons. For D2-D2-D2 triplets, the information lost in pooling was 11 ± 2%, 14 ± 3% and 12 ± 5% at 10, 20 and 30 ms respectively. These values, for each time window considered, were slightly higher than those obtained for the corresponding time windows of D2-D2 pairs, but the difference did not reach statistical significance (t-test, P > 0.3).
For D1-D2-D3 triplets, the information lost in pooling was very large: 43 ± 1% at 0-30 ms. Loss of information due to pooling was thus higher for triplets than for pairs. However, consistent with the results for cell pairs, there was markedly less information loss for within-column pooling compared to crosscolumn pooling.
Within-column Pooling: Effect on Stimulus-specific Information
Is the loss of information due to pooling specific to particular elements of the stimulus set, or does it ref lect an overall degradation of the information conveyed by the population? We addressed this question by estimating the information that neurons convey about whether the stimulus site was, or was not, the selected whisker, (for example, D2 versus 'not D2'). For this analysis, all other eight whiskers were considered to be in the same category. By computing this quantity selecting one whisker at a time, we obtained a 'whisker-specific' information function for both labeled line and pooled decoding mechanisms (Fig. 3) . For neuron pairs located in the barrel column D2 ( Fig. 3 ; left panel), the most reliably encoded whisker was the principal whisker, D2, for both decoding procedures. At 40 ms poststimulus the information about stimulation of whisker D2 was 0.185 ± 0.012 bits, which accounted for 65% of the total information about all nine whiskers. Neuronal pairs located in the D2 barrel-column also conveyed some information about non-principal whiskers, consistent with previous physiological studies (Petersen and Diamond, 2000) . However, the specific information for non-principal whiskers was at least six times smaller than that for the principal one. In the context of stimulus localization, the neuronal population within a given barrelcolumn appears to report mainly whether the principal whisker was stimulated or not.
Next, we compared these results to those obtained with pooling. Pooling did not lead to any statistically significant loss about whether the stimulus was D2 or not (1 ± 1%; P > 0.95; one-way ANOVA ). Hence, information about whether or not the principal whisker was stimulated is extremely robust to pooling. In contrast, pooling led to substantial loss of information specific to the surround whiskers. The loss of whisker-specific information was highest for surround whiskers -particularly those located in the same row as the principal one. For neuron pairs located in barrel-column D2, pooling caused 32 ± 7% loss of information specific to whisker D1 and 27 ± 15% loss specific to D3 (Fig. 3, left panel) .
We repeated the same analysis for triplets of neurons located in D2. We found again, that the information about the principal whisker that was lost in pooling these triplets was negligible: 1 ± 4% (0-30 ms post-stimulus; P > 0.95; one way ANOVA).
Cross-column Pooling: Effect on Stimulus-specific information
The situation was different when neurons located in different barrel columns were pooled (Fig. 3 central and right-hand  panels) . The large amount of specific information about whiskers that were principal to the sampled columns for labeled line decoding was drastically reduced for cross-columnar pooling. For D1-D2 pairs, 42 ± 3% of the specific information about whisker D1 and 31 ± 3% of the specific information about whisker D2 was lost in pooling. For D1-D3 pairs (Fig. 3 right  panel) , 54 ± 5% of the specific information about D3 was lost in pooling. Thus, information about the principal whisker was fully preser ved only by within-column pooling, not crosscolumnar pooling.
What Features of Population Activity Are Lost in Pooling?
Having identified circumstances under which the labeled line response is much more informative than the pooled response, we asked what aspects of population firing might carr y the labeled line code. In general, population codes can convey information in three ways: (i) by the timing of individual spikes; (ii) by patterns of spikes within cells; (iii) by patterns of spikes across cells. Individual spike information is expressed in terms of stimulus-dependent PSTH structure. Spike pattern information is expressed in terms of auto-correlation and cross-correlation structure (Vaadia et al., 1995; Petersen et al., 2001) . We considered what effect pooling has on each of these three features.
Pooling has three effects. First, if cells differ in their pattern of PSTH profiles across stimuli, pooling will blur informative differences and hence cause information loss. Second, withinneuron phenomena like refractoriness can lead to informative structure in auto-correlations -this will also be degraded by pooling. Third, since the origin of each spike is lost, crosscorrelations (and any information they might convey) no longer exist. Since these three mechanisms correspond to separate terms of the series expansion, we were able to consider the effect of pooling on correlation-dependent information. Previous work on labeled line and pooled decoding schemes (Reich et al., 2001 ) considered mainly the first mechanism. Results are shown, averaged across all pairs of cells, in Figure 4 . For cell pairs within the same column, the information loss due to pooling was nearly entirely attributable to the individual spike component of the code. The results were similar for pairs located in different columns: for D1-D2 pairs individual spikes accounted for 92 ± 9% of total pooling loss; for D1-D3 pairs the result was 83 ± 12%. These results are consistent with our previous report that the fundamental coding unit in this system is the individual spike Petersen et al., 2001) .
The total amount of individual spike information lost due to pooling depended on the relative locations of the neurons. At 40 ms post-stimulus, the loss was 0.03 ± 0.01 bits for D2-D2 pairs, 0.08 ± 0.02 bits for D1-D2 pairs and 0.13 ± 0.03 bits for D1-D3 pairs. This finding can be explained by the fact that neurons in different columns differ more in their PSTH profiles across stimuli than do neurons within the same column. Hence pooling destroys more PSTH structure for cross-column neuron pairs than for within-column neuron pairs.
Although small compared to the role of individual spikes, a significant (15%) contribution to the information conveyed by barrel cortex populations about stimulus location comes from within-cell spike patterns, provided that neuronal 'labels' are conserved ). This effect is due to a negative dip in the auto-correlation, perhaps ref lecting refractoriness or inhibitory feedback (Berry and Meister, 1998) (Petersen et al. give a detailed examination ]. Figure 4 shows that for D2-D2 pairs part of this within-cell pattern information is lost by pooling. This type of information loss was smaller than that due to pooling independent spikes in all cases. Cross-columnar pooling led to a greater loss of within-cell spike pattern information. This was because negative auto-correlations are particularly effective in carr ying information when the PSTHs to different stimuli are diverse (Oram et al., 1998; .
For coding of stimulus location, there was very little information contributed by cross-cell spike patterns (Fig. 4) . Hence, there was no information present that could be lost by pooling.
Discussion
Can 'downstream' neurons decode the messages in afferent spike trains simply by pooling over inputs, or is it also necessary to take into account the identity of the afferent neurons? A recent study addressed this issue for populations of 2-6 nearby neurons in primar y visual cortex of anesthetized macaques (Reich et al., 2001) . The result was that neuron identity ('labeled line') conveyed information about the nature of the visual stimuli, and that pooling led to loss of information. The aim of our study was to explore this issue in a different neural system and to address three further questions. (i) Is it truly neuronal identity that matters, or is the critical label the columnar identity in which the neuron resides? (ii) Is all sensory information equally degraded by pooling, or are certain aspects robust to pooling? (iii) What features of the population code are destroyed, or conserved, by pooling?
With regard to the first question, our analyses revealed that the loss of information about stimulus location caused by withincolumn pooling is much smaller than that caused by crosscolumn pooling. This indicates that afferent spikes could be 'labeled' according to columnar identity (sacrificing neuronal label) with little loss in information about the stimulus site. With regard to the second question, the result was that pooling conser ves essentially all the information that same-column neuronal populations convey about the stimulation of their principal whisker. The information loss was related exclusively to non-principal whiskers. If, for this stimulus set, the main message reported by a columnar population is whether or not its principal whisker has been def lected, then this message could be decoded by a pooling mechanism with almost no loss in information. With regard to the third question, our investigation showed that the main feature of the population code of stimulus location that is lost by pooling is the diversity in PSTH profiles. 'Blurring' of within-cell spike patterns causes only a small information loss.
In a previous study, we reported that only 20% of the information about stimulus location carried by pairs of within-column barrel cortex neurons was redundant . This may seem to contradict the new findings presented here, which show that neurons in the same column have nearly identical responses: the within-column neuronal label carries little information about stimulus location. How can a cortical column containing ver y similarly responding neurons show such a small amount of redundancy? The results can be reconciled because barrel cortex neurons are characterized by low firing rates. Even if neurons have similar receptive fields, low firing rates cause each spike to carry nearly independent information since it is relatively uncommon for multiple neurons to emit spikes on the same trial.
How might our results generalize when somatosensory cortex is studied under different experimental conditions? The size of the pooled population is one issue to consider: the typical information transmitted by a cell pair or triplet is on the order of 0.2-0.4 bits, just a fraction of the information needed (3.16 bits) for 100% correct discrimination of stimulated site. Hence, the relevant population code for stimulus location must involve a larger population than we could examine. Although with the present methodology we could not detect any statistically significant trend, it would be important to determine in future work how the present results generalize to large population.
A second issue is whether within-column pooling would still be efficient in preser ving information about more complex, naturalistic stimuli. This is an important topic for future research -we emphasize that the methodological approach introduced here is equally applicable to complex stimuli.
As shown in this paper, pooling is a plausible mechanism for decoding of stimulus location from the activity of barrel cortex neurons. Whether this strategy can be used by downstream neural systems will depend on the structure of the projections connecting barrel cortex to the decoder. Projections from barrel field to various brain areas such as the neostriatum (Alloway et al., 1999) and pontine nuclei (Leergaard et al., 2000) follow a crude somatotopic organization, with non-negligible overlaps of projections from different columns. Each target neuron receives strong inputs from one column and weaker inputs from a few neighboring columns. Is this structure compatible with decoding by pooling? Suppose that the target decoder neurons do not rely on sophisticated dendritic processing (Segev and London, 2000) , but are only able to add up all inputs. If all columns project with the same weight, no decoding of stimulus position by pooling would be possible, since the decoder would respond exactly in the same way to all stimulus locations. Decoding stimulus location by a summating neuron hence requires that inputs from columns representing different whiskers have different weights. A 'perfect' one-to-one somatotopic organization of the projections is one such extreme possibility. However, the partial and relatively coarse segregation of inputs that seems to be realized by projections that leave the barrel cortex (Alloway et al., 1999; Leergaard et al., 2000) could also support a potentially information-rich read-out mechanism: pooling all its inputs, the target neuron would signal stimulation of its principal whisker (i.e. the principal whisker of its main afferent column) by emitting a strong or fast response, and would signal stimulation of surrounding whiskers by emitting a weaker, longer-latency response. These considerations suggest that pooling based on partial segregation of projections from different columns might be a plausible mechanism for decoding stimulus location from the activity of populations of neurons in barrel cortex.
One reason for studying whether pooling neuronal activity over a certain spatial scale distorts the information content of the neuronal signals is that pooling is closely related to the spatial signal averaging that underlies imaging techniques such as functional magnetic resonance imaging (Rees et al., 2000; Logothetis et al., 2001) . Such techniques are used to investigate sensor y tuning of responses to different stimuli in different spatial regions of the cortex (Wandell, 1999) . Our findings suggest that it is important to understand the spatial scale of signal averaging compared to the size of cortical columns. If the spatial averaging spans several columns, much of the information present in the neuronal signal is likely to be lost. We believe that the present results points to important constraints on the spatial resolution of parametric imaging experiments.
In conclusion, we suggest that, despite the potentially enormous complexity of the cortical population code for stimulus location, the information carried about the location of a stimulated whisker may be read-off in a highly efficient manner by a simple mechanism -pooling of the afferent activity of neurons with similar sensory tuning. We speculate that the structural substrate supporting decoding of topographically mapped stimulus parameters is the cortical column.
