ABSTRACT In the age of Industry 4.0, the techniques of artificial intelligence and pattern recognition play a critical role to develop the smart factories. In this paper, a block recognition system, named e-Block, was developed by using a novel projection algorithm and the convolution neural networks. The developed system displays a picture of the target object (e.g., a car or a house), and the children follow the instructions provided by the system and use the various blocks to build the object. Subsequently, this system compares the assembled block with the target object and determines whether the shape is identical. To identify the assembled block, this system applies Kinect to obtain information on the depth of the object and a new projection algorithm is proposed for converting the depth information into three feature images. By integrating three feature images, the convolution neural networks (CNN) are employed to construct the classifier to identify the assembled block. In the experiments conducted in this paper, the CNN classifier was compared with three classification algorithms. The experimental results show that the CNN classifier can accurately recognizes whether the assembled object is identical to the target object and outperform the compared classification algorithms. In additions, the experimental results also reveal that the proposed recognition algorithm can be a useful technique for applying in various applications of Industry 4.0.
I. INTRODUCTION
Recently, the research field of Industry 4.0 and smart factory had attracted much attention [1] - [3] . Wang et al. [2] developed a smart factory framework that incorporates industrial network, cloud, and supervisory control terminals, where they applies a self-organized multi-agent system to assist smart factory with big data. Torres proposed an automatic text recognition system for use on shop floor mechatronic systems with unstructured images, to identify patterns in products [3] . However, in recent years, artificial intelligence also had a great improvement by using the deep learning algorithm, and it incorporates with mechatronics systems to identify products or objects for various applications. Consequently, object recognition becomes an extremely important research topic in artificial intelligence, which is widely employed in the applications for smart factory of Industry 4.0. In this study, an object recognition algorithm is proposed and to be a useful technique for applying in smart factory.
Commercially available building blocks differ in form, shape, color, and use. From a learning perspective, building blocks can be used to train children to differentiate among shapes, develop independent thinking, use their hands and fingers to grasp objects, and cultivate hand-eye coordination. In addition, when children play with building blocks, they learn to describe the size, shape, and location of objects, thereby developing strong language skills [4] .
In recent years, several researchers have developed interactive systems based on building blocks that involve the blocks with electronic techniques [5] - [12] . Jota and Benko [5] developed the StereoBlocks system that combines Kinect and a 3D stereoscopic projector. Rather than relying on complex desktop tools, the system provides a workbench where users can use simple physical blocks and objects to build complex virtual 3D models. Miller et al. [6] developed an interactive system that uses Kinect and the Lattice-First algorithm for acquiring and tracking 3D physical models constructed using building blocks. In this interactive system, users construct 3D models using their hands while the system acquires an instruction of addition or deletion to the model. Anderson et al. [7] developed a system consisting of computational building blocks assembled into physical structures. These physical structures determine and communicate their own geometric arrangements. Ichida et al. [8] proposed the ActiveCube system in which 3D models constructed using physical cubes are retrieved. This system supports the interactive retrieval of a 3D model even by computer graphics and 3D geometry novices. Lee et al. [9] proposed a novel block-shaped tangible interface named Bloxel. This Bloxel is a translucent cubical block that glows in full color and communicates with the neighboring.
The Microsoft Kinect (Kinect) [13] camera currently develops a new kind of human-computer interaction (HCI) methods because of its new gaming experience, in which involves body movement sensing and interaction [14] - [17] . An increasing number of researchers are integrating Kinect with learning tools to boost learner motivation [18] - [28] . Giovannella et al. [18] used Kinect to implement interactive urban environments that integrate smart tourism and smart learning. Tam and Li combined Kinect with smartphones to create an intelligent control for interactive discussions and presentations for future e-learning systems [19] . Kanndroudi and Bratitsis analyzed the potential of Kinect applications to utilize this technology to teach physical, cognitive, emotional, and social skills [20] . Cai et al. [21] used the Kinect camera to develop a virtual dolphinarium for use in potential autism intervention. Rather than emulating the experience of swimming with dolphins, the virtual dolphin interaction program allows children with autism to act as dolphin trainers at the poolside and learn nonverbal communicating with virtual dolphins by using hand gestures. Hsieh et al. [22] developed a virtual physics laboratory by integrating Kinect, Unity3D, and a gesture classification algorithm. Visual physics experiments are conducted in the virtual physics laboratory, and Kinect can be used to detect the upper-body skeletons of users and the corresponding gestures. Tannous et al. [23] used Kinect and Kalman filter to develop an orientation-based fusion scheme between visual and inertial sensors. Their system can improve the knee flexion kinematics during functional rehabilitation movement of the lower limbs. Saenz-de-Urturi and Garcia-Zapirain Soto developed a Kinect-based virtual game to detect incorrect postures while the elderly are performing physical activities [24] . The system captures limb node data received from Kinect to detect posture variations and applied the DTW algorithm to identify whether the posture is correct. Chou et al. [25] used the Kinect to design a home rehabilitation system specifically targeting the stroke population. The rehab system provides appropriate somatosensory games targeting different limbic areas of the patient, and document the daily health status and rehab efficiency of the patient. Al-Naji et al. [26] proposed a real-time monitoring system to calculate respiratory rate and detect apnoea based on the Kinect and a motion magnification system. Their system can identify breathing movements by detecting rapid motion areas in the magnified frame sequences, and measures respiratory rate to detect apnoea in infants and young children. Chen et al. [27] proposed a 3D feature descriptor for object recognition to identify poses of a vision-guided robotic. They developed a viewpoint feature histogram descriptor to characterize an object's pose and enhances the system's ability to identify objects with mirrored poses. Lu et al. [28] presented multi-scale local surface features to recognize 3D objects in point clouds by using Kinect. The local surfaces are encoded with multi-scale feature to recognize model hypotheses and pose hypotheses.
In this study, an interactive block-building system named e-Block was developed. Some processing techniques are based on the idea of our previous research [29] . To achieve best performance, we combine the convolution neural networks to construct classifier in the study. In additions, the field trials, and sensitive study of the proposed system are also given. Figure 1 shows a screenshot of the e-Block system. First, the e-Block system displays a random target object in the picture (e.g., the mountain in Fig. 1 ) from two viewpoints. After the child has assembled the object using blocks, the e-Block system compares the assembled object with the target object. If the assembled object is identical to the target object, a voice response of successful message is conveyed, and the time spent in assembling the object is displayed. Otherwise, a fail message is conveyed.
The remainder of this paper is organized as follows. The proposed block recognition algorithm of the e-Block system is presented in Section 2. The method for generating the training data patterns is introduced in Section 3. The experimental results are presented in Section 4 to demonstrate the effectiveness of the proposed method. The evaluation results of the field trials and a questionnaire survey are presented in Section 5. The conclusion of the paper is discussed in Section 6.
II. PROPOSED BLOCK RECOGNITION ALGORITHM of e-BLOCK SYSTEM
For the e-Block system, a block recognition algorithm for identifying whether the shape of the assembled object is identical to that of the target object is proposed. The five steps of the proposed algorithm are as follows:
Step 1 (Extracting Depth Information):
The e-Block system in the present study uses Kinect to extract depth information from each input image. The depth information is converted to a point cloud dataset in the 3D format for the input image ( Figure 2) .
Step
(Coordinate Transformation):
The point cloud dataset contains information on the distance between each pixel and the Kinect camera. In this step, we use the algorithm proposed by the PCD Viewer tool [30] to generate the 3D coordinates of each pixel.
(Segmenting the Assembled Object from the Point Cloud Dataset):
The point cloud dataset contains the assembled object, desk, chair, and other furniture (Figure 2(b) ). In this step, we segment the assembled object from other irrelevant objects. In our experiments, the assembled object is placed 1 m in front of the Kinect camera. If the distance between a point cloud pattern and the Kinect camera is more than 1.2 m, the corresponding point cloud pattern is removed. Figure 3(a) shows the result after the removal of such point cloud patterns. Subsequently, we use the random sample consensus (RANSAC) algorithm to remove the point cloud patterns of the desktop.
To locate the plane of the desktop, we randomly choose three point cloud patterns from the dataset and generate a candidate plane. The projection distance between each data pattern and this candidate plane is then calculated. A projection distance of a data pattern of less than 2 cm indicates that the data pattern belongs to the candidate plane. By repeating the process 100 times, we examine the number of data patterns belonging to each candidate plane. A candidate plane containing the maximal number of data patterns is determined as the practice desktop. To accelerate the computational process, if a candidate plane containing data patterns more than half the number of the entire point cloud patterns, then we directly consider this plane as the practice desktop. Finally, the desktop patterns are removed from the point cloud dataset. Figure 3(b) shows the result after the removal of the point cloud patterns of the desktop.
Next, we remove other irrelevant objects. Because the assembled object is placed in front of the Kinect camera, the assembled object should be located around the center of the input image. If the distance between a data pattern and the image center is farther than 20 cm, then this data pattern is removed. Figure 3(c) shows the result after the removal of the point cloud patterns of irrelevant objects.
(Feature Extraction and Integrating a Feature Image):
In this study, a density projection algorithm for extracting the features of the assembled object is proposed. First, each data pattern in the point cloud dataset is projected to the XY, XZ, and YZ planes, and the distribution of each plane is normalized to the size of 320 × 240. Fig. 4(a) is the original image of a pyramidal-style block. Figs. 4(b)-4(d) are the projection results of the XY, XZ, and YZ planes. Each plane is then uniformly divided into 16 × 12 image blocks, and the number of pixels in each image block is counted as a feature for representing the pyramidal object. The number of pixels in each image block is then normalized as a real value whose ranges from 0 to 255. This value indicates the projection intensity of the corresponding block. If an image block contains a larger number of pixels, then the value of this block is large. Finally, for each assembled block, we integrate XY, XZ, and YZ image planes to construct a new feature image (size of 48 × 12) as given in Fig. 5 . Figure 5 (a) and Figure 5(b) ). However, comparing the projection intensity of the two assembled objects on the XZ plane (middle part of feature image in Figure 5 (a) and 5(b)) reveals that they have dissimilar projection intensity in the top view. A similar observation was made on the YZ plane (right part of feature image in Figure 5 (a) and Figure 5(b) ). The difference between the XZ and YZ planes is the critical features to identify the assembled object. In next step, these feature images of assembled blocks are collected as training data patterns to construct the classifier by using the convolutional neural networks (CNN) [31] .
Step 5 (Constructing CNN Classifier): After collecting the images of assembled block, we then transfer each block images to be the feature images (training patterns) and apply them to construct the block classifier. The classification method used in this study is the LeNet classifier [31] . LeCun et al.'s proposed LeNet classification with deep convolutional networks maybe the most famous method in the field of deep neural networks. In this study, we refer to several techniques used by LeCun et al. [32] to implement our convolution neural networks. The CNN algorithm is implemented by applying Google's TensorFlow.
TensorFlow is the open sourced provided by Google Brain, and it is supposed to be flexible for research purposes while also allowing its models to be deployed productively. The architecture of proposed CNN classifier is presented in experimental section. Finally, the constructed CNN classifier is applied to recognize whether the assembled object is identical to the target object.
III. CONSTRUCTION OF TRAINING DATA PATTERNS
In this study, 10 assembled objects, including a house, a car, mountain, a boat, a pyramid, and a tree, are used ( Figure 6 ). In the process of block recognition, the user can place the assembled block at various angles. Half of data patterns were used as the training dataset and the remaining data patterns were used as the testing dataset.
IV. EXPERIMENTAL RESULTS OF THE CNN CLASSIFIER
In this study, the CNN classifier is applied to recognize whether the assembled object is identical to the target object. The CNN algorithm is implemented by applying Google's TensorFlow [32] . The training and testing are processed at a Macbook Air using the CPU version of TensorFlow. Figure 8 shows the architecture of proposed CNN classifier. The learning rate and dropout rate are set as 0.001 and 0.5, respectively. Both convolutional layers use 32 kernel filters of size 5x5. The max pooling applied in this study takes the output of the convolution and splits it up into tiles. The tiles VOLUME 5, 2017 is chosen to be 2x2 pixels and the largest value from each tile is used in the next layer of the network. A fully connected hidden layer has 1024 neurons and the training iteration of CNN algorithm is set as 1000.
Experimental simulations were conducted in this study to compare three classification methods: the k-nearest neighbor (kNN) [33] , support vector machines (SVM) [34] , and multilayer perceptron neural network (MLP) [35] . The kNN algorithm used the k value at 3; the SVM used linear model; and the MLP used backpropagation algorithm for training the network. Each feature image of data pattern was transferred as a vector of 576 features to constructing the classifiers. In this study, three experiments were performed. In the first experiment, the assembled block was placed at a fixed location with one of eight rotation angles (including 0 • , 45 • , 90 • , 
135
• , 180 • , 225 • , 270 • , and 315 • ). In the second experiment, the assembled block was placed at a fixed location with a random rotation angle. In the third experiment, the assembled block was placed at eight locations with a fixed angle. Table 1 summarizes the setup of the three experiments. 
A. EXPERIMENT 1: FIXED LOCATION WITH EIGHT ROTATION ANGLES
In the first experiment, the assembled block was placed at a fixed location. The assembled block was rotated through eight angles, 0 (Fig. 7) ; 690 images were collected as data patterns, and half of data patterns were used as the training dataset and the remaining data patterns were used as the testing dataset. Table 2 summarizes the corresponding classification accuracy rate of four classification methods. Our CNN classifier achieves 97.22% accuracy rate for classifying the ten assembled objects rotated through eight rotation angles. The accuracy rate outperforms other classification methods. The experimental result illustrates that Our VOLUME 5, 2017 CNN classifier can accurately identify the ten assembled objects.
B. EXPERIMENT 2: FIXED LOCATION WITH RANDOM ANGLES
In the second experiment, each assembled object was rotated 10 times through random angles. One hundred testing patterns were collected to evaluate the performance of the four classification methods. Table 3 summarizes the classification accuracy rates. Our CNN classifier obtained 92% accuracy rate in this experiment. An additional analysis revealed that some of the assembled objects were easily confused when placed at random angles. However, no data patterns were constructed for these random angles. This situation brings out some misclassification results for the CNN classifier.
C. EXPERIMENT 3: EIGHT LOCATIONS WITH A FIXED ANGLE
In the third experiment, we placed the assembled object at eight locations on the desktop with the rotation angle at 0 • . The eight locations are illustrated in Figure 9 (a). These locations are around the original location. Figure 9 (b) and Figure 9 (c) show the assembled block placed at Locations 1 and 8, respectively. Eighty testing patterns were collected to evaluate the performance of the e-Block system. Table 4 summarizes the corresponding classification accuracy rate of four classification methods. The CNN classifier obtained 96.25% accuracy rate in this experiment. The experimental result shows that the proposed algorithm performs optimally even when the assembled block is placed at different locations on the desktop.
V. FIELD TRIALS AND QUESTIONNAIRE OF THE e-BLOCK SYSTEM
To test the e-Block system, field trials were conducted at Maker Faire Taipei (Figure 10 ). In addition, we designed a questionnaire according to the Nielsen principle of using design [36] for evaluating user satisfaction with the e-Block system. The questionnaire was completed by 43 people. The questionnaire employs five rating scale, the higher score on the scale indicating that a user is more satisfied with the e-Block system. Table 5 lists the average scores for the seven questions.
According to user comments and our observations from the field trials and the questionnaire, we summarized these comments as follows:
1) Most users agree that the e-Block system is novel and interesting. 2) Most users highly agree that the e-Block system can help children improve their spatial and geometrical concepts.
3) If children successfully assemble the target object, they always spend lesser time in assembling the same object in the next attempt. 4) A hint mechanism can be designed for guiding the children. 5) The user interface of the e-Block system should be more child friendly.
VI. CONCLUSIONS AND FUTURE WORKS
In this study, we integrate Kinect and building blocks to develop an interactive block-building system named e-Block system. The e-Block system boosts the motivation of children to assemble blocks. This system displays the target object from two viewpoints, and the children need find out a possible solution to assemble the object. The experimental results reveal that the proposed block recognition algorithm accurately identifies whether the assembled object is identical to the target object and outperform the compared classification algorithms. According to the results of the field trials and questionnaire, most users agree that the e-Block system is novel and interesting and that it can help children improve their spatial and geometrical concepts. Additionally, in this study, an object recognition algorithm is proposed and to be a useful technique for applying in smart factory. However, if the user inputs the assembled blocks that are not contained in the 10 assembled objects, the e-Block system then still outputs an incorrectly recognition result from the 10 objects. To overcome this problem, we need build a pre-classifier to identify whether the assembled object is contained in the 10 assembled objects or not. To build this pre-classifier, an effective method should be proposed to collect or generate the negative data patterns in our future works.
