Rough set theory, initiated by Pawlak, is a mathematical tool in dealing with inexact and incomplete information. Numerical characterizations of rough sets such as accuracy measure, roughness measure, etc, which aim to quantify the imprecision of a rough set caused by its boundary region, have been extensively studied in the existing literatures. However, very few of them are explored from the viewpoint of rough logic, which, however, helps to establish a kind of approximate reasoning mechanism. For this purpose, we introduce a kind of numerical approach to the study of rough logic in this paper. More precisely, we propose the notions of accuracy degree and roughness degree for each formula in rough logic with the intension of measuring the extent to which any formula is accurate and rough, respectively. Then, to measure the degree to which any two formulae are roughly included in each other and roughly similar, respectively, the concepts of rough inclusion degree and rough similarity degree are also proposed and their properties are investigated in detail. Lastly, by employing the proposed notions, we develop two types of approximate reasoning patterns in the framework of rough logic.
Introduction
Rough set theory 1−2 is proposed to account for the definability of a concept in terms of some elementary ones in an approximation space. It captures and formalizes the basic phenomenon of information granulation. The finer the granulation is, the more concepts are defined in it. For those concepts not definable in an approximation space, the lower and upper approximations can be defined. As an effective tool in extracting knowledge from data tables, rough set theory has been widely applied in intelligent data analysis, decision making, machine learning and other related fields 3−5 .
To date, several numerical measures 1−2 have been proposed to characterize the uncertainty in Pawlak's rough set theory. For instance, given an approximation space (U, R) with U being a nonempty finite set and R being an equivalence relation imposed upon U , then for any rough set X of U , the so called accuracy degree
|R(X)| |R(X)|
and the roughness degree 1 −
|R(X)| |R(X)
| were introduced with the intention of capturing the completeness and impreciseness of our knowledge about the set X, respectively. For any two subsets X and Y , X and Y are said to be roughly equal if and only ifR(X) =R(Y ) and R(X) = R(Y ), correspondingly, several graded versions of rough equality, i.e., the notions of rough similarity measure 6 between any two subsets X and Y have also been proposed. Those proposed notions are not only theoretical, but also contribute to the knowledge discovery and approximate reasoning in information tables.
How to introduce the above mentioned numerical approach to the rough logic has become one of the important issues in the study of rough logic, which helps to develop a kind of approximate reasoning mechanism embodying the idea of rough approximations. We have made a modest attempt in this perspective in [7] , wherein the notions of rough (upper, lower) truth degrees of formulae in pre-rough logic were proposed and some fundamental properties were also obtained. In this paper, we do a continued research along this research line, more precisely, we introduce the notions of roughness degree and accuracy degree for any formula by means of the proposed notions of rough (upper, lower) truth degrees. Then, for any two formulae in prerough logic, the notions of rough similarity degree and rough inclusion degree are also proposed and their properties are investigated in detail. The proposed notions can be regarded as the graded version of those in existing literatures concerning rough logic, and will also be employed to develop two kinds of graded reasoning methods in the framework of rough logic .
The rest of this paper is organized as follows. In Section 2, we briefly recall prerough algebra and pre-rough logic initiated by Banerjee, which are the focus of this paper. In Section 3, the concepts of rough (upper, lower) truth degrees introduced in 7 are briefly recalled and some new properties concerning rough (upper, lower) truth degrees are also obtained. In Section 4, based upon the fundamental concepts of rough (upper, lower) truth degrees, two types of accuracy degrees and roughness degrees for rough formulae are proposed and some fundamental properties are examined in detail. In Section 5, we further propose the notion of rough inclusion degree and show that it is a manifestation of Xu's inclusion degree 8 in the context of rough logic. In Section 6, to measure the extent to which any two formulae are roughly similar, we introduce the notion of rough similarity degree. And in Section 7, as an application, we develop two kinds of approximation reasoning patterns embodying the idea of rough approximations. Lastly, we complete this paper with some concluding remarks, as stated in Section 8.
Definition 1.
An approximation space is a tuple AS = (U, R), where U is a non-empty set, also called the universe of discourse, R is an equivalence relation on U , representing indiscernibility at the object level.
Definition 2.
Let AS = (U, R) be an approximation space and X ⊆ U. Then X is said to be a definable set if it is union of some equivalence classes produced by R, and otherwise, a rough set. As for any rough set X, two definable sets are employed to approximate it from above and from below, respectively. They are
where [x] denotes the equivalence block containing x. Then we callR(X)(R(X)) rough upper (lower) approximation of X.
In what follows, we always writeR(X)(R(X)) as X(X), if we do not emphasize the equivalence relation R.
Definition 3.
9−11 A structure P= (P, ≤, ⊓, ⊔, ⇁, L, →, 0, 1) is called a pre-rough algebra, if it satisfies the following conditions: ∀a, b ∈ P, (1) (P, ≤, ⊓, ⊔, 0, 1) is a bounded distributive lattice with the least element 0 and the largest element 1,
Example 1.
9−11 Let 3 = ({0,
, where ≤ is the usual order on real numbers, i.e., 0 ≤ 1 2 ≤ 1, ⊓ and ⊔ are minimum and maximum, respectively. In addition, ⇁ 0 = 1,
In what follows, we will show that 3 forms a pre-rough algebra, or equivalently, it satisfies the conditions in Def. 2.3. Indeed, the verifications of conditions (1)- (7), (9)- (10), (12) become trivial. For (8), we have from ∀a ∈ {0, (8) holds. For (11) , it suffices to show that if a > b, then at least one of La > Lb and M a > M b holds, which follows immediately from the above definitions of L and M .
As shown above, 3 forms a pre-rough algebra. Moreover, since it contains one more element than the trivial pre-rough algebra {0, 1} (an easy proof), it is also the smallest non-trivial pre-rough algebra.
Example 2.
9−11 Assume that AS = (U, R) is an approximation space, and
A routine verification shows that P is closed under the above operations, and moreover, it satisfies the conditions in Def. 3. And hence, (P, ≤, ⊔, ⊓, ⇁, L, → , (∅, ∅), (U, U )) forms a pre-rough algebra. The language of pre-rough logic consists of the set of propositional variables (also called atomic formulas) S = {p 1 , p 2 , · · · , p n , · · ·}, and three primitive logical connectives ⇁, ⊓ and L. The set of all formulae in pre-rough logic is denoted by F (S), which is a free algebra of type (⇁, ⊓, L) generated by S.
In pre-rough logic, four additional logic connectives ⊔, M , → and ↔ can be defined as follows:
Definition 4.
9−11 The axiom set of pre-rough logic consists of the formulae of the following form:
The inference rules are as follows:
Let A ∈ F (S), then A is said to be a theorem of pre-rough logic (⊢ A for symbol) if there exists a finite sequence 
Definition 5.
9−11 A valuation v in pre-rough logic is a mapping from the set of rough formulae F (S) to any pre-rough algebra
Note that v also preservers the operations ⊔, M and →, which follows immediately from the definability of
In the sequel, we denote by Ω 3 the set of all valuations v : Pre-rough logic is observed to be sound and complete with respect to the class of all pre-rough algebras, i.e, Theorem 1.
Moreover, it enjoys the following stronger completeness theorem (also called the standard completeness theorem).
Theorem 2.
9−11 ∀A ∈ F (S), Γ ⊢ A if and only if ∀v ∈ Ω 3 , ∀B ∈ Γ, v(B) = 1 implies that v(A) = 1.
Review of Rough Truth Degree for Formulae in Pre-rough Logic
In this section, we briefly review the notions of rough (upper, lower) truth degrees proposed in [7] . Some new properties concerning the notions of rough (upper, lower) truth degrees are also obtained, e.g., it is proved that the sets of rough (upper, lower) truth degrees are all dense in the unit interval [0,1].
3.1.
Rough truth degree of rough f ormulae in pre − rough logic Definition 6. 7 Let Ω 3 be the set of all valuations of the form v :
Remark 3. As shown in Def.6, φ A is uniquely determined by the segment 
In what follows, we will callĀ the A-induced truth function. It is necessary to refer to a fundamental theorem concerning the infinite dimensional product of measure spaces.
Theorem 3.
12
be a sequence of probabilistic measure spaces, then there exists a unique measure µ on the σ-algebra
In this paper, we will consider the case
, where the factor topology T k on W k is discrete, and A is the set of all Borel sets in the topological space (Ω, T ), i.e., A is the smallest σ-algebra containing T . Let µ k be the evenly distributed measure on W k (k = 1, 2, · · ·), and µ be the product measure on Ω. Then we have a probabilistic measure space (Ω, A, µ), or Ω * (3) for short. Since the topology of W k is discrete, the Borel sets in the product topological space (Ω, T ) are generated by the set consisting of the following sets:
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where
The following results show that for each formula A ∈ F (S), φ A is integrable in pre-rough logic.
Theorem 4.
7 Suppose that W k = {0,
A is the set of Borel sets in the topological space (Ω, T ), where T is the product topology of Ω, and µ is the infinite product measure of the evenly distributed probability measures on W ′ k s(k = 1, 2, · · ·). Then for any logic formula A in pre-rough logic, φ A is measurable and its integral exists.
Definition 7.
7 Let W k = {0,
A is the set of Borel sets in the topological space (Ω, T ) with T being the product topology on Ω, and µ is the infinite product measure of the evenly distributed probability measures on W
Then we call τ (A)(τ (A), τ (A)) the rough (upper, lower) truth degree of A, respectively, and call τ (τ , τ ) the rough (upper, lower) truth degree mapping, respectively.
Remark 4. (i) Since φ A is a staircase function, it follows that
Also, since the value of A under each valuation v is uniquely determined by its
enjoy the form of (13). Denote
Then it follows from the fact µ is the infinite product measure of the evenly distributed probability measures on W
Moreover, for any singleton set
8
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and it can be checked by (11) that
And hence, (19) can be further written as (22) which is an immediate consequence of (20) and (21).
(ii) As forτ (A), since for any valuation v ∈ Ω 3 , v(M A) ∈ {0, 1}, it enjoys a seemingly simpler form as follows:
2 , 1}, (23) can also be written asτ
(iii) Similarly, we can obtain
Proposition 1. 7 Let τ (τ , τ ) be the rough (upper, lower) truth degree mappings as defined in (14) , (15) and (16) 
Density property of rough (upper, lower) truth degrees in [0, 1]
In this subsection, we will show that the sets of rough (upper, lower) truth degrees are all dense in [0,1] in the sense of usual topology, as stated in the following theorem.
ThenH, H and H are all dense in the unit interval [0, 1].
The following lemma is needed to prove Theorem 5.
Proof. We assume, without any loss of generality, that
we define a corresponding formulae B i ∈ F (S) in the following manner:
We will show below that
There are three cases to be considered.
2 , 1}, we have t = 0 or t = 1, in either case, we can conclude
m , we assume, without any loss of generality, that
, then we have from (31) that B 1 (x 1 ) = 1, which leads to
This completes the proof of Lemma 1.
Lemma 1 yields the following corollary.
Proof. Assume, without any loss of generality, that {0,
Then an easy verification shows that A satisfies the condition (32). Now, we are ready to show Theorem 5.
Proof. We need only prove thatH is dense in the unit interval [0, 1]. The density of H and H can be shown in a similar way. To this end, it suffices to show that for for each number of the form
m of cardinality k. Then it follows from Corollary 1 that there exists a formula A such that A satisfies the condition (32). By (24), we have thatτ
This completes the proof of Theorem 5.
Accuracy Degree and Roughness Degree of Formulae in Pre-rough Logic
Let (U, R) be an arbitrarily given approximation space and v : F (S) → 2 U be any valuation. Observe that, for each formula of the form LA, A) ), which tells that v(LA) is always a definable set in (U, R). Owing to the arbitrariness of valuation v : F (S) → 2 U , we call A an accurate or definable formula in pre-rough logic. Evidently, not each formula in rough logic pre-rough logic has such a property, for instance, p 1 , p 2 ⊔ p 3 , etc. For those not definable formulae, what we are mostly concerned about is that to what extent a formula is definable, furthermore, to what degree a formula is not definable (or rough)? In this section, we aim to give a positive answer to these questions by means of the proposed notions of rough (upper, lower) truth degrees. More precisely, we propose two kinds of accuracy degrees and roughness degrees for each formula in pre-rough logic from diverse standpoints, as shown below. 
A is a refutable formula,
otherwise.
(34) Then we call Acc(A) and Rou(A) the first type of accuracy degree and the roughness degree of A, respectively. 
2 )} and
2 )}. Then by (24) and (25), we con-
, and hence, Acc(
The notions of accuracy degree and roughness degree obey the following properties. . There are two cases to be considered below. In case A is a refutable formula, then so is B, and hence, by Def.8, we have Acc(A) = Acc(B) = 1. In case A is not a refutable formula, then it follows immediately that B is also not a refutable formula, then by using Def.8 once again, we have that Acc(A) =
τ (B) = Acc(B).
Both (5) and (6) To prove Proposition 3, we need a preliminary result as follows. Proof. The proof can be given in a similar manner as that of Lemma 1, and hence is omitted here.Proofs should end with Now, we are ready to prove Proposition 3.
Proof. It suffices to show that for any rational number 
Let n be a fixed integer satisfying the above condition (35), M 1 be a set of cardinality t consisting of 0 − 1 vectors in {0, 
-vectors and
2 , 1} in the following manner:
Clearly, f maps each 0 − 1 vector in {0, 1 2 , 1} n to {0, 1}, and hence, by Lemma 2, there exists a formula A ∈ F (S) containing n atomic formulae, say as p 1 , · · · , p n , such that A = f . Moreover, by (24) and (36), we have thatτ (A) =
This completes the proof of Proposition 3. Proof. It follows immediately from (34) and Prop.3.
The second type of accuracy degree and roughness degree of formulae in pre-rough logic
Let A ∈ F (S), observe that the notion of accuracy degree Acc(A) considers the proportion of valuations making A equal to 1 in the set of valuations making A equal to 1 2 or 1, in other words, it considers the proportion of valuations making A necessarily true in the set of valuations making A possibly true. Rou(A), defined by 1 − Acc(A), measures the degree to which A is rough, or not definable. Both of these two notions have some desired properties in characterizing the uncertainty for formulae in pre-rough logic, for those reported in Prop.2 (1)- (4), (6) . However, they have some limitations, to show this, let us consider Prop.2(5), which states that Rou(A) reaches the value of 1 if and only if τ (A) = 0,τ (A) ̸ = 0, equivalently, in the presence of τ (A) = 0,τ (A) ̸ = 0, whatever valueτ (A) may take, the value of Rou(A) always equals 1, i.e., A is rough to the largest degree 1. This seems not reasonable because it completely ignores the value ofτ (A) when τ (A) = 0. To overcome this limitation, we propose the other type of accuracy degree and roughness degree for formulae in pre-rough logic, as stated below.
Then we call Acc S (A), Rou S (A) the second type of accuracy degree and the roughness degree of A, respectively.
Example 4.
Compute the second kind of accuracy degree and the roughness degree of p 1 and p 1 ⊔ p 2 .
Solution. (1) It has been shown in Example 3 thatτ (p
and τ (p 1 ) =
, and hence Acc
It can be checked easily that the second type of accuracy degree and roughness degree for formulae in rough logic satisfy the properties listed in Prop.2 except Prop.2(5), whose revised form can be given as follows: Proof. It follows immediately from (37) and (38).
Def.10 can be simplified to the following equivalent form.
Proof. It can be verified easily that
and ⇁ M A ⊓ LA is a refutable formula in pre-rough logic, then by Proposition 1 (4)- (6) ,
Rough Inclusion Degree between Any Two Formulae in Pre-rough Logic
Let A, B ∈ F (S), it follows immediately from Def. 4 
that ⊢ A → B if and only if LA → LB and ⊢ M A → M B, whose semantic interpretation is that for each valuation v : F (S) → 3 , v(A) is roughly included in v(B), i.e., R(v(A)) ⊆ R(v(B)), R(v(A)) ⊆ R(v(B)). Then one wonders that for any two formulae A, B,
to what extent A is roughly included in B, or in other words, to what degree ⊢ M A → M B and ⊢ LA → LB are true, etc. In this section, we aim to give a positive answer to these questions by means of the proposed notion of rough truth degree, consequently, the concepts of rough (upper, lower) inclusion degrees for any two formulae are thus introduced.
Then we call Inc(A, B), Inc(A, B) and Inc(A, B) the rough inclusion degree, the rough upper inclusion degree and the rough lower inclusion degree between A and B, respectively. The notions of rough upper inclusion degree, rough lower inclusion degree and rough inclusion degree obey the following properties. (11) and (22) that for any valuation v : Xu et al. introduced the notion of inclusion degree into rough set theory in [8] .
In what follows, we will show that our proposed notions of rough (upper, lower) inclusion degrees are manifestations of inclusion degree in [8] .
Recall that a partial order on a set L is a binary relation ≤ with the following properties: ∀x, y, z ∈ L,
x ≤ x(reflexive), x ≤ y and y ≤ x imply x = y (antisymmetric), and x ≤ y and y ≤ z imply x ≤ z(transitive).
Definition 12.
8 Let (L, ≤) be a partially ordered set. If, for any a, b ∈ L, there is a relation number D(b/a) with the following properties:
(
In pre-rough logic, we define two binary relations ≼ and ≈ on the set of logic formulae F (S) as follows:
Then it can be shown easily that ≈ is an equivalence relation and thus it can produce a partition of F (S). Moreover, (F (S), ≼) can be seen as a partially ordered set if we do not distinguish the formulae contained in the same equivalence class. Proposition 8. Inc, Inc and Inc, as defined in Def.11, all satisfy the conditions in Def.12, and hence they are all inclusion degrees on (F (S), ≼).
Proof. We need only show that Inc is an inclusion degree in the sense of Def. 12. The others can be shown in a similar manner.
( In this section, we aim to grade the notion of rough equality in rough logic by means of the proposed notion of rough truth degree, which thus leads to the notions of rough (upper, lower) similarity degrees. A, B) ).
(1)|. It can be easily The notions of rough (upper, lower) similarity degrees enjoy the following properties.
Then by (23-25) and (42-44),
The proof of the other two inequalities can be given in a similar way, and hence is omitted here.
(6) We have from (43) and (22) that
where the last " ⇔ ′′ holds because of Theorem 2. Analogously, we can prove that Sim(A, B) = 0 if and only if ⊢ LA ↔⇁ LB.
An Application
In this section, as an application, we propose two types of approximate reasoning patterns by means of the proposed notions of rough (upper, lower) inclusion degrees and rough (upper, lower) similarity degrees, respectively. Unlike the existing approximate reasoning methods in formal logic, 14−17 our proposed patterns embody the idea of rough approximations, as shown below. . We can thus conclude that our proposed approximate reasoning pattern of type 1 can be regarded as a graded version of formal deduction in pre-rough logic.
(2) Let Γ ⊆ F (S), A ∈ F (S), the approximate reasoning pattern of type 2 considers the degree to which the logic consequences of Γ are roughly (rough-upperly, rough-lowerly) similar to A. We can thus conclude that the approximate reasoning pattern of type 2 can be considered as the other graded version of formal deduction in pre-rough logic.
The following proposition illustrates the relationship between the above defined two approximate reasoning patterns. 
Concluding Remarks
In this paper, we introduce a numerical approach to the study of rough logic. More precisely, by means of the fundamental notions of rough (upper, lower) truth degrees, we initially introduce two types of accuracy degrees and roughness degrees for each formula in rough logic. Then, to measure the extent to which any two formulae are roughly included in each other, we further propose the notions of rough (upper, lower) inclusion degrees and show that they represent an manifestation of Xu's inclusion degree in the context of rough logic. We also introduce the notions of rough (upper, lower) similarity degrees with the aim of measuring the extent any two formulae are roughly similar. Lastly, as an application, we establish two kinds of approximate reasoning patterns embodying the idea of rough approximations by employing the proposed notions. Along this research line, there are still a lot of interesting topics worthy of further study, for instance, how can our methods be applied in knowledge discovery in information table and rough set based uncertain decision making, etc. All these topics will be discussed in our forthcoming papers.
