Abstract. The paper focuses on the problem of localization in quantum mechanics. It is well known that it is not possible to define a localization observable for the photon by means of projection valued measures. Conversely, that is possible by using positive operator valued measures. On the other hand, projection valued measures imply a kind of localization which is stronger than the one implied by positive operator valued measure. It has been claimed that the norm-1 property would in some sense reduce the gap between the two kind of localizations. We give a necessary condition for the norm-1 property and show that it is not satisfied by several important localization observables.
Introduction
In the standard formulation of quantum mechanics the observables of a quantum system are represented by self-adjoint operators. The spectral theorem [1] assures the existence of a one-to-one correspondence between self-adjoint operators and Projection Valued Measures (PVMs). In particular, for each self-adjoint operator A there is a map (a PVM) E : B(R) → E(H) from the Borel σ-algebra of the reals to the space of projection operators on the Hilbert space H such that E(R) = 1, and, for each sequence of disjoint Borel sets
where the convergence is in the weak operator topology.
As it is well known [5, 2, 9, 10, 7, 8, 6, 11] , there are quantum observables (e.g. time observable, position observable for the photon, phase observable) that are not representable by means of self-adjoint operators or Projection Valued Measures.
A fruitful way to overcome the problem is to generalize the concept of observable by means of Positive Operator Valued Measures (POVMs) [2, 7, 9, 10, 12] of which the PVMs are a special case. In the following F (H) denotes the space of positive linear operators less than or equal to the identity 1. Definition 1.1. Let X be a topological space and B(X) the Borel σ-algebra on X. A POVM is a map F : B(X) → F (H) such that:
where, {∆ n } is a countable family of disjoint sets in B(X) and the series converges in the weak operator topology. It is said to be normalized if F (X) = 1.
Definition 1.2. A POVM is said to be commutative if
[F (∆ 1 ), F (∆ 2 )] = 0 ∀ ∆ 1 , ∆ 2 ∈ B(X).
(1) Definition 1.3. A POVM is said to be orthogonal if
Definition 1.4. A PVM is an orthogonal, normalized POVM.
In the case of a PVM E we have 0 = E(∆)[1−E(∆)] = E(∆)−E 2 (∆). Therefore, E(∆) is a projection operator for every ∆ ∈ B(X). We have proved the following proposition. Proposition 1.5. A PVM E on X is a map E : B(X) → E(H) from the Borel σ-algebra of B(X) to the space of projection operators on H. Definition 1.6. The spectrum σ(F ) of F is the set of points x ∈ X such that F (∆) = 0, for any open set ∆ containing x.
From a general theoretical viewpoint, the introduction of POVMs can be justified by analyzing the statistical description of a measurement [9] but, as we pointed out above, there are important physical motivations that go in the same direction. (See also [7, 12] .)
The present note focuses on the problem of localization in quantum mechanics. We start by giving the definition of covariance which plays a key role in the definition of localization. Definition 1.7. Let G be a locally compact topological group. Let x → gx, g ∈ G, be the action of G on a topological space X. Let U be a strongly continuous unitary representation of G in Hilbert space H. A POVM F : B(X) → F (H) is covariant with respect to G if, for any Borel set ∆ ∈ B(X),
Now, we can proceed to give the definition of localization. Localization requires covariance with respect to a group G describing the kinematics of the system.We start by considering the general case of localization in an abstract topological space X. Then, we specialize X to R 3 (for the case of space localization) and to the phase space Γ. (For the case of phase space localization.) We have two possible definitions of localization; i.e., sharp localization and unsharp localization. Sharp localization is defined by requiring covariance of a PVM under the group G. Definition 1.8. Let G be a group describing the kinematics of a quantum system. Let x → gx, g ∈ G, be the action of G on a topological space X. Let U be a strongly continuous unitary representation of G in Hilbert space H. A PVM E : B(X) → F (H) represents a sharp localization observable in X (with respect to (G, U)) if
The previous definition can be weakened by replacing the PVM by a POVM. That corresponds to an unsharp localization. Definition 1.9. Let G be a group describing the kinematics of a quantum system. Let x → gx, g ∈ G, be the action of G on a topological space X. Let U be a strongly continuous unitary representation of G in Hilbert space H. A POVM F : B(X) → F (H) represents an unsharp localization observable in X (with respect to (U, G)) if
Now, we specialize to the case of relativistic localization in R 3 . In the relativistic case, the relevant group is the Poincare group and sharp localization is defined as follows [4, 10] : let W be a continuous unitary representation of the universal covering of the Poincare group. Let U be the restriction of W to the universal covering group ISU(2) = {(a, B), | a ∈ R 3 , B ∈ SU(2)} of the Euclidean group and Λ : SU(2) → SO(3) the universal covering homomorphism. A quantum system is said to be Wightman localizable if there is a PVM E :
The covariance assures that the results of a localization measurement do not depend on the choice of the origin and the orientation of the reference frame. As we have just remarked, in the case of the photon, sharp localization is impossible [2, 4, 5, 3] . Conversely, localization of the photon can be described by means of POVMs F :
By specializing X to a phase space Γ we get the concept of unsharp localization in phase space which requires the POVM, F , to be defined on Γ = X and to be covariant with respect to a group G which characterizes the symmetries of the system [13] . Examples of symmetry groups are the Galilei group in the non relativistic case and the Poincare group in the relativistic case. (See section 3 for further details.) For the case of the photons in their phase space the relevant group is the Poincare group. [13] Clearly the introduction of the POVMs for the description of localization observables implies a change in the standard concept of localization in quantum mechanics. If a localization observable is described by a covariant PVM E (sharp localization) then, for any Borel set ∆ there exists a state ψ such that ψ, E(∆)ψ = 1; i.e., the probability that a measure of the position of the system in the state |ψ gives a result in ∆ is one. Conversely, if a localization observable is described by a POVM F , there are Borel sets ∆ such that 0 < ψ, F (∆)ψ < 1 for any vector ψ (unsharp localization). There are even covariant POVMs such that the condition 0 ≤ F (∆) < 1 holds for any ∆ ∈ B(X) with µ(X − ∆) > 0, where µ is the measure on X. [14] Sharp localizability being untenable in relativistic theory, [16] we need to switch to unsharp localizability. It is worth remarking that the relationships between localization and relativistic causality is quite problematic [3, 8] .
What is said above raises the following question for the unsharp case: Is it true that, for any Borel set ∆, there is a family of unit vectors ψ n such that lim n→∞ ψ n , F (∆)ψ n = 1. Whenever such a property holds, we say that the POVM has the norm-1 property. [19, 20] Clearly, the norm-1 property implies a kind of unsharp localization which is closer to the sharp one. Indeed, for each ǫ, it is possible to find a state ψ such that the probability ψ, F (∆)ψ that a measure gives a result in ∆ is greater than 1 − ǫ.
In the present note we analyze some general aspects of the concept of the norm-1 property which are related to the concepts of absolute continuity and uniform continuity of a POVM (section 2) and derive some consequences for the concept of localization in phase space and configuration space (sections 3 and 4). In particular, we give a necessary condition for the norm-1 property to hold and prove that it is not satisfied for a class of localization observables in phase space as well as for the corresponding marginal observables.
A necessary condition for the norm-1 property
In the present section, we give a necessary condition for the norm-1 property of a POVM defined on a topological manifold of dimension n. First, we recall the definition of the norm-1 property.
The following proposition points out the physical meaning of the norm-1 property. Proposition 2.2. F has the norm-1 property if and only if, for each ∆ ∈ B(X) such that F (∆) = 0, there is a sequence of unit vectors ψ n such that lim n→∞ ψ n , F (∆)ψ n = 1.
Proof. Suppose F has the norm-1 property and F (∆) = 0. Then,
Hence, there is a sequence |ψ n such that
Conversely, since
In quantum mechanics, the state of a system is a unit vector, ψ, in a Hilbert space H while an observable is a PVM or a POVM, F . From an operational viewpoint, the states represent the preparation instruments while the observables represent the measurement instruments. [21, 22, 12] The connection between the two mathematical terms (states and observables) and the experimental data is given by the expression p F ψ (∆) := ψ, F (∆)ψ which is interpreted as the probability that the pointer of the measurement instrument (represented by F ) gives a result in ∆ if the state of the system is ψ. It is then clear why proposition 3 explains the physical meaning of the norm-1 property; i.e., if F has the norm-1 property then, for any ǫ > 0, there is a state ψ such that p
That implies a kind of localization very close to the one we can realize with the PVMs. Now, we need to introduce the concept of absolute continuity which will be helpful in the study of localization in phase space. Definition 2.3. Let F : B(X) → F (H) be a POVM and ν : X → R a regular measure. F is absolutely continuous with respect to ν if there exists a number c such that 
Then, we can define the family of sets
Conversely, suppose that F is uniformly continuous. Let ∆ i be such that ∆ i ↑ ∆. We can define the family of sets Proof. Suppose that lim n→∞ F (∆ i ) = 0 whenever ∆ i ↓ ∅. Let {∆ i } i∈N be a disjoint sequence of sets such that ∪
Conversely, suppose F uniformly continuous and ∆ i ↓ ∅. We can define the family of sets ∆ i = ∆ 1 − ∆ i . Clearly, ∆ i ↑ ∆ 1 . Therefore, by proposition 2.5,
Now, we can prove a necessary condition for the norm-1-property. Theorem 2.7. Let X be a Hausdorff topological space with a countable basis and locally homeomorphic to R n for a particular n. (In other words, X is an n-manifold. [23] ) Suppose F : X → F (H) is uniformly continuous and let σ(F ) be the spectrum of F . Then, F has the norm-1-property only if F ({x}) = 0 for each x ∈ σ(F ).
Proof. We proceed by contradiction. Suppose that F has the norm-1 property and that there exists x ∈ σ(F ), such that F ({x}) = 0. Let ∆ i ⊂ B(Ω) be a sequence of open sets such that ∆ i ↓ {x}. The existence of the sequence {∆ i } i∈N is assured by the fact that Ω is locally homeomorphic to R n for a particular n ∈ N. By the norm-1 property ‡, the uniform continuity of F , and proposition 2.6, Notice that absolute continuity with respect to a finite regular measure implies uniform continuity.
Theorem 2.8. Let F be absolutely continuous with respect to a finite measure ν. Then, F is uniformly continuous.
Proposition 2.5 ends the proof.
In the case that F is absolutely continuous with respect to an infinite measure, we have the following weak version of theorem 2.8.
Theorem 2.9. Suppose F absolutely continuous with respect to a regular measure ν. Suppose, ∆ such that ν(∆) < ∞. Then, F is uniformly continuous at ∆; i.e., for any family of sets
Proof. Suppose ∆ i ↓ ∆. Then, by the continuity of ν, lim i→∞ ν(∆ i ) = ν(∆). Hence,
As a consequence of theorem 2.8, we have the following necessary condition for the norm-1 property in the case of absolutely continuous POVMs. The proof is analogous to the proof of theorem 2.7 and will be omitted. Theorem 2.10. Let F : B(X) → F (H) be absolutely continuous with respect to a regular measure ν. Then, F has the norm-1 property only if F ({x}) = 0 for each x ∈ X such that ν({x}) < ∞.
Localization in phase space
In the present section, we show that localization observables in phase space cannot satisfy the norm-1 property. In the following the phase space is denoted by the symbol Γ. First, we recall some key elements of the phase space approach to quantum mechanics [2, 24, 12] . We follow References [12, 24] . The main idea is that one can represent the state ρ of a quantum system (i.e., a trace class positive operator of trace 1) by means of a distribution function f ρ (q, p) on a suitable phase space. At variance with the Wigner approach [25] , the distribution functions are positive definite. Wigner's theorem [25] forbids that the marginals of the distribution functions satisfy the following relations ∆ dq f ρ (q, p) dp = Tr(ρ Q(∆)),
∆ dp f ρ (q, p) dq = Tr(ρ P (∆)),
where Q(∆) and P (∆) are the spectral measures corresponding to the position and momentum operators respectively. Relations (4) are indeed replaced by ∆ dq f ρ (q, p) dp = Tr(ρF Q (∆)), ∆ dp f ρ (q, p) dq = Tr(ρF P (∆)).
where F Q (∆) and F P (∆) are POVMs corresponding to Q and P respectively. In particular, F Q (∆) and F P (∆) are the smearing of the position and momentum operators Q and P
and are called unsharp position and momentum observables [26, 27, 28, 29, 35] . The maps ω and ν are such that ω ∆ (·) and ν ∆ (·) are measurable functions for each ∆ and ω (·) (x) and ω (·) (x) are probability measures for each x. They are usually called Markov kernels and describe a stochastic diffusion of the standard observables Q and P [32, 35] . That is why F Q and F P are usually called the unsharp version of the sharp observables Q and P respectively. All that shows that POVMs play a key role in the phase space formulation. Moreover, it is worth remarking that a derivation of classical and quantum mechanics in a unique mathematical framework is possible [36, 37] .
One of the main steps in this approach is the construction of the phase space. In brief, we can say that there is a procedure that starting from a Lie group G allows the classification of all the closed subgroups H ⊂ G such that G/H is a simplectic space (i.e, a phase space). For example, in the case of the Galilei group, a possible choice for H is the group H = SO 3 . Then, Γ = G/H = R 3 × R 3 , which coincides with the phase space of classical mechanics. A different choice of H generates a different phase space. In other words, the procedure allows the calculation of all the phase spaces corresponding to a locally compact Lie group, G, with a finite dimensional Lie algebra. Once we have the phase space, we can look for a strongly continuous unitary representation of G in a Hilbert space H and then we can define the localization observable [12] . Definition 3.1 (See [12] .). Let G be a locally compact topological group, H a closed subgroup of G, U a strongly continuous unitary irreducible representation of G in a complex Hilbert space H and µ a volume measure on G/H. A localization observable is represented by a POVM
where, σ : G/H → G is a measurable map and η is a unit vector such that
Theorem 3.2.
[12] The POVM A η defined in Definition 3.1 is covariant with respect to U.
A general property of the localization observables in Definition 3.1 is that they are absolutely continuous with respect to the measure µ. Proof. For each ψ ∈ H,
The localization of the photon in phase space was introduced in Ref. [13] with the same procedure we just described. Therefore, at variance with the usual definition of localization (where the covariance under the Euclidean group is required), localization in phase space requires that F is covariant with respect to the group which describes the symmetry of the system (the Galilei group in the non-relativistic case and the Poincare group in the relativistic case). Before we prove that the norm-1 property is not possible for localization observables in phase space, we want to give a physical motivation which is based on the Heisenberg inequality. Let F be a phase space localization observable covariant with respect to the Galilei group and suppose that the norm-1 property holds. In this case the phase space Γ corresponding to the system can be chosen to be Γ = R q × R p = R 3 × R 3 (See [12] , page 425.) Then, for each Borel set ∆ q × ∆ p ∈ Γ, there exists a family of states ψ n such that
where, ψ n , F (∆ q × ∆ p )ψ n is interpreted as the probability that an outcome of a joint measurement of the unsharp position and momentum observables is in ∆ q × ∆ p when the state is ψ n . Therefore, the violation of Heisenberg inequality comes from the fact that (7) holds for any Borel set ∆ q × ∆ p .
In the following, we apply Theorem 2.10 to the case of the Galilei group
In that case, the invariant measure is the Lebesgue measure. In the following we set x = (q, p) ∈ R 3 × R 3 . Theorem 2.10 implies that the POVM A η in Definition 3.1 does not have the norm-1 property.
Theorem 3.4. The localization observable represented by the POVM A η with G/H = R 3 × R 3 and µ the Lebesgue measure does not have the norm-1 property.
Proof. Let x ∈ G/H. By Theorem 3.3,
Since µ is the Lebesgue measure on G/H,
Theorem 2.10 completes the proof.
An analogous result can be proved in the case of massless relativistic particles. In the general relativistic case G is the double cover T 4 ⊘ SL(2, C) of the Poincare group. In particular, T 4 is the Minkowski space and SL(2, C) is the double cover of the Lorentz group L, A : SL(2, C) → L. The symbol ⊘ denotes the semidirect product. In the massless relativistic case the relevant subgroup is H = R ⊘ (R 2 ⊘ O(2)) where O(2) is the double cover of the group of rotations in R 2 . The invariant measure on G/H is (see equation (344), page 463, in Ref. [12] )
−1 dp 1 ∧ dp 2 ∧ dp 3
where
µ , where p 0 = (1, 0, 0, 1), u 0 = (0, 1, 0, 0), v 0 = (0, 0, 1, 0), and (a, A) is an element of the double cover of the Poincaré group. Thus α, γ, δ are in R. Hence, we have a representation of the zero mass particles. Moreover, µ is zero in each single point subset of the phase space so that the reasoning in the proof of theorem 3.4 can be used. Since µ({x}) = 0, A η ({x}) ≤ µ({x}) = 0.
Localization in Configuration Space
Now, we study the marginals of A η in the non-relativistic case and prove that they cannot have the norm-1 property. We limit ourselves to the marginal F Proof.
U(σ(q, p)) |η η| U † (σ(q, p)) dq dp
Rp U(σ(q, p)) |η η| U † (σ(q, p)) dp
where Q η (q) = Rp U(σ(q, p)) |η η| U † (σ(q, p)) dp and equation (6) in definition 3.1 has been used. Theorems 2.10 implies the following corollary.
Corollary 4.2. F Q η cannot have the norm-1 property In Ref. [8] it is shown that in order for a localization observable to satisfy Einstein causality, the localization observable must be commutative. It is worth remarking that, although A η is not commutative, F Q η is commutative and can be characterized as the smearing of the position operator [26] - [35] . Unfortunately, as we have just proved, F Q η does not satisfy the norm-1 property. It would be interesting to analyze in general the relationships between causality and norm-1 property. That will be the topic of a future work.
