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Abstract
Convolutional neural networks (CNNs) are the cutting edge model for supervised ma-
chine learning in computer vision. In recent years CNNs have outperformed traditional
approaches in many computer vision tasks such as object detection, image classification
and face recognition. CNNs are vulnerable to overfitting, and a lot of research focuses
on finding regularization methods to overcome it. One approach is designing task specific
models based on prior knowledge.
Several works have shown that properties of natural images can be easily captured using
complex numbers. Motivated by these works, we present a variation of the CNN model with
complex valued input and weights. We construct the complex model as a generalization of
the real model. Lack of order over the complex field raises several difficulties both in the
definition and in the training of the network. We address these issues and suggest possible
solutions.
The resulting model is shown to be a restricted form of a real valued CNN with twice the
parameters. It is sensitive to phase structure, and we suggest it serves as a regularized model
for problems where such structure is important. This suggestion is verified empirically by
comparing the performance of a complex and a real network in the problem of cell detection.
The two networks achieve comparable results, and although the complex model is hard to
train, it is significantly less vulnerable to overfitting. We also demonstrate that the complex
network detects meaningful phase structure in the data.
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1 Introduction
Learning algorithms have had a huge impact on numerous fields in computer science,
and found many applications in diverse fields such as computer vision, bioinformatics, robot
locomotion and speech recognition. These algorithms avoid hand crafting solutions to spe-
cific problems by opting instead to ”learn” and adapt according to a set of examples called
the training set. A learning algorithm consists of a rough model and a method of tuning
its parameters to fit the training set.
Neural networks are an example for such a model. Inspired by the human brain, they are
composed of many interconnected simple computational units, whose combination results
in an elaborate function. This model was first introduced in the 1940’s in [9], and has been
studied intermittently in the following years. A major breakthrough occurred in the 1990’s,
for example in [30, 18, 16], with the advent of convolutional neural networks (CNNs), a
restricted form of neural networks specifically adapted to natural images . However, it was
not until the past decade that an increase in computational and data resources enabled
successful learning with CNNs.
CNNs have been a game changer in computer vision, significantly outperforming state of
the art results for many tasks. Examples include image classification [15], object detection
[6], and face recognition [28]. In the latter, human level performance was reached. In the
past years, much of the research in computer vision was focused on utilizing CNNs for new
problems, and improving the existing CNN model and its training process.
One avenue of ongoing effort, is in developing methods to overcome overfitting. Over-
fitting is the learning algorithm’s habit of fitting the training set ”too well”, at the expense
of unseen examples. It is a major challenge with expressive models such as CNNs. One
approach for restraining overfitting is by restricting the CNN model based on prior knowl-
edge.
In this work, we suggest a variation of the CNN model, with complex valued input
and parameters. Complex numbers have long proved useful for handling images (e.g. the
Fourier transform is complex valued), and have been considered in a neural network related
context. For example, synchronization effects exist in the human brain, and are suspected
to play a key role in the visual system. Such effects are lacking in mainstream neural
network implementations. In [22, 23], synchronization was introduced to neural networks
via complex numbers, and was used for segmenting images into separate objects. Another
notable example for the use of complex numbers in networks is presented in [2]. In this work,
robust image representations are generated using a degenerate form of a complex valued
convolutional network. Using these representations the authors achieved state-of-the-art
results in various tasks.
In the following, we first introduce the necessary background, and further discuss the
prior work that motivated the complex variant of the CNN model. We then describe the
generalization of the model to complex numbers, and address the difficulties encountered
in the construction and optimization of the network. We show, that a complex valued
CNN can be seen as a restricted form of a larger real valued CNN, and as such it has
the potential of mitigating the effects of overfitting. We further characterize the complex
convolution operation, and obtain that complex valued CNNs are well suited for detecting
phase structure.
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To test the complex network’s susceptibility to overfitting, we empirically compare the
complex model with an equivalent real one, in a simple problem of cell detection. We show
that the networks’ performance is similar, but that the complex network has a problematic
optimization process. The complex network is seen to be much more resilient to overfitting,
and we show that it utilizes phase structure in a similar manner to the prior work presented.
2
2 Backgroung
In this chapter the needed background for discussing complex CNNs is laid out. The
general supervised learning method is described in section 2.1. Neural networks, and specif-
ically convolutional neural networks are introduced in section 2.2.
2.1 Supervised Learning
Many problems in computer vision are complicated enough to pose significant difficulties
for ad-hoc algorithms. For example, constructing an algorithm to decide whether an image
contains a cat or not is not straightforward. The machine learning approach avoids tailoring
specific algorithms for these problems, by allowing computer programs to learn to solve such
problems themselves. Supervised learning algorithms are designed to learn and adapt by
observing samples of real inputs and their expected outputs.
For example, in a classification problem there are several possible labels that can be
assigned to inputs. The goal is to find a classifier that assigns each input (e.g. image) the
right label (e.g. ”cat” or ”not cat”). A supervised learning algorithm for this task, is given
a training set of inputs and correct labels, and outputs a classifier.
More formally, let X be the input space (e.g. all possible images) and Y the output
space (e.g. labels). Let D be the probability distribution over XˆY . An inference function
describes the connection between the input and the output,
f : X Ñ Y
The quality of a learning algorithm is quantified by a loss function, measuring how well
the inference function operates on data, not necessarily given in the training set. For every
input-output pair px, yq, the loss function `pfpxq, yqq compares fpxq with the correct output
y, and returns a penalty. The loss of f is the expected loss with respect to all possible inputs,
i.e.
LDpfq “ Epx,yq„D r`pfpxq, yqs
For classification problems, a possible loss function is the 0z1 loss, defined by
`pfpxq, yqq “
#
1 fpxq ‰ y
0 fpxq “ 1
In this case, LDpfq measures the percentage of successful classifications made by f , called
its accuracy.
The learning algorithm attempts to find the function that minimizes this loss, and so
can be formulated as solving the optimization problem:
min
f
LDpfq
This optimization problem is often impossible to solve directly, so an approximated
version is solved instead. For one, the ”no free lunch” theorem (See chapter 5 in [26]),
states that it is impossible to learn an unconstrained function. Therefore, the search is
restricted to a hypothesis class H which is chosen according to prior knowledge about the
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problem. For example, a common hypothesis class is the linear functions. In addition, the
probability space D is oftentimes unknown, or too complicated to handle, so only a finite
training set sampled from D is used. The training set S is comprised of pairs of inputs and
outputs, drawn i.i.d from D, i.e. S “ tpxi, yiqumi“1 „ Dn. The revised optimization problem,
called the empirical loss minimization (ERM) rule, is given by:
min
fPH LSpfq
Where LSpfq is the empirical loss of f :
LSpfq “ Epx,yq„UpSq r`pfpxq, yqs “ 1|S|
|S|ÿ
i“1
r`pfpxiq, yiqs (1)
Learning with the ERM rule poses several challenges, including overfitting. A function
f is said to be overfitting if it fits the training set, rather than the whole input domain D.
Such a function has a low empirical loss LSpfq, and a high LDpfq. For example, in the cat
detection task, if all the cat images in the training where taken with the same background,
a classifier detecting this background would be very successful for the training set, but act
very poorly over general images.
To quantify this notion, we define the approximation and estimation errors. For any f ,
the error LDpfq is composed of two parts:
LDpfq “ LDpf0qloomoon
app
`LDpfq ´ LDpf0qlooooooooomooooooooon
est
Where the approximation error, app “ LDpf0q, is the minimal possible error for any function
from H. The estimation error, est, measures the overfitting of f , and stems from the fact
that the algorithm uses only a sampled training set. Having a large, or expressive, hypothesis
class can reduce the approximation error, but risks increasing the estimation error.
The choice of an appropriate hypothesis class is crucial to the success of the learning
process, not only due to the trade-off between expressiveness and overfitting. The more
expressive H is, the larger the training set needed to achieve a low loss. Additionally, the
computational complexity of the algorithm changes with the choice of H, as different classes
have learning algorithms with varying complexity.
Artificial neural networks, and specifically the subclass of convolutional neural networks,
have recently proven very successful for many computer vision tasks. In the following section
these hypothesis classes are presented.
2.2 Convolutional Neural Networks
The primary motivation behind neural networks is biological. Neural networks are
inspired by the human brain, and as such are built of small computational units that
communicate with each other. The combination of many such neurons and connections can
execute very complex calculations.
An artificial neural network (ANN) is composed of alternating layers of two types, affine
and activation function, as seen for example in figure 1. In an affine layer, each neuron’s
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value is a weighted sum of the previous layer’s neurons. In an activation function layer, each
neuron’s value is set to be a non-linear function of exactly one neuron from the previous
layer. Typical activation functions are sigmoid and tanh.
An ANN layer can be represented by a vector of its neurons’ values. Given a layer o,
a following affine layer, z, would be z “ Wo ` b, for some matrix W and vector b called
the layer’s weights. An activation function layer would be given by @i zi “ fpoiq, for some
point-wise non-linear function f .
Figure 1: A typical ANN, with an n dimensional input, and consecutive affine and activation func-
tion layers. The architecture specifications include the dimensions of each layer, and the choice of
activation function f . The weights include the matrices of each affine layer.
ANNs have been around for decades before the appearance of CNNs, a restricted form
of ANNs especially designed for handling images and other natural signals. This was one of
the major breakthroughs which allowed for a new level of performance in many computer
vision tasks, such as image classification [15], object detection [6], and face recognition [28].
CNNs have been reviewed extensively in the literature, cf. [11, 25, 17, 16, 18], and we will
present only the needed background for this work.
In CNNs, the neurons in each layer are organized as a three dimensional array rather
than as a vector. The first two dimensions are called spatial, and the third is a devision to
channels. The CNN model follows three principles characteristic of natural images - locality,
sharing and pooling.
The locality property, is the fact that pixels depend only on their neighbors, rather
than on far away pixels. Sharing is the restriction that different pixels should undergo the
same processing. Demanding that an affine layer adhere to locality and sharing results in a
convolution layer. In a convolution layer with input o, the kth channel is given by
o ˚Kpkq ` bpkq
Where ˚ is the convolution operation, and tKpkq, bpkqu are the convolution’s kernel and bias
terms, respectively. The weights of the convolution layer are the kernels and bias terms of
all its channels. A general affine layer is called fully-connected in this context, to contrast
it with a convolution layer.
Pooling is used to induce invariance to small translations, which is a characteristic of
natural images. A pooling layer does so by splitting each input channel into patches, and
replacing each patch with a single representative value in the output layer. Typical choices
the maximal or average value, in max and average pooling, respectively.
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Finally, CNNs also utilize a new activation function, the rectified linear unit (ReLU).
The ReLU point-wise function is given by:
ReLUpxq “
#
x x ě 0
0 o.w.
Traditional CNNs are composed of several repetitions of convolution, ReLU and pooling
layers. These layers preserve the three dimensional structure of the input, while the desired
output is often of a vector form. To that end, the three dimensional structure is collapsed
to a vector, which serves as input to several recurrences of fully connected and ReLU layers.
The architecture of the network is the configuration of its layers, and their specifications,
e.g. the kernels’ sizes and strides for convolution and pooling layers. An example for a CNN
architecture is seen in figure 2.
Figure 2: A typical CNN, for a three dimensional input (e.g. an RGB image). The initial layers
are convolution, ReLU and pooling operating over three dimensional inputs. The final layers operate
over one dimensional inputs, analogous to ANNs.
The CNN architecture for a specific problem is manually chosen according to the nature
of the problem, prior knowledge and trial and error.
2.3 Optimization Methods for Training CNNs
Given a CNN architecture, and a labeled training set S “ tpxi, yiqumi“1, the learning
algorithm finds the weights of the convolution and affine layers. The weights are chosen to
minimize the loss function, i.e. they are the solution to the optimization problem
min
W
mÿ
i“1
`pfpW ;xiq, yiq
Where W is the network’s weights, fpW ;xiq is the prediction given by the network with
weights W for input xi, and ` is the loss function.
This optimization problem is typically solved using gradient based methods. These are
iterative methods that use the first order approximation for the minimized function. In
each step, the weights are updated by moving in the direction of the loss function’s steepest
descent, found by its gradient. Formally, given the weights at time t - W ptq, the weights at
the next time step are:
W pt`1q “ wptq ´ ηt∇W
˜
mÿ
i“1
`pfpW ptq;xiq, yiq
¸
(2)
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Where ηt is a positive scalar called the learning rate (which may be time dependent), and
∇W is the gradient with respect to W . If the minimized function is not differentiable, but
convex, any value from the sub gradient can replace the gradient in equation 2.
The computation of the gradient in 2 is costly, due to the summation over all elements
of S. The stochastic version (SGD) is cheaper. In each iteration a fixed sized mini batch
It Ď t1, . . . ,mu is chosen randomly, and the update is given by
W pt`1q “ wptq ´ ηt∇W
˜ÿ
iPIt
`pfpW ptq;xiq, yiq
¸
There are many useful variations for gradient descent. We use stochastic gradient descent
(SGD) with Nesterov’s momentum [27], which is very popular for CNN optimization. In
this method there is an auxiliary vector Zptq and an additional scalar learning parameter
called the momentum coefficient, denoted by µ. The update is given by
Zpt`1q “ µZptq ´ ηt∇W
˜ÿ
iPIt
`pfpW ptq ` µZptq;xiq, yiq
¸
W pt`1q “ wptq ` Zpt`1q
These methods are general, and can be applied to any function. However, theoretical
guarantees exist only for convex functions. The loss functions of neural networks are non
convex, but empirical studies have shown that such algorithms work pretty well in this
framework. In non convex cases, the initial value of W p0q affects the performance. Common
initialization schemes are randomized, for an example consult [7]. The initial value Zp0q is
set to an all zeros vector.
A popular way for computing the needed gradients in CNNs, is the back propagation
algorithm. A detailed explanation of the algorithm is given, for example, in chapter 6 of
[11]. In chapter 4.3 we give a detailed derivation of the variation fit for our model.
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3 Motivations - Complex Numbers and Natural Images
Our main goal in this work is to construct a complex valued CNN. This idea stems from
the fact that CNNs have proven to be very powerful in handling images, and that complex
numbers can produce meaningful representations in this domain. In this section we describe
different works that discuss ideas in similar directions, and how they motivate us to pursue
the complex CNN model.
3.1 Complex Valued ANNs
As early as the 1990’s there have been attempts to construct complex valued neural
networks, for example in [20, 5, 13, 14]. The main motivation behind these attempts was the
observation that real valued data is often best understood when embedded in the complex
domain. For example, waves are meaningfully represented by their Fourier coefficients.
In these works, the authors use artificial neural networks. They point at the problematic
issues with introducing complex values into ANNs, and suggest solutions. These difficulties
mainly focus on activation functions and the optimization problem. We will use some of
these results in chapter 4.2. The overall conclusion is that complex networks are comparable
to the real valued networks in their performance, but there are numerical difficulties in
training them.
None of these works discuss CNNs. Many practical methods were developed to allow
better training for CNN models, raising hope that the numerical difficulties could be over-
come in a CNN framework. Moreover, none of these works handle images, which could
greatly benefit from complex representations, as shown in the following sections.
3.2 Scattering Networks
A Scattering network, first presented in [2], is a restricted type of network that provides
a very good image representation. Using this representation the authors have achieved state
of the art results for handwritten digits and texture classification. These networks are based
on cascading the wavelet transform in different scales.
A wavelets family1 is composed of a concentrated waveform, and the translations and
dilations of it. Waveforms are compactly represented in the complex domain, and so many
wavelet families are composed of complex valued functions. For every wavelet family, an
image can be represented by its convolution with every function from the family. These
wavelet features serve as a building block for many algorithms in computer vision.
Mallat and Bruna have extended this idea by constructing scattering networks. In these
networks there are alternating layers of convolution with wavelet functions, and the absolute
value operator. Each layer outputs a local averaging of its values, and the aggregated
outputs serve as a representation. These networks have gained considerable popularity due
to their success.
These networks are based on convolutions, but differ from CNNs in several aspects.
First, there are no learned parameters, as the convolution kernels are predetermined wavelet
1For a more detailed explanation consult [21].
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functions. A recent work [1], suggests a similar, data-driven network with the same architec-
ture but learned kernels. This work is only theoretical, and there haven’t been any empirical
results yet. Second, the kernels are complex valued. However, since every convolution layer
is followed by an absolute value operation, the propagating signal never remains complex.
Given the interest in scattering networks it is only natural to examine what happens if
these two constraints are loosened, i.e. if we allow the network to be fully complex, and
learn the kernels in a data driven fashion. Our complex CNN model presents these two
properties.
3.3 Synchronization
Despite the recent successes of neural networks, they are still outmatched by the human
brain. Many of the processes taking place in the brain are not manifested in the simplified
model of neural networks. Thus, a key question is weather any of these processes might
allow neural networks to better handle complicated tasks. One candidate mechanism is the
synchronization of neuronal signals.
Neuronal rhythms are prevalent throughout the brain, and suspected to be important
for neuronal communication. These are rhythmic patterns of neuronal spikes, i.e. peaks in
the neuron’s action potential. Such rhythms are characterized by their average firing rate,
and their phase. In conventional neural networks each neuron’s output is represented by a
single real valued scalar. This suggests an interpretation where each signal is represented
only by its average firing rate. However, relative phase between rhythmic signals might
influence the resulting communication. Consider figure 3 for an example of this effect.
These are simulated neuronal rhythms, that are hypothesized to have a key role in neuronal
communication. This figure demonstrates how the output rhythm depends not only on the
input rates, but also their respective phase.
Figure 3: The two rhythmic signals in the left pane are the input to the neuron whose output is
presented in the middle pane. The two inputs have identical average firing rate, and differ in their
phase. In the right panel, the graph shows how the resulting output rate depends on the phase
difference between the two input signals. Taken from [23].
There have been numerous attempts to introduce synchronization into a neural network
framework. In [23] and [22], the authors use complex numbers for this purpose. Based on
Boltzmann Machines, they multiply the neuron values by a phase factor eıθ. The activation
function is modified accordingly, and composed of two terms. The classical term which is
not affected by the phase, and a new term that is. With this activation function the output
rate depends both on the input rates and their relative phases.
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The authors analyze this model and show that it manifests some known effects in neu-
roscience. One example is grouping, where neurons which respond to the same object share
a common phase. They also show this empirically in several experimental setups. This
phenomena demonstrates the potential importance of synchronization to computer vision
tasks, such as semantic segmentation.
Another example of synchronization and its potential contribution for computer vision
is seen in the recent work [3]. In this work the authors improve the well known Hough
transform for finding circles, by introducing complex numbers. The traditional Hough
transform is based on the fact that pixels in a circle all have gradients that point towards
the circle’s center. Each pixel in the image votes in the direction of its gradient, and the
votes are accumulated. Pixels with a high score are potential circle centers.
In the variation presented in [3], the votes are multiplied by a phase factor that depends
on the distance. If x is the voting pixel, then the score for every pixel x1 would be multiplied
by eıC|x´x1| for some constant C. Votes coming from pixels on the same circle have the same
distance to the center, so they have the same phase and their accumulated score is high.
Votes originated in noise will typically have non synchronized phases, and will cancel each
other out. The authors have demonstrated that this modification yielded much cleaner
results.
Both these works suggest that complex numbers can induce synchronization effects,
which can benefit image related tasks. In our work we wish to create similar effects in
CNNs.
3.4 Restricting the Hypothesis Class as a Regularization Method
It has been proved that CNNs are universal learners (cf. [8, 4]) i.e. they can implement
practically any possible function. A hypothesis class that is so expressive has a low approx-
imation error, but a high risk of overfitting, which is a major difficulty in training CNNs.
Many regularization methods have been designed to overcome overfitting.
Regularization methods can be roughly split into two categories. Methods that are aware
of the data and problem at hand, and methods that aren’t. In the first group, the methods
are general, and can be applied to any CNN. One example, is the weight decay method (cf.
chapter 7 in [11]), which is a general technique in machine learning. The intuition behind
this method is the Occam’s razor principle, simple models are preferable to complex ones.
The learning algorithm minimizes a term that measures the ”complexity” of f in addition to
the empirical loss (more details can be found in [26]). One common measure is the squared
`2 norm of the weights’ vector. A specific method for neural networks inspired by the same
idea demands that the matrices in affine layers be of low rank [24].
Two popular methods for regularizing CNNs are dropout [10] and dropconnect [31].
These methods take advantage of the fact that the typical learning algorithm for CNNs is
iterative. When applying dropout or dropconnect, a group of neurons or connections in a
specific layer is zeroed out during training. The zeroed out group is randomly chosen in each
iteration of the learning algorithm. It has been shown, e.g. in [29], that this mechanism
introduces noise to the training set, reducing the risk of overfitting.
Reducing the number of parameters decreases the risk of overfitting, but might increase
the approximation error. Regularization methods from the second group exploit some prior
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knowledge about the data to construct a more compact model, without harming the ap-
proximation ability of the hypothesis class. An obvious case is the CNN class itself, which
is a special case of ANNs suited for images. Subclasses of CNN have been developed for
more specific tasks. One example is locally connected layers created to improve face recog-
nition. In the architecture presented in [28], locally connected layers replace some of the
fully connected layers. These are restricted fully connected layers, where each neuron is
affected only by its neighbors. Another example is the adjustment of CNNs for handling
video streams, where the temporal dependencies between frames is exploited [12].
Generally speaking, the methods using prior knowledge are superior. First, because they
result in more compact models preferable not only for regularization, but also for real-world
applications’ requirements. Second, as they make assumptions about the data, the resulting
models are often more interpretable.
We claim that a complex valued CNN can be seen as a regularization method of the
second group. Any complex computation can be implemented as a real computation with
more variables. We suggest that the restriction to complex calculations of a smaller model,
fits the properties of images and certain problems, see 4.4. Thus, it might serve as a
regularization method in these scenarios.
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4 Building a Complex Neural Network
Convolutional Neural Networks produce the state of the art results for many computer
vision tasks. A lot of work and thought has been put into the CNN model and its specific
details to make it work so well (e.g. [16, 18]). This success has prompted many attempts
at expanding and improving this model. Inspired by the motivations presented in chapter
3, we consider complex valued CNNs where both inputs and weights are complex. We
build our model as a generalization to the real model, with the hope of applying the known
practices and shared beliefs about CNNs to its complex valued variation.
We start by laying down some needed background from complex functions theory in
section 4.1. Some of these functions’ properties impose difficulties both in the construction
of the network and in its optimization. These problems are presented in section 4.2, along
with possible solutions. Finally, the full derivation of complex valued gradient descent, and
specifically back propagation, is presented in 4.3.
4.1 Complex Calculus - Preliminaries
We start by stating some known results from complex functions theory. Throughout
this section we use the following notations for complex numbers:
z “ x` ıy P C x, y P R
And for complex functions:
f : CÑ C
fpzq “ upzq ` ıvpzq u, v : RÑ R
First, we point out that the complex field C cannot be ordered in a meaningful way, i.e.
there is no total ordering of C under which the axioms of an ordered field are met. One
implication is that the loss function we wish to minimize has to be real valued. To that end,
we follow with some needed background about real valued complex functions. We focus on
differentiability, as it plays a key role in the optimization process.
Definition 1. A complex function f is complex differentiable at z, with the derivative f 1pzq,
if the following limit exists
f 1pzq “ lim
hÑ0
fpz ` hq ´ fpzq
h
A function that is complex differentiable everywhere is called entire. A very useful
equivalent definition is given by the Cauchy-Riemann equations.
Definition 2. A complex function f is complex differentiable at point z if and only if u, v
are differentiable (as real functions) there, and the Cauchy-Riemann equations hold at z:
Bu
Bx “
Bv
By ,
Bu
By “ ´
Bv
Bx
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Complex differentiability is a very strong property, much stronger then its real equiva-
lent. For example, if f is real valued, namely fpzq “ upzq, then the CR equations reduce
to Bu
Bx “
Bu
By “ 0
If such an f is entire, it is constant.
Another result implied by the above is the Liouville Theorem which states that an entire
function that is bounded everywhere is constant.
In the following part of this section we present the Wirtinger derivatives, which will
be used to adjust gradient based methods to the complex domain. First, we define the
differentials with respect to the variables z and its conjugate z˚ :
Definition 3.
dz “ dx` ıdy
dz˚ “ dx´ ıdy
These differentials impose partial derivatives, which are called Wirtinger derivatives.
Definition 4. The Wirtinger derivatives operators are
B
Bz :“
1
2
„ B
Bx ´ ı
B
By

B
Bz˚ :“
1
2
„ B
Bx ` ı
B
By

The Wirtinger derivatives have some desirable properties. For one, z, z˚ are independent
variables as Bz
Bz˚ “
Bz˚
Bz “ 0
Also, some dual connections with the conjugate hold for the derivatives as well,
Bf˚pzq
Bz “
ˆBfpzq
Bz˚
˙˚
,
ˆBfpzq
Bz
˙˚
“ Bf
˚pzq
Bz˚ (3)
Using the Wirtinger derivatives, we can express the total differential of any complex valued
function f .
Theorem 1. The differential df of a complex-valued function fpzq : A Ñ C with A Ď C
can be expressed as
df “ BfpzqBz dz `
Bfpzq
Bz˚ dz
˚
Proof. Consider the bivariate functions F : R2 Ñ C and U, V : R2 Ñ R associated to fpzq
by
@z “ x` ıy, F px, yq “ Upx, yq ` ıV px, yq “ fpzq
The total differential of F is given by
dF “ BFBx dx`
BF
By dy “
BU
Bx dx` ı
BV
Bx dx`
BU
By dy ` ı
BV
By dy (4)
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By using the differentials defined above, we can write
dx “ 1
2
pdz ` ıdz˚q , dy “ 1
2ı
pdz ´ ıdz˚q
Obtaining
dF “ 1
2
„ B
Bx pU ` ıV q ´ ı
B
By pU ` ıV q

dz ` 1
2
„ B
Bx pU ` ıV q ` ı
B
By pU ` ıV q

dz˚ “
“ 1
2
„BF
Bx ´ ı
BF
By

dz ` 1
2
„BF
Bx ` ı
BF
By

dz˚ “ BfBz dz `
Bf
Bz˚dz
˚
Considering a a real valued function f : A Ñ R for some A Ď C, its total differential
can be expressed using the Wirtinger derivatives, as seen in the following theorem.
Theorem 2. Let A Ď C, and f : AÑ R be a real valued function. The total differential of
f is given by
df “ 2<
ˆBf
Bz dz
˙
“ 2<
ˆ Bf
Bz˚dz
˚
˙
Proof. From definitions 3 and 4 of the Wirtinger differentials and partial derivatives we
obtain Bf
Bz dz “
1
2
ˆBf
Bx ´ ı
Bf
By
˙
pdx` ıdyq
Hence
2<
ˆBf
Bz dz
˙
“ BfBxdx`
Bf
By dy
The analogue statement holds for the conjugates
2<
ˆ Bf
Bz˚dz
˚
˙
“ BfBxdx`
Bf
By dy
From the definition of the total differential in equation 4, for the associated U ,
df “ BUBx dx`
BU
By dx “
Bf
Bxdx`
Bf
By dy
Which concludes the proof.
From theorem 2 we can deduce the following,
Corollary 1. For the aforementioned f , the steepest ascent at point z is obtained by
dz “ BfBz˚ds
Where ds is a real-valued differential. Therefore, the steepest ascent’s direction is
Bf
Bz˚
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Proof. According to theorem 2
df “ 2<
ˆ Bf
Bz˚dz
˚
˙
Thus, for a fixed norm dz, df is maximized when BfBz dz is real, i.e. dz is a scaled version
of
´Bf
Bz
¯˚ “ BfBz˚ , where the equality is obtained by applying equation 3 for a real valued f .
Equivalently, dz˚ is a scaled version of BfBz˚ which concludes the proof.
We use this corollary in section 4.3, where we tackle the challenge of optimizing complex
valued CNNs.
4.2 Network Structure
We build our complex model as a generalization of real valued CNNs, which handles
complex valued input and weights. Many of CNN’s building blocks generalize trivially, but
for some, the lack of ordering of the complex field makes the generalization tricky. Without
total ordering, two general complex numbers are not comparable, and specifically the max
and min operators are not defined. ReLU, max pooling and the optimization problem itself
all rely on these operators. In this section we suggest possible generalizations for these
building blocks and discuss their pros and cons.
4.2.1 ReLU
The most common activation function used by the CNN community is the rectified
linear unit, or ReLU. To avoid confusion, we will refer to this function by ReLU< in this
section.
Definition. @x P R ReLU<pxq “
#
x x ě 0
0 o.w.
To stay as close as possible to the real model, we construct the complex ReLU in the
same manner as its real value counterpart. For some connected A Ď C
ReLUpzq “
#
z z P A
0 o.w.
For a complex function ReLUpzq to generalize ReLU< it should obey
@x P R ReLUpxq “ ReLU<pxq
Which reduces to
tz | =pzq “ 0,<pzq ě 0u Ď A
tz | =pzq “ 0,<pzq ă 0u Ę A
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Following Occam’s razor, the simplest choice is a sector containing the positive real ray.
In such a case A can be written as tz | argpzq P rθ1, θ2su for some ´pi ă θ1 ď 0 ď θ2 ă pi.
The value of θ2 ´ θ1 controls what portion of the plain is zeroed out. θ1, θ2 can be set in
advance, or learned via cross validation. Unfortunately, ReLU is not derivable w.r.t θ1, θ2
so it cannot be learned during the training process like other parameters.
As the ReLUR passes only positive values, an intuitive generalization is to pass values
with positive real and imaginary parts. In the above notations this translates to setting
θ1 “ 0, θ2 “ pi2 , resulting in
ReLUpzq “
#
z < pzq ,= pzq ě 0
0 o.w.
“
#
z argpzq P “0, pi2 ‰
0 o.w.
4.2.2 Pooling
In a pooling layer, the input is split into patches, and each patch is replaced by one
value. In the popular max pooling, this value is the maximal value of the original patch
- maxzPpatch z. Since the max operator is not defined for complex numbers, it does not
generalize trivially. We suggest two possible generalizations, max-by-magnitude which is
based on projection, and max-by-softmax.
A simple way to compare values in C is by comparing their projection to R. Natural
projections include φpzq “ |z| ,=z,<pzq,=pzq. Given a projection φ : C Ñ R the com-
plex valued max pooling is given by arg maxzPpatch φpzq. Using arg max instead of max is
desirable for two reasons. First, it sets the output value to be one of the input values, sim-
ilarly to the real valued case. Second, it enables the values of the network to stay complex
throughout the computation, as we wish to allow in this model.
Considering the suggested projections, φpzq “ |z| is the only reasonable choice. The
<pzq,=pzq projections are not suitable for this purpose, as they favor one of the real and
imaginary parts over the other, while the other operations in the network do not differentiate
between them. The argument, argpzq, is periodic by nature, and so senseless for comparison
purposes. The magnitude is a reasonable measure, and we suggest the max-by-magnitude
pooling, given by
arg max
zPpatch
|z|
Max-by-magnitude pooling generalizes the real valued max pooling only for non negative
inputs. If the patch contains positive and negative real values the results of the two might
differ. For example, if the values in the patch are t´5, 2u then arg maxzPpatch z “ 2 while
arg maxzPpatch |z| “ ´5. However, in typical CNNs, a pooling layer follows a ReLU layer,
which prevents this scenario.
Another possible approach of generalizing max pooling is based on presenting the max
operator as a limit of parametrized functionals. If these functionals are well defined in the
complex domain, they can be used for pooling in the complex case.
One possible family is the softmax 2 functionals, defined by:
2There are many definitions to the softmax operator. We use this definition because it is well defined for
complex input.
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Definition 5 (Softmax). For every α P R, and txiuni“1 P Rn
softmaxαptxiuni“1q “
ř
i xie
αxiř
j e
αxj
By taking α to the limits of ˘8 and 0 we obtain that for every txiuni“1 P Rn
ř
i xie
αxiř
j e
αxj
Ñ
$’&’%
maxi xi αÑ8
1
n
ř
i xi αÑ 0
mini xi αÑ ´8
The different limits of the softmax can prove beneficial also to real valued networks, as
they offer a smooth transition between max, average and min. Max and average pooling
are both used in CNNs, and it is not always easy to predict which one will perform better.
The ability to transfer smoothly between them might create some intermediate operator
that would increase performance. Moreover, the parameter α can be learned in the training
process, reducing some of the necessary cross validation between architectures.
This family generalizes naturally for complex inputs tziuni“1 P Cn. Which induces max-
by-softmax, for which the output for every patch is given by softmaxzPpatch z.
To examine the limits for the complex case, let zi “ xi ` ıyi for every i, and denote
xi0 “ maxi xi. By taking the limit of αÑ8 we obtain
softmaxαptziuni“1q “
ř
i zie
αziř
j e
αzj
“
ř
i rie
αxieıpθi`αyIqř
j e
αxjeıαyj
“ e
αxi0
ř
i rie
αpxi´xi0qeıpθi`αyIq
eαxi0
ř
j e
αpxj´xi0qeıαyj
“
“
ri0e
ıpθi0`αyI0q `ři‰i0 eαpxi´xi0qloooomoooon
Ñ0
rie
ıpθi`αyiq
eıαyi0 `řj‰j0 eαpxj´xi0qloooomoooon
Ñ0
eıαyj
Ñ ri0eiθi0 “ xi0 ` ıy0
In a similar fashion, we obtain three limits, analogous to the real case:
softmaxαptziuni“1q “ Ñ
$’&’%
arg maxzi < pziq αÑ8
1
n
ř
i zi αÑ 0
arg minzi < pziq αÑ ´8
These limits share the flexibility proposed by the real softmax. However, they contain
an inherent symmetry breaking between the real and imaginary parts. This is unwanted in
the context of pooling, as discussed earlier in the context of the projections < and =. We
suggest a possible way to overcome this is by defining a ”dual operator” defined by
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Definition 6 (Dual Softmax).
softmaxα˚ptziuni“1q “ softmaxαptızi˚ uni“1q
The limits of the dual operator are similar to the softmax’s limits with the imaginary
part instead of the real part:
softmaxα˚ptziuni“1q “ Ñ
$’&’%
arg maxzi = pziq αÑ8
1
n
ř
i zi αÑ 0
arg minzi < pziq αÑ ´8
A pooling layer can be constructed by a combination of the two, either by applying both
in different channels or by using some linear combination of the two.
4.2.3 Projection Layer
In many applications the labels are real valued, and so is the network’s output. For
example, in a classification task with k classes, the last layer of the network is typically a
vector with k entries. This vector is normalized to have positive values that sum up to one,
and interpreted as a probability vector, where the ith coordinate’s value is the probability
that the input belongs to the ith class. Consequently, the output vector has to be real
valued.
To that end we add a projection layer, which is a special case of an activation function
layer. An obvious choice in many cases is projection by magnitude, for the same reasons
discussed earlier. Numerical considerations which will be elaborated in the following sections
suggest using the squared magnitude.
4.3 Network Optimization - Complex Backpropagation
The common way to train a neural network, i.e. to minimize its loss function `pW q, is
by using the iterative gradient descent algorithm presented in 2.3. Starting with an initial
value for W , at each iteration the weights are updated by adding a step in the direction
of `’s steepest descent, given by the opposite to the gradient. In the complex case, the
loss function is real valued with complex weights. Such a function is not differentiable
everywhere, and it’s steepest descent direction cannot be calculated using the gradient.
To that end we use the Wirtinger derivatives presented in section 4.1, and specifically the
multivariate generalization of corollary 1.
Throughout this section we use the following notations regarding real valued multivariate
functions. Given a scalar function ` , we denote its gradient with respect to its variables
matrix A by B`BA . I.e.
B`
BA is a matrix, where for every index ri, js
B`
BA ri, js “
B`
BAri, js
Similarly, given a non scalar function Xt`1 with variables Xn we denote the Jacobian of
Xn`1 with respect to Xn by BXn`1BXn . I.e. for all possible indices rp, q, i, js:
BXn`1
BXn rp, q, i, js “
BXn`1rp, qs
BXnri, js
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Denoting the complex valued weights by W “ A ` ıB, the multivariate generalization
of corollary 1 suggests that the gradient descent step should by taken in the direction
´
ˆ B`
BA ` ı
B`
BB
˙
(5)
In neural networks, the gradient is typically computed using the backpropagation algo-
rithm. In this section we describe the adapted backpropagation algorithm for calculating
the derivatives of equation 5.
Consider the nth layer of a complex valued network, with input, weights and output
denoted by Zn,Wn, and Zn`1 respectively. Denote the real and imaginary parts by
Zn “ Xn ` ıYn, Wn “ An ` ıBn
Denote the derivatives of the loss with respect to the input by
δn “ δ<n ` ıδ=n “ B`BXn ` ı
B`
BYn
The backpropagation’s output is the derivatives with respect to the weights,
B`
BAn ` ı
B`
BBn
The backpropagation algorithm is composed of two passes, forward and backward. In
the forward pass, the values of each layer, Zn, are computed according to the network’s
architecture, form the first layer to the final N th layer. In the backward pass, the final layer’s
gradient δN is computed, and then δn and
B`
BAn ` ı B`BBn are computed for every n is reverse
order, according to the chain rule. Finally, the algorithms output is the concatenation of
B`
BAn ` ı B`BBn for all layers.
In the following sections we present how to compute δn, and
B`
BAn ` ı B`BBn , for each type
of layer, given δn`1. Most of the following computations have been done in the past, for
example in [13].
4.3.1 Affine layer
In an affine layer, the output is given by
Zn`1 “WnZn ` wˆn ¨ 1ᵀ
Where the weights are the matrix Wn “ An ` ıBn and the vector wˆn “ aˆn ` ıbˆn. When
splitting to the real and imaginary parts, we obtain
Xn`1 “ AnXn ´BnYv ` aˆ ¨ 1T
Yn`1 “ AnYn `BnXv ` bˆ ¨ 1T
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Which yields the Jacobians
BXn`1
BXn rp, q, i, js “ Anrp, is1rq“js,
BXn`1
BYn rp, q, i, js “ ´Bnrp, is1rq“js
BYn`1
BXn rp, q, i, js “ Bnrp, is1rq“js,
BYn`1
BYn rp, q, i, js “ Anrp, is1rq“js
Where 1rq“js “
#
1 q “ j
0 o.w.
.
Applying the chain rule for every index ri, js yields
δ<n ri, js “
ÿ
pq
δ<n`1rp, qsAnrp, is1rq“js ` δ=n`1rp, qsBnrp, is1rq“js “
“
´
pW<n qᵀδ<n`1 ` pW=n qᵀδ=n`1
¯
ri, js
δ=n ri, js “ B`BYn “
ÿ
pq
δ<n`1rp, qsp´Bnqrp, is1rq“js ` δ=n`1rp, qsAnrp, is1rq“js “
“
´
´pW=n qᵀδ<n`1 ` pW<n qᵀδ=n`1
¯
ri, js
Which reduces to the compact form
δn “ δ<n ` ıδ=n “WHn δn`1 (6)
Where WHn is the hermitian conjugate of Wn, i.e. for every i, j, W
H
n ri, js “Wnrj, is.
Applying the same technique over the weights yields
B`
BAn ` ı
B`
BBn “ δn`1Z
H
n (7)
B`
Baˆn ` ı
B`
Bbˆn
“ δn`1 ¨ 1 (8)
4.3.2 Activation Function Layer
In an activation function layer, with the function f “ u` ıv, the output in index ri, js
is given by
Zn`1ri, js “ fpZnri, jsq “ upZnri, jsq ` ıvpZnri, jsq
Which translates to
Xn`1ri, js “ upZnri, jsq, Yn`1ri, js “ vpZnri, jsq
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Hence the Jacobians are
BXn`1
BXn rp, q, i, js “
BupZnri, jsq
BXnri, js ¨ 1rq“j,p“is
BXn`1
BYn rp, q, i, js “
BupZnri, jsq
BYnri, js ¨ 1rq“j,p“is
BYn`1
BXn rp, q, i, js “
BvpZnri, jsq
BXnri, js ¨ 1rq“j,p“is
BYn`1
BYn rp, q, i, js “
BvpZnri, jsq
BYnri, js ¨ 1rq“j,p“is
And the derivatives reduce to
δ<n ri, js “ B`BXn “ δ
<
n`1ri, jsBupZnri, jsqBXnri, js ` δ
=
n`1ri, jsBvpZnri, jsqBXnri, js
δ=n ri, js “ B`BYn “ δ
<
n`1ri, jsBupZnri, jsqBYnri, js ` δ
=
n`1ri, jsBvpZnri, jsqBYnri, js
Combining the real and imaginary parts yields
δnri, js “ δ<n`1ri, js
ˆBupZnri, jsq
BXn ` ı
BupZnri, jsq
BYn
˙
` (9)
ıδ=n`1ri, js
ˆBvpZnri, jsq
BYn ´ ı
BvpZnri, jsq
BXn
˙
(10)
If f is complex differentiable, this translates to a compact form
δnri, js “ δn`1ri, jsf 1pZnri, jsq˚ (11)
Naively, using the compact form requires that f be entire. However, it is practically
sufficient that the update will be correct for a very large portion of the iterations, and that
when it doesn’t, it will have a finite value. If these conditions are met, the convergence of the
iterative algorithm should not suffer. The ReLU activation function meets this condition.
It is differentiable everywhere but at tz|<pzq “ 0 or =pzq “ 0u, where the limits are finite.
In the case of a projection activation function layer, f “ u is real valued, and so non
differentiable. In this case equation 10 takes the form
δnri, js “ δ<n`1ri, js
ˆBupZnri, jsq
BXn ` ı
BupZnri, jsq
BYn
˙
(12)
4.3.3 Convolution Layer
Each output value of a convolution layer is a dot product between a kernel, and an input
patch. Thus, if the input is reorganized as a matrix, with each column being one patch,
and the weights are organized as a matrix, with one kernel in each row, the convolution is
the multiplication of the two matrices.
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For the purpose of backpropagation, it is more convenient to use the above observation
and express a convolution layer as a composition of three layers: A reorganization layer (to
matrix form), an affine layer, and another reorganization layer. The reorganization layers
do not change any values, but only their locations.
The backpropagation of reorganization layers is very simple. Let ri, js be an input index,
which is moved by the reorganization layer to the new indices ri1, j1s, . . . , rid, jds then
δnri, js “
dÿ
k“1
δn`1rik, jks
4.3.4 Pooling Layer
A max-by-pooling layer can be represented similarly to the convolution layer by a compo-
sition of a reorganization layer, an operation over each column, and another reorganization
layer.
In the case of max-by-magnitude pooling, the value ri, js is transfered to the output if
it has the maximal magnitude in its column. Denote its index in the output by rp, qs then
δnri, js “ δn`1rp, qs
If the value at index ri, js did not transfer to the output then
δnri, js “ 0
Softmax pooling can be similarly constructed as a combination of reorganization, affine
and activation function layers.
4.4 Complex Convolution as a Restricted Real Convolution method
Figure 4: A schematic sketch of the con-
volution operation. An item in the out-
put is the sum of point-wise multiplica-
tion of the kernel and input patch.
A real valued convolution operation takes a ma-
trix and a kernel (a smaller matrix), and outputs a
matrix. The matrix elements are computed using
a sliding window with the same dimensions as the
kernel. Each element is the sum of the point-wise
multiplication of the kernel and matrix patch at the
corresponding window. Figure 4 shows a schematic
representation of a convolution.
We will use here the dot product to represent
the sum of a point-wise multiplication between two
matrices:
X ¨A “
ÿ
ij
XijAij
In the complex generalization, both kernel and input patch are complex valued. The only
difference stems from the nature of multiplication of complex numbers. When convolving a
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complex matrix with the kernel W “ A` ıB, the output corresponding to the input patch
Z “ X ` ıY is given by
Z ¨W “ pX ¨A´ Y ¨Bq ` ı pX ¨B ` Y ¨Aq (13)
To implement the same functionality with a real valued convolution, the input and
output should be equivalent. Each complex matrix is represented by two real matrices,
stacked together in a three dimensional array. Denoting this array rX,Y s, it’s equivalent
to X ` ıY . X and Y are the array’s channels.
A two channeled input, convolved with a two channeled kernel, results in a one channeled
matrix. The dot product between a kernel rA,Bs and an image patch rX,Y s is given by:
X ¨A` Y ¨B
Convolution with multiple kernels produces multiple channels. Specifically, when convolving
with two kernels rA1, B1s, rA2, B2s, the output corresponding to the patch rX,Y s is given
by
rX ¨A1 ` Y ¨B1, X ¨A2 ` Y ¨B2s (14)
Comparing equations 13 and 14, it is clear that given a complex convolution with kernel
A ` ıB, an equivalent real convolution has two kernels of the form rA,´Bs and rB,As, as
seen in figure 5.
(a) Complex valued convolution (b) Real valued convolution
Figure 5: Equivalent complex and real convolution layers. (a) Complex valued convolution, where
the output pixel is given by the dot product of the input patch and the kernel. (b) Equivalent real
valued convolution with two channeled input, output and kernels. Convolving with one kernel yields
one channel.
In light of the above, a convolution layer in a complex valued network is a restricted
form of a real valued convolution layer with twice as many kernels.
We note that the equivalence between real and complex networks does not hold in non
affine layers. Activation function and pooling layers operate on one channel, so the real
valued equivalent layers should operate on two channels, which is not the case. In these
layers the complex network can be seen as connecting the channels, rather than the weights.
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4.5 Complex Convolution
The previous result raises the question for which case is a complex CNN a good classifier.
In order to answer this question we analyze the real and complex convolutions.
A real convolution output can be interpreted as a heat map of similarity to the convolved
kernel. This view is based on the interpretation of the dot product between two matrices as
a similarity measure. Indeed, a dot product between a real patch and a kernel with norm
1, is maximized when they are identical up to a scalar3, i.e.
arg max
}A}“1
X ¨A “ X}X}
To better understand the complex convolution we look at the equivalent complex valued
optimization problem. As Z ¨W is a complex number, we maximize its magnitude,
arg max
}W }“1
|Z ¨W |
Denoting
@i, j Zij “ rijeıθij ,Wij “ tijeıνij
We obtain the maximization problem
arg max
W
ˇˇˇˇ
ˇÿ
ij
rijtije
ıpθij`νijq
ˇˇˇˇ
ˇ
A geometric interpretation is given by thinking of each complex number as a two di-
mensional vector. In this view, multiplying Zij by Wij rotates it by an angle νij . The sum
of the rotated vectors has maximal magnitude if they all have the same phase and their
magnitudes accumulate, otherwise the summed terms cancel each other out. Therefore, the
maximizing kernel obeys
@i, j νij “ ´θij ` C
Or equivalently,
W “ eıC Z
˚
}Z}
Where Z˚ is the point-wise conjugate of Z, and C is some real constant.
Examples for synchronization and cancellation are seen in figure 6. The behavior of the
point-wise multiplication is similar to the accumulation and noise cancellation used in [3] to
improve the Hough transform, as discussed in section 3.3. The global phase factor C does
not affect the output’s magnitude. The fact that different kernels yield the same magnitude
with different angles, introduces some ambiguity in the model, which we refer to as phase
ambiguity. In chapter 5 we further address this issue.
With this interpretation, the complex convolution’s output can be seen as a heat map
where each pixel measures the similarity between the conjugate kernel’s and the input
patch’s phase structure. Combining this notion with the results from the previous section,
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(a) Patch = e0.375piı¨kernel˚ (b) Conjugate kernel (c) Point wise multiplication
(d) Random patch (e) Conjugate kernel (f) Point wise multiplication
Figure 6: Examples of the synchronization effects of the point-wise multiplication. In the upper
row the input patch (a) and conjugate kernel (b) share the same phase structure up to a point-wise
multiplication by eı
3pi
8 . The point-wise multiplication result in (c) is synchronized, all values have
the same phase. In the bottom row the input patch (d) has no meaningful phase structure, and so
does the multiplication in (f). Both patches has mean magnitude of 1, but the sum of the values in
(c) has a magnitude over 20 times larger then the sum of (f).
we conjecture that complex CNNs can serve as a regularized hypothesis class for problems
with informative phase structure.
This characterization implies that the input of complex CNNs should be a complex
valued representation with a meaningful phase structure. In the case of images, possible
complex representations include the Fourier representation, wavelets, gradients, and optical
flow. The Fourier representation does not preserve the locality properties of images, and
therefore does not suit CNNs. Gradients and optical flow are usually represented as a
two dimensional vectors, which are equivalent to complex numbers. There are many other
possibilities, and each representation should be chosen specifically for the task at hand.
3The norm over matrices is defined by }A} “ ?A ¨A, the norm of the vectorized matrix. The dot product
X ¨A scales together with the norm of A, therefore the maximization considers only norm 1 kernels.
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5 Empirical Study - Cell Identification
In this chapter we evaluate the complex CNN model by considering the problem of cell
identification. Cells are circular shaped, and as such have a typical gradient image with
a prominent phase structure. Complex valued CNNs might use this structure to produce
good results, in a similar manner to the one discussed in section 4.5. We focus on evaluating
the complex CNN model, and not on solving this specific problem. To that end, we use a
minimalistic network and perform no major manipulations of the data.
We construct a complex CNN for the task of determining whether a given image patch
contains a cell, and compare this network with its real valued counterpart. The two networks
show comparable results, although the complex network suffers from convergence difficulties.
To check the claim that complex CNNs act as a regularization, we examine the behavior of
the loss as the optimization progresses. The real valued CNN is shown to be significantly
more vulnerable to overfitting. To see whether the network utilizes the phase structure, we
visualize the first convolution’s kernels. Finally, we comment on the numerical difficulties
encountered when training the complex network.
5.1 Experimental Details
Figure 7: Simulated fluores-
cence microscopy image cre-
ated by SIMCEP .
In our experiment we use simulated fluorescence mi-
croscopy images, taken from [19]. These are color images of
multiple cells, an seen in figure 7. To create our dataset we
simulate 150ˆ150 color images, transform them to gray-scale,
and compute their derivatives using the Sobel kernel. Each
gradient image is cropped to a 100 non overlapping 15 ˆ 15
patches. The real network’s input is the derivatives corre-
sponding to a patch, Ix, Iy, and the complex network’s input
is Ix ` ıIy. The label assigned to each patch is ”cell” if it
has at least 10 pixels belonging to a cell. Example gradients
and labels are shown in figure 8. The patches were linearly
normalized to have values between 0 and 1. Both the training
and test sets consist of 10, 000 patches taken from 100 images.
The complex network’s architecture we use consists of two
convolution layers, each followed by an activation function
layer, and a pooling layer. The kernels’ sizes in both convolution layers are 5 ˆ 5 pix-
els, as the radius of cells is of the order of 5 pixels. The first pooling layer has a window
size of 2ˆ 2 with a stride of 1, and the second performs global pooling4. As the labels are
real valued, we add a projection layer. The resulting network is illustrated in figure 9.
As discussed in chapter 4.2, there are several non trivial building blocks in the com-
plex network, each having multiple options. These include the activation function, pooling
method and projection layer. In this network we use ReLU as the activation function, and
max pooling by magnitude. Other activation functions and pooling methods yielded com-
parable or inferior results. Since the last layers before the projection are ReLU and max
pooling, many of the projection layer’s inputs are 0. The |¨| function is non differentiable
4By global pooling we mean pooling over the entire spatial dimensions, across channels, as in [8].
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Figure 8: Examples of the networks’ input - patches’ gradients. The gradients are treated as a
complex valued, and shown as a vector field. The labels are shown above each patch.
Figure 9: The complex network architecture, with two convolutions, activation function and pooling.
To obtain real valued labels, a projection layer is added. Best results achieved with ReLU activation
function, |¨|-pooling and |¨|2 projection.
at 0, so such a setting is problematic for the optimization process, as described in chapter
4.3. To overcome this, the |¨|2 projection was used instead.
We compare the complex network to its real valued equivalent, in the sense described in
chapter 4.4. This network shares the same architecture as the complex one, only with twice
the channels and convolution kernels. By construction, the last layer of the real network
consists of twice as many neurons as the complex one. As the labels are binary, the final
layer has to be two channeled, so we add a fully connected (affine) layer replacing the
projection layer in the complex network. The resulting network is shown in figure 10.
Both networks were trained by minimizing the multi-class logistic loss using SGD with
Nesterov’s acceleration, as presented in [27]. As we aim to check the regularization capa-
bilities of the model, no regularization methods were applied. For the same reason, the
momentum coefficient and learning rate were chosen to maximize the performance over the
training set. For the complex model the momentum coefficient is 0.9 and the learning rate
is 0.01 for the first 2, 000 iterations, and 0.001 afterwards. For the real valued network, the
momentum coefficient is 0.9 and the learning rate is fixed at 0.1. We trained both models
for 20, 000 iterations with a batch size of 100, and used the initialization scheme suggested
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Figure 10: The real network architecture equivalent to the complex one in 9. There are twice as
many channels and kernels. To obtain an output of two classes, rather then four the projection layer
from 9 was replaced by an affine layer.
in [7].
5.2 Comparison With a Real Network
We consider the complex model and its real counterpart after training each to achieve
the minimal training loss, without any regularization. The final losses and accuracies are
presented in table 1. Overall the accuracies are comparable, with the real model performing
slightly better.
Train loss Train Accuracy Test loss Test Accuracy
Complex network 0.056 97.4% 0.0690 97.3%
Real network 0.007 99.8 % 0.1450 97.5%
Table 1: The results of the real and complex model over the training and test set. The real model’s
test loss is significantly higher than its training loss, which suggests overfitting. In the complex model
both losses are close, which advocates to regularization capabilities. The accuracies do not follow this
pattern.
The training loss of the real network is much lower then its test loss, while those of the
complex network are comparable. Figure 11 shows the loss rates as the training progresses.
In the real network, after a quick decrease of both losses, the training loss nearly vanishes
and the test loss rises. Clearly, the real model suffers from overfitting. On the other hand,
the complex network does not present overfitting, as the training and test loss of the complex
network remain close, and lie between the real network’s train and test loss. These results
suggest that the complex model serves as a regularization.
The accuracies, however, do not present the same pattern. The real network’s test
accuracy does not decrease as the loss rises, and is higher than that of the complex network.
While these results are puzzling, the possible regularization capabilities of the complex
network are not undermined, as they can only be measured with respect to the loss being
minimized. More data is needed to see if this phenomenon is repeated for different tasks,
and network architectures.
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Figure 11: The convergence of the real and complex networks with the algorithm’s progress. An
epoch is the number of iterations in which the total number of examples chosen is equal to the size
of the training set, in our setting one epoch is a 100 iterations. In the blue line, the training loss,
and in the red line the test loss. The real model suffers from overfitting, while the complex one does
not.
5.3 Numerical Difficulties
The training of the complex network proved difficult. To demonstrate this effect, we
trained the network 20 times with the same parameters stated above, for 10, 000 iterations.
The only differences between trials are due to the random parts of the algorithm - the
initialization and mini batch choice in each SGD iteration. Only 4 times of 20 has the
network achieved training loss that is close to its best. The loss rate over the training set
across the training process for these 20 trials is plotted in figure 12. This plot demonstrates
the sensitivity of the network to the randomization effects, and its great instability.
In a similar experiment with the real valued network, all trials yielded similar results,
hence the difficulties are likely due to the complex nature of the network. Previous works
concerning complex ANNs, reported numerical difficulties as well, for example in [13]. Un-
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Figure 12: Repeated training of the complex network. Each line is the training loss across the
optimization epochs of a single trial. The learning rate is reduced after 20 epochs, for optimal
convergence. The training process is unstable, and sensitive to the randomization effects. Not all
the trials have converged, and among the ones that did, most did not achieve the global minimum.
fortunately, they do not shed light on the sources of these difficulties or ways to overcome
them.
5.4 Qualitative Analysis of Kernels
Having established that the complex CNN indeed operates as a regularization method,
we turn to analyzing the resulting complex model. It is a common practice in CNNs to
visualize the first convolution’s kernels, to obtain some intuition regarding the network’s
mechanism. In this section we visualize the kernels of the complex network, and examine
if indeed the network identifies common phase structures. This visualization also helps
resolving the phase ambiguity discussed in 4.5.
In section 4.5, it was shown that a complex convolution measures the similarity between
the input and the kernel’s conjugate. It has also been established that two kernels that differ
only by a global phase factor are equivalent in their influence. In figure 13 the conjugates
of the first convolution layer’s kernels are presented, with the mean magnitude above each
kernel.
The upper left kernel has a much higher mean magnitude than the rest, which suggests it
is important to the network’s operation. This kernel also has a very distinct phase structure,
which resembles that of a cell’s center, up to a global multiplicative phase factor. Indeed,
if we multiply the upper left kernel by e
ıpi
3 , we obtain a remarkably similar phase structure
to a cell’s center. For the sake of clarity we will refer to this kernel as the cell kernel. In
figure 14 we show the cell kernel, with and without the global phase factor, and compare it
with a cell’s center from an example patch.
Repeated trainings of the network all yielded a similar kernel, which raises the question
what is special about the global phase e
piı
3 . We suggest that this is the phase that allows
the response to have positive real and imaginary parts. This is crucial, since otherwise the
response would be zeroed out by the following ReLU operation. In figure 15 we present
the result of convolving the patch in 14(d) with the discussed kernel. Indeed the response
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contains mainly vectors with positive real and imaginary parts.
0.36 0.11 0.14
0.12 0.16
Figure 13: Kernels of the first convolution of the trained complex network. The kernels are scaled
to the same mean for the sake of the presentation. The title of each kernel is it’s original mean
magnitude. The upper left kernel, referred to as the cell kernel, has a significantly higher mean
absolute value, and a prominent phase structure.
(a) The cell kernel (b) The cell kernel
multiplied by e
piı
3
(c) A close up of the
rectangle in 14(d)
(d) Gradients’ image
of a cell
Figure 14: Comparison between the learned kernel and a cell center. In the left, the learned kernel
multiplied by a global phase. In the right, an example of a cell’s gradient image. A close up of the
black rectangle in this image is presented in the middle section.
Figure 15: Convolution of the cell patch 14(d) with the cell kernel.
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6 Conclusion and Future Work
In this work we presented a complex valued CNN model, built as a generalization of the
real model, with complex input and weights. Linear operations generalize trivially to the
complex domain, while comparison based operations, such as ReLU and max pooling, are
ill-defined over complex inputs due to the lack of order in the complex field. We described
the problems encountered along with possible solutions. We also handled the optimization
method for this network, and modified the well known back propagation algorithm.
A theoretical analysis reveals that the resulting model is a regularized subclass of CNNs.
A complex convolution is a spacial case of a real valued convolution with twice the param-
eters, and a tight constraint over the weights. This constraint creates a model cut out for
detecting meaningful phase structure.
We explored this model in an empirical setting, by considering the binary classification
problem of cell detection - given an image patch, decide whether it contains a cell or not.
The input data was gradients images of circular cells, that have a revealing phase structure.
We trained a complex network and its real valued counterpart for this classification task.
The training process of the complex network was riddled with difficulties. Given the best
learning parameters, only 20% of the trials converged to a non local minima. However, in
the trials that did converge, the results were promising. There was no overfitting present
in the complex network, while the real network suffered from it considerably. Moreover,
inspecting the kernels of the first convolution layer of the complex network, we have shown
that it detected the phase structure typical for a cell center.
Further work should address the optimization difficulties in the training process of the
complex model, as this seems to be a major stumbling block for successful application
of the model. Given a satisfactory training method, complex networks should be used for
other, possibly more complicated challenges. Tackling additional tasks would gain us better
understanding of the importance of phase structure in different problems, and hence the
benefits of the regularization capabilities. Further experiments should explore the different
possibilities suggested for the model’s construction, such as pooling by softmax.
We should also explore the merits of the complex model using different inputs. These
include additional two-dimensional image representations, such as optical flow. The model
could also benefit other natural signals with an innate complex representation, such as voice
signals.
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