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ABSTRACT 
The notion of an almost integral polyhedron is introduced and used to obtain a 
new proof of the characterization of perfect zero-one matrices which relies only on 
standard arguments from linear algebra and convexity. The characterization of 
perfect zero-one matrices in terms of forbidden submatrices is then used to derive the 
perfect-graph theorem due to Fulkerson and Lovisz. Furthermore, a characterization 
of antiblocking pairs of zero-one matrices by means of a strengthened version of the 
max-max inequality due to Fulkerson is obtained which entails Lovisz’s recent 
characterizaton of perfect graphs. 
INTRODUCTION 
In this paper we consider the constraint set of combinatorial optimization 
problems of the form 
max cx, 
Ax < e,,,, w 
xi=0 or 1, i=l , . * * 2 n, 
where A is an m X n matrix of zeros and ones, e,,, = (1,. . . , 1) is the vector 
with m components equal to + 1, and c = (cl,. . . , c,) is a vector with n real 
components. This class of problems is known as the set-packing problem. 
Along with its close relative, the set covering problem (where the direction 
of the inequality in Ax < e,,, is reversed to be > ) and the traveling-salesman 
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problem [9], the problem (SP) is one of the combinatorial optimization 
problems that capture most of the difficulties and computational complexi- 
ties that are present in the general zero-one programming problem (see [l], 
[lo], [ 111, [ 131). See [2] for a recent survey of both theory and algorithms that 
have been developed for (SP) in recent years as well as for a bibliography on 
major applications of (SP) in industrial administration, engineering, design, 
etc. 
In this paper we introduce the notion of almost integral polyhedra 
defined with respect to zero-one matrices. This concept is very closely 
related to the concept of “criticality” used commonly in graph theory, (see 
e.g., [4]). In Sec. 1 this definition is made precise to the effect that a 
polyhedron P is called almost integral if P possesses at least one noninteger 
vertex, but the polyhedra obtained from P by projecting P into (strictly) 
lower-dimensional subspaces have integer vertices only. It is shown that such 
polyhedra defined with respect to zero-one matrices have exactly one 
noninteger vertex, and the convex hull of integer solutions is obtained 
explicitly. Some of the results of this section have been announced (without 
proofs) in [18]. In Sec. 2 the characterization of almost integral polyhedra is 
used to prove the characterization of perfect matrices obtained in [17] as well 
as to prove a strengthened version of the max-max inequality of D. R. 
Fulkerson [6] for antiblocking pairs of zero-one matrices. Finally, in Sec. 3 
the results are related to the recently developed theory of perfect graphs [4]. 
In particular, Lovisz’s characterization of perfect graphs [15] is obtained as a 
particularization of the strengthened max-max inequality for antiblocking 
pairs of zero-one matrices. 
The definition of almost integral polyhedra given above can be gener- 
alized so as to encompass, e.g., polyhedra defined with respect to nonnega- 
tive matrices of rationals. It appears that this concept will be particularly 
useful in studying integrality questions from an “inductive” standpoint and 
some of the results of this paper carry over-under suitable assumptions-to 
more general polyhedra than the ones studied here. The paper is essentially 
self-contained in the sense that reference in the proofs has been made to 
standard results of linear algebra and convexity and assumes only-though 
not as a necessary prerequisite-some familiarity with the theory of anti- 
blocking polyhedra due to D. R. Fulkerson [6, 71. Though making the paper 
self-contained has prompted some overlap with previous work, in particular 
[6], [7] and [17], this was felt desirable in order to have a unified and 
complete treatment of the subject matter of perfection of zero-one matrices 
from a linear-algebra point of view which can serve as a starting point to 
studying integrality questions in the way indicated above for more general 
classes of polyhedra. 
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1. ALMOST INTEGRAL POLYHEDRA 
Let A be any m X n zero-one matrix having no zero columns or zero 
rows, let ek be the vector having k components equal to + 1, and define the 
polyhedra P and PI as follows: 
P={xER”IAx< e,, x>O}, 
Pr=conv{xEPjxinteger}, 
(I.9 
We will call the polyhedron P almost integral if (i) P# PI, i.e., P has at 
least one noninteger vertex, and (ii) the n polyhedra Pi = P IT {x E R” xj = 0} 
have integral vertices only for j = 1,. , , ,n, A zero-one matrix A defining an 
almost integral polyhedron P is called almost perfect. We proceed by 
deriving first a few properties of almost integral polyhedra defined with 
respect to a given zero-one matrix A. 
Pl. If P is an almost integral polyhedron, then every noninteger vertex X 
ofPsatisfiesO<~<lforj=l,...,n. 
Proof. On account of (ii) in the definition of an almost integral poly- 
hedron, it follows that Z$ > 0 for i = 1,. . . , n. Suppose now that ?k = 1. The 
vector g given by zi = Xi for i # k, & = 0, is readily seen to be a vertex of Pk, 
and hence g is integral, contradicting the assumption that X is a noninteger 
vertex of P. H 
Let b’ , , . . , b’ be the vertices of PI, and denote by B the r X n matrix 
having rows b’, . . . , b’. Define polyhedra Q and Qr as follows: 
Q={ yER”IBy\<e,, y>O}, 
Qr=conv{ y~Ql y integer}. (1.2) 
By definition, Q is the antiblocker of PI. Let Qi = Q n { y E R” I yi = 0} for 
j=l ,*u*, n. 
P2. lf P is an almost integral polyhedron, then Qi and Pi constitute a 
pair of antiblocking polyhedra for i = 1,. . . , n. 
Proof. Since every vertex Z of Pi satisfies zi = 0, we have that Qi is the 
antiblocker of Pi for i = 1,. . . , n. On the other hand, since for x~ Pt we have 
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that y.x= 1 if and only if y/.x= 1, where yj is obtained from y by setting the 
jth component of y equal to zero, it follows that every facet of Pi defines a 
vertex of Qj for i = 1,. . . , n. Since every vertex of Qi defines a support of PI 
and Pi C PI for j = 1,. . . , n, P2 follows. n 
REMARK 1.0. Property P2 holds for almost integral polyhedra P if A in 
the definition (1.1) of P is replaced by an arbitrary nonnegative matrix A of 
rationals. This follows from Theorem 2.1 in [6, p. 531. In order to prove that 
Pl carries over to this more general case one must assume that P is contained 
in the n-dimensional unit cube K, and that the facets of K, do not constitute 
facets of P. The following properties of almost integral polyhedra make full 
use of the fact that here we are concerned with zero-one matrices only. 
P3. If P is an almost integral polyhedron, then the matrix B is a 
zero-one matrix and the n polyhedra Qi have integral vertices only for 
j=l >*.*> n. 
Proof. Immediate from P2. n 
P4. If P is almost integral, then either (i) Q has a vertex ij satisfying 
yi = 1 for j = 1,. . . , n, or (ii) Q is an almost integral polyhedron. 
Proof By P3, every vertex of Qi is integral for i= 1,. . . ,n. Since P is 
almost integral and Q the antiblocker of PI # P, it follows that Q has at least 
one vertex ij which is not a vertex of any one of the Qi, j = 1,. . . ,n. 
Consequently, if Q has integer vertices only, then (i) is true, or alternatively, 
(ii) holds. n 
As a consequence of P4 it follows that in case (i) the inequality Cl= ixi < 1 
is the only nontrivial facet of PI, and consequently, all nontrivial constraints 
defining P are inessential in defining PI. Of course, for an almost integral 
polyhedron P, this statement can be reversed as well. 
P5. If P is an almost integral polyhedron such that case (ii) of property 
P4 prevails, then QI is the antiblocker of P. 
Proof, Let B” be the r”X n matrix whose rows correspond to all vertices 
of P; hence, in particular, r”> r and B contains the matrix B as a proper 
submatrix. To simplify notation, assume that the first r rows of E? correspond 
ALMOST INTEGRAL POLYHEDRA 73 
to B. Let x be any vertex of P, and denote by ;YI the vector obtained from x 
by setting the jth component of x equal to zero. Clearly, xi E Pi, and hence, 
by Farkas’s lemma, xi < Ci= rh, b k with h, > 0 and I!$= rh, = 1, where b k is 
the kth row of B”. Let y E QI. Since case (ii) of property P4 prevails, it follows 
that ~EQ/ for some iE{l,..., n}. Consequently, since QI c Q, we have that 
&y=(~i)~.y< i: Xkbk.y<l. 
k=l 
This implies that y E Q, where Q, defined with respect to 8, is the anti- 
blocker of P. Hence QI c Q c Q. On the other hand, every vertex of Q 
defining afacet of P is necessarily integer, and hence a vertex of QI. Any 
vertex of Q that does not define a facet of P defines a support of P which is 
dominated by a convex combination of all facets of P. Again it follows that 
such a vertex is a vertex of QI, since it is dominated by a convex combination 
of some vertices of QI (and hence, in effect, the projection to some 
lower-dimensional space of a facet-defining vertex of QI). Consequently, 
Q c QI, i.e., QI is the antiblocker of P. n 
LEMMA 1.1. lf 2 is u noninteger of an almost integral polyhedron P, 
then for ecery n x n nonsingular submatrix A, of A such that A,? = e,,, there 
exists an n x n submatrix B, of B satisfying the matrix equation 
B,A,T= E - I, (1.3) 
where E is the n X n matrix consisting entirely of ones, and I is the n X n 
identity matrix. Furthermore, 
X= LB:e,,. 
n-l 
Proof, Let X be a noninteger vertex of P, and for i = 1,. . . , n, define ri as 
follows: 
4’ = 
i 
Fj for i#i, 
0 for i=i. 
Since xi E Pi c PI, it follows that the point Z= {(n - 1)/n}? is contained in 
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PI, because PI is convex and 
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n-l- 
x=c 
n IX’ 
n n ’ 
i=l 
Since X@ PI and since ? is a scalar multiple of X, there exists a nontrivial facet 
F of PI such that (~4 E F for some appropriate s satisfying (n - 1)/n < s < 1. 
Since dim F = n - 1 and 0 @ F, where 0 is the origin of R”, it follows from 
Caratheodory’s theorem (see, e.g., Griinbaum [12]) that there exists an n X n 
submatrix B, of B such that 
ET= yB, with y >O and 5 yi= 1, 
i=l 
where + <s< 1. 
(1.4 
Since F is generated by n linearly independent vectors, it follows that we can 
assume without loss of generality that the matrix B, in (1.4) is nonsingular. 
Let A, be an n X n nonsingular submatrix of A defining 5, i.e., A,? = e,,. 
Consequently, we have 
se,‘= yB,AT. (1.5) 
Define D = B,AT. Then D is a matrix of zeros and ones. Furthermore, D 
cannot contain a row of ones; for if it did let b be the row of B, such that 
bAT = e,‘. Then A,b ’ = e,‘, and hence X = b ‘, contradicting the nonintegral- 
ity of X. Consequently, denoting by di the row sum of the ith row of D, we 
have di < n - 1 for i = 1,. . . , n. On the other hand, from Z;= ,yidi = s-n > n - 
1 we have that yi > 0 implies that di = n - 1, and furthermore, that s = (n - 
1)/n, since y > 0 and Ey_iyi = 1. Suppose now that yi Q * * - < yk with k < n 
satisfy yi>O and yk+i=*** = y, =O. Since D is nonsingular, we can re- 
arrange the rows and columns of D so that D has the form 
D= 
where D, is of size k X k and has zeros only on the main diagonal, and D, is 
of size k x (n - k) and consists entirely of ones. If k < n, obviously 
n-l 
-eT= yD 
n (14 
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cannot have a solution satisfying Y > 0 and x7= iyi = 1. On the other hand, 
zy_ iYi = 1 implies k > 1. Consequently, k = n, and D has the general form 
E - R where E is the n x n matrix consisting entirely of ones and R is an 
n X n permutation matrix. Since R rR = I, it follows that by suitable arrange- 
ments of the rows of B, we have (1.3). Furthermore, we note that 
n-l 1 
Y= - e,‘D -I= _e= n n n* 
Consequently, from (1.4) we have, since s = (n - 1)/n, 
1 
XT= -e,TB,. 
n-l 
(1.7) 
PI 
This completes the proof of Lemma 1.1. n 
REMARK 1.2. If P is almost integral and case (i) of property P4 prevails, 
then B = B, = I and consequently, by Lemma 1.1, A, = E- 1. Every other 
row of A that is not contained in A, must then either be identical to some 
row of A, (if such a row has n - 1 entries equal to one) or be dominated (in 
the usual vector sense) by some row of A,. 
LEMMA 1.3. Every noninteger vertex x of an almost integral polyhedron 
P has exactly n adjacent integer vertices. 
Proof Let X be a noninteger vertex of P, and let A, be such that 
A,?= e,, and A, is nonsingular. Let a ‘bearowofAthatisnoiarowofA,, 
azd suppose that a ‘2 = 1. By Lemma 1.1 it follows that A, ’ = X - B:, where 
X is the matrix with n columns equal to X. Consequently, zT = a ‘AC ’ = e,‘- 
aTBIT>O, and from (1.8), zTe,,=n-(n- l)aT?=l. Hence, aTx< 1 is a 
support of P, and thus inessential in defining P. Consequently, there are 
exactly n essential constraints of Ax < e,,, that are binding at X, and every 
vertex that is adjacent to a noninteger vertex X of an almost integral 
polyhedron P belongs to some polyhedron Pi with i E N and thus is integer. n 
LEMMA 1.4. Zf 3 is a noninteger vertex of an almost integral polyhedron 
P and A,?= e,,, then 
VT= LezA, 
n-l (1.9) 
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is a vertex of Q satisfying 
-- 1 
?Yi= n-l for j=l,...,n. (1.10) 
Furthermore, yT.x < 1 is a facet of PI. 
Proof. To prove that ij defined by (1.9) is a vertex of Q, we remember 
that the n X n submatrix B, is nonsingular. Furthermore, 
B, ij= &BIA’Te,=e”. 
Let b T be any row of B not contained in B,. Then 
b ‘g = -&b’A:;?, < 1, 
since b TA,T < enT with strict inequality in at least one component. By the 
definition of B, this implies that Y’x < 1 is a facet of P,. To prove (1.10) we 
note that from (1.3), (1.8) and (1.9) it follows that ?‘q= n/(n - 1). Further- 
more, letting yi be given by y; = ii for i# i and yj = 0 for i = 1,. . . , n, it 
follows that ( y i)Tx < 1 is a support to P, and consequently 
-- 1 
yjxi>&-l=- 
n-l 
for i=l,...,n. 
Since 
(1.10) follows. n 
THEOREM 1.5. Zf P is an almost integral polyhedron, then P has exactly 
one noninteger vertex and PI = P n {x E R”I q T? < l}, where ij is the vertex of 
Q given by (1.9). 
Proof. Let ?#x* be two different noninteger vertices of P. Then there 
exist two different vertices ij# y* of Q that are given by (1.9) and such that 
(1.10) holds for the pairs (?,g) and (x*, y*). From Lemma 1.3 it follows that 
?Ty*<l and ij x T * < 1. On the other hand, by the Cauchy-Schwarz inequal- 
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ity (see Rockafellar [20]) we have that 
n2 
> (n- 1)2 >l. 
Consequently, P cannot have two different noninteger vertices. Further- 
more, by Lemma 1.4, Y’x Q 1 is a facet of PI that is not a facet of P. By an 
application of Lemma 1.3 the rest of Theorem 1.5 follows. n 
REMARK 1.6. It follows from Theorem 1.5 that Q also has exactly one 
noninteger vertex if P is an almost integral polyhedron such that case (ii) of 
property P4 prevails. 
THEOREM 1.7. If P is an almost integral polyhedron, then the noninteger 
vertex X of P satisfies X= ve,, where v = (detA,)- ’ and the vertex i of Q 
given by (1.9) satisfies ij= we, where w = (detB,)-‘. Furthermore, VW = l/(n 
- 1). 
Proof. From (1.3) we have that (v*w)-‘= n - 1, since det(E - I) = n - 1. 
By Cramer’s rule it follows that X= vh and y= wf, where both h and f are 
integer vectors. From (1.10) we have, for j = 1,. . . , n, 
-- 
xjyi=(v.w)hifi= -&at;= 1 
n-l ’ 
Consequently, hiA = 1 for j = I,. . . , n, where both hi and J are integers. 
Hencehi=fi=lforj=l,...,n. n 
Whereas Theorem I.5 tells us that almost integral polyhedra defined with 
respect to zero-one matrices are pointed in the sense that they have exactly 
one noninteger vertex and that this vertex is contained in the interior of the 
unit cube in R”, we have by Theorem 1.7 the exact form of such a vertex, 
and hence an explicit description of the convex hull of the integer vertices of 
almost integral polyhedra. This will be used in the next section to char- 
acterize those zero-one matrices that define almost integral polyhedra. 
78 MANFRED W. PADBERG 
2. ALMOST PERFECT ZERO-ONE MATRICES 
An m x n matrix A has been called almost perfect if the polyhedron P 
defined by (1.1) is almost integral. In order to characterize almost perfect 
zero-one matrices by means of forbidden submatrices we need the following 
definition: An m x k zero-one matrix A’ is said to have the property +TT~,~ if (i) 
A’ contains a k X k nonsingular submatrix A; whose row and column sums 
are all equal to p, and (ii) each row of A’ which is not a row of A; either is 
componentwise equal to some row of A;, or has row sum strictly less than P. 
Examples of zero-one matrices having the property 7rfl,k are all k X k circu- 
Zants having row sums equal to /? provided that k and P are relatively prime. 
The latter condition is well known to be necessary and sufficient for the 
nonsingularity of a zero-one circulant (see [16]). We will assume that A does 
not contain any zero columns. 
Theorem 1.7 now provides together with Theorem 1.5 and Lemma 1.3 
the following characterization of almost perfect zero-one matrices: 
THEOREM 2.1. Let A be any m X n zero-one matrix. Then the following 
two statements are equivalent: 
(i) A is almost perfect. 
(ii) A has the property TV,” f or some p satisfying p = n - 1 or 2 < p 
<[(n-1)/2] and n=l mod j3. Furthermore, A does not contain any m X k 
sulnnutrix having the property T~,~ for 2 < p < k - 1 and k < n. 
Proof. If A is almost perfect, then the polyhedron P given by (1.1) is 
almost integral. By Theorem 1.5, P has exactly one noninteger vertex 2, and 
by Theorem 1.7, X= se,, where v = (detA,)-’ and A,?= e,,. Consequently, 
A,e, = v - ‘e,,. Also by Theorem 1.7 the vertex i of Q given (1.9) satisfies 
y=we n, where w =(detB,)- ‘. Hence, e,TA,=w(n-l)e,r=v-‘e:. Conse- 
quently, A, has row and column sums equal to P = detA, and n G 1 mod /?. 
Let a T be any row of A not contained in A 1 such that a ‘e,, = p, By the proof 
of Lemma 1.3, aT is a convex combination of the rows of A,: aT= yA, with 
yi > 0 and Cy_iyi = 1. Consequently, by Lemma 1.1, aTBir= yA,BT= e- y 
implies integrality of y, i.e., uT equals componentwise some row of A,. 
Suppose now that /? < n - 1. If p > [(n - 1)/2] + 1, then letting z = w - ’ we 
have from x*/3= n - 1 that ~<2, and since z is integral, it follows that z= 1 
and j3 = n - 1, i.e., [(n - 1)/2] + 1 < p < n - 1 is impossible. Consequently, 
we have (ii). To prove the reverse implication, we note that (ii) implies that P 
defined with respect to A certainly has at least one noninteger vertex. 
Suppose that there exists a jEN={l,...,n} such that Pi=Pn{xER”(lct 
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=0} has a noninteger vertex x ‘, Let S={kEN]x,l=O}. Then Ps=Pn{xE 
R"] x, = 0 for all k E S } satisfies Ps c Pi, and Ps has a noninteger vertex. By 
considering the polyhedra P/ = Ps n {x E R"lxj = 0} for i EN- S, we find 
either that all Pi’ have only integer vertices for all i EN - S or not. In the 
latter case, we repeat the process described above. This way we obtain in a 
finite number of steps a nonempty almost integral polyhedron P’ c P. By the 
first part of the proof, we obtain an m X k submatrix of A having the 
forbidden property for k < n. This contradicts assumption (ii) and completes 
the proof of Theorem 2.1. W 
In [17] we have termed an m X n matrix A of zeros and ones perfect if 
P=P(A)= {x~R~lAx< e,,,, x > 0} has integer vertices only. Since every 
polyhedron P with noninteger vertices contains a (lower-dimensional) poly- 
hedron P’ that is almost integral, we can now retrieve easily (a slightly 
sharper version of) Theorem 3.16 of [17], which we state without proof. 
THEOREM 2.2. Let A be any m X n zero-one matrix. The following two 
statements are equivalent: 
(i) A is perfect, i.e., P= Pt. 
(ii) A does not contain any m X k submatrix A’ having property srs,k for 
2 < ,8 < [ i( k - l)] or ,8 = k - 1 and 3 < k < min(m, n), where [a] denotes the 
largest integer less than or equal to a. 
As a further consequence of the results of the previous section, it follows 
that for an almost perfect zero-one matrix we can describe the polyhedron PI 
completely. In fact, we have the following theorem: 
THEOREM 2.3. Let A be any m x n zero-one matrix. Then the following 
two statements are equivalent: 
(i) A is almost perfect. 
(ii) The polyhedron P(A) = (x E R”]Ax < e,,,, x > 0) has exactly one 
noninteger vertex, and P,(A), the 
given by 
convex hull ofinteger vertices of P(A), is 
PI(A)=P(A)n 
where w=max{Z;,ixj]xEP(A)} 
than or equal to w. 
and [w] denotes the largest integer less 
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Proof. If A is almost perfect, then (ii) follows from Theorems 1.5 and 
1.7. Reversely, suppose that (ii) holds. Denote as in Sec. 1, by Q the 
antiblocker of PI. The A either has a vertex y with ij! = 1 for j = 1,. . . , n, if 
[w] = 1, or is an almost integral polyhedron, if [w] > 2. Consequently, P(A) is 
almost integral, and hence (i) holds. n 
In order to derive a theorem which is closely related to the perfect-graph 
theorem we will first state a lemma: 
LEMMA 2.4. Let A he any m X n matrix of zeros and ones. P(A) = {x E 
R” [Ax < e,,,, x > 0) is almost integral if and only if the following two 
conditions are met: 
(i) max{ e,,x(x E P(A)} f0 mod 1. 
(ii) max{qx]xEP(A)}-0 mod 1 for all zero-one vectors q satisfying 
2y_1qi < n- 1. 
Proof. If P(A) is almost integral, (i) and (ii) follow from Theorem 2.1. 
To prove the reverse direction, it follows from (ii) that A cannot contain an 
m x k submatrix having property rfi,k for some 2~ /3< k-l and k<n. On 
the other hand, (i) implies the existence of a noninteger vertex; hence by 
Theorem 2.2, A must contain an m X k submatrix having the property T~,~ 
for k < n. Consequently, k= n. Hence A itself has the property rB,n for some 
2 < /3 < n - 1, i.e., P(A) is almost integral. n 
As a consequence of Lemma 2.4, we have the following theorem: 
THEOREM 2.5. Let A be any m X n matrix of zeros and ones, and let 
P(A)={xEW]Ax< e,,,, x > O}. Then the following two statements are 
equivalent: 
(i) P(A) has only integer vertices. 
(ii) max{qx]vzEP(A)}=O mod 1 for all zero-one vectors q. 
The remarkable statement of Theorem 2.5 is that in order to ensure 
integrality of P(A) all that is required is that (ii) holds for all zero-one 
vectors. It is well known that any bounded polyhedron P(A) defined with 
respect to a nonnegative matrix A is integral if and only if the following- 
apparently stronger-condition is met: 
(iii) max{cx]xEP(A)}-0 mod 1 for all (nonnegative) integer vectors c 
with n components. 
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The essence of Theorem 2.5-and as a consequence, the (weak) perfect- 
graph theorem (see Sec. 3)-is that, in the context of zero-one matrices, it is 
sufficient to consider only zero-one vectors; see also [6], in particular pp. 187 
ff. 
In order to characterize integral and almost integral polyhedra by means 
of the max-max inequality of D. R. Fulkerson (see [7] and also the recent 
characterization of perfect graphs by Lovisz [15]), we will need the follow- 
ing lemma: 
LEMMA 2.6. Let A be any m X n matrix of zeros and ones, let P(A) 
={xERn]Ax<ee,, x > 0}, denote by Q the antiblocker of PI =conv{ x E 
P(A)lx integer}, and let Qr=conv{ YEQ] y integer}. Then P(A) and Q are 
both almost integral if and only if the following conditions are satisfied: 
(i) max{e,‘~lx~Pr}max{e,TYI y~Q~}<n. 
(ii) max{ pxjx~P~}max{ py] YEQ~} > ppT for all zero-one vectors pT 
< e,, pT# e,. 
(iii) max{ e,ry] y E Q1} > 2 and max{ e,‘x]xE PI} > 2. 
Proof Let P (A) and Q be almost integral and p T < e,. Denote w ( p) = 
max{pxlxEP,} and u(p)=max{pyl YEQ,}. If p’=e,,, then w(p)u(p)=n 
- 1 by Theorem 1.7 and Theorem 2.3. Hence (i) is fulfilled. To prove (iii) we 
remark that w (e,) < 1 implies that Q is integral, whereas c(e,) < 1 implies 
that P(A) is integral. Consequently, (iii) holds. To prove (ii), let p,= w(p) 
and p, = u ( p). Since A does not contain any zero column, p # 0 implies that 
p, > 1 and p, > 1. Since both P(A) and Q are almost integral, p ’ < e,, 
p ‘# e,, implies that 
w(p)=m={ pxlrEP(A)}, 
u(p)=max{ pxIxEQ}. 
Consequently, by Farkas’s lemma, (l/pe) p is dominated by a convex combi- 
nation of all rows of A, and (l/pi) p is dominated by a convex combination 
of all rows of B, the zero-one matrix defining Q. Hence, 
with hi > 0 and 2 xi=l, 
i=l 
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1 1 -- 
PO Pl 
ppr< h4BT/lT. 
But AB T < E,,,, where E,,, is the (appropriately dimensioned) matrix of all 
+ l’s, and consequently, 
PPT( POPl. 
To prove that (i), (ii) and (iii) imply that P(A) and Q are almost integral, we 
prove first P(A) and Q have at least one noninteger vertex. Since w(e,) 
> w(p) for all zero-one vectors pT< e,, it follows that n>w(e,)u(e,)> fl- 
1, and from integrality that equality holds. Let p’ denote the n distinct 
zero-one vectors having exactly one zero entry in the ith component and + 1 
entries elsewhere for i = 1 ,...,n. Then we have w(e,,)>w(p’)>w(e,,)-1 
and v(e,) > u( pi) > u(e,)- 1. Hence it follows that w(eJ=w( p’) and u(e,) 
=u(pi), since w(p”)u(p’)=n-1 for i=l , . . . , n and since (iii) holds. Let 
w = w(e,) and u = u(e,,). Let D be the n X n matrix whose rows correspond 
to the n vectors pi defined above. Note that D = E - I. The convex cone K, 
given by 
K,={ yER”IDy<ue,} 
has its apex at _Ij=(l/w)e,, and satisfies Q1cK,. Since max{e,,xlxEP,}=w 
> 2, it follows that ij E Q and consequently that y is a noninteger vertex of Q. 
Hence, e$ < w is a facet of PI which is not a facet of P(A), i.e., the 
maximum max{ exl x E P(A)} is assumed at some noninteger vertex ? of P(A). 
Hence, both P(A) and Q have a noninteger vertex. If P(A) is almost integral, 
then so is Q by property P4 and assumption (iii). Hence, suppose that P(A) is 
not almost integral. Let Ps (A) = P(A) n {x E R” 1 xi = 0 for all i E S } denote a 
(lower-dimensional) almost integral polyhedron contained in P(A), and Qs 
= Q n { y E WI yi =0 for all j E S} its antiblocker. Denote P,,, =conv{ x E 
Ps (A)lx integer} and Q1,s =conv{ y~Q~l y integer}. If max{qxlxEP1,s} >2 
and max{qylyEQ,,,}>2, where 4 h as components qi = 1 for i EN - S and 
qi = 0 for i E S, then we have from the part of Lemma 2.6 that we have 
proven already that qqT<max{qxlxEPI,s}max{qyl YEQ~,~} <qqT and 
hence a contradiction. Similarly, if either max {qxlx~ PI,,} < 1 or max{ qy 
I y E Qr,s} < 1 or both, we arrive at a contradiction. This completes the proof 
of Lemma 2.6. n 
As a consequence of Lemma 2.6, we have the following theorem: 
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THEOREM 2.7. Let A and B be any two matrices of zeros and ones of 
size mXn and rXn, respectively. Let a’, i=l,..., m, and bi, i=l,..., r, be 
the rows of A and B, respectively. Then the following two statements are 
equivalent: 
(i) The polyhedra P(A)={xER”]Ar<e,, x>O} and Q(B)={ yE 
R” By < e,, x > 0} are a pair of antiblocking polyhedra. 
= (4 ai(b for all i and i, and max{a’q~i=1,...,m}max{b~q~j 
1 , . . . ,r} > qq * for all zero-one vectors q. 
Proof. If (i) holds, then P(A) = conv{xEP(A)]x integer} and Q(B) 
= conv{ y E Q (B)I y integer}. The first part of (ii) follows from the assump- 
tion that P(A) and Q (B) are a pair of antiblocking polyhedra, whereas the 
second part of (ii) follows by the same argument that was used to prove 
statement (ii) of Lemma 2.6. To prove the reverse implication of Theorem 
2.7, assume that (ii) holds, Let Q*= s-conv{b’,...,b’} and P* =s- 
conv{al,..., am}, where the symbol s-conv is used to denote the (sub-) 
convex hull of the nonnegative points of R” that are dominated (in the weak 
sense) by convex combinations of the vectors in the curly brackets. Then the 
antiblocker of Q* is given by Q= { y E R”1By < e,, x > 0}, whereas the 
antiblocker of P* is given by P = {x E R” I Ax < e,,,, x > O}. It follows readily 
that P*cQ and Q*cP, Let Q1=conv{ YEQ] y integer} and P,=conv{xE 
Plx integer}. For XEQ,, x#O, we have max{bix]j=l,...,r}=l and hence, 
from (ii) by the max-max inequality, a’ > x for some i E { 1,. . . , m}, Since P* 
contains the origin of R”, it follows that x E P*, and from the integrality of 
P*, P* C Q implies that Q1 = P*. By symmetry, we have PI = Q*. Hence, Q is 
the antiblocker of PI and P is the antiblocker of Q1, If Q = Q1, then P is the 
antiblocker of Q. Hence, for every x E P, we have xy < 1 for all y E Q, i.e., x 
defines a support of Q. Consequently, x < hB for some hi > 0, CA, = 1, implies 
that x E PI. Hence P = PI, and the theorem is proven. By the same argument, 
P= PI implies Q = QI. Suppose now that P# PI and Q # Qr. Without restric- 
tion of generality, we can assume that both P and Q are almost integral. 
Hence, by Lemma 2.6, we obtain a contradiction. n 
Theorem 2.7 is a strengthening of Theorem 3.2 of D. R. Fulkerson [6, p, 
601 that is possible because of our restriction to zero-one matrices. Whereas 
in the case of antiblocking polyhedra defined with respect to arbitrary 
nonnegative matrices one has to require that the max-max inequality 
max{a’p]i=l,..., m}max{biq]j=l,..., r} >p*q 
holds for all p E R”, and q E RT, here we can restrict ourselves to zero-one 
vectors p = q, if we consider zero-one matrices only. Theorem 2.7 thus 
84 MANFRED W. PADBERG 
achieves a significant reduction in the amount of testing needed to de- 
termine whether or not a given pair of zero-one matrices actually constitutes 
a pair of antiblocking matrices, i.e., defines a pair of antiblocking polyhedra. 
If A and B are a pair of antiblocking zero-one matrices, then, of course, A as 
well as B is a perfect matrix. Theorem 2.7 is closely related to the characteri- 
zation of a perfect graph of Lovasz [15], which we will discuss in the next 
section. 
REMARK 2.8. It is obvious from Lemma 2.4 as well as from Lemma 2.6 
that the role played by the vector e, = (1,. . . , 1) in the case of almost perfect 
matrices is directly related to the fact that we consider zero-one matrices 
only. In other words, if one considers the more general case of almost 
integral polyhedra P defined with respect to nonnegative matrices A of 
rationals satisfying the condition that x E P implies xi < 1 for j = 1,. . . , n, one 
expects this role to be played by some uniquely defined vector c of integers 
which is “smallest” in some appropriately defined way. Generalizations of 
the results of this paper in that direction are possible and will be the subject 
of a forthcoming paper. 
3. PERFECT GRAPHS 
In this section we restate some of the theorems of the previous sections in 
graphical notation. First we will develop the necessary notation and relate 
the graphical concepts to integer-programming notation. 
Let A denote the m x n clique matrix of an undirected graph on n 
vertices, i.e., the m rows of A are the incidence vectors of all maximal 
complete subgraphs contained in G. We may also allow A to contain, in 
addition to the rows specified above, an arbitrary number of incidence 
vectors of complete subgraphs. These, however, do not play any role in the 
context discussed here, since such rows are dominated in the usual vector 
sense by the incidence vector of some maximal complete subgraph or clique 
of G and hence are, trivially, inessential in defining P(A). It is, however, 
convenient in some arguments to allow for the presence of dominated rows; 
hence we will not exclude explicitly dominated rows from the definition of a 
clique matrix. Denote by a(G’) the maximum cardinality of a stable (inde- 
pendent) node set in G’ and by 8 (G’) th e minimal number of cliques that 
cover G’, where G’ is an arbitrary (vertex-induced) subgraph of G. The 
numbers cu(G’) and 8 (G’) constitute solutions to the integer linear programs 
(IP):a(G’)=max{qxlAx<e,, ~~‘0 or 1 for j=l,...,n} and (DP):e(G’) 
= min{ ye,\ yA > q, yj = 0 or 1 for i = 1,. . . , m}, where q is the incidence 
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vector of G’. Note that (IP) and (DP) are-except for the integrality 
stipulation-a pair of dual linear programs. Due to the integrality stipula- 
tion, for arbitrary graphs and zero-one matrices A we will expect a “duality” 
gap, i.e., a(G’) < 8 (G’) for some subgraph G’ of G. In fact, from the duality 
theory of linear programming, we know that 
a (G’) < max{ qxlAx < e,,, x>O}=min{ye,]yA>q,y>O}<B(G’). (3.1) 
C. Berge has termed graphs G with property that a(G’) = 0 (G’) for all 
subgraphs G’ of G a-perfect; see [4]. 
Let G denote the complement of G, i.e., G = (N, G?(N) - E ), where E is 
the edge set of G. Let w(G’) denote the maximum cardinality of a clique in 
G’ and y(G’) denote the chromatic number of G’, where G’ is an arbitrary 
(vertex-induced) subgraph of G. As is well known, o(H) = (Y (a) and y(H) 
= 0 (H) for arbitrary (finite undirected) graphs H and their complements e. 
Consequently, letting B denote the rX n clique matrix of c, the numbers 
w(G’) and y (G’) constitute solutions to the integer linear programs 
(p):w(G’)=max{qx]Br<e,, xi=0 or 1 for j=l,...,n} and (DP):y(G’) 
=min{ye,]yB>q, yj=O or 1 for j=l,...,n}, where q is the incidence 
vector of G’. Similarly to (3.1) above, we obtain from duality theory of linear 
programming that 
w(G’)~max{qx~Bx<e,,x>0}= min{ ye,] yB > q, y >O} < y( G’). (3.2) 
Generally, again, o( G’) < y (G’) f or some subgraph G’ of a given graph 
G, and Berge [4] has termed graphs with the property that w(G’) = y(G’) for 
all subgraphs G’ of G y-perfect. Finally, a graph G is perfect if and only if G 
is both a-perfect and y-perfect. The (weak) perfect-graph conjecture of C. 
Berge [4] states that a-perfection and y-perfection of a (finite, undirected) 
graph are equivalent. The conjecture has recently been proven by Fulkerson 
[6, 81 and Lovasz [14]. A fundamental construct in both proofs is the 
multiplication of vertices of a graph introduced by Fulkerson [6]. This device 
allows one to reduce a weighted node-packing problem on a graph G with 
(integer or rational) node weights ci, i= 1 , . . . , n to the problem of finding a 
maximum-cardinality independent node set in the graph d obtained from G 
by substituting for each node i with integer node weight cj > 2 ci independent 
copies of node i, where i E { 1,. . . , n}. (Essentially the same construction can 
be used in the context of weighted packing problems defined with respect to 
arbitrary nonnegative matrices A.) The use of the characterization of almost 
perfect zero-one matrices renders this device unnecessary. 
Let Q (B) = { y E R”]Bx < e,, x > 0} be defined with respect to the clique 
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matrix B of E, the complement of some finite, undirected graph G, and let 
P(A) = {x E R”]Ax < e,,,, x > 0} be defined with respect to the clique matrix 
A of G. Denoting PI = conv{ x E P(A)] x integer} and Qr=conv{ ~EQ(B)] y 
integer}, one verifies easily that Q (B) is the antiblocker of PI and that P(A) 
is the antiblocker of QI. The following theorem is essentially the perfect- 
graph theorem (see [14]) and states as well the characterization of perfect 
graphs by way of integral polyhedra due to Chvatal [5] and Fulkerson [6, 71. 
THEOREM 3.1. Let G be a finite undirected graph on n vertices; let A be 
the m x n clique matrix of G, and B be the T x n clique matrix of c, the 
complement of G. Then the following four statements are equivalent: 
(i) P(A) = {x E R” ]Ax Q e,, x > 0} has only integer verticees. 
(ii) G is a-perfect. 
(iii) G is y-perfect. 
(iv) Q(B)={ yER”\By<e,, y>O} has only integer vertices. 
Proof, Suppose (i) holds. Since Q(B) is the antiblocker of PI = P(A), it 
follows that (iv) holds. Consequently, on account of symmetry, (i) and (iv) are 
equivalent. Furthermore, it is sufficient to prove the equivalence of (i) and 
(ii), since, again on account of symmetry, the equivalence of (iii) and (iv) 
ensues from the fact that the complement of G is G and o(G) = w(G). To 
prove equivalence of (i) and (ii), suppose that (ii) holds. By (3.1) it follows 
that max{qx]xEP(A)}rO mod 1 for all zero-one vectors q. Hence by 
Theorem 2.5 we have (i). On the other hand, if (i) holds, then a(G’) 
=max{qx]xEP(A)} f or all subgraphs G’ of G, where q is the incidence 
vector of G’. To show that (ii) holds, we use a well-known argument (see [3], 
[7], [14]) to show that the dual linear program z(q)=min{ ye,,, yA > q, 
y > 0} possesses an integral solution vector for every zero-one vector q. This 
is obviously true if q = 0 is the null vector. Suppose that the statement is true 
for all zero-one vectors of length X7= lqi < k. Let q be any zero-one vector of 
length k + 1 and tYj be any optimal solution such that ye,,, = z(q) and such that 
yi satisfies 0 < yi < 1. Then a’, the ith row A, satisfies f(a’)T>O. Let s be 
the vector obtained from 9 by setting all components of S equal to zero for 
which @ = a/ = 1. Obviously, T is a zero-one vector of length < k,_and by the 
induction hypothesis there exists an integer solution vector y satisfying 
ie,,, = z(G) and furthermore qi = 0. Since i is optimal for q = 9 and feasible 
for q = 4= 4 in the above linear program, it follows that-z(G) < z(q). Since 
z(q) and ~(7) are integers, the vector y* given by y: = I$ for all i # i and 
y: = 1 is an optimal zero-one solution vector satisfyingz($ = 0 (G’). Hence, 
(i) and (ii) are equivalent. n 
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From Theorem 2.7 we obtain now the more recent characterization of 
perfect graphs due to Lovasz [15]. In fact, with the notation of Theorem 3.1, 
it follows that G is perfect if and only if both P(A) and Q (B) have integral 
vertices only. By the remarks preceding Theorem 3.1, P(A) and Q(B) thus 
constitute a pair of antiblocking polyhedra. Consequently, since 
and 
o(G’)=max{qa’)i=l,...,m} 
rr(G’)=max{qb’]i=l,...,r} 
where 4 is the incidence vector of G’ and a’, b’ respectively denote the ith 
row of A and B, the following theorem follows from Theorem 2.7: 
THEOREM 3.2. A finite undirected graph G is perfect if and only if 
a(G’)w(G’) > IG’l f or every induced subgraph G’ of G. (1 G’J is the cardinal- 
ity of the node set of G’.) 
To conclude this section, we relate Theorem 2.1 and 2.3 to the graphical 
terms of this section. Similarly to the concept of an almost integral poly- 
hedron, we may consider almost perfect graphs-or critically imperfect 
graphs-as is done, e.g., in [15], [17], [18], [21]. Theorem 2.1 and Theorem 
2.3 then imply that every almost perfect graph G has exactly n distinct 
cliques of size o(G) and n distinct independent node sets of size a(G). From 
the matrix equation of Lemma 1.1 we know, furthermore, that to every 
clique of size o(G) with node set C there corresponds exactly one indepen- 
dent node set F of size al(G) in G such that C n F= 0 and vice versa, i.e., 
there exists a one-to-one relationship between the n distinct maximum 
cliques and the n distinct maximum independent node sets of G. 
I wish to gratefully acknowledge the interesting and stimulating discus- 
sions I had with Alan J. Hoff mun and Ellis L. Johnson on the subject of 
perfect matrices. 
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