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ABSTRACT 
The convergence of an iterative method is usually measured either by the spectral 
radius or by a matrix norm, e.g., the spectral norm, of the corresponding iteration 
operator. However, for nonnormal matrices, each one of these approaches has its 
drawbacks. The first one only describes the asymptotic rate of convergence; the 
second one usually produces estimates which are much too pessimistic. M. Eiermann 
has suggested using the field of values to judge the performance of an iterative 
method. His results are generalized in this paper by upper bounds for the error 
reduction in the AD1 method based on the field of values. In particular, for the 
stationary AD1 method, i.e., using the same parameters in each step, we obtain the 
error estimate 
for the commutative case, i.e., if HV = VH is fulfilled. Furthermore, we show that 
the field of values of a tridiagonal matrix becomes minimal if it is in complex 
symmetric form. This result can be generalized to Kronecker sums of tridiagonal 
matrices which occur in many practical applications, e.g., discretized elliptic boundary 
value problems. Finally, we present numerical experiments which show that the 
resulting estimates are useful for an a priori prediction of the convergence behavior 
and suggest the use of the field of values as a basis for the calculation of optimal AD1 
parameters. 
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1. INTRODUCTION 
It is a well-known and widely used fact that the asymptotic convergence 
of an iterative method 
x,1 = TX,,,_, + c (1.1) 
is measured by p(T), the spectral radius of T. To be more precise, if x is the 
solution of x = TX + c and em:= x,,, - x denotes the error vector after m 
iterations. we have 
(1.2) 
(cf. [17, Theorem 3.1]), where II.11 . 1s an arbitrary vector norm. If T is a 
normal matrix, this number reflects the actual convergence behavior very 
well. However, this is not true, in general, for nonnormal matrices (as they 
appear in many applications, e.g., discretized convection-diffusion equations 
]3, 41). 
To get estimates for the error reduction after a finite number of steps of 
(1.1) we can use 
lleml12 < ll~“‘11211e0112 < ( IITll~)‘~LlleOll~. (1.3) 
However, for iterative methods generated by polynomials (semiiterative, 
conjugate-gradient-like methods) or rational functions (ADI) we have to 
consider the problem of estimating the error reduction more thoroughly. If 
we apply a polynomial method to the basic iteration (l.l), the error behavior 
can be written as 
where p,, is a polynomial of degree m satisfying p,,,(l) = 1. In the same way, 
if we use the AD1 method for the solution of the linear system (H + V )u = b, 
we have 
e 171 = r,,,(V)[r,,,( -HII -‘e0, (1.5) 
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where r,,, is a rational function of degree (in the numerator as well as in the 
denominator) not exceeding m. 
One way to get more realistic bounds for the error reduction for iterative 
methods of this kind is to make use of the concept of pseudoeigenvalues, i.e., 
eigenvalues of the matrices A + AA, where l(AAlla < E for some E > 0. 
This was introduced by Trefethen in 1161. Another approach, and this is the 
one we will use in the sequel, was suggested by Eiermann in [4] and uses the 
field of values of a matrix. The main drawback for using fields of values is that 
they are always convex, which restricts their applicability to problems where 
-H and V are contained in separate half planes. However, fields of values 
are much easier to compute than pseudoeigenvalues, which makes this 
approach more useful in practice. 
In the following section we will prove an estimate for the error reduction 
in the stationary AD1 method based on the field of values. In particular, for 
the commutative case, i.e., if WV = VH is fulfilled, we use a result of Kato 
[ll] to show that 
This formula is identical to the one for the spectral radius of the AD1 
operator if the spectra o(V) and cr( -H) are replaced by the fields of values 
W(V) and W( - H) and the constant c is inserted. 
Section 3 contains the proof of the fact that the field of values of a 
tridiagonal matrix becomes minimal after it is transformed into complex 
symmetric form and the corresponding generalization of this result to 
Kronecker sums. 
In the final section we illustrate this theory on a model problem of 
discretized separable non-self-adjoint elliptic boundary value problems. The 
numerical experiments show that our estimates for the error reduction in the 
AD1 method-applied to the corresponding symmetrized linear system-are 
useful for an a priori prediction of the convergence behavior and suggest the 
use of the field of values rather than the spectrum as a basis for the computa- 
tion of AD1 parameters. 
2. FIELDS OF VALUES AND ADI 
The ADI (“alternating direction implicit”) iterative method was intro- 
duced by Peaceman and Rachford in I955 and assumes that the given linear 
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system can be written as 
(H+V)x=b (2.1) 
where both H and V can be “easily inverted,” i.e., linear systems with these 
matrices can be solved efficiently. The classical application arises from 
discretized separable elliptic boundary value problems where H and V 
correspond to the difference operators in the X- and in the y-direction. One 
iteration step of the AD1 method then consists of the two half steps 
( H + ‘pZbn,- J/Z = (cpz - v)x,,,_J + b, 
(2.2) 
($1 - V)x,n = (H + $Zb,,,- ,,z - b. 
Thus, for the error vectors e,,, = x,,, - x, we have 
e m = (V - +,I))‘( H + $Z)( H + cpZ))‘(V - (PZ)e,,,_,. (2.3) 
The asymptotic convergence-in the sense of (1.2)-is given by 
p((V- $I)-'(H + +Z)(H + d-'(V- PZ)) 
= p((V - cpZ)(V - $I))‘( H + $Z)( H + cpl)-') 
= P(‘m[~,wf)l-‘)~ 
We restrict ourselves to the stationary case, i.e., using the same parame- 
ters cp, 4 throughout the iteration. This not only simplifies the theory, but is 
also reasonable if we want to consider nonnormal matrices. For non-Hermi- 
tian problems with eigenvalues having large imaginary parts the convergence 
cannot be improved much by increasing the number of parameters (see [15], 
Wachspress [Ig], and also the numerical results in the last section herein). 
Another point in favor of using the same parameters in each step is that 
convergence can be achieved without any assumptions on the commutativity 
of the matrices H and V. For noncommuting matrices H and V, the 
convergence behavior is very sensitive to the number of parameters. Even for 
symmetric problems, the use of a cycle of parameters of length 2 (chosen 
optimal in the commutative sense) easily leads to divergence (see Price and 
Varga [ 141). 
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If we further assume that H and V commute, i.e., HV = VH, a condition 
which is often fulfilled in practical problems, then we can write (2.3) as 
enl = rl(~)[r,(-~)]-'e,_, = rm(v)[rm(-H)]-leo (2.4) 
with T,~(z) = [ri(~)]~. Since r,(V) and [ri(- H j1-l also commute, there is a 
unitary matrix U such that U*r,(V)U and UH[r,(- HII-'U are both upper 
triangular-m other words, r,(V) and [ri( - H >I-' can simultaneously be 
transformed to Schur form (see, e.g., Marcus and Mint 112, p. 771). If ri(&), 
~~ E U(V), and [ri( pi)]-i, pi E (T( - H), are the eigenvalues of r,(V) and 
(ri( - H ))- ', respectively, ordered in the same way as they appear as diagonal 
elements of the Schur form, then 
This gives us an upper bound for the asymptotic convergence factor of the 
method. For most practical examples, e.g., those arising from discretized 
separable elliptic boundary value problems, we actually have equality in (2.5). 
We can use (2.5) to optimize the asymptotic convergence of the AD1 method, 
i.e., to minimize the spectral radius of the AD1 iteration operator. This leads 
to the well-known “AD1 parameter problem” or “rational Zolotarev problem” 
(see Wachspress 1181 for the case that H and V are symmetric matrices; [15] 
and the references therein for the nonsymmetric case). 
However, (2.5) only describes the asymptotic behavior and does not tell 
us anything about the first few iterates-which is important, since we want to 
stop after as few iteration steps as possible. For this, we need rigorous 
estimates for the error reduction per iteration step. The straightforward way 
to prove such estimates would be to deduce directly from (2.4) that 
but this is a very rough estimate which often does not even guarantee 
convergence for highly nonnormal problems. We will see in the sequel that, 
in order to get a useful bound for the error reduction in the AD1 method, we 
essentially only have to replace the spectra a(V), CT( - H) in (2.5) by the 
fields of values W(V) and W( - H 1. It should be noted that a similar 
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approach can be used for polynomial methods (semiiterative and conjugate- 
gradient-like) and also for SOR (see [4]) and that results for AD1 are much 
harder to obtain, since we have to deal with rational functions. 
For A E C”,” the field of values of A is defined by 
W(A) = {xHAx:xNx = 1) 
and the numerical radius by 
w(A) = max{(A]: A E W(A)}. 
The numerical radius and the spectral norm are connected via 
ti( A) G (1 AI]s and II AlIz G 2~( A) (2.7) 
(see, e.g. 1131 or [I, p. 311, where both inequalities are best possible. The 
following lemma is a direct consequence of a result of Kato [ll, Theorem 11. 
LEMMA 2.1. Let A E @“, “, T(z) be a rational function with ?(a> = to, 
and 7 = max{l?(h)j: A E W(A)}. Moreover, let the set (t E C: I?(z)1 < 7) 
be convex. Then 
w( ?( A)) = max{lAl: A E W(f( A))) < 7. (2.8) 
REMARK. From Kato’s theorem it even follows that WC?(A)) is con- 
tained in the convex hull of the set {?(A) : A E W(A)}, but the assertion of 
Lemma 2.1 is sufficient for our purposes here. 
Using (2.7) and Lemma 2.1 applied to the function F(z) = We,, = 
Zb-,(ZP, we obtain 
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and, analogously, choosing F(Z) = z[~,(z)J-’ = Ari(z>I-‘“, 
< 2llH-%4H[T,( -H)]-l) 
To ensure that the assumptions of Lemma 2.1 are fulfilled, we have to show 
that the sets {z E C : F(z)J < 7) are both convex. With z = x f iy, 
(2.9) 
is equivalent to 
(x2 + yZ)[(x - qq2 + y2y = .P[(x - $h)” + y2y, 
which leads to a formula for y”(x) in terms of y ’ and y which can be used 
to show that y”(x) < 0 for x, y>Oif $<O<cp andO<r<<.The 
derivation is straightforward, but rather lengthy and complicated, and is 
therefore omitted here. 
It is easy to see, however, that the sets are convex for large m. Define the 
numbers 5 and r, by 
z-9 
7= max - 
i I ztW(V) z - (I/ ’ 
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Then we have 
and the curves defined by 1 z[(z - cp)/( z - I&)]‘“\ = T,, tend to the curve 
satisfying l(z - cp>/(z - +)I = ?, which is a circle. 
With the two estimates above, using (2.4, we have proved the following 
theorem. 
THEOHEM 2.2. Assume that W(V) and W( H > are contuined in the 
right half plane, and that 4 < 0 < p. Then, for the error reduction in the 
stationary ADZ method using these parameters, i.e., r,,(z) = [(z - q)/(z - 
*>I’“, I one has 
REMARK. It is also possible to obtain similar results for rational functions 
of higher degree, i.e., the nonstationary AD1 method, but the analysis is 
much more complicated then, since the corresponding sets 12; E @ : 1 zr,,)L(z)( 
= 7) are no longer convex in general. Therefore, one has to increase T until 
W(V) is contained in the convex kernel, i.e., the set of all points such that 
the original set is star-shaped with respect to this point, and use (a more 
general version ofI Kato’s theorem (see [ll, Theorem I]). 
3. A MINIMALITY RESULT FOR THE FIELD OF VALUES OF 
TRIDIAGONAL MATRICES 
It is well known that any complex matrix is similar to a complex .syrnmetric 
mtrix (see [7, p. 359; 9, p. 2081). Th e construction presented there is based 
on the Jordan canonical form. An irreducible tridiagonal matrix can be 
transformed into a complex symmetric tridiagonal matrix simply by taking the 
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geometric mean of the elements in the sub- and the superdiagonal. For 
A= (3 J> 
we have, with A:= D-‘AD, where D = dia$6,, a,, . . , a,,), a,:== 1, a,+,:= 
( pj/yj>‘/“s,, j = 1,. . , n - 1, 
) 
(3.2) 
Here, as in what follows, either of the two complex square roots (of the 
numbers fljyj> can be used. 
For our purpose here, the interesting fact about this symmetrization 
procedure is that it actually minimizes the field of values of tridiagonal 
matrices. 
THEOREM 3.1. Let A E C’,” 
let A’ be the “symmetrized” 
be an irreducible tridiagonal matrix, and 
matrix of the form (3.2). Then W(A) c W(A). 
Prorlf. The proof is based on the fact that the field of values of a matrix 
A can be written in the following way. For 0 < 0 < 27r, define A,:= e”A, 
and let h, be the largest eigenvalue of the Hermitian part H, of A,, 
HO:= (A, + A#)/2. Th en the field of values can be written as the intersec- 
tion of half planes 
W(A) = n {z E C:Re(e’“z) 6 A,}. (3.3) 
OS 0<2?7 
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This can be extracted from Hausdorffs pro-of of the fact that W(A) is a 
convex s_et [S]. Let us define A,, H,, and A, in an analogous way for the 
matrix A. 
For the matrices He and &, we have 
Re( a, e’“) 
/_3,e’@ + r,eC’@ 
fj,e-‘” + y,eis 
2 
Re( cr,ei”) 
P,,- ,eiO ’ - -ty,,- ,e-lH 
2 
0 
,i?“_,e-io + y,,_le’* 
2 
Re( a,,e”) 
(3.4) 
and 
I Re( CyleiH) Re( fie”) 0 \ 
H = Re(fie”) Re(%e”) 
t3 
Re( ale”) 
\ 0 Re(deci”) Re( a,,e”) I 
(3.5) 
We look at the characteristic polynomials pJ( A) and pj( A) of the principal 
submatrices of Ho and H,, respectively, j = 1, . , , n. Starting with pa(A) = 
@a(A) = 1 and pl(A) = $,(A) = A - Re(cw,e”), we obtain the recursions 
pj+.,( A) = [A - Re( cxi+,eiO )] pj( A) - fl Pie’@ + TjemiH\“pj_l( A) (3.6) 
pj+l(A) = [A - Re(oj+,eie )] @j(A) - [Re(fic’@)]‘fij-l(A). (3.7) 
We will now show that the largest eigenvahre A, of HB is always larger than 
the largest eigenvalue &, of &. For this, we may assume w.1.o.g. that 
Re( arc”) > 0 (othenvise consider the shifted matrices H, and fiB instead). 
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Using basic properties of complex numbers, we are able to obtain 
With this, we can show by induction that for A > Aj, 
we have 
j = l,..., n - 1. For j = 1 this is obviously true 
Re(a,e”‘) > O]. Let us assume that (3.9) is true for 
have 
the largest zero of pj, 
(3.9) 
[note that A > A, = 
some j; then we also 
for A > A,,, 
implies 
> 5. This, together with the recursions (3.6), (3.7), and (3.8) 
A Pj+dA) 
PjW = 
A[ A - Re( aj+ ,ei”)] - fl jjjele + r;eei012A ‘Kiii) 
J 
< A[ A -Re( aj+re” )] - [Re(fiei’)]‘As = A% 
J J 
for A 2 Aj+ i. In particular, we have proved that 
o < A P”Pl(A) < A L(A) \ 
~n-z(A) ’ it-z(A) 
(3.10) 
for A > A,_,. 
Using the above recursions, it can also be proved by induction that both 
of these two functions are strictly increasing for A larger than the largest zero 
of p, _ ,(A) or $” _ ,(A), respectively (note that the largest zero is clearly 
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positive for j > 1). Since A, and i, are the largest zeros of p, and @,,, we 
have 
and 
which by (3.8) and (3.10) implies that & < A,. 
Since this is true for any f3 E [0,27r), we obtain W( A> 2 W(A). n 
For A E Cm,, and B E C’,“, the (mn, mn) matrix 
is called the Kronecker sum of 
denotes the standard Kronecker 
LQ2zn + B .*. *2m n Z I (3.11) 
a,,,;Z” -1.’ anrniZ; + B 
I 
A and B (cf. [lo, Section 4.41). Here @ 
product (cf. [lo, Section 4.21). Kronecker 
sums of irreducible tridiagonal matrices can be symmetrized as follows. Let 
A = DilADA and B = DB1 BD, be the “complex symmetric versions” of A 
and B; then we have 
(DA 8 DB)-‘( A @ I, + I,, 8 B)( DA @ DB) 
= ( Dil @ D,‘)( A @ I, + I,, @ B)( D/, 8 DB) 
With a view to applications (e.g., discretized separable elliptic boundary 
value problems) we need the following generalization of Theorem 3.1 to 
Kronecker sums. 
COROLLARY 3.2. Get A f C”‘, m and B E C”,” be irreducible tridiago- 
nal matrices, and let A and B be the corresponding symmetrized matrices as 
FIELD OF VALUES AND THE AD1 METHOD 211 
in (3.2). Then 
W(A @ I,, + I, 8 Lj) c W( A @ Z,, + I, @ B). (3.12) 
Proclf. Obviously, from the definition of the field of values, 
W(A@Z,+Z,,,@B)cW(A@Z,,)+W(Z,@B)=W(A)+W(B). 
(3.13) 
On the other hand, using basic properties of Kronecker products (cf. [lo, 
Property 4.2.4 and Theorem 4.2.10]), we have, for any x E @“, y E @” with 
xHx = yHy = I, that 
(x 8 Y)~( A 8 I, + I,, Q B)(x cx, y) = xHAx + yHBy. (3.14) 
From (3.13) and (3.14) it follows that 
W(A@Z,,+Z,@B) =W(A) +W(B), 
which leads to (3.12). 
4. NUMERICAL EXAMPLES 
We will test our estimate at the following example, which is commonly 
used as a model problem for non-Hermitian linear systems (cf. [2, 4-61). 
Consider the boundary value problem 
-Au + uuy + bu, = f( x, y), (x, y) fz s, 
u( x, y) = g( x, y), (X> y> E JS, 
(4.1) 
on the unit square S:= {(x, y> E [wz : 0 < y < 1, 0 < x < l] with the 
boundary aS. Here, the functions f: S U dS --, R! and g : dS + R’ are 
assumed to be continuous, and a, b to be nonnegative constants. 
Discretizing (4.1) using central differences with stepsize h = l/(n + 1) 
leads to a linear system of equations for rz2 unknowns with a special block 
structure. If we set uij:= u(xj, yi) with xj:=jh, j = 1,. , n, yi:= ih, 
i = l,..., n, we obtain a linear system of equations for 
( > 
1 
x= u,I )...) Uln )...) u,,l )...) u,, 
212 GERHARD STARKE 
where the coefficient matrix is given by the Kronecker sum A @ I,, + I, @ B 
with 
I 
2 
h 
-l-ea 
A= 
\ 
- 
B= 
2 
h 
1 - zb 
_ 1 + ;b 
h 
1 + ;a 
2 
2 
I 
h 
-1+ya 
h 
- a 2 
2 
h 
-l+2b 
h 
-l-?b 2 
7 (4.2) 
(4.3) 
The matrices appearing in the ADI method are given by H = I,, @ B 
(discretization in y-direction) and V = A 8 I, (discretization in x-direction). 
Note that, in view of (2.10), we have ljVp’112 = IlA-‘112, llK’l12 = IIB-‘112 
and also W(V > = W( A), W( - H) = W(B). 
Let A, B’ be the “complex symmetric versions” of A and B with 
A = DilADA, I? = DB1 BD,. Using basic properties of Kronecker products 
(cf. [lo, Section 4.2]), we obtain from (A @ I,, + I,, 8 B)x = b the 
symmetrized linear system 
for i = (0; ’ 8 DR ‘)x and b = (Di’ 63 DB r)b. The corresponding AD1 
iteration for this linear system is 
(H + (pZ)x,,,_,,z = (CPZ- V)ji,n_l + b, 
($I - V)S., = (H + I+,,,_,,, -i 
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Note that, starting with X0 = (Di’ C+ Dii)xa, we have x, = (DA 8 DB)%,,,. 
This means that the AD1 method applied to the original system acts the same 
as the method applied to the symmetrized system, and there is no improve- 
ment in the convergence behavior by switching to the symmetrized system. 
However, there is a big improvement in our bounds for the error reduction, 
since we are reducing W(A) and W(B). 
We want to have estimates for the error of the original linear system in 
terms of the matrices of the symmetrized system. If we denote by e, = x, 
- x and G:,, = X,, - 2 the corresponding error vectors, then we obtain 
(cf. [lo, Section 4.2, Problem 171). Th’ is inequality and (2.10) then lead to 
(4.4) 
where 
EXAMPLE. We consider the Dirichlet problem (4.1) for a = h and 
different sizes of the grid Reynolds number (T:= (h/2)a. For u > 1 the 
corresponding matrix A is of the form 21, + S, where S is skew-Hermitian, 
i.e., SH = - S. In particular, X is normal in this case, so that we immediately 
get 
and therefore 
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Moreover, we have 
with the numbers y 
contains the numbers 
for the spectral radius of the stationary AD1 operator, and Leja (17) stands 
listed in Table 1 for h = &. The column ADI(1) 
for the average spectral radius using 17 generalized Leja points (which are 
asymptotically minimal for the AD1 parameter problem; see [15, Section 31). 
This indicates that, at least in our example, it is hard to improve the 
convergence appreciably by using rational functions of higher degree. 
At the top of Figures 1 and 2, the field of values of the matrices A and A 
is plotted [W( A) = a( A) = a( A) is the interval perpendicular to the real 
axis]. The circular arc is the corresponding level curve for the rational 
function of degree 1. The plot at the bottom shows the behavior of the 
logarithm of the error for the AD1 method. The straight line indicates the 
upper bound obtained from (4.5). Note that W(A) is not contained in the 
right half plane, so that (2.10)--applied to the original matrix-would not 
even ensure convergence. 
The above example is, of course, only a model problem and should be 
considered as such. However, it has nice properties that make it easy to 
illustrate the results obtained in the previous sections. The symmetrizing 
technique of Section 3 can be regarded as a way of reducing the distance to 
TABLE 1 
ADI FOR THE MODEL PROBLEM 
u Y ADI(1) Leja(l7) llD‘J2 = IID,llz 
2 3.4474 0.3317 0.3565 1.4349 x 10’ 
3 5.6296 0.4984 0.5183 3.2768 x lo* 
4 7.7087 0.5986 0.6184 2.1268 X lo3 
5 9.7508 0.6654 0.6867 4.3789 X 10’ 
10 19.8039 0.8174 0.8440 2.2430 X 10’ 
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0 20 40 Iberations 
FIG. 4.1. AD1 for the model problem, (T = 2. 
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FIG. 4.2. ADI for the model problem, u = 10. 
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normality (in the sense of minimizing the field of values; note that the field of 
values is the convex hull of the spectrum for normal matrices). 
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Alexander-von-Humboldt-Stiftung. I thank Richard S. Vurga for his kind 
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