Criteria for partial entanglement of three qubit states arising from
  distributive rules by Han, Kyung Hoon & Kye, Seung-Hyeok
ar
X
iv
:2
01
0.
01
59
9v
1 
 [q
ua
nt-
ph
]  
4 O
ct 
20
20
CRITERIA FOR PARTIAL ENTANGLEMENT OF THREE QUBIT
STATES ARISING FROM DISTRIBUTIVE RULES
KYUNG HOON HAN AND SEUNG-HYEOK KYE
Abstract. It is known that the partial entanglement/separability violates distribu-
tive rules with respect to the operations of taking convex hull and intersection. In this
note, we give criteria for three qubit partially entangled states arising from distribu-
tive rules, together with the corresponding witnesses. The criteria will be given in
terms of diagonal and anti-diagonal entries. They actually characterize those partial
entanglement completely when all the entries are zero except for diagonal and anti-
diagonal entries. Important states like Greenberger-Horne-Zeilinger diagonal states
fall down in this class.
1. Introduction
The notion of entanglement from quantum physics is now one of the most important
resources in current quantum information and quantum computation theory. Recall
that a state is called (fully) separable if it is a convex sum of pure product states, and
entangled if it is not separable. In multi-partite systems, the notion of entanglement
depends on the partitions of subsystems to get various kinds of partial entanglement.
In the tri-partite system with subsystems A, B and C, we have three kinds of bi-
separability, that is, A-BC, B-CA and C-AB separability according to the bi-partitions
of the subsystems. We call those basic bi-separability. We will denote by α, β and γ
the convex cones consisting of all A-BC, B-CA and C-AB separable un-normalized
states, respectively. In the three qubit cases, the convex cones α, β and γ are sitting in
the real vector space of all three qubit self-adjoint matrices, which is a 64 dimensional
real vector space.
Many authors have considered the intersections and convex hulls for basic bi-
separable states, which will be denoted by ∧ and ∨, respectively. Note that the convex
hull of two convex cones coincides with the nonnegative sum. After it was shown in [2]
that a three qubit state in α∧β∧γ need not to be fully separable as a tri-partite state,
several authors have considered intersections and convex sums of the convex cones α,
β and γ. See [4, 5] for intersections of two of them, and [17, 1] for convex hull of them.
See also [18, 22, 19, 20, 13, 14, 21] for further development in more general contexts.
We recall that a tri-partite state is called genuinely entangled if it does not belong to
α ∨ β ∨ γ.
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Very recently, the authors and Szalay [15] considered the lattice, dented by L,
generated by three convex cones α, β and γ with respect to the two operations of convex
hull and intersection, and showed that this lattice violates the distributive rules. More
precisely, it was shown that the following inequalities
(α ∧ β) ∨ (α ∧ γ) ≤ α ∧ (β ∨ γ),(1)
α ∨ (β ∧ γ) ≤ (α ∨ β) ∧ (α ∨ γ)(2)
are strict. We refer to [3, 6] for general theory of lattices.
For a convex cone C in a real vector space V with a bi-linear pairing 〈 · , · 〉, the
dual cone C◦ is defined by the convex cone consisting of all y ∈ V satisfying 〈x, y〉 ≥ 0
for every x ∈ C. For given two self-adjoint matrices x = [xij ] and y = [yij], we use the
bi-linear pairing
〈x, y〉 = Tr (xyt) =
∑
ij
xijyij,
where yt denotes the transpose of y. We recall that matrices in the dual cones play the
roles of witnesses. For example, we have ̺ /∈ (α∧β)∨ (α∧γ) if and only if there exists
W ∈ [(α ∧ β) ∨ (α ∧ γ)]◦ = (α◦ ∨ β◦) ∧ (α◦ ∨ γ◦)
such that 〈W, ̺〉 < 0. See [14] for the details. We note that the following inequalities
α◦ ∨ (β◦ ∧ γ◦) ≤ (α◦ ∨ β◦) ∧ (α◦ ∨ γ◦),(3)
(α◦ ∧ β◦) ∨ (α◦ ∧ γ◦) ≤ α◦ ∧ (β◦ ∨ γ◦)(4)
are also strict, by duality.
The main purpose of this paper is to give criteria for the convex cones arising in
the above inequalities (1), (2), (3) and (4) in the three qubit cases. Criteria will be
given in terms of diagonal and anti-diagonal entries. Criteria of such kinds have been
considered for the convex cone α ∨ β ∨ γ in [7, 9, 16] to get sufficient conditions for
genuine entanglement. Such criteria for α, β, γ and α◦, β◦, γ◦ also can be found in [11,
Proposition 5.2] and [10, Theorem 6.2], respectively, (see also Propositions 3.1 and 3.3
of [11]) from which we also get criteria for intersections like α∧β and α◦∧β◦. Convex
sums like α ∨ β and α◦ ∨ β◦ have been considered in [14]. Finally, we found criteria
for the convex cones of the type α ∨ (β ∧ γ) in [15] in the context of distributive rules.
Therefore, we will concentrate on the convex cones of the following types
(5) (α ∧ β) ∨ (α ∧ γ), α◦ ∨ (β◦ ∧ γ◦), (α◦ ∧ β◦) ∨ (α◦ ∧ γ◦).
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The whole convex cones of partially separable states we are considering can be drawn
in the following diagram with the inclusion relations.
α ∨ β ∨ γ
α ∨ β
55❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥
γ ∨ α
OO
β ∨ γ
ii❚❚❚❚❚❚❚❚❚❚❚❚❚❚❚❚❚
(α ∨ β) ∧ (γ ∨ α)
OO 55❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥
(α ∨ β) ∧ (β ∨ γ)
ii❚❚❚❚❚❚❚❚❚❚❚❚❚❚❚❚
55❦❦❦❦❦❦❦❦❦❦❦❦❦❦❦❦
(γ ∨ α) ∧ (β ∨ γ)
ii❚❚❚❚❚❚❚❚❚❚❚❚❚❚❚❚
OO
α ∨ (β ∧ γ)
OO
β ∨ (γ ∧ α)
OO
γ ∨ (α ∧ β)
OO
α
OO
β
OO
γ
OO
α ∧ (β ∨ γ)
OO
88♣♣♣♣♣♣♣♣♣♣♣♣♣♣♣♣♣♣♣♣♣♣♣♣♣♣♣♣♣♣♣♣♣♣♣♣♣♣♣♣♣♣♣♣♣♣
@@✁✁✁✁✁✁✁✁✁✁✁✁✁✁✁✁✁✁✁✁✁✁✁✁✁✁✁✁✁✁
β ∧ (γ ∨ α)
OO
^^❂❂❂❂❂❂❂❂❂❂❂❂❂❂❂❂❂❂❂❂❂❂❂❂❂❂❂❂❂❂
@@✁✁✁✁✁✁✁✁✁✁✁✁✁✁✁✁✁✁✁✁✁✁✁✁✁✁✁✁✁✁
γ ∧ (α ∨ β)
OO
ff◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆
^^❂❂❂❂❂❂❂❂❂❂❂❂❂❂❂❂❂❂❂❂❂❂❂❂❂❂❂❂❂❂
(α ∧ β) ∨ (γ ∧ α)
OO
@@✁✁✁✁✁✁✁✁✁✁✁✁✁✁✁✁✁✁✁✁✁✁✁✁✁✁✁✁✁✁
88♣♣♣♣♣♣♣♣♣♣♣♣♣♣♣♣♣♣♣♣♣♣♣♣♣♣♣♣♣♣♣♣♣♣♣♣♣♣♣♣♣♣♣♣♣♣
(α ∧ β) ∨ (β ∧ γ)
OO
^^❂❂❂❂❂❂❂❂❂❂❂❂❂❂❂❂❂❂❂❂❂❂❂❂❂❂❂❂❂❂
@@✁✁✁✁✁✁✁✁✁✁✁✁✁✁✁✁✁✁✁✁✁✁✁✁✁✁✁✁✁✁
(γ ∧ α) ∨ (β ∧ γ)
OO
ff◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆
^^❂❂❂❂❂❂❂❂❂❂❂❂❂❂❂❂❂❂❂❂❂❂❂❂❂❂❂❂❂❂
α ∧ β
OO 55❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥
γ ∧ α
ii❚❚❚❚❚❚❚❚❚❚❚❚❚❚❚❚
55❦❦❦❦❦❦❦❦❦❦❦❦❦❦❦❦
β ∧ γ
ii❚❚❚❚❚❚❚❚❚❚❚❚❚❚❚❚
OO
α ∧ β ∧ γ
ii❚❚❚❚❚❚❚❚❚❚❚❚❚❚❚❚
OO
55❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥
We also have the similar diagram for the dual cones consisting of witnesses.
We recall that a matrix is called X-shaped [23] if all the entries are zero except
for diagonal and anti-diagonal entries. X-shaped states will be called X-states. Many
important states like GHZ diagonal states belong to this class. If a three qubit state
is (partially) separable, then its X-part is also (partially) separable, and so any sepa-
rability criteria for X-states will give rise to a necessary criteria for general three qubit
states. In this paper, we will give necessary conditions for three qubit states (respec-
tively, witnesses) to belong to convex cones listed in (5) (respectively, the dual of (5))
in terms of diagonal and anti-diagonal entries. Such conditions are also sufficient when
states/witnesses are X-shaped. Especially, we will find lattice identities for the first
and third convex cones in (5) when states/witnesses are X-shaped. See Corollaries 3.2
and 5.3.
After we collect known results for criteria in the next section, we will give criteria
for the convex cones of the type (α ∧ β) ∨ (α ∧ γ) in Section 3, where we will also
show that the lattice L is not complemented. Criteria for the types α◦ ∨ (β◦ ∧ γ◦) and
(α◦∧β◦)∨ (α◦∧γ◦) will be given in Sections 4 and 5, respectively. In the final section,
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we will summarize the results and discuss the lattice identities we found in Corollary
3.2.
2. summary of the known criteria
States and witnesses in the tensor product M2 ⊗M2 ⊗M2 of 2 × 2 matrices may
be written as an 8× 8 matrices with respect to the lexicographic order of of indices for
subsystems. Then X-shaped states/witnesses are of the form
X(a, b, z) =


a1 z1
a2 z2
a3 z3
a4 z4
z¯4 b4
z¯3 b3
z¯2 b2
z¯1 b1


,
for a, b ∈ R4 and z ∈ C4. It is well-known that every GHZ diagonal state [8] is in this
form, and an X-state ̺ = X(a, b, z) is GHZ diagonal if and only if a = b and z ∈ R4.
See [12].
We denote by ̺X the X-part of a state ̺, in the obvious sense. If we denote by L
the lattice generated by α, β and γ in the three qubit case, then we have
(6) ̺ ∈ σ =⇒ ̺X ∈ σ,
for every σ ∈ L. In fact, it is easily seen that if (6) holds for σ and τ then it also
holds for σ ∧ τ and σ ∨ τ . We have already seen that the generators α, β and γ of L
satisfy (6) in [14, Proposition 2.2], and so it follows that (6) holds for every σ ∈ L. If
we denote by L◦ the lattice generated by α◦, β◦ and γ◦, then we also have
(7) W ∈ σ =⇒ WX ∈ σ,
for every σ ∈ L◦, by the identity 〈̺X,W 〉 = 〈̺,WX〉.
By a pair {i, j}, we always mean throughout this paper an unordered set with
two elements among 1, 2, 3, 4, that is, we assume that i 6= j. For a given three qubit
X-shaped state ̺ = X(a, b, z), we consider the inequalities
S1[i, j] : min{
√
aibi,
√
ajbj} ≥ max{|zi|, |zj|},
S2[i, j] : min
{√
aibi +
√
ajbj ,
√
akbk +
√
aℓbℓ
} ≥ max {|zi|+ |zj|, |zk|+ |zℓ|} ,
S3 :
∑
j 6=i
√
ajbj ≥ |zi|, i = 1, 2, 3, 4,
S4[i, j|k, ℓ] : min
{√
aibi +
√
ajbj ,
√
akbk +
√
aℓbℓ
} ≥ max {|zi|+ |zj|, |zk|+ |zℓ|} .
The inequalities S1 and S2 are defined for a pair {i, j}, where the pair {k, ℓ} appearing
in the inequality S2[i, j] are chosen so that {i, j, k, ℓ} = {1, 2, 3, 4}. On the other
hand, the inequality S4 is defined for arbitrary two pairs {i, j} and {k, ℓ}. We note
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that the inequality S4[i, j|k, ℓ] holds automatically for any X-states ̺ = X(a, b, z) when
{i, j} = {k, ℓ}. If {i, j}∩{k, ℓ} = ∅, we note that the three inequalities S2[i, j], S2[k, ℓ]
and S4[i, j|k, ℓ] are same.
We summarize the results for three qubit X-shaped states ̺ = X(a, b, z) as follows:
First of all, it was shown in [11, Proposition 5.2] and [14, Proposition 3.1] that
• ̺ ∈ α if and only if S1[1, 4] and S1[2, 3] hold;
• ̺ ∈ β if and only if S1[1, 3] and S1[2, 4] hold;
• ̺ ∈ γ if and only if S1[1, 2] and S1[3, 4] hold.
Analogous results for multi-qubit states are also known in [11]. As for the convex hulls
of them, the authors showed in [14, Theorem 5.5] the following:
• ̺ ∈ β ∨ γ if and only if S2[1, 4] (equivalently S2[2, 3]) holds;
• ̺ ∈ γ ∨ α if and only if S2[1, 3] (equivalently S2[2, 4]) holds;
• ̺ ∈ α ∨ β if and only if S2[1, 2] (equivalently S2[3, 4]) holds.
On the other hand, it has been known earlier [9, 7, 16, 11] that
• ̺ ∈ α ∨ β ∨ γ if and only if S3 holds.
See also [14, Proposition 4.5]. Finally, the authors and Szalay showed in [15, Theorem
2.1] that the following
• ̺ ∈ α ∨ (β ∧ γ) if and only if S4[i, j|k, ℓ] holds whenever {i, j}, {k, ℓ} are two
of {1, 2}, {1, 3}, {2, 4}, {3, 4};
• ̺ ∈ β ∨ (γ ∧ α) if and only if S4[i, j|k, ℓ] holds whenever {i, j}, {k, ℓ} are two
of {1, 2}, {1, 4}, {2, 3}, {3, 4};
• ̺ ∈ γ ∨ (α ∧ β) if and only if S4[i, j|k, ℓ] holds whenever {i, j}, {k, ℓ} are two
of {1, 3}, {1, 4}, {2, 3}, {2, 4}
hold for X-states ̺ = X(a, b, z) in the contexts of distributive rules.
For an X-shaped self-adjoint matrix W = X(s, t, u) with si, ti ≥ 0 and u ∈ C4, we
also consider the following inequalities:
W1[i, j] :
√
siti +
√
sjtj ≥ |ui|+ |uj|,
W2[i, j] :
∑
k 6=j
√
sktk ≥ |ui|,
∑
k 6=i
√
sktk ≥ |uj|,
W3 :
∑
4
i=1
√
siti ≥
∑
4
i=1 |ui|
for a pair {i, j}. Three qubit X-shaped witnesses W = X(s, t, u) which are dual of the
basic bi-separability have been considered in [10, Theorem 6.2] and [14, Proposition
3.3] as follows:
• W ∈ α◦ if and only if W1[1, 4] and W1[2, 3] hold;
• W ∈ β◦ if and only if W1[1, 3] and W1[2, 4] hold;
• W ∈ γ◦ if and only if W1[1, 2] and W1[3, 4] hold.
On the other hand, the joins of them have been characterized in [14, Theorem 5.2]:
• W ∈ β◦ ∨ γ◦ if and only if W2[1, 4], W2[2, 3] and W3 hold;
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• W ∈ γ◦ ∨ α◦ if and only if W2[1, 3], W2[2, 4] and W3 hold;
• W ∈ α◦ ∨ β◦ if and only if W2[1, 2], W2[3, 4] and W3 hold.
Finally, it was shown in [11, Theorem 5.5] and [14, Proposition 4.2] that
• W ∈ α◦ ∨ β◦ ∨ γ◦ if and only if W3 hold.
3. Criteria for (α ∧ β) ∨ (α ∧ γ)
In this section, we look for criteria for the convex cones of the type (α∧β)∨(α∧γ).
To do this, we first consider the following inequalities;
(8)
(x ∧ y) ∨ (x ∧ z) ≤ x ∧ (x ∨ (y ∧ z)) ∧ (y ∨ (z ∧ x)) ∧ (z ∨ (y ∧ x))
= x ∧ (y ∨ (z ∧ x)) ∧ (z ∨ (y ∧ x))
≤ x ∧ (y ∨ (z ∧ x))
≤ x ∧ (y ∨ z),
which hold in general in an arbitrary lattice. From the first inequality of (8), we have
natural necessary conditions. We show that they are sufficient for X-states.
Theorem 3.1. For a three qubit state ̺ with the X-part X(a, b, z), we have the following:
(i) if ̺ ∈ (α ∧ β) ∨ (α ∧ γ), then the inequalities S1[1, 4], S1[2, 3] and S4[i, j|k, ℓ]
hold for any different pairs {i, j} and {k, ℓ};
(ii) if ̺ ∈ (β ∧ γ) ∨ (β ∧ α), then the inequalities S1[1, 3], S1[2, 4] and S4[i, j|k, ℓ]
hold for any different pairs {i, j} and {k, ℓ};
(iii) if ̺ ∈ (γ ∧ α) ∨ (γ ∧ β), then the inequalities S1[1, 2], S1[3, 4] and S4[i, j|k, ℓ]
hold for any different pairs {i, j} and {k, ℓ}.
If ̺ = X(a, b, z) then the converses also hold.
Proof. We prove the last one. The necessity follows from (8), more precisely from the
inequality
(γ ∧ α) ∨ (γ ∧ β) ≤ γ ∧ (α ∨ (β ∧ γ)) ∧ (β ∨ (γ ∧ α)) ∧ (γ ∨ (α ∧ β)),
and the criteria [15, Theorem 2.1] for convex cones in the right side. We prove the
converse when ̺ = X(a, b, z). To do this, we suppose that ̺ satisfies S1[1, 2], S1[3, 4] and
S4[i, j|k, ℓ] for different pairs {i, j} and {k, ℓ}. In order to show that ̺ ∈ (γ∧α)∨(γ∧β),
we suppose that W = X(s, t, u) ∈ (γ◦ ∨ α◦) ∧ (γ◦ ∨ β◦) and will prove 〈W, ̺〉 ≥ 0. So,
we assume that W satisfies W2[1, 3], W2[2, 4] W2[1, 4], W2[2, 3], and W3.
If ̺ ∈ α or ̺ ∈ β, then there is nothing to prove since ̺ ∈ γ by S1[1, 2] and
S1[3, 4]. Therefore, we may assume that ̺ /∈ α and ̺ /∈ β. By ̺ /∈ α, we may assume
|z4| >
√
a1b1 without loss of generality. By ̺ /∈ β, we have one of the following:
|z3| >
√
a1b1, |z1| >
√
a3b3, |z2| >
√
a4b4, |z4| >
√
a2b2.
The second implies |z1|+ |z4| >
√
a1b1 +
√
a3b3, which violates S4[1, 4|1, 3]. The third
also violates S4[2, 4|1, 4]. Therefore, we have two cases: Either |z4|, |z3| ≥
√
a1b1 or
|z4| ≥
√
a1b1,
√
a2b2.
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We consider the case: |z4|, |z3| ≥
√
a1b1. By S4[1, i|3, 4] with i = 2, 3, 4, we have
min{
√
a2b2,
√
a3b3,
√
a4b4} ≥ |z4|+ (|z3| −
√
a1b1).
Therefore, we have
√
s2t2
√
a2b2 +
√
s3t3
√
a3b3 +
√
s4t4
√
a4b4 − |u4||z4|
≥ (√s2t2 +
√
s3t3 +
√
s4t4)min{
√
a2b2,
√
a3b3,
√
a4b4)− |u4||z4|
≥ (√s2t2 +√s3t3 +√s4t4 − |u4|) |z4|+ (√s2t2 +√s3t3 +√s4t4)(|z3| −√a1b1)
≥ (√s2t2 +√s3t3 +√s4t4 − |u4|)√a1b1 + (√s2t2 +√s3t3 +√s4t4)(|z3| −√a1b1)
= −|u4|
√
a1b1 + (
√
s2t2 +
√
s3t3 +
√
s4t4)|z3|,
where the last inequality follows from W2[4, 1]. On the other hand, we also have
√
s1t1
√
a1b1−|u1||z1|−|u2||z2|−|u3||z3| ≥
√
s1t1
√
a1b1−|u1|
√
a1b1−|u2|
√
a1b1−|u3||z3|,
by S1[1, 2]. Summing up the above two iequalities, we have
1
2
〈W, ̺〉 = 1
2
∑
4
i=1[siai + tibi + 2Re(uizi)]
≥∑4i=1(√siti√aibi − |ui||zi|)
≥ (√s1t1 − |u1| − |u2| − |u4|)
√
a1b1 + (
√
s2t2 +
√
s3t3 +
√
s4t4 − |u3|)|z3|
≥ (√s1t1 − |u1| − |u2| − |u4|)
√
a1b1 + (
√
s2t2 +
√
s3t3 +
√
s4t4 − |u3|)
√
a1b1
= (
∑
4
i=1
√
siti −
∑
4
j=1 |uj|)
√
a1b1,
by W2[3, 1]. This is nonnegative by W3.
It remains to consider the case: |z4| ≥
√
a1b1,
√
a2b2. We use S4[1, 2|i, 4] with
i = 1, 2, 3, to get
√
a1b1 +
√
a2b2 − |z4| ≥ max{|z1|, |z2|, |z3|}, and so
(
∑
4
i=1
√
siti − |u4|)(
√
a1b1 +
√
a2b2 − |z4|) ≥ (
∑
3
i=1 |ui|)max{|z1|, |z2|, |z3|}
≥∑3i=1 |ui||zi|,
by W3. Therefore, we have∑
4
i=1(
√
siti
√
aibi − |ui||zi|)
=
∑
2
i=1
√
siti
√
aibi +
(√
s3t3
√
a3b3 +
√
s4t4
√
a4b4 − |u4||z4|
)−∑3i=1 |ui||zi|
≥∑2i=1√siti√aibi + (√s3t3 +√s4t4 − |u4|)|z4|
− (∑4i=1√siti − |u4|)(√a1b1 +√a2b2 − |z4|),
by S1[3, 4]. We continue as follows:
= (−∑i 6=1√siti + |u4|)√a1b1 + (−∑i 6=2√siti + |u4|)√a2b2
+ (
√
s1t1 +
√
s2t2 + 2
√
s3t3 + 2
√
s4t4 − 2|u4|)|z4|
≥ (−∑i 6=1√siti + |u4|)|z4|+ (−∑i 6=2√siti + |u4|)|z4|
+ (
√
s1t1 +
√
s2t2 + 2
√
s3t3 + 2
√
s4t4 − 2|u4|)|z4| = 0,
by the inequalities W2[4, 1] and W2[4, 2]. 
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We denote by X the real vector space of all three qubit X-shaped self-adjoint ma-
trices, and define
σX := {̺X : ̺ ∈ σ} = σ ∩ X,
for each σ ∈ L, where the last identity follows from (6). Then, it is easily seen that
(9) (σ ∧ τ)X = σX ∧ τX, (σ ∨ τ)X = σX ∨ τX,
and so, we see that
LX = {σX : σ ∈ L}
is the lattice generated by αX, βX and γX, which are 16 affine dimensional convex bodies
sitting in the real vector space X. We write
P := [α ∨ (β ∧ γ)] ∧ [β ∨ (γ ∧ α)] ∧ [γ ∨ (α ∧ β)]
in the lattice L. Then we have
PX = [αX ∨ (βX ∧ γX)] ∧ [βX ∨ (γX ∧ αX)] ∧ [γX ∨ (αX ∧ βX)]
in LX. Theorem 3.1 shows that the following lattice theoretic identities hold among
generators αX, βX and γX of the lattice LX.
Corollary 3.2. We have the following identities
(αX ∧ βX) ∨ (αX ∧ γX) = αX ∧ PX,
(βX ∧ γX) ∨ (βX ∧ αX) = βX ∧ PX,
(γX ∧ αX) ∨ (γX ∧ βX) = γX ∧ PX.
We also write
Q := [α ∧ (β ∨ γ)] ∨ [β ∧ (γ ∨ α)] ∨ [γ ∧ (α ∨ β)]
in the lattice L. We will also have later the dual identities for αX ∨ QX, βX ∨ QX and
γX ∨QX in the lattice LX.
It was asked in [15] whether the lattice L is complemented or not. Recall that a
lattice L is called complemented if every x ∈ L has a complement y ∈ L satisfying
x ∧ y = 0 and x ∨ y = 1, where 0 and 1 are the least and greatest elements of L,
respectively. Note that α∧ β ∧ γ and α∨ β ∨ γ are the least and the greatest elements
of the lattice L. We will show that α has no complement in the lattice L. To do this,
we recall the results in [14]. We denote by ∆ the collection of eight diagonal states
X(Ei, 0, 0) and X(0, Ei, 0) with the usual orthonormal basis {E1, E2, E3, E4}, which
generate extreme rays of every convex cones in L by [14, Theorem 4.3]. We also denote
by Ext (C) the set of points of a convex cone C which generate extreme rays, and put
Eα = Ext (αX) \∆, Eβ = Ext (βX) \∆, Eγ = Ext (γX) \∆.
All the states in Eα, Eβ, Eγ and Ext (αX ∨ βX ∨ γX) have been found in Theorem 3.5
and Theorem 4.6 of [14]. Especially, we have the following:
• Eα, Eβ and Eγ are mutually disjoint;
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• Ext (αX ∨ βX ∨ γX) coincides with the disjoint union Eα ⊔ Eβ ⊔ Eγ ⊔∆.
Now, we assume that α has a complement σ in the lattice L. Then we have
αX ∨ βX ∨ γX = αX ∨ σX, αX ∧ βX ∧ γX = αX ∧ σX,
by (9). Then we have
Eβ ∪ Eγ ⊂ Ext (αX ∨ βX ∨ γX) = Ext (αX ∨ σX) ⊂ Ext (αX) ∪ Ext (σX),
which implies Eβ ∪ Eγ ⊂ Ext (σX) by the mutual disjointness of Eα, Eβ, Eγ and ∆. We
also have
∆ ⊂ αX ∧ βX ∧ γX = αX ∧ σX ⊂ σX,
and so we have βX ∨ γX ⊂ σX. Therefore, we have
αX ∧ βX ∧ γX $ αX ∧ (βX ∨ γX) ⊂ αX ∧ σX = αX ∧ βX ∧ γX
by the criteria in Section 2. This contradiction shows that the lattice L is not comple-
mented.
Returning to the inequalities in (8), we recall that a lattice L is called distributive if
all the inequalities in (8) are identities for every x, y, z ∈ L, and modular if (x∧y)∨(x∧z)
coincides with x ∧ (y ∨ (z ∧ x)) for every x, y, z ∈ L. We have considered in [15] the
X-state given by
̺1 = X ((2, 1, 1, 2)(2, 1, 1, 2), (2, 0, 1, 0)) ∈ α ∧ (β ∨ (γ ∧ α))
in order to show that the lattice L is not modular. We also consider
̺2 = X ((2, 1, 1, 2), (2, 1, 1, 2), (2, 1, 0, 0)) ∈ α ∧ (γ ∨ (β ∧ α))
to see that the strict inequalities
(αX ∧ βX) ∨ (αX ∧ γX)  αX ∧ (βX ∨ (γX ∧ αX)),
(αX ∧ βX) ∨ (αX ∧ γX)  αX ∧ (γX ∨ (βX ∧ αX))
hold. If we take meet of these two formulae, we see that the identity holds when we
plug αX, βX and γX into x, y and z in following general inequality
(10) (x ∧ y) ∨ (x ∧ z) ≤ x ∧ (y ∨ (z ∧ x)) ∧ (z ∨ (y ∧ x)).
See also Corollary 5.3 for the dual identity. These identities are very special from the
view point of general lattice theory or convex geometry. To see this, we consider the
lattice of all convex sets on the plain with respect to the convex hull and intersection.
In this lattice, we take a closed disc with a diameter AB and two line segments AC and
BD so that these line segments touch the disc at single points A and B, respectively.
We plug the disc, the line segments AC and BD into x, y and z in (10). Then the
left side is the just line segment AB, but the right side is the intersection of the two
triangles △ABC and △ABD inside of the disc, which is much bigger that the line
segment AB in general.
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4. Criteria for α◦ ∨ (β◦ ∧ γ◦)
In this section, we give criteria for the convex cones of the type α◦ ∨ (β◦ ∧ γ◦). For
a self-adjoint W = X(s, t, u), we consider the inequality W4[i, j] which combines the
following two inequalities:
W4a[i, j] :
√
siti +
√
sjtj + 2min{
√
sktk,
√
sℓtℓ} ≥ |ui|+ |uj|,
W4b[i, j] :
√
siti +
√
sjtj + 2(
√
sktk +
√
sℓtℓ) ≥ |ui|+ |uj|+ 2max{|uk|, |uℓ|}
for a pair {i, j}, where {k, ℓ} is chosen so that {i, j, k, ℓ} = {1, 2, 3, 4}. We have the
following:
Theorem 4.1. If a self-adjoint three qubit matrix W with the X-part X(s, t, u) belongs
to the convex cone
α◦ ∨ (β◦ ∧ γ◦), (respectively β◦ ∨ (γ◦ ∧ α◦) and γ◦ ∨ (α◦ ∧ β◦))
then W satisfies W3 together with the following:
(i) W2[i, j] whenever {i, j} is one of {1, 2}, {1, 3}, {2, 4}, {3, 4} (respectively {1, 2},
{1, 4}, {2, 3}, {3, 4} and {1, 3}, {1, 4}, {2, 3}, {2, 4});
(ii) W4[i, j] whenever {i, j} is one of {1, 4}, {2, 3} (respectively {1, 3}, {2, 4} and
{1, 2}, {3, 4}).
If W is X-shaped, then the converse holds.
Proof. We will prove for the convex cone γ◦∨(α◦∧β◦). Suppose thatW ∈ γ◦∨(α◦∧β◦).
The required inequalities W2[i, j] and W3 follow from
γ◦ ∨ (α◦ ∧ β◦) ≤ (γ◦ ∨ α◦) ∧ (γ◦ ∨ β◦).
To get the inequalities W4a and W4b, we may assume that si, ti > 0 as in the proof of
[15, Theorem 2.1]. We consider
̺i,j,k :=X(
√
ti
si
Ei +
√
tj
sj
Ej + 2
√
tk
sk
Ek,√
si
ti
Ei +
√
sj
tj
Ej + 2
√
sk
tk
Ek,
− e−iθiEi − e−iθjEj),
̺′i,j,k,ℓ :=X(
√
ti
si
Ei +
√
tj
sj
Ej + 2
√
tk
sk
Ek + 2
√
tℓ
sℓ
Eℓ,√
si
ti
Ei +
√
sj
tj
Ej + 2
√
sk
tk
Ek + 2
√
sℓ
tℓ
Eℓ,
− e−iθiEi − e−iθjEj − 2e−iθkEk).
When {{i, j}, {k, ℓ}} = {{1, 2}, {3, 4}}, both of them satisfy S1[1, 2], S1[3, 4], S2[1, 2],
and so, belong to γ ∧ (α∨ β). We expand 〈W, ̺i,j,k〉 ≥ 0 and 〈W, ̺′i,j,k,ℓ〉 ≥ 0 to get the
required inequalities W4a[i, j] and W4b[i, j].
For the converse, it suffice to show the inequality 〈W, ̺〉 ≥ 0 under the following
assumptions:
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• W = X(s, t, u) satisfies W3;
• W = X(s, t, u) satisfies W2[i, j] whenever {i, j} is one of {1, 3}, {1, 4}, {2, 3},
{2, 4};
• W = X(s, t, u) satisfies both W4a[i, j] and W4b[i, j] whenever {i, j} is one of
{1, 2}, {3, 4};
• ̺ = X(a, b, z) ∈ γ ∧ (α ∨ β), or equivalently ̺ satisfies S1[1, 2], S1[3, 4] and
S2[1, 2].
By the inequalities W3, W2[1, 4] and W2[2, 3], we have W ∈ β◦ ∨ γ◦. Similarly, we also
have W ∈ γ◦ ∨ α◦ by W3, W2[1, 3] and W2[2, 4]. If ̺ ∈ (γ ∧ α) ∨ (γ ∧ β), then we have
〈W, ̺〉 ≥ 0 by the duality. If ̺ /∈ (γ ∧ α) ∨ (γ ∧ β) then both ̺ /∈ α and ̺ /∈ β hold,
since ̺ ∈ γ. By ̺ /∈ α, we may assume that
|z4| >
√
a1b1
without loss of generality. As for ̺ /∈ β, we have the following four possibilities:
|z3| >
√
a1b1, |z1| >
√
a3b3, |z2| >
√
a4b4, |z4| >
√
a2b2.
The second implies |z4| >
√
a1b1 ≥ |z1| >
√
a3b3 ≥ |z4| by S1[3, 4], which is a contradic-
tion. Because the third also implies |z2| >
√
a4b4 ≥ |z4| >
√
a1b1 ≥ |z2| by S1[1, 2], we
have two possibilities, the first and the fourth. We consider the following four cases:
(I) |z4| ≥ |z3| ≥
√
a1b1,
(II) |z3| ≥ |z4| ≥
√
a1b1,
(III) |z4| ≥
√
a1b1 ≥
√
a2b2,
(IV) |z4| ≥
√
a2b2 ≥
√
a1b1.
For the case (I), we use the inequality S2[1, 2] to see
√
a2b2 ≥ |z3| + |z4| −
√
a1b1.
Therefore, we have
1
2
〈W, ̺〉 ≥∑4i=1√siti√aibi − |ui||zi|
= (
√
s2t2
√
a2b2 +
√
s3t3
√
a3b3 +
√
s4t4
√
a4b4 − |u4||z4|)
+ (
√
s1t1
√
a1b1 − |u1||z1| − |u2||z2| − |u3||z3|)
≥ √s2t2(|z3|+ |z4| −
√
a1b1) +
√
s3t3|z4|+
√
s4t4|z4| − |u4||z4|)
+ (
√
s1t1
√
a1b1 − |u1|
√
a1b1 − |u2|
√
a1b1 − |u3||z3|),
by S1[3, 4] and S1[1, 2]. We continue as follows:
= (
√
s2t2 +
√
s3t3 +
√
s4t4 − |u4|)|z4|+ (
√
s2t2 − |u3|)|z3|
+ (
√
s1t1 −
√
s2t2 − |u1| − |u2|)
√
a1b1
≥ (√s2t2 +
√
s3t3 +
√
s4t4 − |u4|)|z3|+ (
√
s2t2 − |u3|)|z3|
+ (
√
s1t1 −
√
s2t2 − |u1| − |u2|)
√
a1b1
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by W2[4, 1]. This is equal to
= (2
√
s2t2 +
√
s3t3 +
√
s4t4 − |u3| − |u4|)|z3|
+ (
√
s1t1 −
√
s2t2 − |u1| − |u2|)
√
a1b1
≥ (2√s2t2 +
√
s3t3 +
√
s4t4 − |u3| − |u4|)
√
a1b1
+ (
√
s1t1 −
√
s2t2 − |u1| − |u2|)
√
a1b1
=
(∑
4
i=1
√
siti −
∑
4
i=1 |ui|
)√
a1b1
by W4a[3, 4], which is nonnegative by W3. For the case (II), note that the conclusion
and all the conditions on W and ̺ are invariant under the flip operation on the first
and the second subsystems, except |z3| ≥ |z4| ≥
√
a1b1. It changes |z3| ≥ |z4| ≥
√
a1b1
into |z¯4| ≥ |z¯3| ≥
√
a1b1, which is exactly the case (I).
For the case (III), we first note the following inequality
|u3||z3| ≤
(∑
4
i=1
√
siti − |u1| − |u2| − |u4|
)
(
√
a1b1 +
√
a2b2 − |z4|)
by W3 and S2[1, 2]. Therefore, we have∑
4
i=1
√
siti
√
aibi − |ui||zi| ≥ (
√
s1t1
√
a1b1 +
√
s2t2
√
a2b2 +
√
s3t3|z4|+
√
s4t4|z4|)
+ (−|u1|
√
a2b2 − |u2|
√
a2b2 − |u4||z4|)
− (∑4i=1√siti − |u1| − |u2| − |u4|)(√a1b1 +√a2b2 − |z4|)
by S1[3, 4] and S1[1, 2]. This is equal to the following:
= (
√
s1t1 +
√
s2t2 + 2
√
s3t3 + 2
√
s4t4 − |u1| − |u2| − 2|u4|)|z4|
+ (−√s2t2 −
√
s3t3 −
√
s4t4 + |u1|+ |u2|+ |u4|)
√
a1b1
+ (−√s1t1 −
√
s3t3 −
√
s4t4 + |u4|)
√
a2b2.
Using W4b[1, 2], we may replace |z4| by
√
a1b1 to the smaller quanity
(
√
s1t1 +
√
s3t3 +
√
s4t4 − |u4|)(
√
a1b1 −
√
a2b2).
This is nonnegative by W2[4, 2], and so we completed the proof for the case (III).
It remains to prove the case (IV). The conclusion and all the conditions on W
and ̺ except |z4| ≥
√
a2b2 ≥
√
a1b1 are invariant under the flip operation on the
first and the second subsystems and the local unitary operation by I ⊗ I ⊗
(
0 1
1 0
)
.
They change |z4| ≥
√
a2b2 ≥
√
a1b1 into |z3| = |z¯3| ≥
√
a2b2 ≥
√
a1b1, and again into
|z4| ≥
√
a1b1 ≥
√
a2b2. This is the case (III). 
5. Criteria for (α◦ ∧ β◦) ∨ (α◦ ∧ γ◦)
As for the convex cones of the type (α◦ ∧ β◦) ∨ (α◦ ∧ γ◦), we have the following
criteria:
Theorem 5.1. For a three qubit self-adjoint matrix W with the X-part X(s, t, u), we
have the following:
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(i) if W ∈ (α◦ ∧ β◦) ∨ (α◦ ∧ γ◦), then inequalities W1[1, 4], W1[2, 3], W3, W2[i, j],
W4[i, j] hold for every pair {i, j};
(ii) if W ∈ (β◦ ∧ γ◦) ∨ (β◦ ∧ α◦), then inequalities W1[1, 3], W1[2, 4], W3, W2[i, j],
W4[i, j] hold for every pair {i, j};
(iii) if W ∈ (γ◦ ∧ α◦) ∨ (γ◦ ∧ β◦), then inequalities W1[1, 2], W1[3, 4], W3, W2[i, j],
W4[i, j] hold for every pair {i, j}.
If W is X-shaped, then the converses also hold.
Proof. We will prove (i) and its converse for W = X(s, t, u). The necessity follows
from the inclusion
(α◦ ∧ β◦) ∨ (α◦ ∧ γ◦) ≤ α◦ ∧ (α◦ ∨ (β◦ ∧ γ◦)) ∧ (β◦ ∨ (α◦ ∧ γ◦)) ∧ (γ◦ ∨ (α◦ ∧ β◦)),
by [14, Proposition 3.3] and Theorem 4.1.
We prove the converse when W = X(s, t, u). To do this, we suppose the following:
• W = X(s, t, u) satisfies W1[1, 4], W1[2, 3], W3, W2[i, j], W4[i, j] hold for every
pair {i, j};
• ̺ = X(a, b, z) ∈ (α ∨ β) ∧ (α ∨ γ), that is, satisfies S2[1, 2], S2[1, 3],
and prove the inequality
(11) 〈W, ̺〉 ≥ 0.
If ̺ ∈ α then we have (11) since W ∈ α◦ by W1[1, 4] and W1[2, 3]. If ̺ ∈ β then we
have ̺ ∈ β ∧ (α ∨ γ), and so the inequality (11) follows since W ∈ β◦ ∨ (γ◦ ∧ α◦). We
also have (11) when ̺ ∈ γ by the same reasoning.
Therefore, we may assume that ̺ /∈ α, ̺ /∈ β and ̺ /∈ γ. By ̺ /∈ α, we may assume
(A4) |z4| >
√
a1b1.
By the assumption ̺ /∈ β, there are four possibilities
(B1) |z1| >
√
a3b3, (B2) |z2| >
√
a4b4, (B3) |z3| >
√
a1b1, (B4) |z4| >
√
a2b2.
We also have the following four cases
(C1) |z1| >
√
a2b2, (C2) |z2| >
√
a1b1, (C3) |z3| >
√
a4b4, (C4) |z4| >
√
a3b3,
by the assumption ̺ /∈ γ. Under the assumption (A4), we have the implications
(B1) ⇒ (C4), (B2) ⇒ (C2), (C1) ⇒ (B4) and (C3) ⇒ (B3). Conversely, the
condition (A4) can be implied as (B3), (C4) ⇒ (A4) and (B4), (C2) ⇒ (A4). Hence,
it suffices to consider the following eight cases:
(A4), (B1); (A4), (B2); (A4), (C1); (A4), (B3), (C2);
(A4), (C3); (B3), (C4); (B4), (C2); (A4), (B4), (C4).
The flip operation on the second and third subsystems switches
(A4), (B1)↔ (A4), (C1), (A4), (B2)↔ (A4), (C3), (B3), (C4)↔ (C2), (B4).
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Therefore, it suffices to consider the following five cases:
(B3), (C4); (A4), (B3), (C2); (A4), (B4), (C4); (A4), (B1); (A4), (B2).
[Case I: (B3) and (C4)]. We have |z4| ≥
√
a3b3 ≥ |z3| ≥
√
a1b1, and
1
2
〈W, ̺〉 ≥∑4i=1√siti√aibi − |ui||zi|
≥ √s1t1
√
a1b1 +
√
s2t2(|z3|+ |z4| −
√
a1b1) +
√
s3t3
√
a3b3 +
√
s4t4|z4|
− |u1|
√
a1b1 − (
∑
4
i=1
√
siti −
∑
i 6=2 |ui|)(
√
a1b1 +
√
a3b3 − |z4|)
− |u3||z3| − |u4||z4|
by S2[1, 2], W3 and S2[1, 3]. This is equal to
= (
√
s1t1 + 2
√
s2t2 +
√
s3t3 + 2
√
s4t4 − |u1| − |u3| − 2|u4|)|z4|
+ (−∑i 6=3√siti +∑i 6=2 |ui|)√a3b3 + (√s2t2 − |u3|)|z3|
+ (−2√s2t2 −
√
s3t3 −
√
s4t4 + |u3|+ |u4|)
√
a1b1.
Therefore, applying W4b[1, 3], we have
1
2
〈W, ̺〉 ≥ (√s1t1 + 2
√
s2t2 +
√
s3t3 + 2
√
s4t4 − |u1| − |u3| − 2|u4|)
√
a3b3
+ (−∑i 6=3√siti +∑i 6=2 |ui|)√a3b3 + (√s2t2 − |u3|)|z3|
+ (−2√s2t2 −
√
s3t3 −
√
s4t4 + |u3|+ |u4|)
√
a1b1
= (
√
s2t2 +
√
s3t3 +
√
s4t4 − |u4|)
√
a3b3 + (
√
s2t2 − |u3|)|z3|
+ (−2√s2t2 −
√
s3t3 −
√
s4t4 + |u3|+ |u4|)
√
a1b1.
By W2[4, 1], W4a[3, 4] and |z3| ≥
√
a1b1, this is greater than or equal to
≥ (√s2t2 +
√
s3t3 +
√
s4t4 − |u4|)|z3|+ (
√
s2t2 − |u3|)|z3|
+ (−2√s2t2 −
√
s3t3 −
√
s4t4 + |u3|+ |u4|)|z3| = 0.
[Case II: (A4), (B3) and (C2)]. We have |z4|, |z3|, |z2| ≥
√
a1b1. In this case, we
may assume that |z2| ≥ |z3| by switching the second and the third subsystems. Put
λ2 := |z2| −
√
a1b1, λ3 := |z3| −
√
a1b1, λ4 := |z4| −
√
a1b1,
which are nonnegative by the assumption. We proceed by considering two subcases.
[Subcase II-1: λ2 ≤ λ3 + λ4]. We have
1
2
〈W, ̺〉 ≥∑4i=1√siti√aibi − |ui||zi|
≥ √s1t1
√
a1b1 +
√
s2t2(|z3|+ |z4| −
√
a1b1)
+
√
s3t3(|z2|+ |z4| −
√
a1b1) +
√
s4t4|z4| − |u1|
√
a1b1 −
∑
4
i=2 |ui||zi|,
by S2[1, 2] and S2[1, 3]. By a direct calculation, this is equal to
=
(∑
4
i=1
√
siti −
∑
4
i=1 |ui|
)√
a1b1
+ (
√
s3t3 − |u2|)λ2 + (
√
s2t2 − |u3|)λ3 + (
√
s2t2 +
√
s3t3 +
√
s4t4 − |u4|)λ4,
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which is greater than or equal to the following
(12) (
√
s3t3 − |u2|)λ2 + (
√
s2t2 − |u3|)λ3 + (
√
s2t2 +
√
s3t3 +
√
s4t4 − |u4|)λ4,
by W3. We note that the sum of the following two terms
√
s3t3 − |u2|,
√
s2t2 − |u3|
are nonnegative by W1[2, 3], and so at most one of them is negative possibly. If both
of them are nonnegative, then the proof is complete by W2[4, 1]. If
√
s2t2 − |u3| < 0,
then we replace λ3 in (12) by λ2 which satisfies λ2 ≥ λ3 by |z2| ≥ |z3|, to get
1
2
〈W, ̺〉 ≥(√s3t3 − |u2|)λ2 + (
√
s2t2 − |u3|)λ2 + (
√
s2t2 +
√
s3t3 +
√
s4t4 − |u4|)λ4
=(
√
s2t2 +
√
s3t3 − |u2| − |u3|)λ2 + (
√
s2t2 +
√
s3t3 +
√
s4t4 − |u4|)λ4,
which is nonnegative byW1[2, 3] andW2[4, 1] again. If
√
s3t3−|u2| < 0, then we replace
λ2 in (12) by λ3 + λ4 to get
1
2
〈W, ̺〉 ≥(√s3t3 − |u2|)(λ3 + λ4) + (
√
s2t2 − |u3|)λ3 + (
√
s2t2 +
√
s3t3 +
√
s4t4 − |u4|)λ4
=(
√
s2t2 +
√
s3t3 − |u2| − |u3|)λ3 + (
√
s2t2 + 2
√
s3t3 +
√
s4t4 − |u2| − |u4|)λ4,
which is also nonnegative by W1[2, 3] and W4a[2, 4].
[Subcase II-2: λ2 ≥ λ3 + λ4]: In this case, we have
1
2
〈W, ̺〉 ≥∑4i=1√siti√aibi − |ui||zi|
≥ √s1t1
√
a1b1 +
√
s2t2|z2|+
√
s3t3(|z2|+ |z4| −
√
a1b1) +
√
s4t4|z4|
− |u1|
√
a1b1 −
∑
4
i=2 |ui||zi|,
by S2[1, 3]. This is equal to the following:
=
(∑
4
i=1
√
siti −
∑
4
i=1 |ui|
)√
a1b1
+
(
(
√
s2t2 +
√
s3t3 − |u2| − |u3|) + |u3|
)
λ2 − |u3|λ3 + (
√
s3t3 +
√
s4t4 − |u4|)λ4,
which is, by W3 and W1[2, 3], greater than or equal to
≥ ((√s2t2 +√s3t3 − |u2| − |u3|) + |u3|) (λ3 + λ4)− |u3|λ3 + (√s3t3 +√s4t4 − |u4|)λ4
=
(√
s2t2 +
√
s3t3 − |u2| − |u3|
)
λ3 +
(√
s2t2 + 2
√
s3t3 +
√
s4t4 − |u2| − |u4|
)
λ4.
This is nonnegative by W1[2, 3] and W4a[2, 4].
[Case III: (A4), (B4), (C4)]. We have |z4| ≥
√
a1b1,
√
a2b2,
√
a3b3. We may assume
that
√
a2b2 ≥
√
a3b3 by switching the second and the third subsystems. Put
µ1 := |z4| −
√
a1b1, µ2 := |z4| −
√
a2b2, µ3 := |z4| −
√
a3b3.
Note that µ2 ≤ µ3 by assumption. We proceed by considering two subcases.
[Subcase III-1: µ3 ≤ µ1 + µ2]. In this case, we have
1
2
〈W, ̺〉 ≥∑4i=1√siti√aibi − |ui||zi|
≥∑3i=1√siti√aibi +√s4t4|z4| − |u1|√a1b1 − |u2|(√a1b1 +√a3b3 − |z4|)
− |u3|(
√
a1b1 +
√
a2b2 − |z4|)− |u4||z4|,
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by S2[1, 3] and S2[1, 2]. By a direct computation, this becomes
(13)
=
(∑
4
i=1
√
siti −
∑
4
i=1 |ui|
)√
a1b1
+ (
∑
i 6=1
√
siti − |u4|)µ1 + (−
√
s2t2 + |u3|)µ2 + (−
√
s3t3 + |u2|)µ3.
If −√s2t2 + |u3| < 0, then this is, by W2[4, 1] and µ2 ≤ µ3, greater than or equal to
the following
≥ (∑4i=1√siti −∑4i=1 |ui|)
√
a1b1 + (−
√
s2t2 + |u3| −
√
s3t3 + |u2|)µ3
≥ (∑4i=1√siti −∑4i=1 |ui|)
√
a1b1 + (−
√
s2t2 + |u3| −
√
s3t3 + |u2|)
√
a1b1
= (
√
s1t1 +
√
s4t4 − |u1| − |u4|)
√
a1b1
by W1[2, 3] and
√
a1b1 ≥ µ3 using S2[1, 3]. This is nonnegative by W1[1, 4]. In the case
of −√s2t2 + |u3| ≥ 0, the term (13) is equal to
=
(∑
4
i=1
√
siti −
∑
4
i=1 |ui|
)√
a1b1 + (
∑
i 6=1
√
siti − |u4|)µ1
+ (−√s2t2 + |u3|)µ2 + (−
√
s2t2 −
√
s3t3 + |u2|+ |u3|)µ3 + (
√
s2t2 − |u3|)µ3,
which is greater than or equal to the following
≥ (∑4i=1√siti −∑4i=1 |ui|)
√
a1b1 + (
∑
i 6=1
√
siti − |u4|)µ1
+ (−√s2t2 + |u3|)µ2 + (−
√
s2t2 −
√
s3t3 + |u2|+ |u3|)
√
a1b1 + (
√
s2t2 − |u3|)(µ1 + µ2)
by W1[2, 3] and
√
a1b1 ≥ µ3. This becomes
= (
√
s1t1 +
√
s4t4 − |u1| − |u4|)
√
a1b1 + (2
√
s2t2 +
√
s3t3 +
√
s4t4 − |u3| − |u4|)µ1,
which is nonnegative by W1[1, 4] and W4a[3, 4].
[Subcase III-2: µ3 ≥ µ1 + µ2]. We use S2[1, 3] to get the inequality
1
2
〈W, ̺〉 ≥∑4i=1√siti√aibi − |ui||zi|
≥∑3i=1√siti√aibi +√s4t4|z4|
− |u1|
√
a1b1 − |u2|(
√
a1b1 +
√
a3b3 − |z4|)− |u3|
√
a3b3 − |u4||z4|,
which is equal to
=
(∑
4
i=1
√
siti −
∑
4
i=1 |ui|
)√
a1b1 + (
√
s2t2 +
√
s3t3 +
√
s4t4 − |u3| − |u4|)µ1
−√s2t2µ2 +
√
s2t2µ3 + (−
√
s2t2 −
√
s3t3 + |u2|+ |u3|)µ3,
by a direct calculation. Using W1[2, 3] and µ3 ≤
√
a1b1, we continue
≥ (∑4i=1√siti −∑4i=1 |ui|)
√
a1b1 + (
√
s2t2 +
√
s3t3 +
√
s4t4 − |u3| − |u4|)µ1
−√s2t2µ2 +
√
s2t2(µ1 + µ2) + (−
√
s2t2 −
√
s3t3 + |u2|+ |u3|)
√
a1b1
= (
√
s1t1 +
√
s4t4 − |u1| − |u4|)
√
a1b1 + (2
√
s2t2 +
√
s3t3 +
√
s4t4 − |u3| − |u4|)µ1,
which is nonnegative by W1[1, 4] and W4a[3, 4].
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[Case IV: (A4), (B1)]. We have |z4| ≥
√
a1b1 ≥ |z1| ≥
√
a3b3. By Case III, we may
suppose that
√
a2b2 ≥ |z4|. By W3 and S2[1, 3], we have
1
2
〈W, ̺〉 ≥∑4i=1√siti√aibi − |ui||zi|
≥ √s1t1
√
a1b1 +
√
s2t2|z4|+
√
s3t3
√
a3b3 +
√
s4t4|z4| − |u1||z1|
− (∑4i=1√siti −∑i 6=2 |ui|)(√a1b1 +√a3b3 − |z4|)− |u3|√a3b3 − |u4||z4|
which becomes
= (
√
s1t1 + 2
√
s2t2 +
√
s3t3 + 2
√
s4t4 − |u1| − |u3| − 2|u4|)|z4|
+ (−∑i 6=1√siti +∑i 6=2 |ui|)√a1b1
− |u1||z1|+
(
(−√s1t1 −
√
s4t4 + |u1|+ |u4|)−
√
s2t2
)√
a3b3.
Using W4b[1, 3] and W1[1, 4], we continue
≥ (√s1t1 + 2
√
s2t2 +
√
s3t3 + 2
√
s4t4 − |u1| − |u3| − 2|u4|)
√
a1b1
+ (−∑i 6=1√siti +∑i 6=2 |ui|)√a1b1
− |u1||z1|+
(
(−√s1t1 −
√
s4t4 + |u1|+ |u4|)−
√
s2t2
) |z1|,
which is equal to
= (
√
s1t1 +
√
s2t2 +
√
s4t4 − |u4|)(
√
a1b1 − |z1|).
This is nonnegative by W2[4, 3].
[Case V: (A4), (B2)]. In this case, we have |z2| ≥
√
a4b4 ≥ |z4| ≥
√
a1b1]. By Case
II, we may suppose that
√
a1b1 ≥ |z3|. Using S2[1, 3], we proceed
1
2
〈W, ̺〉 ≥∑4i=1√siti√aibi − |ui||zi|
≥ √s1t1
√
a1b1 +
√
s2t2|z2|+
√
s3t3(|z2|+ |z4| −
√
a1b1) +
√
s4t4
√
a4b4
− |u1|
√
a1b1 − |u2||z2| − |u3|
√
a1b1 − |u4||z4|
=
(
(
√
s2t2 +
√
s3t3 − |u2| − |u3|) + |u3|
) |z2|
+
√
s4t4
√
a4b4 + (
√
s3t3 − |u4|)|z4|+ (
√
s1t1 −
√
s3t3 − |u1| − |u3|)
√
a1b1.
By W1[2, 3] and |z2| ≥ |z4|, we have
1
2
〈W, ̺〉 ≥ ((√s2t2 +√s3t3 − |u2| − |u3|) + |u3|) |z4|
+
√
s4t4|z4|+ (
√
s3t3 − |u4|)|z4|+ (
√
s1t1 −
√
s3t3 − |u1| − |u3|)
√
a1b1
This is equal to
= (
√
s2t2 + 2
√
s3t3 +
√
s4t4 − |u2| − |u4|)|z4|+ (
√
s1t1 −
√
s3t3 − |u1| − |u3|)
√
a1b1.
Using W4a[2, 4], we may replace |z4| by
√
a1b1, to get
1
2
〈W, ̺〉 ≥ (√s2t2 + 2
√
s3t3 +
√
s4t4 − |u2| − |u4|)
√
a1b1
+ (
√
s1t1 −
√
s3t3 − |u1| − |u3|)
√
a1b1,
which is equal to
(∑
4
i=1
√
siti − |ui|
)√
a1b1 ≥ 0 by W3. This completes the proof. 
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We recall the definition of Q in Section 3:
Q := [α ∧ (β ∨ γ)] ∨ [β ∧ (γ ∨ α)] ∨ [γ ∧ (α ∨ β)].
Then we have
Q◦ = [α◦ ∨ (β◦ ∧ γ◦)] ∧ [β◦ ∨ (γ◦ ∧ α◦)] ∧ [γ◦ ∨ (α◦ ∧ β◦)].
For a given σ ∈ L, we define
σ◦
X
:= σ◦ ∩ X = {W ∈ X : 〈W, ̺〉 ≥ 0 for every ̺ ∈ σ}
= {W ∈ X : 〈W, ̺〉 ≥ 0 for every ̺ ∈ σX}.
The last identity follows from (7), and we see that the X-part (σ◦)X of σ
◦ coincides
with the dual of (σX)
◦ of σX in the space X. By Theorem 5.1, we have the following:
Corollary 5.2. We have the following identities
(α◦
X
∧ β◦
X
) ∨ (α◦
X
∧ γ◦
X
) = α◦
X
∧Q◦
X
,
(β◦
X
∧ γ◦
X
) ∨ (β◦
X
∧ α◦
X
) = β◦
X
∧Q◦
X
,
(γ◦
X
∧ α◦
X
) ∨ (γ◦
X
∧ β◦
X
) = γ◦
X
∧Q◦
X
.
Taking the dual cones in the vector space X, we get the following identities among
the generators αX, βX and γX of the lattice LX, which is the lattice theoretic dual
identities of those in Corollary 3.2.
Corollary 5.3. We have the following identities
(αX ∨ βX) ∧ (αX ∨ γX) = αX ∨QX,
(βX ∨ γX) ∧ (βX ∨ αX) = βX ∨QX,
(γX ∨ αX) ∧ (γX ∨ βX) = γX ∨QX.
6. Conclusion
In this paper, we gave criteria for the convex cones listed in (5). In the plain
terminologies, a state ̺ belongs to the convex cone (α∧β)∨ (α∧γ) if and only if it is a
mixture of a simultaneously A-BC and B-CA bi-separable state and a simultaneously
A-BC and C-BA bi-separable state. We gave a necessary condition for a three qubit
state ̺ to have this property in terms of diagonal and anti-diagonal entries of ̺, and
showed that this condition is also sufficient when ̺ is X-shaped.
We recall that the inequality S4[i, j|k, ℓ] plays eminent roles. We first recall that
both S2[i, j] and S2[k, ℓ] coincide with S4[i, j|k, ℓ] when {i, j} ∩ {k, ℓ} = ∅. To see the
18
{1, 2} {1, 3} {1, 4} {2, 3} {2, 4} {3, 4}
{1, 2} σ3 σ6 σ6 σ3 σ1
{1, 3} σ6 σ6 σ2 σ3
{1, 4} σ5 σ6 σ6
{2, 3} σ6 σ6
{2, 4} σ3
{3, 4}
Table 1. This table shows that σ1 = α ∨ β is determined by S4[1, 2|3, 4].
The convex cone σ2 = (α ∨ β) ∧ (α ∨ γ) is determined by an extra inequality
S4[1, 3|2, 4], and σ3 = α∨(β∧γ) is determined by the six inequalities labeled by
σ1, σ2 and σ3. The convex cone σ4 = α is determined by another inequalities
S1[1, 4] and S1[2, 3] which imply these six inequalities. One more inequality
S4[1, 4|2, 3] is required in order to determine σ5 = α ∧ (β ∨ γ), and all the
inequalities are required to determine σ6 = (α∧ β)∨ (α∧ γ) as well as S1[1, 4]
and S1[2, 3]. We note that S1[i, j] may be recovered if we allow i = j and
k = ℓ in the inequality S4[i, j|k, ℓ].
roles of S4[i, j|k, ℓ] in this sense, we consider the following six convex cones
σ1 = α ∨ β,
σ2 = (α ∨ β) ∧ (α ∨ γ),
σ3 = α ∨ (β ∧ γ),
σ4 = α,
σ5 = α ∧ (β ∨ γ),
σ6 = (α ∧ β) ∨ (α ∧ γ),
which make the following chain
σ1 ⊃ σ2 ⊃ σ3 ⊃ σ4 ⊃ σ5 ⊃ σ6
of inclusions. We provide Table 1 to see which inequalities S4[i, j|k, ℓ] we need to
determine σi for i = 1, 2, 3, 4, 5, 6.
It was asked in [15] whether the lattice L is free or not. The identities in Corollary
3.2 actually shows that the lattice LX is not free, because we have exhibited a lattice
generated by three elements which give rise to a strict inequality in (10). It is natural
to ask whether the identity holds in (10) when when (x, y, z) = (α, β, γ). This is to
equivalent to ask whether the following properties
• ̺ is A-BC separable;
• ̺ is a mixture of B-CA separable state and a simultaneously C-AB and A-BC
separable state;
• ̺ is a mixture of C-BA separable state and a simultaneously B-AC and A-BC
separable state,
for a three qubit state ̺ implies that ̺ is a mixture of a simultaneously A-BC and
B-CA bi-separable state and a simultaneously A-BC and C-BA bi-separable state.
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We have seen in this paper that this is the case when ̺ is X-shaped. This question
must be related with the question whether the lattice L is free or not.
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