In a single hop broadcast packet erasure network, we demonstrate that it is possible to provide multirate packet delivery outside of what is given by the network min-cut. This is achieved by using a deterministic non-block-based network coding scheme, which allows us to sidestep some of the limitations put in place by the block coding model used to determine the network capacity.
I. INTRODUCTION
It is well established that the information capacity of a multicast network is given by its min-cut [1] , a result that has been extended to broadcast packet erasure channels in [2] , [3] . This is a definitive result that cannot be violated under the system model that is considered. An important feature of this model is the requirement of block coding: that is, it is assumed that a block code is used and the original information cannot be recovered until the entire block has been received. Although block coding is practical in most situations, it is not the only possible method of encoding. As a result, it is possible that the limitations imposed by block coding do not necessarily apply in general.
A related issue is the simultaneity of decoding by the receivers in the network. Block-based codes, including rateless codes (for example, those developed for degraded broadcast channels and erasure channels [4] ), impose the condition that all receivers decode all information before moving onto the next block. 1 While block-based decoding is predominantly assumed or studied, there have been some results on intermediate decoding of packets [5] - [7] , albeit without considering the logical packet ordering for delivery to the application.
Linear network coding, shown in [8] to be capable of achieving network capacity, also provides some interesting counterexamples [9] , [10] to the necessity of block coding restrictions. Although a large number of block-based network coding schemes exist [11] - [23] which enforce the complete reception of each block, there are also some non-block-based deterministic network coding schemes [9] , [10] , [24] - [28] . By relying on feedback from the receivers to determine the coded transmissions, and similar to [5] - [7] , these schemes can in some cases [9] , [10] , [27] allow receivers to decode packets of information prior to receiving all information transmitted by the sender.
We consider the potential implications of using deterministic network coding in the case of a broadcast packet erasure network, comprising of a single sender connected to multiple receivers via a heterogeneous single-hop broadcast packet erasure channel. From [2] , [29] , the capacity of this network under the block coding requirement is given by the channel rate of the most challenged receiver, with the highest packet erasure probability, which is the min-cut of the network. As a consequence, even a single poorly-performing receiver can severely degrade the rate at which packets can be delivered in order to the application across the entire network. So a fundamental question that has not been considered before is:
What will happen to the delivery rates and simultaneity of decoding if the sender's transmission rate exceeds the channel rate of one or more receivers?
Under the traditional block coding approach, the delivery rate of these receivers would be zero. Using deterministic network coding, however, it may be possible for the receivers to continue decoding new information, despite never being able to fully receive all information that has so far been transmitted by the sender. As a result, it may be possible to maintain nonzero (in-order) packet delivery rates to all receivers -even if the sender's transmission rate exceeds their channel capacity. We demonstrate the principles behind this somewhat counterintuitive statement using the following example, which is based on the two receiver transmission scheme first presented in [24] .
A. Fu 1 The only difference is that in rateless codes the goal is generally reducing completion time rather than maintaing achievable rates. 
A. Deterministic coding example
Imagine a simple broadcast network consisting of a single sender aiming to deliver a set of packets in the correct order to two receivers: a primary receiver Rx 1 with channel rate µ 1 < 1 and a secondary receiver Rx 2 with channel rate 0 < µ 2 < µ 1 . At each time slot t the sender transmits a single packet, to which the receivers respond with an acknowledgement if they were able to receive it correctly. The sender uses this feedback to determine which coded combination should be transmitted next, as outlined in Algorithm 1. A simple example of this algorithm in progress is given in Table I . The sender's priority is to transmit packets required by Rx 1 , who has delivered the most packets so far, but it will also aid Rx 2 wherever possible.
Packet transmissions intended for Rx 1 are not immediately useful to Rx 2 . However Rx 2 has the ability to store and make use of any of these packets it overhears. For example, in Table I at t = 1, Rx 2 stores p 9 , which was intended for Rx 1 . If, owing to an erasure at Rx 1 , the sender retransmits p 9 , it can take the opportunity to code a second packet, p 4 , intended for Rx 2 , into s(t). This results in the time t = 2 transmission of s(t) = p 9 + p 4 .
The inclusion of p 4 into s(t) does not interfere with Rx 1 's ability to receive p 9 , since Rx 1 has already decoded all packets that could potentially be required by Rx 2 . Conversely, Rx 2 will be able to decode p 4 from the transmission, since it already received p 9 in the previous time slot. When receivers' contributions to the transmission s(t) do not impact each others' ability to decode, something we call a knowledge differential transmission occurs. These opportunities will be discussed in a more general setting later on. The end result in this example is that the sender will, as a first priority, deliver packets to Rx 1 , resulting in a delivery rate of µ 1 to that receiver. However there are also occasional opportunities to deliver packets to Rx 2 , resulting in a small nonzero delivery rate at Rx 2 . We shall show that this idea can be generalised to R receivers, using the deterministic coding scheme studied in [9] , [27] .
In summary, the key idea in this paper is to break away from the block-based and rate limited schemes that are prevalent in the literature, and apply a feedback-based, deterministic network coding scheme as shown above. In doing so, we can achieve rates that exceed the limitations on capacity determined under the complete information acquisition requirement [2] . In a sense, this encoding scheme relaxes the notion of broadcasting common information. Although it still ensures that all receivers can decode all packets, receivers are permitted to do so at greatly differing times. By taking advantage of the leading receiver's progress and the stored packets in the buffers of lagging receivers, we can establish a more general form of broadcast, which we can call asynchronous broadcast, which allows receivers to deliver the same information at different rates.
Algorithm 1 Two-receiver transmission algorithm of [24] . 1: Let N i (t) be the first undecoded packet of Rx i . 2: if Rx 2 has already received N 1 (t) then 3: transmit the XOR combination N 1 (t) ⊕ N 2 (t). 4: else 5: transmit N 1 (t). 6: end if
B. Contributions and related work
In this paper we will demonstrate that it is possible for a wireless broadcast transmission scheme to achieve multi-rate packet delivery of an ordered set of information to a heterogeneous set of receivers. By using a deterministic, non-block based transmission scheme, we are able to improve upon the capacity region established in [2] .
Multi-rate broadcast to heterogeneous receivers has been previously considered in the context of applications such as video broadcast and layered streaming [30] , [31] , where different subsets of the information are made available to different receivers. To our knowledge, the transmission scheme we will present is the first to enable the multi-rate delivery of the same set of ordered information to all receivers.
Our transmission scheme is based on a network coding scheme first proposed in [9] , which aimed to minimise the in-order packet delivery delay of a homogeneous network. By making some minor modifications to this scheme, we show that it can be adapted for transmission in a heterogeneous broadcast network. Using an analytical model to approximate the system behaviour, we demonstrate that the delivery rate of this transmission scheme can be accurately estimated. The analysis of feedback-based deterministic coding schemes is generally a challenging problem, owing to the number of cross-receiver dependencies that must be considered. We believe that our analysis is the first attempt at this level of detail.
When implementing multi-rate broadcast, one must also consider how resources are allocated amongst receivers. We therefore introduce a measure of fairness whereby a transmission scheme is considered fair if the receivers' in-order packet delivery rates are proportional to their channel rate. To enable the sender to provide fair multi-rate delivery to the receivers, we introduce the concept of time sharing among different modes. Using a fairness algorithm to adjust the amount of time spent in each mode, we illustrate how the sender's resources can be allocated in our transmission scheme to allow good delivery rates to be achieved by all receivers under the aforementioned fairness constraint.
II. MODEL
A single sender aims to transmit a set of backlogged packets p 1 , p 2 , p 3 , ... in the correct order to a set of R receivers, Rx 1 , ..., Rx R . 2 Time is slotted, and the sender transmits at a rate of one packet per time slot. The channel between the sender and receivers is a wireless broadcast packet erasure channel, where erasures are assumed to occur according to an ergodic Bernoulli random process. More specifically, in each time slot, each receiver Rx i experiences an independent packet erasure with a probability µ i , which is called its channel rate, as illustrated in Fig. 1 , so that on average µ i of the broadcasted packets are successfully received. Similar erasure channel models have been considered in [2] , [9] , [10] . We assume that the receivers' channel rates are unique, and order the receivers so that µ 1 > µ 2 > ... > µ R , so that Rx 1 is the fastest receiver with the highest channel rate, followed by Rx 2 , Rx 3 and so on. For simplicity of notation, the set of channel rates is represented by the vector µ = [µ 1 , µ 2 , ..., µ R ]. The receiver index i of a receiver Rx i is therefore a numerical ranking of its channel rate, compared to all other receivers in the system.
At each time slot t the sender broadcasts a single network coded packet s(t), along with the vector of coding coefficients used. The network coding coefficients are chosen from the Galois field F M , where the field size M ≥ R, typically the smallest power of 2 satisfying this requirement. For simplicity, we treat each packet p n as a single symbol from F M . 3 Each receiver stores the packets it receives, along with the corresponding coding coefficients, in its own buffer. 4 To decode the original packets, receivers use the information from the coding coefficients to apply Gaussian elimination [33] , [34] operations, which, once enough information has been received, allow them recover the original uncoded packets. After each packet transmission, the receiver sends an acknowledgement if the packet was successfully received, or a negative acknowledgement if the packet was discarded due to an erasure. For the purposes of this work we assume the sender detects these acknowledgements without delay or error. The sender uses this information to record which packets each receiver has stored in its buffer. Based on this information, a transmission scheme is used to determine the packet combinations the sender will transmit. The components of the transmission schemes we will study are now outlined.
A. Transmission scheme
Here we give an overview of the transmission scheme we will be studying in this paper. As shown in Fig. 1 the transmission scheme consists of three components:
• A packet backlog which contains all packets not yet delivered (to be defined shortly) to all receivers, • A mode selector which determines in which mode m (to be defined later) the coding scheme transmits, • A coding scheme which determines what network coded combination of the packets in the sender's packet backlog will be selected for transmission. The aim of the transmission scheme is to deliver the packets in order, though not necessarily at the same rate, to all of the receivers. DEFINITION 1: A packet, p n , corresponds to the n th packet in the sender's backlog, and is represented by a symbol in F M . DEFINITION 2: A transmission s(t) is a symbol in F M that represents the network coded packet transmitted by the sender at time t,
where the coding coefficients α 1 (t), α 2 , · · · are symbols chosen from the field F M .
DEFINITION 3: A packet p n is decoded by a receiver Rx i if Gaussian elimination on all transmissions s(t) it has received so far reveals the value of p n . 2 For our analysis, we assume there is an infinite number of packets to be delivered. 3 In practice, a packet p n would consist of a vector of k such symbols, with p n ∈ F k M , as presented in work such as [17] , [25] , [32] , with the same coding operations applied to each element of the vector. 4 It should be noted that under our transmission scheme, it is necessary for all receivers to have enough space to store all packets being coded by the sender. DEFINITION 4: A packet p n is older than another packet p m if its packet index n < m, and newer if its packet index n is higher.
The packets in the sender's backlog are ordered from oldest to newest, so packets are delivered in order from oldest to newest.
DEFINITION 5: A packet p n is delivered to a receiver Rx i if all older packets p 1 , ..., p n have been decoded by that receiver. d i (t) is the number of packets delivered to Rx i by time t, so the most recently delivered packet is p di(t) . DEFINITION 6: The delivery rate for Rx i is given by R i = d i (t)/t, the average rate at which packets are delivered to the receiver, as t → ∞.
Example: In Table I at t = 0, packets p 1 , ..., p 8 have been delivered to Rx1, while p 1 , ..., p 3 have been delivered to Rx2. DEFINITION 7: At any time t, the next needed packet N i (t) of a receiver Rx i is the oldest packet which has not been delivered to that receiver's buffer. From Definition 5, N i (t) = p di(t)+1 .
Example: In Table II , at time t = 0 the next needed packets of each receiver are N1(0) = p 11 , N2(0) = p 5 and N3(0) = p 3 . At each time slot, the sender randomly chooses a mode to transmit in, selecting transmission mode m with probability β m independently of previous transmission mode choices.
B. Mode selection

C. Coding scheme
The coding scheme we will study is an adaptation of the coding scheme proposed in [9] . 5 The method for determining each transmission s(t) is given in Algorithm 2. 6 Under this coding scheme, the sender is restricted to coding from the next needed packets of the mode m receivers, so that
Under Algorithm 2, the sender makes a list containing each oldest undelivered packet p j and the corresponding set of receivers G j . Then, beginning with the newest packet in the list, it adds each packet p j into s(t) only if the receiver(s) in G j would not otherwise receive an innovative packet. In Algorithm 2, lines 13-15 ensure that a packet p j is only coded into s(t) if 0 ∈ v j . From lines 7-8, this is contingent on at least one of the receivers in G j being able to cancel out the existing packets in s(t) using Gaussian elimination. Therefore Algorithm 2 has the following property. Property 1. In mode m, only the next needed packets N m (t), ..., N R (t) of receivers Rx m , ..., Rx R can be coded into the transmission s(t). Of these, a packet N i (t) will only be coded into s(t) if it allows Rx i to deliver its next needed packet.
Example: An example of Algorithm 2 is given in Table II for the case where each group Gj consists of a single receiver. Consider t = 2. The coding scheme starts by setting s(2) = p 11 . However, Rx2 can already cancel out this transmission using p 11 in its buffer (0 ∈ v2 in line 13 of Algorithm 2). Hence, s(2) = p 11 + p 5 , because N2(2) = p 5 . This is already innovative for Rx3. Therefore, p 3 need not be added.
In [9] it is shown that, using this coding scheme, we can always find a transmission that is innovative for all receivers, if the field size M ≥ R. It should be noted however that while every packet is innovative, receivers will still experience different delivery rates, since the packets they receive are not always contiguous, and, from Definition 5, delivery can only take place if all older packets have been decoded at that receiver.
Algorithm 2 Coding scheme.
1: Organise receivers Rx m , · · · , Rx R into groups G j , so that G j contains all receivers Rx i whose next needed packet N i (t) = p j . Let G be the set of all groups G j which contain at least one receiver. 2: Initialise s(t) = 0. 3: for each group G j ∈ G, from high to low j, do 4: Initialise the empty veto list v j = {}.
5:
for each receiver Rx i ∈ G j do 6: Calculate r i , the result of performing Gaussian elimination on s(t) with the transmissions stored in Rx i 's buffer. 7 :
else if r i = αp j for some field element α then 10: v j ← v j ∪ {α}. Set s(t) = s(t) + a j p j . 16: end if 17: end for
III. ANALYTICAL MODEL
It is difficult to model the coding scheme presented in Section II precisely. There is a complicated set of interdependencies between the packets transmitted by the sender and information stored in the receivers' buffers. The sender's transmissions are determined by the contents of the receivers' buffers, which is in turn determined by a combination of past transmissions, the receivers' erasure patterns and the effects of Gaussian elimination. These interdependencies makes this system difficult to model precisely. Therefore, in order to obtain a tractable model, we make some simplifying approximations in our delivery rate analysis. Here we list further approximations we will use in this paper to obtain a tractable model for calculating the receivers' delivery rates under our transmission scheme. In Sections V to VII we will demonstrate that the numerical results obtained under this analytical model match well with simulations.
A. Simplified encoding scheme
We now analyse Algorithm 2 and show that the majority of the time the sender implements a simplified version of the coding scheme, given in Algorithm 3. Where the conditions required to use this simplified coding scheme are satisfied, we can prove that a field size M = 2 is sufficient to guarantee that a sender transmission s(t) which is innovative for all mode m receivers can always be found. Approximation 1. For the transmission schemes studied in this paper, if the receivers' channel rates are distinct and ordered so that µ 1 > µ 2 > · · · > µ R , then their delivery rates will also obey the ordering
Intuitively it makes sense that higher channel rates will result in higher packet delivery rates for the corresponding receivers. Where Approximation 1 holds, the total number of packets delivered by each of the receivers will diverge over time. Therefore, after a sufficient amount of time has passed the next needed packets N 1 (t), · · · , N R (t) of each receiver will also be distinct with high probability. 7 Therefore we state the next approximation that we will use for this paper, Approximation 2. The next needed packet of each receiver is distinct and ordered by receiver index, so that
Under Approximation 2, each receiver's next needed packet is distinct. When this is the case, there is only a single receiver in group G j corresponding to each next needed packet p j and Algorithm 2 reduces to the simplified encoding scheme presented in Algorithm 3. This simplified encoding scheme, which is based on the much smaller field size F 2 , will form the basis of our analysis.
Algorithm 3 Simplified encoding scheme. Calculate r i , the result of performing Gaussian elimination on s(t) using the packets in receiver Rx i 's buffer. 4 :
s(t) = s(t) ⊕ N i (t). Proof: Under Approximation 2, Rx 1 will have the newest next needed packet, followed by Rx 2 , Rx 3 , and so on. At each iteration i of the for loop, it is ensured that s(t) is innovative to Rx i . By Definition 7 and Approximation 2, N i+1 (t), · · · , N R (t) have already been decoded by Rx i , so the addition of these packets to s(t) in later iterations of the for loop does not affect the innovativeness of s(t) to Rx i . Algorithm 3 guarantees a transmission s(t) will be found which is innovative to all receivers
If the ordering of next needed packets is maintained, packets coded for Rx m , · · · , Rx R are already seen by Rx 1 , · · · Rx m−1 . Therefore the m th mode will not contain innovative information for receivers Rx 1 to Rx m−1 .
The simplified transmission scheme of Algorithm 3 also has the following property:
Property 3. Implementing Algorithm 3 with the binary field F 2 is sufficient to ensure that Property 2 holds.
Proof: Under Approximation 2, the next needed packets of each receiver are distinct. Therefore each group G j ∈ G contains exactly one receiver. It follows that in each iteration of the for loop corresponding to a group G j ∈ G, only one element can be added to the corresponding veto list v j . Since the binary field F 2 contains two elements, this field is sufficient to ensure an appropriate coefficient can always be found.
An example of the simplified transmission scheme for three receivers in mode 1 is given in Table II . Note that each packet coded into s(t) corresponds to a receiver being able to decode its next needed packet. Two important features of this coding scheme can be observed:
1) It is possible for packets to be delivered to any of the receivers. For example, at time t = 2, Rx 2 delivers its next needed packet p 5 , and at t = 4 receivers Rx 1 , Rx 2 , Rx 3 all deliver their next needed packets p 11 , p 7 and p 3 , respectively. 2) Every next needed packet coded into a transmission s(t) corresponds to a receiver who can decode and hence deliver its next needed packet, if they receive the transmission. For example, at time t = 4, all three receivers' next needed packets are encoded. Therefore, receiving the transmission allows all three receivers to deliver in the same time slot. 
B. Buffer model
We outline the model we will use in our analysis of the receivers' buffer's contents. The packets stored in the buffer serve a dual purpose. Firstly, they provide information that will facilitate the decoding of the received packets. Secondly, they store information about packets that will need to be delivered at some point in the future.
For the purpose of analysis, we can imagine that every receiver's buffer has space allocated for all of the packets in the sender's backlog. This can be imagined as a large vector, with each element corresponding to a packet, ordered left to right from oldest to newest. The associated coding coefficients are also stored along with each element of the vector, so that the receiver has the information required to perform Gaussian elimination. As illustrated in Fig. 2 , each position n in the buffer corresponds to the packet p n . The following will be used to describe the contents of a receiver's buffer.
DEFINITION 10: For a receiver Rx i , The buffer coefficient matrix B i stores the coding coefficients associated with each buffer position. Each packet p n corresponds to the n th column of the buffer coefficient matrix, which we denote by B i (n). If packet p i is coded into the combination stored at p n , then the i th element of that column vector will correspond to its coding coefficient. Otherwise, this element will be 0. If buffer position n is empty, then B i (n) = 0.
To decode the packets stored in the buffer, identical Gaussian elimination operations are applied to the columns of the buffer coefficient matrix, and the packets in the buffer. Once a column of the buffer coefficient matrix B i (n) has been reduced to a standard basis vector e n , then the corresponding packet has been decoded. DEFINITION 11: For a receiver Rx i , the buffer fill vector b i indicates whether any information has been stored at each position n of the buffer. We say that
Generally, the receiver will be required to store both coded and uncoded packets. Algorithm 4 outlines procedure for storing a received transmission s(t) in the buffer. This procedure can be divided into three stages: using Gaussian elimination to reduce s(t), storing the result in the correct buffer position, and using this new packet to further reduce other packets in the buffer. We now give an example of Algorithm 4 at work.
Example: In Table II , at time t = 2, Rx3 cannot further reduce s(2) = p 11 + p 5 , nor can s(2) further reduce any of the packets stored by Rx3. Therefore the received packet p 11 + p 5 will be stored at buffer position 11. By contrast, at time t = 3 the presence of packets p 7 and p 11 + p 5 allows the received packet s(3) = p 11 + p 7 to be reduced down to s (3) = p 5 . After storing s (3) = p 5 at buffer position 5, we use it to reduce p 11 + p 5 down to p 11 which will replace the content of buffer position 11.
Algorithm 4 Adding a received packet to the buffer of Rx i . 1: Find s (t), the remainder when Gaussian elimination is applied to s(t) using the columns of B i . Add s (t) to buffer position n, where n is the highest packet index in s (t).
4:
Use s (t) to apply Gaussian elimination to the non-empty buffer positions, to obtain column echelon form for B i . 5: end if Property 4. For every receiver Rx i , Algorithm 4 ensures that for every filled element n in the buffer, p n is the packet with the highest index coded.
Proof: Algorithm 4 only modifies the contents of the buffer at lines 3 and 4. At line 3, s (t) is stored at the correct position. Since Gaussian elimination has already been applied to s (t), applying line 4 will not change the highest packet index of any of the stored combinations.
We now introduce some terminology that will be useful later.
there is a packet stored at buffer position n. Table II , at time t = 2, receiver Rx3 has packets p 1 , p 2 , p 7 , p 11 + p 5 in its buffer. In our model of the buffer, positions 1, 2, 7 and 11 are filled, therefore b3(1) = b3(2) = b3(7) = b3(11) = 1 and packets p 1 , p 2 , p 7 and p 11 have been seen. The nonzero columns of the buffer coefficient matrix are given by B3(1) = e1, B3(2) = e2, B3(7) = e7, and B3(11) = e11 + e5.
DEFINITION 13: A transmission s(t) is innovative to a receiver Rx i if s(t) cannot be computed from packets in Rx i 's buffer.
This method of representing the buffer has the following useful property:
Property 5. A receiver Rx i 's next needed packet is always the first unseen packet in its buffer. In other words, its next needed packet is given by N i (t) = p n , where n is the first buffer position for which b i (n) = 0.
Proof:
must have been decoded and delivered to the receiver (since we have received n − 1 innovative combinations of n − 1 packets). By Property 4, if p n has been delivered by Rx i , then we must have B i (n) = 1. Since B i (n) = 0, it follows that the first unseen packet p n is the next needed packet of Rx i . Fig. 2 , our model of the buffer of a receiver Rx i can be broken down into several distinct regions. The delivered region consists of all packets p 1 , · · · , p di(t) which have been delivered to the receiver.
1) Regions of the buffer: As illustrated in
By definition this is immediately followed by N i (t) = p di(t)+1 , the oldest undelivered packet in the buffer. Following this is the packet density region, consisting of combinations of transmitted but undelivered packets p di(t)+2 , · · · , N 1 (t). In this region it is possible for Rx i to overhear both coded and uncoded transmissions intended for faster receivers. All packets lying beyond N 1 (t) form the empty region where no packets are yet stored, since no information about them has been broadcasted yet.
For a receiver Rx i , there are three possible outcomes regarding the storage of every received packet in the buffer.
• If s(t) is not innovative to Rx i , then the packet will be discarded.
• If s(t) is innovative and allows N i (t) to be decoded, then s (t) will be stored at position d i (t) + 1. This results in the delivery of one or more new packets, so that
• If s(t) is innovative but it does not help decode N i (t), then the transmission is stored in the packet density region of the buffer according to Algorithm 4. 2) Subregions: Taking a closer look at the packet density region of Fig. 2 , this region can be further divided into subregions 1, 2, · · · , R, each with its own distinct packet density. This is illustrated in Fig. 3 . The reason each of these regions exists, is that the transmissions from each mode m contribute to the packet density of each subregion. However, it is not a uniform contribution. Mode 1 transmissions evenly cover packets in subregions 1, 2, · · · , R, while mode 2 transmissions cover subregions 2, · · · , R, and so on. The impact of these transmissions depends on how frequently they occur, which is in part determined by the mode vector β. For a given receiver Rx r , the primary subregion of interest is subregion r, which gives us the packet density in the subregion where Rx r is delivering its next needed packets. The packet density of subregion r is called the buffer density B r , which will be useful in determining the delivery rate later on. DEFINITION 14: For a receiver Rx r , the buffer density B r is defined as the average proportion of buffer positions filled inside subregion r,
This is illustrated in Fig. 3 . 3) Buffer model approximations: In our delivery rate analysis of the transmission scheme, we model our system for the simple coding scheme presented in Section III-A. However, even to this coding scheme we apply some further simplification for tractability. Therefore we now present a list of approximations that will be used to model the receivers' buffers. 9 Approximation 3. All packets stored in a receiver Rx i 's buffer are uncoded, so if b i (n) = 1, then B i (n) = e n . This means that once a receiver Rx i has seen a packet p n , we assume decoding of it as well.
This approximation results a somewhat optimistic estimate of the probability of decoding. However, this is not an unreasonable approximation as our coding scheme is near-systematic, meaning that whenever Property 2 permits, the sender transmits an uncoded packet. And of the coded transmissions received, many will be reduced to uncoded packets when they are stored in the buffer, through Gaussian elimination. From our simulations we observe that, after Gaussian elimination has been applied, the vast majority of packets stored in the buffer are uncoded. Some examples are given in Table III . In general, we observe that a few factors influence the accuracy of Approximation 3. Higher channel rates and a lower receiver index i will reduce the fraction of undecoded packets a receiver Rx i has stored in its buffer. On the other hand, more time spent in modes 2, · · · , R will reduce the proportion of undecoded packets stored in the receivers' buffers.
Example: In Table II at time t = 1, we see a typical situation where the sender sends an uncoded packet, in this case s(t) = p 11 . Although occasionally a coded packet may be stored in the receiver's buffer, for example the buffer of Rx3 at t = 2, often Gaussian elimination will help decode the packet, illustrated for Rx3 at t = 3.
Approximation 3 leads to the following property, which simplifies our model of the receivers' packet delivery mechanisms. This property will be useful for the knowledge differential calculations of Section VI.
Property 6. For a receiver Rx r to decode its next needed packet N r (t), every packet coded into s(t) apart from N r (t) must have been seen by Rx r .
DEFINITION 15:
The leader in a mode m transmission is the receiver Rx m . DEFINITION 16: A leader transmission of a packet p n is a transmission s(t) where p n is the packet with the highest index coded into the transmission, i.e. the next needed packet of the leader. If the sender is in mode m when this transmission occurs, we can more precisely describe it as a mode m leader transmission.
Example: If the transmission s(t) = p 3 + p 5 + p 10 , then it is a leader transmission of packet p 10 , the newest packet in the transmission. If the sender was in mode 2 at time t, then s(t) is a mode 2 leader transmission of p 10 .
We can further simplify our model of the receivers' packet delivery behaviour by limiting the ways in which packets can be seen.
Approximation 4.
A receiver Rx i can only have seen an undelivered packet p n through the reception of a leader transmission of p n .
In practice, due to the effects of Gaussian elimination, it is possible for a receiver Rx i to see an undelivered packet in the packet density region at any time slot. But for the purpose of analysis, we only allow the receiver to see a packet by the most likely method, namely receiving a leader transmission. As a result of this approximation, we obtain the following property, which will also be useful in Section VI.
Property 7. For a packet p n in a receiver's packet density region to be seen, Rx r must have received a leader transmission of p n .
One issue this property raises is that, since there is a common sender, the same number of leader transmissions of each packet will be sent to the receivers. As a result, we can expect some correlation between which packets each receiver has seen. These cross receiver dependencies would significantly increase the complexity of our analysis, so for the sake of simplicity we make the following approximation. It can be observed that most of the approximations made in this section are designed to minimise the number of cross-receiver interactions we will need to take into account in our calculations. With the exception of Approximation 2, our analytical model is exact for receivers Rx 1 and Rx 2 . But, as the receiver index increases, so does the impact of cross receiver interactions on the receiver's performance. As a result, it is expected that our analytical model will lose some accuracy as the number of receivers increases. Our simulation results indicate that the delivery rates predicted by the analytical model are accurate for R = 4 and 8, however the computational complexity of the simulations prevent us from investigating higher values of R with accuracy.
Section V Section VI Section VII 
IV. OUTLINE OF DELIVERY RATE ANALYSIS
In this section we outline the steps that will be taken in Sections V to VII to determine the delivery rate R r for each receiver Rx r under the transmission scheme outlined in Section II-C. The estimation of the delivery rate is a challenging task, given the somewhat complicated dependency between sender transmissions and the contents of each of the receivers' buffers. The approximations made in Section III go some way toward simplifying these relationships, but the process of calculating the receivers' delivery rates still requires some detail. A map of the quantities we will calculate on our journey towards finding the delivery rate is illustrated in Fig. 4 , with definitions given in Table IV for quick reference. The values in this figure will be discussed later, but for now we simply observe that a number of dependencies exist between different components in the calculation.
To divide the problem into manageable pieces, we make the observation that there are two ways in which a packet may be delivered to a receiver. Either:
• The packet was previously seen from leader transmissions of the packet in other modes, • The packet is delivered through a knowledge differential, while it is the receiver's next needed packet. The rate analysis is therefore divided into three parts. Analysis of leader transmissions takes place in Section V, while knowledge differentials are studied in Section VI. The results from these two sections are combined to determine the delivery rate in Section VII. Each of these sections, corresponding to the dotted rectangles in Fig. 4 , will now be briefly discussed.
A. Leader transmissions
In Section V, we characterise the number of mode l leader transmissions of a packet p n in the packet backlog. The process for calculating this probability is illustrated by the top box of Fig. 4 . By Approximation 4, this characterisation is important because it can be used to determine the likelihood that a packet p n has been seen by a receiver.
There are three possible cases to consider when finding the likelihood that a packet p n has been transmitted k times in mode l. These depend on Rx l 's progress towards delivering p n .
U l
Probability that a packet will not be seen from Rx l from mode 1, ..., l − 1 transmissions.
Probability that there will be k total mode l leader transmissions of a packet, given that it was not seen from mode 1, ..., l − 1 leader transmissions. β
The mode vector set by the sender (see Definition 9) .
Probability that a total of k mode l leader transmissions were made of a packet that has been delivered by Rx l . L * l (k)
Probability • If n ≤ d l (t) then p n has already been delivered by Rx l , and L l (k), calculated in Section V-D, gives the probability there were k mode l leader transmissions of p n .
• If n = d l (t) + 1, then p n = N l (t), and k takes the probability distribution L * l (k), calculated in Section V-C.
• If n > d l (t) + 1, then there have been no mode l leader transmissions of p n so far, i.e. k = 0, so we do not need to consider the possibility of any mode l leader transmissions of these packets. The probabilities L l (k) and L * l (k) are calculated in Section V.
B. Knowledge differentials
In Section VI we find the probability of a knowledge differential. This process is illustrated by the middle box in Fig.  4 . Knowledge differentials are a key concept in this paper, as they are necessary to allow receivers to deliver the remaining packets that were not seen from leader transmissions. DEFINITION 17: At time t, a receiver Rx r has a knowledge differential if the portion of s(t) coded for faster receivers Rx 1 , .., Rx r−1 can be decoded by Rx r using the information stored in its buffer. If the sender is in mode m, then the probability of a knowledge differential is given by K m r . If s(t) meets this criterion, it is a knowledge differential transmission. Otherwise, it is a non-knowledge differential transmission.
Knowledge differentials occur when portions of the transmission s(t) intended for faster receivers do not affect Rx r 's ability to decode the transmission. Knowledge differentials make it possible to provide different delivery rates to each of the receivers, since some packets will be received effectively without interference from the faster receivers. Whenever a knowledge differential transmission is received, Rx r is able to decode and hence deliver its next needed packet N r (t).
Property 8.
A receiver Rx i 's next needed packet N i (t) can only be seen through the reception of a knowledge differential transmission.
Combining Property 1 and Approximation 2, a new packet can be delivered to Rx r iff its next needed packet N r (t) is encoded into the transmission s(t). In these time slots, the sender can take advantage of the knowledge differential to effectively send Rx r an uncoded packet.
There are two components required to calculate K m r : D b a , the probability that a receiver Rx a has a Rx b knowledge difference, and P m (C), the probability of a particular coding C. These are now discussed. 1) Knowledge differences: From Property 6, each of the packets coded into s(t) for other receivers must be seen by a receiver Rx a in order to obtain a knowledge differential. The probability of each of these packets being seen is given by the probability of a Rx b knowledge difference, defined as follows. 
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This means that when Rx a has a Rx b knowledge difference, even if N b (t) is coded in the sender transmission s(t), it will not affect Rx a 's ability to decode s(t). Examples of this can be seen in Table II . At times t = 2, 3, 4, Rx 2 has seen Rx 1 's next needed packet, p 11 . At time t = 4, Rx 3 has seen both Rx 1 and Rx 2 's next needed packets, p 11 and p 7 , respectively.
It is important to note that knowledge differences are a common occurrence, since the broadcast nature of the system means that all transmissions may be overheard by any of the receivers. A packet seen by one receiver, but not another, causes a knowledge difference to occur in the future. Generally the higher a receiver's channel rate, the better its chances of obtaining a knowledge difference, since they are more likely to overhear packets that are missed by other receivers.
2) Codings: The probability of a knowledge differential K m r depends on which of the receivers' next needed packets are coded into s(t). Therefore in order to determine the probability of a knowledge differential, it is first necessary to find the probability of every possible coding, C.
DEFINITION 19:
The transmission coding C is an R-length binary vector representing which of the receivers' next needed packets have been coded into s(t). If the r th element of C, C(r) = 1, then N r (t) is one of the packets coded into s(t). Otherwise, C(r) = 0 and s(t) does not code N r (t). 
C. Delivery rate
In Section VII we will find the delivery rate R r . This process is illustrated in the bottom box in Fig. 4 . The knowledge differential probabilities established in Section VI are used to determine the delivery rate of all of the receivers as follows.
By Property 2, every mode l transmission received by a receiver Rx r is innovative for r ≥ l. Therefore, it either allows the delivery of N r (t), or is stored in the packet density region. Knowledge differential transmissions allow delivery of next needed packets, and non-knowledge differential transmissions contribute seen packets to the buffer. The buffer density B r (recall Definition 14) can be determined from the probability of non-knowledge differential transmissions and the delivery rates of receivers Rx 1 , ...Rx r−1 .
For a receiver Rx r , the buffer density B r gives us the fraction of packets which are already seen by Rx r , prior to the contribution of knowledge differential transmissions. The delivery rate can be found by determining how quickly knowledge differential transmissions can fill the remaining fraction of unseen packets.
V. LEADER TRANSMISSIONS
In this section, we find the number of mode l leader transmissions of any packet p n we can expect, at any time t. All calculations in this section are implicitly dependent on the mode vector β, however for readability we omit direct mention of β in our notation.
A. Mode 1 and 2 leader transmissions
We begin with a walkthrough of the mode 1 and 2 leader transmissions of an arbitrary packet p n . Recall the definitions of a seen packet (Definition 12) and a leader transmission (Definition 16).
The first time a packet p n will be transmitted by the sender is as a mode 1 leader transmission. This will only happen once p n = N 1 (t), i.e. it is the next needed packet of Rx 1 . The total number of times k that p n is transmitted in mode 1 is simply the number of mode 1 transmissions it takes until it is seen by Rx 1 .
Example: Say that at time t = 10, the receiver Rx1 has delivered p 1 , · · · , p 7 , so its next needed packet is N1(10) = p 8 . There are mode 1 transmissions at t = 10, 12, 13 and the corresponding Rx1 channel state at these time slots is , , . In this case, at times t = 10, 11, 12, there will have been k = 1, 2, 3 mode 1 leader transmissions of p 8 respectively, after which it is seen by Rx1. There are no more mode 1 leader transmissions of p 8 once is seen. After this time p 9 will become Rx1's next needed packet, and there will have been a total of k = 3 mode 1 leader transmissions of p 8 .
Similarly for mode 2, once N 2 (t) = p n , all mode 2 transmissions will be leader transmissions of p n until it is seen by Rx 2 . The difference from the mode 1 case is that some of the earlier mode 1 leader transmissions of a packet p n may have been 10 We set D b a = 1 when a ≤ b, since if a < b then Rx b has already decoded Na(t), and when a = b, a receiver cannot affect its own probability of decoding. overheard by Rx 2 , therefore there is a probability that p n is seen prior to any mode 2 transmissions. If this is the case, then k = 0 since no mode 2 leader transmissions of p n are required.
Example: At time t = 11, the receiver Rx2 has delivered p 1 , · · · , p 4 and also has seen p 6 and p 8 . Mode 2 transmissions occur at t = 11, 14, 17, and the corresponding Rx2 channel state at these time slots is , , . At t = 11, N2(11) = p 5 , and Rx2 receives the first mode 2 leader transmission of p 5 . As a result, there is exactly one mode 2 leader transmission of p 5 . Since p 6 is already seen by Rx2, it is immediately delivered and there are no mode 2 leader transmissions of that packet. At time t = 14, the sender skips straight to N2(14) = p 7 . Rx2 experiences an erasure at this time slot, so p 7 is transmitted again at t = 17, giving k = 2 total mode 2 leader transmissions of p 7 . Since p 8 is already seen, the sender will skip to p 9 as Rx2's next needed packet the next time a mode 2 leader transmission occurs.
From these examples we can make the following observation about mode l leader transmissions.
Property 9.
There can only be mode l leader transmissions of a packet p n while it is unseen by Rx l .
Proof: By Property 1, only the receivers' next needed packets can be coded into a transmission. From Property 5, the next needed packet of a receiver must always be unseen by that receiver. It follows that there will be no mode l leader transmissions of a packet p n that is seen by Rx l .
B. Buffer position and seen packets
We now examine the distribution of k, the number of mode l leader transmissions, in terms of buffer position. At a given time t, a receiver Rx l has delivered packets p 1 , · · · , p d l (t) . This means that there have also been mode l leader transmissions of some or all of the packets in the corresponding region of the buffer, as illustrated in Table V. We define the probability L l (k) of there being k mode l leader transmissions of a given packet p n for n ≤ d l (t). By Approximation 5 this probability distribution is independent for each value of l, so the number of leader transmissions k of a packet p n in mode l is not correlated to the number of leader transmissions made in other modes.
In contrast, the next needed packet N l (t) = p d l (t)+1 has a slightly different probability distribution. Since it is in the process of being delivered, there may or may not have been previous mode l leader transmissions of this packet. Therefore, we allow for this packet to have a potentially different probability of k mode l leader transmissions and denote it by L * l (k), the probability that there have been exactly k mode l leader transmissions of the packet so far.
1) Seen packets: From this information, we can make some general comments about the methods by which a next needed packet N b (t) of a receiver Rx b can be seen by another receiver Rx a , based on its position n in the receiver's buffer. We are primarily interested in studying the next needed packets, since only these packets will be encoded by the sender.
If b > a then Rx a has already seen N b (t), since by Approximation 2 it has already been delivered to Rx a . If a > b, then by Approximation 4, the probability of a packet N b (t) being seen by another receiver Rx a depends on the number of leader transmissions of the packet in modes 1, · · · , b.
11 Generally, the more leader transmissions of N b (t) there have been, the more likely it is that Rx a has already seen this packet.
We begin with the simpler case: finding the probability L * l (k) that N l (t), the next needed packet of Rx l , has been transmitted k times so far in mode l.
The sender only transmits mode l leader transmissions of a new packet once the previous next needed packet has been seen by Rx l . Recall from Approximation 4 that a next needed packet can be received by two methods:
The probability of a mode l transmission is simply β l , while the probability of a mode i = 1, · · · , l − 1 knowledge differential transmission for Rx l is given by
where K i l , the probability that Rx l has a knowledge differential from a mode i transmission, will be calculated in Section VI. So from Rx l 's perspective, there are four possible actions from the sender at each time slot, which we now list. The sender can transmit: 1) A mode l transmission, with probability β l 2) A mode 1, · · · , l − 1 knowledge differential transmission, with probability γ l 3) A mode 1, · · · , l − 1 non-knowledge differential transmission 4) A mode l + 1, · · · , R transmission The probability of each outcome can be multiplied by µ l or µ l to give the probability that it will or will not be received by Rx l , respectively.
Note that once the sender begins mode l leader transmissions of a new packet, it will continue to do so until it is seen, i.e. Rx l receives either a mode l or mode 1, · · · , l − 1 knowledge differential transmission of that packet. Therefore, L * l (k) can be considered as the probability there have been k unreceived mode l transmissions since the most recently received mode l or knowledge differential transmission.
In this context, mode 1, · · · , l − 1 non-knowledge differential transmissions as well as mode l + 1, · · · , R transmissions are not of interest, since they have no impact on the number of mode l leader transmissions. These correspond to items 3 and 4 in our list of sender actions. We can ignore these transmissions by normalising the probability of each event of interest by β l + µ l γ l , the likelihood that item 1 or 2 from our list will occur.
Then the probability that an unreceived mode l transmission occurs before either a knowledge differential transmission or a received mode l transmission is given by
and the probability of a received mode l or knowledge differential transmission occurring instead of an unreceived mode l transmission is given by
We are now ready to determine the value of L * l (k). For there to have been exactly k prior mode l leader transmissions of Rx l 's current next packet N l (t), two requirements must be satisfied. Firstly, for there have been at least k transmissions of N l (t), the previous k transmissions of interest must have been unreceived mode l transmissions. Secondly, to ensure that there have been no more than k transmissions of N l (t), these unreceived mode l transmissions must have been preceded by either a received mode l or knowledge differential transmission. Combining (5) and (6)
In this part, we calculate the probability L l (k) that a packet p n that has been delivered by Rx l was transmitted k times in total in mode l. The calculation of L l (k) depends on two separate probabilities: U l , the probability that p n was unseen by Rx l from mode 1, · · · , l − 1 leader transmissions of p n , and T l (k), the probability that, given p n was unseen Rx l from mode 1, · · · , l − 1 transmissions, there were exactly k mode l leader transmissions of p n . We now calculate these values. 1) Calculating U l : We begin by calculating U l , the probability that a packet p n will remain unseen to receiver Rx l from mode 1, · · · , l − 1 leader transmissions of the packet. The probability that Rx l will not see p n from mode i transmissions, where i < l, is given by
Under Approximation 5, we can assume that seen packets are distributed uniformly across the buffer. Therefore the probability that a packet p n will still be unseen by Rx l from mode 1, · · · , l − 1 transmissions is given by
2) Calculating T l (k): Next we find T l (k), the probability that there will be exactly k mode l leader transmissions of a packet p n , given it was unseen from mode 1, ..., l − 1 leader transmissions. As in Section V-C, only mode l transmissions and received knowledge differential transmissions impact the value of k. So again, we ignore all other transmissions by normalising the probability of each relevant transmission by β l + γ l µ l . If k = 0, then a knowledge differential transmission must have been received before any mode l leader transmissions of p n could occur. This occurs with probability
For k > 0, using (5) we find that the probability of k − 1 unreceived mode l transmissions occurring prior to any receptions of knowledge differential or mode l transmissions is given by
Following these k − 1 unreceived mode l transmissions, one of two things can happen to limit the sender to exactly k mode l leader transmissions of p n .
• A received mode l transmission occurs, • An unreceived mode l transmission occurs, followed by a received knowledge differential transmission. The probability that either of two events will occur is given by
Combining (10), (11) and (12), the probability that exactly k mode l transmissions are required to obtain a previously unseen packet N l (t) is given by
We now scale this by U l (k), which from (9) is the probability that p n is unseen after mode 1, · · · , l − 1 transmissions, to obtain the probability that the sender will transmit a packet k times,
E. Comparison with simulation
We examine the accuracy of our L l (k) calculations by comparing the calculated and simulation-based probabilities in Fig.  5 . We observe that calculated and simulation values match extremely well for receivers l = 1, 2, 3, but loses some accuracy for Rx 4 , although it does follow the same general trend. This can be attributed to the fact our approximations lead to some loss of accuracy, particularly for higher receiver indices.
We now examine the shape of L l (k), for different values of l. For l = 1, every packet must be transmitted at least once for Rx 1 to receive it. Therefore there is no possibilility of k = 0 for this receiver. The most likely case is k = 1, since Rx 1 's high channel rate means the majority of the time, a packet will be received after one transmission. For the same reason, L 1 (k) decays relatively quickly as k increases. At higher values of l, however, it is reasonably likely that k = 0 because the receiver can overhear the packet from faster receivers' leader transmissions. Although the number of leader transmissions a receiver can overhear increases as the receiver index increases, the receiver's channel rate also decreases. In this simulation, it results in a smaller probability of k = 0 as l increases. We also observe that the distribution of L l (k) decays more slowly for higher values of l. This can also be attributed to the lower channel rates of the corresponding receivers.
VI. KNOWLEDGE DIFFERENTIALS
In this section, we will determine K m r , the probability that a receiver Rx r obtains a knowledge differential from a mode m transmission, given the mode vector β. Through the dependencies on L * l (k) and L l (k), all calculations in this section are also implicitly dependent on β, but for readability we omit direct mention of β in our notation.
A. Knowledge differences
We calculate D If b < a, then the probability D b a that a receiver Rx a has a Rx b knowledge difference is given by the probability that Rx a has seen N b (t) from at least one of the mode 1, · · · , b transmissions. This can be determined from the complementary probability of the packet not being seen from mode 1, · · · , b transmissions, which can be calculated using (8) and (9).
Recall that in mode b transmissions, N b (t) is the next needed packet of Rx b and hence L *
B. Probability of a coding
We next establish the probability P m (C) that in mode m, a particular coding C will occur. The notation P m (·) represents the mode m probability of the event inside the brackets. DEFINITION 20: The subcoding C r takes the first r elements of the coding C. C r is the r-length binary vector representing which of receivers Rx 1 to Rx r 's next needed packets have been coded into s(t). Combining Property 1, Property 6 and Approximation 3, a packet N r (t) will only be coded into s(t) if Rx r has seen all of the other packets coded into s(t). But by Approximation 2, receiver Rx r has already decoded the next needed packets of receivers Rx r+1 , · · · , Rx R . Therefore the subcoding C r corresponds to the portion of the transmission coding C that will affect whether or not N r (t) is coded into s(t), and therefore the value of C(r). From this information, we can break down finding the probability P m (C) into the problem of finding the probability , P m (C r ) for r = 1, · · · , R. In practice, it is usually not necessary to perform calculations starting from P m (C 1 ). A mode m transmission will always code the next needed packet of the leader, so P m (C(m) = 1) = 1.
Furthermore, since N 1 (t), · · · , N m−1 (t) will not be coded into a mode m transmission,
Combining these two pieces of information, we obtain the result,
This means that we can start our calculations from C m , since all possible mode m subcodings begin with [0, · · · , 0, 1]. Equation (18) can be used as the base case to determine the probability of the other subcodings C r , for r = m + 1, · · · , R. Under Property 6 the only way for a packet N r (t) to be coded is if the corresponding receiver Rx r has seen all packets coded into the transmission s(t). Then the probability of N r (t) being added to s(t) is the probability that Rx r has a Rx b knowledge difference for all receivers Rx b corresponding to packets coded into s(t),
where for a vector v, we define f The probability P m (C r ) of each subcoding C r can then be defined in terms of the previously calculated probability
Combining this pair of equations with (19), we can derive the probability of a particular subcoding C r :
if the first m elements of
C. Knowledge differentials
We now find the probability K m r of a knowledge differential occurring for a receiver Rx r under mode m transmission. By Algorithm 3 receiver Rx r 's next needed packet is coded iff a knowledge differential occurs. This means that we can determine the probability of a knowledge differential by finding the probability that the next needed packet of Rx r is coded into a transmission,
It can be noted that, in the special case where r = m, we can substitute (18) to obtain
Property 10. The probability K m r of a mode m knowledge differential for a receiver Rx r depends only on the ratio of β 1 : β 2 : · · · : β r .
Proof: We use induction, starting with the base case of r = 1. From (24) and Property 2, K For each subsequent value of r, we examine the dependency of K m r on β using Fig. 4 . We observe that dependencies on the mode vector β are fed in through two variables:
Therefore we need only prove that T l (k) and L * l (k) depend on the ratio β 1 : β 2 : · · · : β l . From (4), if K i l satisfies Property 10 for i < l, then scaling β 1 , · · · , β l by some factor ω > 0 will also scale γ l by a factor of ω. We then make the key observation that, in each case of (13) , every term in the numerator and denominator has the same multiplicity of either β l or γ l . This means that multiplying β 1 , · · · , β l and γ l by a factor of ω in (13) will not change the value of T l (k). Therefore, scaling β 1 , · · · , β l by some value ω will not affect the value of L l (k).
In (7), we similarly observe that the same multiplicity of β l and γ l in the numerator and denominator of L * l (k). Therefore both T l (k) and L * l (k) depend only on the ratio β 1 : β 2 : · · · : β l .
D. Simulation results
We examine the accuracy of our knowledge differential calculations. We can observe here that, for r = 1, 2, 3 the calculated values of K m r match the simulated values extremely well, while at r = 4 some inaccuracy observed at m = 1, 2. This can be attributed to the cross-receiver effects from Rx 2 and Rx 3 in modes m = 1, 2. For m = 3, 4 only Rx 3 and Rx 4 's packets are coded. Since only Rx 3 can affect Rx 4 's knowledge differential probability, there are few cross-receiver interactions to take inot account when determining K m r , so the calculations remain accurate. The shape of the K m r can be explained as follows. For a given receiver Rx r , K m r is a relatively low probability at m = 1, that increases as m increases. This increasing probability can be attributed to the lesser number of coded receivers, which makes it more likely that a knowledge differential will occur. At mode m = r, K m r reaches its maximum value, with K r r = 1. This matches with (24) . In modes m > r, transmissions are no longer innovative, in line with Property 2. As a result, the probability of a knowledge difference is K m r = 0.
VII. DELIVERY RATES
Now that the probability of K m r of a mode m knowledge differential is known, we are ready to estimate R r , the delivery rate of each receiver Rx r . It can be observed in Fig. 4 that B r and R r are recursively dependent on one another.
As outlined in Section III-B, we can divide all transmissions received by Rx r into three categories. Those that are noninnovative, those that allow the delivery of N r (t), and those that contribute to the buffer density. We use this information to estimate the delivery rate for the receivers.
A. Buffer density
We firstly determine B r , receiver Rx r 's buffer density. The first step is to determine which of the sender's transmissions can contribute to the buffer density. From Section III-B1, a transmission must be both innovative and a non-knowledge differential transmission in order to be stored in the packet density region of the buffer. By Property 2, transmissions from modes m = r + 1, · · · , R will be noninnovative to Rx r . From Section VI, K m r is the fraction of the sender's mode m transmissions that will result in knowledge differentials for Rx r (for m ≤ r), and from (24) K r r = 1. Therefore only the K m r fraction of mode m = 1, · · · , r − 1 non-knowledge differential transmissions can contribute to Rx r 's buffer density.
Since the distribution of leader transmissions studied in Section V is uniform, it is reasonable to say that within a subregion, the buffer density will also be uniform. Therefore, the buffer density B r is the average number of non-knowledge differential transmissions received from modes m = 1, · · · , r − 1 at each packet index in subregion r.
We consider the contribution from each mode m < r. For a given mode m, we assume all received mode m non-knowledge differential packets are distributed uniformly between p 1 , · · · , N m (t). Then the average number of sender transmissions corresponding to each packet index in subregions m, · · · , R is the inverse of Rx m 's delivery rate, 1/R m . Of the β m fraction of time spent in mode m, K m r of the packets transmitted will be non-knowledge differential transmissions for Rx r . These are distributed uniformly across p 1 , · · · , N m (t) so there is on average β m /R m mode m transmissions per packet. Of these, µ r will be received by Rx r . So summing over all modes m = 1, · · · , r − 1,
For r = 1 there would be no summation, so we use this as the base case for our recursive calculation,
B. Delivery rate
The task of delivering new packets to a receiver Rx r is equivalently the process of making the unseen packets in the buffer seen to Rx r , using knowledge differential transmissions. On average, B r of the undelivered packets in the buffer have already been seen by the receiver. Therefore it is necessary to fill in the remaining (1 − B r ) fraction of packets using knowledge differential transmissions. On average, µ r of the knowledge differential transmissions will be received. Therefore, the delivery rate is given by
Here we must sum the knowledge differentials contributed by each mode. Note that the summation only goes from 1 to r, since from Property 2, a mode m transmission can only be innovative to receivers Rx m , · · · , Rx R . We can observe from (25) and (27) 
C. Rate calculation algorithm
The process for calculating the delivery rate has many recursive dependencies that make it difficult to determine how to implement. Therefore, we provide Algorithm 5 to outline the order in which variables shown in Fig. 4 can be calculated.
Making use of the fact that a receiver's delivery rate is only influenced by faster receivers, we sequentially calculate the delivery rate R r for each receiver Rx r starting from r = 1, · · · , R. Following the same structure as Sections V to VII-B, we perform the leader transmission calculations, followed by knowledge differential calculations and finally the delivery rate calculations.
It is interesting to note that, in the special case of r = 1, the calculations reduce significantly. Because there are no earlier receivers for Rx 1 's behaviour to be influenced by, the calculation dependencies illustrated by curved arrows in Fig. 4 can be removed. Calculate L * m (k), using γ m . 6: Calculate U m using L 1 , · · · , L m−1 (k).
7:
Calculate T m (k) using γ m
8:
Calculate L m (k) using U m and T m (k). for n = 1, · · · , m do 13: for all C m do 14: Calculate P n (C m ) using D b a for b < a < m.
9:
for a = m + 1, · · · , R do 10: Calculate D m a using L 1 (k), · · · , L m−1 and L * m (k).
15:
end for 16: for r = n, · · · , m do
17:
Calculate K n r using all P n (C r ). Calculate R m using K 
D. Simulation results
We now compare the simulated and calculated delivery rates for the receivers. Fig. 7 illustrates the simulated and calculated delivery rates of a set of receivers under the settings listed in Table VI. Under Settings A and B, the calculated delivery rates match well with the values observed in simulation. In settings C and D on the other hand, the approximate calculations are fairly accurate for the first few receivers, but gradually lose accuracy for higher receiver indices. The calculated values tend to be a little optimistic as the receiver index grows, since at higher receiver indices, Approximation 3 loses its accuracy. Setting C represents the extreme case, where all sender transmissions are allocated to mode 1. For a receiver Rx r , the closer the mode m is to r, the more accurate the knowledge differential estimate will be. Therefore greater the amount of time allocated to higher modes, the more accurate the calculated rates will be. 14 It is interesting to note that, for Setting A, despite some slight inaccuracies in the knowledge differential estimates of Fig.  6 , the delivery rates under both simulation and calculation match quite well. In part, this can be attributed to the inverse relationship between the buffer density and the probability of knowledge differential that can be observed in (25) . As a result of this relationship, inaccuracies in the calculated probability of a knowledge differential are partially mitigated by their inverse effect on the buffer density.
VIII. FAIRNESS
We now use the delivery rate analysis of Sections VI and VII to determine the value of the mode vector β that will result in fair delivery rates for all receivers. We define fairness as follows: DEFINITION 21: A transmission scheme is fair for all receivers if their delivery ratios are equal, so that
Our aim then is to achieve equal delivery ratios for all receivers, where the delivery ratio Q r of a receiver Rx r is defined as
In practice, the method we will outline can be modified to equalise any set of delivery ratios, so long as doing so will 14 Note, however, that β must be restricted to values that maintain the ordering of the receivers under Approximation 2.
maintain the condition
A. The rate scaling property
Before we can begin, it is necessary to highlight the key property of our transmission scheme that will help us build our fairness algorithm.
Property 11. Scaling β 1 , · · · , β r by some amount ω > 0 does not affect the buffer density of receivers Rx 1 , · · · , Rx r , and scales their delivery rates by ω.
Proof: We will prove this property using induction. Let us substitute β m = ωβ m for all m = 1, · · · , r into (27) and (25) . Using the notation B r (β) and R r (β) to show the explicit dependency on the mode vector β, we obtain
As the base case, R 1 (β ) = ωβ 1 µ 1 and B 1 (β ) = 0. R 1 (β ) is linearly dependent on ω, and B 1 (β ) is a constant. Therefore Property 11 holds for the base case. We now show that, if Property 11 is true for Rx 1 , · · · , Rx r−1 , then it also holds for Rx r . From Property 10, we know that scaling β 1 , · · · , β r by ω will not affect the probability K m r of a knowledge differential. Now, assume that R m (β ) = ωR m (β) and B m (β ) = B m (β) for m < r. Then by substituting these values into (32) and (31), we obtain
and
Therefore, Property 11 holds for all receivers. This is a key result since it tells us that, for a receiver Rx r , scaling the time spent in modes 1, · · · , r by a factor of ω will scale the delivery rates R 1 , · · · , R r by a factor of ω as well. This will give us a predictable way to determine the receivers' delivery rates as we adjust the value of the mode vector β.
B. Fairness algorithm
We now outline the fairness algorithm used to determine the value of β required to achieve delivery rate fairness. Recall that, in Section VII, we calculated both the expected buffer density and delivery rates, given β. The aim now is to determine the value of β that will result in fair delivery rates for all receivers.
The receivers' delivery ratios can be matched using the procedure outlined in Algorithm 6. This fairness algorithm performs two functions as it iterates through each value of r. Firstly, it scales down the amount of time allocated to modes 1, · · · , r − 1 by the calculated quantity 1 − ω[r]. Secondly, it allocates the remaining ω[r] fraction of time to mode r. By Properties 2 and 11, neither of these actions affects the delivery ratio of receivers 1, · · · , r − 1. Therefore, Algorithm 6 ensures that equalised delivery ratios will remain matched through subsequent iterations of the algorithm. After the r th iteration is complete, β[r] will allow the sender to achieve 
for all m < r. Combining (27) , (29), Property 11 and (24) , the delivery ratio of receiver Rx r in iteration r is given by 
This process is repeated for each receiver to equalise the delivery ratio of each subsequent receiver, until all receivers are equal. After this process is complete, the amount of time that should be spent in each mode m to achieve fairness is given by
The delivery ratio of every receiver Rx r using the mode vector β will be equal. Substituting (24) and (26) into (27) , the delivery rate of Rx 1 is found to be µ 1 β 1 , so by (29) , the delivery ratio of Rx 1 is Q 1 = β 1 [R] . Therefore, using the mode vector β will give the delivery ratios
C. Simulation results
We can now compare the delivery rates achieved both in theory and in practice. The channel rates for each setting we will investigate is given in Table VII . Table VII . These are compared against µ, the channel rate for each receiver. In Fig. 8 we can observe the delivery rate estimates after each iteration r in Algorithm 6. At each iteration r, the theoretical delivery rates are those that the sender would enforce if it only took into consideration the delivery ratios of the first r receivers. At iteration r = 1, Rx 1 achieves the best possible performance with delivery rate R 1 = µ 1 , however the other receivers' delivery delays are significantly worse. At each subsequent value of r, the delivery rates of receivers Rx 1 , · · · , Rx r−1 are scaled down to allow Rx r to match the delivery ratios of receivers Rx 1 , ..., Rx r−1 .
It is interesting to note that, after iteration r, there is improvement to the delivery rates of all mode r receivers (that is receivers Rx r to Rx R ), not simply Rx r . This occurs because in higher modes, the transmission s(t) will be coded from a smaller set of receivers, whose next needed packets are more likely to have been seen. This improves the likelihood that a receiver will obtain a knowledge differential.
In Fig. 9 we compare the calculated and simulated delivery rates under the values of β determined from Algorithm 6. Similar to Fig. 7 , we observe that for low receiver indices, estimates match well with calculated values, while some loss of accuracy is observed for higher receiver indices.
IX. CONCLUSION
In this paper we have demonstrated that, by relaxing the complete information acquisition requirement, it is possible to exceed the min-cut capacity of a broadcast packet erasure network. By implementing a deterministic coding scheme, we were able to achieve multi-rate delivery of the same set of ordered information to a set of heterogeneous receivers, allowing the sender's transmission rate to exceed the channel rate of a number of receivers.
Despite the complexity associated with the analysis of deterministic coding schemes, through the use of some approximations we were able to obtain tractable estimates of the receivers' delivery rates. These estimates were shown to be reasonably accurate, although some loss of accuracy was observed with a larger number of receivers. Based on our approximate analysis, we introduced a fairness algorithm that determined how the sender should allocate its resources to achieve fair delivery rate performance for the receivers.
While the rate analysis we have presented in this paper lends insight into the process of multi-rate delivery, it is specific to the network coding scheme we have used. It remains unclear whether higher delivery rates could in fact be achieved using other deterministic transmission schemes. Future work should include the characterisation of the capacity of a broadcast network, given the relaxation of the complete information acquisition requirement.
