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ABSTRACT 
This paper describes the development of an unintrusive objective model, developed independently as a part of the 
QESTRAL project, for predicting the sensation of envelopment arising from commercially available 5-channel 
surround sound recordings. The model was calibrated using subjective scores obtained from listening tests that used 
a grading scale defined by audible anchors. For predicting subjective scores, a number of features based on Inter-
aural Cross Correlation (IACC), Karhunen-Loeve Transform (KLT) and signal energy levels were extracted from 
recordings. The ridge regression technique was used to build the objective model and a calibrated model was 
validated using a listening test scores database obtained from a different group of listeners, stimuli and location. The 
initial results showed a high correlation between predicted and actual scores obtained from the listening tests.   
 
1.  INTRODUCTION 
The traditional method for evaluating sound quality by 
conducting listening tests is expensive, time-consuming 
and context-dependant. To solve the above problems, 
objective models can be utilized as an alternative way of 
sound quality assessment. The existing objective models 
for predicting quality scores of broadband audio signals, 
such as PEAQ [1], do not take into account spatial 
characteristics of sound but operate solely on the basis 
of timbral features present in audio signals. The above 
limitation of the traditional models prevents them from 
being used for the quality assessment of the spatial 
features of surround sound recordings. In order to 
enable the application of these traditional models for the 
assessment of multichannel audio quality, new features 
that describe spatial characteristics of surround sound 
have to be identified and used in the aforementioned 
models. The first attempts to identify such spatial 
features were made by George et al [2] and later by 
Choi et al [3]. In addition to the identification of spatial 
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features, Choi et al also developed an objective model 
that predicts Basic Audio Quality (BAQ) of 
multichannel audio recordings encoded by perceptual 
encoders. However, a global quality attribute such as 
BAQ is insufficient to provide detailed information 
about spatial quality changes. Since an important 
driving factor behind the development of multichannel 
audio systems is to provide the user with the feeling of 
being enveloped[4], an objective model that can predict 
perceived envelopment could be of great help to 
manufacturers, sound recording engineers and 
broadcasters. 
This paper describes the development of an objective 
model for predicting perceived envelopment, a 
subjective attribute of multichannel audio quality that 
that accounts for the enveloping nature of the sound. 
The development of such an objective model involves 
several steps. The first step is to collect subjective 
scores of envelopment to calibrate the model. In order to 
predict subjective scores, objective measures – often 
referred to as ‘features’ – need to be identified. In this 
study the features were extracted from the recordings 
used in listening tests. The next step, called calibration, 
is to find the underlying relationships between the 
extracted features and the subjective scores. Calibration 
is the fundamental process for achieving consistency in 
prediction using a set of variables (objective measures) 
and a desired output (subjective scores). The calibrated 
model must then be checked for generalisability using 
an ‘unknown’ set of data – this process is called 
validation. In this study, the subjective scores obtained 
from two independent listening tests were used for the 
calibration and validation of the objective models. 
This paper is divided into four sections. After this 
introduction the second section summarizes details of 
the listening tests used for calibration and validation of 
the objective model. Section 3 discusses the details of 
the features used in objective models. The fourth section 
provides the results of the prediction obtained from the 
objective model. Finally, Section 5 presents the 
conclusions and describes future work.  
2. SUMMARY OF LISTENING TESTS 
The objective model presented here is of the unintrusive 
type, unlike other objective models developed so far to 
predict quality or fidelity attributes of broadband audio 
signals. The listening tests were conducted with a novel 
methodology in which the envelopment grading scale 
was defined by two known reference recordings referred 
to in this paper as ‘audible anchors’. The user interface 
employed for the listening tests is shown in Fig. 1. At 
the left-hand side of the user interface there were two 
buttons labeled as ‘A’ and ‘B.’ These buttons were used 
to play back the high and low anchor recordings 
respectively. The high anchor is a recording that was 
intended to evoke a sensation of high envelopment. In 
contrast, the low anchor was intended to provide 
listeners with a sensation of low envelopment. The two 
horizontal solid lines attached to the buttons ‘A’ and ‘B’ 
represented these levels of high and low envelopment 
respectively. The listeners were instructed to assess the 
envelopment of the recordings under test (buttons ‘R1’ 
to ‘R5’) in comparison with the envelopment evoked by 
the audible anchors. This procedure was used in order to 
provide an unambiguous calibration of the envelopment 
scales (sliders) and to reduce any potential bias in the 
listening test data. A summary of experimental setup 
and stimuli used in the listening tests is provided in the 
following paragraphs but a detailed discussion on the 
design of listening tests can be found in [4].  
The subjective scores used for calibration were obtained 
from two listening tests (Experiment A-UK and 
Experiment B-UK described in [4] hereinafter referred 
to as Calibration-A and Calibration-B) conducted at the 
University of Surrey, Guildford, UK, in a listening room 
conforming to ITU-R BS.1116-1 Recommendation [5]. 
The subjects who took part in both listening tests were 
the final year Tonmeister students and research students 
from the Institute of Sound Recording at University of 
Surrey. The loudspeaker setup used for the listening 
tests was arranged according to the ITU-R BS.775-1 
Recommendation [6]. 
The subjective scores used for validation were obtained 
from two listening tests (Experiment A-DK and 
Experiment B-DK described in [4] hereinafter referred 
to as Validation-A and Validation-B) conducted in the 
listening room at the Automotive Division of Bang & 
Olufsen, Strüer, Denmark. The listening room at Strüer 
was relatively dead in terms of its acoustical 
characteristics compared to the room at Surrey. 
Similarly to the calibration listening tests, the 
loudspeaker setup for the validation listening tests was 
arranged according to ITU-R BS.775-1 
Recommendation. The subjects that took part in the 
validation tests were selected from the staff and trainees 
of the Acoustics Division and Automotive Division at 
Bang & Olufsen.  
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Fig. 1: Interface and Grading Scale for the evaluation of envelopment 
At both locations, the UK and Denmark, the listening 
tests were divided into two parts depending on the 
type of stimuli used in the tests. The stimuli used in 
Experiment-A (Calibration-A and Validation-A) 
were selected from commercially available DVDs 
and CDs covering a wide range of genres such as 
pop, rock, jazz, country etc. They consisted of three 
types of recordings: 5-channel surround sound, 
traditional 2-channel stereo and mono recordings. A 
summary of the recordings used in Experiment A is 
given in Table 1. 
Recording Type Number of Recordings 
Calibration-A Validation-A 
5-channel 
surround 
66 19 
2-channel stereo 12   7 
mono    6   4 
Total 84 30 
Table 1: Recordings used in Experiment A 
The stimuli used in Experiment-B (Calibration-B and 
Validation-B) were also selected from commercially 
available sources but they were additionally 
processed with algorithms including low pass 
filtering, down-mixing and perceptual coding. The 
list of algorithms used in Experiment-B is given in 
the Table 2. In order to reduce the duration of this 
experiment, an incomplete factorial design was 
employed for the listening tests. Calibration-B 
consisted of 95 recordings in total and 20 of them 
were original recordings (see Table 2). Validation-B 
consisted of 35 recordings in total and nine out of 
them were original unprocessed recordings (see 
Table 2). The details of the processed recordings used 
in listening tests are given in Table 2. More 
information on the design of these listening tests is 
provided in [4].  
Finally, a database of subjective scores for calibrating 
the objective model was created by combining the 
envelopment scores obtained in the tests Calibration-
A and Calibration-B. In a similar way, a database of 
subjective scores used for validation of the objective 
model was created by combining the envelopment 
scores derived in the listening tests Validation-A and 
Validation-B. 
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Process 
No. 
Type  Algorithm No. of 
Recordings 
(Calibration-B) 
No. of 
Recordings 
(Validation-B) 
1 Reference Unprocessed            20 9 
2 
Low bit-rate 
audio coding 
Aud-X codec at 80kbps 9 5 
3 
Low bit-rate 
audio coding 
Aud-X codec at 192kbps 9 3 
4 
Low bit-rate 
audio coding 
Coding Technologies algorithm at 
64kbps (AAC Plus combined with 
MPEG Surround) 
6 3 
5 
Bandwidth 
limitation 
L, R, C, LS, RS – bandwidth in all 
channels limited to 3.5kHz 
6 3 
6 
Bandwidth 
limitation 
L, R, C, LS, RS – bandwidth in all 
channels limited to  10kHz 
5 1 
7 
Bandwidth 
limitation 
L, R – 18.25kHz; C – 3.5kHz;  
LS, RS – 10kHz 
6 1 
8 
Bandwidth 
limitation 
L, R – 14.125kHz; C – 3.5kHz;  
LS, RS – 14.125kHz 
5 2 
9 
Down-mixing 3/0 down-mix. The content of the 
surround channels is down-mixed to 
the three front channels according to 
[6] 
5 3 
10 Down-mixing Stereo down-mix according to [6] 5 1 
11 Down-mixing Mono down-mix  according to [6] 7 2 
12 
Down-mixing The content of the front left and right 
channels is down-mixed to the centre 
channel. The surround channels are 
kept intact. 
6 1 
13 
Down-mixing 3/1 down-mix. The content of the 
rear left and right channels were 
down-mixed to mono and panned to 
LS and RS channels. The front 
channels were kept intact [6].  
6 1 
Total 95 35 
Table 2: List of processing algorithms used in Calibration B and Validation B 
3. FEATURES USED IN OBJECTIVE 
MODEL 
Four features were used for creating the objective 
model. The first was based on inter-aural cross-
correlation (IACC), computed from binaural 
recordings synthesized from the recordings used in 
listening tests. The measured IACC values accounts 
for the degree of similarity between the signals at the 
ears of the listener and have been shown previously 
to be related to a number of spatial characteristics of 
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natural and reproduced sound. The second feature 
was the variance of KLT (Karhunen-Loeve 
Transform) eigen channels and was used to account 
for the inter-channel correlation of the audio 
recordings. The third feature, based on a spatial scene 
analyzer proposed by Jiao [8], was computed in order 
to represent the extent of sound distribution around a 
listener resulting from test recordings. Finally, the 
fourth feature was based on a modified Lateral Gain 
metric [9] commonly used in concert hall acoustics 
for computing listener envelopment (LEV). 
Since some of the features showed high correlations 
between each other, a ridge regression technique was 
employed for calibration of the model in order to 
avoid problems with multicolinearity. Further 
information on the features employed in the objective 
model is provided in the following paragraphs.  
3.1 Interaction between IACCs measured at 0o 
and 60o head orientation (IACC0*60) 
This feature was created by multiplying two IACC 
based features, IACC0 and IACC60. To compute 
IACC0*60, four IACC values (iacc0, iacc180, iacc60, 
iacc300), at head orientations 0o, 180o, 60o and 300o 
were computed. The IACC features with different 
head orientations were found to be useful for 
predicting surround spatial fidelity since they could 
mimic the spatial cues due to head movements of a 
listener [1]. IACC0 was created by averaging iacc0 
and iacc180. Similarly, IACC60 was created by 
averaging iacc60 and iacc300. The measured IACC 
values were computed from synthesized binaural 
recordings by convolving the actual recordings used 
in the listening tests with HRTF impulse responses 
corresponding to the location of each channel’s 
loudspeaker, created by Gardner and Martin [10]. 
The binaural recordings were then divided into 
frames of 42.67ms duration, and passed through an 
octave band filter bank with centre frequencies 
500Hz, 1000Hz and 2000Hz. IACC values were 
calculated for each band using the following 
equation:  
∫ ∫
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where L and R represent the left and right channels of 
binaural recording and argument τ is in the range of 
±1ms. An average of the IACC values in three 
frequency bands across the time frames was 
computed and a single value of IACC extracted. 
A flowchart of the algorithm to compute IACC for a 
particular head orientation is shown in Fig. 2. IACC0 
was created by averaging iacc0 and iacc180. Similarly, 
IACC60 was created by averaging iacc60 and iacc300.  
 
Fig. 2: Flowchart of the algorithm that computes 
IACC for a particular head orientation.  
Anderson [12] reported that humans use three 
different integration rules in psychological studies to 
combine information - adding rules, averaging rules 
and multiplicative rules. Hands [13] showed that the 
multimedia quality scores can be approximated using 
audio and video quality scores by following 
multiplicative rule. The author’s hypothesis is that 
the integration rules can be applicable in physical 
domain as well. For this reason, following the 
computation of IACC0 and IACC60 mentioned in the 
previous paragraph, the product of the two were 
computed and formed the feature IACC0*60. 
3.2 KLTV1 – Variance of the first KLT eigen 
channel 
For computing the variance explained by the first 
eigen channel, a scheme proposed by Henning et 
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al [7] was used as shown in Fig. 3. By definition, the 
first eigen channel (e1) explains the greatest amount 
of variance, the second eigen channel explains the 
next largest variance and so on. As mentioned 
previously, KLTV1 was employed to model inter-
channel correlation between the signals in a 
multichannel audio recording. This can be extracted 
from the variance explained by the first eigen-
channel e1; if the variance has a high magnitude; it 
means that the original signals are highly correlated. 
The algorithm used for computing the variance of the 
first eigen channel is illustrated in Fig. 4.  
 
Fig. 3: Scheme proposed by Henning et al [7] 
3.3 Area of sound distribution around listener 
(ASD) 
This feature was computed using the spatial scene 
analyzer proposed by Jiao [8]. The spatial scene 
analyzer is capable of detecting the directions of 
“predominant content components” with the 
percentage of information they represent. The spatial 
scene analyzer decomposes the five channel 
recordings into five components in a hierarchical 
way. This feature of the spatial analyzer was used in 
order to calculate the extent of sound distribution 
around the listener. For computing ASD, the audio 
signal was divided into frames of 42.67ms duration. 
Each frame was then processed with the spatial scene 
analyzer and the directions of predominant content 
components were obtained. Following this, those 
components needed for explaining 90% of the 
information were identified. The next step was to 
remove the array of angular displacements 
corresponding to irrelevant components computed 
from spatial scene analyzer. Following this, the 
maxima (θmax) were found from the array of angular 
displacements and an arc with subtending angle θmax 
was formed. The area of the arc was computed using 
the equation below:  
Area max
2θπrASD = ,   (2) 
where r is the radius of the arc subtended by the 
angle θmax in radians and r is obtained using the 
following equation 
∑
=
=
N
j
jer
1
    (3) 
where ej is the percentage of information of the jth 
component and the value of N depends on the number 
of components required to explain 90% of the 
variance. A flowchart illustrating the algorithm that 
computes the area of sound distribution is provided in 
Fig. 5. 
 
Fig. 4: Flowchart of the algorithm that computes the 
percentile variance of the first KLT eigen channel.  
3.4 Lateral Energy (LE) 
In concert hall acoustics lateral gain (LG) is 
considered to be an objective measurement of listener 
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envelopment (LEV) [9]. Lateral energy (LE) is a 
modified form of LG proposed in order to model 
listener envelopment in the context of reproduced 
audio. The procedure for computing LE is provided 
in [2]. 
 
 
Fig. 5: Flowchart of the algorithm that computes the 
area of sound distribution around listener 
4. THE RESULTS OF PREDICTION 
An objective model using the aforementioned 
features was created. The details of the calibrated 
model are given in Table 3 below. This table shows 
the un-standardized coefficients (B), standardized 
coefficients (Beta) and associated 95% confidence 
intervals. The B values of the regression coefficients 
are used to create a regression equation for predicting 
envelopment scores. The Beta values describe how 
well each feature fits in a regression model and their 
relative importance in the model. The sign (positive 
or negative) of B or Beta values tell the direction of 
relationship between a feature and the mean 
envelopment scores. The higher the magnitude of 
Beta values, the greater would be the importance of a 
feature in a regression model. The upper and lower 
limits of confidence intervals can be used to check 
whether a feature is statistically significant. If the 
values of the upper and lower limits of 95% 
confidence intervals associated with a feature have 
the same sign, the feature is statistically significant at 
p < 0.05 level [14]. From Table 3, it can be seen that 
the selected features in the model are statistically 
significant at p < 0.05 since the upper and lower 
limits of 95% confidence intervals have the same 
sign. 
 
Feature 
Name B SE(B) Beta 
95% Confidence 
intervals 
Upper 
Limit 
Lower 
Limit 
KLTV1 -0.11 0.03 -0.12 -0.06 -0.17 
IACC0*60 -27.76 2.68 -0.32 -22.50 -33.02 
KLTASD 5.53 0.53 0.33 6.58 4.49 
LE -15.12 3.10 -0.15 -9.04 -21.20 
Table 3: The regression model that predicts perceived 
envelopment 
In order to check the goodness of fit of the objective 
model, the correlation and standard error of estimate 
were analyzed. The correlation (R) between the 
predicted scores and the actual envelopment scores 
was calculated as 0.86. The standard error of estimate 
was revealed as 10%. The obtained correlation 
between the actual and predicted scores is high and 
the standard error of estimate is comparable to that of 
inter-listener error from a typical listening test [11]. 
A scatter plot depicting the predicted against the 
actual envelopment scores (Fig. 6) shows that most of 
the results are scattered across the diagonal line (y = 
x). However, there are also some outliers, as seen in 
the scatter plot provided in Fig. 6 (see encircled 
items). They correspond to the scores obtained for 
mono recordings. This means that the accuracy of 
objective model could be improved if the outliers 
were predicted more accurately. However, 
considering that these results were obtained using a 
single-ended predictor, rather than an easier to 
develop double-ended predictor, the obtained results 
can be regarded as promising. 
The generalisability of the calibrated model was 
checked by comparing envelopment scores obtained 
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from the validation experiment with the predicted 
scores obtained from the model. The model upon 
validation showed a correlation of 0.91 and standard 
error of 8%. A scatter plot of the validation is given 
in Fig. 7. Similarly to the results discussed above, it 
can be seen that the scores of mono recordings are 
not predicted accurately (see encircled items in 
Fig. 7).  
 
Fig. 6: Scatter plot of the calibrated model for 
predicting envelopment scores.  
 
Fig. 7: Scatter plot of the data upon validation 
5. CONCLUSIONS AND FUTURE WORK 
Features based on IACC, KLT, area of sound 
distribution and lateral energy LE were found 
important for prediction of the sensation of 
envelopment evoked by multichannel audio 
recordings. The results of this model are promising 
because the model upon validation showed a high 
correlation with the actual envelopment scores 
(R = 0.91) and a low standard error (SE=8%) 
comparable to the inter-listener error observed in the 
listening tests.  
The objective model presented in this paper used 
only four features and inclusion of more features 
could further improve the performance of the model. 
However, even in its current form its accuracy might 
be sufficient for some applications. 
The developed model could be used as a ‘building 
block’ of a more complex model predicting overall 
quality of surround audio. Moreover, the developed 
model could be used in broadcasting applications, for 
example as an aid for a real-time monitoring of 
perceived envelopment of broadcast program 
material. 
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