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Sustainable transport (ST) offers significant public health benefit. Increasing ST-use, as 
an alternative to motor-vehicle transport, is a significant strategy for reducing/mitigating 
environmental damage. Furthermore, ST is an effective strategy to combat physical inactivity 
and the negative health outcomes related to this. Finally, ST-use has numerous social benefits 
by facilitating social interactions and therefore helping to build social capital. 
Because ST has numerous public health benefits for individuals, communities, and the 
planet, a deeper understanding of trends and inequities is extremely important. Understanding 
how gender, especially when examined from an intersectional perspective, taking into account 
ethnicity and socioeconomic status (SES), connect to determine transport use will shed light 
on some of the barriers and enablers to ST-use. 
Methods:  
I performed a cross-sectional study using data from three different Censuses – Census 
2001, Census 2006 and Census 2013. The Census collects data on many aspects of NZ life, 
including travel-to-work. I analysed respondents’ answers to this question, looking specifically 
at people who cycled, used public transport (public bus or train) (PT) or walked/jogged to work.  
I compared the prevalence of cycling, PT-use and walking to work between women and 
men, overall and in different groups: women and men of different ethnicities, and different 
NZDep quintiles. I compared use of each mode across each group over time to see if there 
were changes in ST-use between 2001 and 2013. I also performed logistic regression to further 
investigate the association between gender and ST mode choice. I controlled for demographic 
variables, SES variables and household characteristics. 
Results 
Cycling, PT or walking were not common modes of transport among men or women. 
Women, regardless of ethnicity or SES or Census year, were more likely to use PT or walk to 
commute Men, regardless of SES or ethnicity or Census year, were more likely to cycle to work. 
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Although women were less likely to cycle compared to men, they were more likely to use 
sustainable modes overall. However, despite these consistent trends across ethnic group and 
NZDep quintiles, ST-use did differ by sociodemographic group and by gender within each 
sociodemographic group.   
Discussion 
Strategies need to be introduced to increase ST-use. However, for strategies to be 
effective, they need to take into account the differences in ST-use among New Zealand’s 
population. This research showed that there are significant differences in ST-use between 
women and men. Furthermore, this research also showed the importance of approaching 
gender from an intersectional perspective when investigating gendered associations with ST 
as ST-use varied by ethnicity and NZDep quintile within each gender and by gender within each 
ethnic group and NZDep quintile.  
Many of the differences in ST-use are connected to how gender (from an intersectional 
perspective) operates in society, effecting social processes on individual, interactional and 
institutional-levels. Strategies to increase ST-use must address these multi-level gendered 
barriers and enablers of ST-use. I discuss three potential strategies to increase ST-use in New 
Zealand, in light of my findings: further research, high-quality infrastructure and approaching 
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1 Chapter One: Background and literature review 
1.1 Introduction 
Sustainable transport (ST) offers a partial solution to many public health crises such as 
environmental damage, physical inactivity and obesity-related health issues, and social 
disconnection and isolation.1,2 ST is also a partial solution to many negative aspects of car 
travel, from urban congestion and sprawl to sedentary lifestyles. Because ST has numerous 
public health benefits for individuals, communities, and the planet, a deeper understanding of 
trends and inequities is important to creating more effective policy and programmes. Gender 
is also an important determinant of health and transport. Therefore, any attempt to 
understand inequalities in ST-use must include a focus on gender.  
In Chapter One I review existing research on connections between ST, health, gender, 
ethnicity and socio-economic status (SES), and then explain the questions I examine in my own 
research to contribute to this area of knowledge. I first define ST in light of existing literature. 
I then summarize and discuss how transport and health intersect, using Woodcock et al.’s3 
transport and health model. I then summarise what is currently known about ST-use in 
Aotearoa. I outline my approach to defining gender in light of relevant literature, specifically 
that I approach my research from an intersectional perspective. Finally, I review current 
literature on ST in relation to gender, ST in relation to ethnicity, and ST in relation to SES. This 
leads me to my research questions.  
1.2 What is sustainable transport? 
Transport is a broad concept that encompasses moving people and goods; short-
distance travel; and long-distance migration.4 In this thesis I focus on one component of 
transport: what Hanson4 and Law5 call ‘daily mobility.’ Daily mobility is the personal travel 
integral to people’s participation in society, allowing people to access activities such as paid 
and unpaid work, leisure, socialising and shopping.4,5  
I use Hanson’s4 definition of ST, which is in turn based on the Brundtland Commission’s6 
conceptualisation of sustainable development. Hanson’s definition centres on the idea that 
present needs should not be met in ways that restrict future generations’ ability to meet their 
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own needs.4,6 This predominantly relates to environmental sustainability but it also connects 
two other elements of sustainability.4,6 The first is economic sustainability, meaning all 
economic decisions should incorporate environmental impacts.4,6 The second is social 
sustainability: human needs must be met equitably and justly.4,6 ST therefore entails reducing 
pollutants and greenhouse gases (GHGs), reducing non-renewable resource use, and equity of 
access to all.4 
I focus my definition of ST modes to include only cycling, walking, and jogging – which 
can all be called active transport (AT) modes – and public transport (PT). I have not included 
electric vehicles or electric bicycles or scooters. The 2001–2013 Censuses (my data source) did 
not distinguish between electric vehicles and other private motor-vehicles (PMVs), or between 
motorcycles and electric bicycles: this limited which modes I could include in this thesis’s 
definition of ST. 
I chose to include PT as a sustainable mode, despite PT’s contribution to climate change 
and air pollution through its use of diesel and petrol-powered vehicles, because it has the 
potential to fulfil all elements of Hanson’s4 definition of ST. Firstly, PT-use can reduce 
pollutants, GHGs and non-renewable resource use if people switch from PMVs to PT, especially 
when buses or trains are electric, which is becoming more common.7,8 Secondly, PT has the 
potential to enable equity of access to all. When compared to PMVs, PT has fewer financial 
barriers to use and can also be used by people whose disabilities mean they cannot drive. 
Furthermore, PT can also increase health and wellbeing for individuals and society, as 
discussed below. In practice, the current NZ PT-system does not meet Hanson’s4 criteria for 
ST, but this is true also for the two active modes. The numerous public (including 
environmental) health possibilities of high-quality PT-networks mean it is important to 
research PT-use in NZ. 
Transport, especially when understood from a daily mobility perspective, is clearly a 
determinant of health. Moreover, ST has significant equity implications when considering 
transport and health. 
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1.3 Why is sustainable transport important for health? 
1.3.1 Introduction 
Transport affects health in myriad ways. As McCarthy9 underlines, transport ‘is a crucial 
contributor to both health and disease.’ This is examined from multiple perspectives, for 
example public health, urbanism, environmentalism, transport studies, sociology, and 
psychology.  
Rather than grouping the literature by discipline, I have ordered this section by 
categories of connection between health and transport, as in Woodcock et al.’s3 health and 
transport model (Figure 1-1). I use the following groupings: death and injury; local and regional 
pollution; climate change; physical (in)activity; social capital; economic development; land-use 
changes; and community severance. I provide only brief summaries for each category’s 
connection to health as the links are well-established in public health literature, although some 
finer details are disputed. 
 
Figure 1-1: Selected pathways between transport and health, from Woodcock et al.3 
 
1.3.2 Death and injury 
A high proportion of literature on health and transport focuses on traffic accidents. This 
focus is justified, as traffic accidents are a significant cause of death and disability-adjusted-
life-years (DALYs) worldwide.10 Moreover, fear of injury or death is often cited as a barrier to 
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using many forms of ST, especially AT.3,5,11–14 Research analysing the safety of various transport 
modes found cycling did have a high injury risk compared to PMV-transport, but walking and 
PT-use had similarly low injury risk to PMVs.9,15–18 Ministry of Transport traffic incident data 
shows that PT-users have the lowest risk of injury or death compared to other road users.19 
NZ-based academic research determined walking as the safest AT mode, with a risk ratio of 0.8 
compared to PMV-users, while cyclists’ risk ratio was significantly higher than PMV-users at 
1.7.15 However, Chieng’s12 analysis of moderate injury risk in NZ found that commuter-cycling 
was less dangerous than many recreational activities, such as rugby union or snow sports, and 
that the perception of risk to cyclists is based on cyclists’ marginalisation on the road rather 
than actual risk of injury.17 It must be noted, research may underestimate cyclists’ injury risk: 
Mueller et al’s17 systematic review of international cycling injury studies found <10% of cycling 
incidents were reported to police (medical records, which other studies use, may have higher 
reporting rates although they will still not cover all incidents).  
Much of the literature models potential risk of injury or death if cycling increases.17,20,21 
The risk of cycling may be dynamic, decreasing as cycling increases. There is some evidence for 
a ‘safety in numbers’ or – alternatively – ‘risk in scarcity’ theory, where places with high cycling 
rates have lower per capita cyclist injuries and fatalities than low-cycling places.16,17,21–25 This 
is because more cycling means less motorised traffic and more awareness of cycling.15,17,23 
Some research also shows a similar effect for walking.24 However, Mueller et al’s17 systematic 
review found mixed evidence on whether the ‘safety in numbers’ effect actually occurs 
although there is some evidence for ‘risk in scarcity’ in NZ.15,21,23,25 In any case, systematic 
reviews and other research have found that the health benefits of increased cycling would 
outweigh potential injury risk, even when a ‘safety in numbers’ effect is not included in the 
model.17,20,21 
There are inequalities in who experiences traffic injury.9,26 NZ and international 
research has shown people from poorer households or neighbourhoods are disproportionately 
more likely to die from traffic accidents.9,26,27 NZ research found that in 2010, Māori people 
comprised 15% of NZ’s population and 30% of traffic injury victims.26 There are also gender 
differences in traffic injury: Global Burden of Disease (GBD) data show that, in the 15-49 age 
group, traffic injury causes <1% of women’s deaths in women but 10% of men’s deaths.28 
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1.3.3 Local and regional pollution 
Transport-related air pollution is associated with significant health issues, such as 
respiratory illnesses and cancers.9,15,29,30 The 2012 ‘Health and Air Pollution in NZ’ report found 
256 premature deaths were caused by vehicle emissions annually.31 The literature also 
underlines inequalities in transport pollution exposure, globally and locally.3,9 Within NZ, 
disadvantaged groups are exposed to higher levels of air pollution than advantaged groups.26  
Literature examining ST and air pollution examines both current risk to ST-users and 
overall reduction in air pollution if ST-use increases. This literature mostly focuses on active 
modes rather than PT. Air pollution risk to cyclists and pedestrians is complex, as AT-users 
often avoid direct pollution, but inhale more pollutants due to heavy breathing.17 Despite this 
uncertainty, AT is promoted in the literature as a strategy to reduce air pollution. Certainly, 
increased AT would reduce overall air pollution by reducing PMV-use.15,17,20 Lindsay et al20 
estimated six fewer deaths from air pollution if trips shorter than 7km were exclusively by 
bicycle In NZ. I could not find literature quantifying how switching from PMV to various types 
of PT would affect air pollution.  
1.3.4 Climate change 
Transport contributes significantly to climate change, which is increasingly becoming 
this century’s ‘biggest global health threat.’9,32–35 The health consequences of climate change 
include increases in vector-borne infections; increases in inclement weather, adversely 
affecting nutrition; and population displacement from extreme weather and rising sea-
levels.3,35,36 Stabilising global climate will require major reductions in GHG-emissions, to which 
transport is a major contributor, globally and locally.9,33,34 
ST research often mentions its potential role in mitigating climate change, by 
decreasing PMV-use and therefore transport-related GHG-emissions. Relatively few articles 
actually quantify ST’s effect on GHG-emissions.17,20,34 Two NZ-based studies found, 
respectively, that moving 5% of distance travelled by motor-vehicles to cycling would reduce 
transport-related GHG-emissions by 0.4%, 20 and that if Auckland had Wellington’s transport 
mode share (with more of both AT and PT), its carbon emissions would reduce by 20%.34 
Impact of ST on land-use also affects climate change and health, as discussed below.29,36 
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1.3.5 Physical (in)activity 
Several researchers analysed how transport systems like NZ’s encourage sedentary 
lifestyles and increase diseases associated with physical inactivity.29,36,37 Within NZ and similar 
countries, motorised transport has become ubiquitous, owing to its convenience and the 
insufficiency of sustainable alternatives.29,36,37,A This contributes to sedentary lifestyles and 
physical inactivity, which have major public health implications, such as increased obesity-
related diseases, heart disease, and cancers.36 Ecological evidence suggests obesity rates are 
increasing in countries with increasing PMV-use and decreasing AT-use.38 Other studies found 
PMV-commuters have lower physical activity and higher Body Mass Index than those who use 
AT.17,39 
ST, especially AT, is promoted by many researchers as a solution to physical 
inactivity.15,38–40 Traveling by AT can – in theory – be included in people’s daily routines more 
easily than physical activity for leisure.15,39 Tin Tin et al40 show AT is more likely to be started 
and sustained than other types of exercise. Most research indicated AT-commuters are more 
physically active overall, though some findings contradicted this.9,15,17,20,31,41–49 Unfortunately, 
Badland et al.50 found not many NZ adults believed AT could replace their PMV-journeys.  
Many researchers have examined health benefits of increased physical activity levels 
through AT. While Saunders et al.’s systematic review38 did not find AT associated with reduced 
BMI, Wanner et al’s48 systematic review did, as did other research.15,42 Research also highlights 
connections between physical activity, BMI-reduction, and protection from diseases, including 
cancers, cardiovascular disease, hypertension, type two diabetes, and dementia.9,15,34,38,41–47,51 
There is compelling evidence linking AT with positive mental health, such as reduced risk of 
anxiety and depression.9,11,13,15,41,52–55 
There is mixed evidence linking PT-use with higher levels of physical activity and 
subsequent health benefits.43,49 It seems connections between PT and physical health are 
context-specific: some research found PT-use associated with lower BMI,42,43,49,56,57 one study 
showed the reverse among women,51 and NZ-based research49 found PT-users were no more 
 
A There are regional differences in PMV-use and ST-use in each of these countries. 
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likely to meet physical activity guidelines than non-PT-users. I found no research specifically on 
connections between PT, physical activity, and mental health. 
1.3.6 Social capital 
Social capital, defined as ‘the advantage individuals and communities can gain from 
social participation, mutual assistance and trust’ by Currie & Stanley,58 is a useful concept in 
understanding connections between transport, participation, privilege and health. Good 
transport provision promotes social capital, and therefore health, by enabling participation in 
society.26,59–61 Inadequate transport systems exacerbate social exclusion—arguably the 
opposite of social capital—by reducing access to education, healthcare, work, and social 
interaction.3,26,52,60–64 Often, marginalised groups in society, including indigenous populations, 
young people, seniors, or disabled people, face greater transport-access barriers, thereby 
exacerbating existing inequalities.26,65 
The literature indicates complex relationships between ST-use and social capital. 
Quality ST systems and high ST-use increases social capital across societies, but individual ST-
users often have reduced social capital compared to PMV-users, particularly when there are 
inadequate ST systems. Several researchers found that ST, when quality infrastructure is 
present, promoted social capital.36,58,62,65 For example, ST modes enable what Howden-
Chapman36 calls ‘informal, ad hoc social contact,’ and AT-users tend to have more positive 
perspectives on their neighbourhoods than car-users, feeling safer and more included.36,58 AT, 
especially walking, is cheap, so is available to many people, unlike PMVs. However, while there 
is strong evidence for active modes, PT’s role in social inclusion is debated, and apparently 
varies from place to place, depending on expense, convenience and ease of access.36,58,62,65 
Some research connects PT-use with social inclusion and consequent mental health 
benefits.58,59,65 However, this evidence is mixed, as others found PT correlated with anxiety and 
insecurity.26,66 The cost of PT is a barrier for many people, and some networks offer insufficient 
access to activities and resources, leaving PT-users with significantly reduced social capital 
opportunities than PMV-users.26,67 
Many researchers discussed how, with inadequate ST systems, PMVs are necessary for 
building social capital, and lack of PMV-access leads to social exclusion.5,11,13,26,65,68 ST modes 
in NZ are often criticised for being insufficiently accessible, and therefore exacerbating social 
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exclusion among marginalised populations.26,69,70 Research also indicates that Māori often find 
PMVs necessary for cultural and social connection in NZ’s transport system.26,71 Raerino et al26 
found accessing Te Ao Māori and fulfilling cultural and whānau obligations are vital to Māori 
cultural identity and, therefore, to social capital, and to holistic health.26,72 Most participants 
identified that they needed a car for these journeys as PT did not cater for Māori-specific 
destinations or allow chauffeuring of kaumatua or kuia.26,71 Inadequate ST systems not only 
make social capital dependent on PMVs for many marginalised populations; they also deprive 
these people and their societies of the health-promoting and social capital-increasing benefits 
of well-supported ST. As Woodcock et al3 summarise, ‘increasing use of cars improves access 
for those individuals who are newly motorised but reduces access for others through danger 
and congestion.’  
1.3.7 Economic development 
Transport enables economic development, most obviously by allowing access to 
employment.26,36,52,58,62 Inability to afford PMVs or PT (sometimes called ‘transport 
deprivation’ or ‘transport poverty’) and inability to access employment are closely connected: 
UK-based research found almost 40% of jobseekers find inadequate transport a key barrier to 
getting a job.67 In NZ and elsewhere, this is often a poverty cycle: unemployment means being 
unable to afford a car, which then limits ability to participate in employment.26,52,64,65 Awaworyi 
Churchill & Smyth64 examine ‘transport poverty,’ where households find it difficult to meet 
transport costs, and conclude that PMV-reliant transport systems exacerbate transport 
poverty. As discussed above, many NZers experience their transport system as requiring PMVs. 
Furthermore, poor and marginalised communities are often relegated to neighbourhoods with 
inadequate PT and AT infrastructure, making PMV-use even more necessary.26,36 Overall, the 
cost of transport modes in time, money, or effort influences which modes are used.62 In theory 
and under well-supported systems, ST is more accessible to most of the population as it does 
not have the financial barrier of PMVs, and can help reduce transport poverty and health 
inequalities.39,73 However, as previously discussed, PT also often has high cost barriers,26,67 and 
the NZ public often considers all ST modes unreliable, unsafe and unfeasible options for 
commuting, although this perception may not be accurate.26  
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1.3.8 Land-use changes 
Land-use, transport and health are closely interwoven. Urban sprawl (which can arise 
from negative land-use policies and poor urban design) often means residential areas are far-
removed from employment and services, which increases PMV-dependence.29,36,51 Home 
location is strongly connected to need for a car, especially when PT and AT networks are not 
fit for purpose.26,62 Raerino et al.,26 interviewing Auckland-based Māori people, found some 
interviewees lived in peri-urban areas on papakāinga (ancestral land), which led to increased 
car-use, especially because distance from work and amenities made ST modes unfeasible. Peri-
urban neighbourhoods are also often economically disadvantaged, so transport poverty in 
these areas exacerbates existing inequalities.62 
Some researchers29 argue that poor land-use or urban sprawl causes PMV-reliance, 
while others argue that large road networks and sprawling communities exist to accommodate 
high levels of car-ownership.74 Similarly, it is difficult to assess whether land-use and 
infrastructure improvements will increase ST-use, or whether ST increases will lead to land-use 
and infrastructure changes. Whatever the cause and effect relationship between PMV-reliance 
and land-use, the literature makes clear that urban sprawl has significant public health effects 
closely related to transport. As Frumkin29 and other researchers have argued, urban sprawl is 
bad for the environment through increased air pollution and GHG-emissions; bad for physical 
health by promoting sedentary lifestyles and the connected health issues, and increasing the 
risk of traffic injury; and bad for mental health as social interactions are reduced and stress 
from long commutes and traffic jams is increased.26,36,39,60,62,75 Those who live in sprawling 
cities, typified by high PMV-use, often have worse self-reported health than those who live in 
less car-dominated environments.3 
Conversely, mixed land-use and other land-use policies are positive predictors of ST-
use and subsequent health benefits, and of health benefits unrelated to ST.29,76–80 A helpful 
summary of connections between land-use and health is ‘place value,’ the ‘complex but inter-
related basket of benefits accompanying any [positive] intervention in the built 
environment…,’52 ranging from better physical and mental health to reduced pollution, less 
crime, and lower cost of living.29,36,52,81 NZ-based quantitative and qualitative research has 
shown important connections between the built environment and health.15,29,36,76,77,82 
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Increased ST-use is a major component – perhaps even a cause – of improvements in land-use 
and subsequent health effects.15,29,36,76,77,82 
1.3.9 Community severance 
One specific aspect of transport-related land-use with significant effects on health is 
community severance through road layout – separation of geographical parts of a community 
by traffic flows.9 Car traffic creates a barrier to personal networks and contact between 
residents and, overall, traffic-heavy streets reduce community cohesion and increase social 
exclusion.9,36 As Woodcock et al3 explain, ‘danger from high volumes of traffic can make 
reaching even nearby destinations difficult, which can reduce access to services, employment 
and social support networks.’ Transport infrastructure designed for more sustainable modes 
does not create community severance. Communities that are not segregated by large roads 
and that have extensive networks of safe walking and cycling routes experience better 
community formation and cohesion.36,52 
1.3.10 Conclusion 
Health and transport are clearly closely linked. From the available literature, promoting 
AT is clearly an effective public health strategy as it has the potential to reduce the effects of 
climate change, air pollution, and physical inactivity, and promotes health benefits relating to 
social capital and economic development. While there is potential for increased traffic injury 
for individuals who switch from PMVs to cycling in particular, the research shows the benefits 
of AT outweigh this risk on a population level. Literature on PT did not show as clear a link to 
health benefits. However, provision of high-quality PT must be part of a strategy to reduce 
PMVs, which have negative health impacts: some journeys or transport tasks cannot be 
feasibly done using active modes and PT provides an alternative to PMV-travel. ST is an 
important element of public health. Therefore, understanding current trends in ST-use in NZ is 
of utmost importance. 
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1.4 What is known about trends in sustainable transport in Aotearoa? 
1.4.1 Introduction 
Daily mobility data in NZ is gathered through the NZ Household Travel Survey (NZHTS) 
and the Census. Analyses of these datasets make clear that ST modes are not widely used.B 
Various researchers’ analyses of NZ’s transport environment show commuting has become 
increasingly PMV-dominant: by 2013, 82% of travel-to-work was by car (Table 1-1).15,49,83,84 
NZ’s transport environment is similar to those of the UK, the USA, Australia and other countries 
but is especially car-dominated: in 2017, NZ had the OECD's highest car-ownership rate.85 
There are gaps in research regarding who uses which sustainable modes. While some research 
has examined gender, ethnic and SES differences in ST-use, there is little NZ-based research on 
potential intersections between gender, mode choice, and ethnicity and/or SES. 
1.4.2 Active transport use in NZ 
Commuting by active modes is rare in NZ and becoming rarer. Many NZ researchers 
combine cycling and walking into one ‘AT’ category, which usually makes AT the second-most 
used mode.49,83 However, when cycling and walking are reported separately, commuter-
cycling has far lower rates. In other NZ datasets, cycling mode share was also very small.84,86,87 
7% of commuting was by walking in each census from 1996-2013, down from 14% in 1971 
(Table 1-1).15 
1.4.3 Public transport use in NZ 
Commuting by PT in Aotearoa is at similarly low rates to walking, with a similar pattern 
of decline, from 16% in 1971 to 5% in 1991-2006, increasing slightly to 6% in 2013 (Table 1-1).15 
PT for travel-to-work is location-specific: 25% of Greater Wellingtonians used PT, compared to 
4% of Aucklanders and 1% of Christchurchers, according to Census 2006 data.84 PT and AT were 
both more commonly used by younger people.84 
 
B In this section (and in this thesis) I focus on travel-to-work, as this is the only travel purpose that is covered by 
a question on the Census. The NZHTS asks about all travel, and found ‘Travel-to-work’ is the fourth-most common 
reason for travel in NZ, behind ‘Shopping/personal business/medical,’ ‘Social,’ and ‘Accompanying or transporting 
someone.’86 
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Table 1-1: Travel-to-work modes in NZ from 1971 to 2013, Census data analysed by Centre for Sustainable Cities15 
 
 
1.5 What is gender? 
1.5.1 Introduction 
In this section I outline the approach to gender taken in this research. Gender is a 
complex concept that is difficult to succinctly define. I outline definitions and approaches other 
academics – epidemiologists, social scientists and feminist scholars – have taken to gender, all 
of which informs my own approach. 
1.5.2 Gender definitions are complex and value-laden 
On the Census form, sex/gender is a very simple question, with just two options (male 
or female). However, interpreting the findings requires understanding what maleness and 
femaleness represents to respondents and society, which is far from simple. Gender is 
subjectively experienced, which adds to its complexity, especially when attempting to define 
and measure gender in an epidemiological study. Academic definitions of gender have differed 
over time, location and academic discipline.4,88 The concept of gender originated in feminist 
scholarship, and definitions of gender and feminism are closely entwined.4,88 
Gender definitions are therefore value-laden. I myself am neither external to gender 
nor neutral about it. The choices made in this research are inevitably influenced by my 
experience as a Pākehā, cisgender, heterosexual woman in a post-colonial economically 
 28 
prosperous country. However, I have reviewed key literature in order to define gender in a 
systematic and rigorous way. I see gender as both a characteristic of individuals and as a way 
societies distribute resources and power between people: that is, gender is both a way to 
categorise people and a way to analyse society. 
1.5.3 Gender as a category 
Gender can be seen as a social category: socially constructed, but interdependent with 
biological sex.88–90 In this theory of gender, a baby is categorised as ‘boy’ or ‘girl’ on the basis 
of external genitalia.88,89 They then learn to perform aspects of their gender’s ‘role’ until it 
becomes part of their identity.89 Many gender-patterned behaviours can potentially influence 
travel mode choice. For example, women are more likely to take on child-chauffeuring 
responsibilities, even if they and their male partners both work full-time.62,91  
Although this understanding of gender is useful – especially in epidemiological research 
which requires categorisation and clear definitions – it has limitations. Firstly, although this 
definition is predominantly based on socially constructed gender roles and identities, it is also 
based on biological sex categories, often assumed to be a simple, clear, biologically innate 
foundation upon which gender is socially constructed. Many theorists and scientists point out 
that even biological sex categories are socially constructed and complicated.88,92–94 Moreover, 
reducing gender into simple categories does not account for the full range of people’s 
experiences of gender, nor how gender intersects with other phenomena to produce or 
perpetuate power dynamics in society.88,90 Finally, this approach is criticized for explaining 
gender primarily as gender ‘roles,’ which does not adequately account for the structural power 
imbalances inherent in gender.5,88 
1.5.4 Gender as a category and a way to analyse 
Many feminist academics argue that gender should be used both as a way to categorise 
people and as a way to analyse, understand and critique power structures in society.4,88,90,95,96 
In this understanding, while gender as a category is useful for understanding social relations, 
gender also functions within social relations as a way of justifying inequalities. Acker88 defines 
gender as ‘the patterning of difference and domination through distinctions between women 
and men that is integral to many societal processes.’ Though gender is socially constructed, it 
functions to disguise – and justify – inequities between men and women as ‘natural.’89 
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Gender operates on many levels, as set out by Risman’s90 Social Processes (Table 1-2): 
at an individual (or internalised) level; in interactional cultural expectations (the factors that 
make up interpersonal gender dynamics); and in the institutional domain (how gender 
permeates societal structures). These processes combine to create and perpetuate both 
gender categorisation and male dominance,88,90 disadvantaging women and LGBTQIA+ people 
in various ways. Gender – both as individual experiences and as a way societies are organised 
– is always changing.4,88,89,97 Feminist and LGBTQIA+ emancipation struggles have reduced 
some gender inequalities. However, significant gender equalities remain in many spheres of 
life.98–101 Consequently, I expect to observe gender differences in transport, shaped by gender 
inequalities in society, and potentially changing over my study period. 
Table 1-2: Risman’s Dimensions of Gender Structure90 
  Dimensions of the Gender Structure 
 








• Identity work 
• Construction of 
selves 
• Status expectations; 
• Cognitive bias 
• Othering 





• Legal regulations 




Gender is embedded in NZ society – its laws, economy, family structures, culture and 
religion, for example – as most of society’s institutions have been, and remain, predominantly 
shaped by men.88,90 Transport institutions are no exception to this. Understanding how gender 
and transport are associated involves analysing how transport and gender connect on 
individual, interactional and institutional levels. 
1.5.5 Why intersectionality must be considered 
Many scholars criticise attempts to understand gender in a vacuum.95,96,102,103 These 
scholars underline that gender is not the only predictor of inequity, even of inequities between 
men and women. Many social processes inform power structures and individual experiences 
including ethnicity; social class; indigeneity and colonisation; sexuality; disability and disabling 
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systems; religion; age; and location.4,97,104,105 Moreover, these social processes do not operate 
in isolation, but in combination, in complex, multi-dimensional ways.97 Crenshaw102 coined the 
term ‘intersectionality’ to express this interconnection.97,104 Individuals do not experience 
gender as ‘just gender’ but as gender intersecting with other social dynamics, differently for 
everyone.90,97,104 
Examining power structures and inequities at many levels is integral to health research 
and health promotion – it is a main pillar of the Ottawa Charter106 – and intersectionality is an 
invaluable tool for this analysis.105,107 For example, intersectionality encourages researchers to 
explore how racism, colonisation, economic exploitation, ableism, and heteronormativity 
interconnect, rather than examining each separately and reducing analysis to an ‘additive’ 
understanding: someone does not experience ‘oppressed ethnicity plus female gender’ but 
experiences both together.97,104 Intersectional research has actually been developed as a 
specific discipline, with specific research models.104,108,109 Intersectionality should also be 
considered when undertaking research in other disciplines, such as this epidemiological study. 
To properly understand gender, I must consider intersectionality, as there are no 
experiences of gender that are not also experiences of other factors such as ethnicity or SES. 
Moreover, there may be important – and gendered – patterns of ST-use among, for example, 
Māori women, or high-SES men, that would not be scrutinised if I only compared ST-use of all 
women and all men. 
1.5.6 Epidemiology and gender 
Gender/sex has substantial impacts on health outcomes.110–113 However, there is some 
disagreement about whether it can be considered a causal factor in health or disease.114–116 
Some epidemiologists argue against examining gender/sex (as well as ethnicity) as causal 
factors for health outcomes.114,115 They suggest it is impossible to ascertain causation by 
comparing a socio-demographic characteristic to a counterfactual, because if someone were 
a different ethnicity or gender/sex, s/he/they would not be the same person.114,115 Similarly, if 
likely causal relationships were identified, it would be impossible and inappropriate to 
construct standard interventions aimed at changing causal factors for individuals: people 
generally cannot choose to change the sex, gender, or ethnicity with which they identify.114–
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116,C Some epidemiologists also make pragmatic arguments against investigating these socio-
demographic characteristics as causal factors: it is very difficult to clearly define gender and 
ethnicity and quantify their effects on health-related outcomes.114–116 
However, the clear substantial impacts of sex/gender and ethnicity on health110–113 
suggest these difficulties of treating them as causal factors in epidemiological analysis reflects 
limitations of the methodological approach, not absence of causal relationships between these 
social stratifications and differential health outcomes. The phrase just mentioned – ‘social 
stratifications’ – perhaps offers a clue to an alternative approach, focusing on the complex 
ways unequal social systems cause unequal health outcomes, rather than treating someone’s 
gender or ethnic identity as a cause in an abstracted way. Several epidemiologists, most 
notably Krieger,110,117–119 have proposed alternative strategies for examining how sex/gender 
(or other social differentiations) influence health.114,120 These epidemiologists suggest the 
counterfactual approach is just one method of assessing causality, not applicable to 
epidemiological studies examining public health problems or research questions that do not fit 
into the confines of the counterfactual structure.114,117,120 Several alternative strategies are 
proposed by researchers, from a “pluralistic approach”120 to the “ecological model”121–123 to 
an approach called “inference to the best explanation.”117 These various approaches all 
propose examining the public health problem/phenomenon from a wide range of 
perspectives, examining societal structures and systems as well as individual physical 
characteristics, using a wide range of information from various disciplines. Many social 
scientists researching gender also encourage multiple-level approaches, placing gender and 
other phenomena being studied in the context of social structures and forces. 
Krieger’s ecosocial theory117–119 is one multi-level framework that addresses many ways 
gender operates in society and shapes transport choices.88,90,96,110 Krieger surmises, “how we 
develop, grow, age, ail, and die necessarily reflects a constant interplay within our bodies, of 
our intertwined and inseparable social and biological history.”119 The ecosocial theory 
promotes examining ways physical, biological, genetic, social, historical, economic and political 
factors cause health and disease, and how these levels are interconnected.110,117–119 An 
 
C Some people come out as transgender, undergo sexual reassignment surgeries, or change their ethnic 
identification after learning more about their family background. None of these changes are analogous to health 
interventions such as changing consumption or exercise habits. 
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important part of Krieger’s ecosocial theory is the contribution of discrimination to health. 
Understanding discrimination is vital when assessing drivers of population patterns of health, 
as discrimination significantly impacts health differences between people – as numerous public 
health texts outline.88,100,110,111,117,119,124 Crucially, according to Krieger,119 discrimination refers 
to “all means of expressing and institutionalising social relationships of dominance and 
oppression,” – not just individual acts of unkindness but also how societal structures sanction, 
enable, and perpetuate inequities. 
The importance of discrimination, along with the multi-level significance of gender 
outlined above, suggests many differences in health and health-behaviours between men and 
women are caused how gender processes shape and perpetuate inequities.88,90,110 Krieger’s 
ecosocial approach enables examining the many ways societies cause differential health 
outcomes for people of different genders (or other characteristics). Expressing this approach 
in the language of counterfactuals, the ‘counterfactual’ when assessing associations between 
gender processes and ST is not an individual with a different gender but a society without 
gender-based discrimination.117,119 Therefore, effective interventions aimed at changing 
associations between gender and health outcomes could be developed, as they would not 
require somehow changing individuals’ gender, but instead seek to change societal structures 
that create inequities and barriers for people on the basis of their gender.117,119 
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1.5.7 My approach to gender  
My approach to gender in this thesis is summarised in Table 1-3. 
Table 1-3: The approach to gender used in this thesis 
Six elements of gender to guide my research into the association between gender and 
ST-use 
1 Gender is approached from a feminist perspective, assuming that social, economic, 
and political equality between people of different genders is a normative good, and 
that striving for it is a crucial element of health promotion. 
2 Male and female gender identity and roles are socially constructed, in varying ways 
on different levels of social life, and in unequal ways. 
3 Reasons for differences in transport use between men and women will occur on 
individual, intersectional, and institutional levels. 
4 Gender reflects, moulds and perpetuates power structures, oppression and 
privilege. 
5 Gender intersects with other unequal social systems. The concept of 
intersectionality offers insight into associations between gender and transport. 
6 The limitations of my dataset (Census data) limit how I can operationalise these 
principles for examining gender and intersectional patterns in transport.  
 
1.6 What is known about quantitative trends in gender and sustainable 
transport? 
1.6.1 Introduction 
Gender in relation to ST modes has been widely researched internationally and locally. In this 
section, I outline quantitative trends reported in this literature. While my research focuses on 
travel-to-work ST-use, I review research examining various trip types. The data makes clear 
that ST-use is gendered, in different ways for each mode: to summarise, most research found 
women were more likely than men to commute on foot or by PT, but men were often more 
likely to cycle, particularly in low-cycling locations. In the next section, I analyse various theories 
to explain these patterns. 
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1.6.2 Gender and cycling rates 
Much of gender and ST literature focuses on gender and cycling, commonly finding 
men cycled more than women.11,13–15,47,51,54,55,57,91,125–127 In countries such as NZ, the UK, the 
USA, Canada and Australia, where cycling had low mode-shares, women’s cycling participation 
was <30% of total cyclists and declining further.11,13–15,47,51,54,55,57,91,125–127 Census 2013 data 
(Table 1-4) and analyses of the NZHTS show women were far less likely than men to cycle to 
work in NZ.15 In low-cycling jurisdictions, analyses indicated the typical commuter-cyclist is 
male, able-bodied, white and usually young.11,13,14,47,91,125–127 
Table 1-4: 2013 travel-to-work Census data – percentage of cyclists who were women15 
All NZ 28% 
Auckland female cyclists 22% 
Tauranga female cyclists 29% 
Hamilton female cyclists 23% 
Wellington female cyclists 26% 
Christchurch female cyclists 31% 
Dunedin female cyclists 28% 
 
However, in countries or cities with high cycling rates, gender differences were much 
smaller, and sometimes women cycled more than men.11,14,54,125,127 In these places, cycling was 
considered an inclusive, population-wide activity including many children, seniors and 
women.13 For example, in the Netherlands, women were more likely than men to commute by 
bicycle.125 Within a country or city with low cycling rates and low participation by women, high-
cycling cities or suburbs may also have more gender-equal cycling: research found this was the 
case in Cambridge, UK, and high-cycling areas of Melbourne.13,125 Because of this trend, 
Garrard et al13 suggest gender equity in cycling is an indicator of a cycling-friendly environment.  
1.6.3 Gender and public transport rates 
Most sources – both NZ-based and international – found women more likely than men 
to use PT.51,56,57,62,66,84,91,128,129 For example, SNZ’s analysis of its 2006 travel-to-work data 
found 58% of PT-commuters were female.84 Scheiner & Holz-Rau128 found many female PT-
users in Germany had easy car-access, suggesting this gendered PT-use was not simply driven 
by necessity. Some research found men had higher PT-use: among part-time workers in 
Melbourne91 and in NZ in Shaw et al.’s49 research examining total travel. However, these 
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findings were the exception. Possibly, Shaw et al.’s49 research had slightly different findings 
from other NZ research as researchers used the NZ Health Promotion Agency Health and 
Lifestyles Survey (HLS) dataset, which uses different sampling methods from the more 
commonly used NZ transport datasets, Census and NZHTS. 
1.6.4 Gender and walking rates 
Census and NZHTS data (Table 1-5) showed women were more likely than men to walk 
for daily mobility, across NZ and city-by-city. Other research from NZ, Australia, the UK, Sweden 
and Spain also found women more likely to walk for mobility.39,47,49,51,56,57,62,66,84,91,130–133 
Table 1-5: Percentage of pedestrian trips done by women - 2013 Census data and NZHTS15 
Population Group Census data NZHTS 
All NZ 53% 55% 













Chch female pedestrians 55% 53% 
Dunedin female pedestrians 53% 55% 
 
1.7 What theories are proposed for gendered differences in transport mode 
use? 
1.7.1 Introduction 
The study of transport and gender has a rich academic background connecting 
transport planning, geography and feminist theory.5 Abundant research has investigated why 
women and men have different travel patterns, and how this affects mode choices.5,29,60,91 I 




D For the sake of simplicity, I refer to Risman’s interactional and institutional “Dimensions of the Gender Structure” 
as the “Interactional Level” and “Institutional Level,” to parallel her “Individual Level.” Her specific terminology 
for these three levels/dimensions is reproduced in Table 1-2 and Table 1-6. 
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Table 1-6: Themes in gender and transport literature, organised by Risman’s Dimensions of Gender Structure90 
  Dimensions of the Gender Structure 
 








• Identity work 
• Construction of 
selves 
• Status expectations; 
• Cognitive bias 
• Othering 





• Legal regulations 
























• Transport policy 
decision-makers 
 
1.7.2 Individual Level themes in gender and transport  
1.7.2.1 Introduction 
Risman90 described the individual level as how gender roles and social mores are 
communicated, taught and internalised to construct gendered identities. These gender roles 
and identities then impact on transport-related choices. I discuss the following themes relevant 
to the individual level: cultural identities associated with mode; health considerations; 
environmental considerations; and age. 
1.7.2.2 Connecting with cultural identity associated with mode 
Transport modes have gendered cultural identities connected to them, which influence 
whether individuals consider using those modes. On Risman’s90 understanding, these cultural 
identities are internalised and normalised by children, which then informs their choices as 
adults. I first outline literature on cultural identities related to cars: PMVs are so dominant in 
NZ’s transport that cultural understandings of car-use and car-drivers affect ST-use or lack 
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thereof. I then discuss literature on cyclist identity, PT identity, and walking identity and their 
relationships to gender.  
Car-user identity 
Researchers have illuminated many elements of gendered socialisation potentially 
contributing to gendered PMV-use. Cars and masculinity are closely associated in popular 
culture, from car-movies and high-powered cars marketed to males, to car motifs on boys’ 
clothing, to jokes about female drivers.5,128 Research has found men enjoy driving more than 
women do,128 and that women find driving stressful and experience PMV-commutes as 
detrimental to their wellbeing.29,60 
Reasons for the gender gap in enjoyment of driving are hard to clearly ascertain. 
Scheiner & Holz-Rau128 suggest men enjoy driving because of cultural norms they have 
internalised, while cars are so associated with masculinity that women do not feel comfortable 
in them. While this theory needs further investigation, it aligns with Risman’s90 understanding 
of individual-level gender processes and other indications of gender norms and structures 
influencing transport choices.4,88,90,95,96 
Whatever the role of gender socialisation, men are more likely to drive than women, 
except women with children, who were more likely to drive.84 This may be influenced by 
cultural identities such as the ‘soccer mom.’29 Frumkin29 and others128 have connected this 
image to urban sprawl: expansive neighbourhoods require parents to chauffeur children 
around as other transport modes are unavailable or unviable, and this burden falls unevenly 
on mothers. Having children is a key factor increasing women’s car-access in heterosexual 
households.84,128 In many car-dominated cultures, driving children is also associated with 
safety, as other modes are considered less safe for children.66,128 
Cyclist identity 
Qualitative research has revealed many identity-markers associated with cycling that 
were often barriers to use in low-cycling settings.11,13,47,125 Steinbach et al.’s11 London-based 
interviewees saw cycling as part of a middle-class identity, going alongside gardening, eating 
organic food, and listening to Radio 4 (a NZ equivalent could be RNZ). Furthermore, many 
interviewees saw cycling as a way to signal wealth, through having an expensive bicycle and 
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accessories, and a way to signal environmental-consciousness, health-consciousness, 
physicality and/or risk-taking.11 Some of these identity-markers were not overtly gendered, but 
this and other research suggests that, in low-cycling countries, female cyclists are more 
conspicuous and more obviously identifying themselves as cyclists.11,54,125 
Some researchers suggest women cycle less than men because women dislike the 
physicality associated with cycling.11,13,51,125 Women often cite physical difficulty, such as large 
distances or difficult terrain, as a barrier to cycling.13,47 Law5 and Kavanagh & Bentley131 both 
contend that, at least in some locations, women are socialised to be delicate and hesitant in 
their physicality, which limits what they think they can do with their bodies. Other literature 
suggests women’s physical appearances do not align with the physicality of cycling. It is 
potentially more socially acceptable for men to arrive at work sweaty and dishevelled, while 
women feel more pressure to be tidy.11 Some women surveyed were hesitant to cycle as it 
would limit choices of clothes, hairstyles and make-up.11,47 Several articles purported that 
women are more likely to commuter-cycle if there are showers at their workplaces.126,127,130 
Women’s cycling is common in many places, so these attitudes to physicality and physical 
appearance are apparently context-specific.  
An important element of cyclist identity, which is extremely gendered, is cycling’s 
association with aggression and risk-taking, especially commuter-cycling in an urban 
environment.11,127,131 Feminist geographers have argued females are socialised to fear the 
aggression and risk-taking of cycling.5,11,131,134 Heinen et al’s127 literature review of research not 
from feminist perspectives shows fear of other road-users is an often-cited barrier to 
commuter-cycling among women. Furthermore, some research found women’s perception of 
their cycling skills was lower than men’s, potentially adding to gendered fears when cycling.13 
Public transport identity 
The cultural meaning of PT may also be important in determining mode choice. 
Research show that people who have positive attitudes towards PT and PT-users are more 
likely to use this mode.135 For example, Murray et al.’s135 NZ-based research found that if 
individuals are prejudiced against PT, they will not use even good-quality PT services. Despite 
the importance of cultural meaning, I did not find much research on cultural perceptions of 
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PT-user identity. The available literature discussed attitudes, class connotations and 
environmental beliefs around PT.  
The most prominent theme in literature on PT and identity concerned class-
connotations. Murray et al.135 discussed media reports on residents opposing bus 
infrastructure in their neighbourhoods because of associations with crime.135 Although no 
evidence supports this attitude, PT is often considered a transport mode for the poor and 
marginalised.58,135 These PT class-connotations are context-specific. For example, in 
Wellington, Melbourne, Philadelphia and London, PT is used by, and associated with, 
professionals working in central business districts (CBDs), not just ‘poor people’.11,84,91,136 
Perceptions of PT-users as ‘undesirables’ could combine with women’s higher safety concerns 
to particularly discourage women from using PT.5,58,66,137–139 However, the existing data shows 
women are usually more likely than men to use PT, both in NZ and elsewhere.51,55–57,62,140 
Therefore, while anxieties about PT are very real, other factors obviously affect the gendered 
use of this mode.  
PT-user identity literature also focuses on environmentalism. Heinen et al127 and 
Murray et al135 discuss how PT-use, like cycling, can be associated with expressing 
environmental-consciousness – discussed further below. 
Walker identity 
There are fewer cultural images of people who walk to work, compared to cyclists or 
PT-users. Possibly, walking for mobility is considered a commonplace activity among most 
sectors of society. Nevertheless, it is significant that more women walk than men.15,49,62,131,133 
Women’s socialised understandings of appropriate physicality, discussed above, could 
somewhat explain this gender difference, if walking is considered an ‘appropriate’ form of 
exercise for women.5,131 
1.7.2.3 Health consciousness 
Health and wellbeing considerations are closely connected with travel-to-work choices, 
especially regarding sustainable modes. Health and wellbeing considerations exist on the 
individual level in the Social Processes framework because they are potentially connected to 
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internalised social roles. The health-conscious are more likely to use AT modes, because these 
modes are health-promoting.45,47,55,127 
1.7.2.4 Environmental consciousness 
Research has found people with deeply held environmentalist beliefs are more likely to 
use ST.127,135 Other research has also found that women are more likely to hold ecological and 
sustainability values than men.128 Some of the association found between gender and ST-use 
may relate to this disposition, although as discussed above, environmentalism is also part of 
largely masculine cultural images of cyclists. 
1.7.2.5 Age 
There is plentiful literature on age, gender and ST-use, finding some transport modes 
are more common among particular age groups.13,47,125 In this section I summarise the 
quantitative research and analyse the gender-related theories posited for these age 
differences.  
In low-cycling countries, cycling rates among women vary by age. Often, cycling rates 
are highest for girls, decline among adolescent girls, increase among young women and then 
further decline among older women.13,47,125 Researchers propose several possible reasons for 
this, from gendered safety fears for adolescent females to adolescent girls wanting to express 
femininity through appearance in ways that make cycling difficult.13 Young women may 
appreciate the sociability of walking or PT rather than cycling as it is easier to converse while 
walking or using PT.66 Whatever the reason(s), some researchers argue that declines in 
adolescent girls’ cycling affects older women’s cycling, as women cease to view cycling as a 
feasible transport mode.13,47 In high-cycling countries, where cycling among women is more 
normalised, there are no major variations in cycling use across age groups.125 
Other literature suggests cycling (and PT-use) decreases for middle-aged women as 
they gain more household responsibilities.54,62 I discuss this in more detail below. NZ and 
international researchers observe that numbers of trips increase and travel purposes change 
for women aged between 30 and 50: this is attributed to increased housework and childcare 
responsibilties.62,86 These changes often involve increasing PMV-use and decreasing cycling 
and PT-use.29,62,91,127 For example, some evidence suggests younger and older women 
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commute by PT more than women aged 30-50, for whom childcare impacts significantly on 
commuting.91,129,141 
Associations between age, gender and walking differ from those found for cycling and 
PT-use. Walking for mobility increases with increasing age for both men and women.131,142 
Kavanagh & Bentley131 found that, among older age groups (45-64), men actually walked more 
than women. They suggest this trend could be because women face certain physical health 
barriers to walking, such as musculoskeletal problems, more than men do.131 Pollard & 
Wagnild’s142 systematic review of gender and walking literature had similar findings. 
1.7.3 Interactional Level themes in gender and transport  
1.7.3.1 Introduction 
Many themes of literature on gender and ST-use pertain to Risman’s90 interactional 
level. The interactional level of gendered social processes is the factors that comprise 
interpersonal gender dynamics and the various mechanisms through which gender shapes 
expectations of, for example, the professional options available to people or appearance 
requirements associated with femininity or masculinity. For Risman,90 the different roles 
expected of mothers and fathers are an interactional level social process. In this section I 
discuss household responsibilities, safety considerations, car-access, and occupation.  
1.7.3.2 Household responsibilities 
A key explanation of gender differences in travel is gender divisions in household labour 
and activities.5,14,60,62,91,143 Prati14 describes this as ‘differing household and work roles 
buttressed by societal norms:’ individual choices in household divisions of labour are 
influenced greatly by internalised gender norms, gendered social interactions, and overarching 
societal structures. Therefore, interactions determining household responsibilities are also 
inseparable from the individual and institutional levels.  
Many women undertake both paid employment and the majority of a household’s 
domestic work, such as cooking, shopping, childcare and elder-care. This is often referred to 
as the ‘double-shift.’5,91 In Australia, full-time employed women spent (on average) 30 more 
minutes on domestic work and twice as much time on childcare as their male counterparts.13 
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Although individual (heterosexual) couples may have different reasons for dividing household 
labour, these choices are influenced by gendered societal expectations and structures. 
Couples’ calculations of who has more time for household labour takes place in a context of 
gendered expectations about unpaid and paid work that mean, for example, women are more 
likely to work part-time and to live close to their workplaces.143 Couples’ calculations, and 
individuals’ internalised social roles, are also shaped by societal structures and economic 
opportunities provided to women and men.88,90,143  
The still-significant gendered differences in household responsibilities, shaped by 
unequal gender dynamics, affect ST-use.29,60,62,91,143 Part of this is observable in men’s and 
women’s trip patterns. Women make more trips per day than their male partners, regardless 
of employment status, education-level or whether the female in the (heterosexual) 
relationship earns more money.62,143,144 Moreover, women’s trips – irrespective of purpose– 
were less likely to be simple ‘A to B’ trips.5,62,91 Some gendered patterns in travel are present 
even among single people: Taylor143 found single men took fewer household maintenance trips 
than single women, and single fathers make 1.4 fewer child-serving trips than single mothers. 
However, much of women’s more complicated and frequent trips is attributed to women 
assuming more chauffeur responsibilities – for example, transporting children – and 
undertaking more household errands, such as shopping.29,60,62,91,143 
Much of the research into gender, household responsibilities, and transport focuses on 
how women’s household responsibilities make difficult to travel by ST modes. Many 
researchers suggest that, although women do walk and use PT more than men, they usually 
travel by car because their travel needs are complex.26,29,91 Sustainable modes cannot so easily 
accommodate transporting children, elderly relatives, or an entire family’s groceries, nor multi-
step journeys such as dropping children at school en route to work.26,29,91 Childcare 
responsibilities and household responsibilities significantly increase probability of car-use for 
women, and in NZ, women with children are more likely than women without children to drive 
to work.14,84 
Considerable literature examines how the ‘double-shift’ influences women’s low 
cycling rates. Many scholars note that cycling, especially commuter-cycling, is a difficult option 
for chauffeuring trips, multi-purpose trips and encumbered trips.11,13,14,125 Having a child is 
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associated with a larger decrease in cycling among mothers than fathers, and more women 
than men cite inability to carry passengers as a barrier to cycling.13,14 Many scholars suggest 
this particularly affects women, whose commutes are more likely to be more complicated than 
just travelling from home to work.47,55,125 Sims et al47 and Abesahi et al’s55 separate analyses of 
transport choices among US college students found men were more likely to cycle to work 
while women were more likely to cycle for shopping and recreation. 
However, Aldred et al125 note that in many countries, such as the Netherlands, the 
cycling environment better supports chauffeur, multi-purpose and/or encumbered trips, and 
consequently women cycle more. Numerous researchers suggest high-quality infrastructure is 
the key to cycling-friendly environments for working mothers.13,14,54,55,125,127,134 Garrard et al13 
argue that when choosing whether to cycle, women evaluate what will be their quickest and 
easiest transport mode. The Netherlands’ transport system means many of women’s daily trips 
are quicker by bicycle than by car. Furthermore, in high-cycling countries, types of bicycles that 
make chauffeuring or encumbered trips easier – for example, cargo bikes – are more 
common.13 
Much literature also examines how childcare responsibilities and the ‘double-shift’ 
make PT-use more difficult for women.91,129,141 Women with children were less likely to use PT 
than women without children.91,129 Lubitow et al141 found mothers with young children are not 
well-served by PT infrastructure that is oriented towards the planner’s ‘ideal rider’ – typically 
a wealthy, white, male, non-disabled commuter. In light of this, it is particularly striking that 
most research showed women used PT more than men did. 
A potential explanation for women’s higher PT-use could be women’s approach to 
time. Schmucki66 suggests household responsibilities, leading to women having a different 
appreciation of time, could socialise women into more often combining activities. This could in 
turn increase women’s PT-use. Schmucki,66 looking at the history of gender and urban 
transport in twentieth-century Britain, found women have traditionally reported enjoying 
undertaking other tasks while using PT, such as reading or socialising.66 Men did not report 
liking this element of PT, and only mentioned the ability to work while commuting.66 
Household responsibilities may increase one sustainable mode for women: walking, 
though perhaps not commuter-walking. Having children decreases overall physical activity 
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levels among women.131 However, there is mixed evidence regarding the effect of having 
children on walking specifically. In Kavanagh & Bentley’s131 Australian study, household 
composition did not affect women’s walking; however, analysis of NZ’s travel-to-work data86 
showed women with children were less likely to commute using AT modes. Potentially, 
childcare responsibilities complicate commuter-walking more than other walking purposes. 
Women’s greater tendency to combine activities could explain why women retain relatively 
high overall walking rates even after having children, especially as walking can be undertaken 
with children.131,142 Research such as Pollard et al.’s systematic review142 reported women are 
more likely than men to walk for exercise, recreation, running errands, and shopping, and more 
likely to have multiple goals for walking.131,142 Having numerous, diverse destinations within 
walking distance of the home is associated with more walking among women, but not men.131 
Household responsibilities also affect employment choices, which in turn affects 
transport choices. Women with children are more likely to work part-time and/or to work near 
their homes to fulfil the requirements of the double-shift.60,75,84,91 Some literature indicates 
people who work part-time or who live closer to their work are more likely to commute by ST 
modes.127,145 Overall, the double-shift significantly limits women’s “temporal and spatial 
flexibility,”60 and therefore their opportunities.5,13,91 However, this aspect of it could help 
explain why women use ST modes more than men do. 
1.7.3.3 Safety considerations 
Safety is a common focus in gender and transport research.5,66,137 Multiple dimensions 
of safety intersect with gender, including safety from traffic, from interpersonal violence, and 
from the fear of judgement.  
One strand in this research examines ways women feel their travel choices constrained 
by fear of male sexual violence.5,66 Most fear-of-crime surveys find women are much more 
fearful of victimisation than men.137 Furthermore, among people who experienced safety-
related problems, women were affected far more strongly than men.138 Research on ethnicity 
and transport also found safety as a limiter of travel choices for people of minority or 
indigenous ethnicities, but gender is often the clearest predictor of feelings of insecurity.26,137 
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Fear of violence is most commonly cited in relation to PT.5,66,67,137–139 Women address 
feelings of anxiety either by avoiding PT or by using it only in specific ways, for example only 
using certain routes, stops or stations.5,137 However, despite this significant evidence that 
women are disproportionately affected by feelings of insecurity on PT, women still use PT more 
than men do. Therefore, safety considerations are obviously not the only factor affecting PT-
use.  
Fear of victimisation is also discussed in literature on gender and walking. Women are 
more likely to walk in their neighbourhoods if they feel safe from violent crime, specifically 
from men.131 As was found in the PT literature, safety considerations make women change 
their walking behaviour: they may stick to well-lit areas and avoid shortcuts.66 Well-kept 
footpaths and road crossing infrastructure were positively associated with walking among 
women but not men in Sims et al’s47 US-based research. 
Safety also dominates the discourse on gender and cycling, although women report 
fear of traffic accidents or just being extremely visible on the street as a barrier to cycling rather 
than explicitly stating fears of violence.11,13,14,26 Many feasible theories have been proposed for 
why women fear cycling more than men do. One theory is that men are socialised to be more 
confident in risk-taking and in cycling-related skills.5,11 Another is that some women report fear 
of being considered ‘bad mothers’ if they let their children cycle to school, because of the 
potential risk of traffic injury or violent crime.13,14,26 Central to this argument is that female 
children are more likely than male children to be told cycling to school is unsafe.13,14 Some 
researchers suggest these factors are self-reinforcing, as low cycling rates, once established, 
can reinforce fear of cycling, and people used to interacting with cyclists from the perspective 
of a car-driver often perceive cycling as unfamiliar and frightening.13,14 Finally, in low-cycling 
countries, women often feel conspicuous and thus fear making mistakes or being blamed for 
accidents.11,13 Conversely, among pedestrians, safety from traffic injury was discussed as a 
positive reason for walking.47,131 These gendered feelings surrounding safety could partially 
explain women’s lower cycling rates and higher rates of walking rates.  
1.7.3.4 Car-access 
Many researchers have examined how car-access affects gendered ST-use. Car-access 
is often considered an SES-indicator but it also has a gendered aspect that, research suggests, 
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significantly affects ST-use.128 Miralles-Guasch et al62 found Spanish women had lower car-
access and were less likely to have drivers’ licences. They partly attributed women’s higher ST-
use to this gender disparity, though noted it was only significant in older age-groups. 
Australian, US and German researchers also found gender disparities in car-access and drivers’ 
licences only occurs in older age groups and therefore did not consider this an explanation for 
ongoing gender differences in transport modes.13,91,129 In contrast, German-based and UK-
based research found that in households with a heterosexual couple and one car, the man is 
more likely to commute using the car and the woman is more likely to use PT.128,146 
Connections between car-access, gender and ST-use are apparently contextually specific. 
1.7.3.5 Occupation 
Many researchers observed links between occupation, gender and transport mode 
choice. Schiener et al128 found associations between ST-use and people who work in 
professional occupations, sales, clerical and administrative roles.128 They theorised this 
connection was due to these white collar occupations being located in CBDs with costly car-
parking and better ST infrastructures than suburbs and rural locations.128 Similarly, analysis of 
Census 2006 travel-to-work data found ‘professionals’ and ‘clerks’ – occupations 
disproportionately located in central cities with PT infrastructure and car-parking charges – 
were the highest PT-using occupations, with ~20% commuting by PT.84 Meanwhile, research 
have found PMV-use disproportionately common among male blue-collar workers, such as 
technicians, tradespeople, drivers, and labourers.51,62,128 These occupations are often located 
in industrial-zones or outer-city suburban locations with limited ST infrastructure, and more 
often require transporting tools or equipment.51,62 Other jobs associated with high car-use, 
according to Schiener et al’s128 analysis, are community and personal services workers, as these 
roles often involve multiple workplaces. Furthermore, both community and personal services 
workers and many blue-collar roles require shift-work, which makes using PT especially 
difficult.128 PT is mostly designed for people doing traditional 9-5 workdays and for students.  
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1.7.4 Institutional Level themes in gender and transport  
1.7.4.1 Introduction 
The institutional dimension of Risman’s90 social processes is how gender permeates 
social structures. Examples of these social structures are laws and organisational practices and 
regulations. Gendered power and privilege dynamics are inherent within Aotearoa’s 
institutions. In this section I survey literature on how gender operates on a structural level to 
determine mode choice. However, I have only discussed transport infrastructure and transport 
policy-makers in this section, as most institutional aspects of gender also relate to SES and are 
addressed in the SES section of this chapter.  
1.7.4.2 Transport infrastructure 
Many researchers discuss the importance of transport infrastructure, especially in 
relation to women’s low cycling rates.13,14,54,55,125,127,134 Transport infrastructure is a gendered 
structural determinant of transport mode. Women, more than men, report liking cycling 
infrastructure and many articles suggest increased and improved infrastructure will increase 
cycling among underrepresented groups, such as women.13,14,54,55,125,127,134 Garrard et al13 
argue that separated cycling facilities in high-cycling countries address women’s safety 
concerns and significantly contributes to women’s higher cycling rates. They suggest high-
quality infrastructure is important for addressing safety concerns: separated bicycle paths, not 
just painted lines; good intersection treatments of cyclists; low-speed neighbourhoods; and 
cycle paths that offer direct routes.13 However, Aldred et al125 and others contend that 
infrastructure is not a panacea in increasing women’s cycling levels as infrastructure, cultural 
barriers, trip characteristics and physical ability levels all combine to determine mode 
choice.11,125  
Various researchers found high-quality, safe infrastructure significantly contributes to 
choices to walk or use PT, especially for women.29,47,52,58,61,62,130,131,136,147 High-quality walking 
and PT infrastructure, like high-quality cycling infrastructure, is recommended to address 
women’s safety barriers. However, Goodman et al’s130 UK-based study on AT infrastructure 
found it primarily attracted people who already walked or cycled, and that men were ~10% 
more likely to use AT infrastructure than women.130 This suggests Aldred et al’s125 theory that 
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cycling infrastructure is not a panacea for increasing women’s cycling may also apply to walking 
infrastructure. 
PT is perhaps particularly infrastructure-dependent, as it is only possible where PT 
networks exist. PT-use is low or non-existent in rural areas with extremely limited PT service 
provision.62,84 
1.7.4.3 Transport policy decision-makers 
Male over-representation in transport leadership positions is another element of 
institutional-level gendered social processes highlighted in the literature. Researchers argue 
that men dominating decision-making positions in the transport sector has produced transport 
infrastructure that neglects women’s needs.148 During my study period, women comprised 
<40% of all senior leadership roles in the public sector.149 According to 2010 data, women 
comprised >50% of the Ministry of Transport’s workforce but only 37% of senior management 
positions.150 During my study period, only one of seven Ministers of Transport was a woman.151 
Evidence suggests diversity and equal-representation among decision-makers leads to 
infrastructure which serves the needs of wider varieties of people.148 
1.7.5 Conclusion 
The surveyed literature makes clear that gender and ST-use are associated. Significant 
research examines trends in gender and cycling, although less literature explores gender and 
walking and even less investigates gender and PT-use. More research is needed to further 
illuminate how gender and ST-use are associated. Furthermore, intersectionality is a key aspect 
of gender. Properly understanding the association between gender and ST-use requires 
examining the assocation from an intersectional perspective. 
1.8 What is known about intersectional aspects of the association between 
gender and sustainable transport? 
1.8.1 Introduction 
Intersectionality is vital when analysing gender, because ethnicity and SES intersect 
with gender to create and perpetuate oppression and privilege in society.96,105,152,153 In this 
section I outline quantitative and qualitative research on ethnicity and ST-use in Aotearoa and 
overseas. I also survey intersectional research on gender, ethnicity and transport insofar as it 
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is available. I then survey literature on SES and ST, including connections between gender, SES 
and transport. 
1.8.2 Sustainable transport and ethnicity 
1.8.2.1 Defining ethnicity 
Ethnicity often refers to cultural affiliation rather than race or nationality. According to 
Develin et al154 an ethnic group comprises people sharing at least some of the characteristics 
outlined in Table 1-7. Ethnicity is usually self-defined and people often identify as belonging to 
more than one ethnic group.154 Research about ethnicity in NZ must be underpinned by an 
understanding of NZ’s colonial context. Colonisation of indigenous peoples is a fundamental 
health determinant: ‘[colonisation] continues to impact health and wellbeing and must be 
remedied if the health disadvantages of Indigenous Peoples are to be overcome.’72 As 
previously discussed, transport enables access to Te Ao Māori, te reo Māori, to marae; to 
support whānau and to participate in community.26,71 Beyond Māori (NZ’s indigenous people) 
and Pākehā or European (the majority ethnicity since colonisation – 75% in Census 2013155), 
NZ has many other ethnic groups and also other historic and current ethnic justice issues. 
Table 1-7: Common ethnic group characteristics154 
1 A common proper name 
2 One or more elements of common culture which need not be specified, but may include 
religion, customs or language 
3 A unique community of interests, feelings and actions 
4 A shared sense of common origins or ancestry 
5 A common geographic origin 
 
1.8.2.2 Ethnicity and sustainable transport – quantitative research 
Several researchers examined ethnicity and AT modes.11,15,47,49,126,136 Sims et al47 
analysed AT-use by gender and ethnicity on a US university campus. They found Asian and 
Pacific Peoples, regardless of gender, were less likely to use active modes than White and 
Hispanic peoples.47 interestingly, Black men had far lower AT odds than White men, with an 
unadjusted odds ratio (OR) of 0.33, whereas Black women and White women had similar odds 
of using active modes with an OR of 0.97.47 This indicates a complex relationship between 
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ethnicity, gender and AT-use. However, the confidence intervals in this study were very large 
and often contained the null. Furthermore, the study population was very specific. 
NZ researchers have investigated ethnicity and AT. Shaw et al’s49 research into AT and 
physical activity found Māori people were most likely to use AT modes, while Asian peoples 
were least likely, with rates of 13% and 8% respectively. In a separate study, Shaw et al15 
presented commuter-cycling and walking rates by ethnicity and city. These are displayed in 
Table 1-8. This analysis shows that the ‘Other’ ethnic group had the highest cycling rate 
nationwide (4%) and Middle Eastern, Latin American and African (MELAA) had the highest 
walking rate (10%). There was some variation in cycling rates by city and ethnicity and more 
variation for walking. This suggests AT-commuting is determined by many factors, including 
ethnicity and location. Further research is needed to assess the roles location and ethnicity 
play, and how gender interacts with this. 




Limited data is available on PT-use by ethnicity. Some NZ-based research is Shaw et 
al’s49 research using the HLS dataset. They found Pacific Peoples had the highest PT-rates: 12% 
travelled to their main activity by PT. Asian Peoples had the second-highest rate of 10%, then 
Māori at 7% and European at 5%.49 I found no research connecting gender, ethnicity and PT-
use.  
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1.8.2.3 Ethnicity, cultural identity and transport mode 
Cycling is often culturally associated with white ethnicities in low-cycling 
countries.11,126,136 Quantitative data on cycling use does not necessarily support this belief. 
Sheller’s American-based research noted that, despite their obvious existence, non-white 
cyclists are often treated as “invisible cyclists” by transport planners and researchers, because 
cycling is associated with “whiteness.”136 In this case, ‘whiteness’ refers to both skin colour and 
the privilege, advantages and dominance of white-skinned people.156 Steinbach et al’s11 
London-based interviewees also discussed how “the invisibility of black and Asian cyclists 
[including in media] reduces their opportunity to see cycling as a possible mode of transport.”11 
Steinbach et al’s11 qualitative research also found cultural meaning associated with 
cycling differs by ethnicity. White people associated cycling with personal fitness, ecological 
health, and a “bourgeois sensibility.”11 However, Black and Asian interviewees did not see 
cycling as a method to express their identity as eco-warriors or fitness enthusiasts as it was not 
safe or culturally appropriate to be so distinctive in public. For example, a Muslim girl could 
not cycle because her mother would not allow her to be so publicly on-show, especially near 
the mosque in her neighbourhood.11 For Black and Asian Londoners, cycling was not viewed as 
middle class, but instead viewed as ‘childish’ and associated with delinquency.11 Other 
qualitative research interviewing indigenous people and people of colour (POC) from the USA 
and NZ also found cycling sometimes associated with crime, poverty, and deviant youths.26,136 
Research from NZ, Australia, the USA and the UK all discussed how car-access and car-
ownership is sometimes prized among some minority ethnic groups, which then affects how 
sustainable modes are viewed. In Steinbach et al’s11 research, Black and Asian Londoners saw 
a cars as status symbols; non-car transport modes, especially bicycles, had low transport-
status: “When you’ve made it, you buy a car not a bicycle.” Sheller’s136 Philadelphia-based 
research found Black or Latin cyclists were often perceived as unable to afford cars. However, 
despite PMVs being highly prized, lack of car-access is more common among ethnic minorities 
according to UK and USA research.11,136 
Indigenous-focused research from NZ and Australia found cars are often closely 
associated with cultural obligations and responsibilities.26,68,71 Car-use was seen positively 
overall by Raerino et al’s26 interviewees, because it enabled people to travel to marae and 
 52 
provide transport for whānau. However, the interviewees did identify negatives about car-use: 
they worried about sedentary lifestyles being passed down to children who were driven to 
school instead of using AT, and they worried about consequences of driving illegally.26,71 
However, they felt non-car transport modes were unfeasible and would not allow them to fully 
participate in Te Ao Māori. 
These diverse meanings attributed to transport modes may significantly affect NZ’s ST-
use. One possible reason cycling is not widely used in NZ is that many non-Pākehā face 
significant cultural barriers to use. The potential cultural importance of cars may contribute to 
low ST use. Despite the importance of PMV-use in Te Ao Māori,26,71 Badland et al50 in their NZ 
surveys found Māori (and Pacific Peoples) were disproportionately likely to see the benefits of 
AT and support replacing car-journeys with AT. This research suggests ST is certainly not 
exclusively the remit of Pākehā people. Further research should examine promoting ST-use 
and addressing barriers among various ethnic groups.  
1.8.2.4 Ethnicity and transport-related safety considerations 
Safety considerations, as well as being central to gender and transport, were also 
discussed in ethnicity and transport literature. Sheller’s136 Philadelphia research found POC felt 
more unsafe using PT because wealthy white neighbourhoods had clean, safe subway stations, 
while poor and majority-POC neighbourhoods had “grim” and unpleasant stations associated 
with fear of homeless and mentally ill people. This theme was also found in NZ literature. 
Raerino et al’s26 research also found transport anxiety was a common barrier to ST-use among 
Māori. Interviewees felt PT stations were unsafe, wanted better AT infrastructure to enable 
protection from motorised traffic, and cited safety concerns as a reason for driving children to 
school.26 
1.8.2.5 Ethnicity and transport-related equity issues 
Ethnicity and ST literature predominantly highlighted ways ST systems do not meet 
minority ethnic groups’ needs. Ethnicity, social class and deprivation often intersect: minority 
ethnic groups often face transport-related barriers to accessing activities and services.26,29,68,136 
For example, cost of travel, both PMV-travel and PT, was frequently discussed in qualitative 
research into ethnicity and transport.26,65,71,136 Furthermore, some researchers argue transport 
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systems are not designed to meet POC’s needs.26,136 Raerino et al suggest Māori are rarely part 
of NZ’s transport-planning decision-making, due to barriers that are “symptomatic of ongoing 
colonisation.”26 Improved participation in planning processes would make ST services more 
appropriate for Māori and increase Māori ST-use.26 Another significant element to ethnicity, 
transport and inequalities is that the negative health impacts of transport disproportionately 
affect POC, discussed above in relation to traffic injury and pollution.26,29–31 Ethnicity is a major 
part of transport disadvantage, discussed below.136 Raerino et al26 argue that “specific 
aspirations of indigenous people, relating to cultural wellbeing and relationships with ancestral 
land” need to be part of transport disadvantage discourse, and that NZ has inadequate ST 
infrastructure to enable Māori people to access many of these ‘aspirations’ or whanau and 
cultural obligations without using PMVs.26 
While this literature on ethnicity and ST is mostly not overtly gendered, gender is still 
an important element. Gender and ethnicity/culture are intertwined. For example, the Muslim 
girl mentioned above faced barriers to cycling that are cultural and gendered.11 Moreover, 
many barriers to ST POC describe are also found in gender and transport literature. 
Interconnections of barriers and equity issues must be considered. However, there is not yet 
significant research into these dynamics, especially in NZ. 
1.8.3 Sustainable transport and socio-economic status 
1.8.3.1 Defining socio-economic status 
SES, a marker for levels of economic power and privilege, is an important concept, but 
difficult to fully capture in research.51,152,157,158 SES is essentially the position of an individual 
within the societal structure and, therefore, represents the resources they can access.152 SES 
is closely related to health.9,112,152,159 Education, occupation, and income, all individual-level 
SES-markers, are common in literature on transport, as are area-level indicators, such as 
neighbourhood disadvantage. These various SES-indicators are not interchangeable: different 
aspects of SES are covered by each, with none fully representing SES.51 For example, income is 
commonly used as a proxy for SES. While it does potentially represent access to material 
resources, a key element to SES, it has many drawbacks, from low response rates in surveys to 
not considering wealth or living costs, let alone non-financial factors that shape access to 
resources, from neighbourhood availability to cultural capital.152 Each SES-indicator has 
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advantages and disadvantages, which are thoroughly explored in public health 
literature.9,51,112,152,157–159 
A final issue with SES-measures is that classifying ethnic minorities, children’s, retired 
people’s, and women’s SES is often especially difficult.152 Common SES-measures, such as 
education and occupation, do not necessarily consider how women’s and ethnic minorities’ 
experiences differ from white men’s. For example, economic returns from tertiary 
qualifications differ for men and women and for people of different ethnicities, but this is often 
not considered when education is used as an SES-indicator.152 Furthermore, some SES-
indicators, most prominently household income, do not include household structures 
regarding sharing resources: a man may receive a high income but not share it with his female 
partner, who could therefore be impoverished, despite being classified as having a high 
income.152 
1.8.3.2 Socio-economic status and sustainable transport – quantitative research 
Several studies examined AT modes and SES, using income, education and area-level 
deprivation measures as SES-indicators.11,49,51,127,160 I summarise quantitative data from these 
studies, examining each SES-indicator separately. For all three SES-indicators, research found 
associations between low SES and high walking rates (or high overall AT rates), but more 
complicated associations with cycling. SES and AT are clearly connected, but properly 
understanding these connections requires examining walking and cycling separately. The 
relationship between SES and cycling, particularly, is complex and requires further 
investigation. 
International and NZ-based researchers who used income as an SES-indicator mostly 
found associations between low-income and AT-use. Shaw et al49 found people in the lowest 
income group, <NZ$20,000, were most likely to use AT, with a rate of 21%, while the other 
income groups’ AT rates were 7%-10%. Badland et al39 similarly found AT more common 
among lower-income groups. 
Other researchers looked at SES’s relationship to cycling and walking separately and 
their findings were more complicated. Heinen et al127 found having a high income reduces total 
time spent cycling, but they, and others, found a positive connection between higher incomes 
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and bicycle-commuting.11,160 Rachele et al51 found the highest cycling rates among the highest-
income groups. For example, 2.5% of people in the >AUD$130,000 group cycled, compared to 
1% in the <AUD$25,999 group. Rachele et al51 also investigated income and walking, finding 
people in the lowest income category were far more likely to walk than people in the highest, 
7% compared to 1.9%. 
Education was also used as an SES-indicator in AT literature, with conflicting findings. 
On an individual level, some research found positive associations between educational 
qualifications and AT, while others found the opposite trends.51,132 Shaw et al49 found 
individuals with no qualifications used AT more than those with secondary or trade 
qualifications. Rachele et al51 found higher educational qualifications had positive associations 
with cycling but negative associations with walking. 
Area-level deprivation measures were also commonly used in the research. Shaw et 
al49 looked at AT and NZDep (a commonly used area-deprivation classification index in NZ) and 
found people in the most-deprived deciles were most likely to use active modes with a rate of 
16%, whereas people in the least-deprived deciles had a rate of only 7%. In different research, 
Shaw et al15 analysed area-level deprivation and walking and cycling separately in six NZ cities, 
as shown in Figure 1-2 and Figure 1-3. They found a complex relationship between area-
deprivation, cycling and location: in most cities, higher deprivation was associated with higher 
cycling rates, but in Wellington and Auckland, cycling was most common in the least-deprived 
quintiles. In contrast, all cities showed clear associations between deprivation and walking. 
British, Australian, and NZ research also found associations between high area-deprivation and 
high walking rates.11,15,51 
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Figure 1-2: Cycling to work by deprivation quintile – 2013 Census data analysed by Shaw et al15 
 
 
Figure 1-3: Walking to work by deprivation quintile – 2013 Census data analysed by Shaw et al15 
 
There is apparently a complex relationship between PT-use and SES as, depending on 
the SES-indicator used, different associations were found. Research using income as an SES-
indicator found people in the lowest income groups had the highest PT rates.11,49,51,161 For 
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example, Shaw et al. found people in the <NZ$20,000 income group were twice as likely to use 
PT than people in the >NZ$80,000 group.49 Analyses using area-level deprivation also found 
positive associations between deprivation and PT-use.49,51 However, when occupation was 
used as a proxy for SES, people in white-collar professions were more likely to use PT than 
blue-collar workers.51,62,84,128 As discussed above, this could be associated with workplace 
location and working hours, rather than SES, but further research would have to be done to 
fully assess this association. Rachele et al’s51 Brisbane-based HABITAT study used education as 
a proxy for SES, and found people with a bachelor degree or higher were more likely to use PT 
than people with lower education levels. This could be related to the same occupation issues 
– workplace location and working hours – but further research is needed.  
1.8.3.3 Gender, socio-economic status and sustainable transport – quantitative data 
Only limited research has examined SES, gender and ST, with contradictory findings. 
Shaw et al49 found that AT-users in NZ are typically male, and low-SES, often students or 
receiving benefits, by modelling the association between gender and AT-use and adjusting for 
socio-demographic variables. They found an adjusted odds ratio of 0.77 (95%CI 0.58-1.01) 
comparing the odds of women using active modes to the odds of men, meaning men were 
more likely to use these modes.49 However, UK-based research has found women were more 
likely to use sustainable modes – both active and PT – than men, even when socio-
demographic variables were controlled.49 Other NZ-based analyses have found women more 
likely than men to walk or use PT, but less likely to cycle.15,39,84,87,140 However, these analyses 
often did not look at the effect SES has on this association. Moreover, gender and SES are 
interconnected, as gendered societal structures have a huge impact on access to resources, 
and these connections would also have to be thoroughly examined in order to ascertain any 
connections between gender, SES and ST-use. 
1.8.3.4 SES, cultural identity and transport mode 
Unlike the literature on gender and ST and ethnicity and ST, there is limited discussion 
on SES and cultural identity associated with each mode choice. As previously discussed, PT is 
often associated with the poor and marginalised, although this cultural understanding may not 
be based on fact.58,135 There was more discussion on SES and cultural associations with cycling, 
perhaps because of the contradictory relationships found between cycling and SES. Many 
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researchers found cycling to be associated with poverty among some sectors of society, while, 
for other populations, cycling was considered an upper- or middle-class transport 
choice.11,125,136 Research has found people with higher incomes or higher education levels tend 
to be more health-conscious and environment-conscious, and more knowledgeable about 
health-promoting and environment-protecting behaviours.51,127,152 Therefore, it is possible 
that AT-use, especially cycling, is largely health-motivated or environmentally motivated 
among people of higher-SES, but driven by economic necessity for people of low-SES.51,152 
Heinen et al127 suggest the complicated relationship between income and cycling stems from 
complicated ways income affects travel. Higher income enables spending money on a bicycle, 
which increases cycling, particularly in countries where most people do not own bicycles. 
Furthermore, richer people often pay more attention to health, and may use an expensive bike 
to signal status and/or health-consciousness.127 However, high income also makes cars 
affordable, and car-ownership is strongly negatively associated with cycling rates.127 Further 
research could examine how gender plays into these complicated dynamics. 
1.8.3.5 Transport poverty 
The concept of transport poverty in SES and ST literature sheds light on important 
equity considerations, which are relevant to gender. Transport poverty is when households or 
individuals cannot afford necessary transport costs.64 It is one mechanism through which 
transport systems create social exclusion. For NZ households, transport is the third-biggest 
expense and often a significant financial burden.162 In general, a lower income means less 
ability to afford transport.51,127 Transport poverty is gender-patterned. Gender influences 
access to money, time, skills and technology, and other resources: women have, on average, 
fewer resources than men.5,11 Access to resources then shapes travel behaviour: when, where, 
and how often trips are made; transport mode; and the experience of the journey.5,11 
ST modes are often promoted as a strategy to mitigate transport poverty as they 
potentially have fewer financial barriers than car-travel. However, for many people cycling and 
PT still have significant financial barriers. While bicycles are not as expensive to buy or maintain 
as cars, they do require some financial outlay. Researchers have also found that PT fares 
significantly limit accessibility among low-income populations.26,61,161 However some research 
indicates that, currently, many people in highly motorised countries cannot live flourishing lives 
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in their societies without PMVs. English and NZ-based research has found having a car is often 
an effective prerequisite to employment because ST modes greatly restrict access to 
employment.26,61 Brook-Taylor also found that in some areas of South Yorkshire, it is 
impracticable to access welfare benefits without a PMV.61 
1.8.3.6 Transport disadvantage and transport mode 
Transport disadvantage is a theme underpinning much of the literature on ST modes 
and SES, specifically neighbourhood deprivation SES-indicators. Brook-Taylor61 outlined seven 
key elements of transport disadvantage found in deprived areas, as shown in Table 1-9. A major 
element of Brook-Taylor’s61 transport disadvantage framework is that area-level deprivation is 
often interconnected with substandard transport infrastructure, which then leads to transport 
disadvantage.61,161 In England and Wales, areas where cycling is declining “tend to be less-
affluent areas with a long-standing history of utility cycling.”125 Aldred et al125 attribute this to 
continuing under-investment in cycling infrastructure. Transport disadvantage compounds 
social exclusion experienced by low-SES people.61 
Table 1-9: Features of Transport Disadvantage61 
1 Lack of local amenities and public transport in deprived areas 
2 Timing and frequency of services. 
3  Poor vehicle-access and supporting infrastructure 
4 Cost of fares, especially for families 
5 Lack of information 
6 Unwillingness of people to travel outside their area 
7 Personal safety issues  
 
Inadequate PT infrastructure, an element of transport disadvantage, is identified in the 
literature as a barrier to using PT in (some) deprived areas.58,61,136 Research from both the UK 
and the USA has found that in deprived neighbourhoods, PT services are more likely to be 
difficult to access, with slow and circuitous routes, unclear or unsafe stations and stops, and 
the need to cross busy roads to access services.61,136 These inadequate services compound 
existing inequities: people reliant on substandard PT services for their daily mobility have less 
agency over where they can go and have limitations to their travel that people who can afford 
a PMV do not.58 Brook-Taylor61 argues that these inadequate PT services come from an 
underlying belief that poor people’s time and agency matters less than wealthy people’s. 
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Rachele et al’s51 understanding of deprived areas and transport somewhat 
contradicted Brook-Taylor.61 They described disadvantaged neighbourhoods as often being 
walkable and close to PT services because they are residentially denser. These differences may 
be explained by the locations the research comes from: Rachele et al51 is Brisbane-based while 
Brook-Taylor’s61 research comes from South Yorkshire. NZ-based research on area-level 
deprivation, transport disadvantage and ST-use is lacking to determine the association in the 
NZ context. 
Another element to this field of research is whether low-SES people actually use 
transport infrastructure. Research from the UK found people with lower incomes were 
significantly less likely than people with high incomes to use AT infrastructure.130 Smith et al’s76 
systematic review of health equity literature on AT and the built environment found 
infrastructure improvements are sometimes used more commonly by high-SES people who 
therefore disproportionately receive the benefits. However, they concluded that there was too 
much heterogeneity in the literature to reach a firm conclusion and more research is needed.  
The quality of infrastructure in light of SES is important in gender and transport 
literature. Research suggests women find high-quality infrastructure makes them feel safer, 
although more infrastructure does not automatically mean more female AT-users.125,134 This 
gendered preference for ST infrastructure means inadequate ST infrastructure in low-SES areas 
particularly affects women in those areas, who already experience more deprivation and 
transport poverty than men living in the same areas, as discussed above. 
1.8.4 Conclusion 
Ethnicity and SES are clearly associated with ST-use. Furthermore, ethnicity and SES are 
integral to people’s experience of gender, and gender is integral to people’s experiences of 
ethnicity and SES. These connections in relation to ST-use must be analysed further to fully 
understand the associations between gender and transport in Aotearoa. 
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1.9 Summary, gaps in the literature, and my research questions 
1.9.1 Summary of literature on gender (including intersectional aspects) and 
sustainable transport 
Transport is clearly an important determinant of health: both an enabler of health and 
wellbeing and a barrier to health and wellbeing. Promotion of ST – specifically cycling, PT and 
walking – is widely considered an important health promotion strategy. AT can combat two 
major public health issues: sedentary lifestyles and environmental damage from cars. While 
there is some debate in the literature on PT’s role in enabling physical activity, PT is an 
important strategy for reducing PMVs. Furthermore, ST has many other health benefits, from 
enabling social capital and economic development to association with good land-use policies. 
ST is clearly important for health, and any barriers to use, especially when they are connected 
to structural inequities, must be understood. 
Under Hanson’s4 idealised definition of ST, transport can only be truly sustainable if it 
guarantees equitable mobility for everyone, including women. Gender is a mechanism through 
which power, income, goods and services – including transport – are unequally distributed. In 
order to combat inequities in society, associations between transport, gender, and other 
unequitable social systems must be understood. 
Existing literature has established that gender and transport are closely connected. 
Women and men’s transport use differs, both in the types of trips they take and the transport 
modes they use. On the whole, women are more likely to use PT and walk while men are more 
likely to cycle (in NZ). Researchers have theorised many reasons for these observable gender 
differences in ST-use. Many of these theories are closely connected to how gender operates, 
on individual, interactional and institutional levels, to unequally distribute resources and 
opportunity. In the literature, especially the literature from epidemiology, while there is 
understanding that gender roles and gender-dynamics shape transport use, there is not much 
interrogation of the structural determinants behind these gender roles and gender-dynamics 
in relation to ST-use.  
Furthermore, while there is quantitative and qualitative research examining ethnicity 
and ST, there is limited analysis of gender, ethnicity and ST. NZ-based research has found ethnic 
differences in ST-use. There has been some academic discussion on the reasons for these 
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ethnic differences, and on equity considerations relevant to ethnicity and ST. However, there 
is limited research into how gender intersects with ethnicity to determine ST-use, despite the 
importance of understanding social systems and identity characteristics from an intersectional 
perspective. 
Similarly, there is limited discourse on the connections between gender, SES and ST-
use. NZ and international literature has analysed SES-differences in ST-use, finding complex 
associations between these two variables. Unfortunately, many researchers combined walking 
and cycling into an ‘active transport’ variable, but when cycling and walking were analysed 
separately, the associations did become clearer. In general, walking was associated with lower 
SES, regardless of which SES-indicator was used. Connections between cycling and SES were 
more complex, differing by SES-indicator and, in Shaw et al’s15 NZ research, by location. The 
association between SES and PT-use also varied by SES-indicator. However, there do appear to 
be associations between PT-use and being low-income and/or living in a deprived 
neighbourhood. Despite the close links between SES and gender, there was limited research 
into how gender affects the association between SES and ST-use. 
1.9.2 My research questions 
 My research aims to further illuminate how gender, from an intersectional 
perspective, is associated with cycling, PT-use, and walking for transport over time in Aotearoa. 
My research questions are outlined in Table 1-10. 
Table 1-10: Research questions 
1 What is the association between gender and sustainable transport use in NZ? 
2 Has this association changed over time? 
3 Does ethnicity affect the association between gender and sustainable transport in NZ? 
4 How have these associations changed over time? 
5 Does SES affect the association between gender and sustainable transport in NZ? 





2 Chapter Two: Methods 
2.1 Introduction 
This chapter outlines this study’s design, setting, participants, outcome and exposure 
variables as well as covariates, and analytical approach. The study was undertaken to examine 
the associations between selected socio-demographic variables – especially gender – and ST 
mode over time. It was an analysis of three repeated cross-sectional surveys of national Census 
data. I used data from the New Zealand Census of Population and Dwellings 2001 (Census 
2001), 2006 (Census 2006) and 2013 (Census 2013).163–165 The study included people between 
the ages of 18 and 69 who were in paid work and who travelled to work on Census day. I 
excluded people not in their usual residence and people not in private dwellings from my 
analysis. I also excluded respondents with missing data, such as respondents who did not 
answer the travel-to-work question or who provided unclear answer(s) to pertinent 
demographic question(s). 
2.2 Study design 
To answer my research questions, I performed analyses of Census data. All three 
Censuses included the question: “On [Census day], what was the one main way you travelled 
to work – that is, the one you used for the greatest distance?”166–168 I analysed individuals’ 
responses, comparing ST-use – specifically PT-use, bicycle use and walking/jogging – between 
men and women, including men and women of different ethnicities and socio-economic 
statuses (SES). I performed a logistic regression analysis. This enabled me to shed further light 
on whether an association between mode choice and gender could be explained by household 
characteristics, demographics and/or SES, by controlling for several other variables. It also 
allowed me to use interaction terms to examine gender and ethnicity, or gender and SES, 
controlled for all other variables. Finally, it allowed me to test for any potential trends over 
time in ST-use. 
2.3 Setting and data source 
The data used in this study was from Census 2001, Census 2006 and Census 2013. 
Statistics New Zealand Tatauranga Aotearoa (SNZ) conducts the New Zealand Census of 
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Population and Dwellings every five years. An exception was the seven-year space between 
Census 2006 and Census 2013 due to the 2011 Canterbury earthquakes.169 The Census 
provides a count of, and information on, people, dwellings and households in Aotearoa New 
Zealand (NZ).169,170 Each Census took place on a Tuesday in early March: respectively, 6 March 
2001, 7 March 2006, and 5 March 2013.163–165 The Census does not follow individual people 
over time, so while it is possible to ascertain population trends over time across multiple 
Censuses, it is not possible to follow individuals from Census to Census. 
The Census collects information from the whole population present in NZ on Census 
night.169 The questions cover information pertaining to people’s status on Census night and 
also over other time periods. Table 2-1 shows what is covered in each form: 
Table 2-1: Census forms 
Form Content 
Individual form Name; address, including information on length & type of tenure; 
gender; date of birth; ethnicity; nationality; length of time in NZ; 
languages; health & disability information; religion; household 
composition; relationship status; education; income (sources and 
amount); employment; main means of travel-to-work; main 
activities; job-seeking behaviour; contact information 
Dwelling form Address; dwelling-type; building information; basic information on 
dwelling inhabitants (name, age, relationship to each other) – 
including those who are absent on Census night; dwelling ownership 
information; heating sources; communication-access; vehicle count 
 
Data were provided by SNZ by their microdata access team. Data had been organised 
and cleaned by SNZ (Census 2006 and 2013) and other researchers from the Cancer Mortality 
Study (CMS) (Census 2001). I accessed the Census data, including the 2001 Census data 
organised and cleaned by CMS researchers, through a Datalab Microdata access agreement 
between myself and SNZ. I received ethics approval from the University of Otago Ethics 
Committee and undertook Māori consultation through the Ngāi Tahu Research Consultation 
Committee. 
2.4 Participants 
The three Censuses surveyed people present in NZ on Census night. As mentioned 
above, I excluded some respondents from my study. In this section I describe in more detail 
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the study’s inclusion criteria. I discuss potential impacts of these criteria on the study’s internal 
and external validity in my Discussion Chapter. 
Firstly, only people in their usual residence on Census night were included. Usual 
residence refers to “the address of the dwelling where a person considers themselves to 
usually reside,” as outlined by SNZ.170–172 Respondents’ usual residence statuses were self-
defined and categorised as: same address as Census night; elsewhere in NZ; overseas; or no 
fixed abode. 
The usual residence variable was consistent across all three Censuses.173 Census 2013 
saw more people than usual staying outside usual residences due to the 2011 Canterbury 
earthquakes. Cantabrians living in temporary accommodation recorded their usual residence 
as the address they were moving back to once it had been repaired or rebuilt.170 SNZ has not 
found this has had a major impact on the data’s quality or comparability over time.173 
Only individuals living in private dwellings were included in this study. Non-private 
dwellings mostly refers to guest accommodation, such as backpackers or boarding houses, and 
institutional complexes (such as hospitals).170–172 People in non-private dwellings possibly 
tended to have complicated lives with less set travel patterns or transport modes. Those living 
in backpackers were likely to be international visitors. Many researchers using Census data 
therefore exclude those living in non-private dwellings. 
The transport-related question in the Census referred only to travel-to-work transport. 
I therefore excluded all people who were not employed from my study. People who were 
employed, according to SNZ categorization, were those who worked for at least an hour per 
week for pay or profit, or those who were employed but were unable to work on Census 
day.170–172 The variable was consistent across the three Censuses.170–172 Due to this focus on 
travel-to-work, I chose to only include people aged between 18 and 69, as I wanted to avoid 
including high school students who work part-time. I further excluded those who did not 
answer the travel-to-work question and those whose answers indicated they did not commute 
on Census day, because they either worked from home or did not work that day. 
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2.5 Variables 
This section defines the variables examined in my study, how each variable was 
measured and the strategies I employed to ensure they were comparable over time. I firstly 
outline the theoretical approach I took when investigating the association between gender and 
ST-use, to provide context about the variables included in my study. I then provide detailed 
information on each variable. The outcome in this study was travel-to-work transport mode. 
The primary exposure was gender, but I also looked at ethnicity and socio-economic status 
(SES), using NZDep Index of Deprivation score (NZDep) as my primary SES-indicator. Finally, I 
describe the variables included in my causal diagram: age group; dependent children present 
in household; household composition; relationship status; transport mode used by others in 
household; NZDep; income group; urban location; education; workforce status; and car-
access. 
2.5.1 Theoretical approach – Causal diagram 
The difficulties in using gender and ethnicity as exposures in epidemiological studies, 
discussed in Chapter One, led me to follow two approaches in assessing causal relationships 
between gender and ST-use. In the causal diagram exploring the potential association between 
gender and sustainable mode choice, I have treated most variables as mediators on the causal 
pathway. However, I also undertook a logistic regression which treated many of the variables 
in the causal diagram as potential confounders rather than mediators. 
I created a causal diagram using DAGitty, an online tool.174 In my causal diagram (Figure 
2-1), most variables acted as mediators, and no variables needed to be adjusted for in a 
regression model. Most variables in the causal diagram are elements of gendered identities 
and socially constructed gendered patterns in how people behave and are treated by society. 
For example, differences in household responsibilities, which the literature suggests 
significantly affect mode choice, result from gender roles and processes internalised by people 
and are integral to how gender currently operates in NZ society.5,90 I therefore viewed 
household responsibilities as being on the causal pathway in the association between gender 
and ST-use. Similarly, variance in safety considerations partly results from different social 
groups’ differing perceptions of safety. Therefore, safety considerations are on the causal 
pathways connecting gender, ethnicity, and SES (along with infrastructure) with mode choice. 
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However, other research projects assessing potential associations between gender and 
ST-use have undertaken regression analyses.39,47,49 I therefore also chose to undertake a 
logistic regression to further understand potential connections between gender and cycling, 
PT-use, and walking. 
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Figure 2-1: Causal diagram 
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2.5.2 Outcome: main means of travel-to-work 
The outcome – main means of travel-to-work – was derived from the question on the 
individual Census form: “On [Census day], what was the one main way you travelled to work – 
that is, the one you used for the greatest distance?”166–168 Table 2-2 shows the groupings for 
this analysis. 
Table 2-2: Travel-to-work groupings 
My study Census codes 
01 Public Transport (PT) Public bus 
Train 
02 Bicycle Bicycle 
03 Walked or jogged Walked or jogged 
04 Private motor-vehicle (PMV) Drove a private car, truck or van 
Drove a company car, truck or van 
05 Motorcycle or powered cycle Motor cycle or powered cycle 
06 Motor-vehicle passenger Passenger in a car, truck, van or company bus 
07 Other Other 
08 NA* Worked at Home 
Did not go to work today 
77 Response Unidentifiable* Response Unidentifiable  
99 Not stated*  Not stated  
* In most of my analyses, I excluded individuals coded as NA, Response Unidentifiable and Not Stated, as outlined above. 
2.5.3 Exposures: gender, ethnicity and SES 
The main exposure I investigated was gender, which I call my ‘primary exposure.’ I also 
undertook sub-analyses on ethnicity and socio-economic status (SES), which I call my 




I used responses from question 3 on the individual Census form to categorise people’s 
gender.166–168 The question did not change between the three Censuses. It asks “Are you?” and 
gives the options “male” and “female” (in te reo Māori, this is “He tāne, he wahine rānei koe?” 
with the options “tāne” and wahine”).166–168 There are currently no non-binary sex/gender 
options, such as intersex, takatāpui, fa’afafine, or genderqueer.175 It is important to note that, 
as with most Census questions, respondents had to choose how to respond to this prompt. 
SNZ calls this the “sex” question, and treats it as referring to binary sex, “the distinction 
between males and females based on the biological differences in sexual characteristics.”170–
172 They note that “most people are able to classify themselves as either male or female” 
(emphasis added), and people who have undergone, or are undergoing, sexual reassignment 
procedures should be classified as their post-operative sex.170 However, they did not provide 
instructions or guide notes advising respondents to answer in these ways (nor use the words 
“sex” or “gender” anywhere on the forms). SNZ only provided the question text (along with 
question 25, where only females/wahine are asked how many children they have given birth 
to).166–168,176,177 Therefore, firm conclusions cannot be drawn about how gender/sex minorities 
answered this question. When respondents provided no clear single response to the question, 
sex was imputed, based on other data (name, relationships to other household members) 
where possible, or randomly with 49% imputed male.170–172 
2.5.3.2 Ethnicity 
In the three Censuses, ethnicity was self-identified and respondents were able to 
identify with multiple ethnicities. I created both Total Ethnicity and Prioritised Ethnicity 
variables, two commonly used approaches to categorising ethnicity, when organising my data.  
Respondents in each Census were asked which ethnic group(s) they belonged to. The 
options provided were: New Zealand European, Māori, Samoan, Cook Island Māori, Tongan, 
Niuean, Chinese, Indian, or Other (with a space to write the response).178 SNZ sorts the 
responses into six top-level ethnic groupings: European, Māori, Pacific peoples, Asian, (from 
2006) Middle Eastern/Latin American/African (MELAA), and Other ethnicity.155,179,180 Cook 
Island Māori is included under Pacific peoples, Russian and Armenian under European, and Iran 
and Turkey and countries south and west of them under MELAA (or Other in 2001). The largest 
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category, European, includes NZ European, European without further definition, British (and 
countries within Britain), and several other national groups not necessarily in Europe (e.g. 
South African, Dutch, Australian, and [US] American). The word Pākehā was not mentioned on 
the forms, unlike in 1996, and it appears SNZ coded Pākehā/Pakeha responses to the NZ 
European sub-group.181,182 SNZ treated ethnicity slightly differently across each Census. Most 
notably, in 2006 and 2013, SNZ included respondents who self-identified as ‘New Zealander’ 
(of which there were a substantial number in 2006 especially, following public discussion 
endorsing this designation) as a new sub-group within SNZ’s Other ethnicity category. 
However, in 2001 SNZ included them in the European category.179,182 MELAA was also a new 
category in 2006; these ethnicities were part of Other in the 2001 data.155,179,180 
In Table 2-3 I compare the ethnic groupings utilised in my study to those of SNZ. I 
designed my ‘Other’ category partly to manage the discrepancies in how SNZ categorised 
ethnic groups between the three Censuses. New Zealander and MELAA responses in all three 
Censuses are categorised in the ‘Other’ group in this study, despite their changing 
categorisation by SNZ. Combining SNZ’s European and MELAA into ‘Other’ also addresses 
some, though not all, of the potential measurement error of SNZ classifying many national 
responses under European. For instance, many South Africans, British people or US Americans 
who are not of European descent may be of African or Latin American descent. 
Table 2-3: Ethnic groupings in this study and SNZ’s data 
This study SNZ 2001 SNZ 2006 SNZ 2013 




[including Cook Island 
Māori] 
Pacific peoples 
[including Cook Island 
Māori] 
Pacific peoples 
[including Cook Island 
Māori] 
Asian Peoples Asian Asian Asian 
Other European [including NZ 
European and New 
Zealander] 
European [including NZ 
European] 
European [including NZ 
European] 
 Middle Eastern, Latin 




 [including Middle 
Eastern, Latin 
American, and African] 
 Ethnicity [including 
New Zealander] 





Total ethnicity includes people in every ethnic group they selected. Therefore, one 
respondent may be included in multiple groups, and total numbers of all ethnic groups sum to 
more than the total population.154 For example, if someone identified as Māori, Tongan, 
Chinese and Pākehā they would be included in all four groups. Further information on how I 
created my Total Ethnicity variable is in Appendix Three: Education variable. 
Prioritised ethnicity 
Prioritised ethnicity is an approach to ethnicity categorisation where people are only 
included in one ethnic group.154 Respondents were categorised into an ethnic group based on 
SNZ’s prioritisation system.154 
Table 2-4: Prioritised ethnicity groups 
1 Māori  
2 Pacific Peoples 
3 Asian Peoples 
4 ‘Other’ Peoples 
 
For example, if someone identified as Māori, Tongan, Chinese and Pākehā they would 
be included only in the Māori group. If they identified as Tongan, Chinese and Pākehā, they 
would be included only in the Pacific Peoples group, and so on. 
Where possible I used Total Ethnicity in my analyses, to reflect the whole picture of 
people’s self-reported ethnic identities. I used Prioritised Ethnicity in my regression analysis as 
this clarifies estimates of odds ratios comparing ethnicities. I also used Prioritised Ethnicity 
when doing ethnicity standardisation. 
2.5.3.3 Socio-economic Status (SES) 
Another exposure examined in my study was SES. Mueller & Parcel153 defined SES as 
“the relative position of a family or individual on a hierarchical social structure, based on their 
access to or control over wealth, prestige and power.” Finding indicators to fully represent a 
person’s SES is very difficult. In this study I used NZDep. I also undertook sub-analyses using 
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the household income groups described below, but these are only included in Appendix Four: 
Household income and not in the main results.  
2.5.3.3.1 NZDep 
NZDep is an area-based deprivation index combining nine indicators surveyed in the 
Census (see Table 2-5).183–185 Each individual in the Census is assigned a deprivation score from 
one to ten, with one indicating least-deprived and ten most-deprived.183–185 Although 
individuals are given an NZDep score, the number refers to the area (meshblock) they live in. 
For instance, someone given a score of 10 lives in the most-deprived 10% of meshblocks in 
NZ.183–185 
Although there were some changes to the NZDep measurement over the three 
Censuses, NZDep as an SES-indicator was comparable over time.183–185 For this analysis, I 










Description of variable (in order of decreasing weight in the 
index) 
Communication 2013 People aged <65 with no access to the Internet at home 
2006, 
2001 
People with no access to a telephone 
Income 2013, 
2006 
People aged 18–64 receiving a means tested benefit 








People aged 18–64 unemployed 
2001 People aged 18–59 unemployed 
Qualification 2013, 
2006 
People aged 18–64 without any qualifications 
2001 People aged 18–59 without any qualifications 
Owned home 2013, 
2006, 
2001 
People not living in own home 
Support 2013, 
2006 
People aged <65 living in a single parent family 
2001 People aged <60 living in a single parent family 
Living space 2013, 
2006, 
2001 





People with no access to a car 
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2.5.4 Other variables included in regression models 
As mentioned above, I also undertook a logistic regression to control for variables that 
could potentially have been confounders in the association between gender and ST-use. As 
well as (prioritised) ethnicity and NZDep, I included the following variables in my regression 
models. These variables are all derived from fields on the Individual or Dwelling Census forms. 
I based the variables I included in my logistic regression on my causal diagram (Figure 
2-1). I could not model some variables from my causal diagram as no data was available: 
environmental consciousness; health consciousness; safety considerations; connecting with 
cultural identity associated with mode. For some variables of interest, I could only model proxy 
variables. I modelled dependent children, relationship status and household composition as a 
stand-in for household responsibilities. I modelled urban/rural location as a proxy for transport 
infrastructure, as well as factors more generally relating to location, as different places in NZ 
have different transport environments. I also could not model all aspects of SES. However, I 
modelled NZDep quintile as an area-level SES indicator, JEAH income group and household car 
access as potential household-level SES-indicators, and education and workforce status (part-
time/full-time) as potential individual-level SES indicators. International literature indicates SES 
at all these levels can affect transport modes, so including these other variables alongside the 
NZDep exposure enables controlling for SES-markers that are more directly linked to the 
individual respondent. I chose not to model occupation, although occupation data was 
available, as I found SNZ’s occupation categorisations too vague to be useful. 
Census year 
This variable is simply the specific Census the information came from. 
Age 
I created four age groups of thirteen years each: 18–30, 31–43, 44–56 and 57–69, 
based on age on Census night. 
Urban/rural location 
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SNZ provided multiple location variables based on answers to the question “Where do 




Table 2-6: Urban/rural location variables 
1 Main urban area 
2 Secondary urban area 
3 Minor urban area 
4 Rural centre 
5 Other rural 
6 Other (inland water, inlet, oceanic) 
7 Overseas – These people were excluded when I previously excluded people not 
resident in NZ on Census night.  
 
Household income (Jenson equivalised household income) 
I created the following equivalised income groups (at 2013 inflation levels): <$5,000 
(includes negative income), $5,000–$10,000; $10,001–$20,000; $20,001–$30,000; $30,001–
$50,000; $50,001–$70,000; $70,001–$100,000; $100,001–$150,000; and >$150,001. The 
Census includes questions on both individual and household income. I opted to examine 
household income. To ensure the household income data was a meaningful variable that could 
be compared across time, I undertook the following data-organising steps. 
I used Jenson equivalised household income rather than raw household income, 
because someone’s financial situation is dependent on their household size as well as the 
amount the household earns. For example a household of two and a household of ten both 
with raw annual household incomes of $40,000 would be in vastly different economic 
positions.187 The Jensen Scale is an attempt to address this issue: each household is given a 
rating taking into account number of adults and children in the household and the children’s 
ages.187 The unadjusted annual household income is then divided by the Jensen rating to 
calculate the Jensen Equivalised Annual Household (JEAH) Income.187 SNZ attached a JEAH 
income amount to each respondent, based on their household ID. I therefore based my 
household income variable on SNZ’s calculated JEAH income variable. 
I then inflation-adjusted Census 2001 and Census 2006 JEAH income data to be 
equivalent to Census 2013 income data using the Consumers Price Index.188 This allowed 
income to be comparable over time. 
Education 
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I followed SNZ’s recommendations, outlined in Appendix Three: Education variable, to 
create a standardised variable across the three Censuses, due to the introduction of NCEA in 
2002.189 I further simplified SNZ’s education categorisation, as shown in Table 2-7. 
Table 2-7: Education categorisation 
My study Census codes (Census 2013) 
No post-school qualification No post-school qualification 
Level 1, 2 or 3 certificate Level 1, 2 or 3 certificate 
Level 4, 5 or 6 certificate/diploma Level 4 certificate 
Level 5 diploma 
Level 6 diploma 
Bachelor degree or level 7 qualification Bachelor degree and level 7 qualification 





Workforce status referred to whether an individual was employed full-time (worked 
30+ hours per week) or part-time (worked at least one, but <30 hours per week).170–172 
Household car-access 
The Census collected data on number of motor-vehicles per private dwelling. Motor-
vehicle referred to cars, vans, station wagons, trucks or other vehicles used on public roads for 
private use.170–172 It did not include farm vehicles, motorbikes or scooters. The car-access 
variable counts motor-vehicles per dwelling from zero to three or more.170–172 
Household dependent children 
Dependent children referred to whether dependent children were present in the 
household. SNZ defined a dependent child as “a child in a family nucleus aged under 15 or aged 
15–17 and not employed full-time.”170–172 Using SNZ’s household composition variable, I 
created a binary variable, ‘Dependent child’, which included the following categories: No 
children in household; or Dependent children in household. 
Relationship status 
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I used SNZ’s “social relationship status” variable to classify relationship status in this 
study. The potential relationship status categories were as follows. 
Table 2-8: Relationship status variable 
1 Partnered, not further defined (nfd) 
2 [With a] Spouse 
3 [With a] Civil union partner 
4 [With a] De facto partner 
5 Non-partnered, nfd 
6 Non-partnered, separated (marriage or civil union) 
7 Non-partnered, divorced or dissolved (marriage or civil union) 
8 Non-partnered, widowed or surviving civil union partner 
9 Non-partnered, never married and never in a civil union 
10 Not stated 
 
Household composition 
The ‘household composition’ variable was derived from household composition 
categories. SNZ organised households into thirty household composition categories. I defined 
‘single parent’ as a household with one parent (including a “person in a parent role”) and at 
least one child.170–172 There were many other single parent household composition categories. 
For example, households containing two single parent families; households with a single parent 
family and another adult; and households with a single parent family and other relatives. 
However, I chose to exclude these other household compositions from my single parent 
definition as it was impossible to know whether other adults in the household had any 
childcare responsibilities. The household composition variable was coded as follows: no 
children in household; single parent; and two or more adults with child(ren). Further 
information on SNZ’s household composition variable is in Appendix Two: SNZ household 
composition variable. 
Transport mode used by other household members 
I created a variable to indicate whether another member (or members) of the 
household used the transport mode I was examining. It specified whether other household 
members bicycled, travelled by PT, or walked/jogged as their main mode of transport to work 
on Census day. 
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2.6 Analytical approach – Statistical methods 
2.6.1 Analysis 
For my main results, I calculated rates (prevalence) and rate ratios. The rate ratios 
compared women’s use of each mode to men’s. As well as rates and rate ratios comparing 
men and women overall in each transport mode, I calculated rates and rate ratios comparing 
men and women within ethnic groups and NZDep quintiles to investigate intersectional 
associations in ST-use. I calculated rates and rate ratios for cycling, PT-use, walking and total 
ST-use. Total ST-use comprises cycling, PT and walking. I also calculated rates and rate ratios 
for AT-use, combining cycling and walking rates. These are included in Appendix Five: Active 
transport use but not discussed in my main thesis as walking and cycling have very different 
gender associations, therefore combining them obfuscates the potential connection between 
gender and ST mode use. 
2.6.2 Age and ethnicity standardisation 
Age standardisation or age-adjustment is a strategy to address comparability issues 
across time or between groups.190 I used the 2013 study population as the standard population 
and age- and ethnicity-adjusted (using Priority Ethnicity) the 2001 and 2006 rates to this 
population. All rates were age-adjusted, and the only rates not ethnicity-adjusted were the 
Ethnicity rates, because the results were already stratified by ethnic group. 
I have not included confidence intervals in my rate and rate ratio calculations. The data 
analysed pertained to virtually the entire population studied, therefore finite population 
correction factors mean standard errors are virtually zero. 
My data analysis was done using Stata. 
2.6.3 Logistic regression 
I undertook a logistic regression to control for covariates. I also used a logistic 
regression to control for my secondary exposures and for eleven other variables. 
The regression models are outlined in Table 2-9. I based the variables I included in my 
logistic regression on my causal diagram (Figure 2-1). As noted above, I had insufficient data 
to model some variables on my causal diagram, but in some cases I modelled proxy variables. 
I used number of dependent children  
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Household responsibilities, for example, were a major theme in the literature but I 
could not control for divisions of household responsibilities within households; instead, I 
included number of dependent children within a household to approximate household labour. 
Number of dependent children does not fully capture the complexity of differences in 
household responsibilities and therefore, if this variable is viewed as a confounder, residual 
confounding is definitely present. Furthermore, many variables in the causal diagram could not 
be controlled for at all. For example, the Census did not offer a usable proxy for ‘cultural 
identity associated with transport mode,’ although qualitative research suggests it could be a 
significant factor in determining mode choice, especially for cycling 
 
I modelled each ST mode separately. My regression models produced adjusted odds 
ratios (with confidence intervals) for women compared to men for each transport mode. 
I used my secondary exposures (ethnicity and SES) in two ways in my logistic regression. 
Firstly, I controlled for them as potential confounders in the relationship between gender and 
ST-use, just as I controlled for the other variables in the model (specifically, I controlled for 
prioritised ethnicity in all four models, and for NZDep as well as other SES-variables in models 
2–4). This provided me with figures that were controlled for all examined variables except my 
primary exposure, gender. However, to answer my research questions about ethnicity/SES 
differences in the association between gender and ST-use, I also used interaction terms to 
produce figures controlled for all variables except gender and (prioritised) ethnicity, and for all 
variables except gender and NZDep. This gave me odds ratios comparing each ethnicity/NZDep 
quintile to the reference group (‘Other’ ethnicity and NZDep quintile one respectively) for 
women only and for men only. 
Finally, in order to answer my research questions on changes over time, I modelled the 
effect of the Census year on the odds of someone using the mode being investigated. 
Table 2-9: Regression analysis models 
Model name Variables included 
Model 1 Census year; age; urban/rural location; prioritised ethnicity 
Model 2 Variables in Model 1 + JEAH income; education; workforce status; car-
access; NZDep 
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Model 3 Variables in Model 2 + dependent children; relationship status; 
household composition 
Model 4 Variables in Model 3 + transport mode under examination used by other 
household member(s) 
 
2.6.4 Missing data 
I chose to exclude individuals with missing data in most instances. The one exception 
to this was when SNZ had imputed data. SNZ imputed four variables, sex, age, Census night 
usual residence meshblock, and workforce status, using various imputation techniques. For all 
other variables, they recorded missing data as “not stated,” which I chose to exclude. Most 
questions had very high response rates. 
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3 Chapter Three: Results 
3.1 Introduction 
This chapter outlines the key results from my study. I firstly outline the socio-
demographic characteristics of the study population, including the gender breakdown of 
people included and excluded at each step. I then report on the associations between gender 
and sustainable mode use, outlining rates and rate ratios comparing women and men’s rates 
of commuting by bicycle, PT, and walking (including jogging), and notable changes over the 
study period. I also report the results for my sub-analyses of associations between ethnicity, 
gender, and ST-use, and SES, gender and ST-use. Finally, I summarise the results of my logistic 
regression, in which I investigated interactions between ethnicity, gender and mode choice; 
SES, gender and mode choice; and changes in sustainable mode choice over the study period. 
3.2 Population 
This section explains my study population, drawn from the Census populations. As my 
research questions focused on gender, I have stratified some key socio-demographic groups 
by gender, including the groups included and excluded in my study. 
Figure 3-1 displays a flow chart of inclusion criteria in each Census, that is, the inclusion 
criteria for each of my three study populations, including counts of people included and 
excluded at each stage. I only included people in my study population who: were in their usual 
residence on Census night, were living in a private dwelling, were employed, were aged 18–
69, answered the travel-to-work question, and travelled to work on Census day (that is, worked 
on Census day and did not work from home). Once the exclusion criteria were applied, my 
study population was 1,202,007 (31.5% of the total Census population) for the 2001 cohort, 
1,408,410 (34.0% of total Census population) for 2006, and 1,470,432 (33.8% of total Census 
population) for 2013. There is an extra step in the flowchart for 2001 as CMS researchers 
provided the 2001 Census data set with people younger than 15 already excluded. 
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Figure 3-1: 2001, 2006 and 2013 (left to right) study population inclusion criteria 
 
There were more men in my study population due to the cumulative impacts of men 
being more likely to be employed and more likely to have travelled to work on Census day. 
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Table 3-1 illustrates the gender composition of included and excluded groups in my study 
population. The first section provides information on employment status, showing women 
were less likely to be employed across all three study years. ~65% of women (aged 18–69 living 
in private dwellings and in their usual residence) were employed, compared to 75%-78% of 
men. However, gender differences in employment rates slightly decreased between 2001 and 
2013, as demonstrated by the rate ratio of women’s employment levels to men’s employment 
creeping towards the null (0.84-0.84-0.86). Employed men and women had similarly high 
response rates to the travel-to-work question (>95% response rate). Women were 50%-60% 
more likely to have not travelled to work on Census day, as shown in the rate ratios comparing 
the percentage of women and men who did not travel-to-work. The final section of Table 3-1 
displays the gender composition of the final study population (people aged 18–69 who lived in 
private dwellings, were in their usual residence on Census night, were employed, answered 
the travel-to-work question and travelled to work on Census day). 
Table 3-1: Study population inclusions and exclusions by gender with female to male rate ratios 
 2001 2006 2013 
Number Percentage Number Percentage Number Percentage 
Number and % of women and men who were employed 
Female 732,417 64.23 855,306 66.06 892,440 63.92 
Male 821,187 77.64 942,606 78.21 960,756 74.68 
F:M ratio  0.83  0.84  0.86 
Number and % of employed women and men who answered travel-to-work question 
Female 709,737 96.90 817,758 95.61 866,457 97.09 
Male 792,162 96.47 896,868 95.15 926,739 96.46 
F:M ratio  1.00  1.00  1.01 
Number and % of employed women and men (who answered travel-to-work question) 
who did not travel to work on Census day 
Female 172,242 24.27 181,128 22.15 189,984 21.93 
Male 127,650 16.11 125,091 13.95 132,786 14.33 
F:M ratio  1.51   1.59  1.53 
Number and % of women and men in the final study population (employed women and 
men who answered travel-to-work question and travelled to work on Census day) 
Female 537,495 44.72 636,630 45.20 676,482 46.01 
Male 664,512 55.28 771,783 54.80 793,962 54.00 
F:M ratio  0.81  0.82  0.85 
Note: all totals in this table and subsequent tables have been random rounded. This table only includes people in their usual 
residence, private dwelling on Census night, aged 18–69. 
 86 
Table 3-2 and Table 3-3 display the ethnicity and NZDep groupings of my study 
population. Most people identified as ethnicities classified under the ‘Other’ ethnic group, 
which included NZ Europeans or Pākehā. The percentage of people identifying with ethnicities 
in the “Asian Peoples” category increased significantly (5.1%-8.3%-11.7%). Percentages 
identifying as Māori, Pacific Peoples and ‘Other’ remained similar each Census. Each ethnic 
group and NZDep quintile had similar gender compositions as the overall study population 
(women comprising 44-48%). While the NZDep quintiles are equal in size in the overall NZ 
population, they were not equal in size in my study population. In all years, larger proportions 
of the population were in the less-deprived quintiles than the more-deprived (ranging from 
~23.5% for Quintile One to ~14.5% for Quintile Five). This is due to the exclusion of unemployed 
people and people living in non-private dwellings, who were more likely to be in the most-
deprived quintiles.E 
Table 3-2: Study population socio-demographic information: total ethnicity 
 2001 2006 2013 
Number % Number % Number % 
Māori 
Total 127,761 10.63 157,296 11.17 164,211 11.17 
Female 58,272 45.61 73,833 46.94 79,092 48.16 
Male 69,486 54.39 83,466 53.06 85,110 51.83 
Pacific 
Peoples 
Total 54,087 4.50 68,781 4.88 75,720 5.15 
Female 24,582 45.45 31,176 45.33 34,587 45.68 
Male 29,508 54.56 37,602 54.67 41,139 54.33 
Asian 
Peoples 
Total 61,665 5.13 116,529 8.27 172,572 11.74 
Female 28,725 46.58 55,080 47.27 80,070 46.40 
Male 32,940 53.42 61,446 52.73 92,502 53.60 
Other 
Total 956,859 79.61 1,146,231 81.38 1,159,029 78.82 
Female 425,802 44.50 517,569 45.15 533,883 46.06 
Male 531,057 55.50 628,656 54.85 625,146 53.94 
Note: The percentages in this table do not add up to 100%, as this table shows ‘total ethnicity’ ethnicity categorisation. 
 
 
E This imbalance in the NZDep quintiles may also be partially because children are more likely to be in more-
deprived quintiles. 
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Table 3-3: Study population socio-demographic information: NZDep 
 2001 2006 2013 




Total 287,688 23.95 325,416 23.11 345,684 23.52 
Female 127,002 44.15 144,150 44.30 156,687 45.33 




Total 268,149 22.32 308,583 21.92 326,196 22.19 
Female 120,030 44.76 139,311 45.15 150,267 46.07 




Total 248,250 20.66 293,769 20.86 307,032 20.89 
Female 111,555 44.94 133,830 45.56 141,624 46.13 




Total 223,590 18.61 270,396 19.20 278,376 18.94 
Female 100,959 45.15 123,726 45.76 128,976 46.33 




Total 173,754 14.46 209,805 14.90 212,451 14.46 
Female 77,742 44.74 95,430 45.49 98,619 46.42 
Male 96,021 55.26 114,375 54.51 113,835 53.58 
 
3.3 Main results 
In this section I report the overall results for my first two research questions: what is 
the association between gender and ST-use and has this association changed over time? These 
answers are nuanced below by the addition of ethnicity and SES intersections to my analysis. 
For each of the three ST modes, I firstly report on rates of use of each mode by gender. I then 
discuss rate ratios comparing women’s and men’s use of each mode. I also discuss notable 
changes over time in both rates and rate ratios. However, before summarising these main 
results, I outline the overall travel-to-work responses for each Census.  
3.3.1 Main travel-to-work modes 
Table 3-4 displays the main travel-to-work modes from the three Censuses for the 
entire study population. PMV was by far the most common main transport mode: over three 
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quarters of commuters drove PMVs to work on each Census day. In addition, ~5% commuted 
as PMV-passengers and 1–2% commuted by motorcycle (or powered cycle) in each Census. 
The three sustainable modes I examined –cycling, PT, and walking (including jogging) – 
were not commonly used main modes for commuting to work, especially compared to PMV. 
Walking/jogging to work was the second-most commonly used transport mode, but it still only 
accounted for <6.5% of mode share, without much change across the three Censuses. PT was 
third, with 5.3% in 2001 and 2006, increasing slightly to 5.7% in 2013. Cycling was the least 
common mode examined, as low as 2.3% in 2006, but increasing to 2.8% in 2013. 
Table 3-4: Travel-to-work by main mode with totals and rates 
  






Public Transport 60,240 5.01 5.28 72,513 5.15 5.28 83,946 5.71 
Bicycle 35,310 2.94 2.63 34,188 2.43 2.27 41,367 2.81 
Walked or jogged 77,307 6.43 6.41 89,256 6.34 6.34 93,318 6.35 
PMV 940,737 78.26 78.33 1,107,222 78.61 78.59 1,144,056 77.8 
Motorcycle or powered 
cycle 15,585 1.30 1.16 18,096 1.28 1.19 24,942 1.7 
PMV-passenger 63,768 5.31 5.43 76,335 5.42 5.15 67,806 4.61 
Other 9,057 0.75 0.77 10,803 0.77 0.76 14,994 1.02 
Total 1,202,004     1,408,413     1,470,429    
 
2001 and 2006 adjusted rates are age and ethnicity adjusted to age and ethnicity distribution of 2013 Census. 
Note: populations in this table have been random rounded so totals may not entirely add up. 
 
3.3.2 Gender and cycling 
Across the study period, men were significantly more likely than women to cycle, but 
commuter-cycling was not a widely used mode by either men or women. As displayed in Table 
3-5, men’s cycling rates were 3-4% in each Census while women’s rates did not reach 2%. 
However, commuter-cycling increased, especially for women, over time. Women’s rates 
increased from 1.3% in 2001 to 1.7% in 2013. Men’s rates also increased slightly (3.6%-3.7%). 
However, the increase was not constant for either gender: rates decreased between 2001 and 
2006 before increasing in 2013. 
As women’s commuter-cycling increased more than men’s over the study period, 
gender difference narrowed slightly. The rate ratio, comparing women’s commuter-cycling 
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rates to men’s, increased from 0.38 in 2001 to 0.46 in 2013 (Table 3-5). A rate ratio of 1.00 
indicates no gender difference in cycling. Therefore, this increase suggests commuter-cycling 
rates became more gender-equal over time. Moreover, this rate ratio increase was gradual 
across the study period, even as rates fell and then rose between Censuses. Nonetheless, NZ 
was still far from gender-equal in cycling rates: in 2013, men still cycled at over double the rate 
of women. 
Table 3-5: Cycling to work by gender 
  
2001 2006 2013 
Total Rate Adjusted Rate Total Rate Adjusted Rate Total Rate 
Female 8,280 1.54 1.35 8,793 1.38 1.29 11,709 1.73 
Male 27,030 4.07 3.59 25,395 3.29 3.08 29,664 3.74 
F:M ratio     0.38     0.42   0.46 
 
2001 and 2006 adjusted rates are age and ethnicity adjusted to age and ethnicity distribution of 2013 Census. 
Note: populations in this table have been random rounded so totals may not entirely add up. 
 
3.3.3 Gender and public transport 
Across all three Censuses, women were substantially more likely than men to commute 
by PT, though this gap slightly narrowed in 2013. As illustrated in Table 3-6, ~7% of women in 
the study population used PT compared to <5% of men. PT-commuting did increase slightly for 
both men and women between 2006 and 2013, after decreasing slightly between 2001 and 
2006. Overall, both rates grew (4.0%-4.6% for men; 6.9%-7.0% for women). 
Because men’s PT-use increased more significantly, gender difference decreased over 
time, but women remained more likely than men to use this mode. The rate ratios show 
women were ~70% more likely to use PT in 2001 and 2006 and ~50% more likely in 2013.  
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Table 3-6: Traveling to work using public transport by gender 
  
2001 2006 2013 
Total Rate Adjusted 
Rate 
Total Rate Adjusted 
Rate 
Total Rate 
Female 34,707 6.46 6.85 42,282 6.64 6.78 47,328 7.00 
Male 25,533 3.84 4.01 30,228 3.92 3.99 36,618 4.61 
F:M Ratio     1.71     1.70   1.52 
 
2001 and 2006 adjusted rates are age and ethnicity adjusted to age and ethnicity distribution of 2013 Census. 
Note: populations in this table have been random rounded so totals may not entirely add up. 
 
3.3.4 Gender and walking (and jogging) 
Women were more likely than men to walk or jog to work. ~8% of women in the study 
population walked to work on Census day compared to only ~5% of men, as shown in Table 
3-7. Over the study period, women’s walking rates slightly declined (7.8%-7.7%-7.6%). Men’s 
walking dropped and then recovered (5.3%-5.1%-5.3%). 
The small changes in commuter-walking among women and men meant gender 
difference slightly decreased. The rate ratios demonstrate that women were ~50% more likely 
to walk to work than men in 2001 and 2006 and ~40% more likely in 2013.  
Table 3-7: Walking (and jogging) to work by gender 
  








Female 41,778 7.77 7.78 49,491 7.77 7.73 51,168 7.56 
Male 35,529 5.35 5.29 39,762 5.15 5.12 42,153 5.31 
F:M Ratio     1.47     1.51   1.42 
 
2001 and 2006 adjusted rates are age and ethnicity adjusted to age and ethnicity distribution of 2013 Census. 
Note: populations in this table have been random rounded so totals may not entirely add up. 
3.3.5 Gender and total sustainable transport use 
Table 3-8 totals all sustainable modes, showing women were more likely than men to 
commute using ST overall. This is because of women’s higher walking and PT rates and the 
overall low levels of cycling, the one mode where men had higher rates. 
 91 
Total ST-use increased between 2001 and 2013 for both women and men. Both 
genders experienced decreases between 2001 and 2006 and increases to beyond 2001 levels 
in 2013. Men’s ST-use increased more than women’s ST-use over the study period, although 
ST-use increased less than 1% for both genders. The gender difference in total ST-use also 
decreased across the study period, despite increasing between 2001 and 2006.  
Table 3-8: Total ST-use by gender 
  








Female 84,765 15.77 15.98 100,566 15.79 15.80 110,205 16.29 
Male 88,092 13.26 12.89 95,385 12.36 12.19 108,435 13.66 
F:M Ratio     1.24     1.30   1.19 
2001 and 2006 adjusted rates are age and ethnicity adjusted to age and ethnicity distribution of 2013 Census. 
Note: populations in this table have been random rounded so totals may not entirely add up. 
 
3.4 Ethnicity and socio-economic status (NZDep) sub-analyses 
Four of my research questions focus on potential interactions between sustainable 
mode choice, gender and other socio-demographic and socio-economic characteristics (Table 
3-9). In this section I report the results of my ethnicity and SES sub-analyses which attempted 
to answer those research questions. I mostly focus on women’s ST-use in each ethnic group 
and NZDep quintile. I also discuss rate ratios comparing women’s and men’s rates of each ST 
mode within each sub-group, and changes over time. 
Table 3-9: Research questions 3-6 focusing on potential interactions between gender, sustainable transport use and socio-
demographic/socio-economic characteristics 
3 Does ethnicity affect the association between gender and sustainable transport in NZ? 
4 How have these associations changed over time? 
5 Does SES affect the association between gender and sustainable transport in NZ? 
6 How have these associations changed over time? 
 
3.4.1 Ethnicity, gender and cycling 
Differences in cycling across ethnic groups 
While there were differences in commuter-cycling rates across the four ethnic groups, 
the gender patterns in mode use observed in the overall study population were also present 
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in the ethnicity sub-analyses. As demonstrated in Table 3-10, cycling rates were low regardless 
of gender or ethnicity. Moreover, regardless of ethnic group, men were more likely to cycle to 
work than women. 
However, taking into account these overall trends, the association between gender and 
cycling did differ by ethnic group. Pacific women and Asian women had the lowest cycling rates, 
never reaching 1%. ‘Other’ women and Māori women had comparatively higher cycling rates, 
between 1-2%. Similar trends were found among men in each ethnic group: ‘Other’ and Māori 
men had higher cycling rates than Asian and Pacific men. 
Changes over time in cycling rates across the ethnic groups 
There were changes over time in cycling rates among women and men within each 
ethnic group, but the direction of change differed among the groups. Overall in each ethnic 
sub-group, cycling decreased between 2001 and 2006, for both men and women. However, 
for Asian and ‘Other’ women, cycling rates then increased in 2013 to above 2001 levels, 
whereas cycling rates did not recover to 2001 levels for Pacific or Māori women. Pacific women 
and Asian women both had very low cycling rates across the whole study period. Different 
trends occurred among women in the two ethnic groups with higher cycling rates (Māori and 
‘Other’). In 2001, Māori women and ‘Other’ women had similar cycling rates of ~1.5%. 
However, they diverged over time. ‘Other’ women’s cycling rates increased to 2.0% by 2013, 
while Māori women’s rates decreased to 1.3% by 2013. 
These changes were largely mirrored by the men in each ethnic group. Māori and 
Pacific men’s cycling decreased overall across the study period, whereas ‘Other’ men’s cycling 
increased (see Table 3-10 for specific rates). Asian men’s cycling rate did not, however, show 
the same increase as that of their female counterparts. 
Gender differences in cycling within each ethnic group 
Within each ethnic group, as within the whole study population, men were far more 
likely to cycle to work than women, as shown by the rate ratios in Table 3-10. However, the 
rate ratios measuring gender difference varied between ethnic groups. Pacific Peoples had the 
largest cycling gender difference. Their rate ratios did not exceed 0.30 in any Census, meaning 
Pacific men were more than triple as likely to commuter-cycle as Pacific women. Asian Peoples 
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and ‘Other’ had the smallest cycling gender differences, despite having very different cycling 
rates. However, even in these groups with lower gender differences, men were far more likely 
to cycle than their female counterparts. For example, Asian Peoples in 2013 had the smallest 
gender gap in commuter-cycling in this sub-analysis, but Asian men were still almost twice as 
likely as Asian women to cycle (rate ratio of 0.52). Gender differences did slightly decrease over 
the study period, as shown by each ethnic group’s rate ratio moving closer to 1.00 between 
2001 and 2013. 
Table 3-10: Cycling by ethnic group, gender and Census year 
  
2001 2006 2013 
Total Rate Adjusted 
Rate 




Female 921 1.58 1.52 795 1.08 1.07 1,044 1.32 
Male 3,312 4.77 4.55 2,667 3.20 3.14 3,111 3.66 
F:M 
ratio     0.33     0.34   0.36 
Pacific 
Peoples 
Female 144 0.59 0.51 147 0.47 0.45 159 0.46 
Male 690 2.34 2.27 597 1.59 1.59 795 1.93 
F:M 
ratio     0.23     0.29   0.24 
Asian 
Peoples 
Female 135 0.47 0.44 255 0.46 0.43 522 0.65 
Male 399 1.21 1.26 630 1.03 1.02 1,167 1.26 
F:M 
ratio     0.35     0.42   0.52 
Other 
Female 7,056 1.66 1.55 8,031 1.55 1.49 10,662 2.00 
Male 22,518 4.24 3.97 22,698 3.61 3.5 26,367 4.22 
F:M 
ratio     0.39     0.43   0.47 
 
2001 and 2006 adjusted rates are age and ethnicity adjusted to age and ethnicity distribution of 2013 Census. 
Note: populations in this table have been random rounded so totals may not entirely add up. 
 
3.4.2 Ethnicity, gender and public transport 
Differences in public transport use across ethnic groups 
As was found in the overall study population, women, regardless of ethnicity, were 
more likely than men to commute by PT. However, despite this overall disparity, there were 
large differences in PT rates among the ethnic groups. Pacific women and Asian women had 
higher PT-use, with rates of ~12%-15%. Māori women and ‘Other’ women had lower rates (5-
6%). Men within each ethnic group had similar trends in PT-use: Pacific and Asian men had 
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higher rates while Māori and ‘Other’ men had lower rates. Within each ethnic group, men’s PT 
rates were lower than those of their female counterparts, but when comparing between ethnic 
groups, some men’s rates were higher than some women’s rates. Pacific men, especially in 
2001, and Asian men in all Censuses had higher rates of PT-commuting than ‘Other’ and Māori 
women in the same years. Table 3-11 outlines specific rates. 
Changes over time in public transport rates across the ethnic groups 
PT-commuting rates changed over time for men and women in each ethnic group, but 
the direction of change differed by ethnic group. PT-use declined among Māori women and 
Pacific women over the study period but increased among Asian women and ‘Other’ women. 
Pacific women had a noticeably sharp PT-use decline, from the comparatively high rate of 
15.8% in 2001 to 11.6% in 2006, before recovering slightly to 12.1% in 2013. Asian women also 
had high PT rates, which increased over time (13.5%-14.5%-14.3%). As previously discussed, 
Māori women and ‘Other’ women had lower PT rates (ranging between 5.3% and 6.3%). 
However, Māori women’s PT-use declined slightly (6.3%-5.4%-5.7%), whereas ‘Other’ 
women’s PT-use increased slightly (5.3%-5.5%-5.8%). Although the direction of change 
differed by ethnic group, the overall trends of Asian and Pacific women having high PT-usage 
and Māori and ‘Other’ women having lower usage remained consistent, indicating that, despite 
changes, ethnicity is still strongly associated with PT-commuting. Men within each ethnic group 
had similar trends to their female counterparts regarding changes in PT-use over time. 
Gender differences in public transport within each ethnic group 
Women, regardless of ethnicity, were more likely to travel-to-work by PT over the study 
period, as shown by the rate ratios in Table 3-11. However, the degree of gender differences 
in PT-use varied by ethnic group. Overall, gender differences in PT-use were largest among 
Pacific Peoples and smallest among ‘Other’ peoples. This range in gender difference between 
ethnic groups widened over time. In 2001 all ethnic groups’ gender differences in PT were 
relatively similar (all ethnic groups’ rate ratios were 1.6-1.94) but by 2013, PT-use was even 
more significantly gendered among Pacific Peoples (women now more than twice as likely to 
use PT) while gender differences had decreased among the other three ethnic groups (rate 
ratios of 1.38-1.74). 
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Table 3-11: Public transport use by ethnic group, gender and Census year 
 









Female 3,888 6.67 6.34 4,074 5.52  5.38 4,530 5.73 
Male 2,535 3.65 3.46 2,409 2.89  2.81 2,925 3.44 
F:M ratio     1.83     1.92   1.67 
Pacific 
Peoples 
Female 3,978 16.18  15.80 3,630 11.64  11.56 4,200 12.14 
Male 2,439 8.27  8.16 2,142 5.70  5.69 2,385 5.8 
F:M ratio     1.94     2.03   2.09 
Asian 
Peoples 
Female 3,897 13.57  13.46 8,181 14.85  14.52 11,475 14.33 
Male 2,370 7.19  7.37 4,569 7.44  7.43 7,632 8.25 
F:M ratio     1.83     1.95   1.74 
Other 
Female 23,058 5.42  5.31 29,301 5.66 5.52 30,786 5.77 
Male 18,162 3.42  3.32 22,749 3.62 3.54 26,061 4.17 
F:M ratio     1.60     1.56   1.38 
 
2001 and 2006 adjusted rates are age and ethnicity adjusted to age and ethnicity distribution of 2013 Census. 
Note: populations in this table have been random rounded so totals may not entirely add up. 
 
3.4.3 Ethnicity, gender and walking (and jogging) 
Differences in walking (and jogging) across ethnic groups 
Women, regardless of ethnicity, were more likely than men to walk to work, although 
walking rates of walking differed between ethnic groups, indicating there is some association 
between ethnicity and walking to work. Table 3-12 displays walking to work totals, rates and 
ratios for women and men in each ethnic group. Pacific women had the lowest walking rates 
among women, regardless of Census (rates of 5.9%-6.8%). As there were changes in rates 
among Māori, Asian and ‘Other’ women, it is more difficult to summarise clear trends for these 
ethnic groups. Overall, Māori women had higher rates (8.1%-9.3%), while ‘Other’ women had 
lower rates (7.3%-7.7%). Asian women’s walking rate in 2001 was relatively low at 7.5% but it 
increased gradually to 9.6% in 2013 (the highest walking rate for any ethnic group in any 
Census). Men within each ethnic group were less likely to walk than their female counterparts. 
Pacific men were least likely to walk, whereas the other three groups had quite similar walking 
rates for men. 
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Changes over time in walking rates across the ethnic groups 
Commuter-walking steadily declined between 2001 and 2013, regardless of gender, 
among all ethnic groups except Asian Peoples whose walking rates increased. Among Māori 
and Pacific women, walking decreased by ~1% between 2001 and 2013; among ‘Other’ women 
the decrease was more modest, from 7.6% to 7.3%. As previously described, Asian women’s 
walking rates were relatively low in 2001 but they increased steadily and reached 9.6% in 2013. 
Asian men’s walking also increased (5.1%-6.9%). 
Gender differences in walking within each ethnic group 
As Table 3-12’s rate ratios illustrate, within each ethnic group, women were more likely 
than their male counterparts to walk to work. The rate ratios comparing women’s commuter-
walking to men’s were quite similar across ethnic groups and, therefore, quite similar to the 
overall study population’s rate ratios (see Table 3-7). For example, in 2013 Asian Peoples had 
the smallest commuter-walking gender difference (rate ratio of 1.39), while Māori had the 
largest gender difference (rate ratio of 1.52). This range of rate ratios among ethnicities is 
smaller than the equivalent ranges in cycling and PT-use. 
Gender differences in commuter-walking changed over time among the ethnic groups, 
in slightly different ways, but no changes were as dramatic as those observed, for example, in 
cycling by Asian Peoples. In each ethnic group, gender difference in walking increased between 
2001 and 2006 and then decreased between 2006 and 2013. However, the increase and 
decrease added up to an overall increase in gender difference across the study period for some 
ethnic groups and an overall decrease for others. Gender difference increased from 2001 to 
2013 among Māori and Pacific Peoples: significantly so for Pacific Peoples, among whom 
women were 40% more likely to walk to work in 2001 but >50% more likely in 2013. 
Meanwhile, commuter-walking became more gender-equal among Asian Peoples and the 
‘Other’ ethnic group. This was most significant for Asian Peoples whose overall movement was 
the opposite to that of Pacific Peoples: Asian women were ~50% as likely to walk as men in 
2001 and ~40% as likely in 2014. Overall, despite these slight ethnic differences and changes 
over time, women were between 39% and 62% more likely to walk than men in every ethnic 
group, every Census. 
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Table 3-12: Walking (and jogging) by ethnic group, gender and Census year 
  









Female 5,400 9.27 9.31 6,213 8.41 8.42 6,426 8.12 
Male 4,374 6.29 6.22 4,443 5.32 5.27 4,563 5.36 
F:M ratio     1.50     1.60   1.52 
Pacific 
Peoples 
Female 1,650 6.71 6.84 1,866 5.99 6.07 2,046 5.92 
Male 1,455 4.93 4.90 1,524 4.05 4.04 1,608 3.91 
F:M ratio     1.40     1.50   1.51 
Asian 
Peoples 
Female 2,115 7.36 7.53 4,980 9.04 8.94 7,653 9.56 
Male 1,587 4.82 5.06 3,366 5.48 5.51 6,348 6.86 
F:M ratio     1.49     1.62   1.39 
Other 
Female 32,556 7.65 7.67 39,735 7.68 7.62 38,841 7.28 
Male 27,966 5.27 5.26 32,595 5.18 5.14 32,403 5.18 
F:M ratio     1.46     1.48   1.40 
2001 and 2006 adjusted rates are age and ethnicity adjusted to age and ethnicity distribution of 2013 Census. 
Note: populations in this table have been random rounded so totals may not entirely add up. 
 
3.4.4 Ethnicity, gender and total sustainable transport use  
Differences in total ST-use across ethnic groups 
As Table 3-13 shows, total ST-use varied greatly by ethnicity and gender. For example, 
in 2013, Asian women’s total ST-use was 24.5%, more than twice Pacific men’s ST-use of 11.6%. 
However, despite this variation, ST was not widely used by any ethnicity or gender throughout 
the study period. 
Changes over time in total ST-use across the ethnic groups 
The ST ethnicity sub-analysis shows significant ethnic differences exist in ST, but these 
changed over time. Asian Peoples and ‘Other’s’ ST-use increased while Pacific Peoples and 
Māori’s ST-use decreased. Overall, Asian Peoples and Pacific Peoples had the highest ST-use, 
however these two groups showed different change over time. In 2001, Pacific Peoples had 
the highest ST rates among both women and men, but this declined, especially for men. In 
2013, Pacific women still had the second-highest total ST-use in the gender/ethnicity sub-
analysis, but Pacific men had the lowest total ST rate. In 2001, Asian women had the second-
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highest total ST-use in the sub-analysis, and Asian men had the third-highest total ST-use 
among men. In 2013, Asian Peoples had easily the highest total ST rates among both women 
and men. In fact, Asian men’s ST-use was higher than that of ‘Other’ and Māori women as well 
as all other groups of men, while still well below Asian women. 
Gender differences in total sustainable transport within each ethnic group 
Gender differences in ST-use also varied by ethnicity. By 2013, ‘Other’ women were 
~10% more likely than ‘Other’ men to commute by ST, whereas Pacific women were ~60% 
more likely than Pacific men. Interestingly, Asian Peoples’ high ST-use was despite wide gender 
difference. Asian women were 50% more likely than Asian men to commute by ST in 2013.  
Table 3-13: Total ST-use by ethnic group, gender and Census year 
 
2001 2006 2013 
Total Rate 
Adjusted 
Rate Total Rate 
Adjusted 
Rate Total Rate 
Māori 
Female 10,209 17.52 17.17 11,082 15.01 14.87 12,000 15.17 
Male 10,221 14.71 14.23 9,519 11.41 11.22 10,599 12.46 
F:M ratio     1.21     1.33   1.22 
Pacific 
Peoples 
Female 5,772 23.48 23.15 5,643 18.10 18.08 6,405 18.52 
Male 4,584 15.54 15.33 4,263 11.34 11.32 4,788 11.64 
F:M ratio     1.51     1.60   1.59 
Asian 
Peoples 
Female 6,147 21.40 21.43 13,416 24.35 23.89 19,650 24.54 
Male 4,356 13.22 13.69 8,565 13.95 13.96 15,147 16.37 
F:M ratio     1.57     1.71   1.50 
Other 
Female 62,670 14.73 14.53 77,067 14.89 14.63 80,289 15.05 
Male 68,646 12.93 12.55 78,042 12.41 12.18 84,831 13.57 
F:M ratio     1.16     1.20   1.11 
2001 and 2006 adjusted rates are age and ethnicity adjusted to age and ethnicity distribution of 2013 Census. 
Note: populations in this table have been random rounded so totals may not entirely add up. 
 
3.4.5 Socio-economic status (NZDep), gender and cycling 
Differences in cycling across NZDep quintiles 
Men were more likely to cycle compared to women within each NZDep quintile. This 
trend was also found when examining cycling and gender in the entire study population and 
the ethnicity sub-analysis. However, as well as being associated with men, cycling was also 
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associated with deprivation. As Table 3-14 shows, among women and men in each Census, 
people in the more-deprived quintiles were more likely to commute by bicycle while people in 
the less-deprived quintiles were less likely. In 2001 and 2006, both women’s and men’s cycling 
rates increased consistently as deprivation increased. In 2013, the same patterns were 
observable for quintiles one through four. However, the most-deprived quintile (quintile five) 
had low cycling rates, especially for women, who cycled almost as little as the most-deprived 
quintile in 2013 (1.6% compared to 1.5%). This trend indicates that although higher deprivation 
is associated with higher commuter-cycling rates, there is a contrasting pattern in the most-
deprived 20% of commuters in 2013 that would be worth monitoring in future research. 
Changes over time in cycling rates across the NZDep quintiles 
While cycling was more common among men and more common in more-deprived 
quintiles in each Census, cycling rates changed slightly over the study period. Most notably, 
the difference in cycling rates between the most-deprived and least-deprived quintiles 
lessened between 2001 and 2013 because cycling rates decreased among the most-deprived 
quintile and increased among less-deprived quintiles. Cycling rates among women in quintiles 
one to four increased over time to various extents, most significantly for quintile one, where 
women’s rates steadily increased from <1% in 2001 to 1.5% in 2013. In contrast, cycling rates 
for women in quintile five steadily decreased between 2001 and 2013, from 1.9% to 1.6%. 
Men’s cycling rates followed a similar, increasing for less-deprived quintiles and decreasing for 
more-deprived. Men’s cycling actually decreased in every quintile in 2006, but this decrease 
continued to 2013 only in quintile five. In the other quintiles, men’s cycling rates recovered in 
2013, to higher rates than 2001 in quintiles one to three, especially quintile one. 
Gender differences in cycling within each NZDep quintile 
Across each NZDep quintile and each study year, men were between two and three 
times as likely to cycle to work compared to women. However, within this overall pattern, the 
degree of gender difference differed slightly between deprivation quintiles, in varying ways 
between the three Censuses, as shown by the variations in rate ratios in Table 3-14. Cycling 
rates became steadily more gender-equal over time in all quintiles except quintile five, the 
most-deprived. This slightly changed the relationship between deprivation and gender-
inequality in cycling. In 2001, the biggest difference in cycling between women and men was 
 100 
found in the least-deprived quintile, where men were approximately triple as likely to cycle to 
work as their female counterparts, and the smallest gender difference was found in the most-
deprived quintile, where men were 2.4 times as likely to cycle (rate ratio of 0.42). In 2006, the 
same trend was just visible, but the five quintiles had very similar rate ratios (0.41–0.43). 
However, in 2013, the biggest gender difference in cycling was found in the most-deprived 
quintile (though the least-deprived was close behind – rate ratios of 0.42 and 0.43 
respectively). The middle three quintiles in 2013 had smaller gender differences in cycling (rate 
ratios of 0.48–0.49). 
To summarise, the most important patterns in gender differences in cycling are that 
men were far more likely to cycle than women regardless of NZDep quintile or Census year, 
that cycling became more gender-equal over time for all quintiles but quintile five, and that 
the range of rate ratios between deprivation quintiles was not very vast in any Census. 
Table 3-14: Cycling by NZDep, gender and Census year 
  











Female 1,326 1.04 0.91 1,548 1.07 0.99 2,415 1.54 
Male 4,788 2.98 2.67 4,719 2.60 2.39 6,801 3.60 




Female 1,671 1.39 1.19 1,875 1.35 1.21 2,544 1.69 
Male 5,493 3.71 3.27 5,313 3.14 2.88 6,162 3.50 




Female 1,938 1.74 1.48 2,061 1.54 1.40 2,706 1.91 
Male 6,111 4.47 3.87 5,742 3.59 3.32 6,462 3.91 




Female 1,950 1.93 1.66 1,935 1.56 1.50 2,496 1.94 
Male 6,063 4.94 4.26 5,514 3.76 3.59 5,976 4.00 




Female 1,398 1.80 1.87 1,377 1.44 1.66 1,533 1.55 
Male 4,569 4.76 4.46 4,101 3.59 3.88 4,242 3.73 
F:M ratio     0.42     0.43   0.42 
 
2001 and 2006 adjusted rates are age and ethnicity adjusted to age and ethnicity distribution of 2013 Census. 
Note: populations in this table have been random rounded so totals may not entirely add up. 
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3.4.6 Socio-economic status (NZDep), gender and public transport 
Differences in public transport use across NZDep quintiles 
As was found in the overall study population and the ethnicity sub-analysis, women 
across the SES spectrum were more likely than men to commute using PT. Table 3-15 shows 
the totals, rates and rate ratios of PT-use across the NZDep quintiles. Among women in 2001 
and 2006, there was no observable association between NZDep and PT-use. The range of rates 
of PT-commuting between the quintiles was very small among women (rates between 6.6%-
7.0%) and almost identical in quintiles one and five. In 2013, a rough social gradient appeared 
in PT-use among women, with quintile one (least-deprived) least likely to use PT (rate of 6.4%), 
and quintile five (most-deprived) most likely (rate of 7.4%) – however, quintile two was second 
(7.3%). 
Among men, there was an observable association in the opposite direction to that seen 
among women in 2013. In all three study years, men in quintile one (least-deprived) were most 
likely to use PT, while men in quintiles four and five (most-deprived) were least likely. For 
example, in 2013, 4.9% of men in quintile one commuted using PT compared to 4.2% of men 
in quintile five. However, there was not a large difference between quintiles: the widest range 
was in 2006, when 4.6% of quintile one men used PT compared to 3.6% of quintile five men. 
Changes over time in public transport use rates across the NZDep quintiles 
For most quintiles, women’s PT-use increased. The exception was women in the least-
deprived quintile, whose PT-use declined in 2013 (rates of 6.9%-7.0%-6.4%). For the other 
quintiles, women’s PT rates increased, gradually for most quintiles. This decline in PT-
commuting among the least-deprived women and increase among more-deprived women 
meant a social gradient emerged in women’s PT-use in 2013 that was not previously 
discernible. Men’s PT-use increased across each quintile between 2001 and 2013, with the 
bulk of these increases seen between 2006 and 2013. 
Gender differences in public transport within each NZDep quintile 
Women were more likely to commute by PT compared to men, as shown by the rate 
ratios in Table 3-15. However, the extent to which women were more likely to use PT varied 
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by NZDep quintile. Gender differences in PT-use were most significant for the most-deprived 
quintile: quintile five women were almost twice as likely to use PT as their male counterparts. 
In contrast, the least-deprived quintile had the smallest PT gender difference: quintile one 
women were ~30%-50% more likely to commute using PT than quintile one men. Gender 
differences in PT-use decreased over time, especially between 2006 and 2013, for all five 
quintiles. 
Table 3-15: Public transport use by NZDep, gender and Census year 
  











Female 7,704 6.07  6.92 8,769 6.08  6.97 10,086 6.44 
Male 6,768 4.21  4.59 7,662 4.23  4.63 9,351 4.95 




Female 7,080 5.90  6.59 8,985 6.45  6.86 10,953 7.29 
Male 5,358 3.62  3.96 6,579 3.89  4.07 8,646 4.91 




Female 7,038 6.31  6.82 8,994 6.72  6.85 9,924 7.01 
Male 4,881 3.57  3.80 6,219 3.89  3.94 7,578 4.58 




Female 6,684 6.62  6.77 8,571 6.93  6.70 9,045 7.01 
Male 4,386 3.58  3.55 5,457 3.72  3.65 6,198 4.15 




Female 6,201 7.98  6.95 6,954 7.29  6.97 7,299 7.40 
Male 4,134 4.31  3.79 4,299 3.76  3.61 4,833 4.25 
F:M ratio     1.83     1.93   1.74 
 
2001 and 2006 adjusted rates are age and ethnicity adjusted to age and ethnicity distribution of 2013 Census. 
Note: populations in this table have been random rounded so totals may not entirely add up. 
 
3.4.7 Socio-economic status (NZDep), gender and walking 
Differences in walking (and jogging) across NZDep quintiles 
Table 3-16 shows there was a clear association between deprivation and walking to 
work, as well as the clear association between female gender and walking to work mentioned 
above. Women were far more likely to commuter-walk than men in each NZDep quintile, and 
women and men in more-deprived quintiles were more likely to walk to work. In each Census, 
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women in quintile five were the most likely gender/SES sub-group to walk, with rates of 11.8%, 
12.8% and 10.7%, followed by women in quintiles three and four. Across each Census, quintile 
one men were least likely to walk, followed by quintile one women. 
Changes over time in walking (and jogging) rates across the NZDep quintiles 
Walking to work decreased in both the most- and least-deprived quintiles, and were 
steady in the other quintiles. Women’s walking rates declined gradually in the least-deprived 
quintile (4.0%-3.7%-3.6%) and unevenly in the most-deprived quintile (11-9%-12.2%-10.7%). 
Walking rates among women in quintiles two to four did not change much. Men in each 
quintile had similar trends to their female counterparts, except that men’s walking increased 
between 2006 and 2013 in quintile four and stayed steady in quintile five. 
Gender differences in walking (and jogging) within each NZDep quintile 
Women were more likely than men to walk to work regardless of NZDep quintile, as 
shown by the rate ratios in Table 3-16. As Table 3-7 above shows, across the whole population, 
the female:male rate ratio in walking did not change much over the study period. However, 
when examining intersections with deprivation, we see change in how the walking gender 
difference is distributed across the deprivation spectrum. In 2001, there was a clear social 
gradient in gender differences in commuter-walking. In the least-deprived quintile, women 
were 27% more likely than men to walk, whereas in the most-deprived quintiles, women were 
54-60% more likely to walk. In 2006, this social gradient in gender difference remained 
somewhat present. By 2013, while there was a significant range of difference in walking rates 
between the quintiles, the rate ratios indicating the gender difference in walking rates were 




Table 3-16: Walking (and jogging) by NZDep, gender and Census year 
  
2001 2006 2013 
Total Rate Adjusted 
Rate 






Female 5,100 4.02 4.00 5,343 3.71 3.80 5,658 3.61 
Male 5,022 3.13 3.14 4,728 2.61 2.68 4,908 2.60 




Female 7,284 6.07 5.96 8,538 6.13 6.10 8,886 5.91 
Male 6,624 4.47 4.34 7,473 4.41 4.36 7,569 4.30 




Female 9,918 8.89 8.66 11,142 8.33 8.14 12,072 8.52 
Male 8,388 6.14 5.92 9,027 5.64 5.47 9,963 6.02 




Female 10,617 10.52 10.39 13,440 10.86 10.71 13,953 10.82 
Male 8,487 6.92 6.75 10,113 6.90 6.71 11,157 7.47 




Female 8,811 11.33 11.88 10,983 11.51 12.24 10,554 10.70 
Male 6,939 7.23 7.42 8,367 7.32 7.90 8,493 7.46 
F:M ratio     1.60     1.55   1.43 
 
2001 and 2006 adjusted rates are age and ethnicity adjusted to age and ethnicity distribution of 2013 Census. 
Note: populations in this table have been random rounded so totals may not entirely add up. 
3.4.8 Socio-economic status (NZDep), gender and total sustainable transport use 
Differences in total ST-use across NZDep quintiles 
Table 3-17 shows a social gradient was present in total ST-use. Across all Censuses and 
both genders, ST-use was more common among more-deprived quintiles than among less-
deprived quintiles. This social gradient is even stronger when comparing more-deprived 
women’s ST-use with less-deprived men’s ST-use, showing ST-use is associated with both SES 
and gender.  
Changes over time in total ST-use across the NZDep quintiles 
Although overall trends remained consistent across all three Censuses, each NZDep 
quintile’s ST-use changed, and each quintile saw different changes by gender. Across the three 
Censuses, the following groups’ ST-use increased: men in quintiles one to four, and women in 
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quintiles two to four. ST-use decreased among the least-deprived women and the most-
deprived women and men. None of these changes were particularly large, however. 
Gender differences in total sustainable transport within each NZDep quintile 
Across each NZDep quintile, women used ST modes more than men did. Between 2001 
and 2013, gender differences decreased for each quintile (although this change was not linear 
for any quintile). Gender differences were more pronounced in more-deprived quintiles: by 
2013, men’s and women’s ST-use in the least-deprived quintile was almost the same (rate ratio 
of 1.04). Gender and SES differences combined to produce large differences between sub-
groups. For example, in 2006, quintile five women commuted by ST at more than twice the 
rate of quintile one men. 
Table 3-17: Total ST-use by NZDep, gender and Census year 
  











Female 14,130 11.13 11.83 15,660 10.86 11.76 18,159 11.59 
Male 16,578 10.32 10.40 17,109 9.44 9.70 21,060 11.15 




Female 16,035 13.36 13.74 19,398 13.93 14.17 22,383 14.89 
Male 17,475 11.80 11.57 19,365 11.44 11.31 22,377 12.71 




Female 18,894 16.94 16.96 22,197 16.59 16.39 24,702 17.44 
Male 19,380 14.18 13.59 20,988 13.12 12.73 24,003 14.51 




Female 19,251 19.07 18.82 23,946 19.35 18.91 25,494 19.77 
Male 18,936 15.44 14.56 21,084 14.38 13.95 23,331 15.62 




Female 16,410 21.11 20.70 19,314 20.24 20.87 19,386 19.65 
Male 15,642 16.30 15.67 16,767 14.67 15.39 17,568 15.44 
F:M ratio     1.32     1.36   1.27 
2001 and 2006 adjusted rates are age and ethnicity adjusted to age and ethnicity distribution of 2013 Census. 
Note: populations in this table have been random rounded so totals may not entirely add up. 
 
3.5 Logistic regression analyses 
I undertook regression analyses to examine the associations between gender and 
cycling, gender and PT-use, and gender and walking while controlling for socio-demographic 
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variables, socio-economic variables, household variables, and whether another household 
member answered the travel-to-work question with that ST mode in that Census. In this 
section I report on the results from these regression analyses. I also report on analysis of 
interactions between ethnicity, gender and mode choice; SES, gender and mode choice; and 
changes in sustainable mode choice over the study period. 
3.5.1 Cycling and gender 
Table 3-18 shows the results from the logistic regression examining the association 
between gender and cycling. The unadjusted odd ratio was 0.41 (95%CI 0.41–0.42), meaning 
the odds of men cycling to work were more than twice women’s cycling odds. When I 
controlled for socio-demographic variables, socio-economic variables, household variables and 
whether another household member cycled, the adjusted OR moved further away from 1, 
becoming 0.34 (95%CI 0.33–0.34). This indicates that, when these variables were controlled 
for, gender difference in cycling rates became even larger. 
Table 3-18: Odds ratios of cycling for women compared to men (results of logistic regression) 
 OR CI (95%) 
Unadjusted 0.41 0.41 0.42 
Model 1 
0.41 0.40 0.41 




0.36 0.36 0.37 
Model 1 + household (JEAH) 
income; education; 
workforce status; household 
car-access; NZDep 
Model 3 
0.36 0.36 0.37 





0.34 0.33 0.34 
Model 3 + whether another 
household member(s) used 




3.5.2 Public transport and gender 
Table 3-19 shows the logistic regression results for the association between gender and 
PT. The unadjusted odds ratio (OR) was 1.67 (95%CI 1.65-1.68), meaning women’s odds of 
commuting by PT was two-thirds higher than men’s odds. After controlling for socio-
demographic, socio-economic and household variables, and whether another household 
member commuted using PT, the OR moved closer to 1, decreasing to 1.5 (95%CI 1.48–1.52). 
Almost all of this decrease appeared with the introduction of socio-economic variables at 
Model 2. That suggests much of the gender difference in PT-use may be associated with 
women being, on average, more-deprived on these factors, as shown on the causal diagram: 
without these socio-economic inequalities, the gender difference in PT lessens. Gender 
difference is also slightly less pronounced when demographic factors (introduced at Model 1) 
and household factors (introduced at Model 3) are controlled. However, controlling for 
whether other household members used PT (at model 4) took the OR further from 1, as for 
cycling. 
Table 3-19: Odds ratios of public transport use for women compared to men (results of logistic regression) 
 OR CI (95%) 
Unadjusted 1.67 1.65 1.68 
Model 1 




1.49 1.47 1.50 
Model 1 + household (JEAH) 
income; education; 
workforce status; household 
car-access; NZDep 
Model 3 
1.47 1.46 1.49 





1.50 1.48 1.52 
Model 3 + whether another 
household member(s) used 




3.5.3 Walking (and jogging) and gender 
Table 3-20 shows the logistic regression results examining the association between 
walking and gender. The unadjusted OR was 1.50 (95%CI1.49–1.51), meaning the odds that 
women were walking to work was 50% higher than the odds for men. The OR in the full model 
was 1.37 (95%CI1.36–1.39). Here, we see very similar patterns as for PT. Controlling for 
economic factors (introduced at Model 2) reduces gender difference, indicating gender 
difference in walking is mediated through socio-economic inequalities between men and 
women. Controlling for fellow household members’ mode choices (introduced at Model 4) 
slightly increases gender difference. Controlling for socio-demographic and household 
variables (introduced at Models 1 and 3, respectively) makes little difference. 
Table 3-20: Odds ratios of walking for women compared to men (results of logistic regression) 
 OR CI (95%) 
Unadjusted 1.50 1.49 1.51 
Model 1 
1.51 1.50 1.52 Census year; age; urban/rural 
location; (prioritised) ethnicity 
Model 2 
1.32 1.30 1.33 
Model 1 + household (JEAH) 
income; education; workforce 
status; household car-access; 
NZDep 
Model 3 
1.33 1.32 1.35 
Model 2 + household dependent 
children; relationship status; 
household composition 
Model 4 
1.37 1.36 1.39 Model 3 + whether another 
household member(s) used the 
modelled transport mode 
 
3.5.4 Ethnicity and socio-economic status (NZDep) interaction analyses 
As part of my logistic regression, I investigated potential interactions between ethnicity, 
gender and mode choice when travelling to work, as well as potential interactions between 
SES (using NZDep as an indicator), gender and mode choice. These interaction analyses use the 
full model, Model 4. The results are stratified by gender. For the ethnicity interaction analyses, 
I used ‘Other’ as the reference group, meaning the odds of women and men in each ethnic 
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group using the mode in examination are compared to the odds of ‘Other’ women and men, 
respectively. For the NZDep interaction analyses, I used the least-deprived quintile (quintile 
one) as the reference group. 
3.5.4.1 Ethnicity, gender and cycling 
Table 3-21 displays the ORs comparing the likelihood of women and men in each ethnic 
group cycling to work compared to ‘Other’ women and men, as the respective reference 
groups. As the regression results show, ‘Other’ peoples, regardless of gender, had higher 
cycling odds than the other ethnic groups. Māori men’s and women’s cycling odds were closest 
to ‘Other,’ although they were still far less likely to cycle. There were differences in ethnic 
groups’ ORs between the genders. Māori and Pacific men’s cycling odds were closer to the 
cycling odds of ‘Other’ men than Māori and Pacific women’s cycling odds were to those of 
‘Other’ women. Conversely, Asian women’s cycling odds were closer to those of ‘Other’ 
women than Asian men’s were to those of ‘Other’ men. These gender differences suggest 
ethnicity could function as an effect modifier in the association between gender and 
commuter-cycling. They also corroborate the results in Table 3-10, that Asian Peoples and 
‘Other’ had the lowest cycling gender differences. 
Table 3-21: Cycling and ethnicity – odds ratio with ‘Other’ ethnic group as reference group, by gender, fully adjusted 
regression model 
 Women only Men only 
OR CI (95%) OR CI (95%) 
Other Reference group Reference group 
Pacific Peoples 0.23 0.20 0.26 0.37 0.35 0.39 
Asian Peoples 0.21 0.19 0.23 0.17 0.16 0.18 
Māori  0.67 0.64 0.70 0.84 0.82 0.86 
Note: results are from regression Model 4 and therefore the following variables were controlled for: NZDep, Census year, age, 
rural/urban location, household (JEAH) income, education, workforce status, household car-access, household dependent 
children, relationship status, household composition and whether another household member uses the modelled transport 
mode. 
 
3.5.4.2 Ethnicity, gender and public transport 
Modelling interactions between ethnicity, gender and PT-use (Table 3-22), most sub-
groups had higher PT odds compared to ‘Other.’ The exception was Māori men, who had lower 
PT odds than ‘Other’ men (OR of 0.8; 95%CI 0.77–0.82). In contrast, Māori women had slightly 
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higher PT odds than ‘Other’ women (OR of 1.09; 95%CI 1.06–1.12). The other two ethnic 
groups had more significant gender differences in the interaction results. Both Pacific women’s 
and Asian women’s odds of PT-commuting were approximately twice those of ‘Other’ women 
whereas Pacific men’s and Asian men’s odds were only slightly higher than ‘Other’ men, with 
ORs of 1.14 (95%CI 1.1–1.19) and 1.26 (95%CI 1.23–1.29) respectively. These interaction 
results are reasonably similar to the results above (Table 3-11): Pacific Peoples had the highest 
gender differences in PT-use, and ‘Other’ had the lowest gender difference. However, these 
results indicate more gender difference among Asian Peoples than among Māori, while these 
two groups’ PT gender differences were very similar in Table 3-11’s results. 
Table 3-22: Public transport and ethnicity – odds ratio with ‘Other’ ethnic group as reference group, by gender, fully adjusted 
regression model 
 Women only Men only 
OR CI (95%) OR CI (95%) 
Other Reference group Reference group 
Pacific Peoples 1.94 1.88 2.00 1.14 1.10 1.19 
Asian Peoples 2.02 1.97 2.06 1.26 1.23 1.29 
Māori  1.09 1.06 1.12 0.80 0.77 0.82 
Note: results are from regression Model 4 and therefore the following variables were controlled for: NZDep, Census year, age, 
rural/urban location, household (JEAH) income, education, workforce status, household car-access, household dependent 
children, relationship status, household composition and whether another household member uses the modelled transport 
mode. 
 
3.5.4.3 Ethnicity, gender and walking (and jogging) 
Women and men in the ‘Other’ ethnic group had higher odds of walking to work than 
the other ethnic groups. Stratifying results by gender (Table 3-23), there were differences 
between men and women in the ethnic groups’ ORs, indicating that ethnicity may be an effect 
modifier in the association between gender and commuter-walking. Interestingly, this 
interaction analysis produces higher adjusted walking odds for ‘Other’ than for any other 
ethnic group, for both men and women, although the unadjusted rates in the main ethnicity 
sub-analysis did not have ‘Other’ walking more than Asian or Māori people. 
Another observable pattern is that the difference in the odds of women of various 
ethnicities walking to work compared to ‘Other’ women is not as significant as the difference 
in the odds of men of various ethnicities walking to work compared to ‘Other’ men. For 
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example, the walking odds of Asian women compared to ‘Other’ women were 0.97 (95%CI 
0.95–1.00), meaning Asian women’s walking odds were almost the same as ‘Other’ women’s 
odds. However, Asian men’s odds compared to ‘Other’ men’s odds were somewhat lower at 
0.78 (95%CI 0.76–0.8). The previous results (Table 3-12) showed the ‘Other’ ethnic group had 
the lowest gender difference in walking on average across the study period, but there were 
not major differences in female:male rate ratios between ethnic groups. This interaction 
analysis gives more insight into how the differences between ethnicities play out among men 
and among women. Namely, ‘Other’ women are only slightly more likely to walk than Asian or 
Māori women are, while ‘Other’ men are further ahead of Asian and Māori men on this 
regression analysis. Pacific Peoples have low walking odds for both genders. 
Table 3-23: Walking and ethnicity – odds ratio with ‘Other’ ethnic group as reference group, by gender, fully adjusted 
regression model 
 Women only Men only 
OR CI (95%) OR CI (95%) 
Other Reference group Reference group 
Pacific Peoples 0.66 0.64 0.69 0.59 0.56 0.62 
Asian Peoples 0.97 0.95 1.00 0.78 0.76 0.80 
Māori  0.89 0.87 0.91 0.78 0.76 0.80 
Note: results are from regression Model 4 and therefore the following variables were controlled for: NZDep, Census year, age, 
rural/urban location, household (JEAH) income, education, workforce status, household car-access, household dependent 
children, relationship status, household composition and whether another household member uses the modelled transport 
mode. 
 
3.5.4.4 Socio-economic status (NZDep), gender and cycling 
Table 3-24 displays the results of the interaction showing cycling ORs of each NZDep 
quintile, stratified by gender, using the least-deprived quintile (quintile one) as the reference 
group. Women and men in the least-deprived quintile had lower odds of commuter-cycling 
than other quintiles, corroborating the results in Table 3-14. However, despite this overall 
trend across both genders, there were gender differences in the odds of each quintile cycling 
to work. The difference in the cycling odds of women in each quintile compared to quintile one 
women was more significant than the difference in the odds of men in each quintile compared 
to quintile one men. For example, quintile three women’s cycling odds were 22% higher than 
the quintile one women’s odds , whereas quintile three men’s odds were only 13% higher than 
quintile one men’s odds. For both women and men, quintiles three and four’s cycling rates 
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were the highest. This is consistent with the 2013 observation (Table 3-14) that cycling was 
highest in the middle-deprivation quintiles. 
Table 3-24: Cycling and NZDep – OR with NZDep quintile one as comparison, by gender, fully adjusted regression model 
 Women only Men only 
OR CI (95%) OR CI (95%) 
NZDep quintile one Reference group Reference group 
NZDep quintile two 1.12 1.07 1.18 1.05 1.02 1.08 
NZDep quintile three 1.22 1.17 1.28 1.13 1.10 1.16 
NZDep quintile four 1.18 1.13 1.24 1.10 1.07 1.13 
NZDep quintile five 1.08 1.02 1.13 1.06 1.03 1.09 
Note: results are from regression Model 4 and therefore the following variables were controlled for: (prioritised) ethnicity, 
Census year, age, rural/urban location, household (JEAH) income, education, workforce status, household car-access, 
household dependent children, relationship status, household composition and whether another household member uses the 
modelled transport mode. 
 
3.5.4.5 Socio-economic status (NZDep), gender and public transport 
The interaction results in Table 3-25 show women and men in the least-deprived 
quintile had higher odds of PT-commuting than people in other NZDep quintiles. The sole 
exception was that quintile two women had approximately the same PT-use odds as quintile 
one women (1.01, 95%CI 0.9–1.03). People in the other NZDep quintiles, regardless of gender, 
were less likely to commute using PT, but there were gender differences in the ORs. The social 
gradient associating low deprivation with high PT-use was much starker among men than 
among women. For example, the quintile one men’s odds of using PT were almost double the 
odds of quintile five men (OR of 0.53; 95%CI 0.51–0.54). However, quintile one women were 
only slightly more likely to use PT than quintile five women (OR of 0.85; 95%CI 0.83–0.87). 
These interaction results are consistent with the main results (Table 3-15) for men, but slightly 
different for women. Both sets of results suggest low deprivation is associated with high PT-
use for men. However, for women, Table 3-15 showed an association between high 
deprivation and high PT-use, although only in 2013, and only a modest association. Here, the 
reverse association is evident, albeit not a strong association. 
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Table 3-25: Public transport and NZDep – OR with NZDep quintile one as comparison, by gender, fully adjusted regression model 
 Women only Men only 
OR CI (95%) OR CI (95%) 
NZDep quintile one Reference group Reference group 
NZDep quintile two 1.01 0.98 1.03 0.86 0.84 0.88 
NZDep quintile three 0.94 0.92 0.96 0.73 0.72 0.75 
NZDep quintile four 0.88 0.86 0.90 0.60 0.59 0.62 
NZDep quintile five 0.85 0.83 0.87 0.53 0.51 0.54 
Note: results are from regression Model 4 and therefore the following variables were controlled for: (prioritised) ethnicity, 
Census year, age, rural/urban location, household (JEAH) income, education, workforce status, household car-access, 
household dependent children, relationship status, household composition and whether another household member uses the 
modelled transport mode. 
 
3.5.4.6 Socio-economic status (NZDep), gender and walking (and jogging) 
Across both men and women deprivation was strongly associated with commuter-
walking in this interaction analysis (Table 3-26), as in the main results (Table 3-16). More-
deprived quintiles had higher odds of walking to work than less-deprived quintiles, and even 
the second-least-deprived quintile (quintile two) had commuter-walking odds more than one-
third higher than quintile one’s odds. While this association was found among both women 
and men, the social gradient in commuter-walking odds appeared stronger among women. 
Women in quintiles four and five had more than twice the commuter-walking odds of quintile 
one women. In contrast, quintile four and five men had ORs of 1.73 (95%CI 1.69–1.78) and 
1.67 (95%CI 1.62–1.73) respectively, meaning their odds were ~70% higher than the odds of 
men in the least-deprived quintile. These interaction results also support the results in Table 
3-16 suggesting gender difference in walking was highest in quintile five, though this latter 
observation was disappearing by 2013. 
Table 3-26: Walking and NZDep – OR with NZDep quintile one as comparison, by gender, fully adjusted regression model 
 Women only Men only 
OR CI (95%) OR CI (95%) 
NZDep quintile one Reference group Reference group 
NZDep quintile two 1.40 1.37 1.44 1.36 1.32 1.39 
NZDep quintile three 1.78 1.74 1.83 1.59 1.55 1.63 
NZDep quintile four 2.11 2.06 2.16 1.73 1.69 1.78 
NZDep quintile five 2.10 2.05 2.16 1.67 1.62 1.72 
Note: results are from regression Model 4 and therefore the following variables were controlled for: (prioritised) ethnicity, 
Census year, age, rural/urban location, household (JEAH) income, education, workforce status, household car-access, 
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household dependent children, relationship status, household composition and whether another household member uses the 
modelled transport mode. 
 
3.5.5 Trends over time: cycling, public transport and walking (and jogging) 
As part of the regression analysis, I also investigated whether there was significant 
change in any mode over the study period. Table 3-27 shows the estimated ORs for a linear 
change estimated over the study period in the odds of the given ST mode for any given year 
compared to the start of the study period. The results are from Model 4 and therefore 
controlled for all examined variables except the primary exposure, gender. There was no real 
significant trend across the three Censuses in the odds of any of the modes: all ORs and even 
95% confidence intervals were between 0.99 and 1.01. 
Table 3-27: Trends over time logistic regression 
 OR CI (95%) 
Cycling 1.01 1.01 1.01 
Public transport 1.00 1.00 1.00 
Walking (and jogging) 0.99 0.99 0.99 
Note: results are from regression Model 4 and therefore the following variables were controlled for: (prioritised) ethnicity, 
NZDep, Census year, age, urban/rural, location, household (JEAH) income, education, workforce status, household car-access, 
household dependent children, relationship status, household composition and whether another household member uses the 
modelled transport mode. 
  
 115 
4 Chapter Four: Discussion 
4.1 Introduction 
In this chapter I discuss and examine the main findings from my research. I firstly 
summarise my results in light of my research questions. I then consider the contribution of my 
research by analysing how my research aligns with other literature on gender, ethnicity, SES 
and transport. I also outline strengths and limitations of my study methods, assessing potential 
internal and external validity issues. I conclude by discussing implications of my findings. 
4.2 Summary of findings 
4.2.1 Introduction 
In this section I summarise some of my study’s most significant, interesting, and 
informative findings, relating them to my research questions (shown in Table 4-1). The main 
findings can be divided into three sections: the value of intersectional analysis; furthering 
knowledge of NZ’s transport system; and observing trends over time. 
Table 4-1: Research questions 
1 What is the association between gender and sustainable transport use in NZ? 
2 Has this association changed over time? 
3 Does ethnicity affect the association between gender and sustainable transport in NZ? 
4 How have these associations changed over time? 
5 Does SES affect the association between gender and sustainable transport in NZ? 
6 How have these associations changed over time? 
 
4.2.2 The value of intersectional analysis (research questions 1-6) 
An important general finding of this study is that looking at the relationship between 
gender and ST in an intersectional way yields valuable insights into that relationship. Obviously, 
examining ethnicity and SES produces insights about the associations between those social 
categories and ST. For example, my research found that cycling and, especially, walking were 
associated with low SES while PT had a (complex) association with high SES. Another important 
overall finding was that Māori and Pacific Peoples’ ST-use decreased between 2001 and 2013 
while Asian Peoples and ‘Other’s’ ST-use increased. However, the relationship between gender 
and ST is better understood by considering other factors that intersect with gender in people’s 
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lives. Therefore, the intersectional findings found by answering research questions 3-6 are also 
valuable for research questions 1-2 that ask generally about gender associations with ST. 
This study’s findings show that the association between gender and ST-use is not 
distributed evenly across all men and all women – while overall associations are the same, 
depth of association varies by sociodemographic group. Gender processes apparently affect 
transport differently in different ethnic groups and SES levels. For example, gender differences 
in ST-use among Pacific Peoples and Asian Peoples were larger than those among ‘Other’ and 
Māori. Pacific Peoples had the largest gender differences, especially by 2013: they were the 
only ethnic group whose gender differences increased over the study period. Gender 
differences were also starker among low-SES quintiles than among high-SES quintiles. 
Therefore, overall figures for gender rate ratios represent higher gender difference among 
some sectors of society than others. Sometimes, it would be misleading to assume an overall 
statistic applies evenly across the population without examining intersections. For example, 
men’s overall walking rate increased between 2001 and 2013 (especially between 2006 and 
2013), while women’s walking decreased. However, the slight increase in men’s walking was 
primarily driven by a large increase in walking among Asian men. Asian Peoples were the only 
ethnic group whose walking rates increased; in the other three ethnic groups, men’s and 
women’s walking decreased. 
As well as showing that gender processes work differently in different ethnic/SES 
groups, my research also suggests ethnic/SES processes work differently in different genders. 
As discussed above, associations between gender and ST vary when results are stratified by 
ethnicity or SES, but also associations between ethnicity or SES and ST vary when results are 
stratified by gender. For example, I found a (complex) association between PT-use and high 
neighbourhood-level SES. However, this association was much stronger among men than 
among women. My regression analysis controlling for various socio-demographic variables 
shows this most clearly. It indicates that men in the least-deprived quintile had almost twice 
the PT-use odds of men in the most-deprived quintile, while women only showed a minor social 
gradient in PT-use: ORs of quintile five compared to quintile one were 0.85 (95%CI 0.83-0.87) 
for women but 0.53 (95%CI 0.51-0.54) for men. For women, associations between ethnicity 
and PT were more significant. My regression analysis showed Asian and Pacific women were 
roughly twice as likely as ‘Other’ (or Māori) women to commute by PT: ORs of Asian, Pacific, 
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and Māori women compared to ‘Other’ women were 2.02 (95%CI 1.97-2.06), 1.94 (95%CI 1.88-
2.00), and 1.09 (95%CI 1.06-1.12) respectively. Among men, ethnic differences in PT were far 
smaller: equivalent ORs for men were 1.26 (95%CI 1.23-.129), 1.14 (95%CI 1.10-1.19), and 
0.80(95%CI 0.77-0.82). These observations suggest understanding the association between 
gender and ST necessarily includes understanding how men and women are affected 
differently by ethnicity and by SES. 
4.2.3 Further knowledge about NZ’s transport system: car-dominance and gender 
differences in sustainable transport (research questions 1-2) 
Two important findings of my study expand understanding of what was already known 
about NZ’s transport system from other research. As well as providing further evidence of 
patterns already observed, my research adds further detail, especially insofar as prior research 
did not always have an intersectional focus and did not always distinguish between cycling and 
walking as active transport modes, as discussed below. I discuss correspondence with previous 
research in detail below, but two ways my research confirms and expands upon other research 
are worth highlighting as key findings. 
Firstly, the overall finding of low rates for all ST modes adds to the body of research on 
how PMV-dominated NZ’s transport system is. Importantly, my research shows that this is true 
across diverse groups in society. Despite quite significant gender, ethnicity, and SES differences 
in ST-use, no gender/ethnic or gender/SES sub-group had a total ST rate of >25% in any Census. 
In fact, only a few sub-groups had total ST rates of >20% (Asian women in all three Censuses, 
Pacific women in 2001, and NZDep quintile five women in 2001 and 2006). This means all sub-
groups used PMVs far more than ST, as travel-to-work outside the three ST modes was almost 
entirely done by PMV, as driver or passenger (see Table 3-4). 
Secondly, my research adds more evidence of each ST mode’s broad gender 
associations and, again, shows these gender associations exist in every gender/ethnicity and 
gender/SES sub-group. In every Census, in every sub-group, women were more likely than men 
to use PT or walk. In every Census, in every sub-group, men were more likely than women to 
cycle. Moreover, in each sub-group, women were more likely to use ST overall, largely because 
cycling was the least used ST mode overall and for most sub-groups. Though the extent of all 
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these gender differences varied between sub-groups, this does confirm that these broad 
gender patterns are true across diverse sectors of society. 
4.2.4 Trends over time that warrant further investigation (research questions 2, 4, 
and 6) 
The overall patterns in ST-use summarised above remained largely the same in 2001, 
2006, and 2013. Furthermore, the regression analysis examining change over time in the three 
modes showed very little overall change in the odds of use of any ST mode between 2001 and 
2013. However, there were changes in rates between genders and between ethnic and SES 
groups, and these do illuminate some notable changes. Along with the findings mentioned 
above showing that some ethnic groups increased ST-use and others decreased, three findings 
are worth highlighting as potential areas where further research could be useful (these areas 
for further research are more thorough discussed below). 
Firstly, a clear pattern emerged of ST rates decreasing between 2001 and 2006 and 
then increasing between 2006 and 2013. In light of the support for ST underpinning this study, 
I call this shape of change “worse-then-better”. This “worse-then-better” trend was present in 
cycling and PT rates for both genders and in men’s walking rates. It was also observable to a 
lesser extent in the gender/ethnicity and gender/SES sub-analyses.  
Secondly, gender differences in transport lessened over time in all three ST modes and 
in most ethnicity/SES sub-groups. The most notable exception among sub-groups was that 
gender differences increased among Pacific Peoples, as noted above. However, this research 
does not provide sufficient evidence for firm conclusions about reduced gender difference in 
ST. The changes in rate ratios were small and resulted from small rate changes. Moreover, the 
reductions in gender differences in each mode resulted from different types of change in each 
of the three modes: cycling increased more significantly for women than for men; PT increased 
more significantly for men than for women; and walking increased for men and decreased for 
women. Therefore, these changes may not necessarily reflect an overall movement towards 
gender equality in society or even in ST-use. 
Thirdly, the gender/SES sub-analysis showed different changes over time at each end 
of the NZDep spectrum. Cycling increased overall—especially for women—but most 
dramatically for the highest-SES quintiles: for example, quintile one women increased cycling 
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rates from 0.9% to 1.5%. Meanwhile, cycling rates actually decreased for men and women in 
quintile five. This meant that in 2013, cycling was not clearly associated with deprivation as in 
2001 and 2006; the middle three quintiles now had the highest cycling rates, most notably for 
women. These changes in cycling rates were in contrast to the movement in the other two ST 
modes. PT and walking both increased for low-SES quintiles, while high-SES quintiles saw PT 
increased only slightly and walking decreased. 
4.2.5 Conclusion 
The main focus of my research was to assess, from an intersectional perspective, 
whether gender is associated with sustainable transport use. My main findings make clear that 
gender and ST are associated. They also make clear that intersectional approaches to assessing 
associations between gender and health behaviours and outcomes are of utmost importance. 
Although overall gender patterns were consistent in each ethnicity and SES sub-analysis, ST-
use did vary when results were stratified by both gender and ethnicity, and gender and SES. 
Examining associations between gender and ST without also looking at ethnicity and SES would 
obfuscate important patterns in ST-use which could inhibit the effectiveness of potential 
interventions to increase ST-use. However, further research is needed to fully understand the 
associations between gender, ethnicity, SES and ST.  
As well as highlighting new intersectional findings, my research also confirmed and 
further illuminated several trends observed in other research into NZ’s transport system. ST 
modes are not widely used and car-travel is dominant. Furthermore, there are clear gender 
differences in ST-use, with women being more likely to commute using PT or on foot (and use 
sustainable modes overall) and men being more likely to cycle to work. My trends over time 
analyses highlighted some interesting findings that warrant further research. The ‘worse-then-
better’ shape of change seen in some sub-analyses, the changes in gender difference among 
certain demographic groups and the changing associations between SES and ST modes all 
points to areas where research could be done to understood factors which increase ST-use, 
decrease gender differences and decrease SES-inequities in ST-use. 
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4.3 Correspondence to other literature 
4.3.1 Introduction 
To understand how my research fits in with the wider literature on gender and 
transport, I compared my key findings with studies – from NZ and overseas – presenting results 
on women and men’s ST-use and/or ST-use stratified by ethnicity or various SES-indicators. 
Unfortunately, there was not much research examining associations between gender and ST 
in intersection with ethnicity or SES. Furthermore, many studies examined here were not 
exclusively looking at associations between gender and ST (or ethnicity and ST or SES and ST) 
but still presented results relevant to my research questions. I firstly outline the various travel 
or daily mobility measures commonly used in the literature. I then discuss research examining 
gender and ST, ethnicity and ST, and finally SES and ST.  
4.3.2 Different daily mobility measurements 
The literature employs several types of daily travel measurements, presenting issues 
comparing results from one study with another. I used the Census’s travel-to-work data, which 
asks what main transport mode people used when commuting that day. Other researchers 
examine total travel and measure it in various ways, perhaps calculating percentages of travel 
time done by mode or percentages of trip legs done by mode. Comparing total travel data with 
travel-to-work data when examining gender associations is useful, but there are differences to 
consider. Firstly, women are more likely to be non-employed than men because of gendered 
divisions of labour, therefore women comprise a smaller percentage of travel-to-work study 
populations than total travel study populations.5,143 Secondly, age demographics differ 
between studies, as travel-to-work data only includes the employed population, while total 
travel data often includes a wider age-range, including, for example, school-aged children, who 
are disproportionately likely to use ST.86 Finally, total travel data includes many trip types, 
including some that display different patterns to travel-to-work. For example, trips undertaken 
for household responsibilities such as shopping may be more frequently undertaken by women 
(for reasons discussed in Chapter One),143 and also less frequently undertaken by PT.F 
 
F According to NZHTS 2011-2014 data, 27% of all trips are ‘personal trips,’ meaning ‘personal business, shopping 
or medical’ trips. However, only 14% of PT trips are ‘personal trips.’140 
 121 
Travel to ‘main activity’ is another daily mobility measurement, used by the NZ Health 
Promotion Agency Health and Lifestyle Survey (HLS).49 Like total travel data, gender and age 
breakdowns differ from travel-to-work data, as do trip types (there is no record of what each 
respondent considered their ‘main activity’ to be). 
Some NZ-based studies looked at ‘active travel,’ combining walking and cycling 
rates.39,49 I chose not to combine walking and cycling, as they have very different gender 
associations and combining them may obfuscate the association between transport choice and 
gender. I therefore have not compared how my study corresponded to studies examining 
gender and AT, except where there were no other (NZ or international) studies to examine. I 
do provide AT rates (totalling cycling and walking) in Appendix Five: Active transport use to 
facilitate comparing my results with studies measuring AT. 
4.3.3 Association between gender and ST 
I found that men cycle significantly more than women do, overall and in every ethnicity 
or SES sub-group, though with varying rates and gender differences, and with cycling 
comprising a low mode share for all groups. Other research into gendered cycling rates 
corresponded to these findings, though often with important differences, mostly relating to 
different overall analytical approaches, different study populations, and different ST measures. 
These dissimilarities limit the applicability of the correspondence.  
Recent NZ gender and cycling literature roughly corresponded to my findings. Shaw, 
Russell, van Sparrentak, et al15 investigated AT in six NZ cities using 2013 Census data and 2010-
2013 NZHTS data, including gender difference measurements in both travel-to-work and total 
cycling. They presented their results as percentage of cyclists who were male and female 
whereas I presented rates of cycling among women and men, with rate ratios. They found 28% 
of commuter-cyclists, and 32% of total cyclists, were women. This gender composition 
presents a slightly larger gender difference than my study. This could be explained by men’s 
higher employment rate, which means men are a larger proportion of total commuters, which 
Shaw, Russell, van Sparrentak, et al15 did not take into account. The NZHTS 2011-201487 
similarly found low cycling mode share, comprising 1-2% of trip legs and travel time, and higher 
cycling rates for men. For example, 1% of women and 3% of men reported cycling on 20+ days 
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in the last month. Interestingly, similar findings are observable for total cycling as for travel-to-
work. 
As transport choice differences by gender are influenced by many locally situated 
cultural factors, my research’s correspondence to international literature is potentially less 
meaningful than its correspondence to NZ-based research. However, despite different 
contexts (albeit contexts with somewhat similar transport systems) and different study 
population criteria or outcome measures, research from Australia,51,54,57,91 the USA,13,55,126 and 
Europe11,14,125,191 all found men significantly more likely than women to cycle wherever cycling 
had a low mode share. This consistent pattern indicates that, despite the importance of 
contextual differences when assessing travel choices, gender difference in cycling appears 
across many contexts: it seems similarities in these travel environments are a consistent factor 
in deterring female cycling. These studies and my research could support Aldred et al’s125 (and 
other researchers’) theory that low cycling mode share and male-dominated cycling are 
connected, though a full systematic review or meta-analysis would be necessary to interrogate 
this theory.54 
I found women commuted using PT at higher rates than men. This association between 
gender and PT was found in some other literature but not all. The NZHTS 2011-2014, examining 
total travel, found 37% of women and 32% of men reported using PT in the last year.140 Shaw, 
Keall and Guiney’s49 NZ-based research looking at travel to ‘main activity’ had contrasting 
findings to both my research and NZHTS. Although women’s PT-use was similar to that found 
in my study – ~6% of women travelled by PT – men’s PT-use was higher, at 7% (compared to 
~4% in my study). This difference could be attributed to the difference in datasets and travel 
measurement. Shaw et al49 used the HLS as opposed to the more commonly used Census 
travel-to-work data or NZHTS data. As discussed above, the HLS looks at travel to main activity, 
including work, education or whatever the respondent deems their ‘main activity,’ and it 
includes retired people who are potentially more likely to use PT because they can access free 
PT using their Gold Cards. Furthermore, the HLS has far fewer respondents than the Census or 
NZHTS. 
Several international researchers also analysed associations between PT-use and 
gender. Comparing international research findings with NZ findings is difficult because PT-use 
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is strongly determined by PT-availability which varies greatly between countries, cities and 
even neighbourhoods. Therefore, when comparing two locations’ PT-use, differences in their 
PT networks must be considered. However, despite this caveat and despite some diversity in 
study populations and outcome measures, international PT and gender research showed 
similar findings to my research. All overseas studies had higher PT-use than my NZ data: this is 
not surprising as NZ’s PT systems offer minimal coverage, especially outside main centres, and 
are not well-regarded.135,140 Research from Australia,51,57 Catalonia,62 Sweden56 and the US55 
all found women more likely than men to use PT. One exception was a Melbourne study finding 
men working part-time had double the PT rate of women working part-time (12% and 6%, 
respectively) – although all the many other demographic sub-groupings they examined showed 
higher PT rates for women than men.91 As I did not distinguish between full-time and part-time 
work, this specific Melbourne finding is not easily compared to my research. One potential 
explanation could be that part-time work among women is often associated with childcare 
responsibilities, which are also associated with higher PMV-use.29,143 
My findings on walking and gender were consistent with prior NZ-based research. My 
and other research found women have higher walking rates than men. The NZHTS 2011-2014, 
examining total travel data, reported that women took more walking trips than men and spent 
slightly more time walking each week (54 and 50 minutes, respectively).133 Shaw, Russell and 
van Sparrentak et al15 examined travel-to-work data and total travel data, finding women more 
likely than men to walk for transport in both analyses. 
Most international literature, despite diversity in datasets and outcome measures, also 
found higher walking rates for women than for men.51,55,57,62,91,131 Walking prevalence and 
extent of gender differences differed from location to location. For example, in Miralles-Guash, 
Mela & Marquet’s62 Catalonia-based data, 44% of women’s trips were walking trips compared 
to 31% of men’s trips. Studies from Australia showed similar associations between gender and 
walking as in my findings.51,57,91,131 
Some international research indicates these established gender differences differ by 
age group and context. One Baltimore-based study found men and women had very similar 
walking rates, with men slightly more likely to walk for transport (12.6% and 12.9% 
respectively).55 This study was not particularly comparable with my research as they were 
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looking at travel among students at one specific urban-based university, rather than a nation-
wide dataset, and Baltimore’s transport system is somewhat different to NZ’s. However, it does 
suggest gender differences in walking are not inevitable: in some contexts or among some age 
groups, the gender difference could be reversed. Similarly, both Pollard & Wagnild’s142 
systematic review (of studies from several countries) and Kavanagh & Bentley’s131 Australian-
based study found men’s total walking rates were higher than women’s among older age 
groups. I did not undertake sub-analyses by age so I cannot comment on the age differences 
in walking, and by only examining travel-to-work, I excluded many older people. Therefore, 
other research would be needed to examine how age and gender combined affect walking 
rates. 
4.3.4 Association between gender, ethnicity and ST 
Compared to my first research question, less NZ and international research asked 
questions corresponding to my other research questions. My study found ST choices differed 
by both ethnicity and gender in intersection with one another. Sims, Bopp and Wilson’s47 study 
of AT-use by students at a US university was the only quantitative research I found examining 
associations between gender, ethnicity and ST. These findings had very wide confidence 
intervals which crossed the null, indicating that no real associations were found in this 
research. This study has limited applicability to my research because it only examines students 
in one place using AT. Furthermore, ethnic groups have different cultural meanings in the USA 
– for example, they combine Asian and Pacific Peoples, as is common in US research, but is not 
typically done in NZ research. This research does support the overall observation that ethnicity 
and gender both influence ST-use, and in ways that interact with one another: for example, 
similarly to my research, Sims et al.47 found ethnicity was associated with AT-use differently 
for men than for women. Steinbach et al11 undertook qualitative research into how gender and 
ethnicity interact regarding cycling. This research does not provide figures that can be 
compared to my results, but it did show that ethnicity and gender both affected whether 
interviewees considered cycling a viable mode choice.11 
4.3.5 Association between gender, SES and ST 
My research found that ST and SES were associated: low-SES people were more likely 
to use ST overall. Breaking this down by mode, there was a clear association between walking 
and high-deprivation a smaller association between cycling and high-deprivation. The 
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association between SES and PT was an exception: low-deprivation was associated with PT-
use, clearly for men and less so for women. This indicates gender and SES affect transport in 
intersection with one another: SES trends differed by gender and gender trends differed by 
SES. 
While many studies examined various aspects of SES and ST, I did not find any 
quantitative research looking at associations between ST and gender in intersection with SES. 
Some literature stratified results by gender and also by various SES-markers, but without 
examining gender and SES together. Furthermore, no NZ-based research which examined SES 
and ST analysed cycling specifically: some examined SES and AT39,49 but, as previously 
discussed, I chose not to examine AT measures unless no other research examined cycling or 
walking specifically. International research did examine SES and cycling. An important study is 
Rachele, Kavanaugh et al51 who analysed various SES-indicators and ST-use, including cycling, 
in Brisbane in 2007. Their findings corresponded to mine in having low cycling rates overall but 
were very different from mine in that low-deprivation and high-income were associated in 
their study with relatively high cycling rates. Potentially, cycling has greater cultural 
associations with privilege in Brisbane than in NZ. 
On PT and SES, there was diversity between my study’s findings and those of other 
research. Rachelle, Kavanaugh et al.’s51 findings also differed from mine regarding ST: they 
found high area-level deprivation, and to a lesser extent low income, associated with higher 
PT-use. Shaw, Keall and Guiney49 found similar patterns in their 2012-2015 NZ-based research. 
They found the most-deprived three NZDep deciles had a PT rate of 8%, traveling to ‘main 
activity,’ compared to 5% for the least-deprived three deciles. 
The clearest association between SES and a sustainable mode in my research was the 
association between high deprivation and walking. A similar association is found in the NZHTS 
2011-2014 data on time spent walking by personal income, which found walking was most 
common among lower-income groups but also more common among the highest-income 
groups than among middle-income groups.133 NZDep is of course a different SES-measure to 
personal income: it is an area-level measure, and it includes household income, but also other 
aspects of socio-economic deprivation. Furthermore, NZDep may also be associated with how 
enjoyable people find a neighbourhood for walking: for example, (perceived) safety and/or 
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presence of parks and similar locations. These pertinent aspects of area-deprivation SES-
measures further complicate comparing them to income-based SES-measures. Rachele et 
al.’s51 2007 Brisbane-based research compared walking rates to both area-level deprivation 
and household income. They found that low SES was associated with higher walking rates on 
both indicators. However, the range of difference in walking rates between people of low-SES 
and high-SES was smaller when using an area deprivation measure than a household income 
measure.  
4.3.6 Conclusion 
Comparing my findings to the existing literature, I found an overall broad confirmation 
that gender, ethnicity and SES are all associated with observable differences in ST-use. There 
were similarities and differences between my findings and the local and international 
literature. My study increases the evidence for certain key findings, such as that women 
generally use ST more, and that NZ is an example of a country with low cycling rates and male-
dominated cycling. Where my results differ from those of other research, these are not 
unexplainable differences that point to major problems in my research. Rather, these 
inconsistencies likely result from differences in what is being examined and how. For example, 
different study populations, sampling methods and outcome measures affected the 
comparability between my study and other research. 
Other non-correspondence between my results and those of other research may 
illuminate specific insights about NZ’s transport system and different NZers’ transport habits 
that have not been illuminated by other research, and point to areas that could be explored in 
future research. For example, generally my results corresponded most closely to other 
research in walking and least closely in PT. The SES sub-analysis illuminates one element of 
how NZ’s PT habits differ from those of some other countries. My research showed a (complex) 
association between high SES and PT-use, while most international studies found PT associated 
with low SES. This may suggest that NZ’s PT system is less affordable or accessible to low-SES 
people than other countries’ PT systems – but I discuss complications with this suggestion 
below. A reverse pattern was found in cycling: some international research found cycling was 
associated with high-SES, while I found an association between cycling and low-SES. This 
suggests there may be stronger cultural links between socio-economic privilege and cycling in 
other countries than in NZ. I observed a slight increase in cycling among the highest-SES groups 
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in 2013, and this may indicate that NZ is becoming more like other countries in this – I also 
explore this possibility below. Further research exploring these complexities would be 
beneficial, especially because there is currently little research examining how gender, 
ethnicity, and SES intersect in influencing transport choices. 
4.4 Strengths and limitations 
4.4.1 Introduction 
In this section I discuss strengths and limitations of this study and their potential impact 
on the validity of the findings. I firstly outline this study’s strengths: the benefits of Census data, 
travel-to-work data and NZDep. I then discuss potential sources of selection bias, 
measurement error and confounding. I conclude by analysing this research’s external validity. 
4.4.2 Strengths 
Census data has many benefits and is a considerable strength of this study. Because 
Censuses have nation-wide, population-wide coverage and high response rates, this study 
population was very large, even after some respondents were excluded. Large studies are less 
likely to yield misleading results due to chance.192 The confidence intervals shown in my logistic 
regression are very narrow, suggesting chance or random variation is unlikely to have 
threatened this research’s internal validity. The large study population enables confidently 
examining trends both across the whole population and within sub-groups. The ethnicity and 
SES regression sub-analyses examined very specific population groups, not only stratifying the 
study population by ethnicity/SES and gender but also by ST mode. However, the confidence 
intervals in these analyses were still relatively narrow. 
As well as reducing the potential impact of random variation, the Census’s large 
coverage and high response rates reduced the potential for selection bias. Selection bias in 
prevalence studies like this one usually refers to systematic differences between people 
included and excluded from the study.192 Census data – in theory – is the entire NZ population 
on Census day and therefore very few people are excluded from the Census dataset,G meaning 
bias from those included or excluded will be minimal. However, selection bias was still likely 
 
G In practice there are growing issues with coverage in the Census.213,214  
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present in this study, as I excluded some of the Census population from my study population. 
I discuss these limitations below. 
A final benefit of Census data is that the questions are well-tested. SNZ employees put 
significant thought into phrasing to ensure questions are easily understood and measurement 
error is minimal. Moreover, many questions have been used in multiple Censuses and proven 
useful and effective questions for gathering the information sought. The questions on travel-
to-work, gender, ethnicity and the various aspects of SES captured by NZDep are simple and – 
for the most part – easily understood, which reduces the potential for measurement error.  
The Census travel-to-work question which captured data on ST mode choices had many 
strengths. The Census question asked about travel only on Census day. This minimises recall 
bias as most people will accurately remember how they travelled to work that day. As each 
Census is held on roughly the same day, asking about travel on that day produces comparable 
data. 
NZDep is a useful SES-measure because it captures some of the complexity of SES. 
NZDep combines a wide range of SES-indicators covering many aspects of SES, outlined in 
Chapter Two. Furthermore, the indicators included in NZDep have changed over time as 
society, therefore deprivation, has changed. For example, since 2006, NZDep includes Internet-
access as an SES-indicator, as the Internet has moved from being a luxury to a necessity and 
lacking Internet-access now signifies real disadvantage. Thus, NZDep is an evolving measure, 
as SES itself is an evolving phenomenon, and adapting the measure actually enables better 
comparisons of change over time. Other SES-measures need adjustments to ensure 
comparability over time: for example, income data requires inflation-adjustment, and using 
education sometimes needs adjustment when, for example, tertiary qualifications become 
more common and more required for entry-level jobs. NZDep already has such adjustments 
factored into it. 
4.4.3 Potential sources of selection bias 
As previously discussed, selection bias is not a major issue in this study because the 
Census has wide coverage and high response rates. However, there could be SES-related 
selection bias due to the exclusion criteria I used to create the study population from the 
Census data set. I removed a disproportionate number of low-SES people from the Census 
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population. For example, I removed people living in non-private dwellings like boarding houses, 
who are disproportionately low-SES. Therefore, although NZDep quintiles represent 20% of 
residential areas in NZ, quintile five makes up <20% of my study population. This would have 
introduced selection bias if the association between gender and ST varied between those 
included and excluded. For example, the SES sub-analysis found a strong social gradient in 
walking and the SES and walking regression analysis (Table 3-26) found this social gradient was 
stronger among women than among men. Therefore, by disproportionately excluding low-SES 
people from the study I could not only be underestimating the association between SES and 
walking but also the association between gender and walking. 
4.4.4 Potential sources of measurement error 
4.4.4.1 Travel-to-work 
The Census travel-to-work question has benefits, outlined above, but also limitations. 
Possibly, some respondents’ usual commuting transport mode was different from that 
recorded in the Census. Although the study population was large, it only collected data from a 
very small time period (one day) that may not be representative of normal ST-use. I did not 
control for this potential measurement error in my analyses but I attempted to partially 
address it by only including people in their usual residence on Census night, assuming people 
not in their usual residence were less likely to have followed their usual travel habits that day. 
Furthermore, measurement error may be present in the travel-to-work question 
because the Census occurs in late summer – early March – and weather affects transport mode 
choice.54,193 As well as potentially affecting comparability between Censuses if one Census day 
is rainy and the next is mild, asking about travel-to-work only in a temperate month could lead 
to active modes being over-represented compared to the average AT-use over the whole year. 
This would not bias the gender, ethnicity and SES associations with ST-use if those associations 
remain consistent year-round. However, these social characteristics’ associations with ST may 
vary by weather. For example, people without car-access will use ST regardless of weather, 
while people with car-access who choose ST for environmental or health reasons may opt to 
drive in inclement weather. There could also be gendered or ethnic factors – such as 
appearance considerations or physicality requirements – which could mean weather affects 
ST-use differently for different socio-demographic groups. Thus, only measuring travel on this 
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one day could underestimate associations between gender, ethnicity or SES and ST. SNZ has 
since changed the wording of the travel-to-work question to ask about ‘usual’ main transport 
mode, seeking to address measurement error or bias due to unrepresentative travel on Census 
day.H However, this could arguably increase another form of bias: response bias. 
Travel-to-work survey data can include response bias as people who use less-common 
transport modes, especially modes associated with a ‘beleaguered’ identity (such as cyclist or 
PT-user), may over-represent their use of that mode. Asking about travel only on Census day 
helps avoid this potential bias by not requiring personal judgment of ‘usual’ transport habits, 
unlike the new wording. However, asking about travel that day still relies on people 
volunteering accurate information. There could be response bias if individuals who use 
beleaguered transport modes, such as cycling, record their transport mode as cycling even if 
they drove that day because they want to signal attachment to the cyclist group: respondents 
could even be implicitly trying to ‘correct’ measurement error if they felt they did not reflect 
their usual travel habits that day. 
Another drawback of the travel-to-work Census question was that it recorded data for 
only one transport mode: the “main way you travelled to work – that is, the one you used for 
the greatest distance.”I This question is simple and clear, and the answers are easy to analyse 
and quantify. However, as it only records one mode, some modes’ use may be under-recorded. 
For example, someone who walked to and from bus stops may record their main mode as PT, 
despite having also walked, and therefore walking rates could be under-represented in the 
study population. This particular example would bias gender associations by impacting 
recordings of women’s travel more than men’s, as women had higher PT-use. 
 
H In contrast to asking about main travel on Census day, as in the 1991-2013 Censuses, Census 2018 asked “What 
is the one main way you usually travel to work - that is, the one you use for the greatest distance?” This personal 
judgment of ‘usual’ mode potentially gives more scope for people to over-represent their use of sustainable 
modes, for example. This is a form of response bias, as discussed in the following paragraph. A counterpoint is 
that there was not an observable shift in mode rates resulting from the question changing from “What is your 
main means of travel to work?” in 1986 to asking about main travel means on Census day in 1991. See Table 1-1 
in Chapter One. 
I The changed question in the 2018 continues to request only one ‘main’ transport mode, defined the same way 
as the mode used for the greatest distance. 
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4.4.4.2 Gender 
There were also potential sources of measurement error and measurement bias in the 
Census recording of people’s gender. The Census form asked respondents whether they are 
male or female, or tāne or wahine.J This is a simple question that most people can easily 
answer, reducing potential measurement error. However, the data collected from this 
question relates to a binary view of sex, rather than providing information on the complexities 
of gender experience. The concept of construct validity offers some insight into the difficulties 
of recording gender. Construct validity pertains to difference between the “units, treatments, 
observations and settings on which data are collected … [and] … the higher constructs these 
instances represent.”194 The Census data’s male-female classification used for my exposure 
measure is quite different to gender identity.88,90,125 The male-female classification is one 
element of gender, which does not adequately illuminate the social and political elements of 
gender that combine to influence transport mode choice. Male-female categorisation can be 
used as a proxy for aspects of gender such as employment type or status, household 
responsibilities, and safety considerations, but it does not capture the nuances of these 
gendered experiences.  
Furthermore, as discussed in Chapter Two, the sex categorisation question on the 
Census form does not record non-binary sex or gender identities and is unclear about how 
transgender people should record their gender. SNZ may wish people to self-identity as male 
or female, but they do not state this anywhere on their forms. Therefore transwomen – who 
are women, and should be in the ‘women’ categories in my study – may record themselves as 
male, and transmen as female, if they believe they must record their sex as it appears on their 
identity documents, for example. If there are systematic differences in gender/ethnicity/SES 
associations with ST-use between trans/non-binary and cisgender people,K this measurement 
error will have biased my study. Whether or not it introduces bias, the forced binary 
sex/gender categorisation is a weakness of the Census data collection methods, and an 
example of societal exclusion and erasure of sexual and gender minorities. 
 
J The question, in English, is worded as ‘Are you…’ with check boxes next to ‘Male’ and ‘Female.’166–168 More 
detailed discussion of the Census gender question is in Chapter Two. 
K Qualitative research suggests there may indeed be such systematic differences.215 
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4.4.4.3 Ethnicity 
Issues surrounding collecting, categorising, using and reporting ethnicity data may have 
also resulted in measurement error. Ethnicity data was collected through the Census ethnicity 
question which allowed respondents to record multiple ethnicities.166–168 As with gender, 
ethnicity – both how people experience their ethnic identity and how society is structured to 
privilege or disadvantage different ethnic groups – affects many elements of life that combine 
to influence ST-use.111,119,124 Simply categorising an individual into an ethnic group does not 
adequately reflect the complex ways ethnicity operates in society or in people’s lives. Once 
again, the concept of construct validity is useful: the ethnicity categorisation offered by Census 
data does not fully represent the intricacy of ethnicity. Therefore, because of the potential 
inadequacy of the methods to record and categorise ethnicity, this research may not reveal 
the true and full associations between ethnicity and ST. 
An added complication to dealing with ethnicity in any research is that ethnic identities 
are neither mutually exclusive nor fixed. People often have numerous ethnicities and some 
change their ethnic identification over their life-span.154,170 For example, between Census 2001 
and Census 2006, the proportion of people recording more than one ethnicity increased from 
<10% to nearly 11%.154 This suggests some people’s ethnic identification likely changed. It is 
unclear what impact people changing responses had on my research’s validity, but it does 
indicate the nuance of ethnicity which makes it hard to accurately measure and therefore 
could bias results. 
Different approaches are used for classifying people with multiple ethnicities, as 
discussed in Chapter Two. Where possible, I categorised ethnicity using the Total Ethnicity 
approach, enabling respondents to be included in multiple ethnic groups. However, I used a 
Prioritised Ethnicity variable (the method for which is described in Chapter Two) in the 
regression analyses, as recording individuals in multiple groups is unusable in regression 
analyses (without statistical workarounds which in turn impact on validity of results). 
Prioritised ethnicity only counts respondents as one ethnicity, and therefore further reduces 
how much nuance of people’s identities is captured. The sole ethnicity recorded is not even 
necessarily the one the person identifies most strongly with.154 Therefore, the Prioritised 
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Ethnicity approach will have introduced measurement error and potentially biased the 
regression results. 
4.4.4.4 SES 
SES comprises many complex culturally specific factors, making it very difficult to 
measure. I outlined difficulties with measuring and categorising SES, especially among women 
and minority populations, and potential strategies for capturing its intricacies, in Chapter One. 
These difficulties will have inevitably introduced measurement error into this study. I chose to 
use NZDep – an area-level deprivation measure – as my SES-indicator in this study. Despite the 
benefits of NZDep, discussed above, it will have produced measurement error and potentially 
bias because not all people who live in deprived neighbourhoods are deprived and not all 
deprived people live in deprived areas. This probably would not lead to bias as this 
misclassification is not systematic by gender or ST mode choice, but it could impact the 
accuracy of the SES sub-analyses and the regression analyses which include NZDep. Another 
limitation for my study is the fact that car-ownership is one of the variables comprising NZDep. 
Car-ownership (or lack thereof) is connected to ST-use.128 However, ascertaining the direction 
of influence in this association is difficult, as people may lack car-access and use ST out of 
poverty and necessity, or they may make lifestyle choices to not own cars and use ST. Therefore 
the inclusion of car-access in NZDep also complicates the direction of influence between 
NZDep and ST-use. 
4.4.5 Limited information for trends over time 
The usefulness of my trends over time analyses is limited by the small number of data 
points. As there are only three Censuses in the study, this is not many data points or a very 
long time period to observe chronological change. Moreover, many charges observed in the 
results involve a decrease between 2001 and 2006 that was reversed between 2006 and 2013, 
and the middle data point (2006) is essentially invisible in a linear trend line of only three data 
points. Further research over a longer time is needed to fully understand changes over time in 
NZ’s ST-use.  
4.4.6 Potential sources of confounding 
The presence and impact of confounding was very difficult to ascertain in this study 
because the complex ways gender operates in society do not easily align with epidemiological 
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constructs of causal pathways, mediators and confounders.117 When viewing gender as an 
exposure it is often unclear whether a variable is on the causal pathway or whether it is a 
confounder. The choice of how to treat the variable reflects how researchers understand 
gender. For example, household responsibilities are closely connected with both gender and 
ST, but it is difficult to ascertain whether – or to what extent – they mediate or confound the 
association between gender and ST.5,125,128,143 If a researcher views gender as solely a biological 
phenomenon, the gender differences in household responsibilities that impact ST-use would 
be a confounder, as they are independently associated with biological sex and ST-use. 
However, using the approach to gender based on feminist scholarship from the past fifty years 
outlined in Chapter One, differences in household labour are integral to gender and are 
therefore one mechanism through which gender and ST are connected. Household 
responsibilities should therefore be on the causal pathway. 
I determined that most variables in my causal diagram (Figure 2-1) were on the causal 
pathway rather than acting as confounders. As Risman90 and many other scholars conclude, 
gender functions on many levels in society, from the individual to the structural, and therefore 
impacts every element of human life.5,55,88,96,143 Many factors discussed in the literature as 
affecting ST-use are also closely linked to gender, including income, career choice, appearance 
considerations, safety considerations and household responsibilities. These variables are not 
independently associated with gender and ST but are pathways through which gender affects 
ST mode choice.  
However, other researchers who have examined associations between gender and ST 
have treated variables as confounders which I viewed as mediators, controlling for them using 
logistic regressions.39,47,49 Acknowledging these different approaches to gender and the 
potential for my own personal biases to affect my methodological choices in ways that 
negatively impact my research’s validity, I also performed logistic regressions, controlling for 
various household, demographic and socio-economic variables. Even after these variables 
were adjusted for, the associations between gender and ST did not significantly change. 
If some variables in the causal diagram functioned as confounders – or more as 
confounders than as mediators – confounding may still affect this study even after the logistic 
regression. Residual confounding could be present in the estimates if variables were unable to 
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be controlled for, or were not well-measured or specified. I controlled for all variables in the 
causal diagram for which the Census provided a measure or – more commonly – an 
appropriate proxy. Household responsibilities, for example, were a major theme in the 
literature but I could not control for divisions of household responsibilities within households; 
instead, I included number of dependent children within a household to approximate 
household labour. Number of dependent children does not fully capture the complexity of 
differences in household responsibilities and therefore, if this variable is viewed as a 
confounder, residual confounding is definitely present. Furthermore, many variables in the 
causal diagram could not be controlled for at all. For example, the Census did not offer a usable 
proxy for ‘cultural identity associated with transport mode,’ although qualitative research 
suggests it could be a significant factor in determining mode choice, especially for cycling.11,136 
4.4.7 External validity 
My study has some external validity limitations but they do not invalidate the results. 
Firstly, my research question asks “What is the association between gender and sustainable 
transport use in Aotearoa?”, but my outcome data only looked at travel-to-work, just one 
element of people’s travel. Therefore, I potentially only have limited insight into the 
relationship between ST-use and gender. The NZHTS identified numerous reasons for travel, 
such as shopping/personal business/medical; social destinations; and accompanying or 
transporting others.86 Travel-to-work was only the fourth-largest category of travel (as 
measured by time taken).86 However, other NZ-based studies which analysed gender and ST 
using total travel outcomes found somewhat similar associations to my study.15,49,86,87,133,140 I 
discuss diversity between my results and these studies below, but the overall similarities 
indicate that although travel-to-work and total travel are different, they are comparable 
enough that associations found in travel-to-work data speak to associations in all travel. 
Secondly, because I examined travel-to-work mode choice, non-employed people were 
excluded. It cannot be assumed that associations found in this study necessarily apply to 
groups not included in the analysis such as those outside the workforce because of 
unemployment, retirement, disability, age or because they are in education. Further work 
would be needed to examine associations between gender/ethnicity/SES and ST in groups 
excluded from my study. 
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4.4.8 Conclusion 
This research has some limitations and external validity issues, as discussed, but the 
results are still valuable. The study design also has strengths, largely related to use of Census 
data, which captures responses from most people in NZ. This large data set enabled examining 
sub-groups and doing ‘intersectional analyses’ which had not been done in such detail in 
previous research, despite its importance. I restricted my population in several ways that 
introduced selection bias, as a trade-off to reduce risk of measurement error. Some 
measurement error likely exists, again largely as a result of trade-offs between one risk of error 
and another. For example, I used prioritised ethnicity in the regression analysis to avoid validity 
issues total ethnicity would introduce. I used NZDep because it comprises many elements of 
SES and is easily comparable over time, even though area-level deprivation does not entirely 
overlap with deprived residents. I used Census travel-to-work data because of the strength of 
the Census dataset, although this introduced weaknesses with the gender measure. It also 
introduced external validity issues related to using travel-to-work data. However, travel-to-
work data is not dramatically different to total NZ travel. Moreover, using travel-to-work data 
has strengths. Travel-to-work is helpful to examine from a public health perspective as it is so 
car-dominated even though many PMV-commutes can be (arguably) easily exchanged for 
sustainable modes. 
My study also has some potential areas of confounding. Determining which factors 
related to ST and gender mediate the relationship between them and which confound the 
relationship is very difficult, due to the nature of gender as a multi-faceted, multi-level set of 
social processes. Moreover, different understandings of gender lead to different 
characterisations of factors as confounders or mediators. More research is needed to clarify 
confounding and mediation and, in general, to understand causal relationships between 
gender and outcomes like ST-use. The complexity of identifying causal relationships involving 
social characteristics like gender is related to debates within epidemiology over whether to use 
these social characteristics as exposures. I explore how my study could speak to these 
conversations, among other implications of my findings, in the next section. 
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4.5 Implications of findings 
Transport is an important part of human social life, and these findings could have many 
potential implications for research and policy regarding ST in NZ and elsewhere. I discuss some 
of these implications in this section. I first discuss what these findings may mean for how 
gender is used in epidemiological research. I then examine potential explanations for key 
patterns found in this study. Next, I ask what some key trends over time in the study may mean: 
what might explain them and what they might signal regarding the future. I then discuss some 
important equity issues that these findings illuminate. Finally, I discuss some potential 
strategies and interventions for increasing ST and reducing ST-related inequities in NZ. 
4.5.1 How do we use gender in an epidemiological study? 
Gender is a complex aspect of human existence, and using gender in epidemiological 
studies is far more complicated than examining exposures such as, for example, tobacco 
consumption. My research cannot, of course, resolve all these complexities. However, my 
findings may reinforce two points relevant to the ongoing discussion of how gender should be 
used in epidemiological studies. Firstly, my findings reinforce the importance of examining 
gender using an intersectional approach. Secondly, my findings reinforce that using gender as 
an exposure in epidemiological studies is useful, even though ascertaining causation in relation 
to gender is very difficult. I discuss these two implications for epidemiology in this section. 
4.5.2 The value and importance of considering intersectionality 
An important implication of my findings regarding examining gender in epidemiological 
studies is that gender should, wherever possible, be examined using an intersectional 
approach. As discussed above, a key general finding was that examining the association 
between gender and ST in intersection with ethnicity and SES yields valuable insights about 
that association. Insofar as gender affects transport choices differently at different SES levels 
and in different ethnic groups, we cannot understand gender and transport adequately 
without examining gender intersectionally, acknowledging that gender does not exist in a 
vacuum but interacts with other social characteristics. In fact, many other social characteristics 
outside the scope of this study also intersect with gender to influence ST-use.L Future 
 
L For example, another social characteristic that is part of gender but not covered by my research is 
cisgender/transgender identity. the Counting Ourselves215 report into the health and wellbeing of trans and non-
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quantitative and qualitative research should consider carefully how best to incorporate 
intersectionality in order to more deeply understand gender’s associations with transport or 
other health behaviours and outcomes. 
4.5.3 Causation in the association between gender and ST 
Another important overall implication of my findings is that using gender (along with 
ethnicity and SES) as an exposure in epidemiological studies yields valuable insights. For 
example, it has allowed me to find, as many other studies have found,5,11,47,55,62,91,125,143,191 
significant associations between gender and ST, and add to this body of knowledge. 
Nonetheless, as gender is subjectively experienced and affects so many elements of life, it is 
very difficult to ascertain what is on the causal pathway between gender and an outcome and 
what is not – as discussed in more detail above. This complexity is cited as a reason for not 
using factors like gender as exposures in epidemiological studies.114,116 However, I instead see 
this complexity as an invitation to undertake further quantitative and qualitative research to 
understand the complicated ways gender processes cause and influence ST rates. 
This difficult task of ascertaining causation will include examining factors that are 
connected to both gender and ST, and ascertaining how they operate in the association 
between gender and ST. For example, age would appear to be a confounder in this association. 
However, when associations between age and ST are examined more closely, ST-use decreases 
among women in their 30-50s, which is the age women often have the most 
household/childcare responsibilities.29,62,91,127 Therefore, it could be argued that age is a proxy 
for life-stage, which is somewhat on the causal pathway between gender and ST because of 
the gendered responsibilities accompanying life-stages. This potential pathway is shown in 
Figure 4-1. There are other ways that age and ST-use connect, such as AT being less common 
among older people because of health concerns. Kavanagh & Bentley131 suggest even this is 
gendered, as certain AT health barriers, such as musculoskeletal issues, are more common 
among women than men. The reality of intersectionality makes potential causal pathways even 
 
binary people in Aotearoa reports that many survey participants had experienced discrimination, violence, or 
harassment on PT. Participants felt unsafe walking alone at night or using PT at similar rates to women in the 
general population, and experienced reduced access to health services due to reduced transport options at five 
times the rate of the general population.215 As the NZ Census does not yet ask about sexual orientation, 
transgender, or non-binary gender, it would not have been possible to cover any of these aspects of gender in my 
study. 
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more complex. For example, even location – which affects ST-use51 – is connected to ethnicity 
and gender, as Māori, especially Māori women, are more likely to live in deprived 
neighbourhoods than non-Māori people.195 Therefore, the intersectional association between 
ST and gender is possibly partially mediated through location, as where people live is 
associated with ethnicity, SES and gender. 
 
Figure 4-1: Potential causal pathway between gender and ST, including household responsibilities and age 
 
Fully understanding the causal pathway between gender and ST clearly requires further 
research. In this section, I propose potential explanations for the patterns observed in my 
research, but I avoid causative statements because of the uncertainty of causation, especially 
when using gender (or other social characteristics) as an exposure. The many variables 
connected to both gender and ST should be examined to ascertain whether, why, and how 
they are causative. This will hopefully contribute to policies to increase ST-use across the whole 
population. Using Kreiger’s117,119 epidemiological theories as a guide, future research and 
policies should see gender in its social as well as its biological context, fully understanding the 
discriminatory aspects of society’s gender processes. This is because gender being a causative 
factor does not mean having a gender identity causes gender inequalities, but that gender 
discrimination causes gender inequalities (as discussed in Chapter One). Any interventions 
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proposed to address gendered differences in ST should aim to address the discrimination 
women, especially ethnic minority and/or low-SES women, face when accessing and using ST. 
4.5.4 What might explain patterns observed in this research? 
In this section, I explore factors that could potentially explain my findings on the basis 
of my data and other research. I first examine potential explanations for my gender-based 
findings, such as gendered cultural associations with transport modes or gender inequalities in 
paid and unpaid work, while commenting on an uneven focus in prior research attempting to 
explain patterns in gender and ST. I then turn to my intersectional sub-analyses. The possible 
reasons explored in this section and the next should be treated as speculative: these potential 
explanations could generate hypotheses, but further quantitative or qualitative research 
would be necessary to test those hypotheses. Speculation is particularly tentative regarding 
potential explanations for my gender/ethnicity and gender/SES results, due to lack of 
applicable prior research and complexities with applying potential explanations to my findings. 
I explore whether cultural associations could help explain my gender/ethnicity/cycling findings; 
and whether cost or infrastructural inequalities could explain my gender/SES/PT findings. In 
both cases I note many complexities with seeking to apply these explanations. A common 
theme in this entire section is that further research is needed to help explain patterns in NZ’s 
ST-use. 
4.5.4.1 Potential explanations for gender patterns 
I found clear, consistent gender associations with the three ST modes, indicating 
gender processes at institutional, interactional, and/or individual levels significantly influence 
transport choices. Prior research outlined in Chapter One posits some factors that may lead 
men and women to undertake different travel behaviours. My causal diagram (Figure 2-1), also 
contains potential mediating factors; I occasionally reference this without commenting on 
causal relationships from an epidemiological perspective. 
Previous research into gender and transport provides many potential explanations for 
why women may use ST modes at low rates, but less insight into women’s higher use of ST 
modes than men. I did indeed find women had low ST rates, but men had even lower ST rates 
(except for cycling). This was also found by other previous research.15,51,55–57,62,133,140 Despite 
this, discourse on women and transport often focuses on the problems women face using ST. 
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This research is vital and valuable. It has shown, for example, that women’s travel is often more 
complex than men’s, often because of household responsibilities, but that many transport 
plans and policies are created with a focus on the mobility needs commonly associated with 
white high-SES males.5,11 For example, many PT networks best accommodate passengers doing 
simple, A-to-B commutes into the CBD for traditional 9-5 working hours, which often does not 
align with women’s travel.128 Other research shows that women’s daily mobility choices, 
especially in relation to ST, are inhibited compared to men’s because of safety and appearance 
considerations.11,14 This literature can point to potential reasons for women’s low ST rates, but 
does not clarify why, despite these barriers, women commuted by ST (except cycling) more 
than men did. 
Despite the lopsided focus, the literature does provide some explanations for women’s 
higher ST rates that could help explain this finding. The first relates to gendered socialisation 
and cultural identities associated with transport modes. Powered forms of transport and 
bicycles are often associated with masculinity,.5,128 and men may have a cultural connection to 
powered vehicles. In my causal diagram I refer to this as ‘Connecting with cultural identity 
associated with mode’. Qualitative research suggests that women (in low-cycling countries) do 
not connect with the stereotype of a ‘cyclist’ and therefore often do not even consider cycling 
as an option.11,191 Women may also connect less with the cultural identity of a car-driver, and 
be therefore more likely to consider walking or PT. Furthermore, some evidence suggests men, 
more than women, are drawn to transport modes that offer autonomy, control and speed, 
such as PMVs and cycling.5,11,66,191 These cultural perceptions may lead to men having more 
access to shared cars in heterosexual relationships, leaving their female partners to walk or 
use PT.128,M 
Many other factors mentioned in the literature could potentially combine with 
gendered socialisation to explain women’s higher ST-use. Men may also have higher car-
ownership than women for economic reasons because men have, on average, higher 
incomes.128 Potentially, low-income men may be more likely than women on equivalent 
incomes to prioritise car-ownership because of the social factors discussed above.62,128 Women 
 
M Car-use in heterosexual households does change when the couple has dependent children: in heterosexual 
households with one car without dependent children, research shows that men are more likely to use the car but 
in households with dependent children, women are more likely to use the car.29,84,128,143 
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are also more likely to work close to home, and/or to work part-time: two factors associated 
with higher ST-use.143 Other elements of employment and career-choice may also contribute 
to men’s lower ST-use: men more often have ‘blue-collar’ jobs, some of which are considered 
to be less accessible by ST modes.51,62,128 Finally, some research suggests women are, on 
average, more environmentally conscious than men.128 All these potential explanations are 
connected to gender processes in society. Women’s and men’s different working patterns are 
often connected to gendered household and childcare responsibilities.5,143 Blue-collar work is 
often associated with masculinity.51,62,128 Women have, on average, higher educational 
qualifications than men, which could explain greater environmental awareness, and female 
socialisation to be caring and take responsibility for things and people possibly also contributes 
to women’s higher environmentalism.51,127,152,196 Even the economic factors affecting car-
access are gendered, as women are more likely than men to live in poverty.197 
4.5.4.2 Potential explanations for gender/ethnicity patterns 
My results showed significant ethnic differences, clearly suggesting ethnicity and ethnic 
inequality should be considered whenever researching transport or devising interventions to 
increase ST-use. However the precise reasons for this need to be better researched. The 
finding that Māori and Pacific Peoples’ ST-use declined over the study period deserves special 
attention in light of how Māori and Pacific Peoples are both affected by a colonial history and 
ongoing systemic disadvantage in NZ.72 The observation that Pacific and Asian Peoples have 
greater gender differences than the other two ethnic groups also warrants attention to how 
ethnicity, colonisation, racism, and/or xenophobia intersects with gender in relation to 
transport. Unfortunately, there is limited previous research into ethnicity and transport, 
especially in intersection with gender and especially in NZ, so there is limited evidence to help 
explain the patterns revealed by my gender/ethnicity sub-analysis. 
Similarly to research on gender and ST, much of the research into ethnicity and ST 
focuses on barriers disadvantaged groups face, which yields valuable insights, but does not 
help explain why many ethnic minority groups use ST at relatively high rates. My study found 
Asian and Pacific women had the highest ST rates overall, and Asian men had the highest rates 
among men. Māori (like ‘Other’) had lower overall ST rates but higher cycling rates and smaller 
gender differences. The only NZ-based research I found that explores reasons behind ethnic 
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groups’ travel choices is two qualitative research studies among Māori. This research found 
Māori are disproportionately likely to have safety concerns associated with ST modes, live on 
papakāinga in peri-urban areas inaccessible by ST, and take many chauffer journeys 
(transporting others or being transported).26,71 This suggests Māori face barriers to ST. 
However these barriers would also apply to cycling and and Māori had relatively high cycling 
rates in my study, suggesting these explanations are incomplete. 
Some of these barriers faced by Māori potentially also apply to other ethnic groups. For 
example, Census data suggests Pacific Peoples may, like Māori, take many chauffeured or car-
pooling trips, due to high rates of travel-to-work as PMV-passengers.84 There is also 
international research finding ethnic minorities in other contexts have higher safety concerns 
in relation to ST than dominant ethnic groups.11,136 However, it certainly cannot be assumed 
that what applies to one minority ethnic group applies to all others, especially because my 
research found quite different travel habits between Māori, Pacific, and Asian Peoples. 
Moreover, as the word ‘Peoples’ shows, the Pacific Peoples and Asian Peoples groups contain 
many diverse ethnic and national groups. Research to date contains no attempts to explain 
why – despite barriers – Asian Peoples walk and use PT at relatively high rates, Pacific women 
use PT at relatively high rates, or Māori cycle at relatively high rates; nor why ‘Other’ and Māori 
have more gender-equal ST rates. This is a serious gap in the literature, especially considering 
the equity issues associated with ethnicity, colonisation, and racism in NZ’s history and present. 
Some international research into cycling and identity could provide clues to explaining 
gender/ethnic patterns in cycling rates, but more NZ-based research is needed. US- and UK-
based research suggests transport planners, researchers and media often associated cycling 
with ‘whiteness’.11,136 London-based research found White interviewees associated cycling 
with environmentalism, physicality and liberal middle-class identity.11 However, this and other 
research suggested other ethnic groups associated cycling with crime, poverty, youth, and/or 
culturally inappropriate public display for women.11,136 Both sets of cultural associations were 
sometimes linked to gendered associations of cycling with masculinity, and all ethnic groups 
often saw cycling as a more conspicuous identity display for women than for men.11,13,54 
Therefore, cultural associations with cycling were an enabling factor for some 
gender/ethnic/SES identities but a barrier to others.11 Similar cultural associations could 
potentially help explain ethnic/gender differences in my findings, such as the ‘Other’ ethnic 
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group’s high cycling rates. However, several important caveats apply. Firstly, while NZ Pākehā 
may occupy comparable social positions to white Londoners, we cannot simply map ethnic 
relations from one country onto another. Secondly, my ‘Other’ category cannot be equated 
with ‘Pākehā.’ It mostly comprises NZ’s numerically and politically dominant Pākehā/NZ 
European ethnic grouping, but also includes many minority ethnicities – including some 
particularly marginalised ethnic minorities, such as much of NZ’s refugee community. Thirdly, 
these cultural associations do not line up neatly with my data: for example, cycling was not 
only high among Pākehā.N More NZ-based research on ST and cultural identities would be 
useful. 
4.5.4.3 Potential explanations for gender/SES patterns 
The overall association of higher ST-use with area-level deprivation suggests socio-
economic factors affect transport choices. However, as with gender and ethnicity, exploring 
which socio-economic factors affect transport, and how, is complex. This can be shown by 
focusing on potential ways SES affects PT-use in NZ. It is notable that the ST mode with the 
clearest association with deprivation was walking, which is free for the commuter, while PT 
was negatively associated with deprivation – especially for men – and PT has the highest 
ongoing costs of the three ST modes. This could suggest PT fare cost is a barrier to use for 
people in more-deprived quintiles. Alternatively or additionally, it may indicate that PT is more 
accessible to people living in high-SES areas: perhaps transport coverage is better in affluent 
areas,O or people in these areas may be more likely to work 9-5 work days, which PT networks 
tend to serve better than shift work.128 
Although deprivation is important in determining ST-use, these findings suggest gender 
still plays a role. Gender differences were starker in high-deprivation quintiles than in low-
deprivation quintiles, and this was especially notable for PT. Thus, even if PT cost is a barrier 
for low-SES people, cost considerations do not override everything else: people in the most 
deprived quintiles, who may be most influenced by cost, are also strongly affected by gender 
 
N Māori also had high cycling rates – in 2001 Māori had the highest cycling rates among both men and women 
(second after ‘Other’ in 2006 and 2013). Also, other research suggests that non-Pākehā ethnicities within the 
‘Other’ category (e.g. the ‘Middle Eastern Latin American African’ grouping that is often a separate category to 
Pākehā/NZ European) also have high cycling rates in NZ.15 
O This has been observed in the US and the UK, as discussed at 1.8.3.6. Further research is needed to determine 
to what extent neighbourhood affluence influences PT coverage in NZ. 
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dynamics. Looking at how SES intersects with gender indicates it would be inadequate to 
attribute all associations between SES and PT-use to cost and infrastructure availability. PT-use 
had a far stronger association with high SES for men than for women, and presumably cost and 
infrastructure affect women at least as much as they influence men. Therefore, perhaps the 
connection between high SES and PT also involves gender-differentiated factors that make the 
connection stronger for men. Potentially, low-SES men are more likely than either low-SES 
women or high-SES men to do jobs inaccessible by PT, whether due to locations, hours, or 
required tasks.51,62,128 Alternatively or additionally, perhaps cultural associations of PMVs and 
PT with, respectively, masculinity and femininity are stronger among low-SES men than high-
SES men or low-SES women. This is yet another area where further qualitative research would 
be beneficial, to explore in detail how transport, SES, and gender (and ethnicity) are linked in 
NZ. 
4.5.5 What do the trends over time mean? 
As discussed above, total rates of each ST mode were similar in 2001 and 2013, but 
some changes during the study period were apparent. Here, I mention some possible reasons 
for two of these changes in light of other research. Specifically, I address two developments 
the 2013 data may signal: a turnaround of long-term declines in ST-use, and a potential change 
in SES associations with cycling.P Further research would be necessary to establish reasons for 
either of these changes. However, the changes observed do point to potentially fruitful 
avenues for future research. 
4.5.5.1 A turnaround in NZ’s ST decline? 
One pattern observable in change over the three Censuses was ‘worse-then-better’: 
some ST rates dropped in 2006 before recovering in 2013 (sometimes to higher levels than 
2001, and sometimes lower). Census travel-to-work data from 1981 to 2006 shows commuting 
on foot or bicycle steadily decreasing, while PT-use decreased in the 1980s and plateaued 
since.83 This indicates that the decreases between 2001 and 2006 found in this study represent 
a continuation of long-term trends while the increases between 2006 and 2013 represent a 
 
P I have not tried to speculate about reasons for the overall decrease in gender differences, because, as discussed 
above, there was not a consistent trend in all modes: each ST mode had different patterns of change among men 
and women that all (potentially coincidentally) made the mode more gender-equal. 
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reversal of these trends. Preliminary examination of 2018 Census dataQ suggests PMV-use 
continued to decline and PT-use continued to rise, but cycling and walking declined.198 More 
in-depth, intersectional examination of recent travel-to-work data would be needed to 
ascertain which groups’ 2006-2013 ST increases have continued since. 
This pattern could possibly be attributed to economic changes affecting attitudes to 
the cost of transport modes: perhaps NZ’s economic growth in the mid-2000s influenced 
increasing PMV-use and decreasing ST, and the economic recession in 2008-10 had the reverse 
effect.199 Data on PMV-access and fuel prices somewhat supports the hypothesis that 
economic considerations drove the 2006-2013 reversal of NZ’s long-term decrease in ST-use. 
PMV-access has increased in NZ since 1996, but the increase slowed between 2006 and 
2013.199 Meanwhile, fuel prices went up significantly between 2006 and 2013.200 There may 
also have been improvements in cycling, PT, and/or walking infrastructure between 2006 and 
2013. Another potential cause is an increase in environmental awareness. Some research on 
environmental change since 2006R indicates increased environmental consciousness but 
limited evidence of behavioural change.201,202 Overall, further research would be necessary to 
assess whether one or more of these theories is correct. 
4.5.5.2 A changing association between cycling and socio-economic status? 
Another observed change was that cycling increased for higher-SES quintiles and 
decreased for lower-SES quintiles. This is notable partly because it contrasts with the other two 
ST modes, which increased more for lower-SES quintiles. While 2013 is only one data point, it 
would be worth examining in further research whether cycling is becoming associated with 
high SES, as in Brisbane51 and London.11 If so, this would support other research suggesting 
cycling for middle-class people has become associated with performing cultural values such as 
environmentalism and health-consciousness.11 High-SES quintiles’ significant cycling increases 
were not mirrored in other ST modes: quintile one and two’s PT rates increased only slightly 
and walking rates decreased. It is possible, though not measurable in this cross-sectional 
 
Q As discussed in the Methods Chapter, the 2018 Census data is not entirely comparable to the 2001-2013 data 
as the travel-to-work question has changed. 
R While this is coincidentally the year of NZ’s Census, these researchers chose this year as it was when the 
documentary An Inconvenient Truth216 was released. 
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research, that some high-SES women and men who stopped walking between 2001 and 2013 
switched to cycling and contributed to the cycling increases in quintiles one and two. 
4.5.6 What equity issues are illuminated by these findings? 
Because our society distributes resources, power, and status unequally to people of 
different genders, ethnicities, and SESs, equity must be considered whenever those groups 
have different outcomes. These findings provide insights into inequities in NZ’s transport 
system regarding who can access ST, what access ST provides those who do use it, and climate 
change implications.  
4.5.6.1 Inequity in who can access ST and the benefits it provides 
One important inequity illuminated by this and other research is differential access to 
ST modes. Access to ST exists on many levels, from physical access to PT networks or AT 
infrastructure to the gender division of labour that means ST fits better into some lifestyles 
than others.14 Many other researchers have expanded on how ST-access differs between socio-
demographic groups: for example, men’s routines are more likely to enable commuter-cycling 
than women’s, or people who work in the CBD doing office jobs are more likely to be able to 
use PT than people who do third-shift factory work.14,128 These ST-access inequities produce 
unequal access to the benefits ST brings its users. As discussed in Chapter One, ST has manifold 
positive associations with physical health, mental health, and social capital.S Population groups 
that are more likely to use ST modes are therefore more likely to experience the numerous 
health and wellbeing benefits of ST. Conversely, groups that do not use ST modes do not 
receive these benefits.  
This dynamic looks slightly different depending on whether it exacerbates existing 
inequities or works in the opposite direction. Some groups with comparatively higher use of 
some ST modes are already privileged in society. For example, men cycle more, and people in 
higher-SES areas use PT more (a trend that was clearer for men than for women, but visible 
for both in the regression analysis). This suggests men have better cycling-access and high-SES 
 
S To summarise some of these benefits of ST, evidence has suggested ST is associated with protection from 
respiratory diseases;36,52 protection from obesity and obesity-related diseases through physical activity;38,52 
improved mental health and wellbeing, including protection from depression and anxiety;52,53 and increased social 
capital, including feelings of social inclusion and safety.36,52,59 
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people have better PT-access, thus giving already-privileged people better access to the health 
and social benefits of cycling or PT respectively. If interventions to increase ST-use improve ST-
access disproportionately for advantaged people, this would further deepen inequalities. 
Aldred et al’s125 UK-based research found interventions which were encouraging cycling use 
were actually deepening existing inequalities as cycling was still dominated by young men: 
women and older people were still far less likely to cycle. Any interventions to increase ST-use 
must be mindful of the potential to increase existing inequities. The Te Ara Mua82 project is a 
positive example of introducing and testing interventions specifically aimed at improving ST-
use in a low-income community. 
However, many groups with higher ST-use in my research are less-advantaged, which 
has different equity implications to higher ST-use among already privileged groups. For 
example, women were more likely to walk and use PT, Māori had higher cycling and walking 
rates, Pacific Peoples (especially women) had high PT-use, and low-SES people had high walking 
and cycling rates. Overall, higher ST rates were associated with women and low-SES quintiles. 
In these cases, it is positive that groups who are disadvantaged in other ways are advantaged 
in receiving the individual benefits of using ST (while society collectively receives the social 
benefits of ST). However, there are further equity complications when disadvantaged people 
use ST more, because there are also costs of using ST that fall on its users. Moreover, ST-use is 
not always an empowered choice but may be a necessity, particularly for less-advantaged 
people. These complications are discussed in the next section. 
4.5.6.2 Inequity in what ST (vs. PMVs) allows people to access 
Further equity implications relate to the access to employment, leisure, goods and 
services provided by ST modes compared to PMV-travel. Whilst ST brings benefits to its users, 
it also imposes costs, particularly in low-quality ST systems. Currently, NZ’s ST system does not 
offer the same level of access as PMV-travel. Car-travel offers more autonomy, flexibility and 
simply better access to more places than other transport modes.58,203 NZ’s transport 
environment clearly gives preference to car-travel. For example, in 2012-2015 none of NZ’s six 
biggest cities had cycle lanes (protected, on-street, and multi-use) amounting to >20% of total 
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roading.15,T In the same cities, excluding Auckland for which data was unavailable, there were 
only 4km of shared spaces with pedestrian preference across five cities.15 In this car-dominated 
travel system, ST-users are disadvantaged and excluded, or further-disadvantaged and 
excluded in the case of already-disadvantaged people. The access costs of ST compared to 
PMV-travel may also be an across-the-board reason for the low rates of all ST modes by all sub-
groups in my research. 
Some individuals may choose to use ST, and incur these costs, because of benefits of 
ST to themselves, the community and environment, while others have no choice but to use ST. 
Some people cannot afford PMV-travel while others cannot drive due to disabilities. When a 
transport system only enables full access to society via a mode that is not accessible to 
everyone, that is inherently inequitable. The higher ST-use by women and low-SES people in 
this study possibly partly stems from individuals having reduced car-access: other researchers 
have found women, people of disadvantaged ethnicities, and low-SES people have lower car-
access.14,128,133 This would mean these groups’ greater ST-use is a symptom of their lacking full 
access to society. However, just because someone is low-SES, female or of a certain ethnicity 
does not automatically mean they lack PMV-access – particularly when PMV is the dominant 
travel mode for all sub-groups – nor does it automatically mean that their ST-use stems from 
having no other options. They may be choosing to use ST because of its many benefits, just as 
other more privileged people are. 
Qualitative research would be needed to explore the complex dynamic between 
gender, privilege and ST choice. Hanson4 suggests the following questions regarding women’s 
travel: “When and where do women understand their lack of mobility as constraining and 
disempowering, or as empowering, sustainable and perhaps enjoyable… How much agency is 
involved? Do women with relatively low levels of mobility nevertheless have sufficient access 
to opportunity?” These questions could also be asked of other groups’ travel. Furthermore, 
the solution to PMVs providing better access to society than ST is not increasing PMV-use, but 
increasing the access enabled by ST. 
 
T This data is for Auckland, Tauranga, Hamilton, Wellington, and Dunedin for 2015, and Christchurch for 2012. 
Some cities may have increased cycle lanes above 20% of roading since this: for example, Christchurch has 
undertaken a major upgrade of dedicated cycle routes in recent years.209,217 
 150 
4.5.6.3 Climate change has equity issues (economic, gender, generational) 
A third important equity issue highly relevant to transport is climate change. The equity 
implications of climate change are well-documented.3,121,204,205 On both global and local scales, 
poorer communities, and especially women within these communities, often 
disproportionately experience climate change’s negative effects. There is a cruel irony to the 
fact that these more-disadvantaged people who bear the brunt of climate change have smaller 
carbon footprints overall.205 Generational injustice is also involved, as climate change caused 
by human activities today (such as transport) has long-lasting effects on people not yet born.  
My research adds to the knowledge about equity effects of climate change, particularly 
related to transport. Firstly, as discussed above, my research adds to the picture of how car-
dominated NZ’s transport is: although some groups use ST more than others, PMV was the 
dominant transport mode in all sub-groups. The PMV-dominant transport of NZ’s commuters 
in the early 21st century will have significant climate change effects that will fall 
disproportionately on people in poorer countries and future generations. The carbon impact 
of a PMV-dominated transport system is also in tension with the goals of the Zero Carbon 
legislation NZ’s Parliament passed nearly unanimously in 2019.206 Secondly, my research 
confirms that disadvantaged groups, who will be disproportionately affected by climate change 
and are currently disproportionately impacted by local effects of transport such as air 
pollution, are less responsible for contributing to climate change through their travel-to-
work.3,71 Women and low-SES people were more likely to use ST, along with Asian Peoples and 
Pacific Peoples. 
4.5.7 What strategies and interventions could increase ST and reduce inequities? 
In this section I explore potential strategies to increase ST-use. However, any strategy 
to increase ST-use must also attempt to mitigate inequities and not increase them. The 
following strategies are worth exploring as ways to potentially increase ST and reduce at least 
some transport-related inequities. Firstly, I suggest researching the reasons certain groups use 
ST modes (instead of examining barriers to ST) and shaping interventions accordingly. 
Secondly, I discuss the importance of good-quality infrastructure in increasing ST equitably. 
Finally, I suggest approaching transport as social policy to address cultural meanings associated 
with transport modes. 
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4.5.7.1 Exploring groups’ motivating factors 
One strategy that could potentially be used to increase ST-use and address ST-related 
inequities involves undertaking qualitative research specifically aimed at exploring why some 
groups use ST more than others, in order to shape interventions that manage and harness 
these motivating factors. As discussed above, the literature on gender and ST often focuses on 
barriers women face to using ST, even when research (such as this study) consistently finds 
women are more likely than men to use ST. While this focus on women’s barriers to ST has 
yielded valuable insights, it potentially creates an impression of problematising women’s 
travel, when men’s travel is more problematic from a pro-ST perspective. Cycling is the one 
exception in my research, but in some high-cycling areas overseas, women are also more likely 
than men to cycle.125 There is far less focus in the literature on what leads women to use ST or 
what discourages men. Research into this could inform strategies to increase ST-use for both 
women and men. It could be as useful, or even more useful, for shaping ST-promoting 
interventions as the current volumes of research into what makes ST difficult for women.  
As well as examining motivations encouraging women’s higher ST-use, it would be 
useful to explore the factors that encourage other groups to use ST modes according to this 
research. Areas of exploration could include: what lies behind higher cycling rates among 
‘Other’ and Māori and higher PT-use among Pacific and Asian Peoples? Considering the ‘worse-
then-better’ shape of change, what happened between 2006 and 2013 to reverse many 
declines in ST-use? Insofar as these ST increases resulted from positive developments (rather 
than being a consequence of negative events such as the Global Financial Crisis), how can these 
positive developments be further harnessed and encouraged? Why did cycling rates increase 
between 2001 and 2013, especially for women, and PT rates increase, especially for men? 
Examining exceptions could be particularly illuminating. For example, why did walking rates 
significantly increase among Asian men and women, when walking decreased among men and 
women in all other ethnic groups? 
While investigating individuals’ motivating factors would yield valuable information 
that could help shape interventions, this approach is limited by its individual focus. My 
theoretical approach to gender assumes structural, interactional, and ideological factors shape 
gender, and my findings and other research suggest various social factors also shape 
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individuals’ decisions about transport. This approach is likely to be most useful if information 
from individual qualitative research is used to shape interventions not just on an individual 
level, but on social and structural levels. One structural intervention with much support from 
other research is infrastructure improvements, to which I now turn. 
4.5.7.2 Infrastructure improvements 
My study’s findings of low ST rates, particularly for some ST modes among some sub-
groups, suggest NZ requires major investment in improved ST infrastructure. Many researchers 
advocate high-quality ST infrastructure as a solution to low ST-use and high PMV-
use.13,14,54,55,125,127,134 What researchers mean by high-quality infrastructure for walking and 
cycling includes, for example, paths physically separated from traffic, safe intersection 
treatments and low-speed motor-vehicle traffic.21 For PT, it involves affordable, safe, high-
frequency services.207,208 All understandings of high-quality ST infrastructure require 
connectivity: individuals must be able to travel to a wide variety of locations safely and 
efficiently, including connectivity within each mode as well as between modes so someone can 
safely cycle to a PT stop and easily finish their journey on foot at the other end, for example.41 
Finally, high-quality ST infrastructure prioritises ST modes over PMVs.41 Many researchers 
underline that for infrastructure to increase ST-use, it must be high-quality in these ways, 
otherwise it will not enable ST-use or address travel-related inequities.125,134 Small changes to 
the transport system, such as introducing sporadically placed bike lanes not separated from 
traffic, or PT networks with infrequent service or minimal coverage, will be insufficient to 
enable any of the positive outcomes outlined below. As NZ’s transport system currently 
prioritises PMVs and offers far more connectivity to PMV-users than ST-users, the low ST rates 
and inequities indicated by my research are therefore unsurprising.  
High-quality infrastructure such as better cycling and walking paths and expanded PT 
networks with reduced fares will make walking, cycling and PT easier and more accessible, and, 
in theory, address some of the inequities in NZ’s current transport system.41,52 High-quality 
infrastructure will likely increase ST-use, and therefore potentially decrease PMV-use, 
addressing the many public health crises associated with PMV-use and enabling more people 
to experience the many benefits of ST.34,41 It will also enable ST modes to provide better utility 
and access to society. 
 153 
Furthermore, high-quality infrastructure, as opposed to low-quality infrastructure, may 
be particularly effective in increasing ST-use by women and ethnic minorities. High-quality 
infrastructure is particularly emphasised in literature on women and cycling as a solution to 
increase gender equity.36,45,125 Women often cite traffic safety as a barrier to cycling.36,45,125 
For example, cycle lanes consisting of painted lines on busy roads may increase cycling among 
men more than women as women would be more likely to feel too vulnerable to traffic injury 
without protected cycle paths physically separated from motor-vehicle traffic. Moreover, ST 
networks prioritising connectivity would better serve women’s complex journeys. Christchurch 
City Council’s research suggests its recent cycle network upgrades have indeed helped increase 
cycling particularly for women, who comprised 41% of cyclists at surveyed locations in 2020 
compared to 32% in 2016.209,U High-quality infrastructure could also increase cycling among 
ethnic minorities, such as Pacific and Asian Peoples, who had low cycling rates in my research. 
Research into ethnicity and cycling has found ethnic minorities often have higher safety 
concerns than dominant ethnic groups, and potentially more complex journeys, as discussed 
above.26,71,84 
High-quality infrastructure is an important strategy to increase ST-use and address 
some inequities, but it may not address all barriers. Both Aldred125 and Goodman et al’s130 UK-
based research found new AT infrastructure was used primarily by people who already used 
AT. ST infrastructure can increase the total number of ST-journeys made but does not 
necessarily lead to fewer PMV-journeys as new infrastructure provides opportunities for new 
journeys rather than leading people to change their mode choices for their existing journeys. 
130 This indicates infrastructure provision is important, but it does not necessarily address the 
cultural factors that also contribute to transport choices. Therefore, infrastructure 
improvements should be combined with a social policy approach focusing on cultural factors, 
as discussed in the next section. 
 
U Numbers of cycle trips at the surveyed locations increased by 80% between 2016 and 2020, a significant overall 
increase in such a short time. Combined with the change in gender ratios, this suggests women’s cycling increased 
even more significantly, by ~130%.209 
 154 
4.5.7.3 Transport as social policy 
My findings show NZers’ transport choices are significantly shaped by their positions in 
various social hierarchies. Choice of transport mode is not just about supply and demand of 
travel goods and services; it also relates to cultural and socio-economic realities in NZ. 
Therefore, interventions to increase ST-use will have limited success if they ignore diversities 
and inequalities – especially when interventions that ignore gender, ethnicity, and SES have 
often actually catered disproportionately to wealthy white men.125,130 
My findings, combined with other research on how cultural identity impacts on 
transport choices, support taking a social policy approach to transport, rather than seeing it in 
terms of travel-demand management, as currently.203,210 A social policy approach involves 
actively shaping cultural factors determining transport choices through advocacy, education, 
advertising, awareness campaigns, or other methods useful for increasing pro-social or health-
promoting behaviours.203,210 Gender, in intersection with ethnicity and SES, is an important 
component of socialisation and of social and cultural identity, and people’s transport choices 
are influenced by whether their understanding of the quintessential user of a transport mode 
aligns with their identity.11,54,135 Qualitative research has found a major barrier to cycling for 
women is not seeing cycling as a ‘normal’ transport mode for women.11,125 My findings of low 
cycling rates for women, especially Pacific and Asian women, despite their overall high ST rates, 
may suggest this is a factor in NZ. As Steinbach et al.11 argue, “Seeing women who look like 
themselves riding practical bicycles ... can encourage more women to cycle” (emphasis added). 
Other research has shown that in some places – especially where PT-use is uncommon – PT is 
culturally associated with poverty.135 If someone consciously or unconsciously wants to project 
affluent middle-class identity, they may avoid PT. However, there are places where PT is not 
strongly associated with povertyV and cycling is not strongly associated with masculinity. This 
shows cultural associations are locally situated and not pre-determined. 
 
V My research found PT is higher among people living in high-SES areas, a trend especially clear for men. If NZ’s 
cultural associations match my findings, NZ could be an example of a place where PT is not associated with 
poverty. However, cultural associations may have a complex and counter-intuitive relationship with actual usage 
rates: perhaps wealthy men are confident they will not be associated with poverty even if they commute by PT. 
Moreover, as cultural associations are diverse and locally situated, there could be different cultural associations 
with PT in different places in NZ, and/or different associations with traveling by bus, train, and ferry. 
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Social policy to increase ST-use could be as much about discouraging PMV-use as 
encouraging ST-use. As with all cultures, there are variations in car culture: car-dependence is 
more common among men and car-use is more common among rural communities than urban 
dwellers.203 However, PMV was the dominant travel-to-work mode of all sub-groups in my 
study. This suggests the most important and ubiquitous cultural association regarding 
transport in Aotearoa is the idea of cars as the default transport mode, whether because of 
inadequate sustainable alternatives, cultural values, or both. Hopkins et al.’203 found Dunedin-
based millennials understood the disadvantages of car-use but still wanted to learn to drive 
because they felt their parents/guardians and friends expected it, and they saw it as an 
important rite of passage. Researchers using a social policy perspective view car-dependency 
as a social problem that should have a social policy response aimed at cultural factors 
determining car-dependency.203,210 Some transport researchers and activists have compared 
cars to tobacco; Mikael Colville-Andersen suggested putting health warnings on cars as on 
cigarette packets.211,212 While this was not an entirely serious suggestion, the idea of PMV-use 
as a serious public health issue, with some similarities to tobacco, is valuable. The analogy with 
smoking also supports more use of taxes or parking charges to internalise external costs caused 
by PMV-use.  
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5 Conclusion 
Increasing sustainable transport use in NZ is of utmost importance. Not only does ST 
have many health and social benefits, it is also a key climate change mitigation strategy.3,36 
Therefore, full, nuanced understanding of who uses ST modes and the potential factors 
determining use among different social groups is vital. This knowledge can underpin and 
enhance interventions to increase ST-use.13,54,125,148 I chose to focus on gender, through an 
intersectional lens, and its association with ST. Gendered differences in ST are well-established 
in the literature, as are SES and, to a lesser extent, ethnic differences in ST-
use.11,13,15,49,51,54,62,66,86,91,125,136 However, there is minimal attention in the literature on how 
gender, SES and ethnicity intersect, despite the importance of an intersectional approach to 
gender.95–97,102,107 Understanding how people’s experiences of gender differ by their many 
other social characteristics is vital when addressing any gendered public health issue.110,119 This 
includes strategies to increase ST-use and address inequities in ST-use.  
The main findings from this research include further confirmation that ST (when 
commuting) is not widely used in NZ – cycling least of all. I further illuminated how this is true 
across diverse sectors of society, despite significant gender, ethnic, and SES differences: all 
sub-groups in the study had total ST rates between roughly 10% and 25%. I also confirmed that 
ST-use is gendered: overall and in all sub-groups, men are more likely to cycle to work while 
women are more likely to walk, use PT, and use ST overall. 
However, this research also showed that approaching gender from an intersectional 
perspective when assessing associations between gender and ST is important to properly 
understand that relationship. My findings show that, within that relationship, men and women 
are affected differently by ethnicity and by SES, and ethnic/SES groups are affected differently 
by gender. Therefore, considering intersectionality when examining the relationship between 
gender and ST yields valuable insights into that relationship that would not otherwise be 
apparent. While the broad gender associations with transport outlined above exist in all ethnic 
groups and SES quintiles, the magnitude of association varies widely between ethnicity and SES 
categories. For example, in 2013, quintile one women used ST in total 4% more than their male 
counterparts, but quintile four and five women used ST 27% more than their male 
counterparts. An intersectional lens helps us see, for example, that despite an overall increase 
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in men’s walking rates across the study period, men’s walking actually decreased in all ethnic 
groups except Asian Peoples. 
These observations suggest gender, along with ethnicity and SES, is an important 
exposure to measure in epidemiological studies. Interrogating and updating epidemiological 
methods to enable easier use of gender as an exposure is important. Traditional 
epidemiological methods place (justified) emphasis on establishing clear and measurable 
causation.114,115 This requires clearly definable and categorisable exposures and 
counterfactuals.114–116 Gender is not easily defined or categorised, and nor is the implied 
counterfactual: societal gender processes without discrimination or inequity. However, gender 
is clearly associated with many outcomes, including ST-use, and therefore must be investigated 
in epidemiological studies.110–114,117–120 It may not be possible to confidently assert causation 
as one could when examining tobacco or certain treatment interventions. But causation can 
still be investigated, especially when taking into account the full range of social processes 
involved with gender and gender inequality.110–114,117–120 Establishing causation with a complex 
exposure like gender (or ethnicity, or SES) may require more quantitative and/or qualitative 
research than with simpler exposures. However, measuring gender associations and 
investigating gender-related causation is very useful for shaping effective interventions to 
address matters of importance to public health, such as gender inequities in ST-use.110,117,118 
Placing these findings in dialogue with other research suggests two major sets of 
interventions worth investigating as possible ways to increase ST-use and reduce inequities in 
NZ. Firstly, major investment in high-quality ST infrastructureW is clearly warranted by these 
findings.13,14,54,55,125,127,134 This is clear from the across-the-board low ST rates found in this 
research, especially considering the particular importance of high-quality infrastructure for 
women and ethnic minorities. High-quality cycling infrastructure, for example, could 
disproportionately increase cycling among women and Pacific and Asian Peoples, who had low 
cycling rates in my research – though it must be carefully designed and monitored to ensure it 
does not inadvertently exacerbate inequity by catering most to already-advantaged 
groups.13,14,54,55,125,127,134 Improving PT infrastructure in deprived neighbourhoods is also a 
social justice issue, given my findings of low PT rates among low-SES men. As well as being 
 
W I describe what is meant by ‘high-quality’ infrastructure in Chapter Four. 
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high-quality infrastructure, infrastructure improvements should be supported by research 
showing they improve both ST-use and ST-related equity, such as the interventions introduced 
as part of the Te Ara Mua82 project. 
Secondly, these findings and other research justify a social policy approach to 
increasing ST-use, aimed at shaping cultural associations, values, and practices that determine 
transport mode choice.203,210 The significant gender, ethnic, and SES differences found in my 
study suggest culture and socialisation contribute to groups’ ST-use. Other research suggests 
that, for example, an important factor determining mode choice is whether people identify 
with cultural images of users of specific transport modes.5,11,66,128,191 These cultural images 
have gender, ethnic, and SES associations, but they are locally specific and can change. 
Other effective strategies could be further illuminated by further research, perhaps 
aimed at understanding and harnessing the factors that motivate specific groups, like women, 
to use ST. This is a key theme of this dissertation and a fitting place to end it: further 
quantitative and qualitative research is necessary and would be invaluable for understanding 
ST-use in NZ and making ST more accessible and attractive to NZers.  
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Appendix One: Total Ethnicity 
Below are the steps I took to create my Total Ethnicity variables.  
I used the variable provided by SNZ - maori_ethnic_ind_code - which was coded as: 
Appendix Table 1: Census 2013 Data Dictionary – Māori ethnicity 170 
00 Non-Māori 
01 Māori only 
02 Māori and at least one other ethnic group 
04 Don’t know 
05 Refused to answer 
07 Response unidentifiable 
08 Response outside of scope 
09 Not stated  
 
I created a new variable – tot_maori – which I coded as follows:  
Appendix Table 2: Census variables used to create 'Māori' ethnicity group 
My study Census codes 
00 Non-Māori 00 Non-Māori  
01 Māori 01 Māori only 
02 Māori and at least one other ethnic group 
 
I did the same for pacific_island_ethnic_ind_code and asian_ethnic_ind_code.  
I combined other_ethnic_ind_code, european_ethnic_ind_code and melaa_ethnic_ind_code, to 
create tot_other:  
Appendix Table 3: Census variables used to create 'Other' ethnic group 
My study Census codes 
Code Name Variable name Code Name 
00 Non-Other other_ethnic_ind_code 00 Non-Other ethnicity 
european_ethnic_ind_code 00 Non-European 
melaa_ethnic_ind_code 00 Non-MELAA 
01 Other other_ethnic_ind_code 01 Other ethnicity only 
02 Other ethnicity and at least 
one other ethnic group 
european_ethnic_ind_code 01 European only 
02 European and at least one 
other ethnic group 
melaa_ethnic_ind_code 01 MELAA only 




I then had the following variables: tot_maori, tot_pacific, tot_asian and tot_other. For some of my 
analyses I used each variable separately. I did create a combined variable (total_ethnicity) which I coded as 
follows:  
Appendix Table 4:Total ethnicity categorisations in my study as compared to Census coding 
Total_ethnicity Census codes 
Code Name Variable name Code Name 
01 Māori maori_ethnic_ind_code 01 Māori only 
02 Māori and at least one other 
ethnic group 
02 Pacific Island 
Peoples 
pacific_island_ethnic_ind_code 01 Pacific Island Peoples only 
02 Pacific Island Peoples and at 
least one other ethnic group 
03 Asian asian_ethnic_ind_code 01 Asian only 
02 Asian and at least one other 
ethnic group 
04 Other other_ethnic_ind_code 01 Other ethnicity only 
02 Other ethnicity and at least 
one other ethnic group 
european_ethnic_ind_code 01 European only 
02 European and at least one 
other ethnic group 
melaa_ethnic_ind_code 01 MELAA only 





Appendix Two: SNZ household composition variable  
Appendix Table 5outlines the Census variables which were used to create the Household Composition variable in the study.  
Appendix Table 5: Dependent children variable and Household composition  variable  
Census variable Dependent children variable Single parent 
111 Couple only No children in household No children in household 
120 Couple only and other person(s), no further definition (nfd) No children in household No children in household 
121 Couple only and other person(s), some or all related No children in household No children in household 
122 Couple only and other person(s), all unrelated No children in household No children in household 
131 Couple with child(ren) Dependent children 2+ adults with children 
140 Couple with child(ren) and other person(s) nfd Dependent children 2+ adults with children 
141 Couple with child(ren) and other person(s), some or all related Dependent children 2+ adults with children 
142 Couple with child(ren) and other person(s), all unrelated Dependent children 2+ adults with children 
151 One parent with child(ren) Dependent children Single parent 
160 One parent with child(ren) and other person(s), nfd Dependent children 2+ adults with children 
161 One parent with child(ren) and other person(s), some or all related Dependent children 2+ adults with children 
162 One parent with child(ren) and other person(s), all unrelated Dependent children 2+ adults with children 
200 Two family household, nfd Dependent children 2+ adults with children 
 176 
210 Two 2-parent families, nfd Dependent children 2+ adults with children 
211 Two related 2-parent families Dependent children 2+ adults with children 
212 Two unrelated 2-parent families Dependent children 2+ adults with children 
220 One 2-parent family and a 1-parent family, nfd Dependent children 2+ adults with children 
221 One 2-parent family related to a 1-parent family Dependent children 2+ adults with children 
222 One 2-parent family unrelated to a 1-parent family Dependent children 2+ adults with children 
230 Two 1-parent families, nfd Dependent children 2+ adults with children 
231 Two related 1-parent families Dependent children 2+ adults with children 
232 Two unrelated 1-parent families Dependent children 2+ adults with children 
241 Other 2-family household Dependent children 2+ adults with children 
311 Three or more family household (with or without other people) Dependent children 2+ adults with children 
400 Other multi-person household, nfd No children in household No children in household 
411 Household of related people No children in household No children in household 
421 Household of related and unrelated people No children in household No children in household 
431 Household of unrelated people No children in household No children in household 
511 One-person household No children in household No children in household 
611 Household composition unidentifiable NA NA 
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Appendix Three: Education variable 
Appendix Table 6 outlines SNZ’s suggestions for recategorizing 2001’s education 
variables to align with NZQA changes in 2002.  
Appendix Table 6: SNZ's recommendation for comparing qualification variable across Censuses 
Census 2013 & 2006 education variables Census 2001 education variables 
No post-school qualification No post-school qualification 
Level 1, 2 or 3 certificate Basic vocational qualification 
Level 4 certificate Skilled vocational qualification 
Level 5 diploma Intermediate vocational qualification 
Level 6 diploma Advanced vocational qualification 
Bachelor degree and level 7 qualification Bachelor degree 
Masters degree Higher degree 
Doctorate degree Higher degree 
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Appendix Four: Household income  
Appendix Table 7: Cycling to work by gender and household income 
  
2001 2006 2013 
Total Rate Adjusted Rate Total Rate Adjusted Rate Total Rate 
<$5,000 
Female 60 2.48  2.74  63 1.82  2.15 75 2.18 
Male 108 3.70  3.77  102 3.01  3.58 144 3.65 
F:M ratio     0.73      0.60    0.60  
$5,000–$10,000 
Female 42 2.35  2.47 42 2.05  2.38 39 1.68 
Male 63 3.78  3.45 66 3.49  3.71 60 3.09 
F:M ratio     0.72      0.64    0.54  
$10,001–$20,000 
Female 372 2.93  2.94 204 1.98  2.21 216 1.89 
Male 573 5.28  4.96 282 3.41  3.99 345 3.73 
F:M ratio     0.59      0.55    0.51  
 $20,001–$30,000 
Female 675 2.41  2.29 573 2.02  2.09 564 2.14 
Male 1,629 5.54  4.98 1,167 4.25  4.42 1,128 4.46 
F:M ratio     0.46      0.47    0.48  
 $30,001–$50,000 
Female 1,671 1.97  1.82 1,473 1.61  1.62 1,611 1.81 
Male 6,129 5.33  4.64 4,596 4.08  3.9 4,416 4.10 
F:M ratio     0.39      0.42    0.44  
$50,001–$70,000 
Female 1,398 1.50  1.33 1,992 1.40  1.32 2,091 1.60 
Male 5,394 4.56  3.98 6,471 3.66  3.44 6,147 3.82 
F:M ratio     0.33      0.38    0.42  
$70,001–$100,000 
Female 1,656 1.31  1.08 1,620 1.24  1.11 2,607 1.62 
Male 5,601 3.73  3.27 4,707 2.96  2.71 6,993 3.68 
F:M ratio     0.33      0.41    0.44  
$100,001–$150,000; 
Female 909 1.20  0.95 1,194 1.13  0.97 2,268 1.82 
Male 2,736 2.97  2.59 3,918 2.81  2.46 5,337 3.62 
F:M ratio     0.37      0.39    0.50  
>$150,001 
Female 315 0.86  0.75 771 1.44  1.29 1,158 1.82 
Male 1,008 2.07  2.00 1,602 2.59  2.53 2,775 3.53 
F:M ratio     0.38      0.51    0.51  
2001 and 2006 adjusted rates are age and ethnicity adjusted to age and ethnicity distribution of 2013 Census. 
Note: populations in this table have been random rounded so totals may not entirely add up.  
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Appendix Table 8: Public transport by gender and household income 
  
2001 2006 2013 
Total Rate Adjusted Rate Total Rate Adjusted Rate Total Rate 
<$5,000 
Female 249 9.94  8.02  375 11.64  7.78 363 10.56 
Male 174 6.13  4.67  213 6.19  4.41 204 5.17 
F:M ratio     1.72      1.76    2.04 
$5,000–$10,000 
Female 153 8.51  6.42 210 10.19  6.89 213 9.20 
Male 111 6.69  5.53 108 5.75  4.68 141 7.26 
F:M ratio     1.16      1.47    1.27 
$10,001–$20,000 
Female 1,617 5.84  6.19 1,818 6.48  5.84 1,755 6.65 
Male 1,023 3.52  3.98 1,047 3.81  4.18 1,095 4.33 
F:M ratio     1.56      1.40    1.54 
 $20,001–$30,000 
Female 1,617 5.84  6.09 1,818 6.48  6.15 1,755 6.65 
Male 1,023 3.52  3.47 1,047 3.81  3.52 1,095 4.33 
F:M ratio     1.76      1.75    1.54 
 $30,001–$50,000 
Female 5,160 6.12  6.62 5,409 5.91  6.19 1,755 6.65 
Male 3,765 3.30  3.53 3,561 3.17  3.28 3,825 3.55 
F:M ratio     1.88      1.89    1.87 
$50,001–$70,000 
Female 5,598 6.02  6.80 8,901 6.25  6.57 8,703 6.65 
Male 4,104 3.49  3.70 5,874 3.32  3.53 6,315 3.92 
F:M ratio     1.84      1.86    1.70 
$70,001–$100,000 
Female 8,442 6.72  7.26 9,093 6.97  7.05 11,001 6.82 
Male 5,745 3.85  4.15 6,354 4.01  4.10 8,475 4.45 
F:M ratio     1.75      1.72    1.53 
$100,001–$150,000; 
Female 5,043 6.70  7.07 7,191 6.80  7.15 9,288 7.46 
Male 4,134 4.53  4.75 6,876 4.95  5.05 8,226 5.58 
F:M ratio     1.49      1.42    1.34 
>$150,001 
Female 1,758 4.84  4.96 3,456 6.80  7.00 4,521 7.09 
Male 1,875 3.89  4.23 2,703 4.95  4.98 4,575 5.82 
F:M ratio     1.17      1.41    1.22 
2001 and 2006 adjusted rates are age and ethnicity adjusted to age and ethnicity distribution of 2013 Census. 
Note: populations in this table have been random rounded so totals may not entirely add up.  
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Appendix Table 9: Walking by gender and household income 
  
2001 2006 2013 
Total Rate Adjusted Rate Total Rate Adjusted Rate Total Rate 
<$5,000 
Female 393 15.49  15.93  555 17.29  16.22 609 17.71 
Male 330 11.55  12.68  381 10.97  11.04 417 10.56 
F:M ratio     1.26      1.47    1.68  
$5,000–$10,000 
Female 300 16.77  15.38 366 17.60  16.31 423 18.26 
Male 165 9.78  8.71 213 11.22  10.01 195 10.05 
F:M ratio     1.77      1.63    1.82  
$10,001–$20,000 
Female 1,974 15.45  15.08 1,527 15.03  15.35 1,665 14.58 
Male 1,137 10.37  10.18 786 9.60  10.63 930 10.05 
F:M ratio     1.48      1.44    1.45  
 $20,001–
$30,000 
Female 3,594 12.87  13.09 3,816 13.57  13.62 3,501 13.26 
Male 2,382 8.08  8.05 2,496 9.05  9.19 2,352 9.30 
F:M ratio     1.63      1.48    1.43  
 $30,001–
$50,000 
Female 8,262 9.72  9.84 8,718 9.53  9.83 8,469 9.52 
Male 7,092 6.14  6.14 6,762 6.00  6.15 6,810 6.32 
F:M ratio     1.60      1.60    1.51  
$50,001–$70,000 
Female 6,591 7.05  7.19 10,767 7.55  7.51 9,792 7.48 
Male 5,706 4.80  4.73 8,595 4.84  4.82 8,289 5.15 
F:M ratio     1.52      1.56    1.45  
$70,001–
$100,000 
Female 7,842 6.22  6.08 7,947 6.08  5.88 9,927 6.16 
Male 6,708 4.46  4.46 6,624 4.17  4.00 8,088 4.25 
F:M ratio     1.36      1.47    1.45  
$100,001–
$150,000; 
Female 4,218 5.58  5.26 6,120 5.78  5.68 7,212 5.80 
Male 3,930 4.28  4.20 5,994 4.30  4.29 6,405 4.34 
F:M ratio     1.25      1.32    1.33  
>$150,001 
Female 2,250 6.17  6.13 3,555 6.66  6.82 4,059 6.37 
Male 2,667 5.48  5.60 3,402 5.50  5.86 4,266 5.43 
F:M ratio     1.09      1.16    1.17  
2001 and 2006 adjusted rates are age and ethnicity adjusted to age and ethnicity distribution of 2013 Census. 
Note: populations in this table have been random rounded so totals may not entirely add up.  
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Appendix Table 10: Total ST use by gender and household income 
  
2001 2006 2013 
Total Rate Adjusted Rate Total Rate Adjusted Rate Total Rate 
<$5,000 
Female 702 27.91 26.69 993 30.75 26.15 1,047 30.45 
Male 612 21.38 21.12 696 20.17 19.03 765 19.38 
F:M ratio     1.26     1.37   1.57 
$5,000–$10,000 
Female 495 27.63 24.27 618 29.84 25.58 675 29.15 
Male 339 20.25 17.69 387 20.46 18.40 396 20.40 
F:M ratio     1.37     1.39   1.43 
$10,001–$20,000 
Female 3,963 24.22 24.21 3,549 23.49 23.40 3,636 23.12 
Male 2,733 19.17 19.12 2,115 16.82 18.80 2,370 18.11 
F:M ratio     1.27     1.24   1.28 
 $20,001–$30,000 
Female 5,886 21.12 21.47 6,207 22.07 21.86 5,820 22.05 
Male 5,034 17.14 16.50 4,710 17.11 17.13 4,575 18.09 
F:M ratio     1.30     1.28   1.22 
 $30,001–$50,000 
Female 15,093 17.81 18.28 15,600 17.05 17.64 11,835 17.98 
Male 16,986 14.77 14.31 14,919 13.25 13.33 15,051 13.97 
F:M ratio     1.28     1.32   1.29 
$50,001–$70,000 
Female 13,587 14.57 15.32 21,660 15.20 15.40 20,586 15.73 
Male 15,204 12.85 12.41 20,940 11.82 11.79 20,751 12.89 
F:M ratio     1.23     1.31   1.22 
$70,001–$100,000 
Female 17,940 14.25 14.42 18,660 14.29 14.04 23,535 14.60 
Male 18,054 12.04 11.88 17,685 11.14 10.81 23,556 12.38 
F:M ratio     1.21     1.30   1.18 
$100,001–$150,000; 
Female 10,170 13.48 13.28 14,505 13.71 13.80 18,768 15.08 
Male 10,800 11.78 11.54 16,788 12.06 11.80 19,968 13.54 
F:M ratio     1.15     1.17   1.11 
>$150,001 
Female 4,323 11.87 11.84 7,782 14.90 15.11 9,738 15.27 
Male 5,550 11.44 11.83 7,707 13.04 13.37 11,616 14.78 
F:M ratio     1.00     1.13   1.03 
2001 and 2006 adjusted rates are age and ethnicity adjusted to age and ethnicity distribution of 2013 Census. 
Note: populations in this table have been random rounded so totals may not entirely add up 
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Appendix Five: Active transport use 
Appendix Table 11: Active transport by gender 
  








Female 50,058 9.31 9.13 58,284 9.15 9.02 62,877 9.29 
Male 62,559 9.42 8.88 65,157 8.44 8.20 71,817 9.05 
F:M Ratio     1.03     1.10   1.03 
2001 and 2006 adjusted rates are age and ethnicity adjusted to age and ethnicity distribution of 2013 Census. 
Note: populations in this table have been random rounded so totals may not entirely add up 
 
Appendix Table 12: Active transport use by gender and total ethnicity 
  









Female 6,321 10.85 10.83 7,008 9.49 9.49 7,470 9.44 
Male 7,686 11.06 10.77 7,110 8.52 8.41 7,674 9.02 
F:M ratio     1.01     1.13   1.05 
Pacific 
Peoples 
Female 1,794 7.30 7.35 2,013 6.46 6.52 2,205 6.38 
Male 2,145 7.27 7.17 2,121 5.64 5.63 2,403 5.84 
F:M ratio     1.03     1.16   1.09 
Asian 
Peoples 
Female 2,250 7.83 7.97 5,235 9.50 9.37 8,175 10.21 
Male 1,986 6.03 6.32 3,996 6.51 6.53 7,515 8.12 
F:M ratio     1.26     1.43   1.26 
Other 
Female 39,612 9.31 9.22 47,766 9.23 9.11 49,503 9.28 
Male 50,484 9.51 9.23 55,293 8.79 8.64 58,770 9.40 
F:M ratio   1.00   1.05  0.99 
2001 and 2006 adjusted rates are age and ethnicity adjusted to age and ethnicity distribution of 2013 Census. 
Note: populations in this table have been random rounded so totals may not entirely add up 
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Appendix Table 13: Active transport use by gender and NZDep 
  
2001 2006 2013 
Total Rate 
Adjusted 
Rate Total Rate 
Adjusted 




Female 6,426 5.06 4.91 6,891 4.78 4.79 8,073 5.15 
Male 9,810 6.11 5.81 9,447 5.21 5.07 11,709 6.20 




Female 8,955 7.46 7.15 10,413 7.48 7.31 11,430 7.60 
Male 12,117 8.18 7.61 12,786 7.55 7.24 13,731 7.80 




Female 11,856 10.63 10.14 13,203 9.87 9.54 14,778 10.43 
Male 14,499 10.61 9.79 14,769 9.23 8.79 16,425 9.93 




Female 12,567 12.45 12.05 15,375 12.42 12.21 16,449 12.76 
Male 14,550 11.86 11.01 15,627 10.66 10.30 17,133 11.47 




Female 10,209 13.13 13.75 12,360 12.95 13.90 12,087 12.25 
Male 11,508 11.99 11.88 12,468 10.91 11.78 12,735 11.19 
F:M ratio   1.16   1.18  1.09 
2001 and 2006 adjusted rates are age and ethnicity adjusted to age and ethnicity distribution of 2013 Census. 




Appendix Table 14: Active transport use by gender and household income 
  









Female 453 17.97 18.67 618 19.11 18.37 684 19.90 
Male 438 15.25 16.45 483 13.98 14.62 561 14.21 
F:M ratio     1.13      1.26    1.40  
$5,000–
$10,000 
Female 342 19.12 17.85 408 19.65 18.69 462 19.95 
Male 228 13.56 12.16 279 14.71 13.72 255 13.14 
F:M ratio     1.47      1.36    1.52  
$10,001–
$20,000 
Female 2,346 18.38 18.02 1,731 17.01 17.56 1,881 16.47 
Male 1,710 15.65 15.14 1,068 13.01 14.62 1,275 13.78 
F:M ratio     1.19      1.20    1.20  
 $20,001–
$30,000 
Female 4,269 15.28 15.38 4,389 15.59 15.71 4,065 15.40 
Male 4,011 13.62 13.03 3,663 13.30 13.61 3,480 13.76 
F:M ratio     1.18      1.15    1.12  
 $30,001–
$50,000 
Female 9,933 11.69 11.66 10,191 11.14 11.45 10,080 11.33 
Male 13,221 11.47 10.78 11,358 10.08 10.05 11,226 10.42 
F:M ratio     1.08      1.14    1.09  
$50,001–
$70,000 
Female 7,989 8.55 8.52 12,759 8.95 8.83 11,883 9.08 
Male 11,100 9.36 8.71 15,066 8.50 8.26 14,436 8.96 
F:M ratio     0.98      1.07    1.01  
$70,001–
$100,000 
Female 9,498 7.53 7.16 9,567 7.32 6.99 12,534 7.78 
Male 12,309 8.19 7.73 11,331 7.13 6.71 15,081 7.93 
F:M ratio     0.93      1.04    0.98  
$100,001–
$150,000; 
Female 5,127 6.78 6.21 7,314 6.91 6.65 9,480 7.62 
Male 6,666 7.25 6.79 9,912 7.11 6.75 11,742 7.96 
F:M ratio     0.91      0.99    0.96  
>$150,001 
Female 2,565 7.03 6.88 4,326 8.10 8.11 5,217 8.18 
Male 3,675 7.55 7.60 5,004 8.09 8.39 7,041 8.96 
F:M ratio     0.91      0.97    0.91  
2001 and 2006 adjusted rates are age and ethnicity adjusted to age and ethnicity distribution of 2013 Census. 
Note: populations in this table have been random rounded so totals may not entirely add up 
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Appendix Six: Cycling use by sociodemographic group (not stratified by 
gender) 
Appendix Table 15: Cycling by ethnicity 
  








Māori   4,236 3.32  3.16  3,462 2.20  2.17 4,158 2.53 
Pacific Island 
Peoples 837 1.55  1.47 744 1.08  1.07 951 1.26 
Asian Peoples 537 0.87  0.90 882 0.76  0.74 1,689 0.98 
Other Peoples 29,574 3.09  2.89 30,732 2.68  2.59 37,029 3.19 
2001 and 2006 adjusted rates are age and ethnicity adjusted to age and ethnicity distribution of 2013 Census. 
Note: populations in this table have been random rounded so totals may not entirely add up 
 
Appendix Table 16: Cycling by ethnicity 
  









One 6,114 2.13  1.88  6,267 1.93  1.76 9,219 2.67 
NZDep Quintile 
Two 7,164 2.67  2.33 7,185 2.33  2.13 8,703 2.67 
NZDep Quintile 
Three 8,046 3.24  2.79 7,800 2.66  2.44 9,168 2.99 
NZDep Quintile 
Four 8,013 3.58  3.09 7,449 2.75  2.63 8,475 3.04 
NZDep Quintile 
Five 5,967 3.43  3.3 5,475 2.61  2.88 5,772 2.72 
2001 and 2006 adjusted rates are age and ethnicity adjusted to age and ethnicity distribution of 2013 Census. 
Note: populations in this table have been random rounded so totals may not entirely add up 
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Appendix Table 17: Cycling by household income 
  








<$5,000 168 3.12  3.27  165 2.43  2.88 219 2.96 
$5,000–$10,000 105 3.04  2.83 108 2.74  2.91 99 2.39 
$10,001–
$20,000 945 4.01  3.84 486 2.62  2.96 561 2.70 
 $20,001–
$30,000 2,304 4.01  3.66 1,740 3.12  3.22 1,692 3.27 
 $30,001–
$50,000 7,800 3.90  3.44 6,069 2.97  2.87 6,027 3.06 
$50,001–
$70,000 6,792 3.21  2.80 8,463 2.65  2.49 8,238 2.82 
$70,001–
$100,000 7,257 2.63  2.27 6,327 2.18  1.99 9,600 2.73 
$100,001–
$150,000; 3,645 2.17  1.85 5,112 2.08  1.81 7,605 2.80 
>$150,001 1,323 1.55  1.43 2,373 2.06  1.92 3,933 2.76 
2001 and 2006 adjusted rates are age and ethnicity adjusted to age and ethnicity distribution of 2013 Census. 
Note: populations in this table have been random rounded so totals may not entirely add up 
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Appendix Seven Public transport use by sociodemographic group (not 
stratified by gender) 
Appendix Table 18: Public transport use by ethnicity 
  
2001 2006 2013 
Total Rate Adjusted 
Rate 
Total Rate Adjusted 
Rate 
Total Rate 
Māori 6,423 5.03 4.79 6,483 4.12  4.02 7,452 4.54 
Pacific Peoples 6,417 11.86  11.65 5,775 8.40  8.35 6,582 8.69 
Asian Peoples 6,267 10.16  10.39 12,750 10.94  10.80 19,107 11.07 
Other 41,217 4.31  4.20 52,050 4.54 4.43 56,847 4.90 
2001 and 2006 adjusted rates are age and ethnicity adjusted to age and ethnicity distribution of 2013 Census. 
Note: populations in this table have been random rounded so totals may not entirely add up 
 
Appendix Table 19: Public transport use by NZDep 
  









One 14,472 5.03  5.64 16,431 5.05  5.7 19,437 5.62 
NZDep Quintile 
Two 12,441 4.64  5.16 15,564 5.04  5.36 19,599 6.01 
NZDep Quintile 
Three 11,916 4.80  5.17 15,213 5.18  5.28 17,502 5.70 
NZDep Quintile 
Four 11,070 4.95  5.00 14,028 5.19  5.06 15,243 5.48 
NZDep Quintile 
Five 10,335 5.95  5.18 11,256 5.36  5.11 12,132 5.71 
2001 and 2006 adjusted rates are age and ethnicity adjusted to age and ethnicity distribution of 2013 Census. 
Note: populations in this table have been random rounded so totals may not entirely add up 
 
Appendix Table 20: Public transport use by household income 
  








<$5,000 423 7.80  6.24  588 8.76  6.08 567 7.67 
$5,000–$10,000 264 7.58  5.89 318 8.04  5.73 354 8.30 
$10,001–$20,000 2,640 5.56  5.08 2,865 5.74  5.00 2,850 6.33 
 $20,001–$30,000 2,640 4.61  4.72 2,865 5.16  4.80 2,850 5.52 
 $30,001–$50,000 8,925 4.46  4.88 8,970 4.40  4.59 5,580 4.77 
$50,001–$70,000 9,702 4.58  5.08 14,775 4.63  4.93 15,018 5.15 
$70,001–$100,000 14,187 5.13  5.58 15,447 5.35  5.46 19,476 5.54 
$100,001–
$150,000; 9,177 5.49  5.82 14,067 5.74  5.98 17,514 6.44 
>$150,001 3,633 4.28  4.56 6,159 5.37  6.00 9,096 6.39 
2001 and 2006 adjusted rates are age and ethnicity adjusted to age and ethnicity distribution of 2013 Census. 
Note: populations in this table have been random rounded so totals may not entirely add up  
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Appendix Eight: Walking use by sociodemographic group (not stratified 
by gender) 
Appendix Table 21: Walking by ethnicity 
  
2001 2006 2013 
Total Rate Adjusted 
Rate 
Total Rate Adjusted 
Rate 
Total Rate 
Māori 9,774 7.65 7.62 10,656 6.77 6.74 10,989 6.69 
Pacific Peoples 3,105 5.74 5.77 3,390 4.93 4.95 3,654 4.83 
Asian Peoples 3,702 6.00 6.19 8,346 7.16 7.12 14,001 8.11 
Other 60,522 6.33 6.31 72,330 6.31 6.26 71,244 6.15 
2001 and 2006 adjusted rates are age and ethnicity adjusted to age and ethnicity distribution of 2013 Census. 
Note: populations in this table have been random rounded so totals may not entirely add up 
 
Appendix Table 22: Walking by NZDep 
  








NZDep Quintile One 10,122 3.52 3.51 10,071 3.09 3.18 10,566 3.06 
NZDep Quintile Two 13,908 5.19 5.06 16,011 5.19 5.14 16,455 5.04 
NZDep Quintile Three 18,306 7.38 7.14 20,169 6.87 6.69 22,035 7.18 
NZDep Quintile Four 19,104 8.55 8.37 23,553 8.71 8.53 25,110 9.02 
NZDep Quintile Five 15,750 9.06 9.37 19,350 9.22 9.84 19,047 8.97 
2001 and 2006 adjusted rates are age and ethnicity adjusted to age and ethnicity distribution of 2013 Census. 
Note: populations in this table have been random rounded so totals may not entirely add up 
 
Appendix Table 23: Walking by household income 
  2001 2006 2013 







<$5,000 723 13.39  14.17  936 14.03  13.61  1,026 13.89 
$5,000–$10,000 465 13.40  11.96  579 14.56  13.41  618 14.50 
$10,001–$20,000 3,111 13.12  12.77  2,313 12.61  13.24  2,595 12.55 
 $20,001–$30,000 5,976 10.41  10.53  6,312 11.34  11.43  5,853 11.32 
 $30,001–$50,000 15,354 7.66  7.73  15,480 7.59  7.81  15,279 7.77 
$50,001–$70,000 12,297 5.79  5.80  19,362 6.05  6.03  18,081 6.19 
$70,001–$100,000 14,550 5.26  5.19  14,571 5.03  4.86  18,015 5.13 
$100,001–
$150,000; 8,148 4.87  4.67  12,114 4.94  4.88  13,617 5.01 
>$150,001 4,917 5.78  5.82  6,957 6.04  6.30  8,325 5.85 
2001 and 2006 adjusted rates are age and ethnicity adjusted to age and ethnicity distribution of 2013 Census. 
Note: populations in this table have been random rounded so totals may not entirely add up 
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Appendix Nine: Total ST use by sociodemographic group (not stratified by 
gender) 
Appendix Table 24: Total ST use by ethnicity 
  
2001 2006 2013 
Total Rate 
Adjusted 
Rate Total Rate 
Adjusted 
Rate Total Rate 
Māori 20,433 15.99 15.57 20,601 13.10 12.92 22,599 13.76 
Pacific Peoples 10,359 19.15 18.88 9,909 14.41 14.38 11,187 14.77 
Asian Peoples 10,506 17.04 17.48 21,978 18.86 18.65 34,797 20.17 
Other 131,313 13.72 13.40 155,112 13.53 13.28 165,120 14.25 
2001 and 2006 adjusted rates are age and ethnicity adjusted to age and ethnicity distribution of 2013 Census. 
Note: populations in this table have been random rounded so totals may not entirely add up 
 
Appendix Table 25: Total ST use by NZDep 
  
2001 2006 2013 
Total Rate 
Adjusted 
Rate Total Rate 
Adjusted 
Rate Total Rate 
NZDep Quintile One 30,708 10.68 11.03 32,769 10.07 10.64 39,222 11.35 
NZDep Quintile Two 33,513 12.50 12.55 38,760 12.56 12.63 44,757 13.72 
NZDep Quintile Three 38,268 15.42 15.10 43,182 14.70 14.41 48,705 15.86 
NZDep Quintile Four 38,187 17.08 16.46 45,030 16.65 16.22 48,828 17.54 
NZDep Quintile Five 32,052 18.45 17.85 36,081 17.20 17.83 36,951 17.39 
2001 and 2006 adjusted rates are age and ethnicity adjusted to age and ethnicity distribution of 2013 Census. 
Note: populations in this table have been random rounded so totals may not entirely add up 
 
Appendix Table 26: Total ST use by household income 
  
2001 2006 2013 
Total Rate 
Adjusted 
Rate Total Rate 
Adjusted 
Rate Total Rate 
<$5,000 1,314 24.31 23.68 1,689 25.22 22.57 1,812 24.52 
$5,000–$10,000 834 24.02 20.68 1,005 25.34 22.05 1,071 25.19 
$10,001–$20,000 6,696 22.69 21.69 5,664 20.97 21.20 6,006 21.58 
 $20,001–$30,000 10,920 19.03 18.91 10,917 19.62 19.45 10,395 20.12 
 $30,001–$50,000 32,079 16.02 16.05 30,519 14.96 15.27 26,886 15.61 
$50,001–$70,000 28,791 13.58 13.68 42,600 13.33 13.45 41,337 14.16 
$70,001–$100,000 35,994 13.02 13.04 36,345 12.56 12.31 47,091 13.40 
$100,001–$150,000; 20,970 12.53 12.34 31,293 12.76 12.67 38,736 14.24 
>$150,001 9,873 11.61 11.81 15,489 13.47 14.22 21,354 15.00 
2001 and 2006 adjusted rates are age and ethnicity adjusted to age and ethnicity distribution of 2013 Census. 
Note: populations in this table have been random rounded so totals may not entirely add up  
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Appendix Ten: Gender and cycling logistic regression 
In the following section I provide the full results from the logistic regression examining the association 
between gender and cycling.  
Appendix Table 27: Gender and cycling logistic regression: unadjusted 
Cycling Odds Ratio Std. Err. z P>z [95% Conf. Interval] 
Gender             
female 0.413314 0.002862 -127.59 0 0.407742 0.418962 
_cons 0.038212 0.000136 -917.88 0 0.037947 0.03848 
 
Appendix Table 28: Gender and cycling logistic regression: Model 1 
Cycling Odds Ratio Std. Err. z P>z [95% Conf. Interval] 
Gender             
female 0.408288 0.002846 -128.52 0 0.402748 0.413904 
Census year             
2006 0.87403 0.006794 -17.32 0 0.860815 0.887449 
2013 1.102362 0.008238 13.04 0 1.086333 1.118628 
Age (4 groups)             
31 to 43 0.951605 0.007267 -6.5 0 0.937469 0.965955 
44 to 56 0.681014 0.005666 -46.18 0 0.67 0.692209 
57 to 69 0.468654 0.005705 -62.26 0 0.457605 0.479969 
Ethnicity (Prioritised)             
Pacific Island Peoples 0.335087 0.007311 -50.11 0 0.32106 0.349726 
Asian Peoples 0.23806 0.004505 -75.85 0 0.229393 0.247054 
Māori 0.822268 0.008214 -19.59 0 0.806326 0.838525 
Urban-Rural location             
Secondary Urban Area 1.221851 0.013989 17.5 0 1.194738 1.249578 
Minor Urban Area 1.037062 0.01163 3.25 0.001 1.014516 1.060109 
Rural Centre 0.694541 0.018384 -13.77 0 0.659428 0.731523 
Other Rural 0.288969 0.004758 -75.4 0 0.279793 0.298446 
              
_cons 0.05796 0.000447 -368.99 0 0.05709 0.058843 
Controlling for Census year, age, ethnicity and urban-rural location 
  
 191 
Appendix Table 29: Gender and cycling logistic regression: Model 2 
Cycling Odds Ratio Std. Err. z P>z [95% Conf. Interval] 
Gender             
female 0.360484 0.00279 -131.85 0 0.355058 0.365993 
Census year             
2006 0.894015 0.007657 -13.08 0 0.879132 0.909149 
2013 1.096413 0.009062 11.14 0 1.078795 1.11432 
Age (4 groups)             
31 to 43 0.904119 0.007587 -12.01 0 0.889371 0.919112 
44 to 56 0.73437 0.006659 -34.05 0 0.721434 0.747538 
57 to 69 0.491998 0.006424 -54.33 0 0.479568 0.504751 
Ethnicity (Prioritised)             
Pacific Island Peoples 0.340442 0.008482 -43.25 0 0.324218 0.357478 
Asian Peoples 0.185969 0.003836 -81.56 0 0.178601 0.193641 
Māori 0.780604 0.008805 -21.96 0 0.763537 0.798053 
Urban-Rural location             
Secondary Urban Area 1.2702 0.015688 19.36 0 1.239821 1.301324 
Minor Urban Area 1.037554 0.012667 3.02 0.003 1.013023 1.062679 
Rural Centre 0.724955 0.02049 -11.38 0 0.685888 0.766248 
Other Rural 0.339594 0.005987 -61.26 0 0.32806 0.351533 
Household income             
$5,001-$10,000 1.009287 0.073916 0.13 0.9 0.874331 1.165074 
$10,001-$20,000 1.077124 0.053977 1.48 0.138 0.976359 1.188287 
$20,001-$30,000 1.168851 0.054327 3.36 0.001 1.067078 1.280331 
$30,001-$50,000 1.145481 0.051674 3.01 0.003 1.04855 1.251372 
$50,001-$70,000 1.048177 0.047302 1.04 0.297 0.95945 1.145111 
$70,001-$100,000 0.909626 0.041147 -2.09 0.036 0.832451 0.993954 
$100,001-$150,001 0.796972 0.036343 -4.98 0 0.728831 0.871484 
$150,000 or more 0.665039 0.030923 -8.77 0 0.607111 0.728494 
Highest qualification             
Level 1, 2 & 3 1.068328 0.018556 3.81 0 1.032571 1.105323 
Level 4, 5 & 6 1.125259 0.010099 13.15 0 1.105638 1.145228 
Bachelor/ level 7 1.719374 0.016979 54.88 0 1.686415 1.752977 
Post-grad 2.75127 0.030811 90.37 0 2.69154 2.812325 
Unknown 0.995045 0.025385 -0.19 0.846 0.946515 1.046062 
Not stated 1.038835 0.021402 1.85 0.064 0.997723 1.081641 
Labour force status             
  1.217191 0.01247 19.18 0 1.192994 1.24188 
NZDep             
2 1.083653 0.0111 7.84 0 1.062114 1.105628 
3 1.15748 0.011867 14.26 0 1.134454 1.180973 
4 1.133645 0.01208 11.77 0 1.110214 1.157571 
5 1.076612 0.013091 6.07 0 1.051257 1.102578 
Household car access             
1 0.543962 0.007539 -43.93 0 0.529385 0.558941 
2 0.26731 0.003814 -92.47 0 0.259938 0.274891 
3 or more 0.221608 0.003472 -96.17 0 0.214906 0.228518 
Unknown 0.380905 0.013792 -26.66 0 0.35481 0.408918 
              
_cons 0.108239 0.005313 -45.3 0 0.098311 0.119168 
Controlling for Census year, age, ethnicity, urban-rural location, household income, education, labour force status, NZDep and car access 
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Appendix Table 30: Gender and cycling logistic regression: Model 3 
Cycling Odds Ratio Std. Err. z P>z [95% Conf. Interval] 
Gender             
female 0.3649 0.003131 -117.51 0 0.358815 0.371088 
Census year             
2006 0.885917 0.009964 -10.77 0 0.866601 0.905663 
2013 1.084065 0.011919 7.34 0 1.060955 1.107679 
Age (4 groups)             
31 to 43 0.93191 0.009149 -7.18 0 0.914149 0.950016 
44 to 56 0.793548 0.008075 -22.73 0 0.777878 0.809533 
57 to 69 0.51894 0.007578 -44.92 0 0.504299 0.534006 
Ethnicity (Prioritised)             
Pacific Island Peoples 0.325628 0.00868 -42.09 0 0.309053 0.343093 
Asian Peoples 0.177189 0.003814 -80.4 0 0.169869 0.184824 
Māori 0.773168 0.009482 -20.98 0 0.754804 0.791978 
Urban-Rural location             
Secondary Urban Area 1.248689 0.016853 16.46 0 1.216091 1.28216 
Minor Urban Area 1.030206 0.01367 2.24 0.025 1.003759 1.05735 
Rural Centre 0.706672 0.022031 -11.14 0 0.664785 0.751199 
Other Rural 0.33026 0.006305 -58.03 0 0.31813 0.342853 
Household income             
$5,001-$10,000 1.045697 0.085428 0.55 0.584 0.89098 1.227282 
$10,001-$20,000 1.090086 0.061774 1.52 0.128 0.975494 1.21814 
$20,001-$30,000 1.197676 0.062534 3.45 0.001 1.081175 1.326731 
$30,001-$50,000 1.146838 0.058202 2.7 0.007 1.038255 1.266777 
$50,001-$70,000 1.024923 0.051996 0.49 0.627 0.927916 1.132072 
$70,001-$100,000 0.889462 0.04529 -2.3 0.021 0.804981 0.982808 
$100,001-$150,001 0.77586 0.039794 -4.95 0 0.701657 0.857911 
$150,000 or more 0.66759 0.034885 -7.73 0 0.602601 0.739588 
Highest qualification             
Level 1, 2 & 3 1.066116 0.020502 3.33 0.001 1.02668 1.107066 
Level 4, 5 & 6 1.120031 0.010887 11.66 0 1.098896 1.141574 
Bachelor/ level 7 1.746521 0.018579 52.42 0 1.710484 1.783318 
Post-grad 2.771662 0.033364 84.69 0 2.707036 2.837831 
Unknown 0.964553 0.026638 -1.31 0.191 0.913731 1.018201 
Not stated 1.01741 0.028026 0.63 0.531 0.963936 1.073851 
Labour force status             
  1.206204 0.013449 16.81 0 1.18013 1.232854 
NZDep             
2 1.083881 0.01195 7.31 0 1.060711 1.107557 
3 1.164197 0.012924 13.69 0 1.13914 1.189806 
4 1.126928 0.013101 10.28 0 1.101541 1.152899 
5 1.073243 0.014264 5.32 0 1.045647 1.101566 
Household car access             
1 0.573872 0.009309 -34.24 0 0.555915 0.59241 
2 0.261731 0.004455 -78.75 0 0.253144 0.270609 
3 or more 0.206386 0.003832 -84.99 0 0.19901 0.214035 
Unknown 0.360001 0.014885 -24.71 0 0.331977 0.39039 
Dependent children             
 193 
Child(ren) 0.840138 0.010877 -13.45 0 0.819087 0.86173 
Household composition             
Single 0.920522 0.008765 -8.7 0 0.903502 0.937862 
Not stated 1.002013 0.036844 0.05 0.956 0.932341 1.076891 
Single parent             
1 adult w child(ren) 0.756715 0.014379 -14.67 0 0.729051 0.785429 
2 or more adults w child(ren) 1.155888 0.015435 10.85 0 1.126028 1.18654 
Unknown 1.136352 0.075285 1.93 0.054 0.997975 1.293916 
              
_cons 0.113219 0.006367 -38.74 0 0.101403 0.126412 
Controlling for Census year, age, ethnicity, urban-rural location, household income, education, labour force status, NZDep, car access, dependent 
children, household composition and single parent 
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Appendix Table 31: Gender and cycling logistic regression: Model 4 
Cycling Odds Ratio Std. Err. z P>z [95% Conf. Interval] 
Gender             
female 0.337622 0.003061 -119.76 0 0.331675 0.343675 
Census year             
2006 0.834717 0.00966 -15.61 0 0.815997 0.853867 
2013 1.017491 0.011516 1.53 0.125 0.99517 1.040314 
Age (4 groups)             
31 to 43 0.988676 0.010192 -1.1 0.269 0.968901 1.008856 
44 to 56 0.850185 0.009091 -15.18 0 0.832553 0.86819 
57 to 69 0.584677 0.008872 -35.37 0 0.567545 0.602326 
Ethnicity (Prioritised)             
Pacific Island Peoples 0.332285 0.009059 -40.41 0 0.314996 0.350524 
Asian Peoples 0.181607 0.004015 -77.15 0 0.173905 0.18965 
Māori 0.79295 0.010034 -18.33 0 0.773526 0.812862 
Urban-Rural location             
Secondary Urban Area 1.270585 0.017744 17.15 0 1.23628 1.305842 
Minor Urban Area 1.043418 0.014312 3.1 0.002 1.015741 1.071849 
Rural Centre 0.724593 0.023206 -10.06 0 0.680509 0.771534 
Other Rural 0.342437 0.006674 -54.99 0 0.329603 0.35577 
Household income             
$5,001-$10,000 1.009745 0.084566 0.12 0.908 0.856887 1.18987 
$10,001-$20,000 1.054714 0.060945 0.92 0.357 0.94178 1.18119 
$20,001-$30,000 1.163926 0.06192 2.85 0.004 1.048678 1.291839 
$30,001-$50,000 1.090965 0.0564 1.68 0.092 0.985838 1.207302 
$50,001-$70,000 0.967514 0.05001 -0.64 0.523 0.874298 1.07067 
$70,001-$100,000 0.827203 0.042931 -3.66 0 0.747198 0.915775 
$100,001-$150,001 0.706606 0.036966 -6.64 0 0.637745 0.782904 
$150,000 or more 0.616188 0.032888 -9.07 0 0.554986 0.68414 
Highest qualification             
Level 1, 2 & 3 1.074828 0.021386 3.63 0 1.033718 1.117572 
Level 4, 5 & 6 1.122765 0.011283 11.52 0 1.100866 1.145098 
Bachelor/ level 7 1.696987 0.01892 47.43 0 1.660307 1.734478 
Post-grad 2.580909 0.032926 74.32 0 2.517176 2.646255 
Unknown 0.976092 0.027682 -0.85 0.394 0.923318 1.031883 
Not stated 1.008633 0.028285 0.31 0.759 0.954691 1.065623 
Labour force status             
  1.154026 0.013523 12.23 0 1.127823 1.180838 
NZDep             
2 1.068727 0.012295 5.78 0 1.0449 1.093098 
3 1.150075 0.013313 12.08 0 1.124276 1.176466 
4 1.119561 0.013548 9.33 0 1.093319 1.146432 
5 1.061601 0.014656 4.33 0 1.033262 1.090717 
Household car access             
1 0.556008 0.009378 -34.8 0 0.537929 0.574695 
2 0.254386 0.004498 -77.42 0 0.245721 0.263357 
3 or more 0.192104 0.003712 -85.37 0 0.184964 0.19952 
Unknown 0.351055 0.01505 -24.42 0 0.322764 0.381827 
Dependent children             
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Child(ren) 0.897863 0.012118 -7.98 0 0.874424 0.92193 
Household composition             
Single 0.95176 0.009498 -4.95 0 0.933324 0.970559 
Not stated 1.038378 0.039437 0.99 0.321 0.96389 1.118622 
Single parent             
1 adult w child(ren) 0.789311 0.015451 -12.09 0 0.7596 0.820183 
2 or more adults w child(ren) 1.149326 0.016066 9.96 0 1.118264 1.181251 
Unknown 1.142963 0.077043 1.98 0.047 1.001511 1.304394 
Another household member cycles             
2 or more 77.42849 1.416544 237.74 0 74.7013 80.25524 
              
_cons 0.11408 0.006565 -37.72 0 0.101911 0.127702 
Controlling for Census year, age, ethnicity, urban-rural location, household income, education, labour force status, NZDep, car access, dependent 
children, household composition, single parent and another household member cycles 
  
 196 
Appendix Table 32: Gender and cycling logistic regression: Model 4 - treating Census year as a continuous variable 
Cycling Odds Ratio Std. Err. z P>z [95% Conf. Interval] 
Gender             
female 0.337746 0.003062 -119.75 0 0.331799 0.343801 
Census year 1.010766 0.000873 12.4 0 1.009056 1.012479 
Age (4 groups)             
31 to 43 0.98811 0.010182 -1.16 0.246 0.968353 1.008269 
44 to 56 0.848316 0.009067 -15.39 0 0.83073 0.866275 
57 to 69 0.586451 0.008893 -35.19 0 0.569278 0.604142 
Ethnicity (Prioritised)             
Pacific Island Peoples 0.33003 0.008999 -40.65 0 0.312855 0.348148 
Asian Peoples 0.180754 0.003995 -77.39 0 0.17309 0.188757 
Māori 0.790844 0.010006 -18.55 0 0.771474 0.810701 
Urban-Rural location             
Secondary Urban Area 1.271582 0.017756 17.21 0 1.237252 1.306864 
Minor Urban Area 1.043716 0.014313 3.12 0.002 1.016037 1.07215 
Rural Centre 0.723361 0.023175 -10.11 0 0.679336 0.770239 
Other Rural 0.342063 0.006667 -55.04 0 0.329242 0.355384 
Household income             
$5,001-$10,000 1.007695 0.084415 0.09 0.927 0.855114 1.187501 
$10,001-$20,000 1.063802 0.061473 1.07 0.284 0.949889 1.191375 
$20,001-$30,000 1.169154 0.062198 2.94 0.003 1.053389 1.297642 
$30,001-$50,000 1.090961 0.056401 1.68 0.092 0.985833 1.207299 
$50,001-$70,000 0.961824 0.049716 -0.75 0.451 0.869156 1.064373 
$70,001-$100,000 0.828 0.042972 -3.64 0 0.747918 0.916657 
$100,001-$150,001 0.698551 0.036543 -6.86 0 0.630478 0.773974 
$150,000 or more 0.619436 0.033062 -8.97 0 0.557911 0.687746 
Highest qualificaiton             
Level 1, 2 & 3 1.070127 0.021292 3.41 0.001 1.029199 1.112682 
Level 4, 5 & 6 1.11952 0.011248 11.24 0 1.097689 1.141784 
Bachelor/ level 7 1.691673 0.018849 47.18 0 1.655131 1.729021 
Post-grad 2.582382 0.032925 74.41 0 2.518649 2.647728 
Unknown 0.969916 0.027507 -1.08 0.281 0.917474 1.025355 
Not stated 1.113894 0.030877 3.89 0 1.054992 1.176086 
Labour force status             
  1.154071 0.013521 12.23 0 1.127871 1.180879 
NZDep             
2 1.068263 0.012287 5.74 0 1.044451 1.092618 
3 1.148904 0.013296 11.99 0 1.123138 1.175261 
4 1.117395 0.013519 9.17 0 1.091211 1.144207 
5 1.057955 0.014602 4.08 0 1.029719 1.086965 
Household car access             
1 0.553809 0.009338 -35.05 0 0.535806 0.572416 
2 0.252463 0.004463 -77.87 0 0.243866 0.261363 
3 or more 0.189774 0.003665 -86.05 0 0.182724 0.197096 
Unknown 0.350716 0.01504 -24.43 0 0.322442 0.381469 
Dependent children             
Child(ren) 0.898632 0.012124 -7.92 0 0.875182 0.922711 
Household composition             
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Single 0.951711 0.009496 -4.96 0 0.933279 0.970506 
Not stated 1.03342 0.03924 0.87 0.387 0.959303 1.113263 
Single parent             
1 adult w child(ren) 0.826654 0.016065 -9.8 0 0.79576 0.858748 
2 or more adults w child(ren) 1.208962 0.016625 13.8 0 1.176813 1.241989 
Unknown 1.332546 0.089348 4.28 0 1.168446 1.519694 
Another household member cycles             
2 or more 76.70506 1.402028 237.44 0 74.00577 79.5028 
              
_cons 4.82E-11 8.36E-11 -13.68 0 1.60E-12 1.45E-09 
Controlling for Census year, age, ethnicity, urban-rural location, household income, education, labour force status, NZDep, car access, dependent 
children, household composition, single parent and another household member cycles 
The Census year variable was used to test for changes over time in cycling – Table 3-27 Results Chapter 
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Appendix Table 33: Gender and cycling logistic regression: Model 4 - testing for interactions between male gender and ethnicity in the association 
between cycling and gender 
Cycling Odds Ratio Std. Err. z P>z [95% Conf. Interval] 
Gender             
female 0.3464553 0.0033813 -108.61 0 0.339891 0.3531463 
Census year             
2006 0.8347511 0.0096608 -15.61 0 0.8160295 0.8539022 
2013 1.017405 0.0115149 1.52 0.127 0.9950845 1.040226 
Age (4 groups)             
31 to 43 0.9899682 0.0102062 -0.98 0.328 0.9701652 1.010175 
44 to 56 0.851485 0.0091057 -15.03 0 0.833824 0.8695202 
57 to 69 0.586254 0.0088967 -35.19 0 0.5690736 0.6039531 
Ethnicity (Prioritised) (men only)             
Pacific Island Peoples 0.3671528 0.0109607 -33.56 0 0.3462867 0.3892762 
Asian Peoples 0.1720842 0.0044912 -67.43 0 0.1635031 0.1811158 
Māori 0.8394391 0.0120224 -12.22 0 0.8162034 0.8633364 
Urban-Rural location             
Secondary Urban Area 1.270203 0.0177386 17.13 0 1.235908 1.30545 
Minor Urban Area 1.043526 0.0143137 3.11 0.002 1.015845 1.071961 
Rural Centre 0.7247794 0.0232127 -10.05 0 0.6806819 0.7717338 
Other Rural 0.3425355 0.0066753 -54.98 0 0.3296989 0.3558719 
Household income             
$5,001-$10,000 1.012608 0.0848329 0.15 0.881 0.8592715 1.193307 
$10,001-$20,000 1.058444 0.061172 0.98 0.326 0.9450902 1.185393 
$20,001-$30,000 1.163436 0.061905 2.84 0.004 1.048217 1.29132 
$30,001-$50,000 1.089788 0.0563486 1.66 0.096 0.9847589 1.20602 
$50,001-$70,000 0.9667075 0.0499758 -0.65 0.512 0.8735556 1.069793 
$70,001-$100,000 0.826568 0.0429038 -3.67 0 0.746614 0.9150842 
$100,001-$150,001 0.7059766 0.0369381 -6.65 0 0.6371676 0.7822164 
$150,000 or more 0.6157511 0.032869 -9.08 0 0.5545846 0.6836638 
Highest qualification             
Level 1, 2 & 3 1.078657 0.0214668 3.8 0 1.037393 1.121563 
Level 4, 5 & 6 1.125311 0.0113128 11.74 0 1.103355 1.147703 
Bachelor/ level 7 1.700312 0.0189662 47.59 0 1.663542 1.737895 
Post-grad 2.585281 0.0329897 74.43 0 2.521425 2.650755 
Unknown 0.9762501 0.0276854 -0.85 0.397 0.9234681 1.032049 
Not stated 1.008391 0.0282807 0.3 0.766 0.9544574 1.065371 
Labour force status             
  1.152181 0.0135074 12.08 0 1.126009 1.178961 
NZDep              
2 1.068631 0.0122929 5.77 0 1.044807 1.092999 
3 1.150125 0.0133129 12.08 0 1.124326 1.176516 
4 1.119924 0.0135519 9.36 0 1.093675 1.146803 
5 1.062697 0.0146701 4.41 0 1.03433 1.091843 
Household car access             
1 0.5553586 0.0093682 -34.87 0 0.5372976 0.5740268 
2 0.2542104 0.0044954 -77.45 0 0.2455506 0.2631757 
3 or more 0.1920467 0.0037115 -85.38 0 0.1849083 0.1994607 
Unknown 0.3509666 0.015045 -24.43 0 0.3226838 0.3817284 
Dependent children             
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Child(ren) 0.8989797 0.0121346 -7.89 0 0.8755082 0.9230805 
Household composition             
Single 0.9532023 0.0095141 -4.8 0 0.9347362 0.9720333 
Not stated 1.037586 0.0394102 0.97 0.331 0.9631488 1.117777 
Single parent             
1 adult w child(ren) 0.7908142 0.0154783 -11.99 0 0.7610518 0.8217404 
2 or more adults w child(ren) 1.149679 0.0160744 9.98 0 1.118602 1.18162 
Unknown 1.145646 0.0772686 2.02 0.044 1.003785 1.307555 
Another household member cycles             
2 or more 77.29469 1.413999 237.66 0 74.5724 80.11636 
Gender#Ethnicity (Prioritised)             
female#Pacific Island Peoples 0.6139348 0.0435856 -6.87 0 0.5341857 0.7055898 
female#Asian Peoples 1.219533 0.0584523 4.14 0 1.110185 1.339651 
female#Māori 0.7951187 0.0227866 -8 0 0.7516889 0.8410576 
             
  0.1132755 0.0065202 -37.84 0 0.1011906 0.1268037 
_cons             
Controlling for Census year, age, ethnicity, urban-rural location, household income, education, labour force status, NZDep, car access, dependent 
children, household composition, single parent and another household member cycles 
The Ethnicity (results for men only) was reported in Table 3-21 in the Results Chapter in the Ethnicity logistic regression.  
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Appendix Table 34: Gender and cycling logistic regression: Model 4 - testing for interactions between female gender and ethnicity in the association 
between cycling and gender 
Cycling Odds Ratio Std. Err. z P>z [95% Conf. Interval] 
Gender             
Female 2.886376 0.0281701 108.61 0 2.831688 2.942119 
Census year             
2006 0.8347511 0.0096608 -15.61 0 0.8160295 0.8539022 
2013 1.017405 0.0115149 1.52 0.127 0.9950845 1.040226 
Age (4 groups)             
31 to 43 0.9899682 0.0102062 -0.98 0.328 0.9701652 1.010175 
44 to 56 0.851485 0.0091057 -15.03 0 0.833824 0.8695202 
57 to 69 0.586254 0.0088967 -35.19 0 0.5690736 0.6039531 
Ethnicity (Prioritised) (women only)             
Pacific Island Peoples 0.2254079 0.0146315 -22.95 0 0.1984799 0.2559892 
Asian Peoples 0.2098624 0.0085205 -38.46 0 0.1938097 0.2272446 
Māori 0.6674537 0.0169213 -15.95 0 0.6350991 0.7014566 
Urban-Rural location             
Secondary Urban Area 1.270203 0.0177386 17.13 0 1.235908 1.30545 
Minor Urban Area 1.043526 0.0143137 3.11 0.002 1.015845 1.071961 
Rural Centre 0.7247794 0.0232127 -10.05 0 0.6806819 0.7717338 
Other Rural 0.3425355 0.0066753 -54.98 0 0.3296989 0.3558719 
Household income             
$5,001-$10,000 1.012608 0.0848329 0.15 0.881 0.8592715 1.193307 
$10,001-$20,000 1.058444 0.061172 0.98 0.326 0.9450902 1.185393 
$20,001-$30,000 1.163436 0.061905 2.84 0.004 1.048217 1.29132 
$30,001-$50,000 1.089788 0.0563486 1.66 0.096 0.9847589 1.20602 
$50,001-$70,000 0.9667075 0.0499758 -0.65 0.512 0.8735556 1.069793 
$70,001-$100,000 0.826568 0.0429038 -3.67 0 0.746614 0.9150842 
$100,001-$150,001 0.7059766 0.0369381 -6.65 0 0.6371676 0.7822164 
$150,000 or more 0.6157511 0.032869 -9.08 0 0.5545846 0.6836638 
Highest qualification             
Level 1, 2 & 3 1.078657 0.0214668 3.8 0 1.037393 1.121563 
Level 4, 5 & 6 1.125311 0.0113128 11.74 0 1.103355 1.147703 
Bachelor/ level 7 1.700312 0.0189662 47.59 0 1.663542 1.737895 
Post-grad 2.585281 0.0329897 74.43 0 2.521425 2.650755 
Unknown 0.9762501 0.0276854 -0.85 0.397 0.9234681 1.032049 
Not stated 1.008391 0.0282807 0.3 0.766 0.9544574 1.065371 
Labour force status             
  1.152181 0.0135074 12.08 0 1.126009 1.178961 
NZDep              
2 1.068631 0.0122929 5.77 0 1.044807 1.092999 
3 1.150125 0.0133129 12.08 0 1.124326 1.176516 
4 1.119924 0.0135519 9.36 0 1.093675 1.146803 
5 1.062697 0.0146701 4.41 0 1.03433 1.091843 
Household car access             
1 0.5553586 0.0093682 -34.87 0 0.5372976 0.5740268 
2 0.2542104 0.0044954 -77.45 0 0.2455506 0.2631757 
3 or more 0.1920467 0.0037115 -85.38 0 0.1849083 0.1994607 
Unknown 0.3509666 0.015045 -24.43 0 0.3226838 0.3817284 
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Dependent children             
Child(ren) 0.8989797 0.0121346 -7.89 0 0.8755082 0.9230805 
Household composition             
Single 0.9532023 0.0095141 -4.8 0 0.9347362 0.9720333 
Not stated 1.037586 0.0394102 0.97 0.331 0.9631488 1.117777 
Single parent             
1 adult w child(ren) 0.7908142 0.0154783 -11.99 0 0.7610518 0.8217404 
2 or more adults w child(ren) 1.149679 0.0160744 9.98 0 1.118602 1.18162 
Unknown 1.145646 0.0772686 2.02 0.044 1.003785 1.307555 
Another household member cycles             
2 or more 77.29469 1.413999 237.66 0 74.5724 80.11636 
Gender#Ethnicity (Prioritised)             
male#Pacific Islnd Peoples 1.628837 0.1156373 6.87 0 1.417254 1.872008 
male#Asian Peoples 0.8199862 0.039302 -4.14 0 0.7464631 0.9007509 
male#Māori 1.257674 0.0360425 8 0 1.188979 1.330338 
              
  0.0392449 0.0023041 -55.15 0 0.0349791 0.0440309 
_cons             
Controlling for Census year, age, ethnicity, urban-rural location, household income, education, labour force status, NZDep, car access, dependent 
children, household composition, single parent and another household member cycles 
The Ethnicity (results for women only) was reported in Table 3-21 in the Results Chapter in the Ethnicity logistic regression.  
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Appendix Table 35: Gender and cycling logistic regression: Model 4 - testing for interactions between male gender and NZDep in the association 
between cycling and gender 
Cycling Odds Ratio Std. Err. z P>z [95% Conf. Interval] 
Gender             
Female 0.320835 0.00621 -58.74 0 0.308892 0.33324 
Census year             
2006 0.834754 0.009661 -15.61 0 0.816033 0.853905 
2013 1.017616 0.011517 1.54 0.123 0.995292 1.040441 
Age (4 groups)             
31 to 43 0.988808 0.010194 -1.09 0.275 0.969029 1.00899 
44 to 56 0.850133 0.00909 -15.18 0 0.832502 0.868138 
57 to 69 0.584508 0.00887 -35.38 0 0.567379 0.602155 
Ethnicity (Prioritised)             
Pacific Island Peoples 0.332255 0.009059 -40.41 0 0.314967 0.350493 
Asian Peoples 0.181642 0.004016 -77.14 0 0.173939 0.189687 
Māori 0.793109 0.010036 -18.32 0 0.77368 0.813026 
Urban-Rural location             
Secondary Urban Area 1.270741 0.017746 17.16 0 1.236432 1.306003 
Minor Urban Area 1.043584 0.014314 3.11 0.002 1.015903 1.07202 
Rural Centre 0.724789 0.023212 -10.05 0 0.680692 0.771743 
Other Rural 0.342479 0.006675 -54.98 0 0.329644 0.355814 
Household income             
$5,001-$10,000 1.010064 0.084597 0.12 0.905 0.857151 1.190256 
$10,001-$20,000 1.054696 0.060948 0.92 0.357 0.941758 1.181179 
$20,001-$30,000 1.16382 0.061918 2.85 0.004 1.048575 1.291731 
$30,001-$50,000 1.091166 0.056415 1.69 0.092 0.986011 1.207534 
$50,001-$70,000 0.967639 0.050021 -0.64 0.525 0.874404 1.070817 
$70,001-$100,000 0.82731 0.04294 -3.65 0 0.747289 0.9159 
$100,001-$150,001 0.706653 0.036971 -6.64 0 0.637782 0.782962 
$150,000 or more 0.616356 0.032899 -9.07 0 0.555133 0.684332 
Highest qualification             
Level 1, 2 & 3 1.074802 0.021388 3.62 0 1.033688 1.117551 
Level 4, 5 & 6 1.122853 0.011285 11.53 0 1.10095 1.145191 
Bachelor/ level 7 1.696342 0.018916 47.39 0 1.65967 1.733825 
Post-grad 2.579972 0.032915 74.29 0 2.51626 2.645298 
Unknown 0.976127 0.027682 -0.85 0.394 0.923351 1.031919 
Not stated 1.008809 0.02829 0.31 0.754 0.954857 1.065809 
Labour force status             
  1.154576 0.013532 12.26 0 1.128355 1.181406 
NZDep (results for men only)             
2 1.051733 0.013911 3.81 0 1.024818 1.079354 
3 1.126942 0.014964 9 0 1.097992 1.156655 
4 1.099187 0.015177 6.85 0 1.06984 1.129339 
5 1.057693 0.016474 3.6 0 1.025892 1.090479 
Household car access             
1 0.556115 0.009379 -34.79 0 0.538032 0.574805 
2 0.254428 0.004499 -77.41 0 0.245762 0.2634 
3 or more 0.192142 0.003713 -85.36 0 0.185001 0.199559 
Unknown 0.351199 0.015055 -24.41 0 0.322897 0.381982 
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Dependent children             
Child(ren) 0.897525 0.012115 -8.01 0 0.874092 0.921587 
Household composition             
Single 0.951613 0.009497 -4.97 0 0.933181 0.97041 
Not stated 1.03828 0.039434 0.99 0.323 0.963796 1.118519 
Single parent             
1 adult w child(ren) 0.788942 0.015448 -12.11 0 0.759237 0.819809 
2 or more adults w child(ren) 1.149574 0.01607 9.97 0 1.118504 1.181506 
Unknown 1.143011 0.07705 1.98 0.047 1.001548 1.304456 
Another household member cycles             
2 or more 77.4516 1.417411 237.68 0 74.72276 80.2801 
Gender#NZDep             
female#2 1.068089 0.028293 2.49 0.013 1.014051 1.125006 
female#3 1.085344 0.028287 3.14 0.002 1.031295 1.142225 
female#4 1.077112 0.028569 2.8 0.005 1.022548 1.134588 
female#5 1.017557 0.029884 0.59 0.553 0.960639 1.077847 
              
_cons 0.115396 0.006655 -37.44 0 0.103062 0.129206 
Controlling for Census year, age, ethnicity, urban-rural location, household income, education, labour force status, NZDep, car access, dependent 
children, household composition, single parent and another household member cycles 
The NZDep (results for men only) was reported in Table 3-24 in the Results Chapter in the NZDep logistic regression.  
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Appendix Table 36: Gender and cycling logistic regression: Model 4 - testing for interactions between female gender and NZDep in the association 
between cycling and gender 
Cycling Odds 
Ratio Std. Err. z P>z 
[95% 
Conf. Interval] 
Gender             
Female 3.116869 0.0603274 58.74 0 3.000844 3.23738 
Census year             
2006 0.8347542 0.0096607 -15.61 0 0.8160327 0.8539052 
2013 1.017616 0.011517 1.54 0.123 0.9952918 1.040441 
Age (4 groups)             
31 to 43 0.9888081 0.0101936 -1.09 0.275 0.9690294 1.00899 
44 to 56 0.8501332 0.0090903 -15.18 0 0.8325019 0.8681378 
57 to 69 0.5845081 0.0088702 -35.38 0 0.5673788 0.6021545 
Ethnicity (Prioritised)             
Pacific Island Peoples 0.3322551 0.0090586 -40.41 0 0.3149666 0.3504926 
Asian Peoples 0.1816424 0.0040163 -77.14 0 0.1739388 0.1896872 
Māori 0.7931093 0.0100364 -18.32 0 0.7736802 0.8130264 
Urban-Rural location             
Secondary Urban Area 1.270741 0.0177457 17.16 0 1.236432 1.306003 
Minor Urban Area 1.043584 0.0143141 3.11 0.002 1.015903 1.07202 
Rural Centre 0.7247892 0.0232123 -10.05 0 0.6806924 0.7717427 
Other Rural 0.3424792 0.0066747 -54.98 0 0.3296438 0.3558144 
Household income             
$5,001-$10,000 1.010064 0.0845968 0.12 0.905 0.8571508 1.190256 
$10,001-$20,000 1.054696 0.0609477 0.92 0.357 0.9417575 1.181179 
$20,001-$30,000 1.16382 0.0619184 2.85 0.004 1.048575 1.291731 
$30,001-$50,000 1.091166 0.0564153 1.69 0.092 0.9860114 1.207534 
$50,001-$70,000 0.9676394 0.0500207 -0.64 0.525 0.8744036 1.070817 
$70,001-$100,000 0.8273097 0.0429398 -3.65 0 0.7472885 0.9158997 
$100,001-$150,001 0.7066533 0.0369714 -6.64 0 0.6377822 0.7829616 
$150,000 or more 0.6163564 0.0328994 -9.07 0 0.5551331 0.6843318 
Highest qualification             
Level 1, 2 & 3 1.074802 0.0213884 3.62 0 1.033688 1.117551 
Level 4, 5 & 6 1.122853 0.0112854 11.53 0 1.10095 1.145191 
Bachelor/ level 7 1.696342 0.018916 47.39 0 1.65967 1.733825 
Post-grad 2.579972 0.032915 74.29 0 2.51626 2.645298 
Unknown 0.976127 0.0276823 -0.85 0.394 0.923351 1.031919 
Not stated 1.008809 0.0282903 0.31 0.754 0.954857 1.065809 
Labour force status             
  1.154576 0.0135323 12.26 0 1.128355 1.181406 
NZDep (women only)             
2 1.123344 0.0258891 5.05 0 1.073731 1.175249 
3 1.223119 0.0278115 8.86 0 1.169807 1.278862 
4 1.183948 0.027564 7.25 0 1.131137 1.239224 
5 1.076263 0.0281022 2.81 0.005 1.022569 1.132776 
Household car access             
1 0.5561148 0.0093794 -34.79 0 0.538032 0.5748052 
2 0.254428 0.0044988 -77.41 0 0.2457615 0.2634 
3 or more 0.1921421 0.0037131 -85.36 0 0.1850007 0.1995592 
Unknown 0.3511993 0.0150552 -24.41 0 0.3228973 0.3819819 
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Dependent children             
Child(ren) 0.8975254 0.012115 -8.01 0 0.8740918 0.9215871 
Household composition             
Single 0.9516132 0.0094969 -4.97 0 0.9331805 0.97041 
Not stated 1.03828 0.0394343 0.99 0.323 0.9637964 1.118519 
Single parent             
1 adult w child(ren) 0.7889419 0.0154484 -12.11 0 0.7592372 0.8198087 
2 or more adults w child(ren) 1.149574 0.0160701 9.97 0 1.118504 1.181506 
Unknown 1.143011 0.0770496 1.98 0.047 1.001548 1.304456 
Another household member cycles to work             
2 or more 77.4516 1.417411 237.68 0 74.72276 80.2801 
Gender#NZDep             
male#2 0.9362519 0.0248006 -2.49 0.013 0.8888838 0.9861442 
male#3 0.9213671 0.0240131 -3.14 0.002 0.8754841 0.9696547 
male#4 0.9284087 0.0246251 -2.8 0.005 0.8813775 0.9779495 
male#5 0.982746 0.0288619 -0.59 0.553 0.9277751 1.040974 
              
_cons 0.0370231 0.0022266 -54.81 0 0.0329064 0.0416548 
Controlling for Census year, age, ethnicity, urban-rural location, household income, education, labour force status, NZDep, car access, dependent 
children, household composition, single parent and another household member cycles 
The NZDep (results forwo men only) was reported in Table 3-24 in the Results Chapter in the NZDep logistic regression.  
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Appendix Eleven: Gender and PT use logistic regression 
Appendix Table 37: Gender and PT use logistic regression: unadjusted 
PT 
Odds Ratio Std. Err. z P>z [95% Conf. Interval] 
Gender             
female 1.666535 0.0074377 114.44 0 1.652021 1.681176 
_cons 0.0432131 0.0001452 -934.82 0 0.0429294 0.0434986 
 
Appendix Table 38: Gender and PT-use logistic regression: Model 1 
PT 
Odds Ratio Std. Err. z P>z [95% Conf. Interval] 
Gender             
female 1.64535 0.0074691 109.69 0 1.630776 1.660055 
Census year             
2006 1.010914 0.0058424 1.88 0.06 0.9995272 1.02243 
2013 1.112034 0.0063038 18.73 0 1.099747 1.124458 
Age (4 groups)             
31 to 43 0.6010943 0.0032877 -93.06 0 0.5946849 0.6075728 
44 to 56 0.4692251 0.0028188 -125.96 0 0.4637327 0.4747825 
57 to 69 0.4834537 0.0041011 -85.68 0 0.4754822 0.4915588 
Ethnicity (Prioritised)             
Pacific Island Peoples 1.625831 0.0138986 56.85 0 1.598817 1.653301 
Asian Peoples 1.865156 0.0117775 98.72 0 1.842215 1.888383 
Māori 0.9661402 0.0075429 -4.41 0 0.9514689 0.9810378 
Urban-Rural location             
Secondary Urban Area 0.116843 0.0027854 -90.06 0 0.1115093 0.1224317 
Minor Urban Area 0.135121 0.0027296 -99.08 0 0.1298756 0.1405783 
Rural Centre 0.0770871 0.0042733 -46.23 0 0.0691506 0.0859345 
Other Rural 0.1019244 0.002024 -115 0 0.0980337 0.1059695 
              
_cons 0.0748331 0.000443 -437.97 0 0.0739699 0.0757063 
Controlling for Census year, age, ethnicity and urban-rural location 
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Appendix Table 39: Gender and PT-use logistic regression: Model 2 
PT Odds Ratio Std. Err. z P>z [95% Conf. Interval] 
Gender             
Female 1.485391 0.0075311 78.04 0 1.470703 1.500225 
Census year             
2006 1.076669 0.0070633 11.26 0 1.062914 1.090602 
2013 1.130081 0.0073002 18.93 0 1.115863 1.14448 
Age (4 groups)             
31 to 43 0.5574432 0.0034232 -95.16 0 0.5507739 0.5641931 
44 to 56 0.4808571 0.0032182 -109.4 0 0.4745907 0.4872062 
57 to 69 0.4700782 0.0043542 -81.49 0 0.4616212 0.4786901 
Ethnicity (Prioritised)             
Pacific Island Peoples 1.832929 0.0196261 56.59 0 1.794863 1.871802 
Asian Peoples 1.896339 0.0136773 88.72 0 1.86972 1.923336 
Māori 1.002545 0.0089903 0.28 0.777 0.985078 1.020321 
Urban-Rural location             
Secondary Urban Area 0.1286432 0.0033006 -79.93 0 0.1223342 0.1352777 
Minor Urban Area 0.1564251 0.0033664 -86.2 0 0.1499643 0.1631641 
Rural Centre 0.089144 0.0053329 -40.41 0 0.0792811 0.1002338 
Other Rural 0.1274204 0.0026815 -97.9 0 0.1222717 0.1327859 
Household income             
$5,001-$10,000 0.9757418 0.0452052 -0.53 0.596 0.8910448 1.068489 
$10,001-$20,000 0.8638449 0.0290354 -4.35 0 0.8087705 0.9226697 
$20,001-$30,000 0.9006685 0.0277463 -3.4 0.001 0.8478959 0.9567256 
$30,001-$50,000 1.064369 0.0311736 2.13 0.033 1.004991 1.127256 
$50,001-$70,000 1.310751 0.0382707 9.27 0 1.237847 1.387948 
$70,001-$100,000 1.546746 0.0452261 14.92 0 1.460597 1.637977 
$100,001-$150,001 1.726455 0.0509035 18.52 0 1.629514 1.829163 
$150,000 or more 1.509866 0.0454875 13.68 0 1.423294 1.601705 
Highest qualification             
Level 1, 2 & 3 1.047843 0.0129863 3.77 0 1.022697 1.073607 
Level 4, 5 & 6 0.7752795 0.0058188 -33.91 0 0.7639584 0.7867684 
Bachelor/ level 7 1.305331 0.00889 39.12 0 1.288023 1.322872 
Post-grad 1.510285 0.0128611 48.42 0 1.485287 1.535703 
Unknown 0.921076 0.0178984 -4.23 0 0.8866553 0.9568328 
Not stated 0.9999479 0.016151 0 0.997 0.9687883 1.03211 
Labour force status             
  1.188804 0.0082643 24.88 0 1.172716 1.205113 
NZDep             
2 0.9264663 0.0066824 -10.59 0 0.9134612 0.9396565 
3 0.8230659 0.0061723 -25.97 0 0.811057 0.8352526 
4 0.711394 0.005677 -42.67 0 0.7003538 0.7226081 
5 0.6596323 0.0060124 -45.65 0 0.6479529 0.6715223 
Household car access             
1 0.2787973 0.0025897 -137.51 0 0.2737676 0.2839194 
2 0.1023603 0.001 -233.31 0 0.100419 0.1043391 
3 or more 0.0755867 0.0008225 -237.32 0 0.0739916 0.0772161 
Unknown 0.1875321 0.004549 -69 0 0.1788249 0.1966632 
              
_cons 0.3324572 0.0106722 -34.31 0 0.3121844 0.3540464 
Controlling for Census year, age, ethnicity, urban-rural location, household income, education, labour force status, NZDep and car access 
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Appendix Table 40: Gender and PT-use logistic regression: Model 3 
PT 
Odds Ratio Std. Err. z P>z [95% Conf. Interval] 
Gender             
Female 1.471122 0.0081031 70.08 0 1.455326 1.48709 
Census year             
2006 1.067459 0.0093911 7.42 0 1.049211 1.086025 
2013 1.111467 0.0096635 12.16 0 1.092687 1.130569 
Age (4 groups)             
31 to 43 0.5856736 0.0041407 -75.67 0 0.577614 0.5938457 
44 to 56 0.494804 0.0036802 -94.6 0 0.4876432 0.5020699 
57 to 69 0.49367 0.0050631 -68.83 0 0.4838457 0.5036939 
Ethnicity (Prioritised)             
Pacific Island Peoples 1.719528 0.0197126 47.28 0 1.681323 1.758601 
Asian Peoples 1.806378 0.0137182 77.86 0 1.77969 1.833467 
Māori 0.9651906 0.0093796 -3.65 0 0.9469809 0.9837504 
Urban-Rural location             
Secondary Urban Area 0.133777 0.0036783 -73.16 0 0.1267585 0.1411842 
Minor Urban Area 0.1541302 0.0036498 -78.97 0 0.1471402 0.1614522 
Rural Centre 0.0905309 0.0059439 -36.59 0 0.0795994 0.1029636 
Other Rural 0.1315401 0.0029716 -89.79 0 0.1258429 0.1374952 
Household income             
$5,001-$10,000 0.9620515 0.0480743 -0.77 0.439 0.8722948 1.061044 
$10,001-$20,000 0.8697329 0.0314645 -3.86 0 0.8101993 0.9336411 
$20,001-$30,000 0.8803214 0.0291117 -3.85 0 0.8250733 0.9392691 
$30,001-$50,000 1.003949 0.0315873 0.13 0.9 0.9439092 1.067808 
$50,001-$70,000 1.248482 0.0391278 7.08 0 1.1741 1.327575 
$70,001-$100,000 1.514255 0.04761 13.2 0 1.423758 1.610504 
$100,001-$150,001 1.615813 0.0512476 15.13 0 1.518427 1.719444 
$150,000 or more 1.592576 0.0516735 14.34 0 1.494451 1.697144 
Highest qualification             
Level 1, 2 & 3 1.035617 0.0141111 2.57 0.01 1.008326 1.063647 
Level 4, 5 & 6 0.8009062 0.0064731 -27.47 0 0.7883191 0.8136943 
Bachelor/ level 7 1.358879 0.0098996 42.09 0 1.339614 1.378421 
Post-grad 1.59406 0.0144943 51.28 0 1.565903 1.622723 
Unknown 0.9024876 0.0189157 -4.9 0 0.8661646 0.9403339 
Not stated 1.00466 0.0214695 0.22 0.828 0.9634495 1.047633 
Labour force status             
  1.14259 0.0084697 17.98 0 1.12611 1.159312 
NZDep             
2 0.9447968 0.0073444 -7.3 0 0.9305112 0.9593018 
3 0.8403538 0.0068322 -21.39 0 0.827069 0.8538519 
4 0.7249362 0.006282 -37.12 0 0.7127277 0.7373538 
5 0.6663451 0.0065679 -41.19 0 0.6535958 0.679343 
Household car access             
1 0.298414 0.0031428 -114.82 0 0.2923173 0.3046377 
2 0.1067753 0.0012095 -197.48 0 0.1044307 0.1091724 
3 or more 0.0626141 0.0007962 -217.9 0 0.0610729 0.0641942 
Unknown 0.177613 0.004734 -64.84 0 0.1685726 0.1871381 
Dependent children             
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Child(ren) 0.6535607 0.0054966 -50.57 0 0.6428759 0.664423 
Household composition             
Single 1.37913 0.0089269 49.66 0 1.361744 1.396738 
Not stated 1.352817 0.0343324 11.91 0 1.287173 1.421809 
Single parent             
1 adult w child(ren) 1.131023 0.0135019 10.31 0 1.104867 1.157799 
2 or more adults w child(ren) 1.840462 0.0162322 69.17 0 1.808921 1.872553 
Unknown 2.156181 0.0863252 19.19 0 1.993455 2.332191 
              
_cons 0.2681788 0.0095329 -37.02 0 0.2501308 0.2875292 
Controlling for Census year, age, ethnicity, urban-rural location, household income, education, labour force status, NZDep, car access, dependent 
children, household composition and single parent 
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Appendix Table 41: Gender and PT-use logistic regression: Model 4 
PT 
Odds Ratio Std. Err. z P>z [95% Conf. Interval] 
Gender             
female 1.499888 0.0087902 69.17 0 1.482758 1.517215 
Census year             
2006 0.9524728 0.0087998 -5.27 0 0.9353808 0.9698772 
2013 1.008305 0.0091992 0.91 0.365 0.990435 1.026497 
Age (4 groups)             
31 to 43 0.6468745 0.0048793 -57.75 0 0.6373816 0.6565087 
44 to 56 0.5393202 0.0042855 -77.7 0 0.5309858 0.5477855 
57 to 69 0.562518 0.0060824 -53.21 0 0.5507222 0.5745665 
Ethnicity (Prioritised)             
Pacific Island Peoples 1.539115 0.0190286 34.88 0 1.502268 1.576866 
Asian Peoples 1.639018 0.01344 60.26 0 1.612887 1.665573 
Māori 0.9513589 0.0097497 -4.87 0 0.9324403 0.9706612 
Urban-Rural location             
Secondary Urban Area 0.1508277 0.0041889 -68.11 0 0.1428371 0.1592654 
Minor Urban Area 0.1730886 0.0041361 -73.4 0 0.1651689 0.1813882 
Rural Centre 0.1009375 0.0066649 -34.73 0 0.0886844 0.1148835 
Other Rural 0.1480484 0.0033734 -83.83 0 0.141582 0.1548101 
Household income             
$5,001-$10,000 0.9585172 0.0499736 -0.81 0.416 0.8654089 1.061643 
$10,001-$20,000 0.8494095 0.0319634 -4.34 0 0.7890169 0.9144246 
$20,001-$30,000 0.8438575 0.0290761 -4.93 0 0.7887511 0.9028139 
$30,001-$50,000 0.9437703 0.0309413 -1.77 0.078 0.8850338 1.006405 
$50,001-$70,000 1.126008 0.0367901 3.63 0 1.056161 1.200474 
$70,001-$100,000 1.311785 0.0430128 8.28 0 1.230134 1.398857 
$100,001-$150,001 1.333008 0.0441274 8.68 0 1.249266 1.422364 
$150,000 or more 1.371461 0.0464662 9.32 0 1.283347 1.465625 
Highest qualification             
Level 1, 2 & 3 1.047507 0.0150923 3.22 0.001 1.01834 1.077509 
Level 4, 5 & 6 0.8012835 0.0068303 -25.99 0 0.7880075 0.8147832 
Bachelor/ level 7 1.344047 0.0104543 38.01 0 1.323713 1.364694 
Post-grad 1.599495 0.0154898 48.5 0 1.569421 1.630144 
Unknown 0.8891456 0.0197392 -5.29 0 0.851287 0.9286877 
Not stated 0.9890891 0.0220843 -0.49 0.623 0.946738 1.033335 
Labour force status             
  1.096489 0.0086665 11.65 0 1.079633 1.113607 
NZDep             
2 0.9306486 0.0077062 -8.68 0 0.9156666 0.9458756 
3 0.8355615 0.0072235 -20.78 0 0.8215229 0.84984 
4 0.738334 0.0067772 -33.05 0 0.7251697 0.7517374 
5 0.6848724 0.0071403 -36.31 0 0.6710197 0.6990111 
Household car access             
1 0.3131129 0.0035384 -102.75 0 0.306254 0.3201254 
2 0.1170525 0.0014176 -177.13 0 0.1143068 0.1198642 
3 or more 0.0691779 0.0009353 -197.56 0 0.0673688 0.0710356 
Unknown 0.1972177 0.0055907 -57.27 0 0.1865589 0.2084854 
Dependent children             
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Child(ren) 0.7376566 0.0066204 -33.9 0 0.7247943 0.7507471 
Household composition             
Single 1.421544 0.0098354 50.84 0 1.402397 1.440952 
Not stated 1.429475 0.0382784 13.34 0 1.356386 1.506503 
Single parent             
1 adult w child(ren) 1.094335 0.0138041 7.15 0 1.067612 1.121728 
2 or more adults w child(ren) 1.667815 0.0157461 54.18 0 1.637237 1.698965 
Unknown 1.751351 0.0750977 13.07 0 1.610178 1.904902 
Another household member uses PT             
2 or more 24.82614 0.2419183 329.61 0 24.35649 25.30485 
              
_cons 0.2406829 0.008959 -38.26 0 0.2237488 0.2588986 
Controlling for Census year, age, ethnicity, urban-rural location, household income, education, labour force status, NZDep, car access, dependent 
children, household composition, single parent and another household member uses PT. 
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Appendix Table 42: Gender and PT logistic regression: Model 4 - treating Census year as a continuous variable 
PT Odds Ratio Std. Err. z P>z [95% Conf. Interval] 
Gender             
female 1.499745 0.0087889 69.16 0 1.482618 1.51707 
Census year             
  1.003618 0.000667 5.43 0 1.002312 1.004926 
Age (4 groups)             
31 to 43 0.6467159 0.0048777 -57.79 0 0.6372262 0.6563469 
44 to 56 0.5389743 0.0042822 -77.79 0 0.5306463 0.547433 
57 to 69 0.5627235 0.0060836 -53.18 0 0.5509253 0.5747743 
Ethnicity (Prioritised)             
Pacific Island Peoples 1.537269 0.0190027 34.79 0 1.500472 1.574968 
Asian Peoples 1.636868 0.0134185 60.11 0 1.610778 1.66338 
Māori 0.9508212 0.0097439 -4.92 0 0.931914 0.970112 
Urban-Rural location             
Secondary Urban Area 0.1509029 0.0041911 -68.09 0 0.1429081 0.1593449 
Minor Urban Area 0.1731183 0.0041369 -73.39 0 0.165197 0.1814194 
Rural Centre 0.1009698 0.0066669 -34.73 0 0.0887132 0.1149198 
Other Rural 0.148045 0.0033734 -83.83 0 0.1415788 0.1548066 
Household income             
$5,001-$10,000 0.9588812 0.0499946 -0.81 0.421 0.865734 1.062051 
$10,001-$20,000 0.8518121 0.0320559 -4.26 0 0.7912449 0.9170156 
$20,001-$30,000 0.8447402 0.0291106 -4.9 0 0.7895686 0.9037669 
$30,001-$50,000 0.9442913 0.0309631 -1.75 0.08 0.8855137 1.00697 
$50,001-$70,000 1.125492 0.036779 3.62 0 1.055667 1.199936 
$70,001-$100,000 1.312886 0.0430551 8.3 0 1.231155 1.400044 
$100,001-$150,001 1.32985 0.0440275 8.61 0 1.246298 1.419003 
$150,000 or more 1.375001 0.0465907 9.4 0 1.286651 1.469417 
Highest qualification             
Level 1, 2 & 3 1.046193 0.0150731 3.13 0.002 1.017064 1.076157 
Level 4, 5 & 6 0.8008587 0.0068264 -26.05 0 0.7875904 0.8143505 
Bachelor/ level 7 1.343194 0.0104452 37.94 0 1.322877 1.363823 
Post-grad 1.600042 0.0154928 48.54 0 1.569963 1.630697 
Unknown 0.8883619 0.0197202 -5.33 0 0.8505397 0.927866 
Not stated 1.019175 0.0224229 0.86 0.388 0.9761605 1.064084 
Labour force status             
  1.096691 0.0086681 11.68 0 1.079833 1.113813 
NZDep             
2 0.9301133 0.0077011 -8.75 0 0.9151413 0.9453303 
3 0.8347646 0.0072156 -20.89 0 0.8207415 0.8490273 
4 0.7375458 0.0067688 -33.17 0 0.7243977 0.7509325 
5 0.6839873 0.0071298 -36.44 0 0.6701549 0.6981051 
Household car access             
1 0.3126572 0.0035324 -102.91 0 0.30581 0.3196578 
2 0.1167614 0.0014135 -177.41 0 0.1140236 0.1195648 
3 or more 0.068917 0.0009311 -197.98 0 0.067116 0.0707664 
Unknown 0.1970833 0.0055865 -57.3 0 0.1864325 0.2083425 
Dependent children             
Child(ren) 0.7378627 0.0066217 -33.87 0 0.7249979 0.7509557 
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Household composition             
Single 1.421686 0.0098355 50.86 0 1.402539 1.441095 
Not stated 1.427254 0.0382136 13.29 0 1.354288 1.504151 
Single parent             
1 adult w child(ren) 1.108514 0.0138544 8.24 0 1.08169 1.136003 
2 or more adults w child(ren) 1.690129 0.0156816 56.56 0 1.659672 1.721146 
Unknown 1.833127 0.0778593 14.27 0 1.686705 1.992261 
Another household member uses PT             
2 or more 24.73374 0.2406379 329.75 0 24.26657 25.20991 
              
_cons 0.0001669 0.0002229 -6.52 0 0.0000122 0.0022851 
Controlling for Census year, age, ethnicity, urban-rural location, household income, education, labour force status, NZDep, car access, dependent 
children, household composition, single parent and another household member uses PT. 
The Census year variable was used to test for changes over time in PT-use – Table 3-27, Results Chapter 
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Appendix Table 43: Gender and PT-use logistic regression: Model 4 - testing for interactions between male gender and ethnicity in the association 
between PT and gender 
PT Odds Ratio Std. Err. z P>z [95% Conf. Interval] 
Gender             
Female 1.302819 0.0091663 37.6 0 1.284977 1.320909 
Census year             
2006 0.9522404 0.0088037 -5.29 0 0.9351408 0.9696527 
2013 1.009181 0.0092137 1 0.317 0.9912826 1.027402 
Age (4 groups)             
31 to 43 0.645921 0.0048759 -57.9 0 0.6364347 0.6555487 
44 to 56 0.539534 0.0042898 -77.61 0 0.5311914 0.5480076 
57 to 69 0.5625265 0.0060857 -53.18 0 0.5507242 0.5745816 
Ethnicity (Prioritised) (Men only)             
Pacific Island Peoples 1.142021 0.0215819 7.03 0 1.100495 1.185114 
Asian Peoples 1.256828 0.0155402 18.49 0 1.226736 1.287659 
Māori 0.7962351 0.0125335 -14.48 0 0.7720449 0.8211833 
Urban-Rural location             
Secondary Urban Area 0.1507556 0.0041872 -68.12 0 0.1427682 0.1591899 
Minor Urban Area 0.1728061 0.0041297 -73.46 0 0.1648986 0.1810927 
Rural Centre 0.1006383 0.0066453 -34.77 0 0.0884215 0.1145432 
Other Rural 0.1476456 0.0033647 -83.94 0 0.1411959 0.1543898 
Household income             
$5,001-$10,000 0.9588264 0.0501547 -0.8 0.422 0.8653961 1.062344 
$10,001-$20,000 0.8536769 0.0322165 -4.19 0 0.7928125 0.9192139 
$20,001-$30,000 0.8497891 0.0293673 -4.71 0 0.7941362 0.9093421 
$30,001-$50,000 0.9500494 0.0312442 -1.56 0.119 0.8907439 1.013304 
$50,001-$70,000 1.131866 0.0370975 3.78 0 1.061443 1.206962 
$70,001-$100,000 1.318674 0.0433734 8.41 0 1.236346 1.406484 
$100,001-$150,001 1.338994 0.044461 8.79 0 1.254627 1.429034 
$150,000 or more 1.375071 0.046724 9.37 0 1.286476 1.469766 
Highest qualification             
Level 1, 2 & 3 1.043138 0.0150435 2.93 0.003 1.014066 1.073044 
Level 4, 5 & 6 0.7963545 0.0067928 -26.7 0 0.7831515 0.8097801 
Bachelor/ level 7 1.342126 0.0104478 37.8 0 1.321804 1.36276 
Post-grad 1.602218 0.0155262 48.64 0 1.572075 1.63294 
Unknown 0.8868689 0.0196989 -5.41 0 0.8490881 0.9263308 
Not stated 0.9862162 0.0220428 -0.62 0.535 0.9439458 1.030379 
Labour force status             
  1.109496 0.0087964 13.11 0 1.092389 1.126872 
NZDep             
2 0.9318322 0.0077198 -8.52 0 0.916824 0.9470862 
3 0.8365686 0.0072367 -20.63 0 0.8225045 0.8508733 
4 0.7393691 0.006792 -32.87 0 0.7261762 0.7528017 
5 0.6852658 0.0071519 -36.21 0 0.6713907 0.6994277 
Household car access             
1 0.3139519 0.0035529 -102.37 0 0.307065 0.3209932 
2 0.1170316 0.0014191 -176.92 0 0.1142829 0.1198464 
3 or more 0.0692496 0.0009373 -197.27 0 0.0674367 0.0711112 
Unknown 0.1978246 0.0056114 -57.12 0 0.1871266 0.2091342 
Dependent children             
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Child(ren) 0.7374882 0.0066249 -33.9 0 0.7246173 0.7505877 
Household composition             
Single 1.423069 0.0098569 50.94 0 1.403881 1.44252 
Not stated 1.436716 0.0385311 13.51 0 1.363147 1.514256 
Single parent             
1 adult w child(ren) 1.093574 0.0138062 7.09 0 1.066847 1.120971 
2 or more adults w child(ren) 1.660867 0.0156895 53.71 0 1.630399 1.691905 
Unknown 1.744243 0.074978 12.94 0 1.603309 1.897565 
Another household member walks to work             
2 or more 24.99457 0.2439198 329.82 0 24.52104 25.47724 
Gender#Ethnicity (Prioritised)             
female#Pacific Islnd Peoples 1.697799 0.0404115 22.24 0 1.620413 1.77888 
female#Asian Peoples 1.603884 0.0253322 29.91 0 1.554994 1.654311 
female#Māori 1.370394 0.0276388 15.62 0 1.317279 1.42565 
              
_cons 0.2549393 0.0095222 -36.59 0 0.2369428 0.2743027 
Controlling for Census year, age, ethnicity, urban-rural location, household income, education, labour force status, NZDep, car access, dependent 
children, household composition, single parent and another household member uses PT. 
The Ethnicity (results for men only) was reported in Table 3-22 in the Results Chapter in the Ethnicity logistic regression.  
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Appendix Table 44: Gender and PT-use logistic regression: Model 4 - testing for interactions between female gender and ethnicity in the association 
between PT and gender 
PT Odds Ratio Std. Err. z P>z [95% Conf. Interval] 
Gender             
female 0.7675663 0.0054004 -37.6 0 0.7570544 0.7782241 
Census year             
2006 0.9522404 0.0088037 -5.29 0 0.9351408 0.9696527 
2013 1.009181 0.0092137 1 0.317 0.9912826 1.027402 
Age (4 groups)             
31 to 43 0.645921 0.0048759 -57.9 0 0.6364347 0.6555487 
44 to 56 0.539534 0.0042898 -77.61 0 0.5311914 0.5480076 
57 to 69 0.5625265 0.0060857 -53.18 0 0.5507242 0.5745816 
Ethnicity (Prioritised) (Women only)             
Pacific Island Peoples 1.938922 0.030382 42.26 0 1.88028 1.999394 
Asian Peoples 2.015806 0.0212205 66.59 0 1.974641 2.05783 
Māori 1.091156 0.0143685 6.62 0 1.063354 1.119684 
Urban-Rural location             
Secondary Urban Area 0.1507556 0.0041872 -68.12 0 0.1427682 0.1591899 
Minor Urban Area 0.1728061 0.0041297 -73.46 0 0.1648986 0.1810927 
Rural Centre 0.1006383 0.0066453 -34.77 0 0.0884215 0.1145432 
Other Rural 0.1476456 0.0033647 -83.94 0 0.1411959 0.1543898 
Household income             
$5,001-$10,000 0.9588264 0.0501547 -0.8 0.422 0.8653961 1.062344 
$10,001-$20,000 0.8536769 0.0322165 -4.19 0 0.7928125 0.9192139 
$20,001-$30,000 0.8497891 0.0293673 -4.71 0 0.7941362 0.9093421 
$30,001-$50,000 0.9500494 0.0312442 -1.56 0.119 0.8907439 1.013304 
$50,001-$70,000 1.131866 0.0370975 3.78 0 1.061443 1.206962 
$70,001-$100,000 1.318674 0.0433734 8.41 0 1.236346 1.406484 
$100,001-$150,001 1.338994 0.044461 8.79 0 1.254627 1.429034 
$150,000 or more 1.375071 0.046724 9.37 0 1.286476 1.469766 
Highest qualification             
Level 1, 2 & 3 1.043138 0.0150435 2.93 0.003 1.014066 1.073044 
Level 4, 5 & 6 0.7963545 0.0067928 -26.7 0 0.7831515 0.8097801 
Bachelor/ level 7 1.342126 0.0104478 37.8 0 1.321804 1.36276 
Post-grad 1.602218 0.0155262 48.64 0 1.572075 1.63294 
Unknown 0.8868689 0.0196989 -5.41 0 0.8490881 0.9263308 
Not stated 0.9862162 0.0220428 -0.62 0.535 0.9439458 1.030379 
Labour force status             
  1.109496 0.0087964 13.11 0 1.092389 1.126872 
NZDep             
2 0.9318322 0.0077198 -8.52 0 0.916824 0.9470862 
3 0.8365686 0.0072367 -20.63 0 0.8225045 0.8508733 
4 0.7393691 0.006792 -32.87 0 0.7261762 0.7528017 
5 0.6852658 0.0071519 -36.21 0 0.6713907 0.6994277 
Household car access             
1 0.3139519 0.0035529 -102.37 0 0.307065 0.3209932 
2 0.1170316 0.0014191 -176.92 0 0.1142829 0.1198464 
3 or more 0.0692496 0.0009373 -197.27 0 0.0674367 0.0711112 
Unknown 0.1978246 0.0056114 -57.12 0 0.1871266 0.2091342 
Dependent children             
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Child(ren) 0.7374882 0.0066249 -33.9 0 0.7246173 0.7505877 
Household composition             
Single 1.423069 0.0098569 50.94 0 1.403881 1.44252 
Not stated 1.436716 0.0385311 13.51 0 1.363147 1.514256 
Single parent             
1 adult w child(ren) 1.093574 0.0138062 7.09 0 1.066847 1.120971 
2 or more adults w child(ren) 1.660867 0.0156895 53.71 0 1.630399 1.691905 
Unknown 1.744243 0.074978 12.94 0 1.603309 1.897565 
Another household member uses PT             
2 or more 24.99457 0.2439198 329.82 0 24.52104 25.47724 
Gender#Ethnicity (Prioritised)             
male#Pacific Islnd Peoples 0.588998 0.0140195 -22.24 0 0.5621514 0.6171267 
male#Asian Peoples 0.6234865 0.0098475 -29.91 0 0.6044814 0.6430892 
male#Māori 0.7297174 0.0147173 -15.62 0 0.7014346 0.7591405 
              
_cons 0.3321398 0.0125612 -29.14 0 0.3084106 0.3576948 
Controlling for Census year, age, ethnicity, urban-rural location, household income, education, labour force status, NZDep, car access, dependent 
children, household composition, single parent and another household member uses PT 
The Ethnicity (results for women only) was reported in Table 3-22 in the Results Chapter in the Ethnicity logistic regression.  
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Appendix Table 45: Gender and PT-use logistic regression: Model 4 - testing for interactions between male gender and NZDep in the association 
between PT and gender 
PT 
Odds Ratio Std. Err. z P>z [95% Conf. Interval] 
Gender             
Female 1.202688 0.0137486 16.14 0 1.176041 1.229939 
Census year             
2006 0.9526808 0.0088036 -5.25 0 0.9355814 0.9700927 
2013 1.009244 0.0092094 1.01 0.313 0.9913544 1.027457 
Age (4 groups)             
31 to 43 0.6469046 0.0048827 -57.71 0 0.637405 0.6565457 
44 to 56 0.5385364 0.0042806 -77.86 0 0.5302116 0.546992 
57 to 69 0.5591635 0.0060482 -53.74 0 0.547434 0.5711442 
Ethnicity (Prioritised)             
Pacific Island Peoples 1.541976 0.0190849 34.99 0 1.50502 1.579839 
Asian Peoples 1.644915 0.0134957 60.66 0 1.618675 1.67158 
Māori 0.9490216 0.0097332 -5.1 0 0.9301353 0.9682914 
Urban-Rural location             
Secondary Urban Area 0.1506496 0.0041851 -68.14 0 0.1426664 0.1590796 
Minor Urban Area 0.1727738 0.0041298 -73.45 0 0.1648662 0.1810606 
Rural Centre 0.1009084 0.0066636 -34.73 0 0.0886579 0.1148517 
Other Rural 0.1478331 0.0033683 -83.9 0 0.1413765 0.1545846 
Household income             
$5,001-$10,000 0.9552502 0.0499014 -0.88 0.381 0.8622857 1.058237 
$10,001-$20,000 0.8463416 0.0319011 -4.43 0 0.7860702 0.9112341 
$20,001-$30,000 0.8457784 0.0291942 -4.85 0 0.7904515 0.9049779 
$30,001-$50,000 0.9512226 0.0312442 -1.52 0.128 0.8919146 1.014474 
$50,001-$70,000 1.134884 0.0371517 3.87 0 1.064355 1.210087 
$70,001-$100,000 1.321537 0.0434161 8.49 0 1.239124 1.40943 
$100,001-$150,001 1.341733 0.0444999 8.86 0 1.257289 1.431848 
$150,000 or more 1.380689 0.0468617 9.5 0 1.29183 1.47566 
Highest qualification             
Level 1, 2 & 3 1.041333 0.0150121 2.81 0.005 1.012321 1.071175 
Level 4, 5 & 6 0.7988282 0.006812 -26.34 0 0.7855878 0.8122917 
Bachelor/ level 7 1.338048 0.0104089 37.43 0 1.317801 1.358605 
Post-grad 1.59369 0.0154351 48.12 0 1.563724 1.624232 
Unknown 0.8902121 0.0197704 -5.24 0 0.8522941 0.9298171 
Not stated 0.990869 0.0221335 -0.41 0.681 0.948424 1.035214 
Labour force status             
  1.101351 0.0087202 12.19 0 1.084392 1.118576 
NZDep (men only)             
2 0.8575352 0.0102421 -12.87 0 0.8376942 0.8778461 
3 0.734602 0.0091917 -24.65 0 0.7168056 0.7528401 
4 0.6009751 0.0080313 -38.1 0 0.5854385 0.616924 
5 0.5260562 0.0078728 -42.92 0 0.5108498 0.5417152 
Household car access             
1 0.3126121 0.0035386 -102.72 0 0.3057529 0.3196253 
2 0.1166332 0.0014148 -177.14 0 0.113893 0.1194393 
3 or more 0.0689289 0.0009332 -197.56 0 0.0671238 0.0707824 
Unknown 0.1973169 0.0055969 -57.22 0 0.1866465 0.2085973 
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Dependent children             
Child(ren) 0.7342334 0.0065928 -34.4 0 0.7214247 0.7472695 
Household composition             
Single 1.422386 0.0098475 50.89 0 1.403216 1.441818 
Not stated 1.43911 0.0385727 13.58 0 1.36546 1.516732 
Single parent             
1 adult w child(ren) 1.086393 0.0137187 6.56 0 1.059835 1.113617 
2 or more adults w child(ren) 1.667137 0.0157454 54.12 0 1.63656 1.698284 
Unknown 1.746736 0.0749981 12.99 0 1.605757 1.900092 
Another household member uses PT             
2 or more 24.86364 0.2424281 329.57 0 24.393 25.34336 
Gender#NZDep             
female#2 1.172159 0.0192576 9.67 0 1.135016 1.210518 
female#3 1.275153 0.0215171 14.4 0 1.23367 1.318031 
female#4 1.45798 0.0255754 21.49 0 1.408705 1.508979 
female#5 1.614728 0.0306992 25.2 0 1.555666 1.676033 
              
_cons 0.2689221 0.0101018 -34.96 0 0.2498343 0.2894683 
Controlling for Census year, age, ethnicity, urban-rural location, household income, education, labour force status, NZDep, car access, dependent 
children, household composition, single parent and another household member uses PT 
The NZDep (results for men only) was reported in Table 3-25 in the Results Chapter in the NZDep logistic regression.  
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Appendix Table 46: Gender and PT-use logistic regression: Model 4 - testing for interactions between female gender and NZDep in the association 
between PT and gender 
PT Odds Ratio Std. Err. z P>z [95% Conf. Interval] 
Gender             
female 0.8314705 0.009505 -16.14 0 0.8130482 0.8503102 
Census year             
2006 0.9526808 0.0088036 -5.25 0 0.9355814 0.9700927 
2013 1.009244 0.0092094 1.01 0.313 0.9913544 1.027457 
Age (4 groups)             
31 to 43 0.6469046 0.0048827 -57.71 0 0.637405 0.6565457 
44 to 56 0.5385364 0.0042806 -77.86 0 0.5302116 0.546992 
57 to 69 0.5591635 0.0060482 -53.74 0 0.547434 0.5711442 
Ethnicity (Prioritised)             
Pacific Island Peoples 1.541976 0.0190849 34.99 0 1.50502 1.579839 
Asian Peoples 1.644915 0.0134957 60.66 0 1.618675 1.67158 
Māori 0.9490216 0.0097332 -5.1 0 0.9301353 0.9682914 
Urban-Rural location             
Secondary Urban Area 0.1506496 0.0041851 -68.14 0 0.1426664 0.1590796 
Minor Urban Area 0.1727738 0.0041298 -73.45 0 0.1648662 0.1810606 
Rural Centre 0.1009084 0.0066636 -34.73 0 0.0886579 0.1148517 
Other Rural 0.1478331 0.0033683 -83.9 0 0.1413765 0.1545846 
Household income             
$5,001-$10,000 0.9552502 0.0499014 -0.88 0.381 0.8622857 1.058237 
$10,001-$20,000 0.8463416 0.0319011 -4.43 0 0.7860702 0.9112341 
$20,001-$30,000 0.8457784 0.0291942 -4.85 0 0.7904515 0.9049779 
$30,001-$50,000 0.9512226 0.0312442 -1.52 0.128 0.8919146 1.014474 
$50,001-$70,000 1.134884 0.0371517 3.87 0 1.064355 1.210087 
$70,001-$100,000 1.321537 0.0434161 8.49 0 1.239124 1.40943 
$100,001-$150,001 1.341733 0.0444999 8.86 0 1.257289 1.431848 
$150,000 or more 1.380689 0.0468617 9.5 0 1.29183 1.47566 
Highest qualification             
Level 1, 2 & 3 1.041333 0.0150121 2.81 0.005 1.012321 1.071175 
Level 4, 5 & 6 0.7988282 0.006812 -26.34 0 0.7855878 0.8122917 
Bachelor/ level 7 1.338048 0.0104089 37.43 0 1.317801 1.358605 
Post-grad 1.59369 0.0154351 48.12 0 1.563724 1.624232 
Unknown 0.8902121 0.0197704 -5.24 0 0.8522941 0.9298171 
Not stated 0.990869 0.0221335 -0.41 0.681 0.948424 1.035214 
Labour force status             
  1.101351 0.0087202 12.19 0 1.084392 1.118576 
NZDep (women only)             
2 1.005168 0.0114542 0.45 0.651 0.9829669 1.02787 
3 0.9367298 0.0109417 -5.6 0 0.915528 0.9584226 
4 0.8762099 0.010607 -10.92 0 0.8556654 0.8972478 
5 0.8494379 0.0113527 -12.21 0 0.8274759 0.8719827 
Household car access             
1 0.3126121 0.0035386 -102.72 0 0.3057529 0.3196253 
2 0.1166332 0.0014148 -177.14 0 0.113893 0.1194393 
3 or more 0.0689289 0.0009332 -197.56 0 0.0671238 0.0707824 
Unknown 0.1973169 0.0055969 -57.22 0 0.1866465 0.2085973 
Dependent children             
Child(ren) 0.7342334 0.0065928 -34.4 0 0.7214247 0.7472695 
Household composition             
Single 1.422386 0.0098475 50.89 0 1.403216 1.441818 
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Not stated 1.43911 0.0385727 13.58 0 1.36546 1.516732 
Single parent             
1 adult w child(ren) 1.086393 0.0137187 6.56 0 1.059835 1.113617 
2 or more adults w child(ren) 1.667137 0.0157454 54.12 0 1.63656 1.698284 
Unknown 1.746736 0.0749981 12.99 0 1.605757 1.900092 
Another household member walks to work             
2 or more 24.86364 0.2424281 329.57 0 24.393 25.34336 
Gender#NZDep             
male#2 0.8531263 0.0140162 -9.67 0 0.8260927 0.8810445 
male#3 0.7842197 0.013233 -14.4 0 0.7587077 0.8105896 
male#4 0.6858802 0.0120315 -21.49 0 0.6626997 0.7098716 
male#5 0.6192992 0.0117741 -25.2 0 0.5966471 0.6428114 
              
_cons 0.3234295 0.0123051 -29.67 0 0.3001892 0.3484692 
Controlling for Census year, age, ethnicity, urban-rural location, household income, education, labour force status, NZDep, car access, dependent 
children, household composition, single parent and another household member uses PT 
The NZDep (results for women only) was reported in Table 3-25 in the Results Chapter in the NZDep logistic regression.  
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Appendix Twelve Gender and walking logistic regression 
Appendix Table 47: Gender and walking logistic regression: unadjusted 
Walk 
Odds Ratio Std. Err. z P>z [95% Conf. Interval] 
Gender             
female 1.500339 0.0061126 99.58 0 1.488406 1.512367 
_cons 0.0555748 0.0001666 -963.81 0 0.0552491 0.0559023 
 
Appendix Table 48: Gender and walking logistic regression: Model 1 
Walk 
Odds Ratio Std. Err. z P>z [95% Conf. Interval] 
Gender             
Female 1.508562 0.0062088 99.9 0 1.496442 1.520781 
Census year             
2006 0.9866283 0.0050775 -2.62 0.009 0.9767265 0.9966304 
2013 0.9943776 0.0051139 -1.1 0.273 0.984405 1.004451 
Age (4 groups)             
31 to 43 0.5292312 0.0027598 -122.03 0 0.5238497 0.534668 
44 to 56 0.5055457 0.0027035 -127.55 0 0.5002746 0.5108724 
57 to 69 0.5634681 0.0039806 -81.2 0 0.5557201 0.5713242 
Ethnicity (Prioritised)             
Pacific Island Peoples 0.7462674 0.0092665 -23.57 0 0.7283246 0.7646521 
Asian Peoples 1.169542 0.0104698 17.49 0 1.1492 1.190243 
Māori 0.9863207 0.0063138 -2.15 0.031 0.9740233 0.9987734 
Urban-Rural location             
Secondary Urban Area 1.274732 0.0105948 29.21 0 1.254135 1.295668 
Minor Urban Area 1.82062 0.0122073 89.36 0 1.796851 1.844704 
Rural Centre 1.863157 0.0241634 47.98 0 1.816394 1.911123 
Other Rural 0.7915349 0.006262 -29.55 0 0.7793562 0.8039039 
              
_cons 0.0825393 0.0006288 -327.44 0 0.081316 0.0837809 
Controlling for Census year, age, ethnicity and urban-rural location 
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Appendix Table 49: Gender and walking logistic regression: Model 2 
Walk Odds Ratio Std. Err. z P>z [95% Conf. Interval] 
Gender             
female 1.315395 0.0061975 58.18 0 1.303304 1.327598 
Census year             
2006 1.033708 0.0061094 5.61 0 1.021803 1.045752 
2013 1.006224 0.0059522 1.05 0.294 0.9946258 1.017958 
Age (4 groups)             
31 to 43 0.517098 0.003041 -112.14 0 0.5111719 0.5230928 
44 to 56 0.5692627 0.0034276 -93.57 0 0.5625843 0.5760204 
57 to 69 0.5830898 0.0045757 -68.74 0 0.5741902 0.5921273 
Ethnicity (Prioritised)             
Pacific Island Peoples 0.5552661 0.0076413 -42.75 0 0.5404896 0.5704466 
Asian Peoples 0.9443392 0.0077663 -6.96 0 0.9292395 0.9596842 
Māori 0.7658309 0.0058193 -35.11 0 0.7545099 0.7773218 
Urban-Rural location             
Secondary Urban Area 1.298348 0.0119981 28.25 0 1.275044 1.322078 
Minor Urban Area 1.752413 0.0132847 74 0 1.726567 1.778645 
Rural Centre 2.015498 0.0288992 48.88 0 1.959645 2.072943 
Other Rural 1.094839 0.0096314 10.3 0 1.076123 1.113879 
Household income             
$5,001-$10,000 1.050836 0.0390478 1.33 0.182 0.9770238 1.130224 
$10,001-$20,000 0.9460425 0.0249943 -2.1 0.036 0.8983014 0.996321 
$20,001-$30,000 0.9234076 0.0226697 -3.25 0.001 0.8800278 0.9689258 
$30,001-$50,000 0.8485921 0.0201029 -6.93 0 0.8100918 0.8889222 
$50,001-$70,000 0.8235115 0.0195486 -8.18 0 0.7860746 0.8627314 
$70,001-$100,000 0.7957945 0.0189971 -9.57 0 0.7594184 0.8339129 
$100,001-$150,001 0.8796814 0.0213059 -5.29 0 0.8388982 0.9224473 
$150,000 or more 1.067456 0.0264808 2.63 0.009 1.016796 1.12064 
Highest qualification             
Level 1, 2 & 3 0.9343061 0.0107743 -5.89 0 0.9134258 0.9556638 
Level 4, 5 & 6 0.8806492 0.0057645 -19.42 0 0.8694232 0.8920202 
Bachelor/ level 7 1.437285 0.0096262 54.16 0 1.418542 1.456277 
Post-grad 1.763504 0.0149861 66.76 0 1.734375 1.793123 
Unknown 0.96711 0.0156524 -2.07 0.039 0.9369133 0.99828 
Not stated 0.996711 0.0138727 -0.24 0.813 0.9698885 1.024275 
Labour force status             
  1.47856 0.0088939 65.01 0 1.461231 1.496095 
NZDep             
2 1.480285 0.0120336 48.25 0 1.456887 1.504059 
3 1.894485 0.0149863 80.77 0 1.865339 1.924087 
4 2.164601 0.017318 96.52 0 2.130924 2.198812 
5 2.112131 0.0185456 85.15 0 2.076093 2.148794 
Household car access             
1 0.2117928 0.0017288 -190.15 0 0.2084313 0.2152086 
2 0.0872725 0.0007521 -283 0 0.0858108 0.088759 
3 or more 0.0703909 0.0006849 -272.73 0 0.0690613 0.0717462 
Unknown 0.2004706 0.0041249 -78.1 0 0.1925468 0.2087205 
              
_cons 0.2574349 0.0068969 -50.65 0 0.244266 0.2713138 
Controlling for Census year, age, ethnicity, urban-rural location, household income, education, labour force status, NZDep and car access 
  
 224 
Appendix Table 50: Gender and walking logistic regression: Model 3 
Walk 
Odds Ratio Std. Err. z P>z [95% Conf. Interval] 
Gender             
female 1.333221 0.0069725 54.99 0 1.319625 1.346958 
Census year             
2006 1.005348 0.008626 0.62 0.534 0.9885822 1.022397 
2013 0.9905649 0.008496 -1.11 0.269 0.9740522 1.007358 
Age (4 groups)             
31 to 43 0.6050781 0.0040974 -74.19 0 0.5971004 0.6131623 
44 to 56 0.6138292 0.0041595 -72.02 0 0.6057306 0.6220361 
57 to 69 0.5392357 0.004806 -69.3 0 0.5298979 0.548738 
Ethnicity (Prioritised)             
Pacific Island Peoples 0.6038361 0.0088856 -34.28 0 0.5866694 0.6215051 
Asian Peoples 0.9509536 0.0082856 -5.77 0 0.9348521 0.9673325 
Māori 0.8121358 0.0067186 -25.15 0 0.7990737 0.8254113 
Urban-Rural location             
Secondary Urban Area 1.30032 0.013227 25.82 0 1.274652 1.326504 
Minor Urban Area 1.746097 0.0145631 66.83 0 1.717786 1.774875 
Rural Centre 1.991866 0.031604 43.43 0 1.930877 2.054782 
Other Rural 1.060934 0.0102694 6.11 0 1.040996 1.081254 
Household income             
$5,001-$10,000 1.124114 0.0457026 2.88 0.004 1.038014 1.217355 
$10,001-$20,000 1.081859 0.0315213 2.7 0.007 1.02181 1.145438 
$20,001-$30,000 0.9893968 0.0267168 -0.39 0.693 0.9383944 1.043171 
$30,001-$50,000 0.873665 0.0227818 -5.18 0 0.8301353 0.9194772 
$50,001-$70,000 0.806815 0.0210583 -8.22 0 0.7665794 0.8491626 
$70,001-$100,000 0.7624117 0.0200707 -10.3 0 0.7240714 0.8027821 
$100,001-$150,001 0.8258494 0.02205 -7.17 0 0.7837434 0.8702175 
$150,000 or more 0.9246873 0.0253345 -2.86 0.004 0.8763421 0.9756994 
Highest qualification             
Level 1, 2 & 3 0.9331434 0.011932 -5.41 0 0.9100477 0.9568252 
Level 4, 5 & 6 0.8811942 0.0063054 -17.68 0 0.8689221 0.8936397 
Bachelor/ level 7 1.405373 0.0102764 46.54 0 1.385375 1.425659 
Post-grad 1.743906 0.0161733 59.97 0 1.712493 1.775895 
Unknown 0.9507657 0.0164867 -2.91 0.004 0.9189953 0.9836344 
Not stated 1.032061 0.0202054 1.61 0.107 0.9932093 1.072432 
Labour force status             
  1.518283 0.0099369 63.8 0 1.498932 1.537885 
NZDep             
2 1.456257 0.0130144 42.06 0 1.430972 1.48199 
3 1.822877 0.0159115 68.79 0 1.791957 1.854332 
4 2.093933 0.0184596 83.83 0 2.058063 2.130427 
5 2.02537 0.0195617 73.07 0 1.987391 2.064076 
Household car access             
1 0.2240093 0.0020837 -160.83 0 0.2199622 0.2281308 
2 0.094554 0.0009519 -234.27 0 0.0927065 0.0964383 
3 or more 0.0724609 0.0008214 -231.54 0 0.0708687 0.0740888 
Unknown 0.1965952 0.0044876 -71.26 0 0.1879935 0.2055904 
Dependent children             
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Child(ren) 0.7128781 0.0063411 -38.05 0 0.7005575 0.7254154 
Household composition             
Single 1.096611 0.0066513 15.21 0 1.083652 1.109726 
Not stated 0.986523 0.0234013 -0.57 0.567 0.9417071 1.033472 
Single parent             
1 adult w child(ren) 0.5989796 0.0071852 -42.73 0 0.5850612 0.6132292 
2 or more adults w child(ren) 0.9576918 0.0085477 -4.84 0 0.9410844 0.9745924 
Unknown 0.9014809 0.0391499 -2.39 0.017 0.8279235 0.9815735 
              
_cons 0.2718104 0.0083358 -42.48 0 0.2559538 0.2886493 
Controlling for Census year, age, ethnicity, urban-rural location, household income, education, labour force status, NZDep, car access, dependent 
children, household composition and single parent 
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Appendix Table 51: Gender and walking logistic regression: Model 4 
Walk Odds Ratio Std. Err. z P>z [95% Conf. Interval] 
Gender             
Female 1.373982 0.0077965 55.99 0 1.358785 1.389348 
Census year             
2006 0.8825901 0.0079655 -13.84 0 0.8671153 0.898341 
2013 0.8663586 0.007822 -15.89 0 0.8511626 0.8818259 
Age (4 groups)             
31 to 43 0.7183676 0.0053461 -44.45 0 0.7079655 0.7289225 
44 to 56 0.7537079 0.0055962 -38.08 0 0.742819 0.7647563 
57 to 69 0.6926663 0.0066645 -38.16 0 0.6797265 0.7058525 
Ethnicity (Prioritised)             
Pacific Island Peoples 0.6286687 0.0098362 -29.67 0 0.6096826 0.6482461 
Asian Peoples 0.8781972 0.008527 -13.38 0 0.8616426 0.8950699 
Māori 0.8409196 0.0074241 -19.62 0 0.8264939 0.8555972 
Urban-Rural location             
Secondary Urban Area 1.366339 0.0147903 28.84 0 1.337656 1.395637 
Minor Urban Area 1.785047 0.0159601 64.81 0 1.754038 1.816604 
Rural Centre 1.999037 0.0339996 40.73 0 1.933497 2.066798 
Other Rural 1.10012 0.0112633 9.32 0 1.078264 1.122418 
Household income             
$5,001-$10,000 1.011738 0.0442577 0.27 0.79 0.9286087 1.102308 
$10,001-$20,000 1.034045 0.031639 1.09 0.274 0.9738568 1.097954 
$20,001-$30,000 0.9311205 0.0264164 -2.52 0.012 0.8807584 0.9843622 
$30,001-$50,000 0.8258702 0.0226148 -6.99 0 0.7827144 0.8714054 
$50,001-$70,000 0.7352849 0.0201721 -11.21 0 0.6967924 0.7759037 
$70,001-$100,000 0.673912 0.0186635 -14.25 0 0.6383073 0.7115028 
$100,001-$150,001 0.685916 0.0193037 -13.4 0 0.649106 0.7248134 
$150,000 or more 0.7849023 0.0227228 -8.37 0 0.7416064 0.830726 
Highest qualification             
Level 1, 2 & 3 0.9494089 0.0130218 -3.79 0 0.9242267 0.9752772 
Level 4, 5 & 6 0.8892731 0.0068027 -15.34 0 0.8760395 0.9027065 
Bachelor/ level 7 1.334508 0.0107226 35.91 0 1.313657 1.355691 
Post-grad 1.661921 0.0169507 49.8 0 1.629028 1.695478 
Unknown 0.9607764 0.0177335 -2.17 0.03 0.9266405 0.9961698 
Not stated 1.012073 0.0206522 0.59 0.556 0.9723937 1.05337 
Labour force status             
  1.501541 0.0105841 57.67 0 1.480939 1.522429 
NZDep             
2 1.381658 0.0131345 34.01 0 1.356153 1.407642 
3 1.689922 0.015745 56.31 0 1.659343 1.721066 
4 1.924904 0.0181388 69.5 0 1.889679 1.960786 
5 1.889681 0.019494 61.69 0 1.851857 1.928278 
Household car access             
1 0.2388588 0.0024535 -139.4 0 0.2340981 0.2437163 
2 0.1035227 0.001147 -204.7 0 0.1012989 0.1057953 
3 or more 0.0780622 0.0009693 -205.39 0 0.0761854 0.0799852 
Unknown 0.2126475 0.0053516 -61.51 0 0.202413 0.2233995 
Dependent children             
Child(ren) 0.7800694 0.007426 -26.09 0 0.7656497 0.7947607 
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Household composition             
Single 1.126917 0.0075062 17.94 0 1.112301 1.141725 
Not stated 1.074862 0.0270417 2.87 0.004 1.023147 1.129191 
Single parent             
1 adult w child(ren) 0.6506665 0.0082677 -33.82 0 0.6346622 0.6670745 
2 or more adults w child(ren) 0.9510796 0.0091891 -5.19 0 0.9332388 0.9692615 
Unknown 0.8401396 0.0386186 -3.79 0 0.767758 0.9193451 
Another household member walks to work             
2 or more 34.31847 0.3043403 398.7 0 33.72713 34.92018 
              
_cons 0.2085182 0.0067653 -48.32 0 0.1956713 0.2222086 
Controlling for Census year, age, ethnicity, urban-rural location, household income, education, labour force status, NZDep, car access, dependent 
children, household composition, single parent and another household member walks to work. 
  
 228 
Appendix Table 52: Gender and walking logistic regression: Model 4 - treating Census year as a continuous variable 
Walk Odds Ratio Std. Err. z P>z [95% Conf. Interval] 
Gender             
female 1.373898 0.0077955 55.98 0 1.358704 1.389262 
Census year             
  0.9919684 0.000645 -12.4 0 0.990705 0.9932333 
Age (4 groups)             
31 to 43 0.98811 0.010182 -1.16 0.246 0.968353 1.008269 
44 to 56 0.848316 0.009067 -15.39 0 0.83073 0.866275 
57 to 69 0.586451 0.008893 -35.19 0 0.569278 0.604142 
Ethnicity (Prioritised)             
Pacific Island Peoples 0.33003 0.008999 -40.65 0 0.312855 0.348148 
Asian Peoples 0.180754 0.003995 -77.39 0 0.17309 0.188757 
Māori 0.790844 0.010006 -18.55 0 0.771474 0.810701 
Urban-Rural location             
Secondary Urban Area 1.271582 0.017756 17.21 0 1.237252 1.306864 
Minor Urban Area 1.043716 0.014313 3.12 0.002 1.016037 1.07215 
Rural Centre 0.723361 0.023175 -10.11 0 0.679336 0.770239 
Other Rural 0.342063 0.006667 -55.04 0 0.329242 0.355384 
Household income             
$5,001-$10,000 1.007695 0.084415 0.09 0.927 0.855114 1.187501 
$10,001-$20,000 1.063802 0.061473 1.07 0.284 0.949889 1.191375 
$20,001-$30,000 1.169154 0.062198 2.94 0.003 1.053389 1.297642 
$30,001-$50,000 1.090961 0.056401 1.68 0.092 0.985833 1.207299 
$50,001-$70,000 0.961824 0.049716 -0.75 0.451 0.869156 1.064373 
$70,001-$100,000 0.828 0.042972 -3.64 0 0.747918 0.916657 
$100,001-$150,001 0.698551 0.036543 -6.86 0 0.630478 0.773974 
$150,000 or more 0.619436 0.033062 -8.97 0 0.557911 0.687746 
Highest qualification             
Level 1, 2 & 3 1.070127 0.021292 3.41 0.001 1.029199 1.112682 
Level 4, 5 & 6 1.11952 0.011248 11.24 0 1.097689 1.141784 
Bachelor/ level 7 1.691673 0.018849 47.18 0 1.655131 1.729021 
Post-grad 2.582382 0.032925 74.41 0 2.518649 2.647728 
Unknown 0.969916 0.027507 -1.08 0.281 0.917474 1.025355 
Not stated 1.113894 0.030877 3.89 0 1.054992 1.176086 
Labour force status             
  1.154071 0.013521 12.23 0 1.127871 1.180879 
NZDep             
2 1.068263 0.012287 5.74 0 1.044451 1.092618 
3 1.148904 0.013296 11.99 0 1.123138 1.175261 
4 1.117395 0.013519 9.17 0 1.091211 1.144207 
5 1.057955 0.014602 4.08 0 1.029719 1.086965 
Household car access             
1 0.553809 0.009338 -35.05 0 0.535806 0.572416 
2 0.252463 0.004463 -77.87 0 0.243866 0.261363 
3 or more 0.189774 0.003665 -86.05 0 0.182724 0.197096 
Unknown 0.350716 0.01504 -24.43 0 0.322442 0.381469 
Dependent children             
Child(ren) 0.898632 0.012124 -7.92 0 0.875182 0.922711 
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Household composition             
Single 0.951711 0.009496 -4.96 0 0.933279 0.970506 
Not stated 1.03342 0.03924 0.87 0.387 0.959303 1.113263 
Single parent             
1 adult w child(ren) 0.826654 0.016065 -9.8 0 0.79576 0.858748 
2 or more adults w child(ren) 1.208962 0.016625 13.8 0 1.176813 1.241989 
Unknown 1.332546 0.089348 4.28 0 1.168446 1.519694 
Another household member walks to work             
2 or more 76.70506 1.402028 237.44 0 74.00577 79.5028 
              
_cons 4.82E-11 8.36E-11 -13.68 0 1.60E-12 1.45E-09 
Controlling for Census year, age, ethnicity, urban-rural location, household income, education, labour force status, NZDep, car access, dependent 
children, household composition, single parent and another household member walks to work. 
The Census year variable was used to test for changes over time in walking – Table 3-27, Results Chapter 
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Appendix Table 53: Gender and walking logistic regression: Model 4 - testing for interactions between male gender and ethnicity in the association 
between walking and gender 
Walk Odds 
Ratio Std. Err. z P>z 
[95% 
Conf. Interval] 
Gender             
female 1.316887 0.0085462 42.42 0 1.300243 1.333744 
Census year             
2006 0.8823742 0.0079644 -13.86 0 0.8669016 0.898123 
2013 0.8665181 0.0078241 -15.87 0 0.851318 0.8819896 
Age (4 groups)             
31 to 43 0.7181616 0.0053451 -44.48 0 0.7077615 0.7287145 
44 to 56 0.7537919 0.0055975 -38.06 0 0.7429005 0.764843 
57 to 69 0.6921871 0.0066616 -38.23 0 0.679253 0.7053676 
Ethnicity (Prioritised) (Men only)             
Pacific Island Peoples 0.5894152 0.0134279 -23.2 0 0.5636758 0.6163298 
Asian Peoples 0.7764738 0.0111021 -17.69 0 0.7550161 0.7985414 
Māori 0.7796597 0.0101738 -19.07 0 0.7599724 0.7998571 
Urban-Rural location             
Secondary Urban Area 1.366311 0.0147903 28.83 0 1.337628 1.395609 
Minor Urban Area 1.784176 0.0159529 64.75 0 1.753181 1.815718 
Rural Centre 1.997093 0.0339657 40.67 0 1.931618 2.064786 
Other Rural 1.09944 0.011257 9.26 0 1.077597 1.121727 
Household income             
$5,001-$10,000 1.012812 0.0443392 0.29 0.771 0.9295328 1.103553 
$10,001-$20,000 1.035637 0.0317133 1.14 0.253 0.9753084 1.099697 
$20,001-$30,000 0.9332286 0.0264977 -2.43 0.015 0.8827128 0.9866353 
$30,001-$50,000 0.827706 0.0226842 -6.9 0 0.7844187 0.873382 
$50,001-$70,000 0.7366015 0.0202251 -11.13 0 0.6980088 0.7773279 
$70,001-$100,000 0.6751446 0.0187128 -14.17 0 0.6394466 0.7128354 
$100,001-$150,001 0.6870892 0.0193518 -13.32 0 0.6501884 0.7260844 
$150,000 or more 0.7857204 0.0227632 -8.32 0 0.7423483 0.8316265 
Highest qualification             
Level 1, 2 & 3 0.9479813 0.0130061 -3.89 0 0.9228296 0.9738185 
Level 4, 5 & 6 0.8875135 0.0067919 -15.59 0 0.874301 0.9009257 
Bachelor/ level 7 1.333889 0.0107202 35.85 0 1.313043 1.355067 
Post-grad 1.663116 0.0169668 49.86 0 1.630192 1.696705 
Unknown 0.960435 0.0177258 -2.19 0.029 0.926314 0.9958128 
Not stated 1.011615 0.0206441 0.57 0.571 0.9719516 1.052897 
Labour force status             
  1.507408 0.0106398 58.14 0 1.486698 1.528406 
NZDep             
2 1.381876 0.0131372 34.02 0 1.356366 1.407866 
3 1.690245 0.0157489 56.33 0 1.659657 1.721395 
4 1.925665 0.0181473 69.53 0 1.890423 1.961564 
5 1.889974 0.0194999 61.7 0 1.852139 1.928582 
Household car access             
1 0.2391169 0.0024571 -139.24 0 0.2343492 0.2439815 
2 0.1035805 0.001148 -204.59 0 0.1013548 0.1058551 
3 or more 0.0781252 0.0009703 -205.27 0 0.0762464 0.0800504 
Unknown 0.2131576 0.0053651 -61.41 0 0.2028973 0.2239367 
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Dependent children             
Child(ren) 0.7800991 0.0074276 -26.08 0 0.7656762 0.7947936 
Household composition             
Single 1.127234 0.0075096 17.98 0 1.112611 1.142049 
Not stated 1.076416 0.0270874 2.93 0.003 1.024614 1.130838 
Single parent             
1 adult w child(ren) 0.6501077 0.0082625 -33.88 0 0.6341135 0.6665054 
2 or more adults w child(ren) 0.9500438 0.0091799 -5.3 0 0.9322208 0.9682076 
Unknown 0.839129 0.0385852 -3.81 0 0.7668111 0.9182672 
Another household member walks to work             
2 or more 34.35667 0.3047769 398.69 0 33.76448 34.95924 
Gender#Ethnicity (Prioritised)             
female#Pacific Island Peoples 1.127131 0.0341611 3.95 0 1.062126 1.196114 
female#Asian Peoples 1.250859 0.0232708 12.03 0 1.206071 1.297311 
female#Māori 1.14587 0.0194644 8.02 0 1.108348 1.184661 
              
_cons 0.2119325 0.0068861 -47.75 0 0.1988568 0.2258681 
Controlling for Census year, age, ethnicity, urban-rural location, household income, education, labour force status, NZDep, car access, dependent 
children, household composition, single parent and another household member walks to work 
The Ethnicty (results for men only) was reported in Table 3-23 in the Results Chapter in the Ethnicity logistic regression.  
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Appendix Table 54: Gender and walking logistic regression: Model 4 - testing for interactions between female gender and ethnicity in the association 
between walking and gender 
Walk Odds 
Ratio Std. Err. z P>z 
[95% 
Conf. Interval] 
Gender             
Female 0.7593667 0.0049281 -42.42 0 0.749769 0.7690872 
Census year             
2006 0.8823742 0.0079644 -13.86 0 0.8669016 0.898123 
2013 0.8665181 0.0078241 -15.87 0 0.851318 0.8819896 
Age (4 groups)             
31 to 43 0.7181616 0.0053451 -44.48 0 0.7077615 0.7287145 
44 to 56 0.7537919 0.0055975 -38.06 0 0.7429005 0.764843 
57 to 69 0.6921871 0.0066616 -38.23 0 0.679253 0.7053676 
Ethnicity (Prioritised) (Women only)             
Pacific Island Peoples 0.6643481 0.0138427 -19.63 0 0.6377634 0.6920409 
Asian Peoples 0.9712595 0.0122912 -2.3 0.021 0.9474655 0.9956511 
Māori 0.8933885 0.0102862 -9.79 0 0.8734538 0.9137782 
Urban-Rural location             
Secondary Urban Area 1.366311 0.0147903 28.83 0 1.337628 1.395609 
Minor Urban Area 1.784176 0.0159529 64.75 0 1.753181 1.815718 
Rural Centre 1.997093 0.0339657 40.67 0 1.931618 2.064786 
Other Rural 1.09944 0.011257 9.26 0 1.077597 1.121727 
Household income             
$5,001-$10,000 1.012812 0.0443392 0.29 0.771 0.9295328 1.103553 
$10,001-$20,000 1.035637 0.0317133 1.14 0.253 0.9753084 1.099697 
$20,001-$30,000 0.9332286 0.0264977 -2.43 0.015 0.8827128 0.9866353 
$30,001-$50,000 0.827706 0.0226842 -6.9 0 0.7844187 0.873382 
$50,001-$70,000 0.7366015 0.0202251 -11.13 0 0.6980088 0.7773279 
$70,001-$100,000 0.6751446 0.0187128 -14.17 0 0.6394466 0.7128354 
$100,001-$150,001 0.6870892 0.0193518 -13.32 0 0.6501884 0.7260844 
$150,000 or more 0.7857204 0.0227632 -8.32 0 0.7423483 0.8316265 
Highest qualification             
Level 1, 2 & 3 0.9479813 0.0130061 -3.89 0 0.9228296 0.9738185 
Level 4, 5 & 6 0.8875135 0.0067919 -15.59 0 0.874301 0.9009257 
Bachelor/ level 7 1.333889 0.0107202 35.85 0 1.313043 1.355067 
Post-grad 1.663116 0.0169668 49.86 0 1.630192 1.696705 
Unknown 0.960435 0.0177258 -2.19 0.029 0.926314 0.9958128 
Not stated 1.011615 0.0206441 0.57 0.571 0.9719516 1.052897 
Labour force status             
  1.507408 0.0106398 58.14 0 1.486698 1.528406 
NZDep             
2 1.381876 0.0131372 34.02 0 1.356366 1.407866 
3 1.690245 0.0157489 56.33 0 1.659657 1.721395 
4 1.925665 0.0181473 69.53 0 1.890423 1.961564 
5 1.889974 0.0194999 61.7 0 1.852139 1.928582 
Household car access             
1 0.2391169 0.0024571 -139.24 0 0.2343492 0.2439815 
2 0.1035805 0.001148 -204.59 0 0.1013548 0.1058551 
3 or more 0.0781252 0.0009703 -205.27 0 0.0762464 0.0800504 
Unknown 0.2131576 0.0053651 -61.41 0 0.2028973 0.2239367 
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Dependent children             
Child(ren) 0.7800991 0.0074276 -26.08 0 0.7656762 0.7947936 
Household composition             
Single 1.127234 0.0075096 17.98 0 1.112611 1.142049 
Not stated 1.076416 0.0270874 2.93 0.003 1.024614 1.130838 
Single parent             
1 adult w child(ren) 0.6501077 0.0082625 -33.88 0 0.6341135 0.6665054 
2 or more adults w child(ren) 0.9500438 0.0091799 -5.3 0 0.9322208 0.9682076 
Unknown 0.839129 0.0385852 -3.81 0 0.7668111 0.9182672 
Another household member walks to work             
2 or more 34.35667 0.3047769 398.69 0 33.76448 34.95924 
Gender#Ethnicity (Prioritised)             
male#Pacific Islnd Peoples 0.8872083 0.0268895 -3.95 0 0.8360406 0.9415077 
male#Asian Peoples 0.7994504 0.0148728 -12.03 0 0.7708252 0.8291386 
male#Māori 0.8726995 0.0148241 -8.02 0 0.8441231 0.9022434 
              
_cons 0.2790912 0.0092103 -38.67 0 0.2616107 0.2977396 
Controlling for Census year, age, ethnicity, urban-rural location, household income, education, labour force status, NZDep, car access, dependent 
children, household composition, single parent and another household member walks to work 
The Ethnicty (results for women only) was reported in Table 3-23in the Results Chapter in the Ethnicity logistic regression.  
  
 234 
Appendix Table 55: Gender and walking logistic regression: Model 4 - testing for interactions between male gender and NZDep in the association 
between walking and gender 
Walk Odds Ratio Std. Err. z P>z [95% Conf. Interval] 
Gender             
female 1.212182 0.017554 13.29 0 1.178261 1.24708 
Census year             
2006 0.8825999 0.0079669 -13.84 0 0.8671225 0.8983537 
2013 0.8665181 0.0078247 -15.87 0 0.8513169 0.8819908 
Age (4 groups)             
31 to 43 0.718271 0.0053469 -44.45 0 0.7078673 0.7288277 
44 to 56 0.7530605 0.0055927 -38.19 0 0.7421784 0.7641022 
57 to 69 0.6907085 0.0066481 -38.45 0 0.6778006 0.7038623 
Ethnicity (Prioritised)             
Pacific Island Peoples 0.6287685 0.0098416 -29.64 0 0.6097722 0.6483566 
Asian Peoples 0.879278 0.0085391 -13.25 0 0.8627 0.8961746 
Māori 0.8397231 0.0074173 -19.78 0 0.8253105 0.8543873 
Urban-Rural location             
Secondary Urban Area 1.366116 0.014792 28.81 0 1.33743 1.395418 
Minor Urban Area 1.784984 0.0159652 64.78 0 1.753966 1.816551 
Rural Centre 1.999456 0.0340169 40.73 0 1.933883 2.067252 
Other Rural 1.098533 0.011248 9.18 0 1.076707 1.120801 
Household income             
$5,001-$10,000 1.010404 0.044243 0.24 0.813 0.9273059 1.100948 
$10,001-$20,000 1.032437 0.0316206 1.04 0.297 0.9722856 1.096311 
$20,001-$30,000 0.9323078 0.0264754 -2.47 0.014 0.8818346 0.9856698 
$30,001-$50,000 0.8283859 0.022706 -6.87 0 0.7850572 0.874106 
$50,001-$70,000 0.7376596 0.0202573 -11.08 0 0.6990055 0.7784511 
$70,001-$100,000 0.675923 0.0187374 -14.13 0 0.6401782 0.7136635 
$100,001-$150,001 0.6876507 0.0193704 -13.29 0 0.6507144 0.7266837 
$150,000 or more 0.7867597 0.0227961 -8.28 0 0.7433252 0.8327322 
Highest qualification             
Level 1, 2 & 3 0.9466575 0.0129893 -4 0 0.9215383 0.9724615 
Level 4, 5 & 6 0.8880474 0.0067948 -15.52 0 0.8748291 0.9014654 
Bachelor/ level 7 1.332644 0.0107083 35.74 0 1.31182 1.353798 
Post-grad 1.659919 0.0169323 49.68 0 1.627062 1.69344 
Unknown 0.960969 0.0177422 -2.16 0.031 0.9268166 0.99638 
Not stated 1.012988 0.0206766 0.63 0.527 0.9732625 1.054335 
Labour force status             
  1.503823 0.0106118 57.82 0 1.483168 1.524767 
NZDep (men only)             
2 1.357644 0.0185832 22.34 0 1.321706 1.394559 
3 1.591033 0.0212979 34.69 0 1.549832 1.633328 
4 1.731085 0.0232721 40.82 0 1.686069 1.777304 
5 1.667438 0.0241402 35.32 0 1.620789 1.715429 
Household car access             
1 0.2385597 0.0024524 -139.41 0 0.2338013 0.243415 
2 0.1033172 0.0011455 -204.73 0 0.1010962 0.105587 
3 or more 0.0779019 0.0009678 -205.44 0 0.0760279 0.0798221 
Unknown 0.2126487 0.0053528 -61.5 0 0.202412 0.2234031 
Dependent children             
Child(ren) 0.778219 0.0074102 -26.33 0 0.7638298 0.7928792 
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Household composition             
Single 1.126931 0.0075082 17.94 0 1.11231 1.141743 
Not stated 1.078068 0.0271307 2.99 0.003 1.026183 1.132576 
Single parent             
1 adult w child(ren) 0.6474986 0.0082368 -34.17 0 0.6315543 0.6638454 
2 or more adults w child(ren) 0.9513462 0.009192 -5.16 0 0.9334996 0.9695339 
Unknown 0.8391274 0.0385938 -3.81 0 0.7667941 0.918284 
Another household member walks to work             
2 or more 34.33274 0.3043767 398.86 0 33.74132 34.93452 
Gender#NZDep             
female#2 1.034657 0.0195535 1.8 0.071 0.9970343 1.0737 
female#3 1.120464 0.0204617 6.23 0 1.081069 1.161294 
female#4 1.218392 0.021999 10.94 0 1.176029 1.262281 
female#5 1.262238 0.0240319 12.23 0 1.216004 1.310229 
              
_cons 0.2227517 0.0073881 -45.28 0 0.208732 0.237713 
Controlling for Census year, age, ethnicity, urban-rural location, household income, education, labour force status, NZDep, car access, dependent 
children, household composition, single parent and another household member walks to work 
The NZDep (results for men only) was reported in Table 3-26 in the Results Chapter in the NZDep logistic regression.  
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Appendix Table 56: Gender and walking logistic regression: Model 4 - testing for interactions between female gender and NZDep in the association 
between walking and gender 
Walk Odds Ratio Std. Err. z P>z [95% Conf. Interval] 
Gender             
Female 0.8249585 0.0119465 -13.29 0 0.8018729 0.8487087 
Census year             
2006 0.8825999 0.0079669 -13.84 0 0.8671225 0.8983537 
2013 0.8665181 0.0078247 -15.87 0 0.8513169 0.8819908 
Age (4 groups)             
31 to 43 0.718271 0.0053469 -44.45 0 0.7078673 0.7288277 
44 to 56 0.7530605 0.0055927 -38.19 0 0.7421784 0.7641022 
57 to 69 0.6907085 0.0066481 -38.45 0 0.6778006 0.7038623 
Ethnicity (Prioritised)             
Pacific Island Peoples 0.6287685 0.0098416 -29.64 0 0.6097722 0.6483566 
Asian Peoples 0.879278 0.0085391 -13.25 0 0.8627 0.8961746 
Māori 0.8397231 0.0074173 -19.78 0 0.8253105 0.8543873 
Urban-Rural location             
Secondary Urban Area 1.366116 0.014792 28.81 0 1.33743 1.395418 
Minor Urban Area 1.784984 0.0159652 64.78 0 1.753966 1.816551 
Rural Centre 1.999456 0.0340169 40.73 0 1.933883 2.067252 
Other Rural 1.098533 0.011248 9.18 0 1.076707 1.120801 
Household income             
$5,001-$10,000 1.010404 0.044243 0.24 0.813 0.9273059 1.100948 
$10,001-$20,000 1.032437 0.0316206 1.04 0.297 0.9722856 1.096311 
$20,001-$30,000 0.9323078 0.0264754 -2.47 0.014 0.8818346 0.9856698 
$30,001-$50,000 0.8283859 0.022706 -6.87 0 0.7850572 0.874106 
$50,001-$70,000 0.7376596 0.0202573 -11.08 0 0.6990055 0.7784511 
$70,001-$100,000 0.675923 0.0187374 -14.13 0 0.6401782 0.7136635 
$100,001-$150,001 0.6876507 0.0193704 -13.29 0 0.6507144 0.7266837 
$150,000 or more 0.7867597 0.0227961 -8.28 0 0.7433252 0.8327322 
Highest qualification             
Level 1, 2 & 3 0.9466575 0.0129893 -4 0 0.9215383 0.9724615 
Level 4, 5 & 6 0.8880474 0.0067948 -15.52 0 0.8748291 0.9014654 
Bachelor/ level 7 1.332644 0.0107083 35.74 0 1.31182 1.353798 
Post-grad 1.659919 0.0169323 49.68 0 1.627062 1.69344 
Unknown 0.960969 0.0177422 -2.16 0.031 0.9268166 0.99638 
Not stated 1.012988 0.0206766 0.63 0.527 0.9732625 1.054335 
Labour force status             
  1.503823 0.0106118 57.82 0 1.483168 1.524767 
NZDep (women only)             
2 1.404696 0.0184347 25.89 0 1.369025 1.441296 
3 1.782694 0.0226683 45.47 0 1.738815 1.827682 
4 2.109141 0.0267363 58.87 0 2.057384 2.162199 
5 2.104703 0.0286712 54.63 0 2.049252 2.161654 
Household car access             
1 0.2385597 0.0024524 -139.41 0 0.2338013 0.243415 
2 0.1033172 0.0011455 -204.73 0 0.1010962 0.105587 
3 or more 0.0779019 0.0009678 -205.44 0 0.0760279 0.0798221 
Unknown 0.2126487 0.0053528 -61.5 0 0.202412 0.2234031 
Dependent children             
Child(ren) 0.778219 0.0074102 -26.33 0 0.7638298 0.7928792 
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Household composition             
Single 1.126931 0.0075082 17.94 0 1.11231 1.141743 
Not stated 1.078068 0.0271307 2.99 0.003 1.026183 1.132576 
Single parent             
1 adult w child(ren) 0.6474986 0.0082368 -34.17 0 0.6315543 0.6638454 
2 or more adults w child(ren) 0.9513462 0.009192 -5.16 0 0.9334996 0.9695339 
Unknown 0.8391274 0.0385938 -3.81 0 0.7667941 0.918284 
Another household member walks to work             
2 or more 34.33274 0.3043767 398.86 0 33.74132 34.93452 
Gender#NZDep             
male#2 0.9665036 0.0182655 -1.8 0.071 0.9313589 1.002975 
male#3 0.8924876 0.0162984 -6.23 0 0.8611082 0.9250105 
male#4 0.8207538 0.0148193 -10.94 0 0.7922164 0.8503192 
male#5 0.7922438 0.0150837 -12.23 0 0.7632252 0.8223657 
              
_cons 0.2700156 0.0090707 -38.97 0 0.25281 0.2883923 
Controlling for Census year, age, ethnicity, urban-rural location, household income, education, labour force status, NZDep, car access, dependent 
children, household composition, single parent and another household member walks to work 
The NZDep (results for women only) was reported in Table 3-26 in the Results Chapter in the NZDep logistic regression.  
 
 
