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A  hybrid  model  incorporating  wavelet  and  radial  basis  function  neural  network  is  presented  which  is
used  to detect,  identify  and  characterize  the  acoustic  signals  due  to  surface  discharge  activity  and  hence
differentiate  abnormal  operating  conditions  from  the normal  ones.  The  tests  were  carried  out on cleaned
and polluted  high  voltage  glass  insulators  by using  surface  tracking  and erosion  test procedure  of  inter-
national  electrotechnical  commission  60587.  A laboratory  experiment  was  conducted  by  preparing  the
prototypes  of  the  discharges.  This  study  suggests  a feature  extraction  and  classiﬁcation  algorithm  for  sur-
face  discharge  classiﬁcation,  which  when  combined  together  reduced  the  dimensionality  of  the  feature
space  to  a  manageable  dimension,  by  “marrying”  the  wavelet  to  radial  basis function  neural  networkry bands
lass insulator
BF-NN
urface discharge
avelet transform
very  high  levels  of  classiﬁcation  are  achieved.  Wavelet  signal  treatment  toolbox  is  used  to recover  the
surface discharge  acoustic  signals  by eliminating  the  noisy  portion  and  to reduce  the  dimension  of  the
feature  input  vector.  A  radial  basis  function  neural  network  classiﬁer  was  used  to  classify  the  surface
discharge  and  assess  the suitability  of  this  feature  vector  in  classiﬁcation.  This learning  method  is proved
to be  effective  by applying  the  wavelet  radial  basis  function  neural  network  in the  classiﬁcation  of  surface
discharge  fault  data  set.  The  test  results  show  that the proposed  approach  is  efﬁcient  and  reliable.
©  2012  Elsevier  B.V.  All rights  reserved.. Introduction
Atmospheric elements when accumulated on insulator’s sur-
ace, form a layer of pollutant over time. The dielectric properties of
he insulator does not diminish signiﬁcantly, due to the pollutant
ayer especially when the layer is dry, but due to high humidity,
ight rain and even fog, it gets wet, and generates a leakage cur-
ent resulting in a ﬂashover which eventually leads to a disaster in
ervice reliability [1,2].
The acoustic technology for target detection has developed very
apidly in the past few years. So strong tools are required, such as
ignal processing and feature extraction for the detection of such
 condition [3,4]. Several researchers successfully used a method
f acoustic detection for studying the characteristics of electrical
ischarges on insulators [5,6]. Many techniques on signal analysis
ave been used such as Fourier transform, wavelet transform (WT)
s well as neural network in order to characterize and classify the
lectrical discharge signals [7,8]. But no work has been done up to
ow on the combined effect of wavelet transform with radial basis
∗ Corresponding author. Fax: +60 7557 8150.
E-mail address: hondahonda750@yahoo.com (N.A. Al-geelani).
568-4946/$ – see front matter © 2012 Elsevier B.V. All rights reserved.
oi:10.1016/j.asoc.2011.12.018function neural network for characterization of surface discharge
(SD).
Wavelet transform (WT) has been successfully employed in vari-
ous ﬁelds of chemistry for signal processing and shape optimization
for improving the quality characteristics of the products. A lot of
research have been done regarding WT,  employed mainly for sig-
nal processing in various ﬁelds of analytical chemistry, including
ﬂow injection analysis (FIA), high-performance liquid chromatog-
raphy (HPLC), capillary electrophoresis (CE), infrared spectrometry
(IR), ultraviolet–visible spectrometry (UV–vis), mass spectrometry
(MS), nuclear magnetic resonance spectrometry (NMR), electroan-
alytical chemistry, and X-ray diffraction [9,10].
Some researchers developed the immune algorithm part of
the neural network to optimize machining parameters for milling
operations. A new hybrid optimization approach was  developed
by hybridizing the immune algorithm with hill climbing local
search algorithm to maximize total proﬁt rate in milling operations
[11,12].
Among different structures of artiﬁcial neural networks (ANNs),
the multilayer perceptron with the error-back-propagation train-
ing algorithm called backpropagation network (BPN) is the most
popular one. However, due to its multilayered structure and the
greedy nature of the back-propagation algorithm, the training pro-
cess often settles in the undesirable local minima of error surface
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r converges slowly. Recently radial basis function neural networks
RBF-NNs) have been found to be very attractive for many prob-
ems. An important property of the RBF-NNs is that they form a
nifying link among many different research ﬁelds such as function
pproximation, regularization, noisy interpolation, pattern recog-
ition, and medicine. The increasing popularity of the RBF-NNs is
artly due to their simple topological structure, their locally tuned
eurons, and their ability to have a fast learning algorithm in com-
arison with other multilayer feed forward neural networks [13].
In some applications, electrical surface discharge detection
ethods are not very effective, typically as a result of excessive
nterfering signal [14,15].  Acoustic method has been used which
as advantages over electrical surface discharge detection meth-
ds in that they are immune and non-invasive to electromagnetic
oise. For the signal analysis, wavelet signal processing was used
o de-noise the surface discharge acoustic signal by discarding the
oise [16–18].
Furthermore, gating techniques were used to raise the efﬁciency
f surface discharge acoustic signal extraction. Time and frequency
easurements were considered in both domains. Acoustic signals
re familiar by their dominating features that are frequency, phase
nd amplitude in which, key to many signal analysis solutions is
he frequency feature.
Ortho-normal basis function local in time can be provided by
avelet transforms. The beauty of WT  is that it can nearly give a sig-
al without distortion. The WT  can also provide a multi-resolution
oncept, which is used in signal processing, identiﬁcation of acous-
ic signals, numerical analysis and weak signal detection.
This work describes and portrays the great capabilities of WT
o extract unique features from the signal of the SD which when
ombined with radial basis function neural network (RBF-NN) gives
igh classiﬁcation accuracy.
The organization of this paper is as follows. In Section 2, the
oncept of WT  applied for SD detection is described ﬁrst. Although
here are many types of ANNs, we focus our study on the commonly
een feedforward network, namely, RBF-NN. A brief introduction
o RBF-NN is also given in Section 3. Section 4 reports the exper-
mental setup obtained by developing a model to detect the SD
coustic signals. The feature extraction and the feature vector from
he normalized inputs is been generated in Section 5. The analysis
f results and discussions are given in Section 6. Section 7 presents
ome comparison with other related works and the conclusion is
ade in Section 8.
. The wavelet transform
The acoustic signals have some non-linear characteristics due to
he surface discharge and that makes some difﬁculties to deal with
ecause of nonlinear and the random like behavior of system. The
roblem of non-linearity of the acoustic signal is overcome by using
avelet transform which is a strong tool for feature picking-up. It
s equivalent to ﬁlters. Details (dn) are produce by high pass ﬁlters
nd approximations (an) are produced by low-pass ﬁlters. Due to
he multidimensional characters which the wavelets possess, there
re able to adjust their scale to the nature of the signal features
19].  It can zoom in or zoom out the required details just like a
icroscope.
Furthermore, wavelets can decompose a signal to give dilations
nd translations parameters, so the information in the signal is
resented by these parameters in the form of frequencies. The mat-
ab wavelet toolbox is used to verify the algorithm where discrete
avelet transform (DWT) is used to analyze the signals. The coefﬁ-
ients are generated and the features from the signal are extracted.
avelet is a good tool to analyze the non-linear signals as it repre-
ents the features both in time and frequency domains [20,21]. Themputing 12 (2012) 1239–1246
WT  analyses the non-periodic surface discharge signal and adopts
the principle of linking of frequency scales. Generally the DWT  is
used for this mission.
The equation for non-static signal for a DWT  is shown below
[22,23].
f (t) =
∑
k
cj0,kj0,k(t) +
∑
j>j0
∑
k
wj,k2
j/2 (2jt − k) (1)
where   is the Mother wavelet function, j is the Dilation or level
index, k is the Translation or scaling index, j0,k is the scaling func-
tion of the coarse scale coefﬁcients, and Cj0,k, Wj,k is the scaling
function of detail (ﬁne) coefﬁcients.
One of the capabilities of DWT  is that, it produces details to
show high frequency information and approximations to show
low frequency information. The most suitable mother wavelet for
detecting SD acoustic signals is the Daubechies (Db) wavelets trans-
form, which is capable of detecting short duration, fast decaying,
high frequency and low amplitude signals. The decomposition pro-
cess in the WT consists of many numbers of ﬁlters from Db2 to
Db44, so the most promising number depends upon how they min-
imize the aliasing. Basically in the ﬁrst stage the captured signal
is divided in to two of the frequency bandwidth, which is then
passed to high pass and low pass ﬁlters [24]. After that the out-
put signal from the low pass ﬁlter is further subdivided into two of
the frequency bandwidth and sent to the following stage [25]. This
procedure continues until the predetermined number of levels is
reached. The output of the ﬁnal stage represents the same cap-
tured signal but at different frequency bands [26,27]. The suitable
selection of mother wavelet depends on the application. Among
the various de-noising techniques, from the point of view of the
de-noising effect and the computing time the DWT  method is the
most suitable.
Finally, the Daubechies wavelet is the most appropriate for
treating SD [28,29]. In this study, the adaptability of the Daubechies
wavelets of orders 2 has been evaluated, and results have shown
the superiority. It is beﬁtting to select a suitable number of breakup
levels based on the nature of the signal. Based on acoustic signal fea-
tures, it is seen that six levels of decomposition is the best choice,
because it has described the SD acoustic signal in a more mindful
and symptomatic way. This decision is mainly due to the low fre-
quency band (approximation), which is the most valuable part of
the acoustic signal [30].
3. Radial basis fuction networks
Radial basis function (RBF) networks have certain advantages
over other types of ANNs and have been widely applied in many
science and engineering ﬁelds. It is a three layered feed-forward
and fully connected network. The output layer has no nonlinearly
and the connections of the output layer are only weighted, the con-
nections from the input to the hidden layer are not weighted. It is
a feed-forward network with a single layer of hidden units, called
radial basis functions (RBFs). RBF outputs show the maximum value
at its center point and decrease its output value as the input leaves
the center. Typically, the Gaussian function is used for the activa-
tion function. The RBF network is constructed with three layers:
input layer, hidden layer and output layer. In input layer, the num-
ber of neurons is the same with the number of input dimension.
In the case of Gaussian function, this value represents measure in
the quality of the match between the input vector and location of
the center in the input space. Each hidden node therefore, can be
considered as a local detector in the input data space [31,32].
One of the unique features of Radial basis networks is that they
can be represented by simple functions. They could cope to any
type of model linear or nonlinear and to any network single layer
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1. The goal of preprocessing is to reduce the number of parameters
to face the challenge of “curse of dimensionality”.N.A. Al-geelani et al. / Applied S
r multi-layer. An RBF-NN is said to be nonlinear if there exists more
han one hidden layer or if the basis functions can move or change
he size. The activation function of a hidden unit is predicted by the
istance between the input vector and a prototype vector [33].
k(x) =
M∑
j−1
wkj(x) + wk0 ≡
M∑
j=0
wkjj(x) (2)
here x is the input vector, j is the activation of one of the RBFs,
kj is the weight of each RBF, M is the number of RBFs, and zk is the
utput (linear sum of radial basis function).
In a 3-layer RBF-NN, conversion from the input room to the hid-
en room uses a nonlinear function and linear transformation take
lace between the hidden and the output layer. The hidden units
sed in radial basis functions usually take the form of [33]:
j(‖x − −→j‖) (3)
he distance between the input vector x and a vector j of the
unction usually depends on Euclidean distance.
x −  ‖2 =
∑
i
(xi − ji)2 (4)
he most ordinary form of basis function used is the Gaussian func-
ion.
j(x) = exp
(
−‖x −  ‖
2
22
j
)
(5)

 and 2
j
are the jth center vector and the width parameter, respec-
ively. A hidden neuron is more susceptible to data points near
ts center. This sensitivity may  be adjusted by tuning the width
, larger width leads to less sensitivity. For a given input vec-
or, typically only a few number of hidden units will have notable
ctivations [34]. RBF neural networks can design complicated map-
ings compared to multilayer perceptron. In addition RBF-NN has
wo layer weights only and a simple learning algorithm, that makes
t very fast in training speed compared to multilayer perceptron.
MATLAB provides two commands that can be used to design
BF neural network. Newrb and newrbe. Newrb adds neurons step
y step until the goal is hit, with long training time and a little
rror, while newrbe very quickly designs a network with zero error
35,36]. For the training process the following steps should be ful-
lled:
. The hidden layer’s number of neurons.
. The coordinates of the center of RBF function.
. The radius (spread) of each RBF function in each dimension.
. Experimental setup
The test set-up consists of two main parts; the circuit loop (AC
ource, transformer, connections and insulator), the measurement
nd acquisition system (earth resistor, wide band antennas and
igh resolution digital oscilloscope, model Tektronixs TDS55000B
eries). Fig. 1 shows the experimental set-up for generating sur-
ace discharge as well as detecting the consequent acoustic signal
f surface discharge. The test was designed based on the inter-
ational electro-technical commission (IEC) 60587 standard test
rocedures. A point to plane electrodes conﬁguration was  used
nd mounted at the top and bottom side of the glass insulator sur-
ace. The surface discharges were generated across the electrodes
y applying high voltage stress across them.
The glass insulator was ﬁxed on a wooden base and the elec-
rodes were ﬁxed by some arrangement on the insulator. A series
f experiments were performed on H.V. glass insulator, which aremputing 12 (2012) 1239–1246 1241
extensively used in transmission lines. Before tests, the insulator
surface was cleaned by washing with isopropylic alcohol and rins-
ing with distilled water, in order to remove any trace of dirt and
grease. To reproduce saline pollution typical of coastal areas, the
insulators were sprayed with a solution, consisting of NaCl and dis-
tilled water, with different degrees of salinity (from 10 g/l NaCl to
30 g/l NaCl). A peristaltic pump was used to continuously deliver the
electrolyte at a ﬁxed ﬂow-rate of 0.60 ml/min. Eight layers of ﬁlter
paper were used between the top electrode and the sample, which
act as an electrolyte reservoir to ensure proper ﬂow of electrolyte
along the insulating material surface. The contaminant must ﬂow
from the quill hole at the bottom of the top electrode and should
not squirt out of the side or top of the ﬁlter paper. The specimen
was adjusted so that the electrolyte ran down as near as possible
to the centerline of the specimen.
An ultra sound detector (USD) with a parabolic antenna was
used to detect the acoustic signals resulted from the surface dis-
charge activity and was placed at a suitable position from the
specimen. The USD was  then connected to a digital oscilloscope
to capture and record the acoustic signals. The recorded signals
were then processed using MATLAB plateform. Many trials were
done using the experiment setup and the most logical data was
ﬁnalized.
Four test conditions were conducted in the laboratory including
ﬁrst condition in which the insulator was kept clean, second con-
dition in which the insulator was  lightly contaminated by a layer
of NaCl solution (10 g/l), third condition in which the insulator was
medium contaminated by a layer of NaCl solution (20 g/l) and fourth
condition in which the insulator was  heavily contaminated by a
layer of NaCl solution (30 g/l). In the ﬁrst condition the insulator
was kept clean and the result is shown in Fig. 2(a). This signal is
been processed by using wavelet analysis to remove the noise. It
can clearly been seen from the black in colour signal that the clean
insulator has no or very small surface discharge activity. So this
pattern could be considered to be the reference, default pattern or
the target to RBF-NN. Fig. 2(b)–(d) shows the second condition, the
third condition and the fourth condition and its de-noise signals
respectively.
5. Feature extraction
The wavelet transform is well suited in identifying sharp edge
transitions. The decomposition of a signal using the wavelet bases
has an inherent adaptation to the signals spatial characteristics. In
this work, the SD signals that were collected in the experimental
process were processed using the DWT  to obtain a feature vector
that will be used in the next stage of classiﬁcation. The approach
of using the DWT  to extract a feature vector, apart from utilising
the properties of the transform itself in representing the signal, has
the advantage that it can be combined with sensitivity improve-
ment and noise rejection in a single step. The DWT  due to its time
frequency localisation, unlike the Fourier transform where all time
information about the signal is lost, is able to successfully handle
such randomly occuring of SDs [37,38].
5.1. Processing the data2. The preprocessing has a huge impact on performances of neural
networks.
3. The unwanted ﬁeld noise and all the interference is ﬁltered off,
which massages the data to unique features.
1242 N.A. Al-geelani et al. / Applied Soft Computing 12 (2012) 1239–1246
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.2. Decomposition of surface discharge signals
In this work the feature vector is obtained by applying wavelet
ransform. For a single decomposition the number of coefﬁcients
roduced by Db2 is 7 that is 1 approximation coefﬁcient and 6
etailed coefﬁcients. This approximation coefﬁcient that is low
requency component is further decomposed into approximation
nd detailed coefﬁcients. In using the DWT  certain features of the
ig. 2. Captured and the de-noised signal of (a) the clean insulator (b) the lightly contamin
nsulator.rface discharge detection.
signal that is not immediately obvious in the time domain become
more apparent through this multi scale differential operator. The
features selected to represent the most important part of the data
are as follows.
Mean , standard deviation , normalized skewness  and nor-
malized kurtosis k, at each decomposition node, were used as a
ﬁnger-print for SD and as an input to the classiﬁer. The mean
, the standard deviation , the normalized skewness  and the
ated insulator (c) the medium contaminated insulator (d) the heavily contaminated
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Testing the WRBF-NN by unseen data shows high classiﬁcation
accuracy which is clearly seen in Fig. 7. The four features of the data
is accumulated at (1) which means this data refers to discharge
activity.Fig. 3. The inputs overlapping the target.
ormalized kurtosis k, were estimated from the following equa-
ions [37]:
 = 1
N
N∑
n=1
(x[n]) (6)
 =
(
1
N
N∑
n=1
(x[n] − )2
)1/2
(7)
 = 1
N3
N∑
n=1
(x[n] − )4 (8)
 = 1
N4
N∑
n=1
(x(n) − )
4
(9)
here x[n] is the wavelet coefﬁcent at postive n and N is the total
umber of wavelet coefﬁcients used at each scale. By taking 6-
etailed coefﬁcients and 1-approixmation coefﬁcients from the
avelet analysis for the 4-conditions mentioned in Section 5, we
ill have the feature vector which uses four descriptors for each
cale, therefore a feature vector of dimensions was needed to rep-
esent the data. So the feature vector is of dimension 42 × 4, i.e. 21
amples for the 3-contaminated conditions and other 21 samples
or the clean condition that totally gives us 42 dimensional vec-
or each having 4-features. These coefﬁcients are used to train the
BF neural network, so that it should discriminate SD activity from
ormal operating conditions.
. Results and discussion
The four inputs shown in Fig. 3 are the main features of the sur-
ace discharge which are kurtosis, mean, standard deviation and
kewness extrated by using wavelet transform technique. The tar-
et vector consists of two classes that are as follows.
The ﬁrst class is denoted by (0) which shows no or very small SD
ctivity. The second class is denoted by (1) whichs shows high SD
ctivity. The normalized inputs and targets vectors are randomly
ivided into two sets, 60% of the vectors are used to train the net-
ork, 20% of the vectors are used to validate how well the network
eneralized. Finally, the last 20% of the vectors provide an inde-
endent test of network generalization to data that the network
as never seen. By training the RBF-NN with the normalized inputsFig. 4. The training performance.
we can see the result in Fig. 3 which shows us a very perfect over-
lapping which means that the neural network had recognized the
inputs with a 100% accuracy.
Training performance nearly hit the goal in 25 epochs only as
could be seen in Fig. 4 giving a very good performance, The stopping
conditions of RBF-NN were set to a minimum error of 0.0002 or
maximum iteration of 10000. The error during training process in
Fig. 5 was acceptable and very low, where it started with a very high
value and during the training process reached an average value of
0.0038 within 40 iterations. The computational time was 0.0795 s,
this is the ability of WRBF-NN to have a very fast learning algorithm.
Mean squared error (mse) is a network performance function.
It measures the network’s performance according to the mean of
squared errors. The unique feature of WRBF-NN is depicted in Fig. 6
which shows that the mean squared error (mse) required only 22
neurons to attain zero value, this is the beauty of combining the WT
with RBF-NN wavelet radial basis function neural network (WRBF-
NN).Fig. 5. The error between the output and the target.
1244 N.A. Al-geelani et al. / Applied Soft Computing 12 (2012) 1239–1246
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. Comparison with other research works
In order to check the reliability of the proposed WRBF-NN the
odel is been compared with the previous works conducted and
entioned in the literature review. The same SD dataset is been
sed to compare with the Wavelet feed forward back-propagation
eural network (WFFBP-NN).
The plot in Fig. 8 has three lines, because the normalized inputs
nd targets vectors are randomly divided into three sets. 60% of the
ectors are used to train the network, 20% of the vectors are used to
alidate how well the network generalized. Finally, the last 20% of
he vectors provide an independent test of network generalization
o data that the network has never seen. Training on the training
ectors continues as long the training reduces the network’s error
n the validation vectors. After the network memorizes the train-
ng set (at the expense of generalizing more poorly), training is
topped. This technique automatically avoids the problem of over-
tting, which plagues many optimization and learning algorithms.
y training the WFFB-NN with the normalized inputs we can see the
esult which shows us training performance did not reach the goal
erfectly. The best validation performance was 0.00351 at epoch
, this means that the neural network had recognized the inputs
ith approximately 95% accuracy. The result here is reasonable,
ecause the test set error and the validation set error have similar
Fig. 7. Testing the input data.Fig. 8. The training performance.
characteristics, and it does not appear that any signiﬁcant overﬁt-
ting has occurred. The error during training process in Fig. 9 was
acceptable, which attained 0.38 in 38 iterations. The target vec-
tor consists of two classes that are designated as: the ﬁrst class is
denoted by (0) which shows no or very small SD activity. The second
class is denoted by (1) which shows high SD activity. Testing the
WFFB-NN is shown in Fig. 10 where the 4-inputs are the features
of the SD activity, hence most of the data is accumulated at 1 that
means high discharge activity can be found and a small SD activity
can be seen at 0. It is worth noting that the Convergence Time was
0.61039 s, this is the drawback of FFB-NN, an updating algorithm
usually causes the training process to converge slowly. Compared
with the WRBF-NN, it can update the parameters, at the same time
it does not need the previous updating values. Therefore, the pro-
posed WRBF-NN can achieve numerical convergence and is faster
than WFFB-NN in the training process. In addition to that FFB-NN
applies a global searching method, while RBF-NN applies a local
searching mechanism. It is found that global searching may  eas-
ily be trapped in the local minimum, therefore, this manner makes
the estimation errors in the FFB-NN model difﬁcult to be minimized
under the same system parameters as that in RBF-NN. For RBF-NN.
On the other hand, designing a radial basis network often takes
much less time than training a WFFB-NN, and can sometimes result
in fewer neurons.
Fig. 9. The training error.
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Function Network for Endpoint Detection in Plasma Etch Process, vol. 67,Fig. 10. Testing of WFFB-NN by unseen data.
. Conclusion
It is an inﬂate to say that we will introduce as many analysis
lgorithms as there are signals. Signals are so complex and rich
hat a single analysis method cannot handle them all. Having done
ll these analysis we can conclude that acoustic detection of surface
ischarge is possible by observing the results which are quite good,
xplainable and logistical. The proposed hybrid model has proved
o characterize the SD activity with a high degree of integrity which
s attributed to the combined effect of the WT  and RBF-NN. The
igh rate of classiﬁcation acquired by the RBF-NN is due to the
reprocessing of data by the WT.
The model is quite versatile for a wide range of applications in
he ﬁeld of power system analyses. Due to the preprocessing of
he data by using wavelet transform gave the RBF-NN high rate of
lassiﬁcation accuracy. This shows the beauty of wavelet transform
specially when combined in one unit with RBF-NN. As future work
our types of partial discharges will be generated in a high voltage
aboratory, namely corona discharge in air, ﬂoating discharge in
il, internal discharge in oil and surface discharge in air, at differ-
nt applied voltages will be recorded and a feature vector will be
xtracted by using wavelet transform which will be used to train
he RBF-NN.
cknowledgments
This work is supported by Universiti Teknologi Malaysia (UTM)
nder Research University Grant Scheme of Vote 01J61. The authors
ould like to thank Research Management Centre (RMC) Universiti
eknologi Malaysia, for the research activities. The authors would
lso like to thank the anonymous reviewers who have contributed
incerely in this work.
eferences
[1] G. Montoya, I. Ramirez, J. Montoya, Correlation among ESDD, NSDD and leakage
current in distribution insulator, in: IEE Proceedings Generation Transmission
&  Distribution, 2004, pp. 334–430.
[2] S. Fujitaka, T. Kawamura, S. Tsurumi, H. Kondo, T. Seta, M. Yamamoto, Japanese
method of artiﬁcial pollution test on insulators, IEEE Transaction Power Appa-
ratus and Systems (1968) 729–735.
[3] W.  Selesnick Ivan, A higher density discrete wavelet transform, IEEE Transac-
tion Signal Processing (2006) 3039–3048.
[4] M.  Antonini, M.  Barlaud, P. Mathieu, I. Daubechies, Image coding using wavelet
transforms, IEEE Transaction Image Processing (1992) 205–220.
[5] C. Ramirez, P.J. Moore, Identiﬁcation of surface discharges over new and aged
polymeric chain insulators using a non invasive method, in: Proceedings of
[mputing 12 (2012) 1239–1246 1245
the 41st International Conference of Universities Power Engineering, 2006, pp.
903–906.
[6] R.S. Gorur, J.W. Chang, Surface hydrophobicity of polymers used for outdoor
insulation, IEEE Transactions on Power Delivery (1990) 1923–1933.
[7]  C. Nyamupangedengu, L.P. Luhlanga, T. Letlape, Acoustic and HF detection of
defects on porcelain pin insulators, in: Proceedings of Power Engineering Soci-
ety, 2007, pp. 1–5.
[8] F.H. Kreuger, E. Gulski, A. Krivda, Classiﬁcation of partial discharges, IEEE Trans-
actions on Electrical Insulation (1993), 917-913.
[9] X.-G. Shao, A.K.-M. Leung, F.-T. Chau, Wavelet: A New Trend in Chemistry,
American Chemical Society, 2003, pp. 276–283.
10] A.R. Yildiz, N. Ozturk, N. Kaya, F. Ozturk, Integrated optimal topology design and
shape optimization using neural networks, Structural and Multidisciplinary
Optimization (2003) 251–260.
11] A.R. Yildiz, N. Ozturk, N. Kaya, F. Ozturk, Hybrid multi-objective shape design
optimization using Taguchi’s method and genetic algorithm, Structural and
Multidisciplinary Optimization (2007) 277–365.
12] A.R. Yildiz, A novel hybrid immune algorithm for global optimization in design
and manufacturing, Robotics and Computer-Integrated Manufacturing (2009)
261–270.
13] K. Aslan, H. Bozdemir, C. S¸ ahin, S.N. Og˘ulata, R. Erol, Springer Science + Business
Media, 2008, pp. 403–408.
14] M.  Ugur, D.W. Auckland, B.R. Varlow, Z. Emin, Neural network to analyze sur-
face tracking on solid insulators, IEEE Transactions on Dielectrics and Electrical
Insulation (1997) 763–766.
15] N. Yoshimura, M.  Nishida, E. Noto, Inﬂuence of electrolyte on tracking break-
down of organic insulation materials, IEE Transactions (1981) 510–519.
16] K. Arii, M.  Shibahara, M.  Fujii, Separation of noise from partial discharge signals
by wavelet, in: Proceedings of the 5th International Conference on Properties
and  Applications of Dielectric Materials, 1997, pp. 232–235.
17] T. Zinoulis, A.J. McGrail, D.W. Auckland, B.R. Varlow, I. Argirakis, W.G.  Chadband,
The use of neural networks for discrimination of partial discharges in trans-
former oil, in: Proceedings of Annual Report Conference on Electrical Insulation
and Dielectric Phenomena, 1995, pp. 357–360.
18] N.A. Algeelani, M.A.M. Piah, Identiﬁcation of acoustic signals of surface dis-
charges on glass insulator under different contamination levels, in: Proceedings
of  the International Conference on Electrical, Control and Computer Engineer-
ing, 2011, pp. 511–514.
19] S. James, A Primer on Wavelets and Their Scientiﬁc Applications, Walker Uni-
versity of Wisconsin Eau Claire, 1999.
20] Y. Ming, S. Birlasekaran, Characterization of partial discharge signals using
wavelet and statistical techniques, in: Proceedings of International Symposium
on Electrical Insulation, 2002, pp. 9–13.
21] E. Gulski, F.H. Kreuger, Computer-aided recognition of discharge sources, IEEE
Transactions (1992) 82–92.
22] D. Suresh, Feature extraction for multi source partial discharge pattern recog-
nition, in: Proceedings of the IEEE Indicon Conference, 2005, pp. 309–312.
23] X. Ma,  C. Zhou, I.J. Kemp, Interpretation of wavelet analysis and its application
in  partial discharge detection, IEEE Transactions on Dielectrics and Electrical
Insulation (2002) 446–457.
24] E.M. Lalitha, L. Satish, Wavelet analysis for classiﬁcation of multi-source PD pat-
terns, IEEE Transactions on Dielectrics and Electrical Insulation (2000) 40–47.
25] M. Geethanjali, S. Mary Raja Slochanal, R. Bhavani, A novel approach for power
transformer protection based upon combined Wavelet Transform and Neural
Networks (WNN), in: Proceedings of the 7th International Power Engineering
Conference, 2005, pp. 1–1576.
26] J. Pihler, B. Grcar, D. Dolinar, Improved operation of power transformer protec-
tion  using ANN, IEEE Transactions on Power Delivery (1997) 1128–1136.
27] P.L. Mao, R.K. Aggarawal, A wavelet transform based decision making logic
method for discrimination between internal faults and inrush currents in
power transformers, International Journal of Electrical Power and Energy Sys-
tems 22 (2000) 389–395.
28] X. Zhou, C. Zhou, B.G. Stewart, Comparisons of discrete wavelet transform
wavelet packet transform and stationary wavelet transform in de-noising PD
measurement data, in: Proceedings of the International Symposium on Electri-
cal Insulation, 2006, pp. 237–240.
29] P.R. Coifman, M.V. Wichkerhauser, Entropy-based algorithms for best basis
selection, IEEE Transactions on Information Theory (1992) 719–746.
30] I. Daubechies, Ten Lectures on Wavelets, Society for Industrial and Applied
Mathematics, Philadelphia, PA, 1992.
31] S.N. Qasem, S.M. Shamsuddin, Memetic Elitist Pareto Differential Evolution
algorithm based Radial Basis Function Networks for classiﬁcation problems,
Applied Soft Computing 11 (1) (2011) 5565–5581.
32] S.N. Qasem, S.M. Shamsuddin, Radial basis function network based on time
variant multi-objective particle swarm optimization for medical diseases diag-
nosis, Applied Soft Computing 11 (1) (2011) 1427–1438.
33] M.J.L. Orr, Introduction to Radial Basis Function Networks, M.J.L. Orr, Scotland,
1996.
34] Rogers, McClelland, Training Hidden Units with Back Propagation, 2004,
http://www.stanford.edu/group/pdplab/pdphandbook/handbookch6.html.
35] S.-K. Zhao, M.-W. Kim, Y.-S. Han, S.-Y. Jeon, Y.-K. Lee, S.-S. Han, Radial BasisSpringer-Verlag, 2010, pp. 253–263.
36] S.J. Hong, G.S. May, D.C. Park, Neural network modeling of reactive ion etching
using optical emission spectroscope data, IEEE Transactions on Semiconductors
Manufacturing (2003) 598–608.
1 oft Co
[246 N.A. Al-geelani et al. / Applied S37]  D. Evagorou, A. Kyprianou, P.L. Lewin, A. Stavrou, V. Efthymiou, A.C. Metaxas,
G.E. Georghiou, Feature extraction of partial discharge signals using the wavelet
packet transform and classiﬁcation with a probabilistic neural network, IET
Science, Measurement and Technology (2010) 177–192.
[mputing 12 (2012) 1239–124638] R.M. Sharkawy, R.S. Mangoubi, T.K. Abdel-galil, M.M.A. Salama, R. Bartnikas,
SVM classiﬁcation of contaminating particles in liquid dielectrics using higher
order statistics of electrical and acoustic PD measurements, IEEE Transactions
on  Dielectrics and Electrical Insulation (2008) 669–678.
