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Abstract
For linear time-varying systems with bounded system matrices we discuss the
problem of stabilizability by linear state feedback. It is shown that an optimal
control approach yields a criterion in terms of the cost for stabilizability. The
constants appearing in the criterion of optimality allow for the distinction of
exponential and uniform exponential stabilizability. We show that the system
is completely controllable if, and only if, the Lyapunov exponent is arbitrarily
assignable by a suitable feedback. For uniform exponential stabilizability and
the assignability of the Bohl exponent this property is known. Also, dynamic
feedback does not provide more freedom to address the stabilization problem.
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1. Introduction
We consider the linear, time-varying system
x˙(t) = A(t)x(t) +B(t)u(t) , x(t0) = x0 (1.1)
for measurable and essentially bounded A : R≥0 → Rn×n and B : R≥0 → Rn×m,
piecewise continuous input function u : R≥0 → Rm, and initial data (t0, x0) ∈
R≥0 × Rn. Unbounded A(·) and B(·) are only considered in Remark 3.11.
The unique and global solution of (1.1) corresponding to the initial condition
(t0, x0) ∈ R≥0 × Rn and the input u(·) is denoted by x(·; t0, x0, u) : R≥0 → Rn.
For the homogeneous system
x˙(t) = A(t)x(t) , x(t0) = x0 (1.2)
with measurable and essentially bounded A : R≥0 → Rn×n, the unique solution
is denoted by x(·; t0, x0) : R≥0 → Rn and its transition matrix by ΦA(·, ·). It is
well known, that ΦA(·, t0) is obtained as the unique solution of the initial value
problem Φ˙(·, t0) = A(t) Φ(·, t0), Φ(t0, t0) = In.
In this paper we study the problem of defining conditions under which the
system (1.1) is stabilizable by bounded or locally bounded state feedback. In the
linear time-invariant case the characterization of stabilizability is well known:
the uncontrollable part of the pair (A,B) has to be exponentially stable. In
particular, controllability implies stabilizability. In fact, for controllable time-
invariant systems it is possible to achieve, by constant static linear feedback,
arbitrary exponential decay rates of the closed-loop system.
In the time-varying case problems arise because now there are distinct no-
tions of stability. The strongest of these is uniform asymptotic or, equivalently,
uniform exponential stability. This notion corresponds well to uniform control-
lability, and Ikeda, Maeda and Kodama [1, 2] proved among other things the
analogue of the time-invariant statement: assuming boundedness of (A(·), B(·))
system (1.1) is uniformly controllable if, and only if, it is uniformly exponen-
tially stabilizable by bounded feedback with arbitrary prespecified decay; see [1,
Theorem 3]. We note that the ‘only if’ part of the result is set up as a prob-
lem in [3, Problem 14.2-1], based on arguing that if (A(·), B(·)) is uniformly
controllable then so is (A(·) + αI,B(·)) for any α ∈ R.
For bounded (A(·), B(·)), Ravi, Pascoal and Khargonekar prove in their re-
sult [4, Lemma 3.3] that uniform exponential stabilizability (not necessarily with
arbitrary decay) is equivalent to the existence of a bounded symmetric positive
semidefinite solution P [·) to the control Riccati equation
d
dt Π(t) = −A(t)>Π(t)−Π(t)A(t)+Π(t)B(t)B(t)>Π(t)−In on (t0,∞) . (1.3)
In this case, the closed-loop system x˙ = [A−BB>P ]x is uniformly exponentially
stable. We note that while in [4] only the necessity of the solvability is proved,
the sufficiency is straightforward using the arguments provided in [4].
Finally, concerning uniform exponential stabilizability, Rotea and Khar-
gonekar [5] prove that dynamic feedback does not provide more freedom in
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the sense that if (1.1) is uniformly exponentially stabilizable by dynamic linear
feedback, then the same can be achieved by static, time-varying linear feedback.
If we consider merely exponential stability, not necessarily uniform, the pic-
ture is not quite as well studied. Ikeda et al. [1] have shown that exponential
stabilization with arbitrary time-varying decay (see Remark 3.11 of the present
note) is equivalent to complete controllability, even systems with unbounded
data (A(·), B(·)). The relation of exponential stabilizability to solutions of the
Riccati equation is less well studied and the result similar to [5] is missing.
In the recent paper by Phat and Ha [6] the authors consistently consider
the initial time t0 = 0, which fails to capture the issue of uniformity. In [6]
the notion of global null controllability in introduced, which is what is called
controllability at time t0 = 0 in the present paper, see Section 2.2. It is claimed
in [6, Theorem 3.1] that global null controllability is equivalent to complete
stabilizability and to the existence of a bounded symmetric positive semidef-
inite solution of the Riccati equation (1.3). This is incorrect as we show in
Example 3.7 below. However, n easy example is immediate: It is clear that
x˙ = x+ b(t)u , where b(t) = 1 for t ∈ [0, 1], b(t) = 0 for t > 1
is controllable at t0 = 0, but not stabilizable by bounded linear feedback, as b(·)
vanishes after t = 1. Moreover, the corresponding Riccati equation p˙(t)+2p(t)−
b(t)p(t)2+1 = 0 does not have bounded positive solutions on [0,∞): After t = 1
the equation becomes linear and any solution of p˙(t) = −2p(t)− 1, t ≥ 1, tends
to −1/2 as t goes to infinity. Therefore a positive solution does not exist.
In this paper we extend the existing theory in several directions:
(i) We give a characterization of stabilizability in terms of the optimal
controllability property (A1). This complements existing characterizations of
uniform exponential stabilizability using the solvability of Riccati equations and
gives rise to a sufficient criterion (A2) for exponential stabilizability.
(ii) We extend [1, Theorem 1]. In particular, it is shown that for bounded
(A(·), B(·)) complete controllability is equivalent to the fact that using (possibly
unbounded) feedback the maximal Lyapunov exponent of the system may be
assigned to be bounded by any prespecified constant.
(iii) Concerning the question of dynamic feedback, we provide an alternative
proof for the result of [5] for the case of uniform exponential stabilizability and
show that a similar statement is true for exponential stabilizability.
In view of the various concepts of controllability and stabilizability defined
in Sections 2.2 and 2.3, resp., we show the following:
3
arbitrary Lyapunov
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Figure 1: For each unidirectional implication, there is a counterexample
demonstrating it is not bidirectional. Details in text clarify boundedness
assumptions, which are sometimes but not always required.
The presentation frequently recalls familiar definitions and results in an ef-
fort to make the paper self-contained. The paper is organized as follows: In
Section 2 we recall the standard definitions of stability, the characterizations
of exponential stability via Lyapunov and Bohl exponents, definitions relat-
ing to controllability, provide definitions of stabilizability, introduce relevant
Lyapunov and Riccati equations and formulate an optimal control problem.
Section 3 contains the main contributions of the paper. In Section 3.1 we intro-
duce the notion of L2-optimizability, give some characterizations and show that
L2-optimizability implies asymptotic stabilizability using the associated Riccati
equation as an intermediate tool. In Theorem 3.6 we show that in the bounded
case complete controllability is equivalent to the assignability of arbitrary Lya-
punov exponents. Two examples are provided with one discussing the claims
of [6] and a further one discussing the relation of bounded exponential stabi-
lizability and uniform exponential stabilizability. In Section 3.2 the notion of
L2-optimizability is strengthened and it is shown that this yields a character-
ization of exponential stabilizability. In Section 4 we provide a new proof for
the result of Rotea and Khargonekar and show a similar statement for the case
of exponential stabilization.
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2. Preliminaries
In the present section we collect definitions of well-known concepts and their
characterizations; they will be used in Section 3 and 4.
2.1. Stability, Lyapunov exponents, and Bohl exponents
We are interested in the stabilization of system (1.1). We briefly recall
several distinct notions of stability. The zero solution of System (1.2) is called
attractive :⇐⇒ ∀ t0 ≥ 0 ∀x0 ∈ Rn : limt→∞ x(t; t0, x0) = 0
stable :⇐⇒ ∀ ε > 0 ∀ t0 ≥ 0 ∃ δ > 0 ∀x0 ∈ Rn s.t. ‖x0‖ < δ
∀ t ≥ t0 : ‖x(t; t0, x0)‖ < ε
asymptotically stable :⇐⇒ (1.2) is attractive and stable
exponentially stable :⇐⇒ ∃M ≥ 1 ∃β > 0 ∀ t ≥ 0 : ‖ΦA(t, 0)‖ ≤M e−βt
uniformly exp. stable :⇐⇒ ∃M ≥ 1 ∃β > 0 ∀ t ≥ t0 ≥ 0
: ‖ΦA(t, t0)‖ ≤M e−β(t−t0) .
It is well-known, see for example [7, Prop. 3.3.2], that for linear systems attrac-
tivity of (1.2) implies asymptotic stability. Also, uniform exponential stability
implies exponential stability, which in turn implies asymptotic stability. The
converse of the latter statements is false.
The concepts regarding exponential stability can be characterized in terms
of the Lyapunov exponent, defined by
kL(A) := inf
{
ω ∈ R| ∃Mω ≥ 0 ∀ t ≥ 0 : ‖ΦA(t, 0)‖ ≤Mω eω t
} ∈ R .
We then have that (1.2) is exponentially stableif, and only if, kL(A) < 0. The
Bohl exponent is defined by
kB(A) := inf
{
ω ∈ R| ∃Mω ≥ 0 ∀ t ≥ t0 ≥ 0 : ‖ΦA(t, t0)‖ ≤Mω eω (t−t0)
} ∈ R ;
it gives rise to the characterization
(1.2) is uniformly exponentially stable ⇐⇒ kB(A) < 0 . (2.1)
See Dalecki˘ı and Kre˘ın [8, Sect. III.4] and Hinrichsen and Pritchard [7, Sect. 3.3];
there you also find that Lyapunov and Bohl exponent are finite if A is bounded.
2.2. Controllability
Kalman [9] introduced the following notions: System (1.1) is called
controllable at t0 ≥ 0 :⇐⇒ ∀x0 ∈ Rn ∃ t1 ≥ t0 ∃u ∈ L2([t0, t1];Rm)
: x(t1; t0, x0, u) = 0
completely controllable :⇐⇒ ∀ (t0, x0) ∈ R≥0 × Rn ∃ t1 ≥ t0 ∃u ∈ L2([t0, t1];Rm)
: x(t1; t0, x0, u) = 0.
5
These concepts can be characterized (see Kalman [9, Prop. (5.2)]) in terms of
the controllability Gramian defined by
W (t0, t1) :=
∫ t1
t0
ΦA(t0, s)B(s)B(s)>ΦA(t0, s)>ds , t1 ≥ t0 ≥ 0 (2.2)
as follows:
(1.1) is controllable at t0 ⇐⇒ ∃ t1 ≥ t0 : W (t0, t1)  0
(1.1) is completely controllable ⇐⇒ ∀ t0 ≥ 0 ∃ t1 ≥ t0 : W (t0, t1)  0 .
The latter leads to the more restrictive notion of uniform controllability of (1.1);
see Kalman [9, Def. (5.13)]. In our case, where A(·), B(·) are bounded, this may
be formulated as
∃α1, α2, T > 0 ∀ t ≥ 0 : α1In ≺W (t, t+ T ) ≺ α2In . (2.3)
Note that the inequality on the right hand side is automatic because of the
assumed boundedness of A(·) and B(·).
Cheng [10] (see also Rugh [11, p. 261]) introduced the weighted controllability
Gramian as a tool for the stabilization problem. It is defined by
Wα(t0, t1) :=
∫ t1
t0
e4α(t0−s)ΦA(t0, s)B(s)B(s)>ΦA(t0, s)>ds ,
t1 ≥ t0 ≥ 0, α > 0 , (2.4)
and is seen to be the controllability Gramian of x˙ = [A(t) + 2αI]x+B(t)u.
2.3. Stabilizability
We now introduce the main concepts of stabilizability under investigation;
they all correspond to a notion of stability. In particular, we call (1.1)
asymptotically
stabilizable
:⇐⇒ ∃F ∈ L∞loc(R≥0;Rm×n) : x˙ = [A+BF ]x is asymp. stable,
exponentially
stabilizable
:⇐⇒ ∃α > 0 ∃F ∈ L∞loc(R≥0;Rm×n) : kL(A+BF ) < −α ,
uniformly
exponentially
stabilizable
:⇐⇒ ∃α > 0 ∃F ∈ L∞loc(R≥0;Rm×n) : kB(A+BF ) < −α .
In case that in any of the above we may choose F ∈ L∞(R≥0;Rm×n), we
say that the system may be (exponentially etc.) stabilized by bounded feedback.
Complete controllability and uniform controllability are frequently brought
into relation with the notion of complete stabilizability. The first use of this
term appears to be in the paper of Ikeda et al. [1]. For time-invariant systems
this is frequently understood as the possibility to assign arbitrary decay rates
(and this is indeed the problem studied in [12]). For time-varying system the
very general definition of [1] is discussed in Remark 3.11.
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2.4. Stabilizability versus controllability
Ikeda et al. [1, Theorem 3] have shown for bounded (A(·), B(·)) that
(1.1) is uniformly controllable ⇐⇒
∀α ∈ R ∃F ∈ L∞(R≥0;Rm×n) : kB(A+BF ) < −α .
A more constructive version with the aid of (2.4) is by Cheng [10], see also
Rugh [11, Th. 14.7]:
(1.1) is unif. contr., T as in (2.3) =⇒
∀α > 0 : kB
(
A−BB>Wα(t, t+ T )−1
)
< −α .
2.5. Optimal control
To study the stabilization problem, we consider, for system (1.1) with initial
data (t0, x0) ∈ R≥0 × Rn and control input u ∈ L2([t0,∞);Rm), the finite-time
cost on [t0, t1)
J(t1; t0, x0, u) :=
t1∫
t0
[‖x(τ ; t0, x0, u)‖2 + ‖u(τ)‖2] dτ , (2.5)
and the infinite-time cost on [t0,∞)
J(∞; t0, x0, u) :=
∞∫
t0
[‖x(τ ; t0, x0, u)‖2 + ‖u(τ)‖2] dτ ∈ [0,∞] . (2.6)
The value function associated to (2.5) is given by
V (t1; t0, x0) := inf
u∈L2(t0,t1)
J(t1; t0, x0, u) (2.7)
In the following proposition we summarize some of the well-known properties
of the relationship between the optimal control problem and the differential
Riccati equation
d
dtP (t) = −A(t)>P (t)− P (t)A(t) + P (t)B(t)B(t)>P (t)− In . (2.8)
Proposition 2.1. [13, Theorem 37, p. 364]
Consider system (1.1) on the interval [t0, t1] for 0 ≤ t0 ≤ t1 < ∞. Then the
differential Riccati equation (2.8) with final condition P (t1) = 0 has a unique
symmetric solution
P (·; t1, t0) : [t0, t1]→ Rn×n .
This solution has the following properties:
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(i) The feedback
u(t) = −B(t)>P (t; t1, t0)
yields, for all x0 ∈ Rn, the unique optimal solution (u(·), x(·; t0, x0, u)) to
the problem (2.5), (2.7).
(ii) ∀ t′ ∈ [t0, t1] ∀x0 ∈ Rn : V (t1; t′, x0) = (x0)>P (t′; t1, t0)x0 . (2.9)
(iii) In view of (ii) and (2.5),
∀ t ∈ [t0, t1) : P (t; t1, t0) > 0 .
(iv) From (2.9) we conclude: ∀ t0 ≤ t ≤ t1 < t2 : P (t; t1, t0) ≤ P (t; t2, t0) .
3. Controllability, stabilizability, and optimal control
In this section we derive, in terms of the cost, a sufficient condition for
asymptotic stabilizability and also show that system (1.1) is completely con-
trollable if, and only if, the Lyapunov exponent is arbitrarily assignable by a
suitable feedback. We then concentrate on uniform exponential stabilizability
and show that a strengthened condition in terms of the cost holds if, and only
if, the Bohl exponent is arbitrarily assignable by a suitable feedback.
3.1. Stabilizability
We begin our discussion of the stabilization problem by introducing a con-
dition for the infinite time cost that can be achieved for the optimal control
problem (2.6). This criterion turns out to be already close to stabilizability.
Consider system (1.1). The following bound is essential in our setup
(A1) ∀ t0 ≥ 0 ∃C(t0) ≥ 0 ∀x0 ∈ Rn ∃u ∈ L2([t0,∞);Rm)
: J(∞; t0, x0, u) ≤ C(t0) ‖x0‖2 .
The concept introduced in (A1) is closely related to what has been called
“optimizable” in an infinite-dimensional context. Indeed, the equivalent no-
tion (A1’) defined below is exactly this concept as introduced in [14].
Proposition 3.1. Consider system (1.1). Then the following assumptions are
each equivalent to (A1):
(A1’) ∀ (t0, x0) ∈ R≥0 × Rn ∃u ∈ L2([t0,∞);Rm) : J(∞; t0, x0, u) <∞ ;
(A1”) ∀ (t0, x0) ∈ R≥0 × Rn ∃u ∈ L2([t0,∞);Rm)
: x ∈ L2([t0,∞);Rn) and lim
t→∞x(t; t0, x
0, u) = 0 .
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Proof. The implications (A1) ⇒ (A1’) and (A1”) ⇒ (A1’) are trivial.
(A1’) ⇒ (A1) : Let (t0, x0) ∈ R≥0 × Rn and set
x0 =
n∑
i=1
x0i ei for the canonical vectors e1, . . . , en ∈ Rn.
Then Assumption (A1’) yields
∀ i = 1, . . . , n ∃ui ∈ L2([t0,∞);Rm) : J(∞; t0, ei, ui) <∞ .
Now by linearity of (1.1) we conclude, for u(·) := ∑ni=1 x0i ui(·) , that
x(t; t0, x0, u) =
n∑
i=1
x0i
[
Φ(t, t0) ei +
t∫
t0
Φ(t, τ)B(τ)ui(τ) dτ
]
=
n∑
i=1
x0i x(t; t0, ei, ui)
and therefore we arrive at
J(∞; t0, x0, u) (2.6)=
∞∫
t0
[‖x(τ ; t0, x0, u)‖2 + ‖u(τ)‖2] dτ
=
∞∫
t0
[
‖
n∑
i=1
x0i x(t; t0, ei, ui)‖2 + ‖
n∑
i=1
x0iui(τ)‖2
]
dτ
≤ n max
i∈{1,...,n}
|x0i |2
n∑
i=1
∞∫
t0
[‖x(t; t0, ei, ui)‖2 + ‖ui(τ)‖2] dτ
≤ n
n∑
i=1
J(∞; t0, ei, ui) ‖x0‖2 =: C(t0) ‖x0‖2 .
(A1’) ⇒ (A1”) : If J(∞; t0, x0, u) < ∞, then x ∈ L2([t0,∞);Rn), u ∈
L2([t0,∞);Rm), and by boundedness of A(·), B(·) we have
x˙(·) = A(·)x(·) +B(·)u(·) ∈ L2([t0,∞);Rn) .
This implies limt→∞ x(t) = 0 by Barba˘lat’s lemma, see e.g. [7, Lemma 2.3.9].
The proof is complete.
The next theorem is the first main result of the present paper: We derive a
sufficient criterion for asymptotic stabilizability, see (A1”), based on the optimal
controllability property (A1).
Theorem 3.2. Consider system (1.1) and suppose that (A1) holds. Then we
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have the implications (A1) =⇒ (3.1) =⇒ (3.2) =⇒ (3.3) with
∃ a function γ : (0,∞)→ (0,∞) : ∀ 0 ≤ t0 < t1 ≤ ∞ ∀x0 ∈ Rn
γ(t1 − t0) ‖x0‖2 ≤ V (t1; t0, x0) ≤ C(t0) ‖x0‖2
}
(3.1)
∀ t0 ≥ 0 ∃ solution Π(·, t0) : [t0,∞) → Rn×n of (2.8) with initial con-
dition Π(t0, t0) := limt1→∞ P (t0; t1, t0), where P (·; t1, t0) is from Theo-
rem 2.1 and this solution is unique, symmetric and positive definite for
all t ≥ t0; further, for all t ≥ t0, Π(t, t0) = limt1→∞ P (t; t1, t0).
(3.2)
With Π(·) := Π(·, t0) as defined in (3.2), the closed-loop system
x˙ = [A−BB>Π] x
is asymptotically stable. In particular, B(·)>Π(·) ∈ L∞loc(R≥0;Rm×n).
(3.3)
For the proof of Theorem 3.2, we record the following lemma; a proof of it
can be found, for example, in [7, Lemma 3.3.4].
Lemma 3.3. The transition matrix of the homogeneous system (1.2) satisfies,
for a := ‖A‖L∞(0,∞), and all 0 ≤ s ≤ t
e−a(t−s) ≤ ‖ΦA(t, s)‖ ≤ ea(t−s) ∧ e−a(t−s) ≤ ‖ΦA(s, t)‖−1 ≤ ea(t−s) . (3.4)
Proof of Theorem 3.2.
(A1) ⇒ (3.1) : For x0 = 0 there is nothing to show, so assume x0 6= 0. Set
a := ‖A‖L∞(0,∞), b := ‖B‖L∞(0,∞). We derive, for all t ∈ [t0, t1] and all
u ∈ L2([t0, t1];Rm), and in view of the convolution inequality [7, Prop. A.3.14],
‖x(t; t0, x0, u)‖ ≥ ‖Φ(t, t0)x0‖ − ‖
∫ t
t0
Φ(t, τ)B(τ)u(τ) dτ‖
(3.4)
≥ e−a(t−t0) ‖x0‖ −
∫ t
t0
ea[t−τ ]b ‖u(τ)‖ dτ
≥ e−a(t−t0) ‖x0‖ − b ‖ea·‖L1(0,t−t0) ‖u‖L2(t0,t)
=: Λ(t− t0, u) (3.5)
Note that Λ(r, u) is strictly decreasing in r > 0. Define
T := min{t1, t0 + (log 2)/2a} (3.6)
R(r) := min {r, (log 2)/2a} , r ≥ 0
tu := min
{
t ≥ t0
∣∣Λ(t− t0, u) = ‖x0‖/2} .
Then
J(t1; t0, x0, u) ≥ J(T ; t0, x0, u)
(3.5)
≥
min{T,tu}∫
t0
[
1
4
‖x0‖2 + ‖u(τ)‖2
]
dτ .
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We will now derive a lower bound for the expression on the right hand side and
consider two cases:
(i) If u ∈ L2([t0, t1]) is such that tu ≥ T we have
J(T ; t0, x0, u) ≥ T − t04 ‖x
0‖2 = R(t1 − t0)
4
‖x0‖2 . (3.7)
(ii) If tu < T , then Λ(tu − t0, u) = 12 ‖x0‖ yields
‖u‖2L2(t0,tu)
(3.5)
=
(
e−a[tu−t0] − 12
b ‖ea·‖L1(0,tu−t0)
)2
‖x0‖2
(3.6)
≥
(√
1
2 − 12
)2
b2 ‖ea·‖2L1(0,T−t0)
‖x0‖2 .
(3.8)
we obtain from (3.7), and (3.8) that for all u ∈ L2([t0, t1];Rm), x0 ∈ Rn
J(t; t0, x0, u) ≥ min
R(t1 − t0)4 ,
(√
1
2 − 12
)2
b2 ‖ea·‖2L1(0,R(t1−t0))
 ‖x0‖2 =: γ(t1−t0)‖x0‖2 .
This proves the lower bound of the claim.
Suppose Assumption (A1) holds. For u given as in Assumption (A1) we
conclude, for all t ∈ [t0, t1] and all x0 ∈ Rn,
(x0)>P (t; t1, t0)x0
(2.9)
= V (t1; t, x0)
(2.7)
≤ J(t1; t, x0, u)
≤ J(∞; t, x0, u)
(A1)
≤ C(t) ‖x0‖2 , (3.9)
which proves the upper bound of the claim.
(3.1)⇒ (3.2) : Fix t0 ≥ 0. Then we have, by Proposition 3.9 for all x0 ∈ Rn,
γ(t1 − t0) ‖x0‖2
(3.1)
≤ (x0)>P (t; t1, t0)x0 (2.9)= V (t1; t, x0)
(3.1)
≤ C(t) ‖x0‖2 ;
and therefore, since P (t; ·, t0) is monotonically non-decreasing by Theorem 2.1 (iv),
we conclude existence, positive definiteness, and symmetry of
Π(t, t0) := lim
t1→∞
P (t; t1, t0) .
As the monotone limit of solutions of (2.8), Π(·, t0) solves the Riccati equa-
tion (2.8) with initial condition Π(t0, t0) = limt1→∞ P (t0; t1, t0). Finally,
uniqueness follows from standard theorems on ordinary differential equations.
(3.2) ⇒ (3.3) : We now consider the closed-loop system
x˙ = [A(t)−B(t)B(t)>Π(t, 0)]x (3.10)
on [0,∞). The derivative of the Lyapunov function x(t)>Π(t, 0)x(t) along any
solution x(·) of (3.10) satisfies, for all t ≥ 0
d
dt
(
x(t)>Π(t, 0)x(t)
)
= x(t)>
[
A(t)>Π(t, 0) + Π(t, 0)A(t)− 2Π(t, 0)B(t)B(t)>Π(t, 0) + ddtΠ(t, 0)
]
x(t)
(2.8)
= x(t)>
[− In −Π(t, 0)B(t)B(t)>Π(t, 0)]x(t) ,
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and integration of the latter over [0, t1] yields
− x(0)>Π(0, 0)x(0) ≤ x(t1)>Π(t1, 0)x(t1)− x(0)>Π(0, 0)x(0)
= −
t1∫
0
[‖x(τ)‖2 + ‖B(τ)>Π(τ, 0)x(τ)‖2] dτ ≤ − t1∫
0
‖x(τ)‖2 dτ
and similarly x(0)>Π(0, 0)x(0) ≥ ‖u‖L2(0,t1).
Since the above two inequalities hold true for all t1 ≥ 0, it follows that x(·) ∈
L2 ([0,∞),Rn) and u(·) ∈ L2([0,∞),Rm). As A(·) and B(·) are essentially
bounded by assumption, it follows that
x˙(·) = [A(·)x(·) +B(·)u(·)] ∈ L2([0,∞),Rn) .
Hence, x(·) is an L2-function with derivative in L2 and we may apply [7,
Lemma 2.3.9] to conclude that limt→∞ x(t) = 0.
If (t0, x0) ∈ R≥0 × Rn and x(·; t0, x0) is the unique solution to
x˙ = [A(t)−B(t)B(t)>Π(t, 0)]x, x(t0) = x0 ,
then x(·; t0, x0) = x(·; 0, x(0; t0, x0)) and by the previous findings it follows that
limt→∞ x(t; t0, x0) = 0. Hence the closed-loop system is attractive; and for
linear systems this implies asymptotic stability, see [7, Prop. 3.3.2]. Finally, we
have B(·)>Π(·) ∈ L∞loc(R≥0;Rm×n) as B(·) is essentially bounded and Π(·) is
continuous.
This completes the proof of the theorem. 
We note the following immediate corollary.
Corollary 3.4. If system (1.1) given by (A(·), B(·)) is such that for some λ > 0
the shifted system (A(·) − λI,B(·)) satisfies (A1), then (1.1) is exponentially
stabilizable by locally bounded feedback.
Proof. By Theorem 3.2 there exists an asymptotically stabilizing feedback F for
(A(·)− λI,B(·)). Hence, kL(A− λI +BF ) ≤ 0 and so kL(A+BF ) ≤ −λ.
Remark 3.5. Note that in Theorem 3.2 it cannot be expected that the closed-
loop system in (3.3) has a negative Lyapunov exponent: consider x˙ = −11+tx,
which clearly satisfies (A1) but kL(A−BB>P ) < 0 is not the case.
Also, it is not necessary that (A1) holds in order that a system is stabilizable,
as in general, asymptotically stable linear time-varying systems need not have
trajectories that are square integrable. An example in point is x˙ = −12(1+t)x,
which has solutions x(t;x0, t0) =
√
(t0 + 1)/(t+ 1)x(t0) for t ≥ t0 ≥ 0.
The much stronger condition of arbitrarily assigning the Lyapunov expo-
nent by state feedback is equivalent to complete controllability and treated, by
invoking Theorem 3.2, in the next main result.
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Theorem 3.6. System (1.1) is completely controllable if, and only if, for all
λ > 0 there exists an F ∈ L∞loc(R≥0;Rm×n) such that kL(A + BF ) ≤ −λ.
Both conditions imply (A1); and (A1) does not, in general, imply complete
controllability of (1.1).
Proof. We proceed in several steps.
Step 1: We show that completely controllability implies (A1): Choose, for initial
data (t0, x0), a t1 ≥ t0 and u(·) such that x(t1; t0, x0, u) = 0. Define
u˜(t) :=
{
u(t), t ∈ [t0, t1)
0, t ≥ t1 (3.11)
Then x(t; t0, x0, u) = 0 for t ≥ t1, and so J(∞; t0, x0, u˜) = J(t1; t0, x0, u) < ∞.
This proves (A1’) and the claim follows from Proposition 3.1. The converse of
Step 1 is obviously false, as the simple example x˙ = −x shows.
Step 2: Assume that (1.1) is complete controllable and note that by (2.2) this
is true if, and only if, (A + λI,B) is completely controllable for every λ ∈ R.
Fix λ > 0. Then Step 1 applied to Theorem 3.2 yields the existence of some
F ∈ L∞loc(R≥0;Rm×n) such that kL(A+λI+BF ) ≤ 0. Now it is straightforward
to see that kL(A+BF ) ≤ −λ.
Step 3: Finally, assume that for every λ < 0 we may achieve kL(A+BF ) ≤ −λ.
We have, by definition of W (·, ·),
∀ 0 ≤ t0 ≤ t1 ≤ t2 : kerW (t0, t2) ⊂ kerW (t0, t1) ,
and since kerW (t0, t) is a finite dimensional space, it is easily verified that
(1.1) is not completely controllable ⇔ ∃ t0 ≥ 0 :
⋂
t≥t0
kerW (t0, t) 6= {0} .
Now assume that (1.1) is not completely controllable and
choose t0 ≥ 0 and x0 ∈
⋂
t≥t0
kerW (t0, t) such that ‖x0‖ = 1 .
Let F (·) ∈ L∞([t0,∞),Rm×n) be arbitrary and set u(·) := F (·)ΦA+BF (·, t0)x0
and z(·) := ∫ ·
t0
ΦA(t0, s)B(s)u(s) ds. Then the unique solution xF (·) of
x˙ = [A+BF ]x , x(t0) = x0
satisfies by variation of constants that
xF (t) = ΦA(t, t0)x0+
∫ t
t0
ΦA(t, s)B(s)u(s) ds = ΦA(t, t0)
[
x0 + z(t)
)
] . (3.12)
We now use the well-known fact, [15, Hilfssatz 3.1], that for all t ≥ t0 we have
z(t) ∈ im W (t0, t) and briefly summarize the arguments provided in [15] for the
veracity of that claim:
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It is clear that im W (t0, t) ⊂ R := {
∫ t
t0
ΦA(t0, s)B(s)u(s)|u(·) ∈ L1(t0, t)}. As
W (t, t0) is symmetric, it follows that equality holds if, and only if, kerW (t0, t)∩
R = {0}. Now x ∈ kerW (t0, t) if, and only if, B∗(s)ΦA(t0, s)∗x = 0 almost
everywhere on [t0, t]. So if x ∈ kerW (t0, t) ∩R, we have
‖x‖2 = x∗x =
∫ t
t0
x∗ΦA(t0, s)B(s)u(s)ds = 0 ,
and this proves the claim.
Continuing with the proof, note that since x0 ∈ kerW (t0, t) for all t ≥ t0
and W (t0, t) is diagonalizable by orthogonal transformation, we conclude
∀ t ≥ t0 : ‖x0 + z(t)‖ =
√
‖x0‖2 + ‖z(t)‖2 =
√
1 + ‖z(t)‖2 . (3.13)
Thus
kL(A+BF )
(3.12)
≥ lim supt→∞ 1t log ‖ΦA(t, t0)
(
x0 + z(t)
) ‖
≥ lim supt→∞ 1t log
(
‖ΦA(t0, t)‖−1
√
1 + ‖z(t)‖2
)
= lim supt→∞
1
t
(
log ‖ΦA(t0, t)‖−1 + 12 log
(
1 + ‖z(t)‖2))
≥ lim supt→∞ 1t log ‖ΦA(t0, t)‖−1
(3.4)
≥ −‖A‖∞ ,
where the first inequality is a consequence of the definition of the Lyapunov
exponent and the last inequality uses [7, Lemma 3.3.4 and Remark 3.3.11].
It follows that without the assumption of complete controllability it is not
possible to assign arbitrarily negative Lyapunov exponents.
We conclude this section with an example showing that various implications
between controllability, stabilizability by bounded feedback, and existence of
positive and bounded solutions of the Riccati equation (2.8) cannot be expected.
Example 3.7. Consider the example
x˙(t) = x(t) +
1
t+ 1
u(t) , t ≥ 0 . (3.14)
(1) First note that the system (3.14) is completely controllable by immediate
calculation. This implies that (A1’) is satisfied, because we can steer any initial
condition (t0, x0) to the origin. By Proposition 3.1, (A1) holds.
(2) Next we show that the system (3.14) cannot be expected to be stabilizable
by a bounded feedback. Let u(·) = f(·)x(·) and suppose that f(·) is bounded.
Then limt→∞ a(t) + b(t)f(t) = limt→∞ 1 +
f(t)
t+1 = 1 and hence the closed-loop
system satisfies, for large t, x˙(t) = [a(t) + b(t)f(t)]x(t) ≥ x(t)/2, and so it is
unstable and, in particular, the feedback is not stabilizing.
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(3) It is easy to see that the associated control Riccati equation (2.8), i.e.
p˙(t) + 2p(t)− 1
(t+ 1)2
p(t)2 + 1 = 0
to the system (3.14) does not have any positive bounded solution.
(4) In particular, system (3.14) provides a counterexample to [6, Theorem 3.1]
where the authors claim the equivalence of (i) “global null-controllability”,
(ii) the existence of a bounded positive solution to the associated control Riccati
equation, and (iii) the possibility of assigning arbitrary Lyapunov exponents by
bounded feedback. We have seen that complete controllability holds for the
present example. This yields (i); however, (ii) and (iii) fail.
Example 3.8. In this example we show that it may be possible to assign
arbitrary Lyapunov exponents by bounded feedback without the possibility of
uniform exponential stabilization. To this end, let T0 := 0, Tk+1 := Tk + 2k =
k(k + 1), k ∈ N0 and consider x˙ = x+ b(t)u(t) for
b(t) =
{
1 , t ∈ [Tk, Tk + k)
0 , t ∈ [Tk + k, Tk + 2k) .
So any feedback u(t) = f(t)x(t) with f ∈ L∞loc(R≥0;R) we have
∀ k ∈ N : Φf (Tk+1, Tk + k) = exp
∫ Tk+1
Tk+k
[a(τ) + b(τ)f(τ)] dτ = ek
and therefore it is impossible to find a uniform constant M ≥ 0 and λ < 1 such
that, for all k ∈ N0, we have |Φf (Tk+1, Tk + k)| = ek ≤Meλk. This shows that
the Bohl exponent of the closed-loop system is at least equal to 1.
On the other hand, it is easy to see that with the choice of f(·) = −1 − 2λ
for any λ ∈ R, the closed-loop system is x˙ = [1 + b(t)f(t)]x and
∀ k ∈ N0 : Φf (Tk + 2k, Tk) = e(−1−2λ)kek = e−λ 2k .
Now it is easy to derive that the Lyapunov exponent kL
(
1 + b(t)f(t)
)
= −λ.
3.2. Uniform exponential stabilizability
In view of Theorem 3.2, the reason that the construction of the feedback does
not result in a bounded stabilizing feedback lies in the specific t0 dependence of
the bound C(t0) in (A1). Indeed, in (3.9) we have seen that Π(t) is bounded
by C(t). It would then seem natural to strengthen (A1) as follows
(A2) ∃C ≥ 0 ∀ (t0, x0) ∈ R≥0 × Rn ∃u ∈ L2([t0,∞);Rm)
: J(∞; t0, x0, u) ≤ C ‖x0‖2 .
To show the equivalence of (A2) and uniform exponential stabilizability the
following uniform bound similar as in (3.1) is needed.
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Proposition 3.9. Consider system (1.1) and suppose that (A2) holds. Then
we have
∃ a function γ : (0,∞)→ (0,∞) ∀ 0 ≤ t0 < t1 ≤ ∞ ∀x0 ∈ Rn
: γ(t1 − t0) ‖x0‖2 ≤ V (t1; t0, x0) ≤ C ‖x0‖2 . (3.15)
Proof. The proof is similar to the proof of (3.1) and omitted.
We are now in a position to show that (A2) is equivalent to uniform expo-
nential stabilizability.
Theorem 3.10. For any system (1.1) we have:
(A2) ⇐⇒ (1.1) is uniformly exponentially sta-bilizable by bounded feedback.
Proof. Denote, for (t0, x0) ∈ R≥0 × Rn, the unique solution of the initial value
problem x˙ = [A+BF ]x, x(t0) = x0, by xF (·; t0, x0) : R≥0 → Rn and set
u(·) = F (·)xF (·; t0, x0) .
If (2.1) is valid, then
∃M ≥ 1 ∃β > 0 ∀ (t0, x0) ∈ R≥0×Rn ∀ t ≥ t0 : ‖xF (t; t0, x0)‖ ≤M e−β(t−t0)‖x0‖ ,
and therefore, ‖u(t)‖ ≤ ‖F‖L∞(0,∞)M e−β(t−t0)‖x0‖, and (A2) clearly holds.
Suppose (A2) holds. Define F (t) = −B(t)>Π(t, 0).As
Π(t, 0) = lim
t1→∞
P (t; t1, 0) ≥ P (t; t+ 1, 0) ,
it follows from (A2) and with α := γ(1), as given by Proposition 3.9, that
∀ t ≥ 0 : α In ≤ Π(t, 0) ≤ C In . (3.16)
This shows that F ∈ L∞(R≥0;Rm×n).
Following the calculations in the proof of (3.2), we see that the derivative of
the Lyapunov function x(t)>Π(t, 0)x(t) along any solution x(·) of (3.10) satisfies,
for all t ≥ 0,
d
dt
(
x(t)>Π(t, 0)x(t)
) ≤ −‖x(t)‖2 (3.16)≤ − 1
C
(
x(t)>Π(t, 0)x(t)
)
and integration of the latter over [t0, t] yields for all t ≥ t0 that
‖x(t)‖2
(3.16)
≤ 1
α
x(t)>Π(t, 0)x(t)
≤ 1
α
e−(t−t0)/Cx(t0)>Π(t0, t0)x(t0)
(3.16)
≤ C
α
e−(t−t0)/C‖x(t0)‖2 .
This shows uniform exponential stability of x˙ = [A + BF ]x, whence (2.1).
Therefore, the proof of the theorem is complete.
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Remark 3.11. There are some results known for the case that (A(·), B(·)) are
unbounded and we briefly comment on these.
(i) If boundedness is not assumed, it is still true that uniform controllability,
as defined in [9, Def. (5.13)], see also [1], implies that arbitrary Bohl exponents
may be assigned. The converse has no hope of being true, as in the unbounded
case a system without inputs can have Bohl exponent equal to −∞, so the
property that the Bohl exponent is below any real bound does not really say
much about the system. A further example may be found in [1, Example 3].
(ii) Again in the case of unbounded (A(·), B(·)), a characterization of com-
plete controllability is possible using the concept of complete stabilizability as
introduced in [1]. The latter property is satisfied if arbitrary varying expo-
nential decay rates can be achieved by feedback. More precisely, it is required
that for any continuous function (t, t0) 7→ δ(t, t0) there exists a feedback F and
constants a(t0), t0 ≥ 0 such that the closed-loop system satisfies
‖ΦF (t, t0)‖ ≤ a(t0) e−δ(t,t0) , ∀ t ≥ t0 .
Ikeda et al. [1] prove for possibly unbounded (A(·), B(·)) that system (1.1) is
completely controllable if, and only if, it is completely stabilizable.
We now derive a sufficient condition for (A2) that is related to ‘uniform
stabilizability’ as introduced in [16] for the discrete-time case to show the exis-
tence of a uniformly exponentially stabilizing feedback. The condition below is
a slight modification of this and also interpreted for continuous time systems.
Loosely speaking, condition (3.17) says that, if on a given interval a trajectory
is not decaying, then it is possible to control the system sufficiently. Consider
∃ T ≥ S > 0 ∃ d ∈ [0, 1) ∃ c > 0 ∀ t ≥ 0 ∀x ∈ Rn :
‖ΦA(t+ T, t)x‖ ≥ d‖x‖ ⇒ x>W (t, t+ S)x ≥ b‖x‖2. (3.17)
Proposition 3.12. (3.17) implies (A2).
Proof. For reasons of space, we only give an outline. Suppose that (3.17) holds
for given constants S, T, d, c. As S ≤ T by assumption, we have W (t, t+ S) 
W (t, t+ T ), and thus we may assume that S = T .
Fix x0 ∈ Rn, t0 ≥ 0 and define tk = t0 + kT for k = 0, 1, . . .
For each k we choose an orthogonal transformation T (k) such that
T (k)>W (tk, tk+1)T (k) =
[
V1(k) 0
0 V2(k)
]
and V1(k)  cI, V2(k) ≺ cI ,
with 0 ≤ dimV1(k) = n−dimV2(k) ≤ n. Then it may be shown, for any k ∈ N,
that
‖ΦA(tk+1, tk)x(tk)‖ ≥ d ‖x(tk)‖ =⇒∥∥ΦA(tk+1, tk) (T (k) [ 0 00 I ]T (k)>x(tk))∥∥ < d ‖x(tk)‖ . (3.18)
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Next we design a control uk(·) on [tk, tk+1) such that
‖x(tk+1;x(tk), tk, uk)‖ < d ‖x(tk)‖ . (3.19)
If the presupposition in (3.18) does not hold, then put uk ≡ 0 and (3.19) is
trivially satisfied. If the presupposition in (3.18) holds, then put
uk(τ) = −B(τ)>ΦA(tk, τ)>T (k)
[
V1(k)−1 0
0 0
]
T (k)>x(tk), τ ∈ [tk, tk+1)
and a straightforward computation using (3.18) shows (3.19).
Now define a control u : R≥0 → R be stacking together the controls uk
designed for (3.19) and consider the solution x(·) := x(·;x0, t0, u). Then the
superposition property of linear ordinary differential equations gives
∀ k ∈ N : ‖x(tk+1)‖ < dk ‖x0‖ . (3.20)
From the definition of uk(·), the boundedness ofA(·) andB(·), and as ‖V1(k)−1‖ ≤
c−1 we see that
‖uk‖L∞(tk,tk+1)
Lem.3.3≤ ‖B(·)‖∞ eaT c−1 ‖x(tk)‖
(3.20)
< ‖B(·)‖∞ eaT c−1 dk ‖x0‖ ,
(3.21)
and thus a longish but straightforward calculation yields
‖u(·)‖2L2(0,∞) < T
(‖B(·)‖∞ eaT
c
)2 1
1− d2 ‖x
0‖2 .
Similarly,
‖x(·)‖2L2(0,∞) <
∞∑
k=0
[
3T e2aT ‖x(tk)‖2 + 3T
(
T eaT ‖B(·)‖∞‖uk‖L∞(tk,tk+1)
)2 ]
and by (3.20) and (3.21) there exists a constant C˜ > 0 such that ‖x(·)‖2L2(0,∞) ≤
C˜ ‖x0‖2. This shows (A2).
4. Dynamic feedback
In [5] it is shown that if system (1.1) is uniformly exponentially stabilizable
by linear dynamic state feedback, then it is uniformly exponentially stabilizable.
The proof relies on a clever manipulation of the Lyapunov function of the closed-
loop system and is of interest in its own right. Here we are able to give a
much shorter and conceptually simpler proof, based on the previous results.
Furthermore, we extend the statement to the case of exponential stabilizability.
A dynamic feedback for system (1.1) is given by a system
z˙(t) = K(t)z(t) + L(t)x(t) , z(0) = z0
u(t) = M(t)z(t) +N(t)x(t) ,
(4.1)
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where z0 ∈ Rp, K ∈ L∞(R≥0;Rp×p), L ∈ L∞(R≥0;Rp×n), M ∈ L∞(R≥0;Rm×p),
N ∈ L∞(R≥0;Rm×x). This yields the closed-loop system
x˙(t) = [A(t) +B(t)N(t)] x(t) +B(t)M(t)z(t) , x(0) = x0
z˙(t) = K(t)z(t) + L(t)x(t) , z(0) = z0 . (4.2)
Theorem 4.1. Consider system (1.1).
(i) If there exists a dynamic feedback of the form (4.1) such that the closed-
loop (4.2) is uniformly exponentially stable, then (1.1) is uniformly expo-
nentially stabilizable by linear static, time-varying, bounded feedback.
(ii) If there exists a dynamic feedback of the form (4.1) such that the closed-
loop (4.2) is exponentially stable, then (1.1) is exponentially stabilizable
by linear static, time-varying, possibly unbounded feedback.
Proof. (i) If the closed-loop system (4.2) is uniformly exponentially stable,
then there exist constants D ≥ 1, β > 0 such that, for all initial conditions
(t0, x0, z0) ∈ R≥0 × Rn × Rp and for all t ≥ t0, we have
‖x(t; t0, x0, z0)‖2 + ‖z(t; t0, x0, z0)‖2 ≤ D2 e−2β(t−t0)
(‖x0‖2 + ‖z0‖2) . (4.3)
We obtain in particular for the choice z0 = 0 a bound only depending on ‖x0‖
on the right hand side. Writing
u(t) := N(t)x(t; t0, x0, 0) +M(t) z(t; t0, x0, 0) (4.4)
and η = max{‖N‖∞, ‖M‖∞} it follows that
∀ t ≥ 0 : ‖u(t)‖ ≤ ηD e−β(t−t0)‖x0‖2 . (4.5)
The combination of (4.3) and (4.5) shows that (A2) is satisfied. Now the claim
follows from Theorem 3.10.
(ii) If the closed-loop system (4.2) is exponentially stable, there exist con-
stants D(t0) ≥ 1, β > 0 such that, for all initial conditions (x0, z0) ∈ Rn × Rp
and for all t ≥ t0, we have
‖x(t; t0, x0, z0)‖2 + ‖z(t; t0, x0, z0)‖2 ≤ D(t0)2 e−2β(t−t0)
(‖x0‖2 + ‖z0‖2) .
(4.6)
In particular for λ ∈ (0, β), the solution (xλ, zλ) of the λ-shifted system
x˙(t) = [A(t) + λI +B(t)N(t)] x(t) +B(t)M(t)z(t) (4.7)
z˙(t) = [K(t) + λI] z(t) + L(t)x(t) (4.8)
satisfies
‖xλ(t; t0, x0, z0)‖2+‖zλ(t; t0, x0, z0)‖2 ≤ D(t0)2 e−2(β−λ)(t−t0)
(‖x0‖2 + ‖z0‖2) .
(4.9)
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This shows that the system corresponding to (A(·) + λI,B(·)) is exponentially
stabilizable by dynamic feedback. A calculation as in (4.4), (4.5) shows that
the corresponding input uλ(·) = N(t)xλ(·) +M(t)zλ(·) satisfies
∀ t ≥ 0 : ‖uλ(t)‖ ≤ ηD(t0) e−(β−λ)(t−t0)‖x0‖2 . (4.10)
By (4.9) and (4.10) it can be seen that (A(·) + λI,B(·)) satisfies (A1’). By
Proposition 3.1, (A1) is satisfied, and so by Theorem 3.2 there exists an asymp-
totically stabilizing static state feedback Fλ(·) for this system. If follows that
x˙(t) = [A(t) +B(t)Fλ(t)]x(t)
is exponentially stable with maximal Lyapunov exponent less or equal to−λ.
5. Conclusions
In this paper we have filled some gaps that were present in the stabilizability
theory of linear time-varying systems. In particular, for the question of charac-
terizing stabilizability in the case that systems are not completely controllable
or completely controllable but not uniformly so, criteria for stabilizability are
provided provided.
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