Abstract: We consider the estimation of smooth regression functions in a class of conditionally parametric covariate-response models. Independent and identically distributed observations are available from the distribution of (Z,X), where Z is a real--valued covariate with some unknown distribution, and the response X conditional on Z is distributed according to the density p(.,psi(Z)), where p(.,theta) is a one-parameter exponential family. The function psi is a smooth monotone function. Under this formulation, the regression function E(X|Z) is monotone in the covariate Z (and can be expressed as a one--one function of psi); hence the term ``monotone response model''. Using a penalized least squares approach that incorporates both monotonicity and smoothness, we develop a scheme for producing smooth monotone estimates of the regression function and also the function psi across this entire class of models. Pointwise asymptotic normality of this estimator is established, with the rate of convergence depending on the smoothing parameter. This enables construction of Wald--type (pointwise) as well as pivotal confidence sets for psi and also the regression function. 
Introduction
Monotonicity is a shape-restriction that shows up very naturally in different areas of application like reliability, renewal theory, epidemiology and biomedical studies. For example, the monotone function of interest could be a distribution function or a cumulative hazard function (survival analysis), the mean function of a counting processes (demography, reliability, clinical trials), regression function (dose-response modeling, modeling disease incidence as a function of distance from a toxic source), density (inference in renewal theory and other applications) or hazard rate (reliability).
Some of the early work on monotone function estimation goes back to the 1950's. Grenander (1956) derived the MLE of a decreasing density as the slope of the least concave majorant of the empirical distribution function based on i.i.d. observations. The pointwise asymptotic distribution of Grenander's estimator was established by Prakasa Rao (1969) . Brunk (1970) studied the problem of estimating a monotone regression function in a signal plus noise model, with additive homoscedastic errors. A key feature of these monotone function problems is the slower rate of convergence (usually n 1/3 ) of the MLE, as compared to the faster √ n rate in regular parametric models. Moreover, the pointwise limit distribution of the MLE turns out to be a non-Gaussian one, and was characterized by Groeneboom (1989) .
Many of these monotone function models relate a covariate to the corresponding response through a monotone "dependence function". We call such models monotone response models and describe them as follows.
Consider independent and identically distributed observations
, where each (X i , Z i ) is distributed like (X, Z), and (X, Z) is distributed in the following way: The covariate Z is supported on a compact interval H and has a Lebesgue density p Z (with distribution function F Z ). The conditional density of X given that Z = z is given by p(·, ψ(z)), where {p(·, θ) : θ ∈ Θ} is a one-parameter exponential family of densities (with respect to some dominating measure µ) parametrized in the natural or canonical form, and ψ is a smooth (continuously differentiable) monotone increasing function that takes values in Θ. Recall that the density p(·, θ) can be expressed as:
p(x, θ) = exp[θT (x) − B(θ)]h(x).

Now, it is easy to see that, E[T (X)|Z = z] = B • ψ(z) = m(z) (say).
Since B is infinitely differentiable on Θ (an open set) and ψ is continuous on H, B (k) • ψ is continuous and therefore bounded on H, for every k > 0. Also, B (θ) = Var θ (T ) > 0 for every θ, implying that B is a strictly increasing function. Hence, B is invertible (with inverse function H, say) and estimating m is equivalent to estimating ψ. The function ψ is called the dependence func-tion and is in 1-1 correspondence with the regression function m. Our target is to find a smooth estimate of ψ (or equivalently m) in the general scenario.
The monotone response model can be viewed as a generalization of simple monotone regression (see (a) below) in the same vein as the generalized linear model is viewed as an extension of the simple linear regression model. The usefulness of this general framework lies in the various dissimilar scenarios it comprises, as motivated by the following examples.
(a) Monotone Regression Model: Consider the model
where {( i , Z i )} n i=1 are i.i.d. random variables, i is independent of Z i , each i is normal with mean 0 and variance σ 2 , each Z i has a Lebesgue density p Z (·) and µ is a monotone function. The above model and its variants have been fairly well-studied in the literature on isotonic regression. Note the reference to Brunk (1970) above; more references follow in the discussion later. Here, Z ∼ p Z (·) and X | Z = z ∼ N (µ(z), σ 2 ). This conditional density comes from the one-parameter exponential family N (η, σ 2 ) (for fixed σ 2 ), η varying.
(b) Binary Choice Model: Here we have a dichotomous response variable X = 1 or 0 and a continuous covariate Z with a Lebesgue density p Z (·) such that P (X = 1 | Z) ≡ G(Z) is a smooth function of Z. Thus, conditional on Z, X has a Bernoulli distribution with parameter G(Z). To cast this model in terms of the natural parameter, we take the link function as ψ(z) = log (G(z)/(1 − G(z))) and p(x, θ) = xθ − log(1 + e θ ) for θ ∈ R, whence the natural sufficient statistic T (x) = x, B(θ) = log(1 + e θ )and m(z) = G(z). Models of this kind have been quite broadly studied in econometrics and statistics (see, for example, Dunson (2005) , Newton et al (1996) , Salanti & Ulm (2003) ). In a biomedical context one could think of X as representing the indicator of a disease/infection and Z the level of exposure to a toxin, or the measured level of a biomarker that is predictive of the disease/infection. In such cases it is often natural to impose a monotonicity assumption on G.
An important special case of the above model (that will appear in our dataanalysis section) is the "Current Status Model" from survival analysis that is used extensively in epidemiology and has received much attention among biostatisticians and statisticians (see, for example, Sun & Kalbfleisch (1995) , Huang (1996) , Shiboski (1998) , Sun (1999) , Banerjee & Wellner (2001) ). Consider n individuals who are checked for infection at independent random times T 1 , T 2 , . . . , T n ; we set X i = 1 if individual i is infected by time T i and 0 other-wise. We can think of X i as 1 {W i ≤ T i } where W i is the unobserved (random) time to infection, measured from some baseline period. The W i 's are assumed to be independent and also independent of the T i 's. We are interested in making inference on F , the common distribution function of the W i 's. We note that
is an i.i.d. sample from the distribution of (X, T ) where T ∼ h(·) for some Lebesgue density h and X | T ∼ Bernoulli(F (T )). This is precisely the (monotone) binary choice model considered above, with T and F playing the role of Z and G.
(c) Poisson Regression Model: Suppose that Z ∼ p Z (·) and X | Z = z ∼ Poisson(ψ(z)) where ψ is a monotone function. Here one can think of Z as the distribution of a region from a hazardous point source (for example, a nuclear processing plant or a mine) and X the number of cases of disease incidence at distance Z (say, cancer occurrences due to radioactive exposure in the case of the nuclear processing plant, or Silicosis in the case of the mine). Given Z = z, the number of cases of disease incidence X at distance z from the source is assumed to follow a Poisson distribution with mean θ(z) where θ can be expected to be monotonically decreasing in z, since the harmful effect should decay as we move further out from the source. Variants of this model have received considerable attention in epidemiological contexts (Stone (1988) , Diggle et al (1999) , Morton-Jones et al (1999) ).
In each of these examples, the regression function E(X | Z) is a monotone function of Z, and one seeks to make inference on the regression function. Maximum likelihood estimation in each of the above problems (and for monotone function problems, in general) reduces to solving an equivalent isotonic regression problem, which can be done, for example, by using the standard PoolAdjacent-Violator-Algorithm (PAVA). (See, Robertson et al (1989) ). However, the MLE is piecewise constant and has abrupt discontinuities. This can often render it undesirable for scientific purposes; especially since the underlying function is thought to be smooth, jumps become difficult to interpret. A naive approach is to use kernel smoothing on the MLE of the regression function; however, this suffers from two main difficulties. Firstly, smoothing may destroy monotonicity and secondly, the number of support of points of the MLE is O p (n 1/3 ), which is far smaller than the order of support points one has in standard density estimation and nonparametric regression contexts. This will typically make the kernel smoothed estimator unreliable.
A number of authors have come up with different solutions to this problem of combining smoothness with shape restrictions in regression settings. Wright & Wegman (1980) for example, worked with spline based estimation of monotone and convex/concave functions. Mukerjee (1988) devised an estimate based on kernel-type smoothing and showed that it is asymptotically normal. Mammen (1991) 's approach deals with successive kernel smoothing and isotonization, giving the estimator m SI , or the interchanged estimator m IS .
However, the assumption of a bivariate joint Lebesgue density for the regressor and the covariate limits the scope of Mukerjee's approach, since discrete response variables cannot be incorporated. Mammen's method, on the other hand, does not incorporate the case of random regressors, or heteroscedasticity of errors (mean-variance relationships), and is therefore not directly applicable to monotone response models either. In another approach, Kelly & Rice (2001) use monotone smoothing through B-splines, with application to estimating dose-response curves. However, they do not present a theoretical justification of their method, so effective comparison to other methods is difficult in this case. Recently, Ramsay (1998) worked on a similar spline-based method, but on a different transformed variable. Dette et al (2005) deal with a smooth binary regression model under monotonicity constraints but do not discuss extensions to the general exponential family case.
Recently, Pal & Woodroofe (2007) have developed a method of estimating a smooth monotone regression function in a model with fixed design points and additive mean 0 i.i.d. errors. This involves minimizing a penalized least squares criterion incorporating monotonicity constraints and weighing the penalties optimally. They show that the pointwise limit distribution of their estimate is normal , with rates faster than n 1/3 , but slower than √ n. Motivated by this approach, we adopt a similar strategy in the general monotone response model that incorporates monotonicity and smoothness constraints simultaneously. Pointwise asymptotic normality of the estimator is established, with a rate of convergence that depends on the smoothing parameter. This yields a method of constructing confidence intervals for the regression function at different points of interest. In particular, this gives us a novel way of constructing a smooth estimator of the survival time distribution in the current status model, along with pointwise confidence bands.
Furthermore, we compare this new method of constructing pointwise confidence intervals with the likelihood ratio based method due to Banerjee (2007) . This is based on inversion of the likelihood ratio statistic for testing the null hypothesis that the regression function in a monotone response model assumes a fixed value. Numerical comparisons between the smooth estimator and the LRT method show that the former tends to produce sharper pointwise confidence sets on the average, though the coverage is marginally compromised. In view of this discussion, the proposed new method makes a fairly useful case, not least because of the fact that it can be readily applied to different examples with very little methodological adaptation. In Section 2, we characterize the smooth estimator and propose a reasonably simple and fast iterative algorithm to compute the estimator. Section 3 is devoted to the pointwise asymptotic behavior of the estimator. We establish an equivalence between the splinetype estimator and a kernel estimator, which is instrumental in deriving the asymptotic normality. Section 4 presents simulation comparisons for these two methods in different scenarios (binary and Poisson regression) along with an application to a real-life data set involving binary responses, and is followed by references. Some of the relevant technical details are collected in an appendix.
The Smooth Estimator
Characterization and properties
In the monotone response model defined in the introduction, the log-likelihood for the data (Z 1 , X 1 ), . . . , (Z n , X n ) with realizations (z 1 , x 1 ), . . . , (z n , x n ) becomes
Our objective now centers on maximizing (1) subject to the constraint ψ . Let z (1) < z (2) < . . . < z (n) denote the ordered values of the z i 's and let x (i) denote the response value corresponding to z (i) . Set T i = T (x (i) ) and
. From the Kuhn-Tucker conditions, it is easy to show that, arg max
Hence, finding the NPMLE is equivalent to solving the least squares problem:
2 on the set B = {m }, and computing ψ = (B ) −1 • m, transforming back to get the link function.
The Maximum Likelihood Estimator or equivalently the Least Square Estimator is devoid of the desired smoothness and has abrupt jumps with nonremovable discontinuities, and hence is often unsuitable for interpretation purposes. Tantiyaswasdikul & Woodroofe (1994) (TW94 from now on) suggested penalizing the least squares criterion using a smoothness penalty. Here, since maximum likelihood estimation is equivalent to least squares regression, we adopt a similar penalization criterion. To this end, we consider the λ-penalized
in B = {m : m is absolutely continuous, m exists a.e. and ≥ 0}.
This formulation puts equal smoothness penalty to the entire range, even to regions where F Z barely puts any mass. To alleviate this, we replace Z by its cumulative distribution function F Z , as this will penalize more for roughness in a densely sampled region. Since F is an unknown function, we work with its estimateF n , defined as,
, it is only a question of definition since this interval will eventually cover the entire support of Z. For convenience, we define it as 1 for all z larger than z (n) and linearly in the stretch [z (1) − 1/n, z (1) ], with terminal values 0 and 1/n respectively and 0 to the left of z (1) . This function is quite close to the actual empirical distribution function F n , which being discontinuous is unsuitable for our purpose. Thus,F n is continuous, piecewise linear, strictly increasing in [z (1) , z (n) ] and non-decreasing throughout, bounded between 0 and 1 and converges to the true CDF of Z. This transformation and the subsequent quantile transformation to get back z i 's is motivated by the large amount of work by E. Parzen on the quantile transformation, described in Parzen (2004) .
Since the unpenalized problem requires finding the least squares solution of
n , we seek to solve the minimization problem
in {φ : φ is absolutely continuous from [0, 1] → R, φ exists a.e. and ≥ 0} and transform back to getm =φ •F n .
Characterization of the estimator: The estimator which minimizes (2) can be characterized as a solution to a set of recurrence relations. Let
Defineφ to be a piecewise linear function withφ(k/n) =φ k (say) andφ(t) =φ 1 
and the boundary conditionΦ n = G n . Moreover,
The result is analogous to Theorem 1 in TW94 and proved similarly. 2
Letφ denote the solution to the minimization problem in (2) with all restrictions on φ as before apart from monotonicity, i.e. φ is no longer stipulated to be non-negative. We callφ the unconstrained minimizer of (2). The estimatorφ can be characterized as the projection ofφ onto the set of monotone functions (using the norm 1/n
. This is explained in Mammen & Thomas-Agnan (1999) and Mammen et al (2001) . Here, we devise an algorithm to compute the estimator directly, rather than following the two-step procedure.
An algorithm to compute the estimator: To computeφ we will set up a binary search algorithm to satisfy both (3) and the boundary condition. The two bounds onφ 1 in Proposition 1 are required to initiate the iteration. The iteration converges due to the contraction of the binary search algorithm and is developed as follows.
Step 1 Let A = min k nG k /k, B = G n , and some pre-assigned tolerance limit.
Step
IfΦ n > G n + , set B =φ 1 . Repeat from Step 2. IfΦ n < G n − , set A =φ 1 . Repeat from Step 2.
This algorithm leads to an estimator which satisfies the criteria in Proposition 1, hence solving the transformed minimization problem (2).
Discussion of the procedure
The computational simplicity of the algorithm is highlighted by the fact that it takes only an ordered set of response values and estimates the link function using an iterative algorithm. The covariate values are not required in every iteration. Rather, they are only used to order the responses, and calibrate the final estimate. The run time is much lower compared to the PAVA algorithm and can be implemented easily using any standard software package. The preassigned tolerance limit should be independent of the covariates, but chosen on the basis of the magnitude and precision of the response.
Here we have used an L 2 penalty on the first derivative of the estimator, which leads us to a piecewise linear function, analogous to the usual linear spline. If we use an L 1 penalty instead, it will make the integral penalty a scaled version of the difference between the maximum and the minimum of the estimator, and the minimizer will be attained at an estimator which is closer to a constant. It will fail to penalize for the roughness of the estimator at intermediate points.
On the other hand, if we base our penalization criterion on the second derivative, it will lead us to a cubic spline, and the monotonicity constraint will be difficult to impose. For example, a cubic spline need not be monotone on its range to ensure that it preserves the ordering when restricted to the design points. The problem of constraining the penalized least squares criterion is discussed in Mammen & Thomas-Agnan (1999) and Mammen et al (2001) , with emphasis on different smoothness penalties and constraints.
Finally, the quantile transformation makes the estimator invariant under any monotone covariate transformation, and therefore robust to the covariate density. This is a property shared by the PAVA estimator. In fact, the covariate distribution does not need to be estimated to construct confidence intervals. Finally, we emphasize the fact that the method tries to balance between monotonicity and smoothing, instead of prioritizing one over the other.
Large Sample Properties
In this Section, we discuss the pointwise asymptotic behavior of the estimator. Henceforth, we make the following assumptions.
(a) The covariate Z has a compact support. (b) On the support of Z, the function ψ (and consequently m) is twice continuously differentiable with bounded derivatives and so is the distribution function F . (c) The covariate density f does not vanish anywhere on the support of Z.
Let z 0 be any interior point in the support of Z. The target is to estimate ψ(z 0 ) or m(z 0 ), the influence of the covariate Z = z 0 on the distribution of X.
We start with a central proposition that establishes an asymptotic equivalence betweenm(z 0 ) − m(z 0 ) and a kernel estimator. The proof is fairly technical and we defer it to the appendix for the convenience of the reader.
. . , n, and
Then, under our assumptions and for λ → 0 and nλ → ∞,
The main result regarding the asymptotic distribution can be stated as follows.
The following corollary is direct from the theorem.
Corollary 1. Under the same conditions on λ as in Theorem 1,
where, κ(z 0 ) = 1/(4B • ψ(z 0 )).
Proof of Theorem 1: Conditional on the sequence (Z 1 , Z 2 , . . .), the random variables U 1 , U 2 , . . . , are independent random variables, with common mean 0 and variances B • ψ(Z i ) respectively. Now, using Proposition 2, we have (under the assumptions λn 2/5 → 0, but λn 2/3 → ∞) that
where k i = rank(Z i ) (among Z 1 , Z 2 , . . . , Z n ) and a nk = (β/n)e −β|F (z 0 )−k/n| . We will study the limit distribution of n i=1 a nk i U i conditionally on the se-
Now, conditionally on the sequence (Z 1 , Z 2 , Z 3 , . . .), ξ n converges in distribution to N (0, 1), provided we can verify the Lindeberg condition, which in this case is Q n, → 0, where
In the above display E Z i denotes the conditional expectation given Z i . Using the fact that the Z i 's all belong to a compact interval H on which the common distribution of the Z i 's is supported, and the fact that 0 < inf z∈H B (ψ(z)) ≤ sup z∈H B (ψ(z)) < ∞ we readily conclude that Q n, → 0 if
Let η > 0 be preassigned. Now, conditionally on the sequence
is uniformly integrable (since the sequence of conditional variances is uniformly bounded). Also, max 1≤i≤nãnk i /m n converges to 0 as n increases; hence for all sufficiently large n, we can ensure that /(max 1≤i≤nãnk i /m n ) is greater than u, where u is such that
It follows, that for all sufficiently large n,Q n, < η. The fact that max 1≤i≤nãnk i /m n converges to 0 is a consequence of the facts that
and that
Hence, the Lindeberg condition is satisfied.
Thus, conditionally on almost every sequence (Z 1 , Z 2 , . . .)
Since the limit is independent of the sequence (Z 1 , Z 2 , . . .) being conditioned on, it follows that unconditionally as well, the above display holds. Next, it is not difficult to show that, since β 2 /n → 0, we have,
Therefore, the denominator in the above display converges in probability, and using this in conjunction with Slutsky's theorem yields that
The theorem follows. 2
Remark 1: As is evident from Proposition 2, the quantitym(z 0 ) − m(z 0 ) is asymptotically equivalent to a kernel estimator with a Laplacian kernel and bandwidth 1/β. In fact, the estimatem ≡φ • F n based on the unconstrained minimizer of (2) will exhibit the same behavior. This is reminiscent of the results in Silverman (1984) and Nychka (1995) where we observe a similar equivalence between smoothing splines and kernel estimators. In fact, under the assumptions of Theorem 1, with probability tending to one,m is monotone and hence equals the constrained estimatorm. As a result, the asymptotic performances of the constrained and the unconstrained estimators coincide and are driven entirely by the smoothness assumptions. Of coure, imposition of the monotonicity constraint (when it is true) will lead to improved finite sample performance.
Remark 2: The rate of convergence, β/n, depends directly on β = λ −1/2 which lies within n 1/3 and n 1/5 , by the conditions of Theorem 1. As a result, the best achievable rate of convergence is n −2/5 , as expected under the assumption that the true function has bounded second derivative. To achieve the best rate of n −2/5 , however, λ needs to be of order n −2/5 . This leads to a non-negligible bias term in the asymptotics. The asymptotic normality will still be valid, but with a non-central mean.
Remark 3: As an artifact of our method, we obtain an asymptotic distribution for the estimate that does not rely on the underlying covariate density. This stems from the use of the quantile transformation. Since the limit distribution is pivotal this buys us significant mileage over other methods as far as construction of confidence sets is concerned since nuisance parameters do not need to be estimated.
Construction of confidence intervals:
Theorem 1 immediately provides a way to construct an asymptotic level 1 − α confidence interval for m(z 0 ). Clearly,
with increasing n. Here z α/2 is the upper α/2'th quantile of the standard normal distribution. Now, B (ψ(z 0 )) is estimated consistently by B (ψ(z 0 )). It then follows that
is an approximate asymptotic level 1 − α confidence set for m(z 0 ). We refer to this, subsequently, as the two-sided confidence interval. Transforming the above confidence interval by (B ) −1 gives a corresponding confidence interval for ψ(z 0 ). We can also use Corollary 1 to construct a symmetric confidence interval, though we prefer the former for accuracy.
Denote the inverse function of B by H. An alternative way of constructing a confidence set for m(z 0 ) is to note that, under the null hypothesis H 0 : m(z 0 ) = η 0 , the quantity
and is therefore an asymptotic pivot. An asymptotic level 1 − α confidence set for m(z 0 ) is then given by:
where z α/2 is the upper α/2'th quantile of the standard normal distribution. Thus, a confidence set for the regression function (and equivalently, the link function, via back-transformation) can be obtained without the need to estimate nuisance parameters. This is a virtue that the proposed method shares with the likelihood ratio method to be discussed in the next section. This kind of confidence sets will be referred as pivot-based confidence sets. For Binomial and Poisson regression, these reduce to proper intervals with the estimator being an interior point.
Simulation comparisons and real data examples
Binomial and Poisson simulations
We first study the relative behavior of confidence sets for the regression function in a monotone response model obtained using the three different methods explained above: (i) two-sided intervals using the limit distribution of the smooth estimator, (ii) pivot based confidence sets using the limit distribution of the smooth estimator, and (iii) likelihood ratio based confidence sets obtained via inversion of the likelihood ratio statistic (the reader is encouraged to refer to Banerjee (2007) for a detailed discussion). The Binomial and Poisson regression models (Examples (b) and (c) respectively in Section 1) are considered. It can be shown, that in these two cases, confidence sets of type (ii) reduce to proper intervals with the estimator being an interior point. Confidence sets of type (iii) are necessarily intervals (for the monotone response models considered in this paper).
(i) Bernoulli simulations: We chose sample sizes n = 100, 200, . . . , 1000. For each n, we generated 1000 replicates from the distribution of
, where the (X i , Z i )'s are i.i.d random variables, with Z i following a standard double exponential distribution truncated in the interval [−100, 100] and X i given Z i following a Bernoulli distribution, with link function ψ(z) = e z . For each replicate, we computed 95% confidence intervals for m(z 0 ) = P (X i = 1 | Z i = z 0 ) (for z 0 = 0.4) using methods (i),(ii) and (iii) (with λ = n −.65 ). The lengths of all three types of C.I's were then averaged over the 1000 replicates and the empirical coverage of the three different types of intervals were computed.
(ii) Poisson simulations: The same selection of sample sizes was chosen, as for the Bernoulli case. 1000 replicates from the distribution of
were generated for each n. As in the Bernoulli case, the (X i , Z i )'s are i.i.d., Z i has the same distribution as in (i), and given Z i , X i is distributed as a Poisson random variable with link function 2 arctan(z)/π. 95% confidence intervals for m(z 0 ) = E(X i | Z i = z 0 ) (for z 0 = −0.4) using the three different methods were computed for each of the 1000 replicates (as in the Bernoulli case, λ = n −.65 for the smooth estimators), and as before the average length of the intervals and the empirical coverage were computed. Tables 1 and 2 report the coverage probabilities and the interval lengths from all the simulations respectively. It transpires that the smooth estimator based intervals (both the two-sided and the pivot-based confidence intervals) behave less conservatively than those produced by the likelihood ratio based method. They produce systematically narrower intervals, but the small sample coverage probability is marginally less (though fairly close to the nominal). Moreover, the pivot-based method is seen to produce shorter intervals with lower coverage than the direct two-sided C.I. This comparison is also shown graphically in Figure 1 .
FIGURE 1 IS ABOUT HERE
Analysis of Austrian Rubella data
To illustrate the method in a real example, we select a data set concerning 230 Austrian males with their exact age as covariate. The goal is to investigate the age-specific immunization intensity of Rubella sero-prevalence. For each person, the current immunization status was tested at the Institute of Virology, Vienna. The goal is to estimate the distribution of the time to infection by Rubella in that population. Though the exact time of immunization is unobserved, we assume that the effect of immunization is lifelong. Hence, we can treat this as a current status study, assuming that the age of immunization and the current age are independent. For details, see Keiding et al (1996) .
Let T i denote the current time/age of the i-th individual, and W i be his unobserved immunization age. The status we observe at the current age is
where F is the cumulative distribution function of X. This is our function of interest. We compare the performance of the three methods discussed in the last Section for ages 1-28. For a detailed discussion of the LRT-based method in the context of the Rubella data set, we refer the reader to Section 4 of Banerjee and Wellner (2005) . The intervals are shown in Table 3 , for selected ages. It is clear from the table that the smooth estimator produces shorter confidence intervals in general.
TABLE 3 IS ABOUT HERE
As the simulations show that only a mild compromise is made in terms of the coverage, the effect of smoothing is rather encouraging. We plot the smooth estimator and the pointwise confidence intervals, for both direct and pivotbased methods in Figures 2. Interestingly enough, for this particular data set, the pivot based confidence intervals tend to be larger than the two-sided ones (though they remain substantially shorter than the likelihood ratio based ones).
FIGURE 2 IS ABOUT HERE Conclusion
The paper describes an approach to obtain a smooth estimate of a monotone regression function in a generalized exponential family regression setting. Since both discrete and continuous response variables as well as general mean-variance relationships can be incorporated in this set-up, the proposed method has wide applicability. A key feature of the proposed method is the use of the quantile transformation that reduces the optimization problem to the covariate space [0, 1] and yields an estimator of the regression function whose asymptotic distribution is free from nuisance parameters. This facilitates the construction of confidence sets for the regression function significantly. Unlike the maximum likelihood estimator of the regression which is piecewise constant and whose distribution is non-standard (and is given by Chernoff's distribution, see Groeneboom & Wellner (2001) for a reference), the smooth estimator is asymptotically normal and has a (faster) rate of convergence that depends on the smoothing parameter.
There are several natural directions in which the work in this paper can be extended. In certain applications one may have more information on the shape of the function. For example, production functions in economics are known to be increasing and concave (on an appropriate scale). It would be interesting to extend the approach of this paper to construct smooth estimates satisfying both monotonicity and concavity/convexity constraints. This would entail solving the minimization problem in (2) with an added constraint on the second derivative of φ. Yet another direction is a semiparametric extension where in addition to Z, there is another set of covariates W that influences the response and whose effect is captured by a finite-dimensional regression parameter. Thus, for example, one can have E(X | (Z, W )) = B (ψ(Z) + β T W ) and inference needs to be made on both β and ψ. This will be an interesting direction from the point of view of applications and is left as a topic for future research.
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A. Appendix
The proof of Proposition 2 is fairly involved, and we present it step-by-step for the sake of clarity. The following proposition forms the main basis of the proof.
n . For each n, this is a random function that depends only on the Z-s (and not on the X-s). For 0 < t < 1 and any λ, φ(t) can be approximated as,
We need some introductory results to establish Proposition 3.
A.1. Preliminaries
As the estimator depends on the smoothing parameter λ, we will write it as a function of λ for the time being. Moreover, let c λ =φ 1 (λ). Let φ be the isotonic regression of (T 1 , . . . , T n ) with weight vector (1, 1, . . . , 1). Then,
where ω is the measure on [0, 1] that puts mass 1/n at each of the knots i/n, for 1 ≤ i ≤ n, and g is a function with g(k/n) = T k . LetG be the greatest convex minorant (GCM) of the points {(k/n, G k )} n k=0 , with knot valuesG k . Note that φ k is the left-derivative ofG, computed at the point k/n. For such a function, define the functionsΦ(t) and Φ(t) as t 0φ (s)ω(ds) and t 0φ (s)ds respectively. Then, A: c λ is non-decreasing in λ. B:Φ k (λ) is non-decreasing in λ. C: For all k = 1, . . . , n, and for all λ,Φ k (λ) ≥G k . D: For all λ and t between 0 and 1, φ 1 ≤φ(λ, t) ≤ φ n .
E:
for some j between 2 and n − 1, and let k be the smallest such j. Thenφ
Therefore,
. Proceeding like this, we get,Φ n (λ) >Φ n (λ ), a contradiction to our assertion. 2
As above, suppose,Φ j (λ) <G j for some j between 2 and n − 1, and let k be the smallest such j. Then, asG k ≤ G k for all k,
(as above) andΦ k+2 (λ) <G k+2 as well. Proceeding in the same line, we conclude,Φ n (λ) <G n , a contradiction. 2 D: Clearly, for all t and λ,φ(λ, t) ≥φ 1 (λ) = c λ ≥ min k nG k /k = φ(t 1 ), establishing the first inequality. The other inequality follows by symmetry. 2 E:
However, (U (1) + . . . + U (n) )/n = (U 1 + . . . + U n )/n → 0 w.p.1, using Strong Law of Large Numbers. Hence, min i≥1 (U (1) + . . . + U (i) )/i > −∞ w.p. 1. Consequently, φ 1 > −∞ w.p. 1. Using symmetry we get, φ n < ∞ w.p. 1 as well. The lemma follows. The boundedness ofφ follows from its being sandwiched by the two extreme values of φ (by Property D of the estimator). 2
The following two results from analysis will be useful for our purpose.
Result 1: The differential equation λΦ (t) = Φ(t) − H(t) for 0 ≤ t ≤ 1, with boundary conditions Φ(0) = 0 and Φ(1) = A has the unique solution
where, β = λ −1/2 , and c 0 , c 1 are two bounded functions, provided H itself is bounded.
To simplify notation, we define the kernel K λ on [0, 1] 2 as K λ (s, t) = 1 2 βe −β|t−s| and the operator K λ on the set of L 1 functions on [0, 1] as,
Result 2: If h is twice continuously differentiable at t ∈ (0, 1) , then
The following Proposition helps us to approximate the estimator with a solution to a differential equation.
Proposition 4.
Before embarking on the proof, we start with a lemma.
where x − denotes the negative part of x.
Proof: For k/n ≤ t < (k + 1)/n,Φ(λ, t) =Φ k (λ), and we havě
Since,Φ k (λ) −G k ≥ 0, by Property C, it follows that
sinceG(t) lies betweenG k andG k+1 . Clearly, (4) holds, since |G k −G k+1 | = φ k /n, and φ is bounded uniformly by Property E. 2
We also need to state a result establishing the proximity between the cusum diagram G and its GCMG. The following result will be referred as the KieferWolfowitz phenomenon, as a similar result was first established by Kiefer & Wolfowitz (1976) for monotone density estimation.
Result 3: We have ,
This can be proved by appropriately modifying the arguments in Pal & Woodroofe (2004) . The proof is detailed in Pal (2006) , Chapter 4.5. This is where we require assumption (c) to hold.2
Proof of Proposition 4: From (3), we get:
We note that on the interval [(k − 1)/n, k/n), the functionΦ − G is constant, and assumes the valueΦ k−1 −G k−1 . Furthermore, using the piecewise linearity ofφ, we get that n (φ k −φ k−1 ) is the constant value of the right-derivative ofφ on [(k − 1)/n, k/n). InterpretingΦ as a right derivative, we therefore conclude that:
Next, we observe that, Φ −Φ ≤ φ /2n = O P (1/n). Using this and equation (5), we get
In the above sequence of equations, we use Lemma 1 in passing from Step 2 to
Step 3, and the Kiefer-Wolfowitz phenomenon (Result 3) in the last step.
A.2 Proof of Proposition 3
We define,
Hence, using the uniqueness of the solution of Result 1,
Consequently, the solutionΦ can be written as,
where C 0 and C 1 are stochastically bounded variables, and R = O p (log n/n) 2/3 . We observe that
. Now, differentiating both sides of Equation (6),
Finally, using Result 2, we conclude that,
Hence, combining them, we deduce, for 0 < t < 1, and any λ,
A.3. Proof of Proposition 2
As 0 < F (z 0 ) < 1, from Proposition 3, we have:
Next, we observe that, bothφ and φ (n) have bounded slopes near F (z 0 ) (Both of them are piecewise differentiable functions). To see this, consider a small neighborhood of F (z 0 ) where F is strictly increasing, i.e. the covariate density f is strictly positive. In this neighborhood,
The last supremum is taken in a neighborhood around z 0 (SinceF n (z 0 ) → F (z 0 ), it will eventually be inside that interval around F (z 0 )). Clearly, that supremum equals the reciprocal of min n(z i+1 − z i ) which converges to inf f in that neighborhood. (See, Theorem 3 in Shorack (1972) for a reference).
Next, in a neighborhood of F (z 0 ) which does not contain 0 or 1, we have,
using (3) and Marshall's lemma respectively. Since λn 2/3 → 0 and the term ||Φ −G|| is of order 1/n (using the same arguments as in Lemma 1), we conclude that
in the neighborhood. Now, sinceF n (z 0 ) − F (z 0 ) = O P (1/ √ n) (by the central limit theorem), (7) and (8) yield:
The result follows. Table 2 Relative comparison of the interval lengths for smoothing based C.I.s and the likelihood ratio based method obtained from simulations with sample sizes 100,...,1000 in case of binary and Poisson regression. Table 3 Comparison of intervals given by different techniques for the Rubella data set. The first column indicates the age; the second and the third column give the corresponding value of the MLE and the smooth estimator. The next three columns indicate the confidence intervals with their widths for the likelihood ratio based method, the smoothing based two-sided interval and the pivot-based confidence interval. 
