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ABSTRACT
An organic scintillator is a transparent material that fluoresces when ionizing radiation interacts
with it, making it a suitable radiation detector when coupled to a light-readout electronic device,
such as a photomultiplier tube (PMT). The most commonly used organic scintillator shape is a
cylinder: one face is coupled to the PMT, while the remaining surfaces are covered with a re-
flective material to increase the light collected by the PMT. This work demonstrates how modi-
fying the shape and reflective-boundary of organic scintillators can improve light-collection effi-
ciency (LCE) and, by extension, the performance of radiation detection systems, particularly for
applications within nuclear nonproliferation and safeguard. Efforts to improve detector perfor-
mance have historically focused on increasing light output through chemical means, the detection
efficiency of light-sensing technology, and methods in data acquisition and processing. While vast
research in these areas has shown improvements to detector performance, less research exists on
the impact of the organic-scintillator shape and reflective-boundary conditions. This work com-
pared the performance of conical and cylindrical organic scintillators of two materials (EJ200 and
trans-stilbene) in three key areas of detector performance: energy resolution, time resolution, and
particle identification; often referred to as pulse-shape discrimination (PSD). Conical EJ200 and
stilbene outperformed their cylindrical counterparts in LCE by 17.6% and 18.0%, respectively.
Gains in energy resolution were shown to be strongly dependent on the light output of the scin-
tillator material and the quality of the spectral match between the wavelength emission of the
scintillator material and PMT response. Conical EJ200 outperformed cylindrical EJ200 by 35%
in time resolution. And conical stilbene outperformed cylindrical stilbene by 23% in PSD within
a light-output range of 25 keVee to 100 keVee. The work also developed and validated a Geant4
model used to study the light-collection process in the cone, cylinder, and various other geometries.
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CHAPTER 1
Introduction
1.1 Scintillator-based radiation detection systems
One of the oldest techniques for detecting ionizing radiation is the use of a scintillator material
[1–6]. These unique materials produce light when ionizing radiation deposits energy inside of
them. Introduced by Crookes and Regener in 1908, visual-scintillation counting (VSC) played
an important role in nuclear physics research, particularly in understanding the nature of alpha
particles [2]. VSC consists of a researcher using a thin sheet of activated zinc sulfide (ZnS(Ag))
in a dark room to visually record the number of optical photons (i.e., scintillation-light) produced
from alpha-particle interactions. Since ZnS(Ag) is not transparent, it was crucial that the room
be completely dark and that the researcher have excellent eye sight to collect the most amount
of light possible from these faint scintillation events. Without the observer sufficiently collecting
enough light to their eyes, little to no information regarding the true count rate from the ZnS(Ag)
sheet could accurately be interpreted. The eye-sight clarity of the observer was therefore important
and is analogous to the theme of topics discussed in this work; the importance of light-collection.
Despite its tediousness, VSC remained in use for many years until the photomultiplier tube (PMT)
was developed in the late 1930’s [7]; a light-sensing device. The PMT was able to count optical
photons at higher rates than humanly possibly in addition to producing an electrical pulse from a
scintillation event.
In the late 1940’s and early 1950’s, organic liquid and plastic scintillators were developed [3].
1
Their transparency to optical photons allowed the scintillator volume to be much thicker in contrast
to ZnS(Ag), thus increasing the count rates, making PMT use a necessity. Over the years, these
materials became commercialized and their improvement was largely focused on their chemistry to
produce a brighter scintillation response (i.e., light yield) to ionizing radiation rather than finding
a shape better suited than a cylinder to collect more scintillation light to the coupled PMT. How
and why scintillator geometry affects the performance of a scintillator is explored in this work. As
the scintillator size grew in the later 1950’s and 1960’s, so did concerns regarding the impact of
the reflector on the light-collection process [8].
With the rapid development of organic scintillators, some unique materials such as anthracene
and trans-stilbene [1, 2, 4, 5, 9, 10] were observed to produce longer scintillation-decay times for
certain types of radiation interactions. These types of organic scintillators are categorized as pulse-
shape discrimination (PSD) capable. For example, a greater fraction of delayed light is produced
from fast-neutron interactions than from gamma-ray interactions for the same amount of total
scintillation-light produced. This unique feature was extremely attractive to the study of prompt
gamma rays and neutrons from fissile sources, including special nuclear material (SNM): any ma-
terial containing uranium-235 enriched to 20% or more, uranium-233, or plutonium-235. There-
fore, PSD-capable organic scintillators became the subject of extensive research and are still used
today in a variety of fields where particle identification is required in mixed radiation fields, for
example in nuclear security. This work discusses the impact of organic-scintillator geometry and
reflector conditions on detector performance, with a focus on detector systems applied to nuclear
nonproliferation and international safeguards research [5, 11].
In their most basic form, these detectors are typically comprised of a cylindrical organic scin-
tillator coupled to a light-readout electronic device, such as a PMT, which is designed to detect
optical photons, convert them into electrons, and produce an electronic pulse. The remaining sur-
faces of the scintillator are typically wrapped in a diffuse reflector, such as white titanium-dioxide
paint or polytetrafluoroethylene (PTFE) tape. A visual representation of the detection process is
shown in Figure 1.1.
2
Figure 1.1: A representation of the detection process of a gamma ray as measured by an organic
scintillator coupled to a PMT: optical photons are collected by the PMT that produces a pulse
integral. The integral of the pulse contributes a single count to the pulse-integral distribution (top
right). Over time, many pulses are collected and contribute more counts to the distribution.
Each pulse represents the time of arrival (TOA) of optical photons to the PMT, convolved
with the scintillation process and the PMT response. The pulse integral is correlated to the energy
deposited by the particle, where a histogram of many pulse integrals collected over time creates
a distribution that is proportional to the energy spectrum of the detected radiation. Additionally,
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when a PSD-capable organic scintillator is coupled to a PMT, the shape of the pulse will vary
according to the particle type. Therefore, this difference in pulse shape can be used as a way to
identify the particle type [12–15]. The capability of a scintillator to identify particle types is very
attractive to detector applications within the field of nuclear security.
Under the umbrella of nuclear-security research, detectors that use PSD-capable organic scintil-
lators are often uniquely configured with other equipment, including but not limited to other types
of detectors, data-acquisition hardware, nuclear-instrumentation modules, and data-processing
techniques, to achieve a greater purpose than simply counting radiation interactions. These larger
systems are more complex but are designed to return important information that can be used,
for example, to study fission, characterize a fissile source, find radiological material, and thwart
nuclear-material trafficking. Therefore, these systems are researched extensively at many uni-
versities and national laboratories in the United States before being deployed. For example,
fast neutron-multiplicity counters [16, 17] are being developed to replace the current helium-3
based multiplicity counters; used to assay the fissile-mass content of an unknown neutron-emitting
source.
The performance of these systems, or any scintillator-based detection system for that matter, is
largely assessed by certain metrics. These metrics include the energy resolution, time resolution,
and particle identification, which are all strongly dependent on light-collection efficiency (LCE).
Detection efficiency can be equally important for certain applications that are count starved. How-
ever, it can be argued that one of the greatest impacts to the fundamental operation and performance
of any scintillator-based system is the LCE.
1.2 Motivation
1.2.1 Light-collection efficiency
An ionizing-radiation particle such as a gamma ray or neutron that deposits energy inside an or-
ganic scintillator will typically produce photons from scintillation in the visible spectrum. Any
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impedance in the collection of these optical photons to the PMT will affect detector performance.
LCE is defined as the fraction of optical photons detected by the PMT from the total amount
produced following a radiation interaction.
The total LCE depends on several factors including but not limited to: the number of optical
photons produced as a function of the energy deposited in the scintillator (i.e., light yield), re-
absorptions in the scintillator, and reflections at the scintillator-reflector boundary [2, 5]. LCE
is additionally influenced by variations in optical-photon detection efficiency (also referred to as
quantum efficiency (QE)), which changes as a function of position along the optical window of a
PMT. The spatial variation in QE is attributed to photocathode non-uniformity and photoelectron
trajectories that miss the first dynode [18–21]. Moreover, typical peak-QE values are low to begin
with (25-35%) [5]. As a result, typical LCE values for cylindrical scintillators coupled to a PMT
with a bialkali photocathode can range from 10 to 20% [5]. An improvement in LCE would
increase the pool of statistical information available per scintillation event for the PMT to detect
and use to produce a pulse whose integral better represents the energy deposited.
One method for improving LCE is to modify the scintillator geometry to reduce optical-photon
reflections prior to detection. Each time an optical photon reflects at the scintillator-reflector
boundary, its chance of detection at the photocathode is probabilistically reduced by the increased
likelihood of transmission or absorption in the reflector material. The reflection probability (RT)
at a scintillator-reflector boundary is influenced by the optical-photon wavelength, the reflector
material, the quantity and thickness of the layers used, as well as the scintillator-surface treat-
ment [2, 5, 22, 23]. Experimentally measured reflection probabilities at a scintillator-reflector
boundary have been reported as high as 0.95 [22]. However, the detection probability of a sin-
gle optical photon is reduced by the reflection probability raised to a power given by the number
of times (N ) it reflects. Eq. 1.1 describes a simplified analytical expression for optical-photon
detection probability (Pd), where the importance of reducing reflections is emphasized. In real-
ity, Eq. 1.1 includes additional factors that further reduce the Pd, for example the transmission
probabilities of the optical-coupling grease and PMT window. However, the greatest impact to the
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detection probability of an optical photon is the QE of a PMT, followed by the boundary reflectiv-
ity, and the number of reflections. Figure 1.2 uses Eq. 1.1 to show how the detection probability
of a single photon is: (1) limited by QE, (2) sensitive to the reflection coefficient, and (3) reduced
by the number of times it reflects.
Pd(N) =
QE
100%
∗RTN (1.1)
Figure 1.2: A simplified expression of the optical-photon detection probability as a function of:
(1) the reflection probability at the scintillator-reflector boundary, and (2) the reflection number.
An important aspect of this work is to reduce reflections in order to increase the optical-photon
detection probability.
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Figure 1.3 shows the base of an organic scintillator being exposed to a black light to promote
illumination. The scintillator has been painted with a thick layer of titanium-dioxide paint for use
as a reflector. The importance of the reflectivity at the scintillator-reflector boundary is emphasized
by this figure. Note how a non-trivial quantity of light leaks through the reflector. The same phe-
nomenon occurs for scintillation events generated by radiation interactions. These transmissions
represent a loss in statistical information.
Figure 1.3: A plastic scintillator is shown transmitting its blue-wavelength emission through the
reflector. Transmission through the reflector degrades LCE and detector performance.
1.2.2 The majestic elk analogy
An analogy can be made that highlights the importance of LCE in radiation detection systems
that use any scintillator-based material. Figure 1.4 shows four pictures of the same elk taken in
Yellowstone National Park. The top left picture is the best case scenario where the sun is out and
eye sight of the person viewing the elk is unaffected by cataracts. The conditions are analogous to
a bright scintillation event captured by a PMT with perfect QE.
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Figure 1.4: An analogy that describes the importance of LCE in everyday life; for example inter-
preting unique features of a majestic elk.
The bottom right picture is the worst case scenario where the sun has almost set and the person
trying to view the elk suffers from cataracts. These conditions are analogous to a low-light scintil-
lation event captured by with a PMT with a realistic QE. Overlaid on the bottom right image is the
tail-end of a scintillation pulse, which is analogous to the bushy-white tail of the elk. In the best-
case scenario, the elk tail is clearly visible, however, in the worst-case scenario, the tail is barely
visible. The importance of this tail discussion will become more evident with discussions of how
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particle identification works in a PSD-capable organic scintillator. In the same way LCE is impor-
tant for accurately interpreting the features of any object in dimly-lit conditions, such as the elk
tail, it is equally important for interpreting features of a scintillator pulse for particle identification.
1.2.3 Literature review
Previous works have examined the effects of detector geometry and reflectivity conditions on de-
tector performance for a variety of applications [24–28]. Another article, written by the author of
this thesis, was recently published, and discussed the measured improvement in energy resolution
when using a conical organic scintillator instead of the standard right circular cylinder [29]. These
results are reported in Chapter 4. Only two journal articles were found that compared measured
detector-performance metrics of a truncated cone and cylinder: one on energy resolution [30] and
the other on time resolution [31]. The main results from both studies are discussed below. How-
ever, no work has been found that investigates the PSD performance of a conical scintillator.
The closest related work on energy resolution reports on a comparison of the energy resolution
of a tapered cone and cylinder of a BGO inorganic scintillator [30]: both were ground, wrapped
in PTFE tape, had a base diameter and height of 1.0 cm, and were optically coupled to the center
of a 3.8 cm diameter PMT (Hamamatsu R980). Results demonstrated that the cone had worse en-
ergy resolution (10.5%) than the cylinder (9.5%), despite having an approximately 10% increase
in pulse amplitude over the cylinder at 662 keVee. Three reasons are strongly suspected for the un-
expected results reported in their study. First, the authors described wrapping the reflector around
the cone as a difficult process. Any variability in the thickness of the PTFE tape would alter
the uniformity of the reflection probability for optical photons as a function of position along the
scintillator-reflector boundary [23], thus making it difficult to fairly compare the two geometries.
PTFE tape was not used for any experiment in this work to avoid the possibility of applying an
unequal amount of layers to the cylinder and cone. Doing so would bias performance-comparison
tests. Secondly, the authors processed their data using the pulse-height technique instead of the
pulse-integral technique. Previous work has shown that the pulse-integral technique is a more
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accurate representation of the energy resolution [32]. As previously illustrated in Figure 1.1, a
detector pulse is a convolution of processes, including the TOA of optical photon detections. The
integral of the pulse is a more accurate representation of the scintillation event and when com-
paring the subtleties in the energy resolution between two geometries it is conceivable that this
data-processing technique could have an affect on the results. And third, as it will be shown in
the simulation component of this work, some geometries, including some tapered cones, produce a
poor energy resolution in comparison to a cylinder of equal base diameter and height due to effects
from Gamma-ray scatter and optical-photon reflections (see Chapter 7).
The other closely related work compares the time resolution of a tapered cone and cylinder of
an organic scintillator (EJ228) [31]: both shapes were polished, covered in white paint, and had a
base diameter and height of 2.5 cm. The PMT model used in the study was an RCA C31024 with
an outer diameter of 5.1 cm. Results demonstrated that the cone had improved time resolution over
the cylinder by approximately 20.6%.
1.3 Contribution and overview
1.3.1 Thesis demonstration
Historically, efforts to improve LCE have largely focused on the chemical composition of organic
scintillators to produce greater light output per energy deposited. The goal of this work was to
demonstrate measurable gains in three key detector-performance metrics (energy resolution, time
resolution, and PSD) by modifying the organic scintillator geometry from the standard cylindrical
shape to a cone of equal base diameter and height. A description of how LCE impacts each metric
is enumerated below, along with the primary results demonstrated in this thesis.
1. Energy resolution
This performance metric describes how well a scintillator can identify features of an energy
spectrum from a radiation source (see the top right plot of Figure 1.5). A cone is expected to
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reduce optical-photon reflections inside the scintillator volume, thereby lowering the chance
of optical-photon transmission or absorption at the reflector; thus increasing LCE. An in-
crease in LCE is expected to improve energy resolution. This hypothesis was confirmed by
demonstrating a 16% increase in energy resolution by using conical E200 (see Chapter 4).
2. Time resolution
This performance metric describes how quickly a scintillator can respond to a radiation in-
teraction and still identify a second interaction (see the top left plot of Figure 1.5). If optical
photons reflect less in the cone than in the cylinder, then it is reasonable to expect that
their average path length and time for detection is also reduced. Moreover, the faster light-
collection process also suggests that the pulse rise-time may be reduced with the additional
presence of optical-photon contributions towards the front end of the pulse. An increase in
counting statistics along the rising edge of the pulse is expected to improve time resolution.
This hypothesis was confirmed by demonstrating a 35% increase in time resolution by using
conical E200 (see Chapter 5).
3. Pulse shape discrimination
Only some organic scintillators are capable of PSD, which is also referred to as particle
identification. This performance metric describes how well a scintillator can distinguish
between different types of radiation-particle interactions as a function of the light output
they generate (see the bottom left plot of Figure 1.5). It is known that PSD performance
degrades at low-light output events (<100 keVee) [14, 15] where gamma-ray and neutron
pulses appear similar. An increase in LCE may counter the degrading PSD performance for
low-light output events. This hypothesis was confirmed by demonstrating a 23% increase in
PSD by using conical stilbene (see Chapter 6).
4. Simulation
A simulation package in Geant4 [33] was developed and validated with experimental tech-
niques to study the transport of optical-photon in any scintillator geometry. The simulated
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percent-gain in LCE (17.5%), energy resolution (16.2%), and percent-loss in absolute detec-
tion efficiency (70%) by using conical EJ200 agreed well with measured results within less
than (0.6%). The loss in ionizing-radiation detection efficiency (refer to bottom right plot in
Figure 1.5) was expected due to the decreased volume of the cone. Although this may not be
ideal for certain applications where high-count rates are required, the gains achieved by the
cone in the three other metrics as compared to the standard cylinder are significant and can
improve certain detection systems that require excellent energy resolution, time resolution,
and PSD performance (see Section 8.2).
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Figure 1.5: The performance metrics in bold are criteria that this thesis aims to improve upon
by using a conical scintillator instead of the standard cylinder. Detection efficiency will also be
assessed but is not the primary focus of this work.
1.3.2 Potential applications
As demonstrated in this thesis, an increase in LCE positively impacts the three detector perfor-
mance metrics discussed earlier. These improvements carry significant contributions to the overall
performance for a number of detection systems that use scintillators. For example, an increase
in LCE would enable any scintillator-based detection system to operate at a lower light-output
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threshold which is synonymous with a lower minimum-detectable activity threshold, improve the
calibration accuracy from light output to energy deposited, and enhance spectroscopic capabil-
ity [34]. These changes would especially have a positive impact on applied systems in nuclear
nonproliferation and safeguards research that make use of PSD-capable organic scintillators, for
example fast-neutron multiplicity counters and fast-neutron scatter cameras. Both are further de-
scribed in the list below.
1. Fast-Neutron Multiplicity Counters
These systems can be used to measure the fissile mass content of a multiplying source, such
as SNM [16,17]. A typical system configuration consists of a source surrounded by multiple
PSD-capable organic scintillators. The simultaneous detection of two or three fast neutrons,
called neutron multiples, are said to be correlated with the same fission event. Neutron
multiples are counted over time and can be used to estimate the fissile-mass content.
2. Fast-Neutron Scatter Cameras
These systems can be used to localize neutron sources [35–39] and can vary in size. Pla-
nar arrays of PSD-capable organic scintillators are used to correlate the single scatter of a
neutron in one detector with its subsequent interaction in another. Since the position and
distance between each scintillator volume is known, correlated neutron scatters can use this
information along with the neutron time of flight (TOF) to calculate the incident-neutron en-
ergy and location. Fast response times are important for neutron-scatter cameras. The time
resolution of each detector must be narrower than the flight time between scatters to achieve
reasonable localization accuracy.
In both applications and potentially many others, conical organic scintillators capable of PSD
could be used in place of the current standard cylindrical geometries to improve light-output cal-
ibration, reduce time pick-off uncertainty, and achieve greater separation between neutron and
gamma-ray pulses at low-light output events to counter PSD degradation.
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1.3.3 Chapter descriptions
The following contents include a brief summary of each chapter:
Chapter 2: A background on the production of scintillation light in organic scintillators and
a discussion about why some scintillators are capable of uniquely responding to particular
types of ionizing particles. Optical-photon physics is discussed as well as the impact that a
PMT can have on detector performance.
Chapter 3: A detailed explanation of the equipment and experimental techniques used in
this work to measure the energy resolution (Compton-coincidence), time resolution (cross-
correlation), and PSD performance (charge integration).
Chapter 4: A discussion of the methods and results from the energy-resolution experiments
of conical and cylindrical EJ200. Photocathode non-uniformity is assessed and its impact on
the energy resolution is demonstrated and discussed.
Chapter 5: A discussion of the methods and results from the time-resolution experiments of
conical and cylindrical EJ200.
Chapter 6: A discussion of the methods and results from the PSD experiments of conical
and cylindrical trans-stilbene.
Chapter 7: A discussion of optical-photon transport methodologies in Geant4, the model
development, the model validation techniques, and a discussion of various simulated results,
including an efficiency trade-off study.
Chapter 8: A detailed summary and discussion of the main results is presented along with
general conclusions and suggestions for future work.
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CHAPTER 2
Background
2.1 Organic scintillators
This section offers a condensed and simplified explanation of optical-photon production resulting
from ionizing-particle interactions in organic-scintillator material. For a more comprehensive de-
scription of how and why light is produced in organic scintillators, the reader is pointed to the
following references that describe the associated processes in much greater detail [2, 5, 13].
2.1.1 Overview
Organic scintillators include liquid and solid (plastic or crystalline) materials (see Figure 2.1) that
can be used to detect radiation. When a sufficient amount of energy is deposited from radiation,
organic scintillators will produce a measurable quantity of optical photons that is proportional
to the energy deposited by the particle, which is often referred to as the light yield [1–6]. The
phrase, light output, is sometimes used to describe the same quantity. Figure 2.2 shows a graph-
ical representation of the electromagnetic spectrum and the small region occupied by the visible
spectrum (390 nm to 780 nm) [40]. Most organic scintillators will typically emit a spectrum of
optical-photon wavelengths that peak near 425 nm [2, 5].
For most nuclear-security applications, organic scintillators are commonly associated with the
detection of fast neutrons, gamma rays, and sometimes beta particles. This work is primarily
concerned with gamma rays that range in energy from approximately 25 keV to a few MeV and
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fast neutrons that range from approximately 450 keV to a few MeV. Some organic scintillators
that are PSD-capable [1, 2, 4, 5], for example trans-stilbene [9, 10], can be used to identify particle
types. The amount of light produced as a function of time in Stilbene will differ based on the type
of radiation, and this difference in the pulse shape can be used by PSD techniques, such as digital
charge integration or analog zero crossing [12–15], to identify the particle type. These types of
organic scintillators are categorized as PSD capable and are very important for nuclear-security
research where gamma-ray and neutron discrimination is necessary in mixed-radiation fields.
Figure 2.1: A bare machine-polished non-PSD capable plastic scintillator (EJ200), without its
reflector, is shown exposed to ultraviolet light to promote illumination. The peak emission of
EJ200 is approximately 425 nm.
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Figure 2.2: A diagram that encapsulates the vast range of photon energies in the electromagnetic
spectrum; taken from Hecht’s textbook on Optics [40].
2.1.2 Particle interactions
Figure 2.3 shows a relationship between the atomic number of a material, the energy of a gamma
ray and its most likely interaction mechanism. Due to the low atomic number of organic scintilla-
tors, the predominant gamma-ray interaction is Compton Scattering. The photoelectric process is
also greatly suppressed. With sufficient initial energy, pair production can occur if a gamma-ray
scatter deposits an energy that meets or exceed the pair-production threshold (1022 keV), however
this process is rare and is not commonly observed in organic scintillators.
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Figure 2.3: The predominance of gamma-ray scatter regimes as a function of energy and atomic
number; taken from Knoll’s textbook on Radiation Detection and Measurement [5].
The most common interaction mechanism for fast neutrons in organic scintillators is elastic
scattering on hydrogen, which produces recoiled protons. Based on scatter kinematics, fast neu-
trons can deposit any fraction of their energy to the proton. Neutrons can elastically or inelastically
scatter on carbon nuclei. Although both processes are equally likely, carbon recoils following in-
elastic scatter produce a negligible fraction of light output as compared to elastic scattering on
protons [41]. Figure 2.4 illustrates the predominant scatter process for both gamma rays and fast
neutrons in organic scintillators, and includes an equation that relates the initial energy and scatter
angle to the final energy of the particle.
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Figure 2.4: The predominant mode of gamma ray and fast neutron interactions on a free electron
and hydrogen nucleus, respectively.
When ionizing-radiation particles interact in the scintillator, a fraction of the energy that gets
deposited is converted into molecular excitations and ionizations that can emit optical photons,
where the quantity and time-scale of optical-photon emission can depend on the incident particle
[2]. Examples of ionizing radiation includes beta particles (electrons), alpha particles, x-rays,
gamma rays, and neutrons. In this work, the particles of interest are primarily gamma rays and fast
neutrons. A gamma ray that Compton scatters will produce a recoil electron and a fast neutron that
elastically scatters will produced a recoil proton, as shown in Figure 2.4.
2.1.3 The benzene ring
Whether an organic scintillator is a plastic or solid material, the shared characteristic that enables
scintillation to occur is the aromatic structure of the hydrocarbon bonds. In organic chemistry,
the word aromatic is used to describe a molecular bond that is connected in a circular fashion.
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In the case of an organic scintillation, the aromatic hydrocarbons responsible for the scintillation
process are based on the benzene ring (C6H6). Benzene rings can be interlinked in a variety of
ways to produce different scintillation properties. The unpaired valence electrons of each carbon
atom in the benzene ring de-localize above and below the ring to form pi-bonds where electron
sharing can occur across the molecule. These de-localized electrons are also referred to as pi-
electrons. The sharing of pi-electrons produces a pi-electronic system that includes a singlet and
triplet state with quantized energy and vibrational levels. These states are electron-spin dependent,
have unique excitation mechanisms and scintillation-emission times, can migrate in the material,
and are partially responsible for the PSD capability of some organic scintillators.
2.1.4 Light emission
Singlet state de-excitations are responsible for the scintillation light observed from a radiation in-
teraction in an organic scintillator. An excited singlet state that relaxes to the ground state produces
an optical photon on the order of 10−8 s, and this process is referred to in literature as prompt flores-
cence. Due to the migration capability of these electronic states, another florescence emission can
be observed, referred to as delayed florescence, and is essential to PSD. Electronic-state migration
can also quench (i.e., reduce) the prompt-singlet light output from a radiation interaction.
2.1.5 Electronic-state migration
If the track length of a directly-ionizing particle is very small, then the excitation density is in-
creased per unit length, and so is the likelihood that singlet states can migrate near each other [2].
Two excited singlet states that are in close proximity to each other may combine in a process called
singlet quenching. In this process, a single optical photon is produced instead of two had the states
not been in close proximity, and thus the amount of light that could have been produced is reduced.
Singlet quenching in organic scintillators is the reason why the light output as a function of energy
deposited becomes non-linear at low-energy deposition events where either the electron or proton
recoil tracks are short enough to promote singlet-state annihilation. Singlet quenching especially
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affects neutron interactions where the excitation density along the proton-recoil track is high. Thus,
the neutron light output is less than a gamma ray that deposits the same amount of energy. Some
electronic-state migrations are useful, however, because they enable an organic scintillator to be
PSD capable. When two triplet states migrate in close proximity to each other, they will anni-
hilate and produce an excited singlet state that will immediately de-excite to the ground state by
the prompt emission of an optical photon. Triplet-triplet annihilation is therefore associated with
delayed florescence, which play an important role in PSD.
2.1.6 Pulse-shape discrimination
Electron and proton recoils will produce both molecular excitations and ionizations along their
track [2] in an organic scintillator. Molecular excitations will largely result in excited singlet states
that will immediately produce prompt florescence. Direct population of the triplet state can occur,
however only through recombination. After ionization occurs, a pi-electron is ejected and thus a va-
cancy is created. The recombination of this vacancy with another pi-electron shared in the pi-bonds
of the molecule will produce either an excited singlet or triplet state. The probability of producing
a singlet or triplet state from recombination is reported in literature to be approximately 25% and
75%, respectively [2]. Triplet states produced from recombinations can migrate, annihilate, and
produce an excited singlet state. In other words, triplet-triplet annihilations from recombinations
are the reason delayed florescence can occur. Therefore, if triplet migration is not impeded, then
the organic scintillator may be PSD-capable and respond uniquely to electron and proton recoils.
Therefore, if electron-state migration is impeded in a particular organic scintillator material, then
PSD cannot occur.
If triplet migration in a particular organic scintillator is uninhibited, then the final piece of the
puzzle to understand why the scintillator can produce a unique scintillation response to gamma ray
(electron recoil) and neutron (proton recoil) events, is the penetration depth of the recoil particles.
The higher linear-energy transfer of the proton means that the proton will travel further in the
material than the electron. In other words, the proton will deposit its energy over a longer track
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than the electron. Therefore, the excitation and ionization density along the proton track is less
than the electron track.
2.2 Optical photons
This section offers a condensed and simplified explanation of optical-photon interactions in organic-
scintillator material. For a more detailed and comprehensive description of how and why light in-
teracts with matter the way it does, the reader is pointed to the field of quantum-electro dynamics
(QED); where the study of quantum mechanics and electromagnetic radiation is combined.
2.2.1 Definition
A single optical photon is considered non-ionizing electromagnetic radiation due to its low energy
(a few eV) [2,5,40]. Optical photons are commonly associated with the visible spectrum, however,
not all optical photons are visible to humans. For example, ultraviolet photons (10 nm to 390 nm)
and infrared photons (780 nm to 1 mm) are invisible. A photon is considered “optical" when
its energy corresponds to a wavelength that is much larger than the distance between adjacent
nuclei; referred to as the atomic spacing in a material (typically a few Angstroms). The distance
between atoms in a covalent bond, for example a hydrocarbon bond in benzene, is approximately 1-
2 Angstroms (1.5 nm). Note how this distance is much shorter than the peak-wavelength emission
of a typical organic scintillator (425 nm). As with any photon along the electromagnetic spectrum,
its interaction mechanism and probability is strongly dependent on its energy and the material it
traverses. For optical photons in a scintillator-based detection system, the interaction mechanisms
that can occur are two modes of elastic scatter (Rayleigh and Mie scatter), absorption, reflection,
and refraction.
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2.2.2 Elastic scattering
An optical photon can elastically scatter off molecules in organic scintillators [40]. This process
conserves the initial energy of the photon, however its direction is changed. The scatter direction
of the photon is influenced by the photon wavelength and the size of the particle it scattered from.
Mie scattering favors a forward-scatter direction, where the directionality is weakly dependent on
wavelength. Mie scattering dominates when particle sizes in a material approach the photon wave-
length. On the other hand, Rayleigh scattering favors a directionality that is strongly dependent
on the photon energy. Violet and blue light, for example, is laterally scattered from its incident
direction. Rayleigh scatter dominates when the photon wavelength is much larger than the particle
size. The size of an organic-scintillator molecule is larger but on the order of its atomic spacing (a
few Angstrom). Therefore an organic scintillator that produces optical photons from scintillation
(425 nm) will predominantly scatter with lateral directionality and no change in wavelength, which
is important for spectral matching (see Section 2.3).
2.2.3 Absorption
The molecular structure of an organic scintillator produces a continuous (as opposed to discrete)
optical-photon wavelength emission spectrum [2, 5]. The same continuous nature applies to the
absorption spectrum of the molecular structure of an organic scintillator. As shown in Figure 2.5,
the emission and absorption spectra can sometimes overlap. Optical photons that are emitted from
scintillation with wavelengths that overlap the absorption spectrum can be absorbed.
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Figure 2.5: A sample absorption and emission distribution of optical photons in an organic scintil-
lator; taken from Knoll’s textbook on Radiation Detection and Measurement [5].
2.2.4 Reflection and refraction
In a vacuum, optical photons travel at a constant velocity c (29.28 cm/ns). When optical photons
traverse through any material, their velocity c is reduced by some fraction to a new velocity v. This
fraction is referred to as the refractive index (RI) of the material, and is wavelength dependent [40].
For example, the RI of a typical organic scintillator at its peak-emission wavelength (425 nm) is
1.58, which tells us that the speed of the optical-photon in the scintillator is approximately 18.53
cm/ns. More importantly, the RI of two materials can be used to understand how an optical photon
of a particular wavelength will reflect or refract at their interface. Reflection and refraction can be
loosely defined as an optical photon that bounces off of or transmits through a material interface,
respectively.
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Figure 2.6: The two modes of reflection considered in this work are shown: perfectly specular and
perfectly diffuse (Lambertian) reflection.
On a microscopic scale, one can consider a material interface to be composed of many tiny
microfacet surfaces, each with their own surface normal vector. Reflection (and refraction) occur
at these microfacets. The reflected photon will always be in the same plane made by the incident
vector and the microfacet surface normal, but on the opposite side of the microfacet normal [40].
Additionally, with respect to the normal, the incident angle will always equal the reflected angle.
A rough (or “ground") surface has microfacet normals that are randomly oriented and thus rough
to the touch, and slightly opaque. For example, consider the surface of a machine-polished scin-
tillator. This surface is extremely smooth to the touch and resulting from microfacet normals all
pointing in the same outward direction. If sand paper is used to grind the same polished surface
by hand, the microfacet orientation will become random. Therefore on a macroscopic scale, opti-
cal photons that reflect from a smooth surface, for example a polished scintillator, will essentially
maintain the same reflection behavior that exists at the scale of each microfacet; namely that the
angle of incidence will equal the angle of reflection. This mode of reflection is called “specular"
reflection [40]. On the other hand, optical photons that reflect from a rough surface, for example a
ground scintillator, will also maintain their “specular” behavior at the scale of the microfacet, but
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on an aggregate scale, incident photons are reflected from the surface at almost any angle. This
mode of reflection is called “diffuse" reflection [40]. A reflector that is perfectly diffuse is also
called a Lambertian reflector, which allows for any reflected angle to occur with a probability that
is proportional to the cosine of the incident angle to the average surface normal. The two modes
of reflection are shown in Figure 2.5 and can influence the light-collection process in an organic
scintillator and will be further discussed in the energy resolution experiments reported in Chapter
4. It is also worth noting that two material surfaces in contact with each other that have a similar
RI will transmit light more readily than two materials that have a very different RI. In practical
terms, it is important to match the RI of a scintillator with the optical window of a PMT to enhance
optical-photon transmission from the scintillator through the window and reduce reflection. RI-
matching is achieved using an optical-coupling grease, preferably one that has a RI between that
of the scintillator and optical window.
Figure 2.7: A description of Fresnel reflection and refraction at a scintillator-reflector boundary.
Following the optical photon with numbers 1, 2, and 3 to understand their possible interaction
pathways at the surface.
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Fresnel refraction, reflection, and transmission at the scintillator boundary (see Figure 2.7) are
the most common interaction mechanisms [22,23,42], and it is worth noting that these interactions
do not change the energy of the optical photon, although they can greatly influence its direc-
tion [40]. Optical-photons losses (before reaching the PMT) are largely attributed to transmission
through the reflector or re-absorption within the scintillator material. Re-absorption are not a great
concern for organic scintillators where their size is much smaller in comparison to their optical-
photon attenuation length. The greatest concern for optical-photon losses is therefore transmission
through the reflector, and the probability for this occurrence is increased each time an optical pho-
ton reflects at the scintillator-reflector boundary. The surface roughness of the scintillator can also
greatly influence the collection profile onto the PMT surface.
2.3 Photomultiplier tubes
2.3.1 Overview
By coupling a light-sensing device such as a PMT [7] to a scintillator, optical photons can be col-
lected and converted into a voltage pulse, allowing for data acquisition and processing. Figure 1.1
illustrated a simplified explanation for how a PMT operates. In short, optical photons that transmit
through the optical window of the PMT reach a thin and transparent layer known as the photo-
cathode. Once optical photons have a chance to interact in this layer, the photoelectric process can
occur, thus emitting a photoelectron. Photoelectrons that enter into the vacuum chamber are guided
by an electric field to the first of many dynode stages that further multiply the electrons to quan-
tities that are sufficient to produce an electronic pulse that can be digitized by most oscilloscopes
and data-acquisition hardware.
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2.3.2 Spectral matching
Figure 2.8 shows a wavelength-emission spectrum of a scintillator overlaid with the wavelength-
dependent PMT response spectrum; often referred to as the QE curve. The goal of spectral match-
ing is to ensure that both spectra overlap each other to avoid collecting optical photons that the
PMT simply cannot detect. Preferably, the most ideal match is one where both the peak-emission
directly lines up with the peak-response, and where the emission spectrum is fully encompassed
by response spectrum.
Figure 2.8: Spectral matching of an EJ200 emission spectrum to the response spectrum (QE curse)
of a PMT (Photonis XP4512B).
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2.3.3 Photocathode non-uniformity
Problems exist, however, in the localized QE of the PMT of a single optical photon as a function
of its entrance position along the optical window, as depicted in Figure 2.9. The cause of this
variability within the PMT is not explored in this work but has been discussed extensively in liter-
ature [18–21, 29]. The variability is attributed to the non-uniform deposition of the photocathode
along the back layer of the optical window as well as electron trajectories that miss the first dyn-
ode stage for further multiplication. Generally speaking, the highest QE exists near the center of
the window and worsens towards the outer edge. The non-uniformity in the conversion process
produces a slightly different PMT response for the same amount of energy deposited, depending
upon where the greatest number of optical photons were detected from a given scintillation event.
Photocathode non-uniformity therefore contributes to degradations in the true energy resolution
that is achievable by any scintillator material [29]. Efforts were made to assay the PMT response
as a function of position along the optical window for all PMT’s used in this work. Figure 2.10
shows a preliminary study using a small cube (5 mm height) of EJ200 placed in different locations
along the optical window of a PMT with constant gain, demonstrated the impact of photocathode
non-uniformity on the location of the Compton edge for cesium-137 in a pulse-integral spectrum.
Greater LCE would produce a Compton edge furthest to the right of the plot. As expected, note
how the right-most distribution in Figure 2.10 corresponds to the center of the PMT. The variation
in the Compton-edge position represents changes to the overall LCE.
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Figure 2.9: The QE of a PMT is spatially dependent along the optical window. The greatest QE
exists near the center and drops off towards the outer perimeter of the window.
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Figure 2.10: The energy resolution on the PMT (ETL 9214B) is spatially dependent due to photo-
cathode non-uniformity that impact the localized QE. The same gain was used for all experiments
(-1450 V).
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CHAPTER 3
Experiment techniques
3.1 Overview
Three primary experiments were conducted. An energy-resolution experiment described in Chap-
ter 4, a time-resolution experiment described in Chapter 5, and a PSD experiment described in
Chapter 6. All experiments were conducted inside of a light-tight compartment described in Sec-
tion 3.2.2). Each experiment compared the performance of a conical organic scintillator against a
cylinder of equal base diameter (50 mm), height (50 mm), and material (EJ200 or trans-stilbene).
A summary of the motivation and methods are included in each of the three chapters, along with
a detailed discussion of the results. The subsections that follow (3.3.1, 3.3.2, and 3.3.3) describe
the general techniques used in those experiments with greater detail than what is discussed in the
methods section of those chapters.
3.2 Equipment
Table 3.1, shows a listed of all the main equipment used in this thesis work. Figure 3.1 and 3.2
show a picture of all the scintillators and PMTs used in this work.
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Table 3.1: List of equipment used in experimental work.
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Figure 3.1: Shows all the scintillators used in the various experiments.
Figure 3.2: Shows all the PMTs used in the various experiments.
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3.2.1 Reflector encasements
For reproducibility, an encasement for both geometries was carefully constructed (see Figure 3.3)
by hand using a single layer of a specular reflector (3M D2000). Unlike the cylinder, it is difficult
to apply the same quantity of PTFE tape to the cone given its geometry [30]. Therefore, PTFE tape
was not used to avoid potential changes to the total-reflectivity coefficient between experiments.
It was important to ensure that the only variation in the results presented between the cylinder
and cone was due to their geometry. Although a specular reflector was used, the optical-photon
reflection profile at the scintillator-reflector boundary remained diffuse (i.e., Lambertian) for the
ground cases. Previous work has shown that a diffuse or specular reflector applied to a ground
scintillator surface makes no difference to the reflection profile from that surface [22].
Figure 3.3: Specular reflector encasements.
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3.2.2 Light-tight compartment
The purpose of conducting experiments inside the compartment was to avoid light leakage to the
PMT when a large-diameter PMT was used relative to the smaller-diameter scintillators. For ex-
ample, the diameter of the scintillators used in this study were all 50 mm. However, various PMTs
were used. The diameter of the largest PMT used was 127 mm. The light-tight compartment
allowed for the space to conduct various experiments while avoiding light leakage that could po-
tentially damage the PMT.
The compartment consists of an aluminum cage covered by thick window-curtain sheets. The
curtains are designed to block as much sunlight as possible. The cage is 183 cm long, 150 cm tall,
90 cm wide, and sits on a movable flat table made of aluminum. A total of three curtains were used
to wrap the entire cage. One curtain was used to cover the top and two curtains were used to cover
the sides. After the curtains were clipped together using small vice grips to hold them in place,
white duck tape was used to wrap them into place. White instead of black duck tape was chosen
to prevent the inside of the cage from getting too hot, thus potentially causing a shift in PMT
operation. It is worth mentioning that no study was conducted regarding the temperature effect on
PMT operation in the cage over time. Figure 3.4 shows the partial construction of the cage on the
left and the final product on the right. The ability of the cage to block light was tested by applying
a gain to various PMT’s and examining their response on an oscilloscope. During PMT operation,
the room lights were turned on and off. No noticeable shift in baseline was observed and therefore
the light-tight compartment worked as expected.
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Figure 3.4: A light-tight compartment to support all experiments discussed in this work. The cage
was large enough to accomodate all experiments and was necessary to avoid light leakage to certain
PMTs that were large in diameter as compared to the tested scintillators.
3.3 Techniques
3.3.1 Energy resolution assessment
As mentioned previously in Chapter 2, gamma rays (< a few MeV) will predominantly Compton
scatter in organic scintillators, without ever fully depositing their total energy [5]. In other words,
the measured energy spectrum of a mono-energetic gamma ray source (< a few MeV) using an
organic scintillator will only consist of the Compton continuum. An inorganic scintillator can mea-
sure the photopeak of a gamma ray and the width of the photopeak can be used as an assessment
of the energy resolution. The lack of a photopeak in the measured energy spectrum taken with an
organic scintillator presents a challenge for assessing its energy resolution, which serves as the mo-
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tivation for the Compton coincidence technique. In this work, Compton-coincidence [29, 43–45]
was used to measure and compare the energy resolution at the Compton edge of cesium-137 for
various organic scintillator (EJ200) and PMT configurations. The technique involves placing a
mono-energetic gamma ray source in between an organic and inorganic scintillator. A gamma
ray that backscatters in the organic scintillator can be captured by the inorganic scintillator and
these two events can be correlated both in time and energy. Compton-edge events in the organic
scintillator can be isolated by correlating scatter-capture events in both detectors with the same
data aquisition (DAQ) system time-stamp, in addition to applying a narrow gate on the capture
peak in the pulse-integral distribution of the inorganic scintillator. A Gaussian function can then
be fit to Compton-edge events after subtracting accidental correlations, from which the energy
resolution can be found using Eq. 3.1. Energy resolution is defined as the full width at half maxi-
mum (FWHM) of the fitted Gaussian divided by its centroid. The uncertainty in energy resolution
was obtained by propagating the error on the centroid and FWHM from the fit parameters using
95% confidence intervals.
R =
FWHM
Centroid
∗ 100% (3.1)
Figure 3.5 illustrates the experiment setup. A point isotropic cesium-137 source (97.61 µCi)
was placed in-between an organic and inorganic scintillator. The inorganic scintillator was a cylin-
drical (50 mm diameter and height) lanthanum bromide (LaBr3) manufactured by Saint Gobain. It
is worth noting that not all correlated counts were produced by gamma rays that scattered exactly at
180◦ in the organic scintillator; this effect is referred to as geometric broadening and is illustrated
in Figure 3.6. Some gamma rays could scatter as low as 166◦ and still produce correlated counts.
Although there is slight variation in the scatter angles that could result in correlated counts due to
the position of both detectors and their size, there is a negligible effect on the energy deposited at
the Compton edge (a variation of 2 keV from 478 keV).
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Figure 3.5: A graphical representation of the Compton-coincidence experiment and its associated
data output. Note that the figure is not to scale.
The contribution of geometric broadening to the correlated distribution shown in the bottom
left plot of Figure 3.5 can be expressed analytically through the Klein-Nishina formula [5]. The
formula is used to calculate the differential-scattering cross section for a gamma-ray that Compton
scatters on a free electron. Eq. 3.2 is component of the Klein-Nishina formula that relates the
initial energy of a gamma ray and its scattering angle to its final energy. The figure shows how
negligible the difference is for the final energy of a gamma ray that scatters between 166◦ and
180◦. This physical process is unique and extremely important in Compton coincidence because
it allows for additional scatters to correlate that may not be exactly 478, however, those events
will still produce a very similar light yield in the scintillator. For example, a cesium-137 gamma
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ray (662 keV) that scatters at 180◦ from its incident direction will have a final energy of 184 keV
and therefore the energy deposited is 478 keV (the Compton Edge). If the same gamma ray back
scatters at 166◦, then the energy it will deposit is 476. If the light yield of a scintillator produces
10,000 photons per energy deposited (in keV), then the number of optical photons expected from
those energy-deposition events are 4,780 and 4,760, respectively; a difference of less than half a
percent. Geometric broadening is therefore a negligible effect on the results reported in this work.
E(θ) =
662 keV
1 + 662 keV
511 keV
∗ [1− cos(θ)] (3.2)
Figure 3.6: Eq. 3.2 is plotted as a function of initial scatter angle for a cesium-137 gamma ray.
Geometric broadening yields a negligible uncertainty at the Compton edge.
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3.3.2 Time resolution assessment
Cross correlation is commonly used in applied detection systems within nuclear safeguards and
medical physics. In their most basic form, these systems are designed to provide the user with
information that depends on the detection of correlated particles from the same decay event. In
general, cross correlation is used to identify the simultaneous detection of particles within a short
time in two or more detectors that originated from the same decay event. Cross correlation can
extract a wealth of information depending upon the system. For example, within the nuclear safe-
guards, novel fast neutron-multiplicity counters use PSD-capable organic scintillators with cross
correlation to count neutron multiples from fission to estimate fissile mass content [16, 17]. And
within medical physics, positron emission tomography (PET) scanners use radioisotope tracers
and cross correlation to image disease in living tissue.
In this work, cross correlation was used to measure and compare the time resolution of cylindri-
cal and conical organic scintillator (EJ200) detectors. To measure the time resolution of a specific
detector using cross correlation, a second detector with the same scintillating material, geometry,
dimensions, reflector, and PMT, is needed. A sodium-22 source, which emits two oppositely-
directed gamma rays (each 511 keV) from positron annihilation, is placed in between the two
detectors. The goal of the experiment is to detect the simultaneous interaction in both detectors
(Compton-scatter events) of the two correlated gamma rays from annihilation. The purpose behind
matching the characteristics of both detectors is to ensure that both respond identically to incident
radiation of same energy; for example 511 keV gamma rays that Compton scatter within a fixed
energy range along the continuum.
The setup for the cross correlation experiment used in this work is illustrated in Figure 3.7.
Gamma rays from annihilation can Compton scatter in both detectors and be correlated in time.
The DAQ system used in these experiments allowed each detector channel to trigger the other.
In other words, if one channel triggered first, then data from the other channel was recorded;
and vice versa. After the data was collected and calibrated, a cross-correlation analysis script
sorted through the data and flagged correlated events using the following procedure: (1) a pulse
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was present in both channels, (2) the light output in both channels are both above and below a
fixed lower-level discriminator (LLD) (200 keVee) and and upper-level discriminator (ULD) (370
keVee), respectively. This light-output range encompasses the Compton-edge (341 keV) of a 511
keV gamma ray. Correlated events where at least one gamma ray Compton scatters at an angle
shallower than 69.10◦, which corresponds in energy to the LLD, do not contribute counts to the
time-resolution analysis. Correlated events that satisfy these requirements are further processed by
time pick-off methods used to assess the time resolution of the system.
Figure 3.7: A graphical representation of the cross-correlation experiment and its associated pro-
cesses. Note that the figure is not to scale.
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The pulse-start time in both channels for correlated events was found using a time pick-off
method referred to in this work as constant-fraction timing (CFT) [5]. In CFT, a fraction of the
pulse amplitude is used to associate its position on the leading edge with time. This fraction
is fixed for all pulses and is often referred to as the constant-fraction discriminator (CFD), and
requires some optimization described further in Chapter 4. The CFD provides a position along
the rising edge of the pulse for time pick-off that is independent of pulse shape and is therefore
insensitive to amplitude walk or time jitter when a pulse is triggered by the fixed-voltage threshold
of the DAQ [5]. The start time of a pulse in one channel (referred to as the start detector) is
then subtracted from the start time of its correlated pulse in the other channel (referred to as the
stop detector), yielding a time interval (∆T) between the two pulses. In this work, the start
and stop detectors correspond to channel 0 and channel 1, respectively. A histogram of ∆T values
produces a cross-correlation distribution with a Gaussian-like structure. Figure 3.8 shows a sample
cross-correlation distribution. The time resolution of is defined as the FWHM of a fitted Gaussian
function to the cross-correlation distribution. The uncertainty in time resolution was obtained from
the fit parameters using 95% confidence intervals.
It is worth clarifying that historically speaking, CFT was performed using analog circuitry.
However, as it was just described, the same technique can be implemented in the post processing
of digitized pulses recorded by a DAQ system. The same clarification is made for the CFD; the
fractional amplitude is calculated from digitized pulses rather than using on-board electronics. For
clarity, CFT is the method for time-pickoff, of which there are many. CFD is the name given to
the fractional-amplitude specifically chosen for time pick-off along the leading edge for correlated
pulses to calculate their time interval (see Figure 3.7).
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Figure 3.8: A sample cross-correlation distribution.
3.3.3 Pulse shape discrimination assessment
Neutron-gamma PSD of a californim-252 source was performed using the charge integration
method, illustrated in Figure 3.9. In this method, the ratio between the tail integral and total
integral of the pulse is calculated, where the start time of the tail integral requires optimization
to achieve the best possible separation between neutron and gamma events [12–15]. Note that
the ratio of the tail integral to the total integral is referred to in this work as the pulse-shape (S)
parameter. Previous work also refers to particle-type identification in this manner [13]. A sample
histogram of S parameters taken from californium-252 data is shown in Figure 3.10.
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Figure 3.9: A diagram that represents the charge-integration technique for PSD.
A double-Gaussian function is applied to the S distribution, where the centroid and FWHM
values for the gamma-ray and neutron clusters are found. These values, as determined by the fit,
are used to calculate a figure of merit (FOM), used to assess PSD performance by quantifying the
degree of separation between the neutron and gamma-ray regions in the S distribution, as shown
in Figure 3.10. The equation for the FOM is also shown in Figure 3.10, where a higher FOM value
indicates better PSD performance.
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Figure 3.10: Sample pulse-shape (S) parameter distribution for events across a specific energy
range, as produced with the charge integration method.
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CHAPTER 4
Experiment: Energy resolution
4.1 Motivation
The purpose of this work is to measure and compare the energy resolution of conical and cylindrical
organic scintillator detectors of equal base diameter, height, and material. The cone is expected to
show an improvement in energy resolution over the cylinder by reducing optical-photon reflections
at the scintillator-reflector boundary. By reducing reflections, the combined absorption and trans-
mission probabilities at the reflector surface are decreased, thereby increasing the optical-photon
detection probability. In other words, greater LCE will increase the counting statistics available per
scintillation pulse, which helps to resolve the pulse shape and integral more accurately. Recall that
the pulse integral is proportional to the energy deposited. An improvement in the energy resolution
can lower the measurement threshold and improve the light-output calibration accuracy for applied
detection systems. Additionally, Chapter 6 will demonstrate how improvements to the energy res-
olution also greatly assist with particle-type identification for PSD-capable organic scintillators.
In the process of conducting the energy resolution experiments, it was found that mating a highly
polished cone to a PMT of equal base diameter produced an unusable energy spectrum, referred to
as spectrum smearing in this work, and is shown below. Figure 4.1 shows a pulse-integral spectrum
of the polished cone on a PMT of equal base diameter, where the cesium-137 Compton edge is
not well defined. Spectrum smearing was not observed when larger PMT sizes and ground (i.e.,
unpolished) surface conditions were tested for the cone. The cause of spectrum smearing and how
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to avoid it is discussed in this chapter. In Chapter 7, simulations help to visualize optical-photon
transport contributions to spectrum smearing.
Figure 4.1: Spectrum smearing is shown. This phenomenon occurs when a machine-polished
conical scintillator is mated to a PMT of equal base diameter.
4.2 Methods
4.2.1 Equipment
Four machine-polished organic scintillators (EJ200), two cylinders and two cones, were purchased
from Eljen, and were compared using four PMT configurations (see Figure 4.3). Optical-grade
silicone grease (EJ550) was used for scintillator-to-PMT coupling. Figure 4.2 shows the four
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scintillators. Each shape had two configurations: one scintillator remained polished and the other
was lightly ground by hand using sand paper (150 grit). The bases of all four scintillators remained
polished to ensure the highest transmission probability to the PMT.
Figure 4.2: A picture of the four organic scintillators (EJ200) used in this chapter.
Three PMTs were used: an ETL-9214B (PMT-50), an ETL-9821B (PMT-76), and a Photonis
XP4512B (PMT-127), where the number after the “PMT" label refers to its optical-window diam-
eter in millimeters. Note that “edge-blinding" in Figure 4.3 refers to a fourth PMT configuration
where a thin specular reflector (3M D50) ring with an adhesive backside was applied directly to the
window of PMT-50. It is worth noting that although PMT-50 had an optical window with an outer
diameter of 50 mm, the data sheet provided by the manufacturer listed an effective-photocathode
diameter of approximately 46 mm. In other words, optical photons that enter the PMT window
outside of the effective-photocathode region will have no chance of producing a photoelectron,
thus decreasing LCE. Recall that photocathode non-uniformity contributions decrease the local-
ized QE near its outer perimeter. To understand how photocathode non-uniformity (see Section
2.3.3) could impact the results, efforts were made to characterize the spatially-dependent response
of each PMT and are further discussed in Section 4.2.2. Edge blinding on PMT-50 was an at-
tempt to make the effective photocathode response more uniform to see what effect, if any, this
would have on spectrum smearing for the polished cone and the energy resolution of the three
other scintillators.
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Figure 4.3: Four scintillators were individually coupled to four PMTs (a total of 16 configura-
tions). PMT-50, PMT-76, and PMT-127, was operated at a gain of -1425 V, -1830 V, and -1700 V,
respectively.
4.2.2 Compton coincidence
Compton-coincidence [43–45] was used to calibrate the light output and measure the energy reso-
lution at the Compton edge (478 keV) of cesium-137 for the various organic scintillator and PMT
configurations shown in Figure 4.3. Figure 4.4 shows a picture of the experimental setup where
a point isotropic cesium-137 source (97.61 µCi) was placed in-between an organic and inorganic
scintillator. Each measurement lasted 5 hours. The inorganic scintillator was a cylindrical (50 mm
diameter and height) lanthanum bromide (LaBr3) manufactured by Saint Gobain. The exact di-
mensions of the setup (see Figure 3.5), as well as a detailed explanation of Compton coincidence,
how it works, and how it was implemented, can be found in Section 3.3.1.
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Figure 4.4: Custom built light-tight compartment. The highly polished conical scintillator (without
its specular reflector) is shown mated to the largest-sized PMT configuration.
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Figure 4.5: The mapping process used to assess the energy resolution as a function of position for
each PMT, where the energy resolution is proportional to the localized QE.
Figure 4.6: Dimensions for the Compton-coincidence experiment performed during PMT mapping
process. The LaBr3 detector was moved along the central axis of the scintillator in order to maintain
the solid angle between experiments.
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Compton coincidence was also used to assess the response uniformity of all three PMTs. A
small cube (5 mm height) of EJ200 was placed in seven positions shown in Figure 4.5. All sides
of the cube were ground with the exception of the surface coupled to the PMT with optical grease
(EJ500). The cube was covered by a specular reflector encasement in a similar fashion to the
cylinder and cone. From Compton coincidence, the calibration position and energy resolution were
obtained at each of the seven positions. Each experiment lasted 30 minutes. The same cesium-137
source used previously was placed on top of the cube. The front plane of the LaBr3 detector was
placed 10 cm above the window of the PMT that was being characterized. The LaBr3 detector was
moved with the center line of each position to maintain the same solid angle between experiments.
An illustration of the Compton-coincidence setup is shown in Figure 4.6.
4.3 Results
4.3.1 Photocathode non-uniformity
Figure 4.7 shows the energy resolution at 478 keV of the EJ200 cube as a function of position
for each PMT. The greatest variability in the energy resolution exists in PMT-50. As expected,
the highest QE exists near the center and degrades towards the outer edge due to photocathode
non-uniformity effects [18–21]. The more uniform response of PMT-76 and PMT-127 across the
50 mm test diameter explains why the energy resolution of all scintillators improved when coupled
to those PMTs (see Table 4.1).
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Figure 4.7: Energy resolution as a function of position on the surface of the PMT.
4.3.2 Calibration and energy resolution
Figures 4.8 and 4.9 show the cesium-137 standard (i.e., uncorrelated) and correlated light-output
distributions of the ground cone and ground cylinder, respectively. The correlated spectra were
obtained through Compton coincidence. Additionally, Figures 4.10 and 4.11 show the cesium-137
standard and correlated light-output distributions of the polished cone and polished cylinder, re-
spectively. Figures 4.8 - 4.11 illustrate the effect of photocathode uniformity on energy resolution
by showing how sharpness of peak at the Compton edge changes with PMT sizes. As the effect of
photocathode non-uniformity is decreased (see Figure 4.7) with PMT size, so does the resolution.
All energy resolution values were measured at 478 keV and are shown in Table 4.1. PMT-127
produced the best energy resolution values for all scintillators and this result is directly attributed
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to its more uniform photocathode response across the 50 mm test diameter. The ground cone out-
performed the energy resolution of the ground cylinder for all PMT configurations. Although the
polished surface treatment produced slightly higher calibration points (see Table 4.2), it generally
resulted in poorer energy resolution values in comparison to the ground surface treatment for all
scintillators. Moreover, the polished cone mated to PMT-50 produced a smeared energy spectrum.
Figure 4.8: Standard (left) and correlated (right) light output spectra using the ground cone.
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Figure 4.9: Standard (left) and correlated (right) light output spectra using the ground cylinder.
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Figure 4.10: Standard (left) and correlated (right) light output spectra using the polished cone.
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Figure 4.11: Standard (left) and correlated (right) light output spectra using the polished cylinder.
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Table 4.1: Energy resolution values.
Table 4.2: Energy calibration values.
Table 4.3: Detected counts for all energy-resolution experiments.
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Figure 4.12 shows the uncalibrated pulse-integral distributions of the polished and ground con-
ical scintillators on PMT-50 with and without edge blinding. Spectrum smearing was partially
alleviated with edge blinded. Although the detector response of the polished cone appeared more
uniform with edge blinding, its energy resolution was poor. A ground cone on PMT-50 without
edge blinding also alleviated spectrum smearing, however LCE was decreased and its improve-
ment in energy resolution over the cylinder in the same configuration was marginal. A ground
cone on PMT-50 with edge blinding on the other hand, not only produced a more uniform detector
response, but also had a significant improvement in energy resolution over the cylinder in the same
configuration.
Figure 4.12: A comparison of four standard pulse-integral distributions for the cone on PMT-50,
where letters “P" and “G" refer to a polished and ground surface, respectively.
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4.4 Discussion
Due to a detection efficiency loss of approximately 70%, a cone may not be the ideal choice for
some applications. Results indicate that a conical geometry provides enhanced LCE over a stan-
dard cylindrical shape. Although LCE was not directly measured, the gain in LCE was interpreted
using the calibration position of both geometries at the Compton edge (478 keVee) of cesium-
137. A 16.2% improvement in energy resolution at 478 keVee was observed when using a conical
scintillator in a place of a cylindrical scintillator of identical base diameter and height (50 mm),
surface treatment (un-polished), and material (EJ200). These conditions were observed when the
two scintillators were compared using a PMT (Photonis XP4512B) with a base diameter of 127
mm. However, improvements in energy resolution were strongly dependent on the light collection
and conversion process. By using a smaller-sized PMT, the percent-increase in energy resolution
over a cylinder decreased, and in the case of a machine-polished cone mated to a PMT of equal
base diameter, a smeared energy spectrum was produced (see Figure 4.12). An increase in LCE
can only benefit the user if the detector response remains uniform. It was demonstrated that the
spatial uniformity of the photocathode response played a crucial role in the usability of the cone,
in addition to the surface treatment of the cone.
To avoid spectrum smearing in a detection system that uses conical scintillators, the following
is recommended: (1) a slightly ground surface instead of a machine-polished surface, and (2) the
use of a light-sensing device with a spatially-uniform detection efficiency. The second point can be
addressed in a few ways. If an application has size constraints, a PMT with an equal base diameter
to the cone can be used if the perimeter of the PMT window is blinded by a highly reflective
material, for example a specular reflector cut into the shape of a ring, ideally with an adhesive
backside. Edge blinding may require some optimization, specifically with the inner diameter of the
reflective ring. If size constraints eliminate the use of a PMT altogether, a silicone-photomultiplier
array [46] may provide favorable results. However, if a detector application is not constrained by
size, the simplest solution is to couple the ground cone to the center of a large PMT, which would
also enable the use of a polished cone.
62
CHAPTER 5
Experiment: Time resolution
5.1 Motivation
The purpose of this work is to measure and compare the time properties of conical and cylindrical
organic-scintillator detectors of equal base diameter, height, and material (EJ200). The time prop-
erty measured for each geometry included the time resolution and pulse rise-time distribution. The
time it takes a scintillator-based detection system to respond to a radiation event is a function of
the scintillation-emission process, the light-collection process, and the PMT response. A reduction
in the response time to any one of these three processes will improve the time resolution of the
system. Chapter 4 showed that a cone had better energy resolution than the cylinder, and this result
was attributed to enhancements in the light-collection process. Specifically, the cone exhibited
greater LCE due to a reduction in optical-photon reflections when compared to the cylinder. These
result are significant for their implications on the time properties of a detector system. If optical
photons reflect less in the cone than in the cylinder, then it is expected that their average path length
and time for detection is also reduced. In addition, the faster light-collection process in a conical
scintillator also suggests that the pulse shape will change, and is expected to produce faster pulse
rise times than the cylinder. The additional contribution of optical-photons towards the front end
of the pulse could also reduce uncertainties in pulse-start time calculations for nuclear-safeguard
and detector characterization experiments that rely on cross correlation and neutron time-of-flight
techniques, where fast timing and excellent time determination is essential to their operation.
63
5.2 Methods
5.2.1 Equipment
Two conical and two cylindrical organic scintillators produced by Eljen with identical base diam-
eter (50 mm), height (50 mm), material (EJ200), and surface roughness (machine polished), were
used in the experiments described in this chapter. Figure 5.1 shows the two cones and two cylin-
ders. Scintillators of same geometry were compared using a cross-correlation technique on two
identical large-diameter PMTs (Photonis XP4512B). Channel 0 used PMT-127 from the energy-
resolution experiments described in Chapter 4 and channel 1 used the same model PMT as channel
0 and was given the name PMT-127v. The v designation was used to differentiate the two PMTs,
where v stands for “varied.” In other words, the gain on channel 0 was fixed (-1700 V), and the
gain on channel 1 was not. The reason for varying the gain on channel 1 is discussed in Section
5.2.4, where the importance of gain-matching two detectors in a cross-correlation experiment is
further explained.
Polished instead of ground scintillators were compared to avoid unequal hand-grinding with
sand paper of the scintillator surfaces. A change in the surface roughness would alter the total-
reflectivity coefficient (TRC) [22, 23]. It is possible that grinding a machine-polished surface may
not significantly bias results if hand grinding was carefully, lightly, and evenly applied to the sur-
face as it was in Chapter 4 to one cone and one cylinder. However, since hand grinding would need
to be repeated four times, it was decided that the process would be too tedious and that the poten-
tial for error was too high. Moreover, since this chapter focused on time resolution, fast response
times are expected when applying a specular reflector to a polished surface. Therefore, a ground
surface was not chosen, however future experiments may consider the ground surface if certain
methods are in place, for example: (1) a machine surface grinder to ensure more uniform grinding
and (2) a method for measuring the optical topography of the scintillator surface for estimating
surface roughness. Since these methods were not accessible, it was decided to compare the pol-
ished scintillators for easily repeatable measurements in the future. It is worth mentioning that one
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conclusion of Chapter 4 was that the energy resolution of a polished-conical scintillator is strongly
susceptible to photocathode non-uniformity effects. Therefore, two identical large-diameter PMTs
were used to mitigate this effect (PMT-127 and PMT-127v). Optical grease (EJ500) was used to
couple the scintillator bases to the center of the two PMTs.
Figure 5.1: A picture of the four polished organic scintillators (EJ200) used in this chapter.
5.2.2 Time pick-off
Organic-scintillators produce a very fast scintillation pulse and therefore digitization error can be
a concern if the sampling rate of the DAQ system is too low. The sampling rate of the digitzer is
known to affect the quality of any pulse-shape dependent calculation, for example the rise time, the
energy deposited, and the particle identity when using charge integration and a PSD-capable or-
ganic scintillator. Although the DAQ used in this work had a very fast sampling rate (2 ns steps) for
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a system with such a high voltage resolution across 2 V (16,384 channels), it was only able sample
approximately 5 data points (a range of 10 ns) along the leading edge of any pulse. Therefore, the
leading edge of the pulse was linearly interpolate between each point to more accurately calculate
the time pick-off. The pulse rise time can also be found by calculating the time interval between
two positions along the leading edge; 10% and 90% of the pulse amplitude [5]. This process is
illustrated in Figure 5.2. A histogram of these time intervals produces a rise-time distribution.
Rise-time distributions were calculated from pulses in channel 0 and 1 for both cross-correlation
experiments (cylinder and cone). The experiments are described below in Section 5.2.3.
Figure 5.2: An illustration of time-pick off for measuring the rise time of a scintillator pulse.
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5.2.3 Cross correlation setup
A graphical representation of how cross correlation works along with the dimensions of the ex-
periment setup are described in Section 3.3.2. A picture of the setup for both cross correlation
experiments is shown in Figure 5.3. PMT-127 was used for channel 0 and operated at a voltage
gain of -1700 V. PMT-127v was used for channel 1. Many uncorrelated experiments of a sodium-
22 source were performed to gain-match the detector response of channel 1 to channel 0, and this
process was repeated for both geometry pairs. Gain matching is further discussed in Section 5.2.4.
After successfully gain matching channel 1 to channel 0, a 5 minute cross-correlation experiment
was performed for the two geometry pairs. A geometry pair is defined as the two identically scin-
tillators used in a cross correlation experiment; for example, the two polished cylinders (one pair)
and the two polished cones (another pair). The calibration procedure for each channel is described
in Section 5.2.5. After both cross-correlation experiments, pulses from channel 0 and 1 were cor-
related using the processing algorithm described earlier in Section 3.3.2, which calculated the time
resolution as a function of CFD. It is worth mentioning that since count times were identical be-
tween geometry pairs (5 minutes) and because the volume of the cone is less than the cylinder by
66.67%, all time-resolution analyses of the cylinder were forced to use the same number correlated
events as the cone (29,604) to fairly compare statistical uncertainty.
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Figure 5.3: Cross-correlation experiments of the cone and cylinder shown without their reflector.
Specular reflector encasements were used during the experiment.
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5.2.4 Gain matching
For each geometry pair, numerous gain-matching experiments were conducted using the same
sodium-22 source and experiment setup shown in Figure 5.3. All gain-matching experiments lasted
5 minutes. In each experiment, both channels simultaneously collected data. The trigger logic of
the DAQ system for each gain-matching experiment was identical to the cross-correlation experi-
ment, where each channel was allowed to trigger the other. By allowing one channel to trigger the
other, both channels could simultaneously measure an uncorrelated energy spectrum of sodium-22
(in units of pulse integral [V*ns]). After each experiment, the Compton edge in the pulse-integral
distribution of channel 0 and 1 were compared. The goal of each experiment was to find a gain for
channel 1 that produced a calibration point in close proximity to the calibration point for channel 0.
The calibration methodology is further discussed in Section 5.2.5. Channel 0 was therefore used as
a detector-response benchmark that channel 1 had to match closely to. The gain of channel 0 was
set to -1700 V and never changed for any iteration. Channel 0 was used as a benchmark because
its exact configuration (the same polished-scintillator geometries, reflector, and PMT model), had
already been accurately calibrated by a Compton-coincidence experiment described in Chapter 4.
Gain matching was repeated for both geometry pairs and the best results are shown below in Figure
5.4. After successfully gain matching channel 1 to channel 0, a cross-correlation algorithm sorted
through all pulses, in both channels, for both geometry pairs. The algorithm search for correlated
511 keV Compton-scatter interactions from the same annihilation event, within a fixed light-output
range (200 keVee to 370 keVee). Recall that the Compton edge for a 511 keV gamma ray is 341
keV. The algorithm was previously described in Section 3.3.2.
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Figure 5.4: Standard (uncorrelated) pulse-integral spectra of both geometry pairs after successfully
gain matching channel 1 to channel 0.
5.2.5 Calibration
A fractional Compton-edge approach was used to calibrate all pulse-integral distributions to light
output for the gain-matching and cross-correlation experiments. The pulse-integral distribution of
the two cylinders and cones were calibrated to 81.5% of the Compton-edge peak for sodium-22.
Both cones were calibrated to 77.7%. The percentage was used to link the pulse-integral value of
an uncalibrated spectrum with the maximum-energy deposited (341 keV) by a 511 keV gamma
ray in a single Compton scatter.
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Figure 5.5: Light-output spectra after gain matching, correlation, and calibration.
These percentages were interpreted from the results presented in Chapter 4, specifically from
the data shown in Figures 4.10 and 4.11. Both figures show uncorrelated and correlated (by Comp-
ton coincidence) light-output spectra of cesium-137, as measured by the same detector config-
urations for channel 0. Although these percentages were determined from the Compton edge of
cesium-137, they can still be applied to the Compton edge of the 511 keV gamma ray from sodium-
22. It is well documented that the light output from electron recoils in organic scintillators is linear
above 100 keV [2]. The calibrated light-output spectra for channel 0 and 1 for both geometry pairs
are shown in Figure 5.5.
71
5.2.6 CFD analysis
A pulse pair is defined as a pulse in channel 0 that is correlated to a pulse in channel 1, and vice
versa. An algorithm described in Section 3.3.2 correlates pulse pairs by using a time and energy
gate on the calibrated light-output spectra (see Figure 5.5) of both geometry pairs. Pulse pairs
must satisfy the requirements of the algorithm, namely that the two pulses must have the same
time stamp, and that their light output be between a LLD (200 keVee) and a ULD (370 keVee).
Pulse pairs that satisfy these requirements are flagged as “clean" and are processed further. The
time of each pulse in a clean pair is found using a particular CFD to calculate their time interval
(∆T) and produce a cross-correlation distribution. This process was repeated as a function of CFD
for all clean pairs. For each geometry pair, a total of 30 CFD values were used, each producing
a cross-correlation distribution. The purpose for calculating the cross-correlation distribution as
a function of CFD was to determine which CFD produced the best time-resolution results; useful
for comparing the time-resolution of the two geometries. Section 5.3.1 compares all the cross-
correlation distributions for the cylinder pair and cone pair as calculated by the 30 CFD values.
Section 5.3.2 discusses how the CFD was assessed for quality, and which CFD values were used as
the basis for a fair and unbiased comparison of the time resolution of the cone and cylinder. Recall
that time resolution is defined as the FWHM of a Gaussian fit to a cross-correlation distribution.
5.3 Results
5.3.1 Cross-correlation distributions
Figures 5.6 - 5.10 show the cross-correlation distribution of the cylinder and cone overlaid in the
same plot for each CFD. The purpose of plotting all of these distributions together was to determine
which CFD produced the best results for each geometry as a point of comparison. The CFD was
finely sampled from near zero (0.001) to 0.7. The figures show two very interesting trends that
occur in both geometries as the CFD is reduced.
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The first trend is a progressive shift in the centroid to the left of the plot. This shift occurs
for both geometries but is more prevalent for the cylinder. Both distributions converge to a ∆T of
approximately 4 ns; this position on the time spectrum is referred to in this work as the system-
response delay. It was interesting to note that the cone converged to this value more readily than
the cylinder. In other words, high CFDs for the cone produced a cross-correlation distribution with
a centroid close to 4 ns; unlike the cylinder. Since identical cable lengths were used to connect
PMT-127 and PMT-127v to channels 0 and 1 respectively, the system-response delay is attributed
to either DAQ channel being slower than the other. The second trend, namely a reduction in
the integral of the distribution from high to low CFD, also occurs more readily in the cylinder.
Conceptually, as the CFD is decreased, the time pick-off gets very close to the first digitized point
of the pulse. Therefore, the cross-correlation distribution is independent of rise time and reveals
the true system-response delay (4 ns). A low CFD also implies that the time pick-off is in close
proximity to the baseline, where noise and digitization error of the first data point in the pulse can
strongly influence the number of events in the cross-correlation peak. Recall that all distributions
shown in Figures 5.6 - 5.10 are produced from the same number of correlated events (29,604)
in the cylinder and cone, however as the CFD is reduced, the number of counts in the peak area
leak to the right and left of the distribution as the time pick-off method begins to struggle with
accurately assessing the start times for correlated-pulse pairs. This phenomena worsens at very
low CFDs where the time pick-off is closer to baseline. A cross-correlation distribution that is
truly representative of a detector systems time-interval between correlated-pulse pairs will produce
a distribution where the majority of correlated counts contribute to the peak area. Using a low CFD
to compare both geometries where some loss in useful correlated-peak events will not necessarily
produce inaccurate results of the systems time resolution. However, a low CFD gives an isolated
assessment of the time resolution by forcing reliance on pulses from channel 0 and 1 that both
produced a high light output close to the ULD (370 keVee). A more holistic assessment of a
systems time resolution will use a CFD where the total number of correlated events used to process
the cross-correlation distribution, contribute to its peak area.
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Figure 5.6: Cross-correlation distributions (set 1).
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Figure 5.7: Cross-correlation distributions (set 2).
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Figure 5.8: Cross-correlation distributions (set 3).
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Figure 5.9: Cross-correlation distributions (set 4).
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Figure 5.10: Cross-correlation distributions (set 5).
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5.3.2 CFD determination
Figure 5.11 shows the percentage of correlated counts that contribute to the peak area, and the
time resolution, as a function of CFD, for both geometries. As expected, when the CFD value is
decreased, so is the time resolution. However, for a particular CFD, it is important to compare the
time resolution with the correlated-count contribution to peak area to determine the usefulness of
the time-resolution. In this work, efforts were made to ensure that the CFD chosen to compare
the time resolution of the cylinder and cone maintained a minimum of 90% correlated-counts
contributions to the peak area. In the end, two CFDs were chosen (0.2 and 0.5) to compare the
time resolution of both geometries that met this peak-area criteria.
Figure 5.11: CFD determination methodology. The two top-most curves in the plot correspond to
the right y-axis and the bottom two curves correspond to the left y-axis.
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5.3.3 Time resolution
Figure 5.12 shows the cross-correlation distributions of both geometries as determined using both
CFDs (0.2 and 0.5). Table 5.1 compares the time resolutions for both geometries and relative-
percent increased achieved by the cone over the cylinder. For a CFD of 0.2 and 0.5, the cone
demonstrates a gain in time resolution of approximately 35% and 21%, respectively, when com-
pared to the cylinder.
Figure 5.12: Cross-correlation distributions for the cylinder and cone.
Table 5.1: Time resolution values.
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5.3.4 Rise-time distributions
Figure 5.13 shows the rise-time distributions for both geometries on channel 0 (top) and 1 (bottom).
It is interesting to note that the width for all distributions shown (from leading edge to falling edge)
is approximately 1.5 ns, which is very similar to the time-interval between sampled data points (2
ns). Therefore, the rise-time distributions are strongly impacted by digitization error of the DAQ.
Recall that linear interpolation was used to assess time pick-off between sampled data points.
Thus, some features of the rise-time distribution could be reconstructed despite the less than ideal
sampling rate for rise-time estimation.
Figure 5.13: Rise-time distributions.
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This work hypothesizes that the dual-peak shape of the rise-time distributions, particularly
evident for both cones, are somehow related to the time-interval calculations determined from the
time pick-off at 10% and 90% along the leading edge of the pulse. These results are interesting
and should be investigated further. Initial attempts were made by comparing the shape of all
pulses that contributed counts to three distinct rise-time intervals, each 0.10 ns in width, named
LOW , MIDDLE, and HIGH . For both cones, the LOW , MIDDLE, and HIGH regions
corresponded to rise-time intervals between [3.45-3.44 ns], [3.90-4.00 ns], and [4.25-4.35 ns],
respectively. For both cylinders, the LOW , MIDDLE, and HIGH regions corresponded to
rise-time intervals between [3.60-3.70 ns], [3.90-4.00 ns], and [4.45-4.55 ns], respectively.
5.3.5 Pulse-shape comparison
Exactly 500 pulses from the same channel, geometry, and rise-time region were extracted and
compared in Figure 5.14 for the same light-output range (200 - 370 keVee). The pulses were
initially misaligned because each channel was allowed to trigger the other. A post-processing
script was written to force the first data point along the leading edge of the pulse above its baseline
to begin at 43 ns. Once all pulses were normalized to the same starting position, the pulses for both
geometries were overlaid in the same plot as a function of channel number and rise-time region.
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Figure 5.14: Pulses extract from rise-time distributions.
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5.4 Discussion
Recall that a scintillator pulse is a convolution of many time-dependent processes including but not
limited to the scintillation-emission time, the light-collection process to the PMT, as well as the
PMT response. The results presented in this chapter demonstrate that the light-collection process is
improved by using a conical organic scintillator instead of a cylinder of the identical base diameter
(50 mm), height (50 mm), and material (EJ200). The light-collection process in both geometries
were compared using the time resolution, pulse rise time, and pulse shapes. The time resolution of
both geometries were obtained through a cross-correlation experiment and assessed at two CFDs
(0.2 and 0.5). Both CFDs ensured a useful contribution of correlated counts to the peak area (>
90%) in the cross-correlation distribution. The cone was shown to have improved time resolution
over the cylinder at both a CFD of 0.2 and 0.5 by approximately 35% and 21%, respectively. Theses
results agree closely with the measured-percent increase (20.6%) reported in previous work that
used an analog CFD of 0.4 [31]. The results in Figure 5.14 help to draw two important conclusions
related to the scintillator-pulse shape and digitization error discussed below.
Figure 5.14 shows that the cone consistently produced faster rise times than the cylinder. More-
over, pulses from the cone appeared shorter in time and taller in amplitude than pulses from the
cylinder. Therefore, the majority of scintillation-light in a cone is collected on a faster time scale
than the cylinder, and this result confirms that optical-photon reflections in a cone are less when
compared to a cylinder. On the other hand, a cylinder experiences multiple optical-photon reflec-
tions and that is why the scintillator-pulse tail appears extended when compared to the pulse tails
of a cone. It is interesting to observe how the pulse tail of a cone returns to baseline faster than
the cylinder (see Figure 5.14). A decrease in the average number of reflections reduces the aver-
age path-length traveled by optical photons in the scintillator prior to their detection. The faster
light-collection process in a cone as compared to a cylinder can benefit many systems that aim to
minimize propagated uncertainty from time pick-off. The increased presence of statistical infor-
mation along the leading edge of the pulse for a cone may significantly reduce propagated errors
when calculating the time pick-off or its derived quantities.
84
Figure 5.14 also demonstrates an important trend that occurs for pulses at the starting position
of the rising edge in addition to the position of the peak amplitude. Note how both positions appear
spread out, even though all pulses were accurately forced to begin at 43 ns. The apparent spread in
the starting and peak-amplitude positions are due to digitization error between two adjacent data
points at those positions. Digitization error is more obvious at the peak, where it appears as if its
location undergoes a random and dichotomous shift. The same digitization error responsible for
shifting the peak location also occurs throughout the entire pulse, including the leading edge; it
just so happens to be most obvious at the peak.
Recall that the time intervals used to produce the rise-time distributions (see Figure 5.13) were
found by subtracting time pick-off values along the leading edge that correspond to 90% and 10%
of the peak amplitude. Note how these calculations are strongly dependent on the peak amplitude
and two fractional amplitudes (90% and 10%) along the leading edge. Initially, the position of
peak appears insignificant since because the two time pick-off fractions are strictly a function of
amplitude. However, digitization error can influence the slope of the rising edge, and the effect is
particularly more intense near the peak of the pulse; particularly at the point along the leading edge
that corresponds to 90% of peak amplitude. Therefore, time pick-off at the 90% mark may greatly
impact the rise-time calculations and as a result, the shape of the rise-time distributions. The slope
variations near the 90% mark shifts in the peak-location between two adjacent digitized points,
resulting from digitization error are believed to contribute to the binary-like rise-time distributions
(see Figure 5.13). The binary-like effect is more pronounced in the distribution of the cone than
it is for the cylinder. A very likely explanation is the increased presence of statistical information
near the front-end of a scintillator pulse produced in a cone. Although a cone collects light faster
and contributes additional counts along the leading edge, which helps time pick-off, the limiting
factor to the rise-time assessment appears to be the sampling rate of the DAQ.
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CHAPTER 6
Experiment: Pulse shape discrimination
6.1 Motivation
The purpose of this work is to measure and compare the PSD performance of conical and cylindri-
cal PSD-capable organic scintillator detectors of equal base diameter, height, and material (trans-
stilbene). Previous work has shown that conical scintillators, both inorganic and non-PSD capable
organic, have greater LCE than their cylindrical counterparts [29, 30], and is further supported
by the results shown in Chapter 4. Therefore, it is expected that if LCE is increased in a PSD-
capable organic scintillator, then PSD performance will also improve, notably in low-light output
events. Recall that gamma ray and fast neutron interactions with an organic scintillator will pro-
duce electron and proton recoils, respectively [5]. Due to the unique scintillation properties of
stilbene, a greater fraction of delayed light is produced from proton recoils than from electron
recoils [1, 2, 4, 5]. Therefore, when stilbene is coupled to a light-sensing device, such as a PMT,
the shape of the pulse produced by the PMT will vary according to the particle type. As a result,
a PSD technique, such as charge integration [12, 13], can be used to identify the particle based
upon the shape of the pulse produced by particle it recoils. However, it is well known that PSD
performance degrades at low-light output events (<100 keVee) [14, 15] where gamma-ray and
neutron pulses appear similar. To counter the decrease in PSD performance for low-light output
events, LCE can be increased by modifying the scintillator geometry to reduce the likelihood of
optical-photon losses due to multiple reflections at the scintillator-reflector boundary. An increase
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in particle-discrimination at low-light output events can benefit many applied systems in nuclear-
security research where gamma-ray and neutron identification is required [11].
6.2 Methods
6.2.1 Equipment
Two stilbene crystals of different shapes (a cylinder and a cone) produced by Inrad Optics with
identical base diameter (50 mm) and height (50 mm) were used in the experiments described in
this chapter. Both stilbene crystals are shown in Figure 6.1. For each crystal, all surfaces remained
unpolished with the exception of the base, where a thin (1 mm) optical window made from fused
silica was permanently adhered. Optical grease (EJ500) was used to couple the scintillator base
to the center of PMT-127 that was operated at a gain of -1700 V for all experiments discussed
in this chapter; the same PMT (Photonis XP4512B) and gain were used for some experiments
described in Chapter 4. It has been shown in literature that the spatial distribution of optical
photons entering the PMT from a cone and cylinder are different [29]. Thus, a large-diameter
PMT was chosen so that stilbene samples were small in size compared to the PMT diameter in
order to minimize photocathode non-uniformity effects. Experiments in Chapter 4 and literature
[19, 29] have characterized the photocathode response for the Photonis XP4512B as a function
of position and showed that the response at its center, where the stilbene samples were placed,
was approximately uniform. The same conical and cylindrical specular-reflector encasements (see
Figure 3.3) used in Chapter 4 were also used in the experiments described in this chapter.
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Figure 6.1: Cylindrical and conical trans-stilbene from Inrad Optics. Both geometries have an
equal base diameter and height of 50 mm.
6.2.2 Compton coincidence
Two calibration experiments were conducted for each stilbene sample using cesium-137. Comp-
ton coincidence [43–45] was used to calibrate the pulse-integral distribution and obtain the energy
resolution at the Compton edge (478 keV). The experimental setup is identical to the arrangement
described in Section 3.3.1. The energy resolution was found by applying a Gaussian fit to the cor-
related count distribution (Compton-edge events) in stilbene obtained with Compton coincidence.
The statistical uncertainty in the calibration point and the propagated uncertainty in the energy
resolution were obtained from fit parameters using 95% confidence intervals.
6.2.3 Charge integration
Two PSD experiments were conducted for each stilbene sample using californium-252. The opti-
mal start time for the tail integral for both scintillators between 25 keVee and 400 keVee was found
to be 18 ns and 20 ns after the peak of the pulse for the cone and cylinder, respectively. The shorter
start time in the cone demonstrates that the light collection process occurs on a shorter time scale
in the cone vs. the cylinder, which supports the claim made earlier, namely that optical-photons
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reflect on average less in the cone than in the cylinder; thus, their detection occurs faster. The
end points for the tail and total integrals for both scintillators were fixed to the maximum-window
length in the data-acquisition system (200 ns). This end point roughly corresponds to 180 ns after
the peak of the pulse. It is worth emphasizing that the data-acquisition window was sufficiently
large to capture the entire pulse for both geometries. Lastly, a FOM was calculated as a function of
four distinct light output regions: Region 1 (25-100 keVee), Region 2 (100-200 keVee), Region 3
(200-300 keVee), and Region 4 (300-400 keVee). These regions were chosen to determine how the
quality of neutron/gamma-ray discrimination changed with light output. Lastly, the uncertainty in
the FOM was propagated from the fit-function parameters with 95% confidence intervals.
6.3 Results
6.3.1 Calibration and energy resolution
Table 6.1 compares the calibration point in units of pulse integral, the energy resolution, and the
total number of correlated counts at 478 keVee. Figure 6.2 shows the cesium-137 calibrated pulse-
integral spectra for both geometries. Their respective correlated-count distributions as identified
through Compton coincidence were also included in the same figure. These results show that the
performance of the cone is better than that of the cylinder, as demonstrated by improvement in en-
ergy resolution (10.05%) and light output (18.01%). These improvements are attributed to a higher
LCE of the cone. The decrease in detection efficiency (69%) of the cone relative to the cylinder
is expected given the (67%) smaller volume of the cone. The loss in efficiency is slightly higher
than the loss in volume due to a solid angle affect that is explained in previous work where monte
carlo simulations of a conical and cylindrical organic scintillator calculated the efficiency loss to
be approximately 70% [29]. The difference in the measured and simulated detection efficiency
loss can be attributed to slight alterations to the crystal volumes during manufacturing.
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Table 6.1: A comparison of cylindrical and conical stilbene performance metrics at 478 keVee.
Figure 6.2: Uncorrelated (left axis) and correlated (right axis) pulse-integral distributions cali-
brated to light output for both geometries.
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6.3.2 PSD heat maps
PSD heat maps for the cylinder and cone are shown together in Figure 6.3, found by plotting
the S parameter (see Section 3.3.3) as a function of light output (i.e., calibrated pulse integral).
Heat maps were processed using the same number of pulses (2.7e7). Figure 6.3 shows fewer
events in the region between the neutron and gamma-ray bands for the cone versus the cylinder,
providing visual evidence that the cone exhibits better separation between the gamma-ray and
neutron clusters. It is also interesting to note that although the same digitizer voltage-amplitude
threshold (0.1 V) was used for both PSD measurements, the effective light-output threshold for
the cone is lower than the cylinder. The lower effective threshold of the cone is attributed to its
greater LCE in contrast to the cylinder, allowing for more low-energy events to exceed the energy
threshold. It is worth noting the diagonal component to the threshold in Figure 6.3. This is not a
feature of the data but rather an effect from the pulse-integral technique caused by the change in
neutron-pulse shape as a function of increasing energy deposition [14].
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Figure 6.3: PSD heat maps for the cylinder (top) and cone (bottom) were processed using the same
number of pulses (2.7e7) with identical bin widths in the x-axis (0.4 keVee), y-axis (6e-4), and
color bar (1 count) in log scale.
6.3.3 FOM distributions
Heat maps were subdivided into four light-output regions, from which S-parameters were extracted
for each region and used to calculate a FOM. The S distributions for the cylinder and cone are
shown together in Figure 6.4. Table 6.2 lists the four light output regions and compares their FOM
values for both geometries. Although the percent improvement in energy resolution offered by the
cone appears low (10.05%), the impact it has on PSD to accurately resolve neutrons at low-light
output events is more significant, as demonstrated by the PSD performance improvements in Table
6.2, particularly the result from 25-100 keVee (22.58%).
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Figure 6.4: S distributions for the cylinder (left) and cone (right). The expanded plots show neutron
counts (bottom).
Table 6.2: Performance change for californium-252 measurements across four light-output regions.
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It is well known that energy resolution worsens for lower energy events. In contrast to a cylin-
der, conical stilbene increases LCE throughout the entire pulse [29], thus increasing the amount of
statistical information available for the charge integration calculation and producing a substantial
improvement in PSD performance. It is also worth mentioning that the percent gain (10.05%) in
energy resolution observed using conical stilbene as compared to a cylinder is less than the percent
gain (16.20%) in energy resolution reported for EJ200 in Chapter 4. This discrepancy is caused by
two reasons: (1) stilbene has a greater light output (approx. 14,000 photons/MeV) [10] in compari-
son to EJ200 (approx. 10,000 photons/MeV) and (2) the spectral-response of the PMT matches the
wavelength emission of stilbene slightly better than the emission of EJ200. Both factors combine
to diminish the gain in energy resolution due to the increased detection efficiency per photon in
stilbene as compared to EJ200.
Figure 6.5: Spectral-emission comparison of trans-stilbene and EJ200 coupled to PMT-127.
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6.4 Discussion
It was interesting to note how the gain in energy resolution (16.20%) of a cone made of EJ200
was greater than the gain (10.05%) of a cone made of trans-stilbene. Both cones had the same
dimensions, used the same reflector, and were coupled to the same PMT (Photonis XP4512B),
operated at a gain of -1700 V. Even more intriguing was the fact that the gain in LCE (17.60%)
for conical EJ200 was similar to stilbene (17.95%). These results suggest that any gain in LCE
achieved through geometric alterations is largely dependent on the TRC. However, the gain in
energy resolution achieved through geometric alterations is shown to be strongly dependent on the
scintillator material, particularly its light output and its distribution of wavelengths.
A material with a brighter light output and better spectral match to a PMT will not show as
much of an improvement in energy resolution than a material with a dimmer light output with a
spectral match that is less ideal (see Figure 6.5). Regardless, even if the gain in energy resolution
achieved using a cone appeared marginal at a Compton edge (e.g., 478 keVee), it is still very sig-
nificant for events that produce a low light-output (e.g., < 100 keVee), where the energy resolution
rapidly deteriorates from decreased counting statistics (see Figure 7.5).
The FOM results presented in Chapter 6 demonstrate this trend as a function of light output
and its significance at low-light output. Recall that the PSD performance of conical and cylindrical
stilbene were compared as a function of four distinct light-output regions. In the lowest region of
light output from 25-100 keVee, the cone achieved a vast improvement in particle discrimination,
as demonstrated by a 22.6% higher FOM. The gain in FOM progressively reduced as the light
output for radiation interactions increased: 19.31% (100-200 keVee) to 18.75% (200-300 keVee)
to 16.41% (303-400 keVee). The trend shown by the decrease in PSD performance gained by the
cone as a function of increased light output is analogous to the decrease in energy resolution gained
at 478 keVee by stilbene than EJ200.
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CHAPTER 7
Simulation: Optical-photon transport
7.1 Motivation
Geant4, which stands for GEometry ANd Tracking, is an open-source simulation toolkit developed
at CERN, written in the C++ programming language, and used to model the transport and inter-
action of particles in matter [33], including optical photons. Geant4 can track secondary radiation
from ionization particles, for example electron recoils from gamma rays that Compton scatter in a
material. This capability is similar to other Monte carlo based radiation transport codes, for exam-
ple MCNPX. What makes Geant4 especially useful for this work is its unique capability to produce
and track optical photons from scintillation, which can provide further insight into how scintilla-
tor material, geometry, reflector conditions, and other optical parameters that affect LCE and by
extension detector performance. Moreover, Geant4 can be compiled with a computer program
called QT to support simulation visualization. Therefore, a model of conical and cylindrical EJ200
coupled to a PMT was eagerly developed in Geant4 to study and visualize the light-collection pro-
cess in both geometries. To trust the quantities derived from the model, validation experiments
were conducted to compare against simulated data. Model validation is further discussed in Sec-
tion . Through validation, the model demonstrated that it could accurately represent a calibrated
light-output spectrum from optical-photon transport. Note that the version of Geant4 used for all
simulation results presented in this work was 10.3 (patch 3).
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7.2 Geant4
7.2.1 Overview
Although the user is free to modify the source code at their own risk, no modifications were made
to the version of Geant4 used in this work (10.3 patch 3). When the Geant4 source code is compiled
and installed, numerous functions and libraries become available to the user for them to call on in a
C++ program of their own. However, any Geant4 program must meet certain basic requirements in
code structure and function calls, in order to run the most basic task. The simplest program consists
of five source files. One of the five essential files is the main source file, which calls on four other
required source files (enumerated below), where each source file has an associated header file. It
is conventional to call on Geant4 libraries and functions in a header file for use in its source file.
1. Detector Construction
The associated header file calls on functions that may include, for example, a system of
units, geometry definitions, geometry placement in three dimensional space, and material
definitions, just to name a few. Within the source file, the user provides specific values for
the functions they called on in the header file. These values could include, for example, the
chemical composition and density of a cylinder placed at some position in space.
2. Physics List
The associated header file can call on functions that may include pre-packaged physics li-
braries, for example, the standard electromagnetic (EM) physics library. Within the source
file, the user can add or subtract features from pre-packaged libraries. For example, the
EM library does not include physical processes associated with the generation and transport
of optical photons (e.g., Scintillation, Cerenkov, optical-photon elastic scattering, absorp-
tion, etc). The user can include the particle definitions and associated processes for optical
photons in the source file.
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3. Action Initialization
The associated header file calls on the action-class headers defined by the user. An action
class is a list of tasks to perform during specific stages of the Monte-carlo process. The stage
hierarchy is as followed: Run, Event, Track, Step, and Step Point. A Primary-Generation
Action class controls the Run, and is required for the most basic program. A Run is a
collection of events produced by a source particle. All action classes are compiled through
the Action Initialization.
4. Primary Generator Action
The associated header file calls on functions that define how source particles are sampled for
a single Run by prescribing initial conditions. Within the source file, the user can define the
type of source particle, its energy, position, and direction.
A Geant4 model was developed to simulate the transport of optical photons from scintillation
events inside a conical and cylindrical non-PSD capable plastic scintillator coupled to a PMT.
Figure 7.1 shows a flow chart of the code structure and important input parameters for each source
file used to construct the model. A visual representation of the model is found in Section 7.2.2. A
description of the material properties for each component in the model, the optical boundaries, and
potential sources of error, are found in Sections 7.2.3, 7.2.4, and 7.2.6, respectively. The validation
methodology and a summary of the simulations performed in this work are found in Sections 7.3.1
and 7.3.2, respectively.
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Figure 7.1: Simplified representation of a Geant4 code structure. Note that although Rayleigh and
Mie scattering are included in the Physics box, these processes were not considered in the model.
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7.2.2 Model
Figure 7.2 shows a cross-section of a cylindrical organic scintillator, the optical-coupling grease,
the optical window of the PMT, and the photocathode, which was assumed to be an arbitrarily
thin circular disc of negligible material. Physical processes that can occur with optical photons are
shown overlaid in the same figure and also in Figure 7.3.
Figure 7.2: Simplified representation of the Geant4 model.
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Figure 7.3: Simplified representation of optical-photon processes at the PMT window.
Each simulation began by sampling the birth of a gamma ray from a cesium-137 point source.
If the gamma ray for that event produced a Compton interaction in the scintillator, then the Comp-
ton electron was free to cause further ionization and excitation. Along the excitation track of the
electron, optical photons are equally distributed and randomly sampled from a distribution of pos-
sible wavelengths. These photons are tracked within the scintillator volume, where the majority
will reflect at the scintillator-reflector boundary multiple times before one of three likely events
occur: (1) reflector absorption, (2) photocathode absorption without detection, or (3) photocathode
absorption with detection, where the detection probability varies as a function of optical-photon
wavelength. The model also considers optical-photon attenuation within the scintillator volume.
7.2.3 Materials
The material properties of the scintillator were taken from the data sheet of EJ200. EJ200 has a
density of 1.023 g/cm3, a light output of 10,000 photons/MeV, and a peak scintillation emission
of 425 nm. At peak emission, its RI and optical-photon attenuation length is 1.58 and 380 cm,
respectively. The material properties of the optical-coupling grease (EJ550) were taken from data
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sheets provided by Eljen. EJ550 has a density of 1.06 g/cm3 and a RI of 1.46. The grease was
evenly distributed between the scintillator base and PMT window. Two photocathode options
were included where both were assumed to be perfectly uniform, arbitrarily thin, and of negligible
material. The photocathode detection efficiency was modeled from the QE curve of either PMT-
127 (Photonis XP4512B) or PMT-50 (ETL 9214B). The QE at 425 nm of PMT-50 and PMT-127
is approximately 23% and 25%, respectively. Both PMTs used the same optical window material
(borosilicate glass), thickness (2 mm), outer diameter (50 mm), and constant RI (1.50) for all
scintillation wavelengths (400 - 500 nm). The EJ200 spectral emission curve and both PMT-
response curves are shown below in Figure 7.4.
Figure 7.4: The spectral emission function of EJ200 and response function of PMT-127 were
modeled in Geant4. The energy domain was set by the range of possible optical-photon wavelength
emissions from EJ200.
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7.2.4 Optical boundaries
The optical-photon model selected for all Geant4 simulations performed in this work was the
UNIFIED model [47]. The Geant4 surface types [42] (i.e., boundaries between different volumes)
were classified as either a “Dielectric Metal" (DM) or a “Dielectric Dielectric” (DD). In short, a
DM boundary only allows that boundary to absorb, detect, or reflect a photon. A DD boundary on
the other hand, allows for Fresnel reflection, refraction, and total internal reflection to occur. The
surface finish of the scintillator was designated as either “Ground" (G) or “Polished Back Painted"
(PBP). A G-finish on a DM boundary simulates a perfectly diffuse reflector. A PBP-finish on a DD
boundary can simulate a specular reflector with a thin air gap between the reflector and scintillator
surface.
At the scintillator-reflector boundary, two reflector configurations were considered: (1) a per-
fectly Lambertian (i.e., diffuse) reflector and (2) a perfectly specular reflector with a thin air gap
between the reflector and scintillator surface. Although transmission is more likely than absorp-
tion at the reflector (if reflection does not occur) it was decided to absorb the particle to eliminate
unnecessary computational run-time by tracking optical photons that leaked through the reflector,
which can no longer contribute to detections on the photocathode surface used to model a PMT
response. The same reflection and absorption probabilities were used for both reflector configu-
rations (95.25% and 4.75%, respectively). Since the transmission probability was assumed to be
zero, the absorption probability was inferred from the reflection probability, given that all three
probabilities sum to 100%. The determination of the reflection probability is further discussed in
Section 7.3.2.
7.2.5 Geant4 iterations
The purpose of simulation numbers 1 and 2 was to compare their agreement with the experimen-
tal increase in energy resolution, calibration position, and decrease in detection efficiency of the
ground cone relative to the ground cylinder when using PMT-127. The iteration process began
by searching for the optimal reflectivity value, which influenced the separation between the cali-
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bration positions of the cylinder and cone. Theoretically, a reflectivity value of 100% in Geant4
should produce the same optical photon collection distribution, regardless of scintillator geometry,
especially in this particular comparison where the attenuation length is very long. Once the opti-
mal reflectivity value was found, the resolution scale was iterated to converge with the measured
percent increase in energy resolution.
7.2.6 Potential sources of error
The Rayleigh and Mie scattering lengths could not be found for EJ200 and therefore these pro-
cesses were omitted from the Geant4 physics list. Generally speaking, Rayleigh and Mie scattering
have low interaction probabilities in most organic scintillators. Additionally, the coefficients for
the semi-empirical “Birks" model [2] were not found for EJ200 and thus this light-output reduction
feature was removed from the physics list as well. The Birks’ option in Geant4 is used to reduce
the light output at low-energy depositions in order to model quenching and recombination effects.
If the option is turned off, then Geant4 assumes that the light output is perfectly linear with energy,
which is a fair assumption for energy depositions above 100 keV for EJ200. Recall that the Comp-
ton edge energy used to assess changes in the energy resolution as a function of geometry is at 478
keV.
Additionally, even though the range of wavelength emission from EJ200 is tightly bound to
the blue and violet portion of the visible spectrum, the energy dependence of optical-photon dis-
persion, responsible for the refraction angle, is expected to influence the RI. If a large range of
optical-photon wavelengths are tracked, for example all photons in the visible-spectrum, setting a
constant RI for any material would not accurately represent refraction or total internal reflection.
Since the wavelength emission of EJ200 is tightly bound to violet and blue light, a constant RI
is a more reasonable estimation, although it is possible that this uniform condition may create an
unintentional source of error. To more appropriately model refraction, a Cauchy equation should
be used to generate a distribution of wavelength-dependent RI values. The Cauchy equation pro-
vides an empirical relationship between the wavelength of visible light to its RI in a material. A
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Sellmier-dispersion function could also be used to generate the same distribution. The Sellmier
function has been shown in optics research to provide more a more accurate representation of RI
near ultraviolet light. Since the coefficients required in both functions were not found for any of
the exact material used in the model, a constant RI was set.
7.3 Methods
7.3.1 Validation techniques
The two methods used to validate the model are listed below. Both validation techniques compared
simulated and measured data of EJ200. A detailed discussion of all Geant4 simulations performed
in this work is found in Section 7.3.2.
1. Energy-resolution gain
Simulations of a cylinder and cone were compared with the experimental increase in energy
resolution, calibration position, and decrease in detection efficiency of the ground cone rel-
ative to the ground cylinder, discussed in Chapter 4. The photocathode detection efficiency
was modeled from the QE curve of PMT-127 (peak QE ≈ 23% at 425 nm).
2. Energy-resolution function
Simulations of a cylinder were compared with the experimental light-output spectrum of
cesium-137. The simulated spectrum was broadened using an energy-resolution function
(see Figure 7.5). The function was obtained for the same simulated detector configuration
through Compton coincidence at three angles (180◦, 90◦, and 45◦). The peak photocathode
detection efficiency was modeled off the QE curve of PMT-50 (peak QE ≈ 25% at 425 nm).
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Figure 7.5: Energy-resolution function for EJ200 (cylinder) obtained using Compton coincidence
at three different angles to isolate three different energies along the Compton continuum.
7.3.2 Simulations: EJ200
A total of eighteen simulations were performed. Table 7.1 illustrates the first six simulations
and Figure 7.6 in Section 7.3.3 describes the twelve other simulations. For each of the first six
simulations, a cesium-137 point source sampled in three fashions: isotropically and linearly in two
unique pathways. One line source was directed towards the center of the scintillator (referred to as
“down axis") and the other was directed towards the outer edge of the photocathode (referred to as
“off-axis"). The direction of these line sources were specifically chosen to highlight the root cause
of spectrum smearing in a highly polished cone.
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Table 7.1: A simplified description of all Geant4 simulations performed.
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For each gamma-ray event that caused scintillation, the following tally information was avail-
able: (1) the energy deposited per source particle (2) the number of optical photons detected per
source particle, (3) the location of each Compton-electron birth, (4) the location of each optical
photon detection on the photocathode, (5) the number of reflections (NOR) an optical photon un-
derwent prior to detection, and lastly (6) the time of arrival (TOA) of a detected optical photon
to the photocathode surface. To simulate the correlated-count distribution shown in Chapter 4,
a narrow gate width of 1 keV below and including the Compton-edge energy was used to flag
back-scatter events and record the number of optical photons detected.
The purpose of simulation numbers 1 and 2 was to compare their agreement with the experi-
mental increase in energy resolution, calibration position, and decrease in detection efficiency of
the ground cone relative to the ground cylinder, when using PMT-127. Both simulations assumed
a perfectly diffuse reflector with no air gap. An iterative process was used to search for the optimal
reflectivity value that matched closest to the gain in calibration position (17.6%) achieved by the
cone when compared to the cylinder on PMT-127 (see Chapter 4). The reflectivity influences the
separation between the calibration positions of the cylinder and cone. Theoretically, a reflectivity
value of 100% in Geant4 should produce the same optical photon collection distribution, regard-
less of scintillator geometry, especially in this particular comparison where the attenuation length
is very long (380 cm) relative to the scintillator size. Once the optimal reflectivity value was found,
another iterative process was used to determine the optimal resolution scale that best agreed with
the measured percent increase in energy resolution. A reflectivity value of 95.25% and resolution
scale of 0 were found to yield the closest agreement to the experimental results.
The purpose of simulation numbers 3 through 6 was to highlight a contributing factor to spec-
trum smearing in a highly polished cone, and to demonstrate why the same effect does not appear
in a highly polished cylinder. In the case of a highly polished cone with a specular reflector, the
presence of an air gap causes a sharp change in the index of refraction, creating the potential for
optical photons to undergo total internal reflection. The closer a scintillation events occurs to the
polished surface, the greater the likelihood for optical photons to reflect below the critical angle,
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and thus total internal reflection occurs. To visualize this effect in Geant4, two lines sources were
simulated: one directed towards the center (“down axis"), and the other towards the outer edge of
the photocathode (“off-axis").
7.3.3 Simulations: EJ276
The twelve remaining simulations consisted of an efficiency trade-off study where various shapes
(see Figure 7.6) were compared of a new PSD-capable organic scintillator (EJ276). According to
the manufacturer (Eljen), EJ276 has a lower light yield (8,600 photons/MeV) than EJ200 (10,000
photons/MeV), but otherwise has almost identical physical characteristics to EJ200. The plastic
material of EJ276 means that it could be machined into any shape, where for example trans-stilbene
could not (see Section 6). The added PSD capability of EJ276 made this trade-off efficiency study
particularly intriguing in case a shape was found with excellent performance characteristics. The
goal was to find a shape that performed similar to the cone (shape A) in terms of LCE, while
demonstrating better gamma-ray detection efficiency, similar to that of the standard cylinder (shape
K). ShapesB through J were tapered cones, each with identical height (50 mm) and base diameter
(50 mm) to the cone (A) and standard cylinder (K), and unique front-plane diameters. It was
theorized that a tapered cone might provide an ideal trade-off between the achievable LCE and
gamma-ray detection efficiency of the cone (A) and standard cylinder (K), respectively. Also, it is
conceivable that the most ideal shape for maximizing LCE is a cylinder with a small height relative
to its base diameter, which could minimize optical-photon reflections and transit times to the PMT.
Therefore, a truncated cylinder (shape L) was also included in this study. The height (16.7 mm) of
the truncated cylinder was found by constraining its base diameter and volume to match the cone
(A), which is used as a benchmark for improved LCE relative to the standard cylinder (K). Each
shape had identical reflectors to simulations 1 and 2 (see Section 7.3.2). Each simulation sampled
2.5 billion particles from a isotropic cesium-137 (661.67 keV) point source placed 10 cm from the
front plane of each shape (see Figure 7.6). The LCE, energy resolution, and gamma-ray detection
efficiency, were calculated for each shape, and the results are discussed in Section 7.4.5.
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Figure 7.6: A cross-section diagram of the various geometries used in the efficiency-trade off study.
The light-collection and detection efficiencies were compared for each geometry.
110
7.4 Results
7.4.1 Comparison with experiment
The standard and correlated cesium-137 spectra for both geometries are shown in Figures 7.7 and
7.8, respectively. Table 7.2 shows good agreement between simulation and experiment.
Figure 7.7: Standard spectrum comparison of experiment (left) and simulation (right).
Figure 7.8: Correlated spectrum comparison of experiment (left) and simulation (right).
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Table 7.2: Comparison of experiment and simulation results.
The simulated energy resolution uncertainty was assessed using the fit parameters (95% confi-
dence) from the correlated distribution. Note that the overestimation of counts above the simulated
Compton edge in Figure 7.7 is a result of omitting the Birks’ light-output reduction feature for
low-energy depositions (< 100 keV), where the light yield is non-linearly reduced [2]. Figure 7.9
shows four cesium-137 spectra calibrated to light output. Three were simulated and one was mea-
sured. The measured spectrum was taken with cylindrical EJ200 coupled to PMT-50, calibrated
with Compton coincidence to 478 keVee, and normalized to source strength (97.61 uCi). The
source was placed 10 cm above the front face of the cylinder. The model considered the same
detector and source configuration as the measured spectrum and the three simulated curves were
derived from the same simulation. The simulated curves shown in red, green, and blue represent
the energy-deposition spectrum and both the un-broadened and broadened optical-photon detection
spectra. Unlike the simulated spectrum of EJ200 couped to PMT-127, shown in Figure 7.7, the
un-broadened spectrum (originally in units of optical photons detected) shown in Figure 7.9 was
calibrated to light output (keVee). After calibration, the energy-resolution function (see Figure 7.5)
was used to broaden the spectrum, shown in blue, and agrees well with the measured curve. The
deviation at low-light output events (< 200 keVee) is expected due to room return and electronic
noise not considered in the simulation.
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Figure 7.9: Energy-resolution function for EJ200 (cylinder) obtained using Compton coincidence.
Although a great deal of effort was placed in the construction of the model to ensure repro-
ducibility and as much accuracy as possible, it is important to remember that certain assumptions
were made that may not be completely accurate (see Section 7.2.6). However, both validation
techniques demonstrate that the model can produce simulated spectra that agrees well with ex-
perimental data and trends. Therefore, the simulated results that follow can be interpreted with
cautious confidence.
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7.4.2 TOA and NOR distributions
Figure 7.10 shows that optical photons reflect on average less in the cone than in the cylinder prior
to detection. Consequently, the average time it takes optical photons to get detected is faster in
the cone than in the cylinder (see Figure 7.11), and this result is supported by a previous timing-
resolution experiment [31].
Figure 7.10: A comparison of the NOR distribution for the cone and standard cylinder.
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Figure 7.11: A comparison of the TOA distribution for the cone and standard cylinder. Note that
the clock for the TOA calculation begins after the birth of the gamma ray.
7.4.3 Compton-scatter heat maps
Figure 7.12 shows a simulated heat map of Compton-scatter events integrated along the y-axis for
both geometries. The cylinder experiences the greatest intensity of Compton-scatter events near
its front face. The cone, on the other hand, offers little volume in its tip for gamma rays to interact
with. Therefore, the majority of interactions occur near its base.
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Figure 7.12: Volume-integrated heat map (along y-axis) of Compton-scatter locations in the cylin-
der and cone. Each map was normalized to its maximum value. Bin widths are 1 mm.
7.4.4 Photocathode hit distributions
Shown in Figure 7.13 are the heat map tallies of optical-photon detections on the photocathode.
Note how the diffuse cylinder (simulation 1) has more uniform detections than the diffuse cone
(simulation 2). Recall that in simulations 3 and 4, a highly polished surface and specular reflec-
tor was modeled, in addition to an air gap between the two surfaces. Simulations 3 and 4 show
how down-axis gamma-rays produce the same localized collection distribution. However, off-axis
gamma-rays with the same direction vector, produce a different collection distribution in the cone
than in the cylinder. The heat map of the cylinder (simulation 5) shows a peak of immediately-
detected optical photons, and so does the cone (simulation 6). However, the peak amplitude (25000
counts) in simulation 5 is less than in simulation 6 (80000 counts), due to the location of Compton-
scatter interactions (see Figure 7.12). Furthermore, the distribution of counts in simulation 5 are
more evenly spread out than simulation 6, which shows a ring of counts detected along the perime-
ter from total internal reflection. This process is referred to in this work as optical-photon funneling
and can contribute to spectrum smearing (see Figure 4.1) for a polished cone.
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Figure 7.13: Photocathode hit distributions.
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If a polished cone is coupled to a PMT that suffers from strong photocathode non-uniformity,
then unreflected optical photons produced from scintillation events near the photocathode will cre-
ate a detector response that is influenced by the localized QE. Crucially, if the surface is highly
polished, scintillation events that occur near the edge can force optical photons to “funnel" and
collect along the outer perimeter of the photocathode where QE suffers (see Figure 4.7), and spec-
trum smearing is produced. Optical-photon funneling is depicted in Figure 7.14. Both images show
Geant4 visualizations of the same light-output event generated near a corner of a polished cone.
In the image to the left, a specular reflector with an air gap is present, while the scintillator to the
right does not have a reflector. The yellow dots on the surface of the base represent optical-photon
detections on the photocathode. It is clear that whether the reflector is on or off, the predominant
mode of surface reflection for these scintillation events is total internal reflection.
Figure 7.14: A Geant4 visualization of the same scintillation event occurring near the edge of a
highly polished cone with a specular reflector.
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7.4.5 Efficiency trade-off study
Figure 7.15 shows the energy-deposition and optical-photon detection spectra for all shapes (A-L),
along with their respective calibration positions. Recall that the calibration position signifies the
location of the Compton edge (477.33 keV). Detection events at the Compton edge where the total-
energy deposited fell within a narrow energy gate (476.34 keV and 477.34 keV), were correlated
with optical-photon detections. The calibration position for each shape was found by calculating
the centroid of their correlated optical-photon detection spectra, shown in Figure 7.16. The number
of gamma-ray detections, the calibration position, along with the FWHM and energy resolution of
each correlated optical-photon detection spectra were compared for all shapes in Figure 7.17.
It is important to emphasize that the calibration position is an estimate of the average number
of optical-photons detections per detection event at the Compton edge. Therefore, the LCE can be
calculated by dividing the calibration point by the expected light yield for a particular energy de-
position. For example, if EJ276 emits 8,600 optical photons per MeV-deposited, then the expected
light yield at the Compton-edge is approximately 4,105 optical photons. As shown in Figure 7.17,
the calibration point of the standard cylinder (K) is approximately 660, therefore its LCE is 16%
at 477.33 keV. Figure 7.17 also shows that both the cone (A) and truncated cylinder (L) have ap-
proximately the same calibration point (780 optical photons) and therefore the same LCE (19% at
477.33 keV).
It was particularly exciting to observe that the loss in gamma-ray detection efficiency relative
to the standard cylinder (K) for the truncated cylinder (L) was only 52% as opposed to 70% for the
cone (A), even though both the cone (A) and truncated cylinder (L) reported the same LCE. The
loss in gamma-ray detection efficiency was found by calculating the percent decrease in correlated
optical-photon detections (see Figure 7.16) for the cone (A) and truncated cylinder (L) relative to
the standard cylinder (K). Using the same methodology, the truncated cylinder (L) reported a 41%
increase in gamma-ray detection efficiency relative to the cone (A).
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Figure 7.15: Energy deposition (top) and optical-photon detection (bottom) spectra for all shapes.
The dotted red line in the bottom plot shows the location of the Compton edge (i.e., calibration
point) for each shape.
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Figure 7.16: Correlated optical-photon detection spectra for all shapes.
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It was interesting to note in Figure 7.17 how the FWHM for both the cone (A) and standard
cylinder (K) were similar (approximately 75 optical photons). Although the FWHM of both shapes
were essentially identical, the cone demonstrated greater LCE (expressed by the higher calibration
point), than the cylinder. Dividing the same FWHM (75 optical photons) by the higher calibra-
tion point of the cone produced a better (i.e., lower) energy resolution (9.62%) than the standard
cylinder (11.71%) for the same gamma-ray energy deposition (477.33 keV).
In the upper right plot of the Figure 7.17, the calibration position and gamma-ray detections
were normalized and overlaid together as a function of shape (A−L). As expected, when the front-
plane diameter of a tapered cone (shapes B-J) was reduced (45 mm to 5 mm), an increase in LCE
and decrease in gamma-ray detections was observed. The intersection of both curves suggested
that the ideal tapered cone for providing the optimal trade off in LCE and gamma-ray detection
efficiency was shape G, however, the FWHM and energy resolution tell another story.
Figure 7.17 revealed an unexpected trend in FWHM as a function of shape. As the front-
plane diameter for each tapered cone increased, it was expected that the energy resolution would
progressively worsen (where the cylinder would produce the poorest energy resolution). Instead,
the FWHM of tapered cones C through H peaked above the standard cylinder (K) and cone (A),
thus producing even worse energy resolution than the standard cylinder (K). For example, Figure
7.17 shows how the FWHM of tapered cones E (20 mm) and F (25 mm) both produced a similar
FWHM (approximately 100 optical photons) and energy resolution (approximately 13.7%); the
worst values for all cases.
It was especially intriguing to observe how the truncated cylinder (L) outperformed the energy
resolution of the cone (A), despite showing nearly identical calibration positions. It is evident that
the driving factor behind the improved energy resolution of the truncated cylinder was its smaller
FWHM (60 optical photons) as compared to the cone (75 optical photons).
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Figure 7.17: Efficiency trade-off results showing the calibration position, FWHM, energy resolu-
tion, and quantity of gamma-ray detections as a function of shape.
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It is strongly suspected that the crest-like feature in the FWHM for the majority of tapered
cones is due to an increase in multiple scatters per detection event. As the front-plane of a tapered
cone is widened to a particular range of diameters (C through H), incident gamma rays see a more
uniform and longer-average path length for shapes, which increases the likelihood for multiple-
scatter per detection event.
Moreover, recall that for Compton scatters that produce low-light (below 100 keVee), singlet
quenching non-linearly reduces the light yield [2]. However, this process was included in the
Geant4 model (see 7.2.6). Therefore, multiple-scatter events contribute more light to the total light
yield for a detection event than is realistically possible. In other words, if a gamma ray Compton
scatters two or three times, and the total energy deposition for that detection event sums to a
quantity that falls within the energy gate (476.34 to 477.34 keV) used for correlating optical-photon
detections at the Compton edge, then a fraction of detected optical photons from each multiple
scatter will sum together and contribute to a single quantity of total optical-photons detected, and
crucially, so will their variance.
The light yield from any single-scatter event for any quantity of energy deposited will have
some associated statistical variance in optical-photon production from scintillation. This vari-
ance is expected to increase for the same energy deposited (e.g., 477.33 keV) when produced by
multiple-scatter events, where the variance in light yield for each multiple-scatter site is propa-
gated to the summed quantity of optical-photon detections. Additionally, both single scatter and
multiple-scatter light yields are further broadened by physical processes that reduce the optical-
photon detection probability; for example the number of optical-photon reflections and the quan-
tum efficiency of the PMT. In summary, multiple scatter is expected to broaden the optical-photon
detection spectrum, particularly in simulations where the light yield for low-energy deposition
events is overestimated and for scintillator shapes with greater likelihood for multiple-scatter con-
tributions per detection event.
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Figure 7.18: Shapes with the same height but longer average path length per incident gamma
ray experience an increase multiple-scatter likelihood. The black and yellow regions represents
front-plane diameters of tapered cones with poor and good energy resolution, respectively.
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Figure 7.18 attempts to illustrates the solid-angle and geometry combinations that impact the
FWHM of the correlated light-output spectra. The black region in Figure 7.18 show where the
FWHM is increased due to light-output contributions from multiple scatter, resulting from an in-
crease in the average path length traversed by a gamma ray in that material. If the front-plane
diameter for a tapered cone falls within the black region shown in Figure 7.18, then these shapes
are expected to experienced larger FWHM values due to the percent increase in multiple-scatter
per detection event. The FWHM is reduced as the percent of single scatters are increased, particu-
larly for shapes with lower-average path lengths, for example the cone and especially the truncated
cylinder.
Figure 7.19 shows the percent contribution of single or multiple Compton scatters per detected
event in the cone (A), standard cylinder (K), and standard cylinder (L). The plot on the left shows
the scatter-quantity contributions per detection event for all energy depositions, whereas the plot on
the right strictly compares the scatter-quantity contributions for energy depositions that fall within
the energy gate (476.34 to 477.34 keV) used to correlate Compton-edge events (477.33 keV) to
the total number of optical photon detected. What is immediately clear from both plots in Figure
7.19 is that the standard cylinder (K) has a higher fraction of double and triple scatters for all
energies, which is expected due to its longer average path length when compared to the truncated
cylinder (L) and cone (A). More importantly, the plot on the right shows that the cone (A) has a
higher fraction of double and triple scatters per detection events at the Compton edge than does the
truncated cylinder (L). The combined percent-increase in double and triple scatter likelihood per
incident gamma ray produces a larger FWHM (75 optical photons) for the cone than the truncated
cylinder (60 optical photons).
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Figure 7.19: Percent contribution of single and multiple scatters per detected gamma ray.
Additionally, it is strongly suspected that scintillation events occurring near the tip of the cone,
although rare (see Figure 7.22), further contribute to broadening the FWHM due to light trapping
at the cone tip, which increases the number of optical-photon reflections required to reach the PMT
surface; as opposed to scintillation events that occur near center or base of the cone. The simu-
lated optical-photon reflection distributions for the cone (A), standard cylinder (K), and truncated
cylinder (K) are shown together in Figure 7.20 and support the claim for light trapping near the
cone tip. At first glance both reflection distributions of the cone (A) and truncated cylinder (L)
look similar, however upon closer inspection an additional presence of counts is evident for the
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cone (A) along the trailing edge of its reflection distribution.
Figure 7.20: NOR distributions for the cone, truncated cylinder, and standard cylinder.
It is suspected that these additional reflections occur from Compton scatters near the tip of
the cone, and thus offers support for the claim that light trapping could contribute to FWHM
broadening. As mentioned, although the interactions near the tip of the cone are rare, they still carry
the potential to broaden the mean quantity of optical-photons detections per gamma-ray detection
event at the Compton edge. Therefore, the truncated cylinder shows the most promising results of
all the other shapes tested (A through K). Moreover, the simulated light-collection process in the
truncated cylinder was shown to be faster than cone, as expected given the short travel length to
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the PMT window (see Figure 7.21).
Figure 7.21: TOA distributions for the cone, truncated cylinder, and standard cylinder.
Lastly, the Compton-scatter heat map for both the truncated cylinder and cone were plotted
together in Figure 7.22. The proximity for the predominant Compton-scatter locations in the trun-
cated cylinder to the PMT surface is of concern. Similar to the cone, it is likely that the truncated
cylinder may also experience degraded energy-resolution performance in experiments where a
PMT of equal-base diameter is used due the strong influence from photocathode non-uniformity
as a function of scintillation position.
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Figure 7.22: Compton-scatter heat maps for the cone, truncated cylinder, and standard cylinder.
7.5 Discussion
A Geant4 model of an EJ200 scintillator was developed and validated using experimental data that
agreed well with simulated light-output spectra of a cesium-137 source (see Table 7.2). The model
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was used to study optical-photon behavior in an organic scintillator and helped to visualize how
spectrum smearing can occur from optical-photon funneling along the surface of a highly-polished
conical scintillator. It was also shown that on average, optical photons reflect in a cylinder and cone
approximately 5 and 2 times, respectively (see Figure 7.4.2). These results confirm the hypothesis
that a reduction in optical-photon reflections would translate to an increase in LCE, and moreover,
reduced transit time prior to detection. The faster TOA distribution of the cone as compared to the
cylinder also support trends observed in the time-resolution experiments (see Chapter 5).
Additionally, simulations were performed that compared the gamma-ray detection efficiency
and LCE for various shapes: the cone, nine tapered cones with different front-plane diameters, the
standard cylinder, and a truncated cylinder. The study revealed that in theory, a tapered cone with
a front-surface diameter of 30 mm should produce the “best of both worlds" between the standard
cylinder and cone. However, the tapered cone reported worse energy resolution than the standard
cylinder. This unexpected result was attributed to an increase in multiple-scatter contributions per
detection event at the Compton edge, which broadened the quantity of optical-photon detections
for the tapered cone as compared to the standard cylinder.
The study also revealed that a truncated cylinder with a height of 16.7 mm and a base diam-
eter of 50 mm outperformed all shapes tested, including the cone, both in energy resolution and
gamma-ray detection efficiency. The poorer energy resolution of the cone as compared to the trun-
cated cylinder is a consequence of the cone tip acting as a light trap, which increases the average
number of reflections and thus reduces the detection probability for optical photons generated in
that region. Additionally, when compared to the tapered cylinder, the cone exhibited a greater
percent contribution of multiple scatters per detection event at the Compton edge, which combines
with light-trapping effects to further broaden its FWHM to a value larger than the truncated cylin-
der (see Figures 7.17 and 7.19); despite both shapes having nearly identical LCE (19% at 477.33
keVee).
Recall that experiments in Chapter 4 demonstrated that a ground cone could still be coupled to
a PMT of equal base diameter to the cone without producing spectrum smearing (see Figures 4.12
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and 4.1). However, the gain in performance of the cone over the standard cylinder was reduced
due to strong variations in the localized QE of the PMT (see Table 4.1). It is suspected that the
truncated cylinder may be equally susceptible to photocathode non-uniformity effects as the cone
if it coupled to a PMT with similar base diameter. Therefore, it is suspected that the truncated
cylinder would performed best in experiment if its surface were ground rather than polished, and
also if it were coupled to a large-diameter PMT where the photocathode response is relatively
uniform across the scintillator base (see Figure 4.7).
Up until this point, experimental results have shown that the cone outperformed the standard
cylinder in all three primary performance metrics (energy resolution, time resolution, and PSD).
However, it is important to emphasize that the cone was not presented in this work as the optimal
scintillator shape. Rather, the cone was shown as an alternative shape to the standard cylinder,
commonly used in many nuclear nonproliferation and safeguard research equipment [16, 17, 35,
36], that could provide measurable gains in the three detector performance metrics explored in
this work (see Tables 4.1, 5.1, and 6.2). It is with certainty that other shapes can provide even
better overall performance than the cone; as evident by the simulated truncated cylinder, which
showed better gamma-ray detection efficiency and energy resolution as compared to the cone. It
is likely that a scintillator in the shape of a parabolic lens with a focal point that lands on the
optical-window surface of a PMT may even outperform the energy resolution of the truncated
cylinder, however the gamma-ray detection efficiency would likely be less. Detection efficiency,
however, may not be a criteria that requires maximization for certain radiation detection systems.
The choice of scintillator shape for a system is therefore strongly dependent on its application and
the performance metrics chosen for maximization.
Lastly, it is worth empathizing that some result bias in the model may exist for the simulated
FWHM of the optical-photon detection spectra correlated with detection events at the Compton-
edge. Although the variance in light yield for single scatters is less than the propagated variance
in total light yield from multiple scatters for the same energy deposited, it is unclear from simula-
tion how much of an impact multiple scatters (where the energy deposited is less than 100 keV),
132
contribute to broadening the FWHM.
Since the model did not simulate prompt-singlet quenching from low-energy deposition events
(<100 keV), it is possible that the light-yield linearity of the model for all gamma-ray energy
depositions could produce an unrealistic quantity of optical-photon emissions from multiple-scatter
events. Moreover, double and triple scatter contributions to detection events at the Compton-edge
are rare in comparison to single scatters. Therefore, it is possible that the simulated FWHM of the
correlated optical-photon detection spectra may be over empathized. Experiments may show that
the truncated cylinder has only a marginal improvement (or possibly similar) energy resolution to
the cone. It is still suspected, however, that the energy resolution of the truncated cylinder should
be better than the cone due to light-trapping effects in the cone. Regardless, even if both shapes are
shown to produce a similar energy resolution in experiment, it is clear that the truncated cylinder
would be more useful the cone due to the higher gamma-ray detection efficiency.
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CHAPTER 8
Summary, Conclusions and Future Work
8.1 Summary
This thesis demonstrated the importance of LCE in radiation-detection systems that use organic
scintillators, particularly for applications within nuclear nonproliferation and international safe-
guards. A new method was demonstrated for simultaneously improving three metrics of system
performance: the energy resolution, time resolution, and particle identification. Specifically, this
thesis has shown that there are better scintillator shapes than the commonly used right-circular
cylinder for improving each of these three system performance metrics. Although these systems
can range in size, complexity, and purpose, they all typically have the same fundamental configu-
ration; a cylindrical organic scintillator coupled to a light-sensing device, for example a PMT. Fac-
tors that perpetuate optical-photon losses, for example the QE of a PMT or transmission through
a reflector, negatively impact detector performance. Historically, efforts to improve detector per-
formance have largely focused on the organic scintillator material to produce a greater light yield
per energy deposited, rather than using the scintillator shape to return greater LCE. Most organic
scintillators used in nuclear-security applications, especially PSD-capable trans-stilbene due to its
manufacturing process, are commonly found in cylindrical form. This work has shown that im-
provements in LCE were achievable by using a shape better suited than the cylinder for reducing
optical-photon reflections and thus their transmission likelihood through the reflector. Specifically,
the three performance metrics mentioned earlier were experimentally obtained and compared for
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conical and cylindrical organic scintillators of equal base diameter, height, and material. The detec-
tor efficiency was also compared; an important consideration for certain applications that require
a fast measurement time. Although the lower detection efficiency of the cone was unavoidable
due to its decrease in volume (66.67%) when compared to the standard cylinder, the cone showed
significant enhancements in detector performance criteria that were light-collection dependent.
Therefore, a cone would be a useful alternative to the standard cylinder in systems that prioritize
energy resolution, time resolution, and PSD performance, above all other considerations. A short
description that explains why a cone improve these metrics in contrast to a standard cylinder, and
by how much, is listed below. Included in the list is a short summary of the Geant4 simulation
results.
1. Energy resolution
The increase in LCE provides additional statistical information per scintillation event, which
assists the PMT to generate a pulse that more accurately represents the energy deposited;
thus improving energy resolution. A 16.2% improvement in energy resolution at 478 keVee
was observed when using a conical scintillator in a place of a cylindrical scintillator of iden-
tical base diameter (50 mm), height (50 mm), surface treatment (un-polished), reflector (3M
D2000), and material (EJ200). These conditions were observed when the two scintillators
were compared using a PMT (Photonis XP4512B) with a base diameter of 127 mm.
2. Time resolution
The increase in LCE is caused by a decrease in optical-photon reflections, which reduces
their reflector-transmission likelihood, and as a consequence, also shortens the average dis-
tance traveled before detection. Therefore, the average transit time for optical photons to
reach the photocathode is shortened, which improves the time resolution. A 35.2% improve-
ment in time resolution at a CFD of 0.2 was observed when using a conical scintillator in
place of a cylindrical scintillator of identical base diameter (50 mm), height (50 mm), surface
treatment (polished), reflector (3M D2000), and material (EJ200).
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3. PSD
The increase in LCE provides additional pulse clarity (i.e., statistical information per pulse)
at low-light output events, which helps the digital charge-integration technique to more ac-
curately assess delayed-florescence contributions in the pulse tail; thus improving PSD. A
22.6% improvement in neutron/gamma-ray discrimination between 25-100 keVee was ob-
served when using a conical scintillator in a place of a cylindrical scintillator of identical base
diameter (50 mm), height (50 mm), surface treatment (un-polished), and material (trans-
stilbene). These conditions were observed using a cross correlation experiment described in
Section 3.3.2.
4. Geant4
The simulated energy-resolution values of the cone and standard cylinder agreed well with
measurement (see Table 7.2). Also, the simulated TOA distributions (see Figure 7.11) con-
firmed that optical photons were detected faster (on average) in the cone. The leading edge
of the TOA distribution for the cone was also noticeably narrower in time than the cylinder.
These results support the trends observed in the time resolution experiments (see Figures
5.13 - 5.14), where rise-time distributions and scintillator-pulse shapes of the cone and stan-
dard cylinder were compared. Additionally, efficiency trade-off simulations showed that
although a tapered cone demonstrated better LCE than then standard cylinder, its energy
resolution was worse; caused by a percent increase in multiple-scatter versus single scatter
contributions to detection events where the total-energy deposited were equal. Multiple-
scatter likelihood is directly correlated with the average path length in a material that is
visible to an incident gamma ray. A truncated cylinder with a base diameter of 50 mm and
height of 16.7 mm, was shown to outperform the energy resolution of the cone for the reason
just described. In other words, the truncated cylinder exhibited less multiple scatters per
incident gamma ray than the cone. More importantly, despite having equal volume to the
cone, the truncated cylinder returned greater gamma-ray detection efficiency than the cone
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by approximately 41%.
8.2 Conclusions
Organic scintillators are used in a number of applied systems within the field of nuclear security,
and new system technology is constantly being developed to either replace, enhance, or add ca-
pabilities to the field. This thesis demonstrated that organic scintillators with different geometries
other than the standard right circular cylinder, for example a cone, or potentially a truncated cylin-
der, would substantially improve important light-collection dependent performance metrics (e.g.,
energy resolution, time resolution, and PSD). Through experiments, a conical scintillator was
shown to be more useful than the standard cylinder in systems where high gamma-ray or neutron
detection efficiency is not the primary objective. Due to the loss in detection efficiency (69%)
as compared to the standard cylinder, a cone may not be the ideal scintillator shape for certain
applications despite its improvement in other performance metrics.
For example, a cone would not be a useful replacement to the standard cylinder in a dual-
particle imaging system, which is already count starved [36], a neutron-scatter camera used for
long stand-off detection [35,38], or a hand held inorganic-scintillator based system used for gamma-
ray source identification in emergency-response scenarios. However, simulations do suggest that a
truncated cylinder may outperform the cone in energy resolution gains as compared to the standard
cylinder, while at the same time providing better gamma-ray detection efficiency than the cone by
approximately 41%. In scenarios where high counts are demanded but system size is not important
to optimize, results demonstrated that any scintillator geometry, including the standard cylinder,
would benefit from using a PMT with a larger diameter. Improved energy resolution was observed
in experiment for both the cylinder and cone when the PMT size was increased. This result em-
phasizes the importance for future PMT design that mitigates photocathode non-uniformity effects
from negatively affecting energy resolution.
On the other hand, the compactness of the cone, its excellent PSD performance, improved
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time resolution (35%), and faster rise times, may benefit novel hand held neutron-scatter cam-
eras [37, 39] intended for portability and shorter stand-off detection. Fast response times and nar-
row time-resolution are essential for such compact devices that require the time resolution of each
detector in its system to be narrower than the flight time between single scatters in adjacent scintil-
lator volumes for reasonably accurate neutron-source localization and imaging. The excellent time
resolution may also benefit gamma-ray sequencing methods to further improve the systems capa-
bility to image gamma-ray sources, as well. Additionally, the boosted discrimination capability
(23%) of neutrons and gamma-rays below 100 keVee may significantly help fast-neutron multi-
plicity counters [16,17] to more accurately identify neutron multiples. And although the defection
efficiency of the multiplicity counter is reduced, the conical volumes can be brought in closer to
the source to return greater efficiency.
The improved time resolution of a cone may also improve the quality of the neutron light-output
function obtained through a TOF experiment. In short, TOF can be used to measure incident-
neutron energy and unfold the neutron-light output response from proton and carbon recoils in a
PSD-capable organic scintillator. Unlike electron recoils, the neutron response function is non-
linear and the energy deposited are not directly equivalent to light output. By collecting optical
photons on a shorter time scale, the cone effectively reduces the bin width in the TOF spectrum
as compared to a cylinder, where each bin corresponds to a specific neutron-energy deposition
through the kinetic-energy relationship. Smaller time bins improve the sampling of all incident-
neutron energies and thus improve neutron-response unfolding calculations. Furthermore, by using
pulse integrals rather than pulse heights to calculate the light output, the unfolding process becomes
independent of pulse shape and rise time. Therefore, a conical PSD-capable organic scintillator
can be used to measure the neutron-response function for any geometry of the same material, while
simultaneously improving its sampling and reducing its uncertainty due to a decrease in propagated
error from improved energy resolution and time pick-off assessment. These improvements would
particularly benefit neutron-TOF experiments used to characterize new PSD-capable organic scin-
tillator materials. The neutron-response function can be an important quantity to implement in
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experiments and simulations, for example Monte-carlo based radiation-transport codes, such as
MCNPX-PoLiMi. Improving the data fidelity of these packages makes the simulated light-output
results more realistic.
The increase of LCE through geometric means for the purpose of improving detector perfor-
mance metrics has been demonstrated. A couple applications have already been introduced that
may benefit from a conical scintillator. Additional and exciting ideas that expands on work pre-
sented in this thesis are discussed in the section below.
8.3 Future work
A number of interesting ideas can be explored in future studies. For example, a conical scintillator
equal in volume to the standard cylinder can be compared both in simulation and experiment as an
effort to increase gamma-ray detection efficiency. Additionally, Geant4 simulations suggested that
a truncated cylinder could outperform the cone both in energy resolution and gamma-ray detection
efficiency. Therefore, another idea would be confirm these results experimentally. One particularly
exciting idea is to measure and compare the neutron-light output function of a PSD-capable organic
scintillator in the shape of the cone, the standard cylinder, and the truncated cylinder. As demon-
strated by experimental results in this work, a cone is expected to yield narrower time intervals in
a TOF spectrum, and therefore improve the neutron-spectrum unfolding.
Another exciting idea would be to use a conical scintillator to expand upon the charge-integration
technique for PSD by using the pulse rise time, in addition to ratio between the tail and total in-
tegrals, to better identify particle types. By combining both quantities, a new FOM can be cre-
ated that may potentially further improve neutron and gamma-ray pulse identification in mixed-
radiation fields. Such a study may not be as feasible with the standard cylinder, which may not
have sufficient statistical information along the leading edge of the pulse so that the rise time can be
used as an additional component to particle-discrimination. Another related experiment would be
to repeat the rise-time analysis for both the cone and standard cylinder by using a faster-sampling
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(> 500 MHz) DAQ system to more accurately resolve the rise-time distribution.
The Geant4 model developed for this work could also be improved upon by adding physical
processes in organic scintillators that were not considered. For example, light yield non-linearity
for low-energy deposition events (<100 keV) can be modeled by including the Birks’ light-output
reduction feature, available in Geant4. Once this feature is included, a sensitivity study on the
variance in total light-yield from single and multiple scatters for the same detection event (i.e.,
energy deposited) should be performed. Additionally, Rayleigh scatter can also be added to the
model and may improve its capability to more accurately represent optical-photon transport in large
scintillator volumes, for example long rectangular plastic-scintillator prisms that are currently used
in radiation-portal monitors.
Lastly, more Geant4 simulations can be performed to estimate gains in energy resolution over
the standard cylinder for other unique and exciting shapes not explored in this work. One option
is a paraboloid with a lens-like structure where its focal point lands directly on the center of the
PMT window. Although this configuration may further reduce gamma-ray detection efficiency, it
may further improve energy resolution, time resolution, and PSD performance beyond that of the
cone and truncated cylinder. Since stilbene crystals must be grown as a cylinder and are extremely
difficult to machine-cut into a paraboloid or hemisphere without cracking, a plastic material should
be used to assess the PSD performance of the paraboloid lens. Some potential options include
EJ299 and the newly released EJ276.The possibilities are endless!
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APPENDIX A
Source code: Data Processing
A.1 Library of functions
from m p l _ t o o l k i t s . a x e s _ g r i d 1 . i n s e t _ l o c a t o r i m p o r t z o o m e d _ i n s e t _ a x e s
from m p l _ t o o l k i t s . a x e s _ g r i d 1 . i n s e t _ l o c a t o r i m p o r t m a r k _ i n s e t
from m a t p l o t l i b i m p o r t p y p l o t a s p l t
from s c i p y . s i g n a l i m p o r t f i n d _ p e a k s _ c w t
from s c i p y . i n t e r p o l a t e i m p o r t i n t e r p 1 d
from s c i p y . o p t i m i z e i m p o r t c u r v e _ f i t
from s c i p y i m p o r t exp
from s c i p y i m p o r t a s a r r a y as a r
from s c i p y i m p o r t s t a t s
from numpy i m p o r t l o a d t x t
from s h u t i l i m p o r t c o p y f i l e
from s h u t i l i m p o r t r m t r e e
i m p o r t m a t p l o t l i b a s mpl
from m a t p l o t l i b i m p o r t cm
from m a t p l o t l i b . c o l o r s i m p o r t LogNorm
from m a t p l o t l i b . t i c k e r i m p o r t L o g F o r m a t t e r
from m p l _ t o o l k i t s . mplot3d i m p o r t Axes3D
mpl . s t y l e . use ( ' c l a s s i c ' )
i m p o r t numpy as np
i m p o r t math as m
i m p o r t random as r
i m p o r t s h u t i l
i m p o r t t ime
i m p o r t os
dp iRes = 300 .0
d i r e c t o r y P S D = [
' / Volumes / EX1 / d a t a / e x p e r i m e n t s / j o u r n a l 3 / psd /
ISBCONGS_PMT5_N1700V_CF252m_10CM_15HR ' ,
' / Volumes / EX1 / d a t a / e x p e r i m e n t s / j o u r n a l 3 / psd /
ISBCYLGS_PMT5_N1700V_CF252m_10CM_15HR ' ,
' / Volumes / EX1 / d a t a / e x p e r i m e n t s / j o u r n a l 3 / psd / a r c h i v e /
EJ299CONGS_PMT5_N1700V_CF252m_10CM_15HR ' ,
' / Volumes / EX1 / d a t a / e x p e r i m e n t s / j o u r n a l 3 / psd / a r c h i v e /
EJ299CYLGS_PMT5_N1700V_CF252m_10CM_15HR ' ]
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d i r e c t o r y R e s o l u t i o n = [
' / Volumes / EX1 / d a t a / e x p e r i m e n t s / j o u r n a l 2 / pmt2 /
EJ200CONGS_PMT2_N1425V_CS137s_10CM_15CM_5HR_180DEG ' ,
' / Volumes / EX1 / d a t a / e x p e r i m e n t s / j o u r n a l 2 / pmt2 /
EJ200CONPS_PMT2_N1425V_CS137s_10CM_15CM_5HR_180DEG ' ,
' / Volumes / EX1 / d a t a / e x p e r i m e n t s / j o u r n a l 2 / pmt2 /
EJ200CYLGS_PMT2_N1425V_CS137s_10CM_15CM_5HR_180DEG ' ,
' / Volumes / EX1 / d a t a / e x p e r i m e n t s / j o u r n a l 2 / pmt2 /
EJ200CYLPS_PMT2_N1425V_CS137s_10CM_15CM_5HR_180DEG ' ,
' / Volumes / EX1 / d a t a / e x p e r i m e n t s / j o u r n a l 2 / pmt2 / map /
EJ200CUBGS_PMT2_POS1_N1425V_CS137s_0CM_15CM_30MIN_180DEG ' ,
' / Volumes / EX1 / d a t a / e x p e r i m e n t s / j o u r n a l 2 / pmt2 / map /
EJ200CUBGS_PMT2_POS2_N1425V_CS137s_0CM_15CM_30MIN_180DEG ' ,
' / Volumes / EX1 / d a t a / e x p e r i m e n t s / j o u r n a l 2 / pmt2 / map /
EJ200CUBGS_PMT2_POS3_N1425V_CS137s_0CM_15CM_30MIN_180DEG ' ,
' / Volumes / EX1 / d a t a / e x p e r i m e n t s / j o u r n a l 2 / pmt2 / map /
EJ200CUBGS_PMT2_POS4_N1425V_CS137s_0CM_15CM_30MIN_180DEG ' ,
' / Volumes / EX1 / d a t a / e x p e r i m e n t s / j o u r n a l 2 / pmt2 / map /
EJ200CUBGS_PMT2_POS5_N1425V_CS137s_0CM_15CM_30MIN_180DEG ' ,
' / Volumes / EX1 / d a t a / e x p e r i m e n t s / j o u r n a l 2 / pmt2 / map /
EJ200CUBGS_PMT2_POS6_N1425V_CS137s_0CM_15CM_30MIN_180DEG ' ,
' / Volumes / EX1 / d a t a / e x p e r i m e n t s / j o u r n a l 2 / pmt2 / map /
EJ200CUBGS_PMT2_POS7_N1425V_CS137s_0CM_15CM_30MIN_180DEG ' ,
' / Volumes / EX1 / d a t a / e x p e r i m e n t s / j o u r n a l 2 / pmt2 / EB /
EJ200CONGS_PMT2EB_N1425V_CS137s_10CM_15CM_5HR_180DEG ' ,
' / Volumes / EX1 / d a t a / e x p e r i m e n t s / j o u r n a l 2 / pmt2 / EB /
EJ200CONPS_PMT2EB_N1425V_CS137s_10CM_15CM_5HR_180DEG ' ,
' / Volumes / EX1 / d a t a / e x p e r i m e n t s / j o u r n a l 2 / pmt2 / EB /
EJ200CYLGS_PMT2EB_N1425V_CS137s_10CM_15CM_5HR_180DEG ' ,
' / Volumes / EX1 / d a t a / e x p e r i m e n t s / j o u r n a l 2 / pmt2 / EB /
EJ200CYLPS_PMT2EB_N1425V_CS137s_10CM_15CM_5HR_180DEG ' ,
' / Volumes / EX1 / d a t a / e x p e r i m e n t s / j o u r n a l 2 / pmt3 /
EJ200CONGS_PMT3_N1830V_CS137s_10CM_15CM_5HR_180DEG ' ,
' / Volumes / EX1 / d a t a / e x p e r i m e n t s / j o u r n a l 2 / pmt3 /
EJ200CONPS_PMT3_N1830V_CS137s_10CM_15CM_5HR_180DEG ' ,
' / Volumes / EX1 / d a t a / e x p e r i m e n t s / j o u r n a l 2 / pmt3 /
EJ200CYLGS_PMT3_N1830V_CS137s_10CM_15CM_5HR_180DEG ' ,
' / Volumes / EX1 / d a t a / e x p e r i m e n t s / j o u r n a l 2 / pmt3 /
EJ200CYLPS_PMT3_N1830V_CS137s_10CM_15CM_5HR_180DEG ' ,
' / Volumes / EX1 / d a t a / e x p e r i m e n t s / j o u r n a l 2 / pmt3 / map /
EJ200CUBGS_PMT3_POS1_N1830V_CS137s_0CM_15CM_30MIN_180DEG ' ,
' / Volumes / EX1 / d a t a / e x p e r i m e n t s / j o u r n a l 2 / pmt3 / map /
EJ200CUBGS_PMT3_POS2_N1830V_CS137s_0CM_15CM_30MIN_180DEG ' ,
' / Volumes / EX1 / d a t a / e x p e r i m e n t s / j o u r n a l 2 / pmt3 / map /
EJ200CUBGS_PMT3_POS3_N1830V_CS137s_0CM_15CM_30MIN_180DEG ' ,
' / Volumes / EX1 / d a t a / e x p e r i m e n t s / j o u r n a l 2 / pmt3 / map /
EJ200CUBGS_PMT3_POS4_N1830V_CS137s_0CM_15CM_30MIN_180DEG ' ,
' / Volumes / EX1 / d a t a / e x p e r i m e n t s / j o u r n a l 2 / pmt3 / map /
EJ200CUBGS_PMT3_POS5_N1830V_CS137s_0CM_15CM_30MIN_180DEG ' ,
' / Volumes / EX1 / d a t a / e x p e r i m e n t s / j o u r n a l 2 / pmt3 / map /
EJ200CUBGS_PMT3_POS6_N1830V_CS137s_0CM_15CM_30MIN_180DEG ' ,
' / Volumes / EX1 / d a t a / e x p e r i m e n t s / j o u r n a l 2 / pmt3 / map /
EJ200CUBGS_PMT3_POS7_N1830V_CS137s_0CM_15CM_30MIN_180DEG ' ,
' / Volumes / EX1 / d a t a / e x p e r i m e n t s / j o u r n a l 2 / pmt5 /
EJ200CONGS_PMT5_N1700V_CS137s_10CM_15CM_5HR_180DEG ' ,
' / Volumes / EX1 / d a t a / e x p e r i m e n t s / j o u r n a l 2 / pmt5 /
EJ200CONPS_PMT5_N1700V_CS137s_10CM_15CM_5HR_180DEG ' ,
' / Volumes / EX1 / d a t a / e x p e r i m e n t s / j o u r n a l 2 / pmt5 /
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EJ200CYLGS_PMT5_N1700V_CS137s_10CM_15CM_5HR_180DEG ' ,
' / Volumes / EX1 / d a t a / e x p e r i m e n t s / j o u r n a l 2 / pmt5 /
EJ200CYLPS_PMT5_N1700V_CS137s_10CM_15CM_5HR_180DEG ' ,
' / Volumes / EX1 / d a t a / e x p e r i m e n t s / j o u r n a l 2 / pmt5 / map /
EJ200CUBGS_POS1_PMT5_N1700V_CS137s_0CM_15CM_30MIN_180DEG ' ,
' / Volumes / EX1 / d a t a / e x p e r i m e n t s / j o u r n a l 2 / pmt5 / map /
EJ200CUBGS_POS2_PMT5_N1700V_CS137s_0CM_15CM_30MIN_180DEG ' ,
' / Volumes / EX1 / d a t a / e x p e r i m e n t s / j o u r n a l 2 / pmt5 / map /
EJ200CUBGS_POS3_PMT5_N1700V_CS137s_0CM_15CM_30MIN_180DEG ' ,
' / Volumes / EX1 / d a t a / e x p e r i m e n t s / j o u r n a l 2 / pmt5 / map /
EJ200CUBGS_POS4_PMT5_N1700V_CS137s_0CM_15CM_30MIN_180DEG ' ,
' / Volumes / EX1 / d a t a / e x p e r i m e n t s / j o u r n a l 2 / pmt5 / map /
EJ200CUBGS_POS5_PMT5_N1700V_CS137s_0CM_15CM_30MIN_180DEG ' ,
' / Volumes / EX1 / d a t a / e x p e r i m e n t s / j o u r n a l 2 / pmt5 / map /
EJ200CUBGS_POS6_PMT5_N1700V_CS137s_0CM_15CM_30MIN_180DEG ' ,
' / Volumes / EX1 / d a t a / e x p e r i m e n t s / j o u r n a l 2 / pmt5 / map /
EJ200CUBGS_POS7_PMT5_N1700V_CS137s_0CM_15CM_30MIN_180DEG ' ,
' / Volumes / EX1 / d a t a / e x p e r i m e n t s / j o u r n a l 3 / en e rg y /
ISBCONGS_PMT5_N1700V_CS137s_10CM_15CM_5HR_180DEG ' ,
' / Volumes / EX1 / d a t a / e x p e r i m e n t s / j o u r n a l 3 / en e rg y /
ISBCYLGS_PMT5_N1700V_CS137s_10CM_15CM_5HR_180DEG ' ,
' / Volumes / EX1 / d a t a / e x p e r i m e n t s / s u p p l e m e n t a l /042217
_EJ200CYL0D_ETLPMT0_N1150V_CS137s_30CM_2HR_180DEG ' ,
' / Volumes / EX1 / d a t a / e x p e r i m e n t s / s u p p l e m e n t a l /042217
_EJ200CYL0D_ETLPMT0_N1150V_CS137s_30CM_2HR_90DEG ' ,
' / Volumes / EX1 / d a t a / e x p e r i m e n t s / s u p p l e m e n t a l /042217
_EJ200CYL0D_ETLPMT0_N1150V_CS137s_30CM_2HR_45DEG ' ]
d i r ec to ryTIME = [
' / Use r s / c s s o s a / Box Sync / work / d a t a / e x p e r i m e n t s / j o u r n a l 4 /010418
_EJ200CONPS_PMTC1_N1700V_PMTC2_N1310V_NA22s_22CM_5MIN ' ,
' / Use r s / c s s o s a / Box Sync / work / d a t a / e x p e r i m e n t s / j o u r n a l 4 /010418
_EJ200CYLPS_PMTC1_N1700V_PMTC2_N1298V_NA22s_22CM_5MIN ' ]
d e f f i n d E n e r g y F i n a l ( e n e r g y I n i t i a l , t h e t a ) :
A = 5 1 1 . 0 ; # keV
B = 1 . 0 + e n e r g y I n i t i a l *(1.0−m. cos (m. r a d i a n s ( t h e t a ) ) ) /A
e n e r g y F i n a l = e n e r g y I n i t i a l / B
r e t u r n e n e r g y F i n a l
d e f f i n d E n e r g y D e p o s i t i e d ( e n e r g y I n i t i a l , t h e t a ) :
A = 5 1 1 . 0 ; # keV
B = 1 . 0 + e n e r g y I n i t i a l *(1.0−m. cos (m. r a d i a n s ( t h e t a ) ) ) /A
energyDep = e n e r g y I n i t i a l / B
r e t u r n e n e r g y I n i t i a l − energyDep
d e f f i n d T h e t a S c a t t e r ( e n e r g y I n i t i a l , e n e r g y F i n a l ) :
A = 1 . 0 − 5 1 1 . 0 / e n e r g y F i n a l + 5 1 1 . 0 / e n e r g y I n i t i a l
p r i n t (A)
i f A > −1.0:
p r i n t ( ' cond1 ' )
r e t u r n m. d e g r e e s (m. acos (A) )
i f A < −1.0:
p r i n t ( ' cond2 ' )
B = m. d e g r e e s (m. acos (−1 .0) )
C = m. d e g r e e s (m. acos (1 − (−1 − A) ) )
r e t u r n B
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d e f h i s t ( da t a , b inRange ) :
coun t s , b i n s = np . h i s t o g r a m ( da ta , b inRange )
b i n s = b i n s [ 0 : c o u n t s . s i z e ]
c o u n t s = c o u n t s
r e t u r n coun t s , b i n s
d e f s i n g l e G a u s s _ f u n c ( x , a1 , b1 , s igma1 ) :
r e t u r n a1 * exp (−(x−b1 ) * * 2 / ( 2 . 0 * ( s igma1 **2) ) )
d e f d o u b l e G a u s s _ f u n c ( x , a1 , b1 , sigma1 , a2 , b2 , s igma2 ) :
r e t u r n a1 * exp (−(x−b1 ) * * 2 / ( 2 . 0 * ( s igma1 **2) ) ) + a2 * exp (−(x−b2 ) * * 2 / ( 2 . 0 * ( s igma2
**2) ) )
d e f s i n g l e G a u s s _ g u e s s ( xData , yData ) :
x = a r ( xData )
y = a r ( yData )
maxima = max ( y )
mean = x [ yData . argmax ( a x i s =0) ]
s igma = np . s q r t ( ( 1 . / ( l e n ( x ) −1.) ) *sum ( np . power ( ( x−mean ) , 2 ) ) ) / 2 . 0
g u e s s = [ maxima , mean , s igma ]
r e t u r n g u e s s [ 0 ] , g u e s s [ 1 ] , g u e s s [ 2 ]
d e f d o u b l e G a u s s _ g u e s s ( xData , yData , c u t ) :
x = a r ( xData )
y = a r ( yData )
i 1 = np . where ( x< c u t )
x1 = a r ( x [ i 1 ] )
y1 = a r ( y [ i 1 ] )
i 2 = np . where ( x> c u t )
x2 = a r ( x [ i 2 ] )
y2 = a r ( y [ i 2 ] )
maxima1 = max ( y1 )
mean1 = x1 [ y1 . argmax ( a x i s =0) ]
s igma1 = np . s q r t ( ( 1 . / ( l e n ( x1 ) −1.) ) *sum ( np . power ( ( x1−mean1 ) , 2 ) ) ) / 2 . 0
gu es s1 = [ maxima1 , mean1 , s igma1 ]
# p l t . p l o t ( x2 , y2 ) ; p l t . show ( )
maxima2 = max ( y2 )
mean2 = x2 [ y2 . argmax ( a x i s =0) ]
s igma2 = np . s q r t ( ( 1 . / ( l e n ( x2 ) −1.) ) *sum ( np . power ( ( x2−mean2 ) , 2 ) ) ) / 2 . 0
gu es s2 = [ maxima2 , mean2 , s igma2 ]
r e t u r n g ue s s 1 [ 0 ] , g ue s s 1 [ 1 ] , gue s s 1 [ 2 ] , gue s s 2 [ 0 ] , gu es s 2 [ 1 ] , gu es s2 [ 2 ]
d e f s i n g l e G a u s s _ f i t ( x , y , g ) :
w = np . where ( y > 0)
popt , pcov = c u r v e _ f i t ( s i n g l e G a u s s _ f u n c , x [w] , y [w] , s igma = 1 . 0 / np . s q r t ( y [w] ) , p0=g
, a b s o l u t e _ s i g m a = F a l s e , method= ' lm ' )
p e r r = np . s q r t ( np . d i a g ( pcov ) )
r e t u r n pop t [ 0 ] , p e r r [ 0 ] , pop t [ 1 ] , p e r r [ 1 ] , pop t [ 2 ] , p e r r [ 2 ]
d e f d o u b l e G a u s s _ f i t ( x , y , g ) :
#w = np . where ( y > 0)
popt , pcov = c u r v e _ f i t ( doub leGauss_ func , x , y , p0=g , method= ' lm ' )
p e r r = np . s q r t ( np . d i a g ( pcov ) )
r e t u r n pop t [ 0 ] , p e r r [ 0 ] , pop t [ 1 ] , p e r r [ 1 ] , pop t [ 2 ] , p e r r [ 2 ] , pop t [ 3 ] , p e r r [ 3 ] ,
pop t [ 4 ] , p e r r [ 4 ] , pop t [ 5 ] , p e r r [ 5 ]
d e f d o u b l e G a u s s _ f i n d C e n t r o i d s ( cen t1 , eCent1 , cen t2 , eCent2 ) :
c i = 0 . 9 5
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pp = ( 1 . 0 + c i ) / 2 . 0
n s t d = s t a t s . norm . ppf ( pp )
c e n t r o i d 1 = c e n t 1
c e n t r o i d 2 = c e n t 2
s i g m a C e n t r o i d 1 = n s t d * eCent1
s i g m a C e n t r o i d 2 = n s t d * eCent1
r e t u r n c e n t r o i d 1 , s i g ma C e n t r o i d 1 , c e n t r o i d 2 , s i g m a C e n t r o i d 2
d e f d o u b l e G a u s s _ f i n d W i d t h s ( sigma1 , e r ro rS igma1 , sigma2 , e r r o r S i g m a 2 ) :
c i = 0 . 9 5
pp = ( 1 . 0 + c i ) / 2 . 0
n s t d = s t a t s . norm . ppf ( pp )
k = 2 . 0 *m. s q r t ( 2 . 0 *m. l o g ( 2 . 0 ) )
fwhm1 = k* abs ( s igma1 )
fwhm2 = k* abs ( s igma2 )
sigmaFWHM1 = n s t d *k* e r r o r S i g m a 1
sigmaFWHM2 = n s t d *k* e r r o r S i g m a 2
r e t u r n fwhm1 , sigmaFWHM1 , fwhm2 , sigmaFWHM2
d e f f indFOMerror1 ( c e n t r o i d 1 , s i gm a Ce n t r o id 1 , c e n t r o i d 2 , s i gm a C en t ro i d2 ,FWHM1,
sigmaFWHM1 ,FWHM2, sigmaFWHM2 ) :
C1 = c e n t r o i d 1
C2 = c e n t r o i d 2
F1 = FWHM1
F2 = FWHM2
sigmaC1 = s i g m a C e n t r o i d 1
sigmaC2 = s i g m a C e n t r o i d 2
sigmaF1 = sigmaFWHM1
sigmaF2 = sigmaFWHM2
M = ( C2−C1 ) / ( F1+F2 )
a = ( s i g m a C e n t r o i d 1 **2) + ( s i g m a C e n t r o i d 2 **2)
b = F1+F2
c = C2−C1
d = ( sigmaFWHM1**2) + ( sigmaFWHM2**2)
sigmaM = M*np . s q r t ( ( a / ( b* c ) ) + ( c *d / ( b **3) ) )
r e t u r n M, sigmaM
d e f f indFOMerror2 ( c e n t r o i d 1 , s i gm a Ce n t r o id 1 , c e n t r o i d 2 , s i gm a C en t ro i d2 ,FWHM1,
sigmaFWHM1 ,FWHM2, sigmaFWHM2 ) :
C1 = c e n t r o i d 1
C2 = c e n t r o i d 2
F1 = FWHM1
F2 = FWHM2
sigmaC1 = s i g m a C e n t r o i d 1
sigmaC2 = s i g m a C e n t r o i d 2
sigmaF1 = sigmaFWHM1
sigmaF2 = sigmaFWHM2
M = ( C2−C1 ) / np . s q r t ( F1+F2 )
a = s i g m a C e n t r o i d 1 / ( C2−C1 )
b = s i g m a C e n t r o i d 2 / ( C2−C1 )
c = sigmaFWHM1 / ( 2 . 0 * ( F1+F2 ) )
d = sigmaFWHM2 / ( 2 . 0 * ( F1+F2 ) )
sigmaM = M*np . s q r t ( ( a **2) +( b **2) +( c **2) +( d **2) )
r e t u r n M, sigmaM
d e f f i n d R e s o l u t i o n ( c e n t r o i d , e r r o r C e n t r o i d , sigma , e r r o r S i g m a ) :
c i = 0 . 9 5
pp = ( 1 . 0 + c i ) / 2 . 0
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n s t d = s t a t s . norm . ppf ( pp )
k = 2 . 0 *m. s q r t ( 2 . 0 *m. l o g ( 2 . 0 ) )
fwhm = k* abs ( s igma )
r e s o l u t i o n = 100 .0* fwhm / c e n t r o i d
sigmaFWHM = n s t d *k* e r r o r S i g m a
s i g m a C e n t r o i d = n s t d * e r r o r C e n t r o i d
s i g m a R e s o l u t i o n = r e s o l u t i o n *np . s q r t ( ( ( s i g m a C e n t r o i d / c e n t r o i d ) * * 2 . 0 ) + ( (
sigmaFWHM / fwhm ) * * 2 . 0 ) )
r e t u r n fwhm , sigmaFWHM , r e s o l u t i o n , s i g m a R e s o l u t i o n
d e f f i n d C a l i b r a t i o n ( cen t , eCent ) :
c i = 0 . 9 5
pp = ( 1 . 0 + c i ) / 2 . 0
n s t d = s t a t s . norm . ppf ( pp )
c e n t r o i d = c e n t
s i g m a C e n t r o i d = n s t d * eCent
r e t u r n c e n t r o i d , s i g m a C e n t r o i d
d e f wr i teWaves (nGEN, sGEN , nCH0 , sCH0 , nCH1 , sCH1 ) :
numbersGEN = nGEN
st r ingsGEN = sGEN
numbersCH0 = nCH0
s t r i n g s C H 0 = sCH0
numbersCH1 = nCH1
s t r i n g s C H 1 = sCH1
t e x t _ f i l e = open ( ' waves . t x t ' , 'w ' )
t e x t _ f i l e . w r i t e ( ' / / ' + ' \ n ' )
t e x t _ f i l e . w r i t e ( ' / / GENERAL SETTINGS ' + ' \ n ' )
t e x t _ f i l e . w r i t e ( ' / / ________________ ' + ' \ n ' )
t e x t _ f i l e . w r i t e ( '%d \ t \ t / / number o f f o l d e r s \ n ' % numbersGEN [ 0 ] )
t e x t _ f i l e . w r i t e ( '%d \ t \ t / / number o f h e a d e r s \ n ' % numbersGEN [ 1 ] )
t e x t _ f i l e . w r i t e ( '%d \ t \ t / / number o f p o i n t s p e r p u l s e \ n ' % numbersGEN [ 2 ] )
t e x t _ f i l e . w r i t e ( '%d \ t / / number o f p u l s e s \ n ' % numbersGEN [ 3 ] )
t e x t _ f i l e . w r i t e ( '%d \ t \ t / / method : 0 ( r e a d numPulses ) 1 ( g e t numPulses ) \ n ' %
numbersGEN [ 4 ] )
t e x t _ f i l e . w r i t e ( '%d \ t \ t / / b i n wid th ( ns ) \ n ' % numbersGEN [ 5 ] )
t e x t _ f i l e . w r i t e ( '%s \ t \ t / / d a t a f i l e e x t e n s i o n \ n ' % s t r ingsGEN )
t e x t _ f i l e . w r i t e ( '%d \ t \ t / / number o f v e r t i c a l b i t s \ n ' % numbersGEN [ 6 ] )
t e x t _ f i l e . w r i t e ( '%d \ t \ t / / dynamic r a n g e (V) \ n ' % numbersGEN [ 7 ] )
t e x t _ f i l e . w r i t e ( '%d \ t \ t / / w r i t e c l e a n p u l s e s f i l e \ n ' % numbersGEN [ 8 ] )
t e x t _ f i l e . w r i t e ( '%d \ t \ t / / w r i t e c l i p p e d p u l s e s f i l e \ n ' % numbersGEN [ 9 ] )
t e x t _ f i l e . w r i t e ( '%d \ t \ t / / w r i t e do ub l e p u l s e s f i l e \ n ' % numbersGEN [ 1 0 ] )
t e x t _ f i l e . w r i t e ( '%d \ t \ t / / w r i t e p u l s e s below t h r e s h o l d f i l e \ n ' % numbersGEN
[ 1 1 ] )
t e x t _ f i l e . w r i t e ( '%d \ t \ t / / w r i t e r e s u l t s \ n ' % numbersGEN [ 1 2 ] )
t e x t _ f i l e . w r i t e ( ' / / ' + ' \ n ' )
t e x t _ f i l e . w r i t e ( ' / / CHANNEL 0 SETTINGS ' + ' \ n ' )
t e x t _ f i l e . w r i t e ( ' / / __________________ ' + ' \ n ' )
t e x t _ f i l e . w r i t e ( '%d \ t \ t / / a m p l i t u d e s e t t i n g 1 \ n ' % numbersCH0 [ 0 ] )
t e x t _ f i l e . w r i t e ( '%d \ t \ t / / a m p l i t u d e s e t t i n g 2 \ n ' % numbersCH0 [ 1 ] )
t e x t _ f i l e . w r i t e ( '%d \ t \ t / / do ub l e p u l s e s e t t i n g 1 \ n ' % numbersCH0 [ 2 ] )
t e x t _ f i l e . w r i t e ( '%d \ t \ t / / do ub l e p u l s e s e t t i n g 2 \ n ' % numbersCH0 [ 3 ] )
t e x t _ f i l e . w r i t e ( '%s \ t \ t / / p u l s e t y p e ( pos o r neg ) \ n ' % s t r i n g s C H 0 )
t e x t _ f i l e . w r i t e ( ' %0.1 f \ t \ t / / t h r e s h o l d (V) \ n ' % numbersCH0 [ 4 ] )
t e x t _ f i l e . w r i t e ( '%d \ t \ t / / number o f p o i n t s i n b a s e l i n e \ n ' % numbersCH0 [ 5 ] )
t e x t _ f i l e . w r i t e ( '%d \ t \ t / / do ub l e p u l s e c l e a n i n g \ n ' % numbersCH0 [ 6 ] )
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t e x t _ f i l e . w r i t e ( ' %0.1 f \ t \ t / / do ub l e p u l s e window ( l e f t ) t h r e s h o l d f r a c t i o n \ n '
% numbersCH0 [ 7 ] )
t e x t _ f i l e . w r i t e ( ' %0.1 f \ t \ t / / do ub l e p u l s e window ( r i g h t ) t h r e s h o l d f r a c t i o n \ n '
% numbersCH0 [ 8 ] )
t e x t _ f i l e . w r i t e ( '%d \ t \ t / / s t a r t t o t a l i n t e g r a l \ n ' % numbersCH0 [ 9 ] )
t e x t _ f i l e . w r i t e ( '%d \ t \ t / / s t a r t t a i l i n t e g r a l \ n ' % numbersCH0 [ 1 0 ] )
t e x t _ f i l e . w r i t e ( ' / / ' + ' \ n ' )
t e x t _ f i l e . w r i t e ( ' / / CHANNEL 1 SETTINGS ' + ' \ n ' )
t e x t _ f i l e . w r i t e ( ' / / __________________ ' + ' \ n ' )
t e x t _ f i l e . w r i t e ( '%d \ t \ t / / a m p l i t u d e s e t t i n g 1 \ n ' % numbersCH1 [ 0 ] )
t e x t _ f i l e . w r i t e ( '%d \ t \ t / / a m p l i t u d e s e t t i n g 2 \ n ' % numbersCH1 [ 1 ] )
t e x t _ f i l e . w r i t e ( '%d \ t \ t / / do ub l e p u l s e s e t t i n g 1 \ n ' % numbersCH1 [ 2 ] )
t e x t _ f i l e . w r i t e ( '%d \ t \ t / / do ub l e p u l s e s e t t i n g 2 \ n ' % numbersCH1 [ 3 ] )
t e x t _ f i l e . w r i t e ( '%s \ t \ t / / p u l s e t y p e ( pos o r neg ) \ n ' % s t r i n g s C H 1 )
t e x t _ f i l e . w r i t e ( ' %0.1 f \ t \ t / / t h r e s h o l d (V) \ n ' % numbersCH1 [ 4 ] )
t e x t _ f i l e . w r i t e ( '%d \ t \ t / / number o f p o i n t s i n b a s e l i n e \ n ' % numbersCH1 [ 5 ] )
t e x t _ f i l e . w r i t e ( '%d \ t \ t / / do ub l e p u l s e c l e a n i n g \ n ' % numbersCH1 [ 6 ] )
t e x t _ f i l e . w r i t e ( ' %0.1 f \ t \ t / / do ub l e p u l s e window ( l e f t ) t h r e s h o l d f r a c t i o n \ n '
% numbersCH1 [ 7 ] )
t e x t _ f i l e . w r i t e ( ' %0.1 f \ t \ t / / do ub l e p u l s e window ( r i g h t ) t h r e s h o l d f r a c t i o n \ n '
% numbersCH1 [ 8 ] )
t e x t _ f i l e . w r i t e ( '%d \ t \ t / / s t a r t t o t a l i n t e g r a l \ n ' % numbersCH1 [ 9 ] )
t e x t _ f i l e . w r i t e ( '%d \ t \ t / / s t a r t t a i l i n t e g r a l \ n ' % numbersCH1 [ 1 0 ] )
t e x t _ f i l e . c l o s e ( )
A.2 Energy resolution
# C h a r l e s Sosa
# U n i v e r s i t y o f Michigan
# C r e a t e d 04−03−2018
# Updated 05−20−2018
i m p o r t s y s
# s y s . p a t h . i n s e r t ( 0 , ' p a t h ' )
from l i b r a r y i m p o r t *
t 0 = t ime . c l o c k ( )
s r c = os . getcwd ( )
# −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
# d a t a d i r e c t o r i e s
# −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
# 0 j o u r n a l 2 / pmt2 / EJ200CONGS_PMT2_N1425V_CS137s_10CM_15CM_5HR_180DEG
# 1 j o u r n a l 2 / pmt2 / EJ200CONPS_PMT2_N1425V_CS137s_10CM_15CM_5HR_180DEG
# 2 j o u r n a l 2 / pmt2 / EJ200CYLGS_PMT2_N1425V_CS137s_10CM_15CM_5HR_180DEG
# 3 j o u r n a l 2 / pmt2 / EJ200CYLPS_PMT2_N1425V_CS137s_10CM_15CM_5HR_180DEG
# 4 j o u r n a l 2 / pmt2 / map /
EJ200CUBGS_PMT2_POS1_N1425V_CS137s_0CM_15CM_30MIN_180DEG
# 5 j o u r n a l 2 / pmt2 / map /
EJ200CUBGS_PMT2_POS2_N1425V_CS137s_0CM_15CM_30MIN_180DEG
# 6 j o u r n a l 2 / pmt2 / map /
EJ200CUBGS_PMT2_POS3_N1425V_CS137s_0CM_15CM_30MIN_180DEG
# 7 j o u r n a l 2 / pmt2 / map /
EJ200CUBGS_PMT2_POS4_N1425V_CS137s_0CM_15CM_30MIN_180DEG
# 8 j o u r n a l 2 / pmt2 / map /
EJ200CUBGS_PMT2_POS5_N1425V_CS137s_0CM_15CM_30MIN_180DEG
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# 9 j o u r n a l 2 / pmt2 / map /
EJ200CUBGS_PMT2_POS6_N1425V_CS137s_0CM_15CM_30MIN_180DEG
# 10 j o u r n a l 2 / pmt2 / map /
EJ200CUBGS_PMT2_POS7_N1425V_CS137s_0CM_15CM_30MIN_180DEG
# 11 j o u r n a l 2 / pmt2 / EB / EJ200CONGS_PMT2EB_N1425V_CS137s_10CM_15CM_5HR_180DEG
# 12 j o u r n a l 2 / pmt2 / EB / EJ200CONPS_PMT2EB_N1425V_CS137s_10CM_15CM_5HR_180DEG
# 13 j o u r n a l 2 / pmt2 / EB / EJ200CYLGS_PMT2EB_N1425V_CS137s_10CM_15CM_5HR_180DEG
# 14 j o u r n a l 2 / pmt2 / EB / EJ200CYLPS_PMT2EB_N1425V_CS137s_10CM_15CM_5HR_180DEG
# 15 j o u r n a l 2 / pmt3 / EJ200CONGS_PMT3_N1830V_CS137s_10CM_15CM_5HR_180DEG
# 16 j o u r n a l 2 / pmt3 / EJ200CONPS_PMT3_N1830V_CS137s_10CM_15CM_5HR_180DEG
# 17 j o u r n a l 2 / pmt3 / EJ200CYLGS_PMT3_N1830V_CS137s_10CM_15CM_5HR_180DEG
# 18 j o u r n a l 2 / pmt3 / EJ200CYLPS_PMT3_N1830V_CS137s_10CM_15CM_5HR_180DEG
# 19 j o u r n a l 2 / pmt3 / map /
EJ200CUBGS_PMT3_POS1_N1830V_CS137s_0CM_15CM_30MIN_180DEG
# 20 j o u r n a l 2 / pmt3 / map /
EJ200CUBGS_PMT3_POS2_N1830V_CS137s_0CM_15CM_30MIN_180DEG
# 21 j o u r n a l 2 / pmt3 / map /
EJ200CUBGS_PMT3_POS3_N1830V_CS137s_0CM_15CM_30MIN_180DEG
# 22 j o u r n a l 2 / pmt3 / map /
EJ200CUBGS_PMT3_POS4_N1830V_CS137s_0CM_15CM_30MIN_180DEG
# 23 j o u r n a l 2 / pmt3 / map /
EJ200CUBGS_PMT3_POS5_N1830V_CS137s_0CM_15CM_30MIN_180DEG
# 24 j o u r n a l 2 / pmt3 / map /
EJ200CUBGS_PMT3_POS6_N1830V_CS137s_0CM_15CM_30MIN_180DEG
# 25 j o u r n a l 2 / pmt3 / map /
EJ200CUBGS_PMT3_POS7_N1830V_CS137s_0CM_15CM_30MIN_180DEG
# 26 j o u r n a l 2 / pmt5 / EJ200CONGS_PMT5_N1700V_CS137s_10CM_15CM_5HR_180DEG
# 27 j o u r n a l 2 / pmt5 / EJ200CONPS_PMT5_N1700V_CS137s_10CM_15CM_5HR_180DEG
# 28 j o u r n a l 2 / pmt5 / EJ200CYLGS_PMT5_N1700V_CS137s_10CM_15CM_5HR_180DEG
# 29 j o u r n a l 2 / pmt5 / EJ200CYLPS_PMT5_N1700V_CS137s_10CM_15CM_5HR_180DEG
# 30 j o u r n a l 2 / pmt5 / map /
EJ200CUBGS_POS1_PMT5_N1700V_CS137s_0CM_15CM_30MIN_180DEG
# 31 j o u r n a l 2 / pmt5 / map /
EJ200CUBGS_POS2_PMT5_N1700V_CS137s_0CM_15CM_30MIN_180DEG
# 32 j o u r n a l 2 / pmt5 / map /
EJ200CUBGS_POS3_PMT5_N1700V_CS137s_0CM_15CM_30MIN_180DEG
# 33 j o u r n a l 2 / pmt5 / map /
EJ200CUBGS_POS4_PMT5_N1700V_CS137s_0CM_15CM_30MIN_180DEG
# 34 j o u r n a l 2 / pmt5 / map /
EJ200CUBGS_POS5_PMT5_N1700V_CS137s_0CM_15CM_30MIN_180DEG
# 35 j o u r n a l 2 / pmt5 / map /
EJ200CUBGS_POS6_PMT5_N1700V_CS137s_0CM_15CM_30MIN_180DEG
# 36 j o u r n a l 2 / pmt5 / map /
EJ200CUBGS_POS7_PMT5_N1700V_CS137s_0CM_15CM_30MIN_180DEG
# 37 j o u r n a l 3 / en e r g y / ISBCONGS_PMT5_N1700V_CS137s_10CM_15CM_5HR_180DEG
# 38 j o u r n a l 3 / en e r g y / ISBCYLGS_PMT5_N1700V_CS137s_10CM_15CM_5HR_180DEG
# 39 s u p p l e m e n t a l /042217 _EJ200CYL0D_ETLPMT0_N1150V_CS137s_30CM_2HR_180DEG
# 40 s u p p l e m e n t a l /042217 _EJ200CYL0D_ETLPMT0_N1150V_CS137s_30CM_2HR_90DEG
# 41 s u p p l e m e n t a l /042217 _EJ200CYL0D_ETLPMT0_N1150V_CS137s_30CM_2HR_45DEG
# −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
# choose d i r e c t o r i e s
# −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
c h o o s e D i r e c t o r y = np . a r r a y ( [ 1 , 3 , 1 1 , 1 2 , 1 3 , 1 4 , 1 6 , 1 8 , 2 7 , 2 9 ] )
f o r d i n r a n g e ( 0 , l e n ( c h o o s e D i r e c t o r y ) ) :
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p r i n t ( d i r e c t o r y R e s o l u t i o n [ c h o o s e D i r e c t o r y [ d ] ] )
os . c h d i r ( d i r e c t o r y R e s o l u t i o n [ c h o o s e D i r e c t o r y [ d ] ] )
# −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
# l o a d d a t a
# −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
p r i n t ( ' l o a d i n g d a t a . . . ' )
o r g a n i c P a t h P u l s e = ' d a t a / p id0 . d a t '
o r g a n i c P a t h T i m e = ' d a t a / gt ime0new . d a t '
o r g a n i c F i l e P u l s e = open ( o r g a n i c P a t h P u l s e , ' r b ' )
o r g a n i c F i l e T i m e = open ( o rgan i cPa thT ime , ' r b ' )
o r g a n i c P u l s e = np . f r o m f i l e ( o r g a n i c F i l e P u l s e , d t y p e = np . f l o a t )
o rgan i cT ime = np . f r o m f i l e ( o r g a n i c F i l e T i m e , d t y p e = np . u i n t 6 4 )
i n o r g a n i c P a t h P u l s e = ' d a t a / p id1 . d a t '
i n o r g a n i c P a t h T i m e = ' d a t a / gt ime1new . d a t '
i n o r g a n i c F i l e P u l s e = open ( i n o r g a n i c P a t h P u l s e , ' r b ' )
i n o r g a n i c F i l e T i m e = open ( i n o r g a n i c P a t h T i m e , ' r b ' )
i n o r g a n i c P u l s e = np . f r o m f i l e ( i n o r g a n i c F i l e P u l s e , d t y p e = np . f l o a t )
i n o r g a n i c T i m e = np . f r o m f i l e ( i n o r g a n i c F i l e T i m e , d t y p e = np . u i n t 6 4 )
# −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
# s e t t i n g s
# −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
p r i n t ( ' l o a d i n g s e t t i n g s . . . ' )
s e t t i n g s = l o a d t x t ( " r e s o l u t i o n . t x t " ,
d e l i m i t e r =" # " , unpack= F a l s e )
o r g a n i c P u l s e B i n S t a r t = s e t t i n g s [ 0 ]
o r g a n i c P u l s e B i n E n d = s e t t i n g s [ 1 ]
o r g a n i c P u l s e B i n W i d t h = s e t t i n g s [ 2 ]
o r g a n i c P u l s e G a t e S t a r t = s e t t i n g s [ 3 ]
o r g a n i c P u l s e G a t e E n d = s e t t i n g s [ 4 ]
o r g a n i c P u l s e C o n t i n u u m S t a r t = s e t t i n g s [ 5 ]
o rgan i cPu l s eCon t inuumEnd = s e t t i n g s [ 6 ]
i n o r g a n i c P u l s e G a t e P e a k = s e t t i n g s [ 7 ]
i n o r g a n i c P u l s e G a t e W i d t h = s e t t i n g s [ 8 ]
i n o r g a n i c P u l s e B i n S t a r t = s e t t i n g s [ 9 ]
i n o r g a n i c P u l s e B i n E n d = s e t t i n g s [ 1 0 ]
i n o r g a n i c P u l s e B i n W i d t h = s e t t i n g s [ 1 1 ]
i n o r g a n i c P u l s e G a t e L o w = i n o r g a n i c P u l s e G a t e P e a k − i n o r g a n i c P u l s e G a t e W i d t h
/ 2 . 0
i n o r g a n i c P u l s e G a t e H i g h = i n o r g a n i c P u l s e G a t e P e a k + i n o r g a n i c P u l s e G a t e W i d t h
/ 2 . 0
# −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
# p r o c e s s
# −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
p r i n t ( ' p r o c e s s i n g d a t a . . . ' )
# h i s t o g r a m ( o r g a n i c )
o r g a n i c P u l s e B i n R a n g e = np . a r a n g e ( o r g a n i c P u l s e B i n S t a r t , o r g a n i c P u l s e B i n E n d ,
o r g a n i c P u l s e B i n W i d t h )
o r g a n i c P u l s e C o u n t s , o r g a n i c P u l s e B i n s = h i s t ( o r g a n i c P u l s e , o r g a n i c P u l s e B i n R a n g e )
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# h i s t o g r a m ( i n o r g a n i c )
i n o r g a n i c P u l s e B i n R a n g e = np . a r a n g e ( i n o r g a n i c P u l s e B i n S t a r t , i n o r g a n i c P u l s e B i n E n d
, i n o r g a n i c P u l s e B i n W i d t h )
i n o r g a n i c P u l s e C o u n t s , i n o r g a n i c P u l s e B i n s = h i s t ( i n o r g a n i c P u l s e ,
i n o r g a n i c P u l s e B i n R a n g e )
# p r o c e s s t ime g a t e
organ icTimeCheckBool = np . i n1d ( organ icTime , i n o r g a n i c T i m e )
o rgan icT imeCheckIndex = np . where ( organ icTimeCheckBool == True ) [ 0 ]
o r g a n i c T i m e G a t e I n d e x = np . a r r a y ( o rgan i cT ime [ o rgan icT imeCheckIndex ] )
o rg a n i c T im e G a t e Da t a = np . a r r a y ( o r g a n i c P u l s e [ o rgan icT imeCheckIndex ] )
# p r o c e s s en e r g y g a t e
i n o r g a n i c E n e r g y C h e c k B o o l = np . l o g i c a l _ a n d ( i n o r g a n i c P u l s e G a t e L o w <
i n o r g a n i c P u l s e , i n o r g a n i c P u l s e < i n o r g a n i c P u l s e G a t e H i g h )
i n o r g a n i c E n e r g y C h e c k I n d e x = np . where ( i n o r g a n i c E n e r g y C h e c k B o o l == True ) [ 0 ]
i n o r g a n i c E n e r g y G a t e I n d e x = np . a r r a y ( i n o r g a n i c T i m e [ i n o r g a n i c E n e r g y C h e c k I n d e x
[ 0 : i n o r g a n i c E n e r g y C h e c k I n d e x . s i z e −1] ] )
i n o r g a n i c E n e r g y L i n k B o o l = np . i n1d ( o rgan i cT imeGa te Index ,
i n o r g a n i c E n e r g y G a t e I n d e x )
i n o r g a n i c E n e r g y L i n k I n d e x = np . where ( i n o r g a n i c E n e r g y L i n k B o o l == True ) [ 0 ]
o r g a n i c P u l s e G a t e = o r ga n i c T i me G a t e D a t a [ i n o r g a n i c E n e r g y L i n k I n d e x ]
# h i s t o g r a m g a t e
o r g a n i c P u l s e G a t e C o u n t s , o r g a n i c P u l s e G a t e B i n s = h i s t ( o r g a n i c P u l s e G a t e ,
o r g a n i c P u l s e B i n R a n g e )
o r g a n i c P u l s e G a t e I n t e r p = i n t e r p 1 d ( o r g a n i c P u l s e G a t e B i n s ,
o r g a n i c P u l s e G a t e C o u n t s , k ind = ' c u b i c ' )
o r g a n i c P u l s e G a t e C o n t i n u u m = o r g a n i c P u l s e G a t e I n t e r p ( np . a r a n g e (
o r g a n i c P u l s e C o n t i n u u m S t a r t , o rgan icPu l seCon t inuumEnd , o r g a n i c P u l s e B i n W i d t h ) )
o rgan icPu l seGa teCon t inuumMean = o r g a n i c P u l s e G a t e C o n t i n u u m . mean ( )
o rgan icPu l seCon t inuumX = [ o r g a n i c P u l s e C o n t i n u u m S t a r t ,
o rgan i cPu l s eCon t inuumEnd ]
o rgan icPu l seCon t inuumY = [ organ icPulseGateCont inuumMean ,
o rgan icPu l seGa teCon t inuumMean ]
# i n t e r p o l a t i o n ( a c c i d e n t a l s )
o r g a n i c P u l s e A c c i d e n t a l s X = [ o r g a n i c P u l s e G a t e S t a r t , o r g a n i c P u l s e G a t e E n d ]
o r g a n i c P u l s e A c c i d e n t a l s Y = [ organ icPulseGateCont inuumMean , 0 . 0 ]
o r g a n i c P u l s e A c c i d e n t a l s I n t e r p = i n t e r p 1 d ( o r g a n i c P u l s e A c c i d e n t a l s X ,
o r g a n i c P u l s e A c c i d e n t a l s Y , k ind = ' l i n e a r ' )
# a c c i d e n t a l s s u b t r a c t i o n
o r g a n i c P u l s e G a t e R a n g e = np . a r a n g e ( o r g a n i c P u l s e G a t e S t a r t , o r g a n i c P u l s e G a t e E n d ,
o r g a n i c P u l s e B i n W i d t h )
o r g a n i c P u l s e G a t e A c c S u b = o r g a n i c P u l s e G a t e I n t e r p ( o r g a n i c P u l s e G a t e R a n g e ) −
o r g a n i c P u l s e A c c i d e n t a l s I n t e r p ( o r g a n i c P u l s e G a t e R a n g e )
# c u r v e f i t
gH , gC , gS = s i n g l e G a u s s _ g u e s s ( o r g a n i c P u l s e G a t e R a n g e ,
o r g a n i c P u l s e G a t e A c c S u b )
H, eH , C , eC , S , eS = s i n g l e G a u s s _ f i t ( o r g a n i c P u l s e G a t e R a n g e , o rgan i cPu l seGa teAccSub ,
g =[gH , gC , gS ] )
# g e t i n f o r m a t i o n
c e n t r o i d , s i g m a C e n t r o i d = f i n d C a l i b r a t i o n (C , eC )
fwhm , sigmaFWHM , r e s o l u t i o n , s i g m a R e s o l u t i o n = f i n d R e s o l u t i o n (C , eC , S , eS )
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# −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
# o u t p u t
# −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
# p r i n t i n f o r m a t i o n
p r i n t ( ' T o t a l s i n g l e s ( o r g a n i c ) = %5.1 f ' % o r g a n i c P u l s e . s i z e )
p r i n t ( ' T o t a l s i n g l e s ( i n o r g a n i c ) = %5.1 f ' % i n o r g a n i c P u l s e . s i z e )
p r i n t ( ' T o t a l c o r r e l a t i o n s = %5.1 f ' % o r g a n i c T i m e G a t e I n d e x . s i z e )
p r i n t ( ' Clean c o r r e l a t i o n s = %5.1 f ' % i n o r g a n i c E n e r g y G a t e I n d e x . s i z e )
p r i n t ( ' C a l i b r a t i o n p o i n t (V* ns ) = %5.5 f ' % c e n t r o i d )
p r i n t ( ' F u l l w id th h a l f max (V* ns ) = %5.5 f ' % fwhm )
p r i n t ( ' Energy r e s o l u t i o n ( p e r c e n t ) = %5.5 f ' % r e s o l u t i o n )
p r i n t ( ' C e n t r o i d sigma (V* ns ) = %5.5 f ' % s i g m a C e n t r o i d )
p r i n t ( 'FWHM sigma (V* ns ) = %5.5 f ' % sigmaFWHM)
p r i n t ( ' R e s o l u t i o n sigma ( p e r c e n t ) = %5.5 f ' % s i g m a R e s o l u t i o n )
# w r i t e i n f o r m a t i o n
r e s u l t _ f i l e = open ( " o u t p u t / o u t p u t R e s u l t . t x t " , "w" )
r e s u l t _ f i l e . w r i t e ( ' T o t a l s i n g l e s ( o r g a n i c ) = %5.1 f \ n ' % o r g a n i c P u l s e . s i z e )
r e s u l t _ f i l e . w r i t e ( ' T o t a l s i n g l e s ( i n o r g a n i c ) = %5.1 f \ n ' % i n o r g a n i c P u l s e .
s i z e )
r e s u l t _ f i l e . w r i t e ( ' T o t a l c o r r e l a t i o n s = %5.1 f \ n ' %
o r g a n i c T i m e G a t e I n d e x . s i z e )
r e s u l t _ f i l e . w r i t e ( ' Clean c o r r e l a t i o n s = %5.1 f \ n ' %
i n o r g a n i c E n e r g y G a t e I n d e x . s i z e )
r e s u l t _ f i l e . w r i t e ( ' C a l i b r a t i o n p o i n t (V* ns ) = %5.5 f \ n ' % c e n t r o i d )
r e s u l t _ f i l e . w r i t e ( ' F u l l w id th h a l f max (V* ns ) = %5.5 f \ n ' % fwhm )
r e s u l t _ f i l e . w r i t e ( ' Energy r e s o l u t i o n ( p e r c e n t ) = %5.5 f \ n ' % r e s o l u t i o n )
r e s u l t _ f i l e . w r i t e ( ' C e n t r o i d sigma (V* ns ) = %5.5 f \ n ' % s i g m a C e n t r o i d )
r e s u l t _ f i l e . w r i t e ( 'FWHM sigma (V* ns ) = %5.5 f \ n ' % sigmaFWHM)
r e s u l t _ f i l e . w r i t e ( ' R e s o l u t i o n sigma ( p e r c e n t ) = %5.5 f \ n ' % s i g m a R e s o l u t i o n )
r e s u l t _ f i l e . c l o s e ( )
# e x p o r t d a t a f o r u n c e r t a i n t y a n a l y s i s
f i n e r a n g e = np . a r a n g e ( o r g a n i c P u l s e G a t e S t a r t , o r g a n i c P u l s e G a t e E n d , 0 . 0 1 )
np . s a v e t x t ( ' o u t p u t / xPID . t x t ' , o r g a n i c P u l s e B i n s ,
d e l i m i t e r = ' ' , fmt= ' %5.4 f ' )
np . s a v e t x t ( ' o u t p u t / yPID . t x t ' , o r g a n i c P u l s e C o u n t s ,
d e l i m i t e r = ' ' , fmt= ' %5.4 f ' )
np . s a v e t x t ( ' o u t p u t / xPIDgate . t x t ' , o r g a n i c P u l s e G a t e B i n s ,
d e l i m i t e r = ' ' , fmt= ' %5.4 f ' )
np . s a v e t x t ( ' o u t p u t / yPIDgate . t x t ' , o r g a n i c P u l s e G a t e C o u n t s ,
d e l i m i t e r = ' ' , fmt= ' %5.4 f ' )
np . s a v e t x t ( ' o u t p u t / xPIDgateSub . t x t ' , o r g a n i c P u l s e G a t e R a n g e ,
d e l i m i t e r = ' ' , fmt= ' %5.4 f ' )
np . s a v e t x t ( ' o u t p u t / yPIDgateSub . t x t ' , o rgan i cPu l seGa teAccSub ,
d e l i m i t e r = ' ' , fmt= ' %5.4 f ' )
np . s a v e t x t ( ' o u t p u t / x P I D g a t e F i t . t x t ' , f i n e r a n g e ,
d e l i m i t e r = ' ' , fmt= ' %5.4 f ' )
np . s a v e t x t ( ' o u t p u t / y P I D g a t e F i t . t x t ' , s i n g l e G a u s s _ f u n c ( f i n e r a n g e , * [ H, C , S ] ) ,
d e l i m i t e r = ' ' , fmt= ' %5.4 f ' )
p r i n t ( ' Time p a s s e d = ' , ( t ime . c l o c k ( ) − t 0 ) / 6 0 . 0 , " m i n u t e s " )
# −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
# f i g u r e s
# −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
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# p u l s e i n t e g r a l s p e c t r u m ( i n o r g a n i c P u l s e G a t e W i d t h d )
p l t . f i g u r e ( )
p l t . e r r o r b a r ( o r g a n i c P u l s e G a t e B i n s , o r g a n i c P u l s e G a t e C o u n t s , y e r r =np . s q r t (
o r g a n i c P u l s e G a t e C o u n t s ) , fmt= '−k ' , l a b e l = ' Gated PID ' )
p l t . p l o t ( o r g a n i c P u l s e A c c i d e n t a l s X , o r g a n i c P u l s e A c c i d e n t a l s Y , '−−ob ' , l a b e l = '
A c c i d e n t a l s ' )
p l t . p l o t ( f i n e r a n g e , s i n g l e G a u s s _ f u n c ( f i n e r a n g e , * [ H, C , S ] ) , '−r ' , l a b e l = ' G a u s s i a n
f i t ' , l i n e w i d t h =3)
p l t . x l im ( 0 , o r g a n i c P u l s e B i n E n d )
p l t . y l im ( ymin =0)
p l t . x t i c k s ( )
p l t . y t i c k s ( )
p l t . x l a b e l ( ' T o t a l i n t e g r a l (V* ns ) ' )
p l t . y l a b e l ( ' Counts ' )
p l t . l e g e n d ( l o c = ' uppe r l e f t ' )
p l t . s a v e f i g ( ' images / r e s o l u t i o n . png ' , b b o x _ i n c h e s = ' t i g h t ' , d p i = dp iRes )
p l t . c l f ( )
# p u l s e i n t e g r a l s p e c t r u m ( non−i n o r g a n i c P u l s e G a t e W i d t h d )
p l t . f i g u r e ( )
p l t . e r r o r b a r ( o r g a n i c P u l s e B i n s , o r g a n i c P u l s e C o u n t s , y e r r =np . s q r t (
o r g a n i c P u l s e C o u n t s ) , fmt= '−k ' , l a b e l = ' Non−g a t e d PID ' )
p l t . x l im ( 0 , o r g a n i c P u l s e B i n E n d )
p l t . y l im ( ymin =0)
p l t . x t i c k s ( )
p l t . y t i c k s ( )
p l t . x l a b e l ( ' T o t a l i n t e g r a l (V* ns ) ' )
p l t . y l a b e l ( ' Counts ' )
p l t . l e g e n d ( l o c = ' uppe r l e f t ' )
p l t . s a v e f i g ( ' images / p o s i t i o n . png ' , b b o x _ i n c h e s = ' t i g h t ' , d p i = dp iRes )
p l t . c l f ( )
# p u l s e h e i g h t s p e c t r u m ( i n o r g a n i c i n o r g a n i c P u l s e G a t e W i d t h d )
p l t . f i g u r e ( )
p l t . e r r o r b a r ( i n o r g a n i c P u l s e B i n s , i n o r g a n i c P u l s e C o u n t s , y e r r =np . s q r t (
i n o r g a n i c P u l s e C o u n t s ) , fmt= '−k ' , l a b e l = ' Time−c o r r e l a t e d PHD ' )
p l t . p l o t ( [ i n o r g a n i c P u l s e G a t e P e a k−i n o r g a n i c P u l s e G a t e W i d t h / 2 ,
i n o r g a n i c P u l s e G a t e P e a k−i n o r g a n i c P u l s e G a t e W i d t h / 2 ] ,
[ 0 , max ( i n o r g a n i c P u l s e C o u n t s ) ] , '−−r ' , l a b e l = ' Enegy g a t e ' )
p l t . p l o t ( [ i n o r g a n i c P u l s e G a t e P e a k + i n o r g a n i c P u l s e G a t e W i d t h / 2 ,
i n o r g a n i c P u l s e G a t e P e a k + i n o r g a n i c P u l s e G a t e W i d t h / 2 ] ,
[ 0 , max ( i n o r g a n i c P u l s e C o u n t s ) ] , '−−r ' )
p l t . x l im ( 0 , i n o r g a n i c P u l s e B i n E n d )
p l t . y l im ( ymin =0)
p l t . x l a b e l ( ' T o t a l i n t e g r a l (V* ns ) ' )
p l t . y l a b e l ( ' Counts ' )
p l t . l e g e n d ( l o c = ' uppe r r i g h t ' )
p l t . s a v e f i g ( ' images / g a t e . png ' , b b o x _ i n c h e s = ' t i g h t ' , d p i = dp iRes )
p l t . c l f ( )
# go back t o s o u r c e
os . c h d i r ( s r c )
# c l o s e a l l f i g u r e s
p l t . c l o s e ( ' a l l ' )
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A.3 Time resolution
# C h a r l e s Sosa
# U n i v e r s i t y o f Michigan
# C r e a t e d 05−14−2018
# Updated 05−14−2018
i m p o r t s y s
from l i b r a r y i m p o r t *
t 0 = t ime . c l o c k ( )
p a r e n t = os . getcwd ( )
# −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
# d a t a d i r e c t o r i e s
# −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
# 0 j o u r n a l 4 /010418 _EJ200CONPS_PMTC1_N1700V_PMTC2_N1310V_NA22s_22CM_5MIN
# 1 j o u r n a l 4 /010418 _EJ200CYLPS_PMTC1_N1700V_PMTC2_N1298V_NA22s_22CM_5MIN
# −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
# choose d i r e c t o r i e s
# −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
t 0 = t ime . c l o c k ( )
# −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
# f u n c t i o n s
# −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
d e f gaus ( x , a , x0 , s igma ) :
r e t u r n a * exp (−(x−x0 ) * * 2 / ( 2 * sigma **2) )
# −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
# main
# −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
c h o o s e D i r e c t o r y = np . a r r a y ( [ 0 , 1 ] )
f o r d i n r a n g e ( 0 , l e n ( c h o o s e D i r e c t o r y ) ) :
p r i n t ( 'DIRECTORY ' )
p r i n t ( d i r ec to ryTIME [ c h o o s e D i r e c t o r y [ d ] ] )
os . c h d i r ( d i r ec to ryTIME [ c h o o s e D i r e c t o r y [ d ] ] )
s r c = os . getcwd ( )
p r i n t ( ' l o a d i n g s e t t i n g s . . . ' )
# −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
# main s e t t i n g s
# −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
c h e c k R i s e = 1
DR = 2 . 0
numBits = 14
numPoin ts = 100
numBase = 10
numBoots = 100
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numVBins = np . power (DR, numBits )
t h r e s h o l d = 0 . 1 # V
t imeBinWidth = 0 . 0 1 # ps
t i m e S t e p = 2 . 0 # ns
t imeRange = np . a r a n g e ( 0 , numPoin ts * t imeS tep , t i m e S t e p )
po in t sDomain = np . a r a n g e ( 0 , i n t ( numPoin ts ) )
i f ( c h o o s e D i r e c t o r y [ d ]==0) :
# −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
# s e t t i n g s ( cone )
# −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
w i n L e f t = 15 # V* ns
winRigh t = 30 # V* ns
winBottom0 = 1 3 . 5 1 − ( 5 . 0 * 1 . 1 2 ) # V* ns
winTop0 = 1 3 . 5 1 + ( 1 . 0 * 1 . 1 2 ) # V* ns
winBottom1 = 1 3 . 2 3 − ( 5 . 0 * 1 . 1 4 ) # V* ns
winTop1 = 1 3 . 2 3 + ( 1 . 0 * 1 . 1 4 ) # V* ns
i f ( c h o o s e D i r e c t o r y [ d ]==1) :
# −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
# s e t t i n g s ( c y l i n d e r )
# −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
w i n L e f t = 15 # V* ns
winRigh t = 30 # V* ns
winBottom0 = 1 1 . 8 0 − ( 5 . 0 * 0 . 9 7 ) # 11 .821 #10.66−1.12 V* ns new ! 29 t o − 5*29
keVee
winTop0 = 1 1 . 8 0 + ( 1 . 0 * 0 . 9 7 ) # 11 .821 # 1 0 . 6 6 + 1 . 1 2 V* ns
winBottom1 = 1 1 . 6 7 − ( 5 . 0 * 0 . 9 9 ) # 11 .698 #10.89−1.14 V* ns
winTop1 = 1 1 . 6 7 + ( 1 . 0 * 0 . 9 9 ) # 11 .698 # 1 0 . 8 9 + 1 . 1 4 V* ns
# −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
# l o a d d a t a
# −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
p r i n t ( ' l o a d i n g d a t a . . . ' )
da t aType = np . d t y p e ( [ ( ' h e a d e r 1 ' , ' u4 ' ) ,
( ' h e a d e r 2 ' , ' u4 ' ) ,
( ' h e a d e r 3 ' , ' u4 ' ) ,
( ' h e a d e r 4 ' , ' u4 ' ) ,
( ' h e a d e r 5 ' , ' u4 ' ) ,
( ' h e a d e r 6 ' , ' u4 ' ) ,
( ' p u l s e ' , ' u2 ' , ( numPoints , ) ) ] )
dataRaw0 = np . f r o m f i l e ( open ( ' d a t a / 1 / wave0 . d a t ' , ' r b ' ) , d t y p e = da taType )
dataRaw1 = np . f r o m f i l e ( open ( ' d a t a / 1 / wave1 . d a t ' , ' r b ' ) , d t y p e = da taType )
# −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
# p r o c e s s
# −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
p r i n t ( ' p r o c e s s i n g d a t a ( c o r r e l a t i o n s ) . . . ' )
# numPulses = dataRaw1 . s i z e
numPulses = 6449280 # 3000000
t a r g e t C l e a n = 29620 # 11152
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# −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
# l o o p i n g t h r o u g h CFD
# −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
# c f d l o o p = np . a r r a y ( [ 0 . 0 0 5 , 0 . 0 1 0 , 0 . 0 5 0 , 0 . 1 0 0 , 0 . 1 5 0 , 0 . 2 0 0 , 0 . 2 5 0 ,
0 . 3 0 0 , 0 . 3 5 0 , 0 . 4 0 0 , 0 . 4 5 0 , 0 . 5 0 0 ] )
# c f d l o o p = np . a r r a y ( [ 0 . 0 0 5 , 0 . 0 0 6 , 0 . 0 0 7 , 0 . 0 0 8 , 0 . 0 0 9 , 0 . 0 1 0 ] )
# c f d l o o p = np . a r r a y ( [ 0 . 0 5 0 , 0 . 1 0 0 , 0 . 1 5 0 , 0 . 2 0 0 , 0 . 2 5 0 , 0 . 3 0 0 , 0 . 3 5 0 ,
0 . 4 0 0 , 0 . 4 5 0 , 0 . 5 0 0 ] )
# c f d l o o p = np . a r r a y ( [ 0 . 0 0 1 , 0 . 0 0 2 , 0 . 0 0 3 , 0 . 0 0 4 , 0 . 0 0 5 , 0 . 0 1 0 ,
# 0 . 0 2 0 , 0 . 0 3 0 , 0 . 0 4 0 , 0 . 0 5 0 , 0 . 0 7 5 , 0 . 1 0 0 ,
# 0 . 1 2 5 , 0 . 1 5 0 , 0 . 1 7 5 , 0 . 2 0 0 , 0 . 2 2 5 , 0 . 2 5 0 ,
# 0 . 2 7 5 , 0 . 3 0 0 , 0 . 3 2 5 , 0 . 3 5 0 , 0 . 3 7 5 , 0 . 4 0 0 ,
# 0 . 4 2 5 , 0 . 4 5 0 , 0 . 4 7 5 , 0 . 5 0 0 , 0 . 6 0 0 , 0 . 7 0 0 ] )
c f d l o o p = np . a r r a y ( [ 0 . 5 0 0 ] )
FWHMloop0 = np . a r r a y ( [ ] )
FWHMloop1 = np . a r r a y ( [ ] )
sFWHMloop0 = np . a r r a y ( [ ] )
sFWHMloop1 = np . a r r a y ( [ ] )
f o r c i n r a n g e ( 0 , l e n ( c f d l o o p ) ) :
# −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
# re− i n i t i a l i z e s e t t i n g s
# −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
c o u n t P u l s e = 0
c o u n t C l i p p e d = 0
countBelow = 0
countPH = 0
c o u n t C l e a n = 0
count_c leanLRT0 = 0
count_cleanMRT0 = 0
count_cleanHRT0 = 0
count_c leanLRT1 = 0
count_cleanMRT1 = 0
count_cleanHRT1 = 0
c o u n t O u t s i d e T i m e G a t e = 0
c o u n t O u t s i d e E n e r g y G a t e = 0
c l e a n 0 = np . a r r a y ( [ ] )
c l e a n 1 = np . a r r a y ( [ ] )
cleanLRT0 = np . a r r a y ( [ ] )
cleanHRT0 = np . a r r a y ( [ ] )
cleanMRT0 = np . a r r a y ( [ ] )
cleanMRT1 = np . a r r a y ( [ ] )
cleanLRT1 = np . a r r a y ( [ ] )
cleanHRT1 = np . a r r a y ( [ ] )
t i m e D e l t a = np . a r r a y ( [ ] )
t i m e R i s e 0 = np . a r r a y ( [ ] )
t i m e R i s e 1 = np . a r r a y ( [ ] )
p id0 = np . a r r a y ( [ ] )
p id1 = np . a r r a y ( [ ] )
# −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
# e n t e r p r i m a r y loop
# −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
CFD = c f d l o o p [ c ]
f o r p i n np . a r a n g e ( 0 , numPulses ) :
c o u n t P u l s e = c o u n t P u l s e + 1
i f ( dataRaw0 [ p ] [ 6 ] . min ( ) == 0 or dataRaw1 [ p ] [ 6 ] . min ( ) == 0) :
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c o u n t C l i p p e d = c o u n t C l i p p e d + 1
e l s e :
p u l s e 0 = np . a r r a y ( (DR/ numVBins ) *(−1.0* dataRaw0 [ p ] [ 6 ] + numVBins ) )
p u l s e 1 = np . a r r a y ( (DR/ numVBins ) *(−1.0* dataRaw1 [ p ] [ 6 ] + numVBins ) )
base0 = np . mean ( p u l s e 0 [ 0 : numBase ] )
base1 = np . mean ( p u l s e 1 [ 0 : numBase ] )
p u l s e 0 = p u l s e 0 − base0
p u l s e 1 = p u l s e 1 − base1
peakAmp0 = p u l s e 0 . max ( )
peakAmp1 = p u l s e 1 . max ( )
i f ( np . l o g i c a l _ o r ( peakAmp0 < t h r e s h o l d , peakAmp1 < t h r e s h o l d ) == True ) :
countBelow = countBelow + 1
e l s e :
peakLoc0 = p u l s e 0 . argmax ( a x i s =0)
peakLoc1 = p u l s e 1 . argmax ( a x i s =0)
p u l s e I n t e g r a l 0 = t i m e S t e p *np . sum ( p u l s e 0 [ peakLoc0 −4 :100] )
p u l s e I n t e g r a l 1 = t i m e S t e p *np . sum ( p u l s e 1 [ peakLoc1 −4 :100] )
p id0 = np . append ( pid0 , p u l s e I n t e g r a l 0 )
p id1 = np . append ( pid1 , p u l s e I n t e g r a l 1 )
i f ( np . l o g i c a l _ a n d ( peakLoc0 > winLef t , peakLoc0 < winRigh t ) == F a l s e o r
np . l o g i c a l _ a n d ( peakLoc1 > winLef t , peakLoc1 < winRigh t ) == F a l s e ) :
c o u n t O u t s i d e T i m e G a t e = c o u n t O u t s i d e T i m e G a t e + 1
e l s e :
i f ( np . l o g i c a l _ a n d ( p u l s e I n t e g r a l 0 >winBottom0 , p u l s e I n t e g r a l 0 <winTop0 ) == F a l s e o r
np . l o g i c a l _ a n d ( p u l s e I n t e g r a l 1 >winBottom1 , p u l s e I n t e g r a l 1 <winTop1 ) == F a l s e ) :
c o u n t O u t s i d e E n e r g y G a t e = c o u n t O u t s i d e E n e r g y G a t e + 1
e l s e :
c o u n t C l e a n = c o u n t C l e a n + 1
c leanLoc0 = peakLoc0
c l eanLoc1 = peakLoc1
cleanAmp0 = peakAmp0
cleanAmp1 = peakAmp1
c l e a n P u l s e 0 = p u l s e 0
c l e a n P u l s e 1 = p u l s e 1
c l e a n 0 = np . append ( c l ean0 , c l e a n P u l s e 0 )
c l e a n 1 = np . append ( c l ean1 , c l e a n P u l s e 1 )
peakTime0 = t imeRange [ c l eanLoc0 ]
peakTime1 = t imeRange [ c l eanLoc1 ]
# f i n d t h e c o n s t a n t f r a c t i o n a m p l i t u d e s
s t a r tAmp0 = CFD* cleanAmp0
s ta r tAmp1 = CFD* cleanAmp1
# f i n d t h e r i s e t ime a m p l i t u d e s
ampBot0 = 0 .10* cleanAmp0
ampTop0 = 0 .90 * cleanAmp0
ampBot1 = 0 .10* cleanAmp1
ampTop1 = 0 .90 * cleanAmp1
# i n t e r p o l a t e t h e i n v e r t e d p u l s e t o f i n d t h e t ime from t h e CFD a m p l i t u d e s
r i s e 0 i r = i n t e r p 1 d ( c l e a n P u l s e 0 [ 0 : c l eanLoc0 + 1] , t imeRange [ 0 : c l eanLoc0 + 1] ,
k ind = ' l i n e a r ' )
r i s e 1 i r = i n t e r p 1 d ( c l e a n P u l s e 1 [ 0 : c l eanLoc1 + 1] , t imeRange [ 0 : c l eanLoc1 + 1] ,
k ind = ' l i n e a r ' )
# f i n d t h e t i m e s (CFD)
s t a r t L o c 0 = r i s e 0 i r ( s t a r tAmp0 )
s t a r t L o c 1 = r i s e 1 i r ( s t a r tAmp1 )
# f i n d t h e change i n t ime ( d e l t a T )
t i m e D e l t a = np . append ( t i m e D e l t a , s t a r t L o c 1−s t a r t L o c 0 )
# f i n d t h e t i m e s ( r i s e t ime )
r i s e B o t 0 = r i s e 0 i r ( ampBot0 )
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r i s e T o p 0 = r i s e 0 i r ( ampTop0 )
r i s e B o t 1 = r i s e 1 i r ( ampBot1 )
r i s e T o p 1 = r i s e 1 i r ( ampTop1 )
i f ( c h e c k R i s e == 1) :
# f i n d t h e change i n t ime ( r i s e t ime )
t i m e R i s e 0 = np . append ( t imeRise0 , r i s e T o p 0 − r i s e B o t 0 )
t i m e R i s e 1 = np . append ( t imeRise1 , r i s e T o p 1 − r i s e B o t 1 )
# d i s c r i m i n a t e r i s e t i m e s
# GEOMETRY: CONE
i f ( c h o o s e D i r e c t o r y [ d ]==0) :
# CHANNEL0 LOW
i f ( np . l o g i c a l _ a n d ( r i s e T o p 0 − r i s e B o t 0 > 3 . 4 5 , r i s e T o p 0 − r i s e B o t 0 < 3 . 5 5 ) ==
True ) :
count_c leanLRT0 = count_c leanLRT0 + 1
i f ( count_cleanLRT0 <1001) :
cleanLRT0 = np . append ( cleanLRT0 , c l e a n P u l s e 0 )
# CHANNEL0 MED
i f ( np . l o g i c a l _ a n d ( r i s e T o p 0 − r i s e B o t 0 > 3 . 9 0 , r i s e T o p 0 − r i s e B o t 0 < 4 . 0 0 ) ==
True ) :
count_cleanMRT0 = count_cleanMRT0 + 1
i f ( count_cleanMRT0 <1001) :
cleanMRT0 = np . append ( cleanMRT0 , c l e a n P u l s e 0 )
# CHANNEL0 HIGH
i f ( np . l o g i c a l _ a n d ( r i s e T o p 0 − r i s e B o t 0 > 4 . 2 5 , r i s e T o p 0 − r i s e B o t 0 < 4 . 3 5 ) ==
True ) :
count_cleanHRT0 = count_cleanHRT0 + 1
i f ( count_cleanHRT0 <1001) :
cleanHRT0 = np . append ( cleanHRT0 , c l e a n P u l s e 0 )
# CHANNEL1 LOW
i f ( np . l o g i c a l _ a n d ( r i s e T o p 1 − r i s e B o t 1 > 3 . 4 5 , r i s e T o p 1 − r i s e B o t 1 < 3 . 5 5 ) ==
True ) :
count_c leanLRT1 = count_c leanLRT1 + 1
i f ( count_cleanLRT1 <1001) :
cleanLRT1 = np . append ( cleanLRT1 , c l e a n P u l s e 1 )
# CHANNEL1 MED
i f ( np . l o g i c a l _ a n d ( r i s e T o p 1 − r i s e B o t 1 > 3 . 9 0 , r i s e T o p 1 − r i s e B o t 1 < 4 . 0 0 ) ==
True ) :
count_cleanMRT1 = count_cleanMRT1 + 1
i f ( count_cleanMRT1 <1001) :
cleanMRT1 = np . append ( cleanMRT1 , c l e a n P u l s e 1 )
# CHANNEL1 HIGH
i f ( np . l o g i c a l _ a n d ( r i s e T o p 1 − r i s e B o t 1 > 4 . 2 5 , r i s e T o p 1 − r i s e B o t 1 < 4 . 3 5 ) ==
True ) :
count_cleanHRT1 = count_cleanHRT1 + 1
i f ( count_cleanHRT1 <1001) :
cleanHRT1 = np . append ( cleanHRT1 , c l e a n P u l s e 1 )
# GEOMETRY: CYLINDER
i f ( c h o o s e D i r e c t o r y [ d ]==1) :
# CHANNEL0 LOW
i f ( np . l o g i c a l _ a n d ( r i s e T o p 0 − r i s e B o t 0 > 3 . 6 0 , r i s e T o p 0 − r i s e B o t 0 < 3 . 7 0 ) ==
True ) :
count_c leanLRT0 = count_c leanLRT0 + 1
i f ( count_cleanLRT0 <1001) :
cleanLRT0 = np . append ( cleanLRT0 , c l e a n P u l s e 0 )
# CHANNEL0 MED
i f ( np . l o g i c a l _ a n d ( r i s e T o p 0 − r i s e B o t 0 > 3 . 9 0 , r i s e T o p 0 − r i s e B o t 0 < 4 . 0 0 ) ==
True ) :
count_cleanMRT0 = count_cleanMRT0 + 1
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i f ( count_cleanMRT0 <1001) :
cleanMRT0 = np . append ( cleanMRT0 , c l e a n P u l s e 0 )
# CHANNEL0 HIGH
i f ( np . l o g i c a l _ a n d ( r i s e T o p 0 − r i s e B o t 0 > 4 . 4 5 , r i s e T o p 0 − r i s e B o t 0 < 4 . 5 5 ) ==
True ) :
count_cleanHRT0 = count_cleanHRT0 + 1
i f ( count_cleanHRT0 <1001) :
cleanHRT0 = np . append ( cleanHRT0 , c l e a n P u l s e 0 )
# CHANNEL1 LOW
i f ( np . l o g i c a l _ a n d ( r i s e T o p 1 − r i s e B o t 1 > 3 . 6 0 , r i s e T o p 1 − r i s e B o t 1 < 3 . 7 0 ) ==
True ) :
count_c leanLRT1 = count_c leanLRT1 + 1
i f ( count_cleanLRT1 <1001) :
cleanLRT1 = np . append ( cleanLRT1 , c l e a n P u l s e 1 )
# CHANNEL1 MED
i f ( np . l o g i c a l _ a n d ( r i s e T o p 1 − r i s e B o t 1 > 3 . 9 0 , r i s e T o p 1 − r i s e B o t 1 < 4 . 0 0 ) ==
True ) :
count_cleanMRT1 = count_cleanMRT1 + 1
i f ( count_cleanMRT1 <1001) :
cleanMRT1 = np . append ( cleanMRT1 , c l e a n P u l s e 1 )
# CHANNEL1 HIGH
i f ( np . l o g i c a l _ a n d ( r i s e T o p 1 − r i s e B o t 1 > 4 . 4 5 , r i s e T o p 1 − r i s e B o t 1 < 4 . 5 5 ) ==
True ) :
count_cleanHRT1 = count_cleanHRT1 + 1
i f ( count_cleanHRT1 <1001) :
cleanHRT1 = np . append ( cleanHRT1 , c l e a n P u l s e 1 )
# e x i t l oop
i f ( np . l o g i c a l _ a n d ( c h o o s e D i r e c t o r y [ d ]==1 , c o u n t C l e a n == t a r g e t C l e a n ) == True ) :
b r e a k
i f ( np . l o g i c a l _ a n d ( c h o o s e D i r e c t o r y [ d ]==1 , c o u n t C l e a n == t a r g e t C l e a n ) == True ) :
b r e a k
i f ( np . l o g i c a l _ a n d ( c h o o s e D i r e c t o r y [ d ]==1 , c o u n t C l e a n == t a r g e t C l e a n ) == True ) :
b r e a k
i f ( np . l o g i c a l _ a n d ( c h o o s e D i r e c t o r y [ d ]==1 , c o u n t C l e a n == t a r g e t C l e a n ) == True ) :
b r e a k
i f ( np . l o g i c a l _ a n d ( c h o o s e D i r e c t o r y [ d ]==1 , c o u n t C l e a n == t a r g e t C l e a n ) == True ) :
b r e a k
# −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
# r e s u l t s
# −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
t i m e D e l t a C o u n t s F i r s t , t i m e D e l t a B i n s F i r s t = np . h i s t o g r a m ( t i m e D e l t a , np . a r a n g e
( 0 , 1 0 , t imeBinWidth ) )
t i m e D e l t a B i n s F i r s t = t i m e D e l t a B i n s F i r s t [ 0 :
t i m e D e l t a C o u n t s F i r s t . s i z e ]
t i m e D e l t a C o u n t s F i r s t = t i m e D e l t a C o u n t s F i r s t
t i m e R i s e 0 C o u n t s F i r s t , t i m e R i s e 0 B i n s F i r s t = np . h i s t o g r a m ( t imeRise0 , np . a r a n g e
( 0 , 1 0 , t imeBinWidth ) )
t i m e R i s e 0 B i n s F i r s t = t i m e R i s e 0 B i n s F i r s t [ 0 :
t i m e R i s e 0 C o u n t s F i r s t . s i z e ]
t i m e R i s e 0 C o u n t s F i r s t = t i m e R i s e 0 C o u n t s F i r s t
t i m e R i s e 1 C o u n t s F i r s t , t i m e R i s e 1 B i n s F i r s t = np . h i s t o g r a m ( t imeRise1 , np . a r a n g e
( 0 , 1 0 , t imeBinWidth ) )
t i m e R i s e 1 B i n s F i r s t = t i m e R i s e 1 B i n s F i r s t [ 0 :
t i m e R i s e 1 C o u n t s F i r s t . s i z e ]
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t i m e R i s e 1 C o u n t s F i r s t = t i m e R i s e 1 C o u n t s F i r s t
p i d B i n s = np . a r a n g e ( 0 , 3 0 , 0 . 1 )
p id0Counts , p i d 0 B i n s = np . h i s t o g r a m ( pid0 , p i d B i n s )
p i d 0 B i n s = p i d 0 B i n s [ 0 : p i d 0 C o u n t s . s i z e ]
p i d 0 C o u n t s = p i d 0 C o u n t s
p id1Counts , p i d 1 B i n s = np . h i s t o g r a m ( pid1 , p i d B i n s )
p i d 1 B i n s = p i d 1 B i n s [ 0 : p i d 1 C o u n t s . s i z e ]
p i d 1 C o u n t s = p i d 1 C o u n t s
# −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
# p r i n t d a t a
# −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
i f ( np . l o g i c a l _ a n d (CFD> 0 . 0 0 0 ,CFD< 0 . 0 1 0 ) == True ) :
outputCFDPath = ' outputCFD ' + f o r m a t ( c f d l o o p [ c ] , ' # . 0 ' )
i f ( np . l o g i c a l _ a n d (CFD>=0.010 ,CFD< 0 . 1 0 0 ) == True ) :
outputCFDPath = ' outputCFD ' + f o r m a t ( c f d l o o p [ c ] , ' # . 2 ' )
i f (CFD>=0 .10 ) :
outputCFDPath = ' outputCFD ' + f o r m a t ( c f d l o o p [ c ] , ' # . 3 ' )
i f n o t os . p a t h . e x i s t s ( outputCFDPath ) :
os . mkdir ( outputCFDPath )
os . c h d i r ( outputCFDPath )
np . s a v e t x t ( ' p i d0 . t x t ' , p id0 , d e l i m i t e r = ' ' , fmt= ' %5.4 f ' )
np . s a v e t x t ( ' p i d1 . t x t ' , p id1 , d e l i m i t e r = ' ' , fmt= ' %5.4 f ' )
np . s a v e t x t ( ' pid0X . t x t ' , p id0Bins , d e l i m i t e r = ' ' , fmt= ' %5.4 f ' )
np . s a v e t x t ( ' pid0Y . t x t ' , p id0Counts , d e l i m i t e r = ' ' , fmt= ' %5.4 f ' )
np . s a v e t x t ( ' pid1X . t x t ' , p id1Bins , d e l i m i t e r = ' ' , fmt= ' %5.4 f ' )
np . s a v e t x t ( ' pid1Y . t x t ' , p id1Counts , d e l i m i t e r = ' ' , fmt= ' %5.4 f ' )
np . s a v e t x t ( ' c l e a n 0 . t x t ' , c l e an0 , d e l i m i t e r = ' ' , fmt= ' %5.4 f ' )
np . s a v e t x t ( ' c l e a n 1 . t x t ' , c l e an1 , d e l i m i t e r = ' ' , fmt= ' %5.4 f ' )
np . s a v e t x t ( ' cleanLRT0 . t x t ' , cleanLRT0 , d e l i m i t e r = ' ' , fmt= ' %5.4 f ' )
np . s a v e t x t ( ' cleanMRT0 . t x t ' , cleanMRT0 , d e l i m i t e r = ' ' , fmt= ' %5.4 f ' )
np . s a v e t x t ( ' cleanHRT0 . t x t ' , cleanHRT0 , d e l i m i t e r = ' ' , fmt= ' %5.4 f ' )
np . s a v e t x t ( ' cleanLRT1 . t x t ' , cleanLRT1 , d e l i m i t e r = ' ' , fmt= ' %5.4 f ' )
np . s a v e t x t ( ' cleanMRT1 . t x t ' , cleanMRT1 , d e l i m i t e r = ' ' , fmt= ' %5.4 f ' )
np . s a v e t x t ( ' cleanHRT1 . t x t ' , cleanHRT1 , d e l i m i t e r = ' ' , fmt= ' %5.4 f ' )
np . s a v e t x t ( ' de l taTimeX . t x t ' , t i m e D e l t a B i n s F i r s t , d e l i m i t e r = ' ' , fmt= ' %5.4 f ' )
np . s a v e t x t ( ' de l taTimeY . t x t ' , t i m e D e l t a C o u n t s F i r s t , d e l i m i t e r = ' ' , fmt= ' %5.4 f ' )
# −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
# p r o c e s s
# −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
# c r o s s c o r r e l a t i o n d i s t r i b u t i o n
t i m e D e l t a C o u n t s = t i m e D e l t a C o u n t s F i r s t
t i m e D e l t a B i n s = t i m e D e l t a B i n s F i r s t
t imeDel taMean = t i m e D e l t a B i n s [ t i m e D e l t a C o u n t s . argmax ( a x i s =0) ]
t i m e D e l t a S t a r t = t imeDel taMean −2.0
t i m e D e l t a S t o p = t imeDel taMean +2 .0
t i m e D e l t a R a n g e = np . a r a n g e ( t i m e D e l t a S t a r t , t i m e D e l t a S t o p , 0 . 0 1 )
t i m e D e l t a I n t e r p = i n t e r p 1 d ( t i m e D e l t a B i n s , t i m e D e l t a C o u n t s , k ind = ' c u b i c ' )
f i n e r a n g e = np . a r a n g e ( t i m e D e l t a S t a r t , t i m e D e l t a S t o p , 0 . 0 0 5 )
# c u r v e f i t
gH , gC , gS = s i n g l e G a u s s _ g u e s s ( t imeDel t aRange , t i m e D e l t a I n t e r p (
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t i m e D e l t a R a n g e ) )
H, eH , C , eC , S , eS = s i n g l e G a u s s _ f i t ( t imeDel t aRange , t i m e D e l t a I n t e r p ( t i m e D e l t a R a n g e
) , g =[gH , gC , gS ] )
# g e t i n f o r m a t i o n
c e n t r o i d , s i g m a C e n t r o i d = f i n d C a l i b r a t i o n (C , eC )
fwhm , sigmaFWHM , r e s o l u t i o n , s i g m a R e s o l u t i o n = f i n d R e s o l u t i o n (C , eC , S , eS )
# −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
# o u t p u t
# −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
# p r i n t i n f o r m a t i o n
p r i n t ( ' C o n s t a n t f r a c t i o n v a l u e = %5.3 f ' % CFD)
p r i n t ( ' Count c l i p p e d p u l s e s = %5.1 f ' % c o u n t C l i p p e d )
p r i n t ( ' Below t h r e s h o l d c o u n t = %5.1 f ' % countBelow )
p r i n t ( ' O u t s i d e t ime g a t e c o u n t = %3.1 f ' % c o u n t O u t s i d e T i m e G a t e )
p r i n t ( ' O u t s i d e en e r gy g a t e c o u n t = %3.1 f ' % c o u n t O u t s i d e E n e r g y G a t e )
p r i n t ( ' Clean c o r r e l a t i o n c o u n t = %5.1 f ' % c o u n t C l e a n )
p r i n t ( ' C a l i b r a t i o n p o i n t ( ns ) = %5.5 f ' % c e n t r o i d )
p r i n t ( ' F u l l w id th h a l f max ( ns ) = %5.5 f ' % fwhm )
p r i n t ( ' Time r e s o l u t i o n ( p e r c e n t ) = %5.5 f ' % r e s o l u t i o n )
p r i n t ( ' C e n t r o i d sigma ( ns ) = %5.5 f ' % s i g m a C e n t r o i d )
p r i n t ( 'FWHM sigma ( ns ) = %5.5 f ' % sigmaFWHM)
p r i n t ( ' R e s o l u t i o n sigma ( p e r c e n t ) = %5.5 f ' % s i g m a R e s o l u t i o n )
i f ( c h e c k R i s e == 1) :
p r i n t ( ' Ch0 mean r i s e t ime ( ns ) = %5.5 f ' % t i m e R i s e 0 . mean ( ) )
p r i n t ( ' Ch1 mean r i s e t ime ( ns ) = %5.5 f ' % t i m e R i s e 1 . mean ( ) )
p r i n t ( ' Time p a s s e d = ' , ( t ime . c l o c k ( ) − t 0 ) / 6 0 . 0 , " m i n u t e s " )
i f ( c h o o s e D i r e c t o r y [ d ]==0) :
FWHMloop0 = np . append ( FWHMloop0 , fwhm )
sFWHMloop0 = np . append ( sFWHMloop0 , sigmaFWHM)
i f ( c h o o s e D i r e c t o r y [ d ]==1) :
FWHMloop1 = np . append ( FWHMloop1 , fwhm )
sFWHMloop1 = np . append ( sFWHMloop1 , sigmaFWHM)
# w r i t e i n f o r m a t i o n
r e s u l t _ f i l e = open ( " o u t p u t R e s u l t . t x t " , "w" )
r e s u l t _ f i l e . w r i t e ( ' C o n s t a n t f r a c t i o n v a l u e = %5.5 f \ n ' % CFD)
r e s u l t _ f i l e . w r i t e ( ' Count c l i p p e d p u l s e s = %5.1 f \ n ' % c o u n t C l i p p e d )
r e s u l t _ f i l e . w r i t e ( ' Below t h r e s h o l d c o u n t = %5.1 f \ n ' % countBelow )
r e s u l t _ f i l e . w r i t e ( ' O u t s i d e t ime g a t e c o u n t = %3.1 f \ n ' %
c o u n t O u t s i d e T i m e G a t e )
r e s u l t _ f i l e . w r i t e ( ' O u t s i d e en e r g y g a t e c o u n t = %3.1 f \ n ' %
c o u n t O u t s i d e E n e r g y G a t e )
r e s u l t _ f i l e . w r i t e ( ' Clean c o r r e l a t i o n c o u n t = %5.1 f \ n ' % c o u n t C l e a n )
r e s u l t _ f i l e . w r i t e ( ' C a l i b r a t i o n p o i n t ( ns ) = %5.5 f \ n ' % c e n t r o i d )
r e s u l t _ f i l e . w r i t e ( ' F u l l w id th h a l f max ( ns ) = %5.5 f \ n ' % fwhm )
r e s u l t _ f i l e . w r i t e ( ' Energy r e s o l u t i o n ( p e r c e n t ) = %5.5 f \ n ' % r e s o l u t i o n )
r e s u l t _ f i l e . w r i t e ( ' C e n t r o i d sigma ( ns ) = %5.5 f \ n ' % s i g m a C e n t r o i d )
r e s u l t _ f i l e . w r i t e ( 'FWHM sigma ( ns ) = %5.5 f \ n ' % sigmaFWHM)
r e s u l t _ f i l e . w r i t e ( ' R e s o l u t i o n sigma ( p e r c e n t ) = %5.5 f \ n ' % s i g m a R e s o l u t i o n )
i f ( c h e c k R i s e == 1) :
r e s u l t _ f i l e . w r i t e ( ' Ch0 mean r i s e t ime ( ns ) = %5.5 f \ n ' % t i m e R i s e 0 . mean ( ) )
r e s u l t _ f i l e . w r i t e ( ' Ch1 mean r i s e t ime ( ns ) = %5.5 f \ n ' % t i m e R i s e 1 . mean ( ) )
r e s u l t _ f i l e . c l o s e ( )
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# −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
# f i g u r e s
# −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
p r i n t ( ' re−s h a p i n g p u l s e s . . . ' )
d a t a _ c l e a n 0 = np . r e s h a p e ( c l ean0 , ( i n t ( c o u n t C l e a n ) , i n t ( numPoin ts ) ) )
d a t a _ c l e a n 1 = np . r e s h a p e ( c l ean1 , ( i n t ( c o u n t C l e a n ) , i n t ( numPoin ts ) ) )
d a t a _ c l e a n 0 = d a t a _ c l e a n 0 . T
d a t a _ c l e a n 1 = d a t a _ c l e a n 1 . T
# i f ( c h e c k R i s e ==1) :
# da ta_c leanLRT0 = np . r e s h a p e ( cleanLRT0 , ( i n t ( count_c leanLRT0 ) , i n t (
numPoin ts ) ) )
# data_cleanMRT0 = np . r e s h a p e ( cleanMRT0 , ( i n t ( count_cleanMRT0 ) , i n t (
numPoin ts ) ) )
# data_cleanHRT0 = np . r e s h a p e ( cleanHRT0 , ( i n t ( count_cleanHRT0 ) , i n t (
numPoin ts ) ) )
# da ta_c leanLRT0 = da ta_c leanLRT0 . T
# data_cleanMRT0 = data_cleanMRT0 . T
# data_cleanHRT0 = data_cleanHRT0 . T
# da ta_c leanLRT1 = np . r e s h a p e ( cleanLRT1 , ( i n t ( count_c leanLRT1 ) , i n t (
numPoin ts ) ) )
# data_cleanMRT1 = np . r e s h a p e ( cleanMRT1 , ( i n t ( count_cleanMRT1 ) , i n t (
numPoin ts ) ) )
# data_cleanHRT1 = np . r e s h a p e ( cleanHRT1 , ( i n t ( count_cleanHRT1 ) , i n t (
numPoin ts ) ) )
# da ta_c leanLRT1 = da ta_c leanLRT1 . T
# data_cleanMRT1 = data_cleanMRT1 . T
# data_cleanHRT1 = data_cleanHRT1 . T
p r i n t ( ' s a v i n g d a t a . . . ' )
# i f ( d a t a _ c l e a n 0 . s i z e >0) :
# p l t . f i g u r e ( )
# p l t . p l o t ( poin tsDomain , d a t a _ c l e a n 0 )
# p l t . x l im ( 0 , numPoin ts )
# p l t . y l im ( 0 ,DR)
# p l t . x l a b e l ( ' Data p o i n t ' )
# p l t . y l a b e l ( ' Ampl i tude (V) ' )
# p l t . s a v e f i g ( ' c l e a n 0 . png ' , b b o x _ i n c h e s = ' t i g h t ' , d p i =300)
# p l t . c l f ( )
# i f ( d a t a _ c l e a n 1 . s i z e >0) :
# p l t . f i g u r e ( )
# p l t . p l o t ( poin tsDomain , d a t a _ c l e a n 1 )
# p l t . x l im ( 0 , numPoin ts )
# p l t . y l im ( 0 ,DR)
# p l t . x l a b e l ( ' Data p o i n t ' )
# p l t . y l a b e l ( ' Ampl i tude (V) ' )
# p l t . s a v e f i g ( ' c l e a n 1 . png ' , b b o x _ i n c h e s = ' t i g h t ' , d p i =300)
# p l t . c l f ( )
np . s a v e t x t ( ' ccdx . t x t ' , t i m e D e l t a B i n s F i r s t , d e l i m i t e r = ' ' , fmt= ' %5.4 f ' )
np . s a v e t x t ( ' ccdy . t x t ' , t i m e D e l t a C o u n t s F i r s t , d e l i m i t e r = ' ' , fmt= ' %5.4 f ' )
np . s a v e t x t ( ' ccde . t x t ' , np . s q r t ( t i m e D e l t a C o u n t s F i r s t ) , d e l i m i t e r = ' ' , fmt= ' %5.4
f ' )
np . s a v e t x t ( ' c c f x . t x t ' , f i n e r a n g e , d e l i m i t e r = ' ' , fmt= ' %5.4 f ' )
np . s a v e t x t ( ' c c f y . t x t ' , gaus ( f i n e r a n g e , * [ H, C , S ] ) , d e l i m i t e r = ' ' , fmt= ' %5.4 f ' )
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i f ( c h e c k R i s e ==1) :
np . s a v e t x t ( ' r t 0 x . t x t ' , t i m e R i s e 0 B i n s F i r s t , d e l i m i t e r = ' ' , fmt= ' %5.4 f ' )
np . s a v e t x t ( ' r t 0 y . t x t ' , t i m e R i s e 0 C o u n t s F i r s t , d e l i m i t e r = ' ' , fmt= ' %5.4 f ' )
np . s a v e t x t ( ' r t 0 e . t x t ' , np . s q r t ( t i m e R i s e 0 C o u n t s F i r s t ) , d e l i m i t e r = ' ' , fmt= ' %5.4
f ' )
np . s a v e t x t ( ' r t 1 x . t x t ' , t i m e R i s e 1 B i n s F i r s t , d e l i m i t e r = ' ' , fmt= ' %5.4 f ' )
np . s a v e t x t ( ' r t 1 y . t x t ' , t i m e R i s e 1 C o u n t s F i r s t , d e l i m i t e r = ' ' , fmt= ' %5.4 f ' )
np . s a v e t x t ( ' r t 1 e . t x t ' , np . s q r t ( t i m e R i s e 1 C o u n t s F i r s t ) , d e l i m i t e r = ' ' , fmt= ' %5.4
f ' )
p r i n t ( ' p l o t t i n g d a t a . . . ' )
p l t . f i g u r e ( )
p l t . e r r o r b a r ( t i m e D e l t a B i n s F i r s t , t i m e D e l t a C o u n t s F i r s t , y e r r =np . s q r t (
t i m e D e l t a C o u n t s F i r s t ) , fmt= ' ok ' , l a b e l = ' d a t a ' )
p l t . p l o t ( f i n e r a n g e , gaus ( f i n e r a n g e , * [ H, C , S ] ) , '−r ' , l i n e w i d t h =2 , l a b e l = ' f i t ' )
p l t . x l im ( 2 , 6 )
p l t . x l a b e l ( ' Time ( ns ) ' )
p l t . y l a b e l ( ' Counts ' )
p l t . l e g e n d ( l o c = ' uppe r r i g h t ' , f o n t s i z e =10 , numpoin t s =1)
p l t . s a v e f i g ( ' cc . png ' , b b o x _ i n c h e s = ' t i g h t ' , d p i =300)
p l t . c l f ( )
p l t . f i g u r e ( )
p l t . e r r o r b a r ( p id0Bins , p id0Counts , y e r r =np . s q r t ( p i d 0 C o u n t s ) , fmt= '−r ' , l a b e l = ' Ch0 '
)
p l t . e r r o r b a r ( p id1Bins , p id1Counts , y e r r =np . s q r t ( p i d 1 C o u n t s ) , fmt= '−b ' , l a b e l = ' Ch1 '
)
p l t . x l im ( 0 , 2 0 )
p l t . x l a b e l ( ' I n t e g r a l (V* ns ) ' )
p l t . y l a b e l ( ' Counts ' )
p l t . l e g e n d ( l o c = ' uppe r r i g h t ' , f o n t s i z e =10 , numpoin t s =1)
p l t . s a v e f i g ( ' p i d . png ' , b b o x _ i n c h e s = ' t i g h t ' , d p i =300)
p l t . c l f ( )
i f ( c h e c k R i s e ==1) :
p l t . f i g u r e ( )
p l t . e r r o r b a r ( t i m e R i s e 0 B i n s F i r s t , t i m e R i s e 0 C o u n t s F i r s t , y e r r =np . s q r t (
t i m e R i s e 0 C o u n t s F i r s t ) , fmt= ' ok ' , l a b e l = ' ch0 ' )
p l t . e r r o r b a r ( t i m e R i s e 1 B i n s F i r s t , t i m e R i s e 1 C o u n t s F i r s t , y e r r =np . s q r t (
t i m e R i s e 1 C o u n t s F i r s t ) , fmt= ' o r ' , l a b e l = ' ch1 ' )
p l t . x l im ( 2 . 5 , 5 . 5 )
p l t . x l a b e l ( ' R i s e t ime ( ns ) ' )
p l t . y l a b e l ( ' Counts ' )
p l t . l e g e n d ( l o c = ' uppe r r i g h t ' , f o n t s i z e =10 , numpoin t s =1)
p l t . s a v e f i g ( ' r t . png ' , b b o x _ i n c h e s = ' t i g h t ' , d p i =300)
p l t . c l f ( )
# −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
# r e v e r t t o s o u r c e
# −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
os . c h d i r ( ' . . ' )
# −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
# CFD p l o t
# −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
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i f ( c h o o s e D i r e c t o r y [ d ]==0) :
np . s a v e t x t ( ' c fd0x . t x t ' , c f d l o o p , d e l i m i t e r = ' ' , fmt= ' %5.4 f ' )
np . s a v e t x t ( ' c fd0y . t x t ' , 1000 .0*FWHMloop0 , d e l i m i t e r = ' ' , fmt= ' %5.4 f ' )
np . s a v e t x t ( ' c f d 0 e . t x t ' , 1000 .0* sFWHMloop0 , d e l i m i t e r = ' ' , fmt= ' %5.4 f ' )
p l t . f i g u r e ( )
p l t . e r r o r b a r ( c f d l o o p , 1 0 0 0 . 0 * FWHMloop0 , y e r r =1000.0* sFWHMloop0 , fmt= '−ok ' ,
m a r k e r s i z e =4 , l a b e l = ' 0 ' )
p l t . x l a b e l ( 'CFD (%) ' )
p l t . y l a b e l ( 'FWHM ( ps ) ' )
p l t . x l im ( [ 0 . 0 , 0 . 6 0 ] )
p l t . y l im ( [ 0 , 9 0 0 ] )
p l t . l e g e n d ( l o c = ' uppe r r i g h t ' , f o n t s i z e =10 , numpoin t s =1)
p l t . s a v e f i g ( ' c fd0 . png ' , b b o x _ i n c h e s = ' t i g h t ' , d p i =300)
p l t . c l f ( )
i f ( c h o o s e D i r e c t o r y [ d ]==1) :
np . s a v e t x t ( ' c fd1x . t x t ' , c f d l o o p , d e l i m i t e r = ' ' , fmt= ' %5.4 f ' )
np . s a v e t x t ( ' c fd1y . t x t ' , 1000 .0*FWHMloop1 , d e l i m i t e r = ' ' , fmt= ' %5.4 f ' )
np . s a v e t x t ( ' c f d 1 e . t x t ' , 1000 .0* sFWHMloop1 , d e l i m i t e r = ' ' , fmt= ' %5.4 f ' )
p l t . f i g u r e ( )
p l t . e r r o r b a r ( c f d l o o p , 1 0 0 0 . 0 * FWHMloop1 , y e r r =1000.0* sFWHMloop1 , fmt= '−ok ' ,
m a r k e r s i z e =4 , l a b e l = ' 1 ' )
p l t . x l a b e l ( 'CFD (%) ' )
p l t . y l a b e l ( 'FWHM ( ps ) ' )
p l t . x l im ( [ 0 . 0 , 0 . 6 0 ] )
p l t . y l im ( [ 0 , 9 0 0 ] )
p l t . l e g e n d ( l o c = ' uppe r r i g h t ' , f o n t s i z e =10 , numpoin t s =1)
p l t . s a v e f i g ( ' c fd1 . png ' , b b o x _ i n c h e s = ' t i g h t ' , d p i =300)
p l t . c l f ( )
os . c h d i r ( p a r e n t )
p r i n t ( ' done ' )
# c l o s e a l l f i g u r e s
p l t . c l o s e ( ' a l l ' )
# −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
# End of program
# −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
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APPENDIX B
Source code: Geant4 model
B.1 Action initialization
# i n c l u d e " l i g h t T r a c k A c t i o n I n i t i a l i z a t i o n . hh "
/ /
~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
/ / I n i t i a l i z e u s e r a c t i o n s
/ /
~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
l i g h t T r a c k A c t i o n I n i t i a l i z a t i o n : : l i g h t T r a c k A c t i o n I n i t i a l i z a t i o n ( ) :
G 4 V U s e r A c t i o n I n i t i a l i z a t i o n ( ) {}
l i g h t T r a c k A c t i o n I n i t i a l i z a t i o n : : ~ l i g h t T r a c k A c t i o n I n i t i a l i z a t i o n ( ) {}
vo id l i g h t T r a c k A c t i o n I n i t i a l i z a t i o n : : B u i l d F o r M a s t e r ( ) c o n s t {}
vo id l i g h t T r a c k A c t i o n I n i t i a l i z a t i o n : : B u i l d ( ) c o n s t {
S e t U s e r A c t i o n ( new l i g h t T r a c k P r i m a r y G e n e r a t o r A c t i o n ( ) ) ;
S e t U s e r A c t i o n ( new l i g h t T r a c k E v e n t A c t i o n ( ) ) ;
S e t U s e r A c t i o n ( new l i g h t T r a c k S t e p p i n g A c t i o n ( ) ) ;
}
B.2 Event action
# i n c l u d e " l i g h t T r a c k E v e n t A c t i o n . hh "
l i g h t T r a c k E v e n t A c t i o n : : l i g h t T r a c k E v e n t A c t i o n ( ) : G4UserEventAct ion ( ) ,
organicHCID (−1) ,
photocathode1HCID (−1)
{
d a t a F i l e 5 . open ( "HPE1 . d a t " , s t d : : i o s : : b i n a r y | s t d : : i o s : : a t e ) ;
d a t a F i l e 6 . open ( "ERG. d a t " , s t d : : i o s : : b i n a r y | s t d : : i o s : : a t e ) ;
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}l i g h t T r a c k E v e n t A c t i o n : : ~ l i g h t T r a c k E v e n t A c t i o n ( ) {
d a t a F i l e 5 . c l o s e ( ) ;
d a t a F i l e 6 . c l o s e ( ) ;
}
vo id l i g h t T r a c k E v e n t A c t i o n : : Beg inOfEven tAc t ion ( c o n s t G4Event * ) {
G4SDManager* SDman = G4SDManager : : GetSDMpointer ( ) ;
i f ( organicHCID <0) { organicHCID = SDman−>G e t C o l l e c t i o n I D ( "
organ icSD / o r g a n i c H i t C o l l e c t i o n " ) ; }
i f ( photocathode1HCID <0) { photocathode1HCID = SDman−>G e t C o l l e c t i o n I D ( "
photoca thode1SD / p h o t o c a t h o d e 1 H i t C o l l e c t i o n " ) ; }
}
vo id l i g h t T r a c k E v e n t A c t i o n : : EndOfEventAct ion ( c o n s t G4Event * e v e n t ) {
G4HCofThisEvent * h i t sCE = even t−>
GetHCofThisEvent ( ) ;
l i g h t T r a c k O r g a n i c H i t s C o l l e c t i o n * organicHC = 0 ;
l i g h t T r a c k P h o t o c a t h o d e 1 H i t s C o l l e c t i o n * photocathode1HC = 0 ;
i f ( h i t sCE ) {
i f ( organicHCID >=0) organicHC = (
l i g h t T r a c k O r g a n i c H i t s C o l l e c t i o n * ) ( h i t sCE−>GetHC ( organicHCID ) ) ;
}
i f ( h i t sCE != n u l l p t r ) {
photocathode1HC = ( l i g h t T r a c k P h o t o c a t h o d e 1 H i t s C o l l e c t i o n * ) ( h i t sCE−>
GetHC ( photocathode1HCID ) ) ;
}
s t r u c t pho toca thode1HITS { G4in t a ; } p h o t o c a t h o d e 1 H i t s ;
p h o t o c a t h o d e 1 H i t s . a = photocathode1HC−>G e t S i z e ( ) ;
i f ( organicHC ) {
i n t n _ o r g a n i c H i t = organicHC−> e n t r i e s ( ) ;
i f ( n _ o r g a n i c H i t > 0 ) {
i f ( photocathode1HCID >0) {
/ / G4cout << " HITS [ o r g a n i c ] = " << p h o t o c a t h o d e 1 H i t s . a <<
G4endl ;
d a t a F i l e 5 . w r i t e ( r e i n t e r p r e t _ c a s t < c h a r *>(& p h o t o c a t h o d e 1 H i t s ) ,
s i z e o f ( p h o t o c a t h o d e 1 H i t s ) ) ;
G4double edep = 0 ;
G4double e t o t = 0 ;
f o r ( i n t i =0 ; i < n _ o r g a n i c H i t ; i ++) { / / g a t h e r i n f o on h i t s i n
s c i n t i l l a t o r
edep =(* organicHC ) [ i ]−>GetEdep ( ) ;
e t o t = e t o t + edep ;
}
s t r u c t ERG {
G4double a ;
} e r g ;
e r g . a = e t o t ;
/ / G4cout << "EDEP[ o r g a n i c ] = " << e r g . a << G4endl ;
d a t a F i l e 6 . w r i t e ( r e i n t e r p r e t _ c a s t < c h a r *>(& e r g ) , s i z e o f ( e r g ) ) ;
/ / G4UImanager* UImanager = G4UImanager : : G e t U I p o i n t e r ( ) ;
/ / UImanager −> ApplyCommand ( " / v i s / v i ew er / c l e a r T r a n s i e n t s " ) ;
}
}
}
}
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B.3 Stepping action
# i n c l u d e " l i g h t T r a c k S t e p p i n g A c t i o n . hh "
l i g h t T r a c k S t e p p i n g A c t i o n : : l i g h t T r a c k S t e p p i n g A c t i o n ( ) : f O n e S t e p P r i m a r i e s ( f a l s e )
{
d a t a F i l e 1 . open ( "TOA. d a t " , s t d : : i o s : : b i n a r y | s t d : : i o s : : a t e ) ; / / d e t e c t e d
pho ton t ime of a r r i v a l
d a t a F i l e 2 . open ( "NOR. d a t " , s t d : : i o s : : b i n a r y | s t d : : i o s : : a t e ) ; / / d e t e c t e d
pho ton r e f l e c t i o n s
d a t a F i l e 3 . open ( "HLX. d a t " , s t d : : i o s : : b i n a r y | s t d : : i o s : : a t e ) ; / / d e t e c t e d
pho ton h i t l o c a t i o n on PMT
d a t a F i l e 4 . open ( "HLY. d a t " , s t d : : i o s : : b i n a r y | s t d : : i o s : : a t e ) ; / / d e t e c t e d
pho ton h i t l o c a t i o n on PMT
d a t a F i l e 5 . open ( "CSX . d a t " , s t d : : i o s : : b i n a r y | s t d : : i o s : : a t e ) ; / / compton
s c a t t e r l o c a t i o n ( x )
d a t a F i l e 6 . open ( "CSY . d a t " , s t d : : i o s : : b i n a r y | s t d : : i o s : : a t e ) ; / / compton
s c a t t e r l o c a t i o n ( y )
d a t a F i l e 7 . open ( "CSZ . d a t " , s t d : : i o s : : b i n a r y | s t d : : i o s : : a t e ) ; / / compton
s c a t t e r l o c a t i o n ( z )
f E x p e c t e d N e x t S t a t u s = Undef ined ;
f O p P r o c e s s = NULL;
}
l i g h t T r a c k S t e p p i n g A c t i o n : : ~ l i g h t T r a c k S t e p p i n g A c t i o n ( ) {
d a t a F i l e 1 . c l o s e ( ) ;
d a t a F i l e 2 . c l o s e ( ) ;
d a t a F i l e 3 . c l o s e ( ) ;
d a t a F i l e 4 . c l o s e ( ) ;
d a t a F i l e 5 . c l o s e ( ) ;
d a t a F i l e 6 . c l o s e ( ) ;
d a t a F i l e 7 . c l o s e ( ) ;
}
vo id l i g h t T r a c k S t e p p i n g A c t i o n : : U s e r S t e p p i n g A c t i o n ( c o n s t G4Step * t h e S t e p ) {
G4Track * t h e T r a c k = t h e S t e p−>GetTrack ( ) ;
i f ( t heTrack−>GetCur ren tS tepNumber ( ) == 1 ) f E x p e c t e d N e x t S t a t u s =
Undef ined ;
G4S tepPo in t * t h e P o s t P o i n t = t h e S t e p−>G e t P o s t S t e p P o i n t ( ) ;
G4OpBoundaryProcessS ta tus b o u n d a r y S t a t u s = Undef ined ;
s t a t i c G4ThreadLocal G4OpBoundaryProcess * boundary =NULL;
G4ProcessManager * pm = t h e S t e p−>GetTrack ( )−> G e t D e f i n i t i o n ( )−>
GetProcessManager ( ) ;
G4 in t n p r o c e s s e s = pm−>G e t P r o c e s s L i s t L e n g t h ( ) ;
G4Pr oces sVec to r * pv = pm−>G e t P r o c e s s L i s t ( ) ;
G4 in t i ;
f o r ( i =0 ; i < n p r o c e s s e s ; i ++) {
i f ( ( * pv ) [ i ]−>GetProcessName ( ) ==" OpBoundary " ) {
boundary = ( G4OpBoundaryProcess * ) (* pv ) [ i ] ;
/ / G4cout << boundary−>G e t S t a t u s ( ) << G4endl ;
b r e a k ;
}
}
G 4 P a r t i c l e D e f i n i t i o n * p a r t i c l e T y p e = theTrack−>G e t D e f i n i t i o n ( ) ;
i f ( p a r t i c l e T y p e ==G4Gamma : : GammaDef in i t ion ( ) ) {
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i f ( t h e P o s t P o i n t −>G e t P r o c e s s D e f i n e d S t e p ( )−>GetProcessName ( ) ==" compt " ) {
i f ( t h e P o s t P o i n t −>GetPhys ica lVolume ( )−>GetName ( ) ==" o r g a n i c " ) {
G4ThreeVector comptonPos = t h e P o s t P o i n t −>G e t P o s i t i o n ( ) ;
s t r u c t CSX {
G4double a ;
} csx ;
csx . a = comptonPos ( 0 ) ;
d a t a F i l e 5 . w r i t e ( r e i n t e r p r e t _ c a s t < c h a r *>(& csx ) , s i z e o f ( csx ) ) ;
s t r u c t CSY {
G4double a ;
} csy ;
csy . a = comptonPos ( 1 ) ;
d a t a F i l e 6 . w r i t e ( r e i n t e r p r e t _ c a s t < c h a r *>(& csy ) , s i z e o f ( csy ) ) ;
s t r u c t CSZ {
G4double a ;
} c s z ;
c s z . a = comptonPos ( 2 ) ;
d a t a F i l e 7 . w r i t e ( r e i n t e r p r e t _ c a s t < c h a r *>(& c s z ) , s i z e o f ( c s z ) ) ;
}
}
}
i f ( p a r t i c l e T y p e == G4Opt i ca lPho ton : : O p t i c a l P h o t o n D e f i n i t i o n ( ) ) {
i f ( t h e P o s t P o i n t −>G e t P r o c e s s D e f i n e d S t e p ( )−>GetProcessName ( ) =="
OpAbsorp t ion " ) {
countR = 0 ;
}
b o u n d a r y S t a t u s =boundary−>G e t S t a t u s ( ) ;
i f ( t h e P o s t P o i n t −>G e t S t e p S t a t u s ( ) ==fGeomBoundary ) {
s w i t c h ( b o u n d a r y S t a t u s ) {
c a s e A b s o r p t i o n :
/ / G4cout << " a b s o r p t i o n " << G4endl ;
countR = 0 ;
b r e a k ;
c a s e D e t e c t i o n :
/ / G4cout << " d e t e c t i o n " << G4endl ;
{
G4S tepPo in t * p o s t = t h e S t e p−>G e t P o s t S t e p P o i n t ( ) ;
i f ( countR == 0) {
G4double d e t e c t i o n T i m e = pos t−>GetGlobalTime ( ) ;
G4ThreeVector d e t e c t i o n P o s = pos t−>G e t P o s i t i o n ( ) ;
s t r u c t TOA {
G4double a ;
} t o a ;
t o a . a = d e t e c t i o n T i m e ;
d a t a F i l e 1 . w r i t e ( r e i n t e r p r e t _ c a s t < c h a r *>(& t o a ) , s i z e o f
( t o a ) ) ;
s t r u c t NOR {
G4in t a ;
} nor ;
nor . a = countR ;
d a t a F i l e 2 . w r i t e ( r e i n t e r p r e t _ c a s t < c h a r *>(& nor ) , s i z e o f
( nor ) ) ;
s t r u c t HLX {
G4double a ;
} h l x ;
h l x . a = d e t e c t i o n P o s ( 0 ) ;
d a t a F i l e 3 . w r i t e ( r e i n t e r p r e t _ c a s t < c h a r *>(& h l x ) , s i z e o f
( h l x ) ) ;
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s t r u c t HLY {
G4double a ;
} h l y ;
h l y . a = d e t e c t i o n P o s ( 1 ) ;
d a t a F i l e 4 . w r i t e ( r e i n t e r p r e t _ c a s t < c h a r *>(& h l y ) , s i z e o f
( h l y ) ) ;
} e l s e {
G4double d e t e c t i o n T i m e = pos t−>GetGlobalTime ( ) ;
G4ThreeVector d e t e c t i o n P o s = pos t−>G e t P o s i t i o n ( ) ;
s t r u c t TOA {
G4double a ;
} t o a ;
t o a . a = d e t e c t i o n T i m e ;
d a t a F i l e 1 . w r i t e ( r e i n t e r p r e t _ c a s t < c h a r *>(& t o a ) , s i z e o f
( t o a ) ) ;
s t r u c t NOR {
G4in t a ;
} nor ;
nor . a = countR ;
d a t a F i l e 2 . w r i t e ( r e i n t e r p r e t _ c a s t < c h a r *>(& nor ) , s i z e o f
( nor ) ) ;
s t r u c t HLX {
G4double a ;
} h l x ;
h l x . a = d e t e c t i o n P o s ( 0 ) ;
d a t a F i l e 3 . w r i t e ( r e i n t e r p r e t _ c a s t < c h a r *>(& h l x ) , s i z e o f
( h l x ) ) ;
s t r u c t HLY {
G4double a ;
} h l y ;
h l y . a = d e t e c t i o n P o s ( 1 ) ;
d a t a F i l e 4 . w r i t e ( r e i n t e r p r e t _ c a s t < c h a r *>(& h l y ) , s i z e o f
( h l y ) ) ;
countR = 0 ;
}
}
b r e a k ;
c a s e F r e s n e l R e f l e c t i o n :
c a s e T o t a l I n t e r n a l R e f l e c t i o n :
c a s e L a m b e r t i a n R e f l e c t i o n :
c a s e L o b e R e f l e c t i o n :
c a s e S p i k e R e f l e c t i o n :
c a s e B a c k S c a t t e r i n g :
countR = countR + 1 ;
b r e a k ;
d e f a u l t :
b r e a k ;
}
}
}
}
B.4 Physics list
# i n c l u d e " l i g h t T r a c k P h y s i c s L i s t . hh "
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l i g h t T r a c k P h y s i c s L i s t : : l i g h t T r a c k P h y s i c s L i s t ( ) : G4VUse rPhys i c sL i s t ( ) ,
f V e r b o s e L e v e l ( 0 ) {}
l i g h t T r a c k P h y s i c s L i s t : : ~ l i g h t T r a c k P h y s i c s L i s t ( ) {}
vo id l i g h t T r a c k P h y s i c s L i s t : : C o n s t r u c t P a r t i c l e ( ) {
G4BosonCons t ruc to r b C o n s t r u c t o r ; b C o n s t r u c t o r . C o n s t r u c t P a r t i c l e ( ) ;
G 4 L e p t o n C o n s t r u c t o r l C o n s t r u c t o r ; l C o n s t r u c t o r . C o n s t r u c t P a r t i c l e ( ) ;
G4MesonCons t ruc tor m C o n s t r u c t o r ; m C o n s t r u c t o r . C o n s t r u c t P a r t i c l e ( ) ;
G 4B ar y on Co n s t r uc to r r C o n s t r u c t o r ; r C o n s t r u c t o r . C o n s t r u c t P a r t i c l e ( ) ;
G 4 I o n C o n s t r u c t o r i C o n s t r u c t o r ; i C o n s t r u c t o r . C o n s t r u c t P a r t i c l e ( ) ;
}
vo id l i g h t T r a c k P h y s i c s L i s t : : C o n s t r u c t P r o c e s s ( ) {
A d d T r a n s p o r t a t i o n ( ) ;
C o n s t r u c t D e c a y ( ) ;
ConstructEM ( ) ;
Cons t ruc tOp ( ) ;
}
vo id l i g h t T r a c k P h y s i c s L i s t : : C o n s t r u c t D e c a y ( ) {
G4Decay* t h e D e c a y P r o c e s s = new G4Decay ( ) ;
t h e D e c a y P r o c e s s−>S e t V e r b o s e L e v e l ( 0 ) ;
G e t P a r t i c l e I t e r a t o r ( ) −> r e s e t ( ) ;
w h i l e ( (* G e t P a r t i c l e I t e r a t o r ( ) ) ( ) ) {
G 4 P a r t i c l e D e f i n i t i o n * p a r t i c l e = G e t P a r t i c l e I t e r a t o r ( )−>v a l u e ( ) ;
p a r t i c l e −>S e t V e r b o s e L e v e l ( 0 ) ;
G4ProcessManager * pmanager = p a r t i c l e −>GetProcessManager ( ) ;
i f ( t h e D e c a y P r o c e s s−>I s A p p l i c a b l e (* p a r t i c l e ) ) {
pmanager −>AddProcess ( t h e D e c a y P r o c e s s ) ;
pmanager −>S e t P r o c e s s O r d e r i n g ( t h e D e c a y P r o c e s s , i d x P o s t S t e p ) ;
pmanager −>S e t P r o c e s s O r d e r i n g ( t h e D e c a y P r o c e s s , i d x A t R e s t ) ;
}
}
}
vo id l i g h t T r a c k P h y s i c s L i s t : : ConstructEM ( ) {
G e t P a r t i c l e I t e r a t o r ( ) −> r e s e t ( ) ;
w h i l e ( ( * G e t P a r t i c l e I t e r a t o r ( ) ) ( ) ) {
G 4 P a r t i c l e D e f i n i t i o n * p a r t i c l e = G e t P a r t i c l e I t e r a t o r ( ) −> v a l u e ( ) ;
G4ProcessManager * pmanager = p a r t i c l e −>
GetProcessManager ( ) ;
G 4 S t r i n g p a r t i c l e N a m e = p a r t i c l e −>
G e t P a r t i c l e N a m e ( ) ;
i f ( p a r t i c l e N a m e == "gamma" ) {
G4GammaConversion* gammaConversion = new G4GammaConversion ( ) ;
G4ComptonSca t t e r ing * c o m p t o n S c a t t e r i n g = new G4ComptonSca t t e r ing ( )
;
G 4 P h o t o E l e c t r i c E f f e c t * p h o t o E l e c t r i c = new G 4 P h o t o E l e c t r i c E f f e c t ( )
;
pmanager −> A d d D i s c r e t e P r o c e s s ( gammaConversion ) ;
pmanager −> A d d D i s c r e t e P r o c e s s ( c o m p t o n S c a t t e r i n g ) ;
pmanager −> A d d D i s c r e t e P r o c e s s ( p h o t o E l e c t r i c ) ;
gammaConversion−>S e t V e r b o s e L e v e l ( 0 ) ;
c o m p t o n S c a t t e r i n g −>S e t V e r b o s e L e v e l ( 0 ) ;
p h o t o E l e c t r i c −>S e t V e r b o s e L e v e l ( 0 ) ;
} e l s e i f ( p a r t i c l e N a m e == " e−" ) {
G 4 e M u l t i p l e S c a t t e r i n g * e M u l t i p l e S c a t t e r i n g = new
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G 4 e M u l t i p l e S c a t t e r i n g ( ) ;
G 4 e I o n i s a t i o n * e I o n i s a t i o n = new G 4 e I o n i s a t i o n ( ) ;
G4eBremss t r ah lung * e B r e m s s t r a h l u n g = new G4eBremss t r ah lung ( ) ;
pmanager −> AddProcess ( e M u l t i p l e S c a t t e r i n g , −1, 1 , 1 ) ;
pmanager −> AddProcess ( e I o n i s a t i o n , −1, 2 , 2 ) ;
pmanager −> AddProcess ( e B r e m s s t r a h l u n g , −1, 3 , 3 ) ;
e M u l t i p l e S c a t t e r i n g −> S e t V e r b o s e L e v e l ( 0 ) ;
e I o n i s a t i o n −> S e t V e r b o s e L e v e l ( 0 ) ;
e B r e m s s t r a h l u n g −> S e t V e r b o s e L e v e l ( 0 ) ;
} e l s e i f ( p a r t i c l e N a m e == " e+" ) {
G 4 e M u l t i p l e S c a t t e r i n g * e M u l t i p l e S c a t t e r i n g = new
G 4 e M u l t i p l e S c a t t e r i n g ( ) ;
G 4 e I o n i s a t i o n * e I o n i s a t i o n = new G 4 e I o n i s a t i o n ( ) ;
G4eBremss t r ah lung * e B r e m s s t r a h l u n g = new G4eBremss t r ah lung ( ) ;
G 4 e p l u s A n n i h i l a t i o n * e P l u s A n n i h i l a t i o n = new G 4 e p l u s A n n i h i l a t i o n ( )
;
pmanager −> AddProcess ( e M u l t i p l e S c a t t e r i n g , −1, 1 , 1 ) ;
pmanager −> AddProcess ( e I o n i s a t i o n , −1, 2 , 2 ) ;
pmanager −> AddProcess ( e B r e m s s t r a h l u n g , −1, 3 , 3 ) ;
pmanager −> AddProcess ( e P l u s A n n i h i l a t i o n , 0 ,−1 , 4 ) ;
e M u l t i p l e S c a t t e r i n g −> S e t V e r b o s e L e v e l ( 0 ) ;
e I o n i s a t i o n −> S e t V e r b o s e L e v e l ( 0 ) ;
e B r e m s s t r a h l u n g −> S e t V e r b o s e L e v e l ( 0 ) ;
e P l u s A n n i h i l a t i o n −> S e t V e r b o s e L e v e l ( 0 ) ;
} e l s e i f ( p a r t i c l e N a m e == "mu+" | | p a r t i c l e N a m e == "mu−" ) {
G 4 M u M u l t i p l e S c a t t e r i n g * m u M u l t i p l e S c a t t e r i n g = new
G 4 M u M u l t i p l e S c a t t e r i n g ( ) ;
G4MuIon i sa t ion * m u I o n i s a t i o n = new G4MuIon i sa t ion ( ) ;
G4MuBremsstrahlung * muBremss t rah lung = new G4MuBremsstrahlung ( ) ;
G4MuPai rProduc t ion * m u P a i r P r o d u c t i o n = new G4MuPai rProduc t ion ( ) ;
pmanager −> AddProcess ( m u M u l t i p l e S c a t t e r i n g , −1, 1 , 1 ) ;
pmanager −> AddProcess ( m u I o n i s a t i o n , −1, 2 , 2 ) ;
pmanager −> AddProcess ( muBremss t rah lung , −1, 3 , 3 ) ;
pmanager −> AddProcess ( m u P a i r P r o d u c t i o n , −1, 4 , 4 ) ;
m u M u l t i p l e S c a t t e r i n g −>S e t V e r b o s e L e v e l ( 0 ) ;
m u I o n i s a t i o n −>S e t V e r b o s e L e v e l ( 0 ) ;
muBremss t rah lung−>S e t V e r b o s e L e v e l ( 0 ) ;
m u P a i r P r o d u c t i o n−>S e t V e r b o s e L e v e l ( 0 ) ;
} e l s e {
i f ( ( p a r t i c l e −> GetPDGCharge ( ) != 0 . 0 ) &&
( p a r t i c l e −> G e t P a r t i c l e N a m e ( ) != " c h a r g e d g e a n t i n o " ) &&
! p a r t i c l e −> I s S h o r t L i v e d ( ) ) {
G 4 h M u l t i p l e S c a t t e r i n g * h M u l t i p l e S c a t t e r i n g = new
G 4 h M u l t i p l e S c a t t e r i n g ( ) ;
G 4 h I o n i s a t i o n * h I o n i s a t i o n = new G 4 h I o n i s a t i o n ( ) ;
pmanager −> AddProcess ( h M u l t i p l e S c a t t e r i n g , −1, 1 , 1 ) ;
pmanager −> AddProcess ( h I o n i s a t i o n , −1, 2 , 2 ) ;
h M u l t i p l e S c a t t e r i n g −>S e t V e r b o s e L e v e l ( 0 ) ;
h I o n i s a t i o n −>S e t V e r b o s e L e v e l ( 0 ) ;
}
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}
}
}
vo id l i g h t T r a c k P h y s i c s L i s t : : Cons t ruc tOp ( ) {
G4Opt i ca lPho ton : : O p t i c a l P h o t o n ( ) ;
G 4 S c i n t i l l a t i o n * s c i n t i l l a t i o n P r o c e s s = new G 4 S c i n t i l l a t i o n ( "
S c i n t i l l a t i o n " ) ;
G4OpAbsorpt ion * a b s o r p t i o n P r o c e s s = new G4OpAbsorpt ion ( ) ;
/ / G4OpRayleigh * r a y l e i g h S c a t t e r i n g P r o c e s s = new G4OpRayleigh ( ) ;
/ / G4OpMieHG * m i e H G S c a t t e r i n g P r o c e s s = new G4OpMieHG ( ) ;
G4OpBoundaryProcess * b o u n d a r y P r o c e s s = new G4OpBoundaryProcess ( )
;
s c i n t i l l a t i o n P r o c e s s −> S e t T r a c k S e c o n d a r i e s F i r s t ( t r u e ) ;
s c i n t i l l a t i o n P r o c e s s −> S e t S c i n t i l l a t i o n Y i e l d F a c t o r ( 1 . ) ;
/ / s c i n t i l l a t i o n P r o c e s s −> S e t F i n i t e R i s e T i m e ( t r u e ) ;
s c i n t i l l a t i o n P r o c e s s −> S e t V e r b o s e L e v e l ( 0 ) ;
a b s o r p t i o n P r o c e s s −> S e t V e r b o s e L e v e l ( 0 ) ;
/ / r a y l e i g h S c a t t e r i n g P r o c e s s −> S e t V e r b o s e L e v e l ( 0 ) ;
/ / m i e H G S c a t t e r i n g P r o c e s s −> S e t V e r b o s e L e v e l ( 0 ) ;
b o u n d a r y P r o c e s s −> S e t V e r b o s e L e v e l ( 0 ) ;
/ *
/ / B i r k s c o r r e c t i o n
i f ( G4Threading : : I s M a s t e r T h r e a d ( ) ) {
G4EmSatura t ion * e m S a t u r a t i o n = G4LossTableManager : : I n s t a n c e ( )−>
E m S a t u r a t i o n ( ) ;
s c i n t i l l a t i o n P r o c e s s −>A d d S a t u r a t i o n ( e m S a t u r a t i o n ) ;
}
* /
G e t P a r t i c l e I t e r a t o r ( ) −> r e s e t ( ) ;
w h i l e ( ( * G e t P a r t i c l e I t e r a t o r ( ) ) ( ) ) {
G 4 P a r t i c l e D e f i n i t i o n * p a r t i c l e = G e t P a r t i c l e I t e r a t o r ( ) −> v a l u e ( ) ;
G4ProcessManager * pmanager = p a r t i c l e −>
GetProcessManager ( ) ;
G 4 S t r i n g p a r t i c l e N a m e = p a r t i c l e −>
G e t P a r t i c l e N a m e ( ) ;
p a r t i c l e −>S e t V e r b o s e L e v e l ( 0 ) ;
i f ( s c i n t i l l a t i o n P r o c e s s −> I s A p p l i c a b l e (* p a r t i c l e ) ) {
pmanager −> AddProcess ( s c i n t i l l a t i o n P r o c e s s ) ;
pmanager −> S e t P r o c e s s O r d e r i n g T o L a s t (
s c i n t i l l a t i o n P r o c e s s , i d x A t R e s t ) ;
pmanager −> S e t P r o c e s s O r d e r i n g T o L a s t (
s c i n t i l l a t i o n P r o c e s s , i d x P o s t S t e p ) ;
}
i f ( p a r t i c l e N a m e == " o p t i c a l p h o t o n " ) {
pmanager −> A d d D i s c r e t e P r o c e s s ( a b s o r p t i o n P r o c e s s ) ;
/ / pmanager −> A d d D i s c r e t e P r o c e s s ( r a y l e i g h S c a t t e r i n g P r o c e s s ) ;
/ / pmanager −> A d d D i s c r e t e P r o c e s s ( m i e H G S c a t t e r i n g P r o c e s s ) ;
pmanager −> A d d D i s c r e t e P r o c e s s ( b o u n d a r y P r o c e s s ) ;
a b s o r p t i o n P r o c e s s −>S e t V e r b o s e L e v e l ( 0 ) ;
/ / r a y l e i g h S c a t t e r i n g P r o c e s s −>S e t V e r b o s e L e v e l ( 0 ) ;
/ / m i e H G S c a t t e r i n g P r o c e s s−>S e t V e r b o s e L e v e l ( 0 ) ;
b o u n d a r y P r o c e s s−>S e t V e r b o s e L e v e l ( 0 ) ;
}
}
}
vo id l i g h t T r a c k P h y s i c s L i s t : : S e t V e r b o s e ( G4in t ) { f V e r b o s e L e v e l = 0 ; }
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vo id l i g h t T r a c k P h y s i c s L i s t : : S e t C u t s ( ) {
/ / DumpCutValuesTable ( ) ;
S e t C u t s W i t h D e f a u l t ( ) ;
/ / d e f a u l t C u t V a l u e = 0 . 7 *mm;
/ / Se tCu tVa lue ( 3 0 . 0 *mm, "gamma " ) ;
/ / Se tCu tVa lue ( 0 . 7 *mm, " e−") ;
/ / Se tCu tVa lue ( 0 . 7 *mm, " e +" ) ;
/ / Se tCu tVa lue ( d e f a u l t C u t V a l u e , " p r o t o n " ) ;
}
B.5 Detector construction
# i n c l u d e " l i g h t T r a c k D e t e c t o r C o n s t r u c t i o n . hh "
l i g h t T r a c k D e t e c t o r C o n s t r u c t i o n : : l i g h t T r a c k D e t e c t o r C o n s t r u c t i o n ( ) :
G 4 V U s e r D e t e c t o r C o n s t r u c t i o n ( ) ,
lvWorld ( 0 ) ,
l v O r g a n i c ( 0 ) ,
l v G r e a s e ( 0 ) ,
lvWindow ( 0 ) ,
l v P h o t o c a t h o d e 1 ( 0 ) {}
l i g h t T r a c k D e t e c t o r C o n s t r u c t i o n : : ~ l i g h t T r a c k D e t e c t o r C o n s t r u c t i o n ( ) {}
G4VPhysicalVolume * l i g h t T r a c k D e t e c t o r C o n s t r u c t i o n : : C o n s t r u c t ( ) {
/ /
~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
/ / LOAD SETTINGS
/ /
~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
/ / F i l e p a t h
f s t r e a m i n f i l e ( " d e t e c t o r . t x t " ) ;
/ / Check t h a t t h e f i l e e x i s t s and t h e n l o a d i t
i f ( ! i n f i l e . i s _ o p e n ( ) ) {
G4cout << " " << G4endl ;
G4cout << " Could n o t open s e t t i n g s f i l e ! " << G4endl ;
G4cout << " " << G4endl ;
} e l s e {
G4cout << " " << G4endl ;
G4cout << " S e t t i n g s opened s u c c e s s f u l l y ! " << G4endl ;
G4cout << " " << G4endl ;
}
/ / Read each l i n e from t h e f i l e
s t r i n g s k i p ;
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g e t l i n e ( i n f i l e , sk ip , ' \ n ' ) ;
g e t l i n e ( i n f i l e , sk ip , ' \ n ' ) ;
g e t l i n e ( i n f i l e , sk ip , ' \ n ' ) ;
s t r i n g s e t V a r [ 1 0 0 ] ;
f o r ( i n t i = 0 ; i < 1 6 ; i ++) {
g e t l i n e ( i n f i l e , s e t V a r [ i ] , ' \ t ' ) ;
g e t l i n e ( i n f i l e , sk ip , ' \ n ' ) ;
}
i n f i l e . c l o s e ( ) ;
/ / Conve r t s e t t i n g s from s t r i n g s t o v a r i a b l e s
s t r i n g : : s i z e _ t y p e sz ;
G4 in t p r i n t S e t t i n g s = s t o i ( s e t V a r [0] ,& sz ) ; / / p r i n t s e t t i n g s t o
s c r e e n
G4in t geomet ry = s t o i ( s e t V a r [1] ,& sz ) ; / / geomet ry t y p e (1 =
c y l i n d e r , 2 = cone )
G4double r e f l e c t i v i t y = s t o d ( s e t V a r [2] ,& sz ) ; / / s c i n t i l l a t i o n
y i e l d
G4double s c i n t i l l a t i o n Y i e l d = s t o d ( s e t V a r [3] ,& sz ) ; / / s c i n t i l l a t i o n
y i e l d
G4double r e s o l u t i o n S c a l e = s t o d ( s e t V a r [4] ,& sz ) ; / / r e s o l u t i o n s c a l e
G4double c o n s t R i s e T i m e = s t o d ( s e t V a r [5] ,& sz ) ; / / f a s t r i s e t ime
G4double cons tFas tDecayT ime = s t o d ( s e t V a r [6] ,& sz ) ; / / f a s t decay t ime
G4double y i e l d R a t i o = s t o d ( s e t V a r [7] ,& sz ) ; / / y i e l d r a t i o ( f a s t
vs s low )
G4double absLengthOrg = s t o d ( s e t V a r [8] ,& sz ) ; / / a b s o r p t i o n l e n g t h
( o r g a n i c )
G4double absLeng thGre = s t o d ( s e t V a r [9] ,& sz ) ; / / a b s o r p t i o n l e n g t h
( g r e a s e )
G4double absLengthWin = s t o d ( s e t V a r [10] ,& sz ) ; / / a b s o r p t i o n l e n g t h
( window )
G4double b i r k s C o n s t a n t = s t o d ( s e t V a r [11] ,& sz ) ; / / b i r k s c o n s t a n t
G4double r i n d e x S c i n t = s t o d ( s e t V a r [12] ,& sz ) ; / / b i r k s c o n s t a n t
G4double r i n d e x G r e a s e = s t o d ( s e t V a r [13] ,& sz ) ; / / b i r k s c o n s t a n t
G4double rindexWindow = s t o d ( s e t V a r [14] ,& sz ) ; / / b i r k s c o n s t a n t
G4double r i ndexWor ld = s t o d ( s e t V a r [15] ,& sz ) ; / / b i r k s c o n s t a n t
i f ( p r i n t S e t t i n g s ==1) {
c o u t << " geomet ry = " << geomet ry << e n d l ;
c o u t << " r e f l e c t i v i t y (%) = " << r e f l e c t i v i t y << e n d l ;
c o u t << " s c i n t i l l a t i o n y i e l d (%) = " << s c i n t i l l a t i o n Y i e l d << e n d l ;
c o u t << " r e s o l u t i o n s c a l e ( a r b . ) = " << r e s o l u t i o n S c a l e << e n d l ;
c o u t << " r i s e t ime ( ns ) = " << c o n s t R i s e T i m e << e n d l ;
c o u t << " f a s t decay t ime ( ns ) = " << cons tFas tDecayT ime << e n d l ;
c o u t << " y i e l d r a t i o (%) = " << y i e l d R a t i o << e n d l ;
c o u t << " abs . l e n . o r g a n i c ( cm ) = " << absLengthOrg << e n d l ;
c o u t << " abs . l e n . g r e a s e ( cm ) = " << absLeng thGre << e n d l ;
c o u t << " abs . l e n . window ( cm ) = " << absLengthWin << e n d l ;
c o u t << " b i r k s c o n s t a n t (mm/MeV) = " << b i r k s C o n s t a n t << e n d l ;
c o u t << " r e f . i n d e x ( s c i n t ) = " << r i n d e x S c i n t << e n d l ;
c o u t << " r e f . i n d e x ( g r e a s e ) = " << r i n d e x G r e a s e << e n d l ;
c o u t << " r e f . i n d e x ( window ) = " << rindexWindow << e n d l ;
c o u t << " r e f . i n d e x ( wor ld ) = " << r indexWor ld << e n d l ;
}
/ /
~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
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/ / MATERIALS
/ /
~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
/ / C a l l t h e m a t e r i a l manager
G4NistManager * n i s t M a n a g e r = G4NistManager : : I n s t a n c e ( ) ;
/ / Pre−b u i l t m a t e r i a l d e f i n i t i o n s
G 4 M a t e r i a l * m a t e r i a l W o r l d = n i s t M a n a g e r −> F i n d O r B u i l d M a t e r i a l ( "G4_AIR" )
;
G 4 M a t e r i a l * m a t e r i a l O r g a n i c = n i s t M a n a g e r −> F i n d O r B u i l d M a t e r i a l ( "
G4_PLASTIC_SC_VINYLTOLUENE" ) ;
G 4 M a t e r i a l * m a t e r i a l G r e a s e = n i s t M a n a g e r −> F i n d O r B u i l d M a t e r i a l ( "
G4_SILICON_DIOXIDE" ) ;
/ / Custom m a t e r i a l d e f i n i t i o n s
/ / D e c l a r e e l e m e n t s and v a r i a b l e s
G4double f r a c t i o n M a s s , d e n s i t y ; G4 in t ncomponents ;
G4Element * S i = n i s tManage r−>FindOrBu i ldE lemen t ( " S i " ) ;
G4Element * B = n i s tManage r−>FindOrBu i ldE lemen t ( "B" ) ;
G4Element * O = n i s tManage r−>FindOrBu i ldE lemen t ( "O" ) ;
G4Element * Na = n i s tManage r−>FindOrBu i ldE lemen t ( "Na" ) ;
G4Element * Al = n i s tManage r−>FindOrBu i ldE lemen t ( " Al " ) ;
G4Element * K = n i s tManage r−>FindOrBu i ldE lemen t ( "K" ) ;
G4Element * Cs = n i s tManage r−>FindOrBu i ldE lemen t ( " Cs " ) ;
G4Element * Sb = n i s tManage r−>FindOrBu i ldE lemen t ( " Sb " ) ;
/ / Custom m a t e r i a l
/ / PMT Window ( b o r o s i l i c a t e )
G 4 M a t e r i a l * mater ia lWindow = new G 4 M a t e r i a l ( " window " , d e n s i t y = 2 .23 * g / cm3 ,
ncomponents =6) ;
mater ia lWindow−>AddElement (B , f r a c t i o n M a s s = 0 . 0 4 0 0 ) ;
mater ia lWindow−>AddElement (O, f r a c t i o n M a s s = 0 . 5 3 9 5 ) ;
mater ia lWindow−>AddElement ( Na , f r a c t i o n M a s s = 0 . 0 2 8 1 ) ;
mater ia lWindow−>AddElement ( Al , f r a c t i o n M a s s = 0 . 0 1 1 6 ) ;
mater ia lWindow−>AddElement ( Si , f r a c t i o n M a s s = 0 . 3 7 7 2 ) ;
mater ia lWindow−>AddElement (K, f r a c t i o n M a s s = 0 . 0 0 3 3 ) ;
/ / Custom m a t e r i a l
/ / P h o t o c a t h o d e ( b i a l k a l i )
G 4 M a t e r i a l * m a t e r i a l P h o t o c a t h o d e = new G 4 M a t e r i a l ( " p h o t o c a t h o d e " , d e n s i t y =
4 .28 * g / cm3 , ncomponents =3) ;
m a t e r i a l P h o t o c a t h o d e −>AddElement (K, f r a c t i o n M a s s = 0 . 1 3 3 ) ;
m a t e r i a l P h o t o c a t h o d e −>AddElement ( Cs , f r a c t i o n M a s s = 0 . 4 5 2 ) ;
m a t e r i a l P h o t o c a t h o d e −>AddElement ( Sb , f r a c t i o n M a s s = 0 . 4 1 5 ) ;
/ /
~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
/ / PROPERTIES
/ / h t t p : / / www. e l j e n t e c h n o l o g y . com / p r o d u c t s / p l a s t i c − s c i n t i l l a t o r s / e j−200−e j
−204−e j−208−e j −212
/ / h t t p s : / / h a l l c w e b . j l a b . o rg / DocDB / 0 0 0 8 / 0 0 0 8 0 9 / 0 0 1 / P h o t o n i s C a t a l o g . pdf
/ / h t t p : / / www. h z c p h o t o n i c s . com / p r o d u c t s / XP4512 . pdf
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/ / h t t p s : / / www. n c b i . nlm . n i h . gov / pubmed /28976914
/ / h t t p s : / / r e f r a c t i v e i n d e x . i n f o /
/ /
~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
/ / P r o p e r t i e s : o r g a n i c ( EJ200 )
G4double r e f r a c t i c e I n d e x O r g a n i c [ 1 4 ] = { r i n d e x S c i n t , r i n d e x S c i n t ,
r i n d e x S c i n t , r i n d e x S c i n t , r i n d e x S c i n t , r i n d e x S c i n t , r i n d e x S c i n t ,
r i n d e x S c i n t , r i n d e x S c i n t ,
r i n d e x S c i n t , r i n d e x S c i n t ,
r i n d e x S c i n t , r i n d e x S c i n t ,
r i n d e x S c i n t } ;
G4double a b s o r p t i o n L e n g t h O r g a n i c [ 1 4 ] = { absLengthOrg *cm , absLengthOrg *cm ,
absLengthOrg *cm , absLengthOrg *cm ,
absLengthOrg *cm , absLengthOrg *cm ,
absLengthOrg *cm , absLengthOrg *
cm ,
absLengthOrg *cm , absLengthOrg *cm ,
absLengthOrg *cm , absLengthOrg *
cm ,
absLengthOrg *cm , absLengthOrg *cm } ;
G4double a b s o r p t i o n L e n g t h G r e a s e [ 1 4 ] = { absLeng thGre *cm , absLeng thGre *cm ,
absLeng thGre *cm , absLeng thGre *cm ,
absLeng thGre *cm , absLeng thGre *cm ,
absLeng thGre *cm , absLeng thGre *
cm ,
absLeng thGre *cm , absLeng thGre *cm ,
absLeng thGre *cm , absLeng thGre *
cm ,
absLeng thGre *cm , absLeng thGre *cm } ;
G4double absorp t ionLeng thWindow [ 1 4 ] = { absLengthWin *cm , absLengthWin *cm ,
absLengthWin *cm , absLengthWin *cm ,
absLengthWin *cm , absLengthWin *cm ,
absLengthWin *cm , absLengthWin *
cm ,
absLengthWin *cm , absLengthWin *cm ,
absLengthWin *cm , absLengthWin *
cm ,
absLengthWin *cm , absLengthWin *cm } ;
G4double e n e r g y D i s t r i b u t i o n O r g a n i c [ 1 4 ] =
{ 2 . 4 7 9 7 , 2 . 6 2 4 1 , 2 . 6 7 6 4 , 2 . 7 2 6 0 , 2 . 7 6 8 9 , 2 . 8 0 6 1 , 2 . 8 3 5 1 ,
2 . 8 7 2 1 , 2 . 9 1 6 4 , 2 . 9 4 5 8 , 2 . 9 6 3 5 , 2 . 9 8 2 6 , 3 . 0 3 0 7 , 3 . 0 9 8 4 } ;
G4double f a s t C o m p o n e n t O r g a n i c [ 1 4 ] =
{ 0 . 0 4 9 4 , 0 . 2 5 8 9 , 0 . 4 0 2 1 , 0 . 4 8 2 0 , 0 . 5 8 6 6 , 0 . 6 9 9 4 , 0 . 8 1 7 6 ,
0 . 9 3 0 4 , 0 . 9 9 3 8 , 0 . 8 9 7 7 , 0 . 7 5 4 9 , 0 . 5 6 8 2 , 0 . 2 0 8 5 , 0 . 0 0 2 7 } ;
G 4 M a t e r i a l P r o p e r t i e s T a b l e * p r o p e r t y O r g a n i c = new G 4 M a t e r i a l P r o p e r t i e s T a b l e
( ) ;
p r o p e r t y O r g a n i c −> AddCons tP rope r ty ( "SCINTILLATIONYIELD" ,
s c i n t i l l a t i o n Y i e l d /MeV) ;
p r o p e r t y O r g a n i c −> AddCons tP rope r ty ( "RISETIMECONSTANT" , c o n s t R i s e T i m e * ns
) ;
p r o p e r t y O r g a n i c −> AddCons tP rope r ty ( "FASTTIMECONSTANT" ,
cons tFas tDecayT ime * ns ) ;
p r o p e r t y O r g a n i c −> AddCons tP rope r ty ( "YIELDRATIO" , y i e l d R a t i o ) ;
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p r o p e r t y O r g a n i c −> AddCons tP rope r ty ( "RESOLUTIONSCALE" , r e s o l u t i o n S c a l e )
;
p r o p e r t y O r g a n i c −> AddProper ty ( "SCINTILLATION" , e n e r g y D i s t r i b u t i o n O r g a n i c ,
f a s tComponen tOrgan ic , 14) ;
p r o p e r t y O r g a n i c −> AddProper ty ( "FASTCOMPONENT" , e n e r g y D i s t r i b u t i o n O r g a n i c ,
f a s tComponen tOrgan ic , 14) ;
p r o p e r t y O r g a n i c −> AddProper ty ( "RINDEX" , e n e r g y D i s t r i b u t i o n O r g a n i c ,
r e f r a c t i c e I n d e x O r g a n i c , 14) ;
p r o p e r t y O r g a n i c −> AddProper ty ( "ABSLENGTH" , e n e r g y D i s t r i b u t i o n O r g a n i c ,
a b s o r p t i o n L e n g t h O r g a n i c , 14) ;
m a t e r i a l O r g a n i c −> S e t M a t e r i a l P r o p e r t i e s T a b l e ( p r o p e r t y O r g a n i c ) ;
/ / m a t e r i a l O r g a n i c −> G e t I o n i s a t i o n ( )−>S e t B i r k s C o n s t a n t ( b i r k s C o n s t a n t *mm/
MeV) ;
/ / P r o p e r t i e s : g r e a s e ( EJ550 )
G 4 M a t e r i a l P r o p e r t i e s T a b l e * p r o p e r t y G r e a s e = new G 4 M a t e r i a l P r o p e r t i e s T a b l e
( ) ;
G4double e n e r g y D i s t r i b u t i o n G r e a s e [ 2 ] = {2 .000* eV , 4 .000* eV } ;
G4double r e f r a c t i v e I n d e x G r e a s e [ 2 ] = { r i n d e x G r e a s e , r i n d e x G r e a s e } ;
p r o p e r t y G r e a s e −> AddProper ty ( "RINDEX" , e n e r g y D i s t r i b u t i o n G r e a s e ,
r e f r a c t i v e I n d e x G r e a s e , 2 ) ;
p r o p e r t y G r e a s e −> AddProper ty ( "ABSLENGTH" , e n e r g y D i s t r i b u t i o n G r e a s e ,
a b s o r p t i o n L e n g t h G r e a s e , 2 ) ;
m a t e r i a l G r e a s e −> S e t M a t e r i a l P r o p e r t i e s T a b l e ( p r o p e r t y G r e a s e ) ;
/ / P r o p e r t i e s : window ( b o r o s i l i c a t e g l a s s )
G 4 M a t e r i a l P r o p e r t i e s T a b l e * proper tyWindow = new G 4 M a t e r i a l P r o p e r t i e s T a b l e
( ) ;
G4double e n e r g y D i s t r i b u t i o n W i n d o w [ 2 ] = {2 .00* eV , 4 .00* eV } ;
G4double r e f r a c t i v e I n d e x W i n d o w [ 2 ] = { rindexWindow , rindexWindow } ;
proper tyWindow −> AddProper ty ( "RINDEX" , e n e r g y D i s t r i b u t i o n W i n d o w ,
r e f r a c t i v e I n d e x W i n d o w , 2 ) ;
proper tyWindow −> AddProper ty ( "ABSLENGTH" , e n e r g y D i s t r i b u t i o n W i n d o w ,
absorp t ionLengthWindow , 2 ) ;
mater ia lWindow −> S e t M a t e r i a l P r o p e r t i e s T a b l e ( proper tyWindow ) ;
/ / P r o p e r t i e s : wor ld ( a i r s t p )
G 4 M a t e r i a l P r o p e r t i e s T a b l e * p r o p e r t y W o r l d = new G 4 M a t e r i a l P r o p e r t i e s T a b l e ( )
;
G4double e n e r g y D i s t r i b u t i o n W o r l d [ 2 ] = {2 .00* eV , 4 .00* eV } ;
G4double r e f r a c t i v e I n d e x W o r l d [ 2 ] = { r indexWor ld , r i ndexWor ld } ;
p r o p e r t y W o r l d −> AddProper ty ( "RINDEX" , e n e r g y D i s t r i b u t i o n W o r l d ,
r e f r a c t i v e I n d e x W o r l d , 2 ) ;
m a t e r i a l W o r l d −> S e t M a t e r i a l P r o p e r t i e s T a b l e ( p r o p e r t y W o r l d ) ;
/ /
~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
/ / DIMENSIONS
/ /
~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
/ / s h i f t
G4double xs = 0 .00 *cm ;
G4double ys = 0 .00 *cm ;
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G4double zs = −5.00*cm ; / / f r o n t f a c e i s −2.5cm away from z=0
/ / wor ld
G4double x l e n g t h W o r l d = 2 .75 *cm ;
G4double y l e n g t h W o r l d = 2 .75 *cm ;
G4double z l e n g t h W o r l d = 8 .00 *cm ;
G4ThreeVector p o s i t i o n W o r l d = G4ThreeVector ( 0 . 0 , 0 . 0 , 0 . 0 ) ;
/ / o r g a n i c s c i n t i l l a t o r
G4double d i a m e t e r O r g a n i c = 50 .0 *mm;
G4double h e i g h t O r g a n i c = 50 .0 *mm;
G4ThreeVector p o s i t i o n O r g a n i c = G4ThreeVector ( 0 . 0 + xs , 0 .0+ ys , 0 .0+ zs
) ;
/ / g r e a s e
G4double d i a m e t e r G r e a s e = 50 .0 *mm;
G4double h e i g h t G r e a s e = 0 .50 *mm;
G4ThreeVector p o s i t i o n G r e a s e = G4ThreeVector ( 0 . 0 + xs ,
0 .0+ ys ,
−h e i g h t O r g a n i c / 2 . 0 −
h e i g h t G r e a s e / 2 . 0 +
zs ) ;
/ / window
G4double diameterWindow = 50 .0 *mm;
G4double heightWindow = 0 .50 *mm;
G4ThreeVector pos i t ionWindow = G4ThreeVector ( 0 . 0 + xs ,
0 .0+ ys ,
−h e i g h t O r g a n i c / 2 . 0 −
h e i g h t G r e a s e −
heightWindow / 2 . 0 +
zs ) ;
/ / p h o t o c a t h o d e
G4double d i a m e t e r I n P h o t o c a t h o d e 1 = 0 .00 *mm;
G4double d i a m e t e r O u t P h o t o c a t h o d e 1 = diameterWindow ;
G4double h e i g h t P h o t o c a t h o d e 1 = 0 .50 *mm;
G4ThreeVector p o s i t i o n P h o t o c a t h o d e 1 = G4ThreeVector ( 0 . 0 + xs ,
0 .0+ ys ,
−h e i g h t O r g a n i c / 2 . 0 −
h e i g h t G r e a s e −
heightWindow −
h e i g h t P h o t o c a t h o d e 1
/ 2 . 0 +
zs ) ;
/ /
~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
/ /
~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
/ / SOLID VOLUMES ( v a r i a b l e ) * * * * * * * * * * * * * * * * * * * * * * *
* * * * * * * * *
/ /
~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
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/ /
~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
G4double r o t a t e = 0 . 0 ;
G4double d i a m e t e r F r o n t = 0 .00 *cm ;
i f ( geomet ry ==1) {
zs = 5 . 0 *cm/2 .0 −7 .5*cm ; / / f r o n t f a c e i s −2.5cm away
from z=0
d i a m e t e r F r o n t = 0 .00*mm;
d i a m e t e r O r g a n i c = 50 .0*mm;
h e i g h t O r g a n i c = 50 .0*mm;
p o s i t i o n O r g a n i c = G4ThreeVector ( 0 . 0 , 0 . 0 , 0 .0+ zs ) ;
G4Cons * s v O r g a n i c = new G4Cons ( " o r g a n i c " , 0 . 0 , ( d i a m e t e r O r g a n i c / 2 . 0 )
, 0 . 0 , ( d i a m e t e r F r o n t / 2 . 0 ) , ( h e i g h t O r g a n i c / 2 . 0 ) , 0 . 0 , twop i ) ;
l v O r g a n i c = new G4LogicalVolume ( svOrgan ic , m a t e r i a l O r g a n i c ,
" o r g a n i c " , 0 , 0 , 0 ) ;
r o t a t e = 0 . 0 ;
}
i f ( geomet ry ==2) {
zs = 5 . 0 *cm/2 .0 −7 .5*cm ; / / f r o n t f a c e i s −2.5cm away
from z=0
d i a m e t e r F r o n t = 5 .00*mm;
d i a m e t e r O r g a n i c = 50 .0*mm;
h e i g h t O r g a n i c = 50 .0*mm;
p o s i t i o n O r g a n i c = G4ThreeVector ( 0 . 0 , 0 . 0 , 0 .0+ zs ) ;
G4Cons * s v O r g a n i c = new G4Cons ( " o r g a n i c " , 0 . 0 , ( d i a m e t e r O r g a n i c / 2 . 0 )
, 0 . 0 , ( d i a m e t e r F r o n t / 2 . 0 ) , ( h e i g h t O r g a n i c / 2 . 0 ) , 0 . 0 , twop i ) ;
l v O r g a n i c = new G4LogicalVolume ( svOrgan ic , m a t e r i a l O r g a n i c ,
" o r g a n i c " , 0 , 0 , 0 ) ;
r o t a t e = 0 . 0 ;
}
i f ( geomet ry ==3) {
zs = 5 . 0 *cm/2 .0 −7 .5*cm ; / / f r o n t f a c e i s −2.5cm away
from z=0
d i a m e t e r F r o n t = 10 .0*mm;
d i a m e t e r O r g a n i c = 50 .0*mm;
h e i g h t O r g a n i c = 50 .0*mm;
p o s i t i o n O r g a n i c = G4ThreeVector ( 0 . 0 , 0 . 0 , 0 .0+ zs ) ;
G4Cons * s v O r g a n i c = new G4Cons ( " o r g a n i c " , 0 . 0 , ( d i a m e t e r O r g a n i c / 2 . 0 )
, 0 . 0 , ( d i a m e t e r F r o n t / 2 . 0 ) , ( h e i g h t O r g a n i c / 2 . 0 ) , 0 . 0 , twop i ) ;
l v O r g a n i c = new G4LogicalVolume ( svOrgan ic , m a t e r i a l O r g a n i c ,
" o r g a n i c " , 0 , 0 , 0 ) ;
r o t a t e = 0 . 0 ;
}
i f ( geomet ry ==4) {
zs = 5 . 0 *cm/2 .0 −7 .5*cm ; / / f r o n t f a c e i s −2.5cm away
from z=0
d i a m e t e r F r o n t = 15 .0*mm;
d i a m e t e r O r g a n i c = 50 .0*mm;
h e i g h t O r g a n i c = 50 .0*mm;
p o s i t i o n O r g a n i c = G4ThreeVector ( 0 . 0 , 0 . 0 , 0 .0+ zs ) ;
G4Cons * s v O r g a n i c = new G4Cons ( " o r g a n i c " , 0 . 0 , ( d i a m e t e r O r g a n i c / 2 . 0 )
, 0 . 0 , ( d i a m e t e r F r o n t / 2 . 0 ) , ( h e i g h t O r g a n i c / 2 . 0 ) , 0 . 0 , twop i ) ;
l v O r g a n i c = new G4LogicalVolume ( svOrgan ic , m a t e r i a l O r g a n i c ,
" o r g a n i c " , 0 , 0 , 0 ) ;
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r o t a t e = 0 . 0 ;
}
i f ( geomet ry ==5) {
zs = 5 . 0 *cm/2 .0 −7 .5*cm ; / / f r o n t f a c e i s −2.5cm away
from z=0
d i a m e t e r F r o n t = 20 .0*mm;
d i a m e t e r O r g a n i c = 50 .0*mm;
h e i g h t O r g a n i c = 50 .0*mm;
p o s i t i o n O r g a n i c = G4ThreeVector ( 0 . 0 , 0 . 0 , 0 .0+ zs ) ;
G4Cons * s v O r g a n i c = new G4Cons ( " o r g a n i c " , 0 . 0 , ( d i a m e t e r O r g a n i c / 2 . 0 )
, 0 . 0 , ( d i a m e t e r F r o n t / 2 . 0 ) , ( h e i g h t O r g a n i c / 2 . 0 ) , 0 . 0 , twop i ) ;
l v O r g a n i c = new G4LogicalVolume ( svOrgan ic , m a t e r i a l O r g a n i c ,
" o r g a n i c " , 0 , 0 , 0 ) ;
r o t a t e = 0 . 0 ;
}
i f ( geomet ry ==6) {
zs = 5 . 0 *cm/2 .0 −7 .5*cm ; / / f r o n t f a c e i s −2.5cm away
from z=0
d i a m e t e r F r o n t = 25 .0*mm;
d i a m e t e r O r g a n i c = 50 .0*mm;
h e i g h t O r g a n i c = 50 .0*mm;
p o s i t i o n O r g a n i c = G4ThreeVector ( 0 . 0 , 0 . 0 , 0 .0+ zs ) ;
G4Cons * s v O r g a n i c = new G4Cons ( " o r g a n i c " , 0 . 0 , ( d i a m e t e r O r g a n i c / 2 . 0 )
, 0 . 0 , ( d i a m e t e r F r o n t / 2 . 0 ) , ( h e i g h t O r g a n i c / 2 . 0 ) , 0 . 0 , twop i ) ;
l v O r g a n i c = new G4LogicalVolume ( svOrgan ic , m a t e r i a l O r g a n i c ,
" o r g a n i c " , 0 , 0 , 0 ) ;
r o t a t e = 0 . 0 ;
}
i f ( geomet ry ==7) {
zs = 5 . 0 *cm/2 .0 −7 .5*cm ; / / f r o n t f a c e i s −2.5cm away
from z=0
d i a m e t e r F r o n t = 30 .0*mm;
d i a m e t e r O r g a n i c = 50 .0*mm;
h e i g h t O r g a n i c = 50 .0*mm;
p o s i t i o n O r g a n i c = G4ThreeVector ( 0 . 0 , 0 . 0 , 0 .0+ zs ) ;
G4Cons * s v O r g a n i c = new G4Cons ( " o r g a n i c " , 0 . 0 , ( d i a m e t e r O r g a n i c / 2 . 0 )
, 0 . 0 , ( d i a m e t e r F r o n t / 2 . 0 ) , ( h e i g h t O r g a n i c / 2 . 0 ) , 0 . 0 , twop i ) ;
l v O r g a n i c = new G4LogicalVolume ( svOrgan ic , m a t e r i a l O r g a n i c ,
" o r g a n i c " , 0 , 0 , 0 ) ;
r o t a t e = 0 . 0 ;
}
i f ( geomet ry ==8) {
zs = 5 . 0 *cm/2 .0 −7 .5*cm ; / / f r o n t f a c e i s −2.5cm away
from z=0
d i a m e t e r F r o n t = 35 .0*mm;
d i a m e t e r O r g a n i c = 50 .0*mm;
h e i g h t O r g a n i c = 50 .0*mm;
p o s i t i o n O r g a n i c = G4ThreeVector ( 0 . 0 , 0 . 0 , 0 .0+ zs ) ;
G4Cons * s v O r g a n i c = new G4Cons ( " o r g a n i c " , 0 . 0 , ( d i a m e t e r O r g a n i c / 2 . 0 )
, 0 . 0 , ( d i a m e t e r F r o n t / 2 . 0 ) , ( h e i g h t O r g a n i c / 2 . 0 ) , 0 . 0 , twop i ) ;
l v O r g a n i c = new G4LogicalVolume ( svOrgan ic , m a t e r i a l O r g a n i c ,
" o r g a n i c " , 0 , 0 , 0 ) ;
r o t a t e = 0 . 0 ;
}
i f ( geomet ry ==9) {
zs = 5 . 0 *cm/2 .0 −7 .5*cm ; / / f r o n t f a c e i s −2.5cm away
from z=0
d i a m e t e r F r o n t = 40 .0*mm;
179
d i a m e t e r O r g a n i c = 50 .0*mm;
h e i g h t O r g a n i c = 50 .0*mm;
p o s i t i o n O r g a n i c = G4ThreeVector ( 0 . 0 , 0 . 0 , 0 .0+ zs ) ;
G4Cons * s v O r g a n i c = new G4Cons ( " o r g a n i c " , 0 . 0 , ( d i a m e t e r O r g a n i c / 2 . 0 )
, 0 . 0 , ( d i a m e t e r F r o n t / 2 . 0 ) , ( h e i g h t O r g a n i c / 2 . 0 ) , 0 . 0 , twop i ) ;
l v O r g a n i c = new G4LogicalVolume ( svOrgan ic , m a t e r i a l O r g a n i c ,
" o r g a n i c " , 0 , 0 , 0 ) ;
r o t a t e = 0 . 0 ;
}
i f ( geomet ry ==10) {
zs = 5 . 0 *cm/2 .0 −7 .5*cm ; / / f r o n t f a c e i s −2.5cm away
from z=0
d i a m e t e r F r o n t = 45 .0*mm;
d i a m e t e r O r g a n i c = 50 .0*mm;
h e i g h t O r g a n i c = 50 .0*mm;
p o s i t i o n O r g a n i c = G4ThreeVector ( 0 . 0 , 0 . 0 , 0 .0+ zs ) ;
G4Cons * s v O r g a n i c = new G4Cons ( " o r g a n i c " , 0 . 0 , ( d i a m e t e r O r g a n i c / 2 . 0 )
, 0 . 0 , ( d i a m e t e r F r o n t / 2 . 0 ) , ( h e i g h t O r g a n i c / 2 . 0 ) , 0 . 0 , twop i ) ;
l v O r g a n i c = new G4LogicalVolume ( svOrgan ic , m a t e r i a l O r g a n i c ,
" o r g a n i c " , 0 , 0 , 0 ) ;
r o t a t e = 0 . 0 ;
}
i f ( geomet ry ==11) {
zs = 5 . 0 *cm/2 .0 −7 .5*cm ; / / f r o n t f a c e i s −2.5cm away
from z=0
d i a m e t e r O r g a n i c = 50 .0*mm;
h e i g h t O r g a n i c = 50 .0*mm;
p o s i t i o n O r g a n i c = G4ThreeVector ( 0 . 0 , 0 . 0 , 0 .0+ zs ) ;
G4Tubs * s v O r g a n i c = new G4Tubs ( " o r g a n i c " , 0 . 0 , ( d i a m e t e r O r g a n i c / 2 . 0 )
, ( h e i g h t O r g a n i c / 2 . 0 ) , 0 . 0 , twop i ) ;
l v O r g a n i c = new G4LogicalVolume ( svOrgan ic , m a t e r i a l O r g a n i c ,
" o r g a n i c " , 0 , 0 , 0 ) ;
r o t a t e = 0 . 0 ;
}
/ /
~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
/ / SOLID VOLUMES ( f i x e d )
/ /
~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
G4Box * svWorld = new G4Box ( " wor ld " ,
x leng thWor ld ,
y leng thWor ld ,
z l e n g t h W o r l d ) ;
G4Tubs * s v G r e a s e = new G4Tubs ( " g r e a s e " ,
0 . 0 ,
( d i a m e t e r G r e a s e / 2 . 0 ) ,
( h e i g h t G r e a s e / 2 . 0 ) ,
0 . 0 ,
twop i ) ;
G4Tubs *svWindow = new G4Tubs ( " window " ,
0 . 0 ,
( diameterWindow / 2 . 0 ) ,
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( heightWindow / 2 . 0 ) ,
0 . 0 ,
twop i ) ;
G4Tubs * s v P h o t o c a t h o d e 1 = new G4Tubs ( " p h o t o c a t h o d e 1 " ,
d i a m e t e r I n P h o t o c a t h o d e 1 / 2 . 0 ,
d i a m e t e r O u t P h o t o c a t h o d e 1 / 2 . 0 ,
h e i g h t P h o t o c a t h o d e 1 / 2 . 0 ,
0 . 0 ,
twop i ) ;
/ /
~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
/ / LOGICAL VOLUMES
/ /
~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
lvWorld = new G4LogicalVolume ( svWorld , m a t e r i a l W o r l d ,
" wor ld " , 0 , 0 , 0 ) ;
l v G r e a s e = new G4LogicalVolume ( svGrease , m a t e r i a l G r e a s e ,
" g r e a s e " , 0 , 0 , 0 ) ;
lvWindow = new G4LogicalVolume ( svWindow , mater ia lWindow ,
" window " , 0 , 0 , 0 ) ;
l v P h o t o c a t h o d e 1 = new G4LogicalVolume ( s v P h o t o c a t h o d e 1 ,
m a t e r i a l P h o t o c a t h o d e , " p h o t o c a t h o d e 1 " , 0 , 0 , 0 ) ;
/ /
~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
/ / ROTATIONS
/ /
~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
G 4 R o t a t i o n M a t r i x * r o t a t e O r g a n i c = new G 4 R o t a t i o n M a t r i x ( ) ;
r o t a t e O r g a n i c −> r o t a t e X ( 0 . * deg ) ;
r o t a t e O r g a n i c −> r o t a t e Y ( 0 . * deg ) ;
r o t a t e O r g a n i c −> r o t a t e Z ( 0 . * deg ) ;
G 4 R o t a t i o n M a t r i x * r o t a t e G r e a s e = new G 4 R o t a t i o n M a t r i x ( ) ;
r o t a t e G r e a s e −> r o t a t e X ( 0 . * deg ) ;
r o t a t e G r e a s e −> r o t a t e Y ( 0 . * deg ) ;
r o t a t e G r e a s e −> r o t a t e Z ( 0 . * deg ) ;
G 4 R o t a t i o n M a t r i x * ro ta teWindow = new G 4 R o t a t i o n M a t r i x ( ) ;
ro ta teWindow −> r o t a t e X ( 0 . * deg ) ;
ro ta teWindow −> r o t a t e Y ( 0 . * deg ) ;
ro ta teWindow −> r o t a t e Z ( 0 . * deg ) ;
G 4 R o t a t i o n M a t r i x * r o t a t e P h o t o c a t h o d e 1 = new G 4 R o t a t i o n M a t r i x ( ) ;
r o t a t e P h o t o c a t h o d e 1 −> r o t a t e X ( 0 . * deg ) ;
r o t a t e P h o t o c a t h o d e 1 −> r o t a t e Y ( 0 . * deg ) ;
r o t a t e P h o t o c a t h o d e 1 −> r o t a t e Z ( 0 . * deg ) ;
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/ /
~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
/ / PHYSICAL VOLUMES
/ /
~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
G4VPhysicalVolume * pvWorld = new G4PVPlacement ( 0 ,
p o s i t i o n W o r l d ,
lvWorld ,
" wor ld " ,
0 ,
f a l s e ,
1 ) ;
G4VPhysicalVolume * pvOrgan ic = new G4PVPlacement ( r o t a t e O r g a n i c ,
p o s i t i o n O r g a n i c ,
l v O r g a n i c ,
" o r g a n i c " ,
lvWorld ,
f a l s e ,
1 ) ;
G4VPhysicalVolume * pvGrease = new G4PVPlacement ( r o t a t e G r e a s e ,
p o s i t i o n G r e a s e ,
l vGrease ,
" g r e a s e " ,
lvWorld ,
f a l s e ,
1 ) ;
G4VPhysicalVolume *pvWindow = new G4PVPlacement ( ro ta teWindow ,
pos i t ionWindow ,
lvWindow ,
" window " ,
lvWorld ,
f a l s e ,
1 ) ;
new G4PVPlacement ( r o t a t e P h o t o c a t h o d e 1 ,
p o s i t i o n P h o t o c a t h o d e 1 ,
l v P h o t o c a t h o d e 1 ,
" p h o t o c a t h o d e 1 " ,
lvWorld ,
f a l s e ,
1 ) ;
/ /
~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
/ / OPTICAL SURFACE SUMMARY
/ /
~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
G 4 M a t e r i a l P r o p e r t i e s T a b l e * r e f l e c t o r P r o p = new
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G 4 M a t e r i a l P r o p e r t i e s T a b l e ( ) ;
G 4 M a t e r i a l P r o p e r t i e s T a b l e * g r e a s e E d g e P r o p = new
G 4 M a t e r i a l P r o p e r t i e s T a b l e ( ) ;
G 4 M a t e r i a l P r o p e r t i e s T a b l e * windowEdgeProp = new
G 4 M a t e r i a l P r o p e r t i e s T a b l e ( ) ;
G 4 M a t e r i a l P r o p e r t i e s T a b l e * g r e a s e F a c e P r o p = new
G 4 M a t e r i a l P r o p e r t i e s T a b l e ( ) ;
G 4 M a t e r i a l P r o p e r t i e s T a b l e * windowFaceProp = new
G 4 M a t e r i a l P r o p e r t i e s T a b l e ( ) ;
G 4 O p t i c a l S u r f a c e * o s R e f l e c t o r = new G 4 O p t i c a l S u r f a c e ( "
r e f l e c t o r " ) ;
G 4 O p t i c a l S u r f a c e * g r e a s e E d g e O p t S u r f = new G 4 O p t i c a l S u r f a c e ( "
g r e a s e _ e d g e " ) ;
G 4 O p t i c a l S u r f a c e * windowEdgeOptSurf = new G 4 O p t i c a l S u r f a c e ( "
window_edge " ) ;
G 4 O p t i c a l S u r f a c e * g r e a s e F a c e O p t S u r f = new G 4 O p t i c a l S u r f a c e ( "
g r e a s e _ f a c e " ) ;
G 4 O p t i c a l S u r f a c e * windowFaceOptSurf = new G 4 O p t i c a l S u r f a c e ( "
window_face " ) ;
/ /
~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
/ /
~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
/ / OPTICAL SURFACE ATTRIBUTES ( v a r i a b l e ) * * * * * * * * * * * * * * * * *
* * * * * * * * *
/ /
~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
/ /
~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
/ /
/ / OPTICAL SURFACE: r e f l e c t o r
/ / −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
G4double r e f l e c t o r E n e r g y [ 2 ] = {2 .00* eV , 4 .00* eV } ;
G4double r e f l e c t o r R e f l e c t i v i t y [ 2 ] = { r e f l e c t i v i t y , r e f l e c t i v i t y } ; / /
v a r i a b l e r e f l e c t i v i t y
G4double r e f l e c t o r T r a n s m i t t a n c e [ 2 ] = { 0 . 0 0 0 0 , 0 . 0 0 0 0 } ;
G4double r e f l e c t o r S p e c u l a r S p i k e [ 2 ] = { 0 . 0 0 0 0 , 0 . 0 0 0 0 } ;
G4double r e f l e c t o r S p e c u l a r L o b e [ 2 ] = { 0 . 0 0 0 0 , 0 . 0 0 0 0 } ;
G4double r e f l e c t o r B a c k s c a t t e r [ 2 ] = { 0 . 0 0 0 0 , 0 . 0 0 0 0 } ;
r e f l e c t o r P r o p −> AddProper ty ( "REFLECTIVITY" , r e f l e c t o r E n e r g y ,
r e f l e c t o r R e f l e c t i v i t y , 2 ) ;
r e f l e c t o r P r o p −> AddProper ty ( "TRANSMITTANCE" , r e f l e c t o r E n e r g y ,
r e f l e c t o r T r a n s m i t t a n c e , 2 ) ;
r e f l e c t o r P r o p −> AddProper ty ( "SPECULARSPIKECONSTANT" , r e f l e c t o r E n e r g y ,
r e f l e c t o r S p e c u l a r S p i k e , 2 ) ;
r e f l e c t o r P r o p −> AddProper ty ( "SPECULARLOBECONSTANT" , r e f l e c t o r E n e r g y ,
r e f l e c t o r S p e c u l a r L o b e , 2 ) ;
r e f l e c t o r P r o p −> AddProper ty ( "BACKSCATTERCONSTANT" , r e f l e c t o r E n e r g y ,
r e f l e c t o r B a c k s c a t t e r , 2 ) ;
o s R e f l e c t o r −> S e t M a t e r i a l P r o p e r t i e s T a b l e ( r e f l e c t o r P r o p ) ;
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o s R e f l e c t o r −> SetModel ( u n i f i e d ) ;
/ / o p t i c a l model
o s R e f l e c t o r −> SetType ( d i e l e c t r i c _ m e t a l
) ; / / medium c o n t a c t
o s R e f l e c t o r −> S e t F i n i s h ( ground ) ;
/ / p o l i s h e d r e f l e c t o r
o s R e f l e c t o r −> SetSigmaAlpha ( 0 . 0 ) ;
/ / f a c e t normal
new G 4 L o g i c a l B o r d e r S u r f a c e ( " r e f l e c t o r " , pvOrganic , pvWorld , o s R e f l e c t o r ) ;
/ / one d i r e c t i o n
/ /
~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
/ / OPTICAL SURFACE ATTRIBUTES ( f i x e d )
/ /
~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
/ /
/ / OPTICAL SURFACE: g r e a s e ( f a c e )
/ / −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
g r e a s e F a c e O p t S u r f −> S e t M a t e r i a l P r o p e r t i e s T a b l e ( g r e a s e F a c e P r o p ) ;
g r e a s e F a c e O p t S u r f −> SetModel ( u n i f i e d ) ;
g r e a s e F a c e O p t S u r f −> SetType (
d i e l e c t r i c _ d i e l e c t r i c ) ;
g r e a s e F a c e O p t S u r f −> S e t F i n i s h ( p o l i s h e d ) ;
new G 4 L o g i c a l B o r d e r S u r f a c e ( " g r e a s e _ f a c e " , pvOrganic , pvGrease ,
g r e a s e F a c e O p t S u r f ) ; / / bo th d i r e c t i o n s
new G 4 L o g i c a l B o r d e r S u r f a c e ( " g r e a s e _ f a c e " , pvGrease , pvOrganic ,
g r e a s e F a c e O p t S u r f ) ; / / bo th d i r e c t i o n s
/ /
/ / OPTICAL SURFACE: g r e a s e ( edge )
/ / −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
g r e a s e E d g e O p t S u r f −> S e t M a t e r i a l P r o p e r t i e s T a b l e ( g r e a s e E d g e P r o p ) ;
g r e a s e E d g e O p t S u r f −> SetModel ( u n i f i e d ) ;
g r e a s e E d g e O p t S u r f −> SetType (
d i e l e c t r i c _ d i e l e c t r i c ) ;
g r e a s e E d g e O p t S u r f −> S e t F i n i s h ( p o l i s h e d ) ;
new G 4 L o g i c a l B o r d e r S u r f a c e ( " g r e a s e _ e d g e " , pvGrease , pvWorld ,
g r e a s e E d g e O p t S u r f ) ; / / one d i r e c t i o n
/ /
/ / OPTICAL SURFACE: window ( f a c e )
/ / −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
windowFaceOptSurf −> S e t M a t e r i a l P r o p e r t i e s T a b l e ( windowFaceProp ) ;
windowFaceOptSurf −> SetModel ( u n i f i e d ) ;
windowFaceOptSurf −> SetType (
d i e l e c t r i c _ d i e l e c t r i c ) ;
windowFaceOptSurf −> S e t F i n i s h ( p o l i s h e d ) ;
new G 4 L o g i c a l B o r d e r S u r f a c e ( " window_face " , pvGrease , pvWindow ,
windowFaceOptSurf ) ; / / bo th d i r e c t i o n s
new G 4 L o g i c a l B o r d e r S u r f a c e ( " window_face " , pvWindow , pvGrease ,
windowFaceOptSurf ) ; / / bo th d i r e c t i o n s
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/ /
/ / OPTICAL SURFACE: window ( edge )
/ / −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
G4double windowEdgeEnergy [ 2 ] = {2 .00* eV , 4 .00* eV } ;
G4double w i n d o w E d g e R e f l e c t i v i t y [ 2 ] = { 0 . 0 0 0 , 0 . 0 0 0 } ;
G4double windowEdgeTransmi t t ance [ 2 ] = { 0 . 0 0 0 , 0 . 0 0 0 } ;
windowEdgeProp −> AddProper ty ( "REFLECTIVITY" , windowEdgeEnergy
, w i n d o w E d g e R e f l e c t i v i t y , 2 ) ;
windowEdgeProp −> AddProper ty ( "TRANSMITTANCE" , windowEdgeEnergy
, windowEdgeTransmi t tance , 2 ) ;
windowEdgeOptSurf −> S e t M a t e r i a l P r o p e r t i e s T a b l e ( windowEdgeProp ) ;
windowEdgeOptSurf −> SetModel ( u n i f i e d ) ;
windowEdgeOptSurf −> SetType ( d i e l e c t r i c _ m e t a l
) ;
windowEdgeOptSurf −> S e t F i n i s h ( ground ) ;
new G 4 L o g i c a l B o r d e r S u r f a c e ( " window_edge " , pvWindow , pvWorld ,
windowEdgeOptSurf ) ; / / one d i r e c t i o n
/ /
~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
/ / DETECTION SURFACE SUMMARY
/ /
~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
G 4 M a t e r i a l P r o p e r t i e s T a b l e * p h o t o c a t h o d e 1 P r o p = new
G 4 M a t e r i a l P r o p e r t i e s T a b l e ( ) ;
G 4 O p t i c a l S u r f a c e * p h o t o c a t h o d e 1 O p t S u r f = new G 4 O p t i c a l S u r f a c e ( "
p h o t o c a t h o d e 1 " ) ;
/ /
~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
/ / DETECTION ATTRIBUTES (PHOTOCATHODE SETTINGS )
/ /
~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
/ /
/ / DETECTION SURFACE: p h o t o c a t h o d e
/ / −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
G4double p h o t o c a t h o d e 1 E n e r g y [ 1 4 ] =
{ 2 . 4 8 0 0 , 2 . 5 0 6 0 , 2 . 5 3 0 6 , 2 . 5 7 0 5 , 2 . 6 1 4 6 , 2 . 6 6 6 7 , 2 . 7 1 3 2 ,
2 . 7 6 1 3 , 2 . 8 1 8 2 , 2 . 8 6 6 5 , 2 . 9 3 1 8 , 2 . 9 9 2 0 , 3 . 0 4 5 1 , 3 . 0 9 9 6 } ;
G4double p h o t o c a t h o d e 1 R e f l e c t i v i t y [ 1 4 ] =
{ 0 . 0 0 0 0 , 0 . 0 0 0 0 , 0 . 0 0 0 0 , 0 . 0 0 0 0 , 0 . 0 0 0 0 , 0 . 0 0 0 0 , 0 . 0 0 0 0 ,
0 . 0 0 0 0 , 0 . 0 0 0 0 , 0 . 0 0 0 0 , 0 . 0 0 0 0 , 0 . 0 0 0 0 , 0 . 0 0 0 0 , 0 . 0 0 0 0 } ;
G4double p h o t o c a t h o d e 1 E f f i c i e n c y [ 1 4 ] = { 1 2 . 9 1 2 2 / 1 0 0 . 0 , 1 3 . 9 3 6 1 / 1 0 0 . 0 ,
1 4 . 8 7 3 8 / 1 0 0 . 0 , 1 6 . 0 5 2 0 / 1 0 0 . 0 ,
1 7 . 2 5 7 0 / 1 0 0 . 0 , 1 8 . 7 4 9 8 / 1 0 0 . 0 ,
1 9 . 9 5 0 7 / 1 0 0 . 0 , 2 0 . 9 5 6 9 / 1 0 0 . 0 ,
2 2 . 1 9 3 0 / 1 0 0 . 0 , 2 3 . 0 5 4 1 / 1 0 0 . 0 ,
2 3 . 9 2 7 4 / 1 0 0 . 0 , 2 4 . 5 7 0 1 / 1 0 0 . 0 ,
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2 5 . 0 4 4 0 / 1 0 0 . 0 , 2 5 . 5 5 4 3 / 1 0 0 . 0 } ;
p h o t o c a t h o d e 1 P r o p −> AddProper ty ( "REFLECTIVITY" , pho toca thode1Ene rgy ,
p h o t o c a t h o d e 1 R e f l e c t i v i t y , 1 4 ) ;
p h o t o c a t h o d e 1 P r o p −> AddProper ty ( "EFFICIENCY" , pho toca thode1Ene rgy ,
p h o t o c a t h o d e 1 E f f i c i e n c y , 1 4 ) ;
p h o t o c a t h o d e 1 O p t S u r f −> S e t M a t e r i a l P r o p e r t i e s T a b l e ( p h o t o c a t h o d e 1 P r o p ) ;
p h o t o c a t h o d e 1 O p t S u r f −> SetModel ( u n i f i e d ) ;
p h o t o c a t h o d e 1 O p t S u r f −> SetType ( d i e l e c t r i c _ m e t a l ) ;
p h o t o c a t h o d e 1 O p t S u r f −> S e t F i n i s h ( p o l i s h e d ) ;
new G 4 L o g i c a l S k i n S u r f a c e ( " p h o t o c a t h o d e 1 " , l v P h o t o c a t h o d e 1 ,
p h o t o c a t h o d e 1 O p t S u r f ) ;
/ /
~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
/ / VISUAL SETTINGS
/ /
~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
/ / A t t r i b u t e s : o r g a n i c d e t e c t o r
G 4 V i s A t t r i b u t e s * vaOrgan ic = new G 4 V i s A t t r i b u t e s ( G4Colour
( 0 . 1 , 0 . 1 , 0 . 1 , 0 . 1 ) ) ;
G 4 V i s A t t r i b u t e s * vaGrease = new G 4 V i s A t t r i b u t e s ( G4Colour
( 0 . 3 , 0 . 5 , 1 . 0 , 0 . 2 ) ) ;
G 4 V i s A t t r i b u t e s * vaWindow = new G 4 V i s A t t r i b u t e s ( G4Colour
( 0 . 0 , 1 . 0 , 1 . 0 , 0 . 5 ) ) ;
G 4 V i s A t t r i b u t e s * v a P h o t o c a t h o d e 1 = new G 4 V i s A t t r i b u t e s ( G4Colour
( 0 . 1 , 0 . 5 , 4 . 0 , 0 . 7 ) ) ;
G 4 V i s A t t r i b u t e s * vaWorld = new G 4 V i s A t t r i b u t e s ( G4Colour
( 0 . 1 , 0 . 1 , 0 . 1 , 1 . 0 ) ) ;
/ / lvWorld −> S e t V i s A t t r i b u t e s ( G 4 V i s A t t r i b u t e s : : I n v i s i b l e ) ;
l v O r g a n i c −> S e t V i s A t t r i b u t e s ( vaOrgan ic ) ;
l v G r e a s e −> S e t V i s A t t r i b u t e s ( vaGrease ) ;
lvWindow −> S e t V i s A t t r i b u t e s ( vaWindow ) ;
l v P h o t o c a t h o d e 1 −> S e t V i s A t t r i b u t e s ( v a P h o t o c a t h o d e 1 ) ;
lvWorld −> S e t V i s A t t r i b u t e s ( vaWorld ) ;
v a P h o t o c a t h o d e 1 −> S e t F o r c e S o l i d ( t r u e ) ;
vaOrgan ic −> S e t F o r c e S o l i d ( t r u e ) ;
vaGrease −> S e t F o r c e S o l i d ( t r u e ) ;
vaWindow −> S e t F o r c e S o l i d ( t r u e ) ;
vaWorld −> S e t F o r c e W i r e f r a m e ( t r u e ) ;
/ / vaWorld −> S e t V i s i b i l i t y ( f a l s e ) ; / / comment t o s e e wor ld
boundary
r e t u r n pvWorld ;
}
vo id l i g h t T r a c k D e t e c t o r C o n s t r u c t i o n : : C o n s t r u c t S D a n d F i e l d ( ) {
/ /
~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
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/ / SENSITIVE DETECTOR
/ /
~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
/ *
/ / manager p o i n t e r s
G 4 S t r i n g SDname ;
G4SDManager *SDman1 = G4SDManager : : GetSDMpointer ( ) ;
G4SDManager *SDman2 = G4SDManager : : GetSDMpointer ( ) ;
/ / s e n s i t i v e d e t e c t o r s p a t h s
G 4 V S e n s i t i v e D e t e c t o r * organ icSD = new l i g h t T r a c k O r g a n i c S D ( SDname = " /
BSG/ organicSD " ) ;
G 4 V S e n s i t i v e D e t e c t o r * photoca thode1SD = new l i g h t T r a c k P h o t o c a t h o d e 1 S D (
SDname = " /BSG/ photoca thode1SD " ) ;
/ / f i l t e r s
G 4 S D P a r t i c l e F i l t e r * o p t i c a l F i l t e r = new G 4 S D P a r t i c l e F i l t e r ( " o p t i c a l F i l t e r
" ) ;
o p t i c a l F i l t e r −> add ( " o p t i c a l p h o t o n " ) ;
pho toca thode1SD −> S e t F i l t e r ( o p t i c a l F i l t e r ) ;
G 4 S D P a r t i c l e F i l t e r * e l e c t r o n F i l t e r = new G 4 S D P a r t i c l e F i l t e r ( "
e l e c t r o n F i l t e r " ) ;
e l e c t r o n F i l t e r −> add ( " e−") ;
o rgan icSD −> S e t F i l t e r ( e l e c t r o n F i l t e r ) ;
/ / add d e t e c t o r s
SDman1 −> AddNewDetector ( organ icSD ) ;
SDman2 −> AddNewDetector ( photoca thode1SD ) ;
/ / s e t d e t e c t o r s
l v O r g a n i c −> S e t S e n s i t i v e D e t e c t o r ( organ icSD ) ;
l v P h o t o c a t h o d e 1 −> S e t S e n s i t i v e D e t e c t o r ( photoca thode1SD ) ;
* /
/ / manager p o i n t e r s
G 4 S t r i n g SDname ;
G4SDManager *SDman1 = G4SDManager : : GetSDMpointer ( ) ;
G4SDManager *SDman2 = G4SDManager : : GetSDMpointer ( ) ;
/ / s e n s i t i v e d e t e c t o r s p a t h s
G 4 V S e n s i t i v e D e t e c t o r * organ icSD = new l i g h t T r a c k O r g a n i c S D ( SDname=" /
BSG/ organicSD " ) ;
G 4 V S e n s i t i v e D e t e c t o r * photoca thode1SD = new l i g h t T r a c k P h o t o c a t h o d e 1 S D (
SDname=" /BSG/ photoca thode1SD " ) ;
/ / f i l t e r
G 4 S D P a r t i c l e F i l t e r * p a r t i c l e F i l t e r = new G 4 S D P a r t i c l e F i l t e r ( "
p a r t i c l e F i l t e r " ) ;
p a r t i c l e F i l t e r −> add ( " e−" ) ;
p a r t i c l e F i l t e r −> add ( "gamma" ) ;
organ icSD −> S e t F i l t e r ( p a r t i c l e F i l t e r ) ;
/ / f i l t e r
G 4 S D P a r t i c l e F i l t e r * o p t i c a l F i l t e r = new G 4 S D P a r t i c l e F i l t e r ( " o p t i c a l F i l t e r "
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) ;
o p t i c a l F i l t e r −> add ( " o p t i c a l p h o t o n " ) ;
pho toca thode1SD −> S e t F i l t e r ( o p t i c a l F i l t e r ) ;
/ / add d e t e c t o r s
SDman1 −> AddNewDetector ( organ icSD ) ;
SDman2 −> AddNewDetector ( photoca thode1SD ) ;
/ / s e t d e t e c t o r s
l v O r g a n i c −> S e t S e n s i t i v e D e t e c t o r ( organ icSD ) ;
l v P h o t o c a t h o d e 1 −> S e t S e n s i t i v e D e t e c t o r ( photoca thode1SD ) ;
}
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