Advanced Switching (AS) is a new fabric-interconnect technology that further enhances the capabilities of PCI Express. On the other hand, the provision of Quality of Service (QoS) in computing and communication environments is currently the focus of much discussion and research in industry and academia.
Introduction
Advanced Switching (AS) [1] is a new high performance interconnection technology based on PCI Express [15] . The need for Advanced Switching (AS) essentially comes because computing and communication platforms begin to converge by exhibiting increasing overlap in terms of the functions they serve. While PCI Express, as the next generation of the PCI bus, is clearly the interconnect of choice for the computing industry, a common interconnect with the communications industry seems logical and necessary, in order to keep development cost down, performance up and to reduce time-to-market.
AS is an extrapolation of PCI Express, borrowing the physical and link layers from PCI Express, but diverging at the transaction layer and in the marketplaces it intends to serve. Whereas PCI Express has already begun to reshape a new generation of PCs and traditional servers, AS is intended to proliferate in multiprocessor, peer to peer systems in the communications, storage, networking, servers and embedded platform environments. Together, PCI Express and AS have the potential for building the next generation interconnects [11] .
The provision of Quality of Service (QoS) in the environment where AS is foreseen to be used will be very important. AS networks will be required to carry not only traffic of applications such as e-mail or file transfer, which does not require pre-specified service guarantees, but also traffic of other applications that require different performance guarantees, like real-time video or telephony [12] . The best-effort service model, though suitable for the first type of applications, is not so for applications of the other type [14] .
A key component for networks with QoS support is the egress link scheduling algorithm, which selects the next packet to be sent and determines when it should be transmitted, on the basis of some expected performance metrics. An ideal scheduling algorithm implemented in a high performance network with QoS support should satisfy two main properties: good end-to-end delay and simplicity. AS defines two egress link schedulers: The virtual channel arbitration table scheduler and the Minimum Bandwidth egress link scheduler (MinBW). The table-based scheduler is simple to implement and can offer good latency bounds with a fixed packet size. However, it does not work properly with variable packet sizes and faces the problem of bounding the bandwidth and latency assignments [10] .
In [6] we proposed a new table-based scheduler, which we called Deficit Table (DTable) , which works properly with variable packet sizes. We also proposed a methodology to configure this scheduler that allows us to decouple, at least partially, the bandwidth and latency assignments. Moreover, in [8] we proposed a method to increase the flexibility of the decoupling methodology without decreasing the bandwidth nor the latency performance. This method consists in using different specific Maximum Transfer Units (MTUs) for the different flows 1 . However, we also showed that the specific flow MTU must be assigned taking into account the characteristics of the traffic flow. A too small specific MTU may decrease performance of the flow. Note that, with a smaller MTU, the same amount of information may require more packets, and thus, we have a bandwidth overhead due to the packet headers and a higher latency due to the need of proccessing a higher number of packets.
In [10, 9] we examined the AS mechanisms intended for providing QoS and showed how to provide QoS based on bandwidth and latency requirements. Specifically, in [9] we showed how to use a limited version of the DTable scheduler to implement the AS table scheduler in order to support variable packet sizes. The original DTable scheduler considers a different weight per table entry, however, in this version we used the same weight to all the table entries. The resulting scheduling mechanism does not require to modify the interface provided in the AS specification for configuring the table scheduler and only requires simple hardware modifications of the original AS table scheduler. However, if we want to take advantage of the decoupling configuration methodology, we need to be able to assign different weights to the table entries.
In this paper we proposed three different ways of implementing a full version of the DTable scheduler to substitute the original AS table scheduler, but modifying as little as possible the AS specification. Moreover, we review the methods we have proposed to provide QoS over AS, now employing a full version of the DTable scheduler. We also take into account the possibility of using several MTUs. Finally, we evaluate the performance of our proposals by simulation. In order to do this, we consider a multimedia scenario with different types of traffic. Moreover, we are going to compare the performance of the DTable scheduler with the performance of the MinBW scheduler. The AS specification does not offer a particular algorithm to implement the MinBW scheduler, but only the properties it must respect. In [7] we proposed the Self-Clocked Weighted Fair Queuing Credit Aware (SCFQ-CA) and the Deficit Round Robin Credit Aware (DRR-CA) scheduling algorithms as implementations for the MinBW scheduler. Therefore, we are going to compare the DTable scheduler with these two implementations of the MinBW scheduler.
The structure of the paper is as follows: In Section 2, we review the DTable scheduler and our methodology to decouple the bandwidth and latency assignments. Section 3 presents a summary of the general aspects in the AS specification including the most important mechanisms that AS provides to support QoS. In Section 4 we propose how to provide QoS requirements over AS using a full implementation of the DTable scheduler. In Section 5, we propose how to fully implement the DTable scheduler in AS. Details on the experimental platform and the performance evaluation are presented in Section 6. Finally, some conclusions are given.
The Deficit Table scheduler
In [6] we proposed a new table-based scheduling algorithm that works properly with variable packet sizes. We called this algorithm Deficit Table scheduler , or just DTable scheduler, because it is a mix between the already proposed table-based schedulers and the Deficit Round Robin (DRR) algorithm [17] . The scheduler works in a similar way than the DRR algorithm but instead of serving packets of a flow in a single visit per frame, the service is distributed throughout the entire frame.
The DTable scheduler defines an arbitration table in which each table entry has associated a flow identifier and an entry weight. Moreover, each flow has assigned a deficit counter that is set to 0 at the start. When scheduling is needed, the table is cycled through sequentially until an entry assigned to an active flow is found. A flow is considered active when it stores at least one packet and the link-level flow control, if exists, allows that flow to transmit packets. When a table entry is selected, the accumulated weight is computed. The accumulated weight is equal to the sum of the deficit counter for the selected flow and the current entry weight. The scheduler transmits as many packets from the active flow as the accumulated weight allows. When a packet is transmitted, the accumulated weight is reduced by the packet size.
The next active table entry is selected if the flow becomes inactive or the accumulated weight becomes smaller than the size of the packet at the head of the queue. In the first case, the remaining accumulated weight is discarded and the deficit counter is set to zero. In the second case, the unused accumulated weight is saved in the deficit counter, representing the amount of weight that the scheduler owes the queue. The weights are usually expressed in flow control credits.
In [6] we have also proposed a methodology to configure the DTable scheduler to decouple, at least partially, the bounding between the bandwidth and latency assignments. With this methodology we set the maximum distance between any consecutive pair of entries assigned to a flow depending on its latency requirement. By fixing this separation, it is possible to control the maximum latency of a network element crossing. This is because this distance determines the maximum time that a packet at the head of a flow queue is going to wait until being transmitted. Therefore, given a maximum number of hops, we can control the maximum end-to-end latency. Note that setting the maximum distance between any consecutive pair of entries assigned to a flow entails assigning that flow a certain number of entries.
Moreover, we can assign the flows with a bandwidth that depends on the total weight assigned to the flow entries. The proportion of the egress link bandwidth that can be actually assigned to a flow depends not only on the number of table entries assigned, but also on two table configuration parameters. We have called these parameters w and k.
The w parameter determines the maximum weight M that can be assigned to a single table entry in function of the General MTU of the network (GM T U ): M = GM T U × w. The minimum weight that a table entry can have associated should ensure that there will never be necessary to cycle through the entire table several times in order to gather enough weight for the transmission of a single packet. Note that this consideration is also made in the DRR algorithm definition [17] . Therefore, in [6] we set this minimum value to the GMTU. However, in [8] we proposed to use different MTUs for the different flows. This means that each flow has a specific MTU equal or lower than the GMTU. Therefore, we can assign a table entry a minimum weight equal to its flow's specific MTU instead of the GMTU.
The k parameter determines the total weight that can be distributed between all the table entries. We call this value the bandwidth pool : pool = N × GM T U × k. Note that the maximum value for the bandwidth pool is N × M . The total number of weight units from the bandwidth pool that the table entries of a flow have assigned fixes the bandwidth that the flow has actually assigned.
Therefore, supposing an arbitration table with N entries, the minimum bandwidth minφ i and the maximum bandwidth maxφ i that can be assigned to the i th flow depends on the number of table entries n i that it has assigned, the w and k parameters, and the proportion between its specific MTU (M T U i ) and the GM T U :
Note that varying the w and k parameters affects the minimum and maximum bandwidth that can be assigned to all the flows. However, assigning a specific MTU to a flow only affects the minimum bandwidth of that flow.
When choosing the value of these parameters some considerations must be made. Note that the objective for this methodology is to decrease the minimum bandwidth and to increase the maximum bandwidth that can be assigned to a flow. In order to be able to assign a small amount of bandwidth the k parameter must be high. However, the highest k is, the smaller the maximum bandwidth that can be assigned, and thus, the flexibility to assign the bandwidth decreases. We can solve this by increasing the value of w. However, increasing the value of the w parameter increases the latency of the flows, because each entry is allowing more information to be transmitted, and thus, the maximum time between any consecutive pair of table entries is higher. Using different MTUs for the different flows allows us to assign a smaller amount of bandwidth to those flows with a smaller MTU than the general MTU. Moreover, the value of the k parameter can be smaller. However, the specific flow MTU must be assigned taking into account the characteristics of the traffic flow. A too small specific MTU may decrease the latency performance of the flow [8] .
Summing up, the DTable scheduler is a table-based scheduler that is able to deal properly with variable packet sizes and considers the possibility of a link-level flow control mechanism. Moreover, with our configuration methodology we can provide a flow with latency and bandwidth requirements in a partially independent way.
Advanced Switching revision
Advanced Switching (AS) is built on the same physical and link layers as PCI Express. Moreover, it includes an optimized transaction layer, providing a rich set of features and capabilities. Direct unicast communication between any two nodes, or multicast communication between a source node and multiple designated destination nodes, are supported by the AS architecture.
The physical layer consists in a dual-simplex channel, which is implemented as a transmit pair and a receive pair. A data clock is embedded using the 8b/10b encoding scheme, with an initial frequency of 2.5 Gb/s. However, the bandwidth of a link may be linearly scaled by adding signal pairs to form multiple lanes.
The link layer is responsible for data integrity and adds a sequence number and a CRC to the transaction layer. A credit-based flow control protocol ensures that packets are only transmitted when there is enough buffer space at the other end to store them, making sure that no packets are dropped when congestion appears. The flow control credit unit is 64 bytes.
An AS fabric permits us to employ Virtual Channels (VCs), egress link scheduling, and an admission control mechanism to differentiate between traffic flows. AS uses VCs to aggregate flows with similar characteristics. AS supports up to 20 The MinBW scheduler is intended for a more precise allocation of bandwidth regardless of the packet size. This scheduler consists of two parts: The first is a mechanism to provide the FMC with absolute priority, ahead of the other VCs, but with its bandwidth limited by a token bucket. The second is a mechanism to distribute bandwidth amongst the rest of the VCs according to a configurable set of weights. AS does not specify an algorithm or implementation for the MinBW scheduler, but it must respect certain properties [1] .
Moreover, fabric management software may regulate access to the AS fabric, allowing new packet flows entry to the fabric only when sufficient resources are available. Fabric management software may track resource availability by monitoring AS fabric congestion and tracking active packet flows and their bandwidth.
Providing QoS over AS with the DTable scheduler
In [10, 9] we examined the AS mechanisms and showed how to provide QoS to the applications. First of all, a set of Service Classes (SCs) with different requirements must be specified. The egress link scheduler must be properly configured to provide the different SCs with their requirements. Moreover, an admission control protocol must be used to provide QoS guarantees.
In order to define this set of SCs, we propose a traffic classification based on two network parameters: Bandwidth and latency. We distinguish three broad categories of traffic: Network control traffic, QoS traffic, and best-effort traffic. The network control traffic is high-priority traffic used to maintain and support the network infrastructure. The QoS traffic has explicit minimum bandwidth and/or maximum latency requirements. The best-effort traffic is largely insensitive to both bandwidth and latency and is only characterized by the differing priority among each other.
When various flows obtain access to the AS fabric, they will be aggregated into the SCs depending on their characteristics. If there are sufficient VCs, we will devote a separate VC to each SC. The control SC will be assigned to the FMC. Note, however, that this VC does not have maximum priority when using this scheduler, so we will consider it as any other VC with traffic of high latency requirements.
In order to provide QoS guarantees, an Admission Control (AC) mechanism must be used. Without an AC it is only possible to obtain a scheme of priorities where some SCs would have a higher priority than others, but no guarantee could be given. We only implement an AC for the QoS traffic and not for the network control and the best-effort traffic. The AC mechanism would allow a new QoS connection to be established if there is enough bandwidth all along its path.
As stated before, when using the DTable scheduler, in order to provide maximum latency requirements to the traffic of a VC, the maximum separation between two consecutive table entries devoted to that VC must be fixed. In order to provide traffic of a given VC with a minimum bandwidth, the amount of weight units from the bandwidth pool assigned to those VC table entries must accomplish with the proportion of desired egress link bandwidth.
To distribute the link bandwidth between the VCs, several things must be taken into account. First of all, it is well-known that interconnection networks are unable to achieve 100% global throughput. Secondly, QoS traffic may be bursty (for example a video transmission) and may require, during short periods of time, more bandwidth than average. Therefore, we propose that not all the bandwidth that is intended to be assigned to best-effort SCs will in fact be assigned to them, but rather only a small amount of bandwidth proportional to their relative priority. Moreover, we propose to assign the FMC not only the expected amount of the control SC traffic, but also the rest of the best-effort bandwidth and the amount of bandwidth that is expected that the network is not going to be able to provide. Note that the bandwidth left over by the FMC would be redistributed by the DTable scheduler among the rest of VCs.
When we know the maximum distance between two consecutive table entries, and thus, the number of entries, and the amount of bandwidth that we want to assign to each VC, we must choose the w and k parameters that best fit that distribution. Note that the latency performance depends on the w parameter. Therefore, an option is to establish the maximum distance between any consecutive pair of entries of the SCs taking into account the maximum w value allowed by the hardware implementation of the DTable scheduler. In this way, when configuring the DTable scheduler, we can choose a smaller w value to improve the latency performance, but, in any case, the maximum latency requirements are going to be guaranteed.
Moreover, we can limit the MTU of some VCs in order to have a smaller minimum bandwidth for those VCs and for being able to use smaller k values. We can assign each VC a different MTU at a communication library level, but this would entail to add complexity to the AS communication protocols. On the other hand, we can take advantage of the AS characteristics to simplify the process. As stated before, AS allows us to establish two different MTUs for the two unicast VC types. Therefore, we can have two sets of VCs with two different MTUs and we can assign the SCs to the VCs taking into account this. Note that those SCs that have high latency requirements, and thus require more table entries, usually have small bandwidth requirements and use small packets. Therefore, we can assign these SCs to the VCs with the smallest MTU.
There are two possible ways of configuring the schedulers at the network elements. The first possibility is to configure the schedulers in advance, defining a set of SCs with a different minimum bandwidth and maximum latency reservation [16] . This distribution would be made taking into account the expected use of each SC. The second possibility is to configure the schedulers in accordance with the connection requirements in a dynamic way. With this approach, the scheduler configuration may be modified both when a new connection is accepted and when a previously established connection ends [2] . This allows more flexibility and a more accurate use of the resources. This second possibility can be implemented in two ways. In the first one, we can modify both the distribution of the table entries and the weights assigned to them. In the second one, we fix the distribution of the table entries, and thus the maximum latency performance properties of each VC, and modify the bandwidth assignation in a dynamic way. To do this, we distribute the weight units from the bandwidth pool among the VCs in a dynamic way taking into account the minimum and maximum bandwidth that the decoupling configuration methodology allows us to assign to each VC. In this last case the reconfiguration of the arbitration table is much faster than if we modify also the distribution of the table entries.
Implementing the DTable in AS
The AS arbitration table consists in a list of VC identifiers without any weight assigned to each entry as it is the case in the DTable scheduler. As stated before, when arbitration is needed, the table is cycled through sequentially and a packet is transmitted from the VC indicated in the current table entry regardless of the packet size. This is the reason of the AS table scheduler problem with variable packet sizes: If the average packet size of the different flows is different, the bandwidth that the flows obtain may not be proportional to the number of table entries.
In [9] we proposed to convert the AS table scheduler into the DTable scheduler. To do this we proposed to assign each table entry with the same weight, the MTU. Moreover, we internally assign each VC with a deficit counter. These little changes require simple hardware modifications of the original AS table scheduler but they do not require to modify the interface provided in the AS specification for configuring the table scheduler. This simple modification solves the problem of the AS table scheduler with variable packet sizes but it does not allow to decouple the bandwidth and the latency assignments using our configuration methodology because this methodology relies on using different weights for the table entries assigned to the different VCs.
In this paper we propose several possibilities to fully implement the DTable scheduler in AS. Our objective is to be able to assign the table entries with different weights but modifying as little as possible the AS specification. The AS arbitration table is a register array with fixed-size entries of 8 bits. Each entry contains a field of 5 bits with a VC identifier value and a reserved field of 3 bits. Figure 1 shows an example of the original arbitration table with 64 entries. We propose three possibilities to assign each table entry with a weight: to use the 3-bit reserved field, to modify the arbitration table structure, and to use the same weight for all the entries of a VC. 
Using the 3-bit reserved field
The easiest possibility to implement the DTable scheduler in AS is to employ the 3-bit reserved field to assign a weight to each entry. The problem of this implementation is that this field only allows us to specify a weight between 0 and 7, and thus, several considerations must be made.
First of all, note that the weight (the number of weight units) assigned to each table entry in the DTable scheduler represents the amount of information that each table entry allows to be transmitted. This weight could be expressed for example in bytes (1 weight unit = 1 byte). However, in networks with a credit-based flow control, which is the case of AS, the flow control allows to transmit information with a granularity equal to the flow control credit size. Note that in order to transmit a packet of a given size, both the flow control and the scheduling must allow that packet to be transmitted. Therefore, expressing the table entries weight in flow control credits (1 weight unit = 1 flow control credit) is the logical option. However, as we will see, this is not always possible. Table 2 : Configuration aspects when using the 3-bit option and two different MTUs.
GM T U (in weight units
As stated before, the entry weight must represent at least the value of the GMTU. In AS, the GMTU can be up to 34 flow control credits (2176 bytes). Obviously, it is not possible to represent directly a value of at least 34 with just 3 bits. Therefore, when using the 3-bit reserved field to assign a weight to each entry, each weight unit will represent a weight equivalent to a certain number of flow control credits. The maximum weight per entry, the bandwidth pool, and the actual value assigned to each table entry are expressed in weight units. However, the scheduler is still going to consider flow control units to arbitrate. This means that the deficit counter and the accumulated weight are still going to be expressed in flow control credits.
Therefore, when an entry is selected its weight must be translated into its value in flow control credits. As stated before, the MTU is the smallest weight that can be assigned to a table entry. Therefore, a weight of 0 is not going to be used, and thus, we propose to consider the weight 0 as 1, the weight 1 as 2, etc. This allows us to specify a weight between 1 and 8 with the 3-bit field. Therefore, when a new table entry is selected, the accumulated weight is computed as: accumulated weight = def icit counter + ((entry weight + 1) × credits per weight unit). When configuring the DTable scheduler we must specify, apart from the VC identifier and weight of each table entry, the number of flow control credits that represents each weight unit.
Moreover, in order to calculate the minimum and maximum bandwidth that can be assigned to a VC, we must have a value in weight units for the GMTU and the specific MTUs, if applicable. These values indicate the minimum weight in weight units that can be assigned to a table entry depending on its associated VC. Therefore, during the configuration phase, we must choose a value between 1 and 8 weight units to represent the different MTUs. Note that the real MTU expressed in flow control credits and its equivalent value in weight units determine the minimum number of credits that a weight unit must represent. For example, if we choose to represent a MTU of 34 flow control credits with 3 weight units, each weight unit must represent at least 12 flow control credits (12 × 3 = 36 ≥ 34). Table 1 shows several configuration aspects for the different values of the GMTU expressed in weight units using the same GMTU for all the VCs. This table shows the minimum number of flow control credits per weight unit if we have a GMTU of 34. The table also shows the value of the w parameter (calculated with the expresion w = M/GM T U ), the maximum weight per entry, which is 8 in all the cases, the minimum and maximum values of the k parameter (the minimum value is 1 in all the cases and the maximum is the value of the w parameter), and the maximum value for the w/k fraction. Note that this fraction indicates the maximum bandwidth that can be assigned per table entry. In the same way, the maximum k value indicates the minimum bandwidth that can be assigned per table entry.
Let us now suppose a scenario where we have two VCs with high latency requirements, but low bandwidth requirements, and other VCs with low latency requirements. In this case, a possibility is to assign a maximum distance of 2 (50% of entries) to the most prioritary VC and a maximum distance of 4 (25 % of entries) to the other high-latency requiring VC, and to use a small specific MTU (M T U ) for them to decrease the minimum bandwidth that can be assigned to them. The remaining VCs will use the generic MTU. Table 2 shows several configuration aspects for the different values of the GMTU expressed in weight units in this new scenario (75% of entries with a MTU of M T U and 25% of entries with an MTU of GM T U , where M T U ≤ GM T U ). Table 2 shows the same information as Table 1 and also the fraction M T U /GM T U . This fraction indicates the reduction of the minimum bandwidth per table entry of the entries that use M T U . Note, that we have chosen one weight unit for M T U because it is the smallest possible. This entails using a maximum real M T U as indicated in the table (considering only the possible MTUs in AS stated in Section 3). Table 2 also shows the advantage of using two MTUs instead of only one. For example, the minimum value for the k parameter is smaller, and thus, we have a higher flexibility. Note that the minimum value for the k parameter is calculated from the minimum bandwidth pool (pool = GM T U × k, k = pool/GM T U ), which is 0.75×MTU' + 0.25×GMTU. Moreover, those VCs using M T U have a smaller minimum bandwidth. However, we have an important disadvantage because of the 1-8 range of the table entry weight: When we increase the w parameter, the flexibility increases, but the advantage of using two MTUs decreases because we have been limited the value of the specific MTU.
The bandwidth assignation granularity depends on the bandwidth pool. The maximum bandwidth pool is the maximum weight per table entry multiplied by the number of table entries, and thus, the maximum granularity is 1/(8×N).
Summing up, this possibility limits the possible values for the w parameter and the specific MTUs. This limits the flexibility of the table configuration. However, the implementation of this option is quite simple.
Modifying the arbitration table format
Other possibility is to modify the structure of the arbitration table in order to dedicate a higher number of bits to the entry weight. Specifically, we propose to use two bytes per table entry, and use 5 bits for the VC identifier and up to 11 for the entry weight.
Depending on the actual number of bits assigned to the weight we can assign a different maximum value to the w parameter. Table 3 shows the maximum w value depending on the number of bits used for the weight. It also shows the allowed weight range per entry and the maximum bandwidth assignation granularity. Note that at least 6 bits are required to represent a MTU of 34 credits. Table 4 shows the fraction M T U /GM T U and the minimum k value depending on the specific M T U value. As in Table 2 we consider a table with 75% of entries of a MTU of M T U and 25% of entries with an MTU of GM T U . This possibility allows a higher flexibility in the assignation of the w parameter and the specific MTUs values. However, it requires the double of memory to store the arbitration table than the previous option for the same number of entries. Moreover, it requires processing two bytes per entry instead of only one.
Using only one weight per VC
The third possibility that we propose is to associate the same weight to all the entries assigned to a VC. Therefore, we only need to specify a table weight per VC instead of per table entry. In order to change as little as possible the AS specification a possibility is to specify the weight assigned to the entries of each VC employing the MinBW configuration structure, which provides 12 bits to specify a weight per each VC. This allows us to specify a weight between 1 and 4096, and thus, the maximum w value is around 120 (M = GM T U × w, w = 4096/34). When a new table entry is selected, the accumulated weight is computed as: accumulated weight = def icit counter + V C weight.
This possibility also allows a higher flexibility in the assignation of the w parameter and the specific MTU values than the 3-bit option. The disadvantage of this possibility is that we cannot assign the weight units from the bandwidth pool in a totally free way between the table entries. We have to assign the weights in exact fractions of the number of entries of each VC. Therefore, the bandwidth assignation granularity is different for each VC and depends on the number of entries assigned to that VC (n i ). In this way, the maximum granularity is n i /4096.
Performance evaluation
In this section, we evaluate the performance of our proposals to provide latency and bandwidth requirements over AS with a full implementation of the DTable scheduler. We consider a realistic multimedia scenario with different types of traffic. This allows us to apply our proposals of using different MTUs taking into account the traffic characteristics. We also compare the flexibility in the bandwidth assignation of the three possibilities that we propose to implement the DTable scheduler. Moreover, we compare the performance of the DTable scheduler with the performance of the MinBW scheduler implemented with the DRR Credit Aware (DRR-CA) and the SCFQ Credit Aware (SCFQ-CA) schedulers [7] . For this performance evaluation, we have developed a detailed simulator that allows us to model the network at the register transfer level, following the AS specification. We have chosen a multimedia scenario to test our proposals, but they are equally valid for other environments.
The SCFQ and DRR algorithms
As stated before, the design of a traffic scheduling algorithm involves an inevitable trade-off among latency and computational complexity. Many scheduling algorithms have been proposed. Among them, the "sortedpriority" family of algorithms are known to offer very good latency [19] . However, their computational complexity is very high, making their implementation in high-speed networks rather difficult. The Self-Clocked Weighted Fair Queuing (SCFQ) algorithm [3] is an example of "sorted-priority" algorithm. In order to avoid the complexity of the sorted-priority approach, the Deficit Round Robin (DRR) algorithm [17] has been proposed. The main problem of this algorithm is that its delay depends on the frame length. Depending on the situation, the frame can be very long, and thus, the latency would be very high.
In [7] we proposed the SCFQ Credit Aware (SCFQ-CA) and the DRR Credit Aware (DRR-CA) algorithms. These new algorithms, which are based on the SCFQ and DRR algorithms, accomplish all the properties that the AS MinBW scheduler must have, including the interaction with the AS flow control. In this performance evaluation we compare the DTable scheduler with the MinBW scheduler implemented with these two algorithms. We have chosen the SCFQ-CA algorithm as an example of "sorted-priority" algorithm with a good latency performance and the DRR-CA algorithm because of its very low computational complexity. In order to simplify the comparison among the three schedulers, we have not reflected the different complexity into different scheduling time.
Simulated architecture
We have used a perfect-shuffle Bidirectional Multi-stage Interconnection Network (BMIN) with 64 end-points connected using 48 8-port switches (3 stages of 16 switches). In AS any topology is possible, but we have used a MIN because it is a common solution for interconnection in current high-performance environments. The switch model uses a combined input-output buffer architecture with a crossbar to connect the buffers. Virtual output queuing has been implemented to solve the head-of-line blocking problem at switch level.
In our tests, the link bandwidth is 2.5 Gb/s but, with the AS 8b/10b encoding scheme, the maximum effective bandwidth for data traffic is only 2 Gb/s. We are assuming some internal speed-up (x1.5) for the crossbar, as is usually the case in most commercial switches. AS gives us the freedom to use any algorithm to schedule the crossbar, so we have implemented a round-robin scheduler. The time that a packet header takes to cross the switch without any load is 145 ns, which is based on the unloaded cut-through latency of the AS StarGen's Merlin switch [18] . A credit-based flow control protocol ensures that packets are only transmitted when there is enough buffer space at the other end to store them, making sure that no packets are dropped when congestion appears. We are going to use the maximum MTU allowed in AS: 2176 bytes (34 flow control credits). The buffer capacity is 17408 bytes (8×MTU) per VC both at the input and at the output ports of the switches.
Simulated scenario
The IEEE standard 802.1D-2004 [4] defines 7 traffic types at the Annex G, which are appropriate for this study. We will consider each traffic type as a SC. Table 5 shows each SC and its requirements. In this way, the workload is composed of 7 SCs and each one of them will be assigned to a different VC. As stated before, the NC SC is assigned to the FMC.
We suppose a scenario in which the goal is to dedicate around 20-25% of the egress link bandwidth to besteffort traffic, around 5-10% bandwidth to voice traffic (we expect to have a lot but low-bandwidth requiring connections), around 5-10% of bandwidth to controlled load, and 40-50% of bandwidth to video traffic (a lot and high-bandwidth requiring connections). This percentages are intended to represent a multimedia scenario with a realistic combination of traffic from applications with very different requirements. Moreover, we expect that the maximum network throughput to be around 85-95%. We also consider that control and voice traffic uses small packet sizes, as it is usually the case. In [20] several payload values for voice codec algorithms are shown. These values range from 20 bytes to 160 bytes. We have selected a payload of 160 bytes for voice traffic.
Scheduler configuration
The table scheduler must be properly configured to provide the SCs with their bandwidth and latency requirements. A table of 128 entries has been used. Table 6 shows the distribution of the table entries among the SCs. It shows the maximum distance between any consecutive pair of entries, the number of table entries, and the percentage of entries that this entails for each CS. We have assigned a distance of 2, 4, and 8 to the NC, VO, and VI SCs respectively, attending to their latency requirements. Note that this entails assigning 112 entries. We have distributed 8 entries among the best-effort SCs attending to the different priority among them. Finally, we have assigned the remaining 8 entries to the CL SC. For the CL SC and the best-effort SCs we could have assigned the entries sequentially in the free gaps of the table, but to achieve better latency results for these SCs we have assigned their entries minimizing the distance between any pair of consecutive entries. Table 6 also shows the weight configuration that we have chosen to fit the bandwidth requirements stated in the previous section using the 3-bit implementation option of the DTable scheduler. As stated before, we must choose a value between 1 and 8 to represent the GMTU (in this case 34 flow control credits). We have chosen to represent the GMTU using 3 weight units. Therefore, each weight unit represents 12 flow control credits, the w value is 2.67, and the maximum specific MTU is 576 bytes (see Table 2 ). We are going to use this smaller MTU for the NC and VO SCs. Note that assigning a smaller MTU to these SCs is not going to decrease their performance because the control and voice traffic already use small packets. Note also that we Table 6: Table entries distribution and weight configuration with the 3-bit option. w = 2.67, M = 8, k = 0.76, pool =292. could use a smaller specific MTU, but the minimum bandwidth of the NC and VO SCs would not decrease more. Moreover, we have chosen a k value of 0.76. Table 6 shows the minimum and maximum bandwidth that this configuration entails (according to expressions 1 and 2) and the bandwidth φ i that has been finally assigned to each SC. Moreover, it shows the total number of weight units from the bandwidth pool that each SC has been assigned to their entries. In order to choose these parameters we have considered mainly how to provide the VO SC with a small amount of bandwidth at the same time that we assign the VI SC a high amount of bandwidth. Table 7 shows the weight configuration of the other two options that we propose as possible implementations of the DTable scheduler: to modify the structure of the arbitration table to use more bits for the weight and to use only one weight per VC. In order to compare these two cases with the 3-bit option, we have used the same values for the w and k parameters. Note, however, that the value of w is 2.68 instead of 2.67 because the value of M must be an integer (M = GM T U × w, 91 = 34 × 2.68). These two options have the same minimum and maximum bandwidth per VC. Note that the values are slightly different from the 3-bit option because in these two cases the MTUs are expressed in flow control credits and not in weight units, which is an approximation of the real value. Note also that contrary to the 3-bit case, in these cases we could have assigned a smaller specific MTU to have smaller minimum bandwidths for the NC and VO SCs. Table 7 shows an example with a MTU of 320 bytes (5 flow control credits). The main difference between the options of modifying the table structure and using one weight per VC is the granularity in the bandwidth assignment. Table 7 shows that with one weight per VC the same minimum bandwidth values that in the 3-bit case cannot be assigned for all the VCs. This table shows the two nearest values that could be assigned instead. Note that the granularity depends on the number of table entries.
Note that the difference of the three DTable implementations is the way of specifying the weight of a given table entry. This is going to affect the flexibility to assign the bandwdith to the VCs, but not the performance that they provide. Therefore, we only show the performance results obtained with the 3-bit implementation. In order to compare the performance of the DTable and MinBW schedulers, both proposed implementations of the MinBW scheduler (DRR-CA and SCFQ-CA) have been configured to provide a minimum bandwidth equal to the stated for the DTable case in Table 6 . 
Traffic pattern
The packets are generated according to different distributions, as can be seen in Table 8 . VO, VI, and CL SCs are composed of point-to-point connections of the given bandwidth. VO and CL SCs are generated following a Constant Bit Rate (CBR) distribution. In the case of the VI SC, a video trace is used to generate the size of each frame. Each frame is injected into the network interfaces every 40 ms. If the frame size is bigger than the MTU, the frame is split into several packets. The traffic of the NC, EE, BE, and BK SCs is generated according to a Bursts60 distribution [13] . This traffic is composed of bursts of 60 packets heading to the same destination. The packets' size is governed by a Pareto distribution, as recommended in [5] . In this way, many small size packets are generated, with an occasional large size packet. The periods between bursts are modeled with a Poisson distribution. The Bursts60 pattern models worst-case real traffic scenarios. The packet sizes include the AS packet header of 8 bytes.
Our intention is to show that with an AC mechanisms for controlling the QoS traffic and a relatively small amount of control traffic (as it is usually the case), the QoS requirements of the different SCs are met, whatever the load of best-effort traffic. For that purpose, we inject a fixed amount of traffic of each QoS SC (VO, VI, and CL) equal to the minimum bandwidth that they have been assigned, representing the maximum injection allowed by the AC mechanism. Moreover, we inject a fixed amount of control traffic (NC), and gradually increase the amount of best-effort traffic (EE, BE, and BK). Table 8 shows the proportion of traffic of each SC that each node injects regarding the link bandwidth. The destination pattern is uniform in order to fully load the network. Figure 2 shows the throughput and bandwidth performance of the three schedulers considered: The DTable scheduler, the MinBW scheduler implemented with the DRR-CA algorithm, and the MinBW implemented with the SCFQ-CA algorithm. The figure shows the average values and the confidence intervals at 90% confidence level of twenty different simulations performed at a given input load. For each simulation we obtain the normalized average throughput, the average packet injection latency, and the maximum packet injection latency of each flow. No statistics on packet loss are given because, as has been said, we assume a credit-based flow control mechanism to avoid dropping packets. We obtain statistics per VC aggregating the throughput of all the flows of the same VC, obtaining the average value of the average latency, and the maximum latency of all the flows. Note that the maximum latency shows the behavior of the flow with the worst performance.
Simulation results
Regarding the throughput performance, Figure 2 shows that the NC and the QoS SCs obtain all the bandwidth that they inject. However, when the network load is high (around 85%-90%), the best-effort SCs do not yield a corresponding result. From that input load, these SCs obtain a bandwidth proportional to their priority.
Regarding the latency performance, Figure 2 shows that the average and maximum latency of the NC SC and the QoS SCs grow with the load until they reach a certain value. Once this value is reached the latency remains more or less constant. On the other hand, the average and maximum latency of best-effort SCs grow with the load. Furthermore, it can be seen that best-effort SCs obtain a different average and maximum latency according to their priority. implemented with the DRR-CA algorithm for the NC and QoS SCs. These figures offer a clearer picture of the difference between the three schedulers. These figures show that both implementations for the MinBW scheduler obtain a better latency performance for the NC SC. This is because this SC is assigned to the FMC VC, which has maximum priority over the rest of VCs with the MinBW scheduler. However, we can say that the DTable scheduler obtains a very good performance if we consider that with this scheduler the FMC is treated like any other VC. Note that with this scheduler the average latency is only around 20% worse and the maximum latency around 10% worse than with the MinBW scheduler. This is because we have assigned a maximum distance between any consecutive pair of entries of 2.
Regarding the QoS SCs Figures 3 and 4 show that the DTable scheduler provides a quite better latency performance than the DRR-CA scheduler for the VO SC. However, it provides a slightly worse latency than the SCFQ-CA scheduler. Again this difference is smaller for the maximum latency statistic.
Figures 3 and 4 also show that the improvement of the DTable scheduler over the DRR-CA scheduler for the VI SC depends in high degree on the network load. When the load is low, the average latency performance provided by the DTable scheduler is slightly worse than the latency provided by the DRR-CA. However, the DTable scheduler provides a better latency when the load is high. The SCFQ provides in any case a slightly better average latency for this SC. The maximum latency performance of the VI SC presents a similar behaviour, however, the variability of the maximum latencies is higher and the differences among the three schedulers are not so clear.
Regarding the CL SC, Figures 3 and 4 show that the DTable scheduler provides a better average and maximum latency performance than both MinBW implementations.
Summing up, all the schedulers provide the same bandwidth performance. The differences among the three schedulers appear only in the latency performance. The DTable scheduler provides a better latency performance for the QoS SCs and only slightly worse latency performance for the NC SC than the MinBW implemented with the DRR-CA algorithm. It provides, however, for all the SCs a slightly worse latency than the MinBW implemented with the SCFQ-CA algorithm. However, the complexity of the DTable scheduler is quite lower than the complexity of the SCFQ-CA algoritm and only slightly higher than the DRR-CA algorithm. Moreover, as stated before, we have not reflected the different complexity of the DTable and the SCFQ schedulers into different scheduling times. If so, the comparison would be even better for the DTable scheduler. Therefore, the DTable scheduler provides a good trade-off between latency and complexity.
Conclusions
AS provides a table-based scheduler that does not work properly with variable packet sizes and faces the problem of bounding the bandwidth and latency assignments. In this paper we propose three possible modifications to the original AS table scheduler in order to fully implement the DTable scheduler. The objective of these modifications have been to be able to assign each table entry with a weight, but modifying as little as possible the AS specification. The three possibilities that we propose are: to use the 3-bit reserved field, to modify the arbitration table structure, and to use the same weight for all the entries of a VC. The difference among the three DTable implementations is the way of specifying the weight of a given table entry. This is going to affect the flexibility to assign the bandwdith to the VCs, but not the performance that they provide.
Using the 3-bit reserved field is probably the simplest possibility. However, it limits the possible values for the w parameter and the specific MTUs. The possibility of using the same weight for all the entries of a VC allows us to use higher values for the w parameter and to choose freely the values for the specific MTUs. However, the bandwidth assignation granularity is different for each VC and depends on the number of entries assigned to that VC. The possibility of modifying the arbitration table structure does not present these problems, however, it requires a higher amount of memory to store the arbitration table and needs to process two bytes, instead of one, per table entry.
Moreover, we have review our proposals of providing QoS over AS using the DTable scheduler. Specifically, we have proposed how to distribute the table entries among the VCs, how to assign the table weights, and how to assign specific MTUs to the VCs. We have also proposed to take advantage of the fact that AS defines two unicast VC types that can have different MTU values to simplify the assignation of different MTUs to the VCs.
Finally, we have evaluated our proposals in a multimedia scenario and have compared the performance of the DTable scheduler with two different implementations for the MinBW scheduler: the SCFQ-CA and the DRR-CA algorithms. The simulation results show that all the schedulers provide the same bandwidth performance, but a different latency performance. The DTable scheduler provides a better latency performance than the MinBW implemented with the DRR-CA and only slightly worse than the MinBW implemented with the SCFQ-CA with only a slightly higher computational complexity than in the DRR-CA case.
Summing up, we have shown that modifying slightly the AS specification it is possible to solve in a high degree the problems of the original AS table scheduler. The resulting scheduler would allow us to provide a good latency performance with a small computational complexity.
