Event-triggered control is applied to adaptive dynamic programming (ADP) as an effective method to reduce the computational cost, in which sampling only happens when a specific event occurs. In several cases of industrial applications, however, the sampling rate should be reduced in the given ranges where the prior knowledge of the process has been obtained. Correspondingly a greater sampled data are needed to observe the change of the control system more carefully if the controlled variables lie outside the boundary of the desired region. In response to this industrial demand, a novel adaptive sampling strategy according to a priori knowledge for different system states is proposed to reduce the sensitivity of the ADP-based methods. To implement the strategy into nonlinear continuous-time systems, an adaptive sampling condition is given. Furthermore, the stability analysis for the close-loop system is explicitly provided by using Lyapunov approach. The experimental results on the rare earth extraction process (REEP) verify the effectiveness of the proposed method.
I. INTRODUCTION
Dynamic programming (DP) has revealed a basic property of the optimal strategy for multistage decision-making process: the rest of the decision-making stages must be an optimal strategy when any one of them is regarded as the initial stage and initial state, no matter what the initial state and initial decision-making are. Along the way, the optimal value function satisfies the Hamilton-Jacobi-Bellman (HJB) equation on the basis of the optimal control principle of DP. However, it is very difficult to solve the HJB equation because of the inherent nonlinearity. In addition, the amounts of computation and storage have an astonishing boom with the growing dimension of the state and control input vectors, which is commonly referred to as ''curse of dimensionality'' [1] .
In recent years, a newly emerging method called adaptive dynamic programming (ADP) [2] shows outstanding performance in solving optimal control forward in time and has been extensively applied in common industrial
The associate editor coordinating the review of this manuscript and approving it for publication was Bohui Wang. practices such as power system [4] , cooperative adaptive cruise [5] and aluminum electrolysis production [6] . In simple terms, ADP-based methods solve the HJB equation to obtain the approximate control law using a functional neural network-based structure. In general, ADP method can be categorized as: heuristic dynamic programming (HDP), dual heuristic dynamic programming (DHP), and globalized dual heuristic dynamic programming (GDHP). In particular, the online learning rules in ADP-based control schemes were developed with a corresponding error term minimized overtime. However, these methods have a recognized shortcoming, that is, the periodic sampling policy leads to huge computational and communication burdens for neural network-based controllers.
Event-triggered control (ETC) is an effective method to reduce the computational cost, in which sampling only happens when a specific event occurs. Recently, many researchers are applying ETC to ADP-based methods and have achieved a series of results. Sahoo et al. [7] presented an approximate optimal control of nonlinear continuous-time systems in affine form by using ADP with event-sampled state and input vectors. In [8] , a novel event-triggered ADP control method was proposed for nonlinear continuous-time system with unknown internal states. Lu and Zhong et al. [9] , [10] suggested two different event-triggered ADP methods for continuous-time systems with control constraints and nonlinear discrete-time systems, respectively. Furthermore, event-based methods for a series of theoretical models, such as nonlinear systems with uncertainties [11] , unknown nonlinear systems [13] , nonlinear interconnected systems [15] , nonlinear systems with unknown dynamics [16] , and nonlinear input-constrained systems [17] , have been developed to describe the mechanical behaviors of the various objects. Consequently, the event-based ADP methods have attracted increasing attention in industrial communities with successful implementation in the fields of multi-agent network [18] , microgrids [19] , networked control systems [6] , power system [21] , continuous stirred tank reactor [22] , and so on.
In several cases of industrial applications, however, the sampling rate should be reduced to save computing and storage costs in specific ranges or zones where the prior knowledge of the process has been obtained. Correspondingly a greater sampled data are needed to observe the change of the control system more carefully if the controlled variables lie outside the boundary of the given region or zone. In other words, the designed controller can take an adaptive sampling strategy according to a priori knowledge for different system states. For instance, the aim of rare earth extraction process (REEP) is to obtain several high purity and high yield rare earth products by separating and extracting from mixed rare earth solution [23] , [24] . It should be noted that the REEP is generally consisted of the extraction section composed by N stages mixer-settler and the scrubbing section composed by M stages mixer-settler in series. The hard extracted product in aqueous phase and the easy extracted one in organic phase from the 1st and (N + M )th stages, respectively. The extraction liquid with a flow rate u 1 is injected into the 1st stage in the extraction section and flow from left to right to mix with the feed liquid with a flow rate (u 3 ) at the (N + M )th stage. Meanwhile, the scrubbing liquid is added at the (N + M )th stage with a flow rate u 2 and flows form right to left. More details will be shown in Fig. 1 . In REEP, the controlled variables (the component content at both ends of the monitoring stage) do not need to be stable at a high sampling rate, but only need to meet the requirements of a certain sampling in a specified zone. The potential benefit of using this approach is that the controller can be given greater freedom to reject the stochastic disturbance.
Therefore, a novel adaptive sampling strategy is proposed to on the basis of the different zones of the controlled variables to reduce the sensitivity of the ADP-based methods. To the best of our knowledge, it has not been reported in the published literatures that zone-based adaptive sampling rate is integrated into DHP for the nonlinear continuous-time system. The major contributions of this work are summarized as follows: • The DHP controller based on adaptive sampling technique (ASDHP) is designed on basis of priori knowledge for different system states.
• A zone-based adaptive sampling condition is given for nonlinear continuous-time systems.
• The stability analysis for the close-loop system is explicitly provided under adaptive sampling condition.
• A typical complex industrial process, rare earth extraction process, is used to verify the effectiveness of the proposed method. The rest of this paper is organized as follows. Section II formulates the problem of the ASDHP control for nonlinear continuous-time systems to be solved. The major results of this work are provided in Section III, including three parts. First, the zone-based sampling condition is given. Then, neural network-based controller is designed. Finally, the stability analysis of the close-loop system is provided for the continuous. To illustrate the performance of the proposed approach, experiments for the REEP are conducted in Section IV. Last, conclusions are drawn in Section V.
II. PROBLEM STATEMENT
Consider the continuous-time affine nonlinear system given asẋ
where
∈ m are the state and the control input vectors, respectively. f (x (t)) ∈ n and g (x (t)) ∈ n×m are the unknown continuous-time state functions. Assume that there exists a continuous-time state feedback control law u i with constraint u i ≤ u iM , where u iM is constrained boundary. is bounded and satisfies g (x) ≤ g M , where g M is also known positive constant.
The control objective is to design a feedback controller to minimize the value function, which is defined as
where Q (x) and W (u) are two positive definite matrices. Q (x) is defined as
where is symmetric positive definite matrices. In REEP, the control variables such as the extraction flow and the scrubbing flow are constrained, then W (u) can be defined as
where θ is positive constant, φ (·) represents monotone singular function with bounded derivative and satisfies φ (·) ≤ φ M , and φ −1 is the inverse of φ (·).
The Lyapunov equation for nonlinear system is defined as
where V x is the derivative of value function with respect to x. By applying (2) into (1), we obtain the Hamiltonian equation
Next, the HJB equation of continuous-time constrainedinput systems is given as
Suppose that the above equation has a unique optimal solution, then the constrained optimal control law can be obtained by solving the difference between the Hamiltonian equation and the controlled input vector u.
Substituting (8) into (7) , we have
III. ASDHP CONTROL DESIGN
In this section, the ASDHP controller is designed explicitly for the nonlinear continuous-time systems.
A. ADAPTIVE SAMPLING CONDITION
In the traditional DHP, the system states and the control inputs are updated in a fixed sampling interval. To reduce the computation load, a adaptive sample strategy is integrated into the DHP for nonlinear continuous time systems with control constraints in this paper. The controller is updated only when adaptive sampling condition is violated. The condition, we call it as adaptive sampling error (ASE), is defined as follows:
where ASE T is the threshold of adaptive sampling, it will be introduced in the subsection III-D. ASE (t) can be formulated as
where represents Hadamard product, we omit the Hadamard product in the following contents, ζ (t) is the adaptive sampling factor and its definition is given then. It is clear that x j = x δ j at t = δ j , and the last sampled state is reset with the current sampled state at every trigger instant δ j .
The controller with adaptive sampling strategy always tries to make the controlled vector x satisfy the constraint x − , x + and keep them in the desired zone ψ − , ψ + , where x − and x + represent the lower and upper bounds of the controlled vector, ψ − and ψ + represent the lower and upper bounds of the desired zone, and
To achieve the goal, we propose an adaptive sampling factor ζ (t) = [ζ 1 (t) , ζ 2 (t) , · · · , ζ n (t)] T , where n is number of the controlled variables, that is
An ideal designed adaptive sampling strategy is to maintain a low sampling rate in the region ψ − , ψ + where the prior knowledge is known, while the sampling rate increases within the constraints x − , x + of the controlled vector. In addition to the undesirable constraints, a higher sampling rate is needed to pay closer attention to the changing trend of the system state due to the lack of prior knowledge.
System (1) can be rewritten aṡ
In the adaptive sampling strategy, the feedback control law can be rewritten as
By substituting (14) into (13), to simplify the presentation, we omit the time index t in the following statement and obtaiṅ
Meanwhile, the optimal adaptive sampling control law becomes
and
Then, (6) is rewritten as
In the next subsection, we will give the implementation procedure of solving the ASDHP control law.
B. CONTROLLER DESIGN
The framework of proposed method offers three modules including critic network, action network and adaptive sampler as shown in Fig. 1 . The critic network is established to approximate the performance indexV x j , while the action network is applied to learn the constrained control law µ * (x (t)). The two approximators discussed above are updated only when adaptive sampling instant t = δ j , j = 0, 1, 2 · · · . The adaptive sampler is used to determine whether the state variables x (t) satisfy the adaptive sampling conditions. A zero-order hold (ZOH) device is employed to retain the control variable u (x (t)), and the action and critical networks will not be updated when the adaptive sampling condition is not violated. On the contrary, once x (t) satisfies the adaptive sampling condition, there is x j = x δ j and the last sampled state u (x (t + 1)) = µ x δ j+1 held by the ZOH will be reset at every sampling instant.
1) CRITIC NETWORK
The approximator based on single hidden layer neural network is used as the critic network. Let m + n, N c , and m + n be the number of neurons in the input, the hidden and the output layers, respectively. The input of the critic network is composed of n-dimension state variable x δ j and m-dimension controlled variable µ x δ j , namely, C in δ j = x δ j ; µ x δ j . Correspondingly, it is given by the derivative of the value function V x j with respect to the state variable x (t) and the controlled variable µ x δ j ,
are the weight matrices of the input-to-hidden layer and the hiddento-output layer, respectively. To reduce the computational complexity, the weight matrix w c1 is obtained by offline optimization and remained the same during the subsequent calculation, whereas w c2 is only updated.
The derivative of the performance index can be approximated aṡ (19) where ε c = ε cx ; ε cµ is the reconstruction error, and ϕ c is sigmoid function as the neural network activation function in this paper. Hence, (18) with respect to x can be rewritten as
Substituting (20) into (18)), the adaptive sampling Hamiltonian equation becomes
whereŵ c2 is the weight matrix to be solved. In the adaptive sampling mechanism, there exists two situations as follows:
First,ŵ c2 remain the same between the two sampling instants, we havê
whereŵ + c2 represents the updated weight matrix. Second, the weight update formula at the adaptive sampling instant is as follows:
where l c is learning rate, k = k 1 1 + k T 1 k 1 2 , and
2) ACTION NETWORK
Similar to the critic network, the action network is also set to be three-layer network. Let n, N a , and m be the numbers of neurons in the input, the hidden and the output layers, respectively. w a1 ∈ n×N a and w a2 ∈ N a ×m are the weight matrices of the input-to-hidden layer and the hiddento-output layer, respectively. New control law with adaptive sampling can be formulated as
To reduce redundancy of variable subscript, w a is equivalent to w a2 in this paper. ϕ a (ζ (t) x (t)) represents output of the hidden layer, and ε a is the reconstructed error. At the adaptive sampling instant, the output of the action network is the approximate control law as follows:
whereŵ a is the estimate of w a . Assumption 3: Consider w a , ϕ a , and ε a are bounded, and satisfy the conditions as w a ≤ w aM , ϕ a ≤ ϕ aM , ε a ≤ ε aM , where w aM , ϕ aM , and ε aM are positive constants. Meanwhile, the controller is Lipschitz continuous with respect to the gap, and there is a constant C that makes the following inequality holds.
Combining (25), (16) and (20), the error function is computed as follows:
Adjusting the weights of the action network is to minimize the objective function
Therefore, the weight matrix at the adaptive sampling instant can be updated aŝ
where l a is the learning rate.
C. PROCESS OF ASDHP
The ASDHP method is provided in Algorithm 1.
Algorithm 1 Implementation of ASDHP Require: w a1 , and w c1 Ensure: w a2 , w c2 1: p a : the action network; p c : the critic network; 2: set t = 0, j = 0, x 0 = x (0) 3: initialize all neural networks 4: approximate u x j = arg min u(x j)
{V (x 0 )} 5: for t < t max do 6: if x j − ζ x = ASE (t) > ASE T then 7: set j = j + 1, x j = x (t) 8: update w c by Eq.(23)
update w a by Eq.(29) 11 :
end if 13: update stateẋ = f (x) + g (x) u x j 14:
In this subsection, we proceed to prove that under the adaptive sampling condition, the nonlinear continuous-time system (4) is stable.
Theorem 1: For the continuous-time affine nonlinear system (13) , suppose that Assumptions 1, 2, and 3 are hold. The critic network is tuned by adopting the learning rules (22) and (23), while the action weight vector is updated by (28) and (29). Then, the closed-loop system (13) state is uniformly ultimately bounded if the adaptive sampling condition
is satisfied, where β ∈ (0, 1) is a design parameter. Proof: First, let us define the weight estimation errors of the critic network and the action network arew c =ŵ c −w c andw a =ŵ a − w a , respectively.
According to the definition of the ASDHP algorithm, the weights of the action-critic control architecture are updated in a non-periodic manner. The adaptive sampling control is deemed as a piecewise signal intermittently at triggering instant.
Consider the Lyapunov function defined as follows:
To simplify expression, x is equivalent to x (t). The first difference of the first term in (31) iṡ
Applying (18), we have
Calculating the difference between (24) and (25), we obtain
Substituting (20), (33), and (34) into (32),L x (t) becomeṡ
Combining Assumption (1), (2), and Q (ζ x) = x T 1 x ≥ λ min ( 1 ) x 2 , W u x j > 0, one can obtaiṅ
Considering Assumption (3), it follows from (36) thaṫ
The derivative of the second term can be written aṡ
From (13), we can rewrite it aṡ
Hence, applying (39) into (38), we havė
By using (25), (40) can be rewritten aṡ
Considering the nonnegativity of two-norm, one can obtaiṅ
If the Assumption (3) is true, (42) can be reformulated aṡ
Combining (37) and (43), one can obtaiṅ
Applying the Cauthy-Schwarz inequality, we have
Substituting (45), (46), and (47) into (44), one can find thaṫ
Combining like terms, (48) becomeṡ
Considering the adaptive sampling condition (30), then (49) arriveṡ
The terms 3 and 4 of the Lyapunov function have zero derivative due to the adaptive sampling definition, we geṫ L c (t) = 0,L a (t) = 0 (51)
Finally, combining (50) and (51), the first difference of the function (31) becomeṡ
Therefore, if the following condition is true,
where b x is uniformly ultimately bounded of x, theṅ L (t) < 0.
Since we have proved that the weight estimation errors are stable, this means it is uniformly ultimately bounded.
2) CASE 2 (SAMPLING INSTANT)
The first difference of the first term in (30) is
We know that x + =x + = x when t = δ j , then
The first difference of the third term in (31) is
Based on (21) and (23), the weights updating rules for the critic network can be rewritten as
Substituting (57) into (56), we obtain
Considering the definition of k and k 1 , the following inequalities can be derived.
Applying the Cauthy-Schwarz inequality, and substituting (59) and (60) into (58), we have
Then, the first difference of the last term in (31) can be expressed as
Combining (24), (25), and (29), the action network weight can be updated as
There exists x j = x (t) at the sampling instant, (62) becomes
Considering Assumption (2) and (3), (64) becomes
Finally, combining (55), (61), and (65), the first difference of the Lyapunov function (31) at the adaptive sampling instants becomes The proof is complete. For any sampling strategy of the continuous time system, this situation called Zeno behavior should be avoided, that is, the minimum sampling time interval is zero. Then the following theorem is given to guarantee that the system must be Zeno free.
Theorem 2: Consider the adaptive sampling condition (30), the minimal intersample time τ min is lower bounded by a nonzero positive constant and is satisfied by
, both K and η are positive constant.
Proof: From continuity, we can see that there must be γ ∈ [eps, 1] to make ζ (t) ⊗ x (t) = γ • x (t) valid. The derivative of the adaptive sampling condition ASE j for t defined in (11) can be given as
According to Assumption 1, the upper bound of the system dynamics can be expressed as
Based on (71),(72), and (11), we have
x j stays the same while t ∈ δ j , δ j+1 . In addition, the solution of (73) can be obtained with initial condition ASE j δ j = 0 as
For the jth intersample time, the adaptive sampling condition at next sampling instants satisfies (74) and (75), the lower bound on jth intersample time can be expressed by
Given γ ∈ [eps, 1] and η > 0, we have x j + γ η > 0. Then δ j+1 − δ j > 0 can be inferred. According to (76), the value of τ min = δ j+1 − δ j is ASE j+1 T x j +γ η between 0 and j,min = min j∈N ASE j+1 T x j +γ η for all t ∈ δ j , δ j+1 . Hence, the lower bound on the minimal intersample time τ min can be given by
The lower bound on τ min is a nonzero positive constant because of j,min > 0. The proof is complete.
From Theorem 2, we prove that the proposed adaptive sampling strategy can avoid Zeno behavior.
IV. EXPERIMENTS AND DISCUSSION
Elman neural networks was proposed for the purpose of modeling the system dynamics. To meet the requirement of dynamic signal modeling, Elman neural networks use the self-connection of the context nodes in the recurrent layers. This design makes Elman neural networks is sensitive to the historical inputs. In this paper, the Elman neural network is used to model the REEP during the implementation. Its structure is selected as 4-6-6-2 (4 input neurons, 6 context layer neurons, 6 hidden layer neurons, and 2 output neurons), where self-feedback coefficient is 0.5. Consider several component contents such as Nd(t), CePr(t), El(t) and Sl(t) as input variables, Nd(t+1), CePr(t+1) as the output variables, and the outputs at the previous time instant in the hidden layer as the input of the context layer. In this section, 4000 groups of the input and output data from a company [u 1 , u 2 , x 1 , x 2 ] ∈ 4000×4 of the CePr/Nd extraction process in different operating environment. x 1 , x 2 ∈ 4000×1 donate the component content values of aqueous phase Nd at the 20th stage and CePr at the 50th stage. To check the validity of the REEP model, 3000 groups of data are used as training set and 1000 groups of data are testing set. The predicted results of the two objective models for Nd and CePr are obtained, and the unnecessary details are not given due to length limitations. The maximum and average values of the prediction error of Nd are 2.8% and 0.4%, and the same indexes of CePr are 4% and -0.3%, respectively. Considering the complexity of the modeling, the predicted accuracy is sufficient to meet the requirements of the follow-up work. Here, the REEP system model can be depicted as follows:
where γ 1 and γ 2 represent the unknown dynamics respectively.
To implement the adaptive sampling strategy, we introduce two groups of the constrained parameters [
8717, 0.8800, 0.9100, 0.9217] for x 1 and x 2 , respectively. All the action and critic networks are established as three-layer neural networks with the structure as 2-6-2 (i.e., two input neurons, six hidden neurons, and two output neuron) and 4-8-4, respectively. The initial weights for both networks are chosen within [-0.05, 0.05]. The learning rates for all neural networks are set as l a = l c = 0.05. The parameters of the adaptive sampling condition are set as β = 0.8, λ min = 0.8, g M = 10, C = 0.1, the adaptive sampling condition is as
To show the performance of the proposed algorithm, four different cases are designed and the corresponding control results are given respectively. Figs. 2 and 3 show that the states x 1 and x 2 are almost monotonously and slowly approaching the stable point within 250 steps. Due to the system uncertainty, the state x 2 overshoots at about the 100th steps to 0.898, but it does not exceed the upper bound of the constrained parameters. Finally, x 2 eventually becomes stable at 0.896.
Case 2:
In the case 2, it is clearly that the state x 1 approximates the stable point (0.955) rapidly at the 180th step. We can also observe that the state x 2 overshoots at the 50th step and it continues to excess the lower bound of the constrained parameters at the 70th step to 0.899. After that, the state x 2 rapidly reaches the stable point (0.906) with the increasing of the control input.
Case 3:
From Figs. 2 and 3, we can observe that the state x 1 converges to the stable point (0.968) at the 130th step in a straightforward way. The trajectory of the state x 2 appears steep from the initial state, and x 2 overshoots at the 50th step. Then, the proposed approach forces the state x 2 to move quickly in the opposite direction at about the 65th step. Finally, x 2 reaches stability at the 130th step.
Case 4:
In this case, the state x 1 descends rapidly in the initial stage, and it overshoots at the 30th step. Next, x 1 keeps away form the stable point and excesses the lower parameter of the constrained space at the 40th step to 0.965. By employing the ASDHP method proposed in this paper, the state x 1 is driven to approach the stable point slowly and convergences to 0.978 at the 220th step. Analogously, the state x 2 can quickly adjust the tracking direction and remain near the stable point (0.899) at the 130th step.
To further show the performance of the designed controller, the control input and the state trajectory of system (32) from four initial cases are depicted in Figs. 4-6, respectively. It is clear that the control input can always steady quickly regardless of the initial states. For the case 1 as an example, the extraction liquid flow increases rapidly and then decreases until it stabilized at about 10.56 L mol when the component contents at the extraction and scrubbing sections are both lower than the minimum constrained parameters. Generally speaking, the state x 1 has a greater correlation with the control variable u 1 while x 2 is more closely related to u 2 . It can also be seen from Fig. 6 that the trajectory of the control u 2 is not a smooth curve but a zigzag line. This means the control law of the action network is only updated when the adaptive sampling error excesses the corresponding threshold. The cumulative number of the sampled data during the control process for compared methods is shown in Fig. 7 . The ASDHP method uses 100, 100, 140, and 118 samples in the cases 1-4, respectively, while the traditional DHP method needs 500 samples. It can be observed that the computational and communication costs of the proposed ASDHP method are significantly lower than those of the traditional methods when the control effect is close to each other. To be fair, we also compare the proposed method with event-triggered DHP method (ETC-DHP) [9] . We find that both methods reduce the number of sampling times compared with traditional DHP methods. However, the purpose of the proposed ASDHP is only to control any variables in the constrained zone, rather than ETC-DHP needs to guarantee controlled variables as close as possible to the set value. Therefore, the ETC-DHP needs more sampling times to ensure the effectiveness of control. Finally, Figs. 8 and 9 show the weights of the action and critic networks from the hidden-to-output layer for our proposed ASDHP approach, all of which are convergence within 100 steps.
V. CONCLUSION
In this work, an adaptive sampling strategy is integrated into the DHP to deal with a class of cases in automotive industry, where the sampling rate can be adaptively adjusted according to the state of the control variable in the specific zones. The proposed approach has undoubtedly of great benefits in reducing the required sampling and computing costs and improving robustness of the controller. The stability proof of the proposed method has been provided. The experimental results on the REEP verify the effectiveness and efficiency of the proposed method. He is currently an Associate Professor with the Chongqing University of Science and Technology. His current research interests include chaos control and synchronization, cellular automata, neural network, and associative memories.
