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Abstract
Strontium titanate is an extensively studied material with a wide range of application,
for instance in photo-catalysis and most importantly, it is used as a substrate in growth of
functional oxides. The surface chemistry is crucial and hence understanding the surface
structure on atomic scale is essential for gaining insight into the fundamental processes in
the aforementioned applications. Moreover, there exist a lot of evidence that this surface
chemistry might be controlled to considerably by extrinsic species, such as residual hydro-
gen and water.
Investigating the properties of water and oxygen on the strontium titanate surface is cer-
tainly a natural starting point for a theoretical study based on density functional theory,
because these species are practically present on the surface on a wide range of experimental
conditions and they are computationally feasible.
For the oxygen and water adsorption the binding energy is controlled by long-range sur-
face relaxations leading to an effective repulsion of the adsorbed specimen. The isolated
oxygen ad-atom forms a covalently bonded “quasi-peroxide anion” in combination with
a lattice oxygen atom. Contrariwise, in all investigated configurations containing water
molecules and hydroxyl groups, the respective oxygen atoms assumed positions close to
the oxygen sites of the continued perovskite lattice of the substrate. Most remarkably, on
the strontium oxide termination, the water molecules adsorbs and dissociates effortlessly
leading to the formation of a pair of hydroxyl groups. For the titanium dioxide termina-
tion, a coverage dependent adsorption mode is observed. Densely packings stabilize water
molecules, whereas at lower coverage and finite temperatures the formation of hydroxyl
groups is found. The energetics responsible for this behavior is consistent with recent ex-
periments by Iwahori and coworkers.
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Zusammenfassung
Strontiumtitanat ist ein häufig untersuchtes Oxidmaterial, mit einem breiten Anwen-
dungsgebiet z.B. in der Photokatalyse oder auch als Substratmaterial beim Wachstum ande-
rer Oxidschichten. Dabei spielen chemische Prozesse an der Oberfläche eine herausragende
Rolle, deren Kenntnis für eine tieferes Verständnis der genannten Anwendungen unentbehr-
lich ist. Darüberhinaus gibt es deutliche Hinweise darauf, dass diese Oberflächenprozesse
sehr stark, u.a. von Wasserstoff und Wasser beeinflußt werden.
Sowohl wegen der Relevanz als auch wegen der technischen Machbarkeit, stellt eine Un-
tersuchung des Adsorptionsverhaltens von Sauerstoff und Wasserstoff mit Hilfe der Dich-
tefunktionaltheorie einen natürlichen Ausgangspunkt dar, um genaue Einblicke in die Pro-
zesse auf der Oberfläche auf atomare Ebene zu gewinnen.
Bei der Adsorption des Sauerstoffs und des Wassers ist gleichermaßen auffällig, dass die
Bindungsenergien sehr stark durch langreichweitige Verzerrungen im Substratgitter beein-
flußt werden, welche damit eine effektive repulsive Wechselwirkung der adsorbierten Spe-
zies bewirken. Adsorbierte Sauerstoffatome bilden mit jeweils einem Sauerstoffatom des
Subtrats ein „Quasi-Peroxid-anion“, wodurch das adsorbierte Sauerstoffatom einen Gitter-
platz einnimmt, der nicht einem Sauerstoffplatz des Perovskitgitters entspricht. Im Gegen-
satz dazu wurden bei allen untersuchten atomaren Konfigurationen, die Wasser und Hydro-
xylgruppen enthielten, beobachtet, dass sich hier die adsorbierten Sauerstoffatome an den
Plätzen des forgesetzten Perovskitgitters befinden. Bemerkenswert ist die spontane Disso-
ziation und Bildung eines Hydroxylpaares auf der Strontiumoxidterminierung während des
Adsorption des Wassermoleküls. Auf der Titandioxidterminierung hingegen werden abhän-
gig von der Bedeckung Wassermoleküle und Hydroxylgruppen beobachtet. Die Energetik,
die diesem Verhalten zugrunde liegt, zeigt sehr gute Übereinstimmung mit den experimen-
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1 Introduction
For its relative simplicity, strontium titanate (SrTiO3) has been receiving attention in material
science as a model or prototype material for scientifically and technically important more com-
plex oxides [1]. Asides from this role, it has itself a wide range of potential and practical appli-
cations as well. Due to its high dielectric constant, SrTiO3 is employed for instance in silicon
complementary metal-oxide-semiconductor (CMOS) devices as a gate dielectric, because the
economically desired decreasing of the devices’ dimensions lead to extreme field strengths in
the oxide semiconductor field effect transistors (MOSFET), which can not be withstood by the
traditionally used silicon oxide and require a replacement [2, 3, 4, 5, 6, 7]. This high dielectric
constant can also be exploited in microwave devices such as tunable filters or oscillators [8],
whose role for today’s communication technology can not be underestimated.
A very important field of application for SrTiO3 is the use as a substrate material for high TC-
super-conducting [9] and ferroelectric and thin films [10], because many of these films crystallize
like SrTiO3 in the perovskite or a in a related structure. Especially piezo- and ferroelectric thin
films of high quality have many applications of which we name only as a tip of the iceberg
and to provide a basic orientation of their fundamental technological importance non-volatile
memories, microwave devices optical waveguides and displays [10, 11, 12, 13, 14]. In addition,
SrTiO3 is also employed as gas sensing device exploiting the phenomenon that doped or oxygen
reduced SrTiO3 changes its electric resistivity in the environment of for instance oxygen gas [15,
16, 17, 18]. Moreover, in fundamental research hetero-structures of SrTiO3 and LaAlO3 serving
as a model system for polar interfaces in general have recently attracted interest for the discovery
of the formation of a two-dimensional electron gas at the interface, which offers itself new
functionalities in future devices [19, 20, 21, 22, 23, 24].
Despite the different character of these interesting and important yet arbitrarily selected fields
of applications, they have in common that their in-depth understanding depends on the ability to
define and atomically flat SrTiO3 surface as well as the chemical reactions and growth processes
on it. Clearly, too rough and undefined SrTiO3 surfaces will effectively lower the quality of
the high-TC super-conducting and ferroelectric thin films, a too bumpy SrTiO3/LaAlO3 interface
will most likely not promote the emergence of delocalized electronic states and the adsorption
of gas phase molecules on the surface is what make the gas sensor finally work. Consequently,
research has also focused on fundamental chemical reactions and processes on SrTiO3 as well
as on the surface morphology itself.
However, the multitude of the experimental studies subjected to the surface of SrTiO3 and
its interaction with gas phase species and despite the various techniques that have been applied,
reflect well the number of possible models and pictures of the physics of this system. While
in early studies in the 1970’s mostly conclusions were hampered simply by too disadvanta-
geous signal-to-noise ratios, the number of experimentally observed reconstructions and surface
formations increased remarkably and formed a zoo of structures such as for instance the forma-
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tion of strontium oxide (SrO) islands [25], stoichiometric changes towards Ruddlesden-Popper
phases [26], strontium ad-atom patterns [27] and TiO2 double-layered structures [28]. Upon
sputtering with Ar+-ions, Brookes et al. found their SrTiO3 samples to be terminated predom-
inantly by a SrO-layer [29], whereas Henrich et al. [30] observed mainly TiO2-planes on top
of their samples after the applying the same procedure. The diversity of these few selected
examples suggests that the actual surface morphology of this materials actual depends on the
details in the sample preparation procedure, which was convincingly demonstrated eventually
by Erdmann and Marks by showing that three different reconstructions on the TiO2-terminated
surface may appear in on relatively similar ambient conditions [31]. This situation leaves the
industrial and scientific users of SrTiO3-surfaces with tedious approach of trial-and-error in or-
der to determine the appropriate procedures and techniques for preparing their samples. A way
to find remedy is certainly to attack the problem with theoretical methods, of which the frame-
work of density-functional theory (DFT) is most likely to make contact to experiment for its
relative good reliability in combination with the ability to treat systems of experimentally rel-
evant size. However, first the results of first serious DFT-studies were not very encouraging,
for instance Johnston et al. [32] and Heifets et al. [33] could not support the proposed TiO2
double layer over-structures proposed by Erdmann et al. as the thermodynamic equilibrium
state, and similarly as Liborio et al. qualified Kubo and Nozoye’s strontium ad-atom patterns
as merely meta-stable structures. In contrast, theoetical works agree on the fact that only the
relaxed but unreconstructed SrO and TiO2 layers surface represent the equilibrium termination
of the SrTiO3(001) surfaces. Additionally, preceding theoretical studies on water adsorption
on SrTiO3 could also not to contribute substantially to the understanding of the numerous ex-
perimental studies addressing this subject [34, 35, 36, 37, 38]. However, understanding the
interaction of water, hydroxyls and hydrogen is exceptionally important from the scientific as
well as the industrial employers’ point of view. Strontium titanate has been found to photo-
catalyze the dissociation of water upon ultraviolet light into hydrogen (H2) and oxygen (O2)
gas [39, 40, 41] a phenomenon, which was at first observed at titania (TiO2) electrodes [42]
and whose potential importance for utilizing solar energy to hydrogen fuel production is ob-
vious [43]. Doping the SrTiO3 sample with for instance Rh atom promotes this reaction even
upon irradiation of visible light [44] and coating SrTiO3 it with platinum seems to amplify this
process even further [45]. However, solar hydrogen production in general and in particular using
SrTiO3 as a photo-catalyst is still far from being application-ready because of many fundamental
problems, which are partly connected again to the problem of the exact definition and atomic
control of the surface of SrTiO3 [46]. We mention here that in spite of the much greater attention
TiO2 has received in past and present [47], SrTiO3 appears to have similar if not even advan-
tageous photo-catalytic properties compared to the latter material [39]. On the other hand, the
film-grower’s concern for water and hydrogen comes from another side. These two species can
never be really excluded in growth processes, not even in ultra-high vacuum (UHV) techniques
such as the molecular beam epitaxy (MBE) and especially not in “dirty” techniques relevant in
industry-scale applications such a metal-organic chemical vapor deposition (MOCVD) or metal
organic vapor phase eptiaxy (MOVPE) [48, 49, 50]. It is virtually unknown, how in detail these
species take part in the entire growth process, albeit some surface formations are only obtained
with the assistance of hydrogen [51] and another study reported an increased growth rates of
homo-epitaxial grown SrTiO3 [52] In addition, a very recent studies could demonstrated the
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nano-pattering of organic molecules and the formation of SrRuO3 nano-structures on SrTiO3 in
a humid ambient, showing that the understanding the interaction of water with SrTiO3 as repre-
sentative for more complex oxides materials is of utmost importance especially for oxide film
growth [53, 54].
The importance of the issue and the still open questions by experiment and theory provided
the main motivation of this work for an systematic in-depth study of the water adsorption and
dissociation on SrTiO3 by means of state-of-the-art DFT framework. Before presenting our re-
sults concerning the water molecules in Chapter 5, we discuss at first in Chapter 4 the results of
our similarly systematic study of the oxygen ad-atoms on the SrTiO3 surface. These calculations
were motivated mostly by crucial interaction of SrTiO3 and oxygen in standard sample prepa-
ration procedures and of course, because it is also part of most of the grown films on SrTiO3
substrates. We will also use this issue as a special example to introduce the formalism of the
first-principles thermodynamics, which we also apply for the adsorbed water molecule and in
which the relevance of electronic structure calculations for rationalizing the experimental ob-
servations is eventually manifested. In Chapter 6 we will then summarize our tentative results
concerning the adsorption of hydrogen ad-atom, hydroxyls and hydrogen co-adsorbed oxygen
molecules. Before addressing the results, we briefly summarize in Chapters 2 and Chapter 3 the
applied electronic structure methods applied in this work as well as some general properties of
bulk SrTiO3 and its surfaces accompanied with the verification of the applied theoretical mod-
els. Readers being familiar with these topics, having faith in the appropriateness of our way to
model the SrTiO3 surface and being interested only in the actual results are advised to skip the
next two chapters without any apprehensions.
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2 Density functional theory
Density functional theory (DFT) is nowadays the most popular technique to attack the quantum-
mechanical electronic many-body problem with a fundamental, in principle parameter-free ap-
proach for real solids, surfaces, molecules, nano-structures etc. The reason for this popularity is
the balance of accuracy as well as the relative favorable computational costs, allowing to treat
already realistic solids on a desktop computer and huge systems comprising several hundred
atoms are still feasible on super-computers.
In this chapter provides a brief overview about the central aspects of DFT itself as well as
the essential technicalities for its application within this thesis. For a detailed introduction to
method in general we refer the reader to book of Dreizler and Gross [55].
2.1 Many-body hamiltionian
With the advent of quantum mechanics in the first half of the 20th century it became clear that
matter has to be described strictly within wave-functions rather than the hitherto used parti-
cles. However, due mass of the atomic nuclei mn being at least three orders of magnitude larger
than that of the electrons me, the motion of the atomic nuclei evolves on a much larger time
scale than that of the motion of the electrons. If the latter are stipulated to equilibrate adiabati-
cally with respect to changes in the nuclei’s positions, these two subsystems may be decoupled
from each other the corresponding equations may be solved separately. This approximation
was first introduced by Born and Oppenheimer and is quite reasonable for systems of inter-
est in solid state physics and chemistry [56], but fails at extremely high energies, in plasma
or in non-radiative transition is solids, i. e. electron-phonon coupling. Thus, the atomic nuclei
are considered merely as classical point charges and masses exerting a potential on the fully
quantum mechanically treated electrons. The positions Ri of the M atomic nuclei are mathemat-
ically nothing but parameters for the time-independent Schrödinger equation for the complex all
electron wave-function ΨN of the N electrons in the system under consideration. In real-space
representation of the electronic coordinates ri the Schrödinger equation to solve reads then:
HΨN(r1,r2, . . . ,rN) = EΨN(r1,r2, . . . ,rN) , (2.1)
providing the total energy E of the system. The resulting Hamiltionian for the entire system
reads then in atomic units relating the elementary charge e to e = me = h¯ = 1:
H =−1
2∑i










|ri− r j| , (2.2)
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where ∆i denotes the Laplacian with respect to the spatial coordinates of the ith electron. The
four terms represent from left to right the kinetic energy of the electrons, the coulomb repulsion
of all the nuclei with the atomic number Zi, the coulomb interaction of the electrons with the
nuclei and the coulomb interaction of the electrons with each other. The factor of 12 of the last
three terms corrects for the double-counting of the pair-interaction. of the ith nucleus and the
in jth electron. The interaction of the particles with themselves in the second and the last sum
has to be excluded explicitly from the sumation for obvious reasons. Equation (2.1) represents
a partial differential equation for 3N variables and can not be attacked analytically for systems
having more than N = 2 particles. Brute force numerical methods are also limited for slightly
larger problems for the finiteness of the computer memory and for the finiteness of the human
lifetime. Thus, one has to be content with approximations. Mathematically, Eq. (2.1) poses the
problem of finding the spectrum of the n eigenvalues En and the corresponding eigenstatesΨn of
the hermitian operator H. It can be shown that there exists a lower boundary for the eigenvalues
and it is practical to focus at first on the lowest one, i. e. n = 0, which will be referred to in
the following as the ground-state. The ground-state contains already substantial information
about the many-particle system, because it is known from every day experience that this is state
in which all physical system will tend to assume. In turn, if we have found an algorithm being
capable of calculating the ground-state wave-functionΨ0 and the ground-state energy E0 exactly,
we can formulate a similar problem to obtain subsequently all further, i. e. excited eigenenergies
and eigenstates of the original problem:
H→ H−E0 |Ψ0〉〈Ψ0| , (2.3)
where we have used the common abstract bracket nomenclature to denote the eigenstates Ψn of
the Schrödigner equation.
Still, the exact calculation of the ground-state wave-function and the ground-state energy is
formidable problem, which we will be hereafter only concerned with and which lets us drop the
subscript enumerating the individual eigenstates.
For any test wave-function ΨTest one may calculate the corresponding test energy ETest =
〈ΨTest|H |ΨTest〉, which has to be greater than the actual truly exact ground-state energy. Thus,
minimizing ETest yields also a representation of an approximate ground-state wave-functions,
which is the essential statement of the variational principle.
2.2 Hartee-Fock approximation
Quantum mechanics teaches that the wave-function itself contains all accessible information
physics of electronic system but its not an observable itself, because it may have numerous, yet
equivalent representations. A physically significant quantity being directly derived from Ψ in





dr32 . . .dr
3
N |Ψ(r,r2, . . . ,rN)|2 , (2.4)
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which is indeed nothing but the probability to find an electron within the infinitesimal volume
element dr3 multiplied by N. A simple Ansatz was introduced by Hartree for the all-electron
ground-state wave-function and is based on the assumption that the electrons are described in
the absence of any atomic nuclei, external potentials and infinite spatial separation for each other
as the product of the N individual one-electron wave-functions ψi [57]:
ΨN(r1, . . . ,rN)
!
= ψ1(r1)ψ2(r2)ψ3(r3) . . .ψN(rN) with ψi(ri) = ϕi(ri)χi , (2.5)
where ϕi(ri) denotes the spatial wave-function of the ith electron and χi stands for its spin-
function. Note that the wave-function and the coordinates of the ith electron is marked individu-
ally. Whereas in Newtonian mechanics identical particles can by distinguished by means of the
strict determinism and the initial conditions, in quantum mechanics they can not. Therefore, any
one-electron wave-function depends only on the coordinates of one electron in an one-electron
system, in a many-electron system all coordinates may serve in principle as arguments. Thus,
the shape of all-electron wave-function in Eq. (2.5) is just one special case, in fact, all permuta-
tions of the spatial variables have to be considered and the most general Ansatz is certainly the
normalized sum of all these permutations:
Ψ(r1,r2, . . . ,rN) =
1√
N! ∑{P}
(±1)p(P)P [ψ1(r1), . . . ,ψN(rN)] , (2.6)
where the operator P realizes one special of the N! possible permutations comprising the simul-
taneous exchange of the spatial coordinates of p electrons. For the sake of most generality, we
have to allow in principle the change of the sign ofΨ upon exchange of two electron coordinates.
Any physically relevant observable such as for instance the electron density are not altered by
this operation as it can be seen directly in Eq. (2.4). Pauli showed that for particles having a
half-numbered spin, i. e. Fermions and in particular electrons with a spin of 12 , the negative sign
applies strictly in the last expression [58]. Consequently, the all-electron wave-function assumes
the shape of a determinant, which is being called in this context “Slater-determinant”. In fact, if
two all-electrons posses an identical set of quantum numbers, Ψ vanishes exactly and therefore
such a state can not exist. This is of course nothing but a reformulation of the Pauli’s exclusion
principle [59].
The Ansatz of the wave-function in Eq. (2.6) can now be used in combination with the varia-
tional principle to calculate the approximate ground-state energy on the necessary condition that
the number of electrons is conserved. This introduces a set of Lagrange-multipliers εi playing the
role one-particle energies of the one-particle wave-functions ψi. The sum of these εi represents
then the approximate total ground-state energy. The reduction of the initial many-body problem
to N effective coupled single particle problems is a feature of the Hartree-Fock approximation,
which lets each single-particle feel only an effectively averaged or mean-field-potential created
by all the other electrons. This shortcoming can be remedied with higher-level techniques such
as for instance the coupled-cluster method [60], the Møller-Plesset perturbation theory [61], the
Greens-function technique [62, 63].
The actual derivation of the Hartree-Fock equations was performed at first by Fock [64] and
can be found in many textbooks today in the version of Slater [65]. Because it involves some
7
2 Density functional theory
algebra we skip it for the sake of brevity and proceed directly with discussing the result. In the
following the contribution due to the coulomb repulsion of the atomic nuclei will be omitted,
because it induces only an energetic shift being of no importance here. Next we introduce an




























ψ∗j (rβ )ψi(rβ )
|rα − rβ |
]
ψi(rα) , (2.8)
where the term in the squared brackets contains the classically expected mutual repulsion of the
electrons and the a non-classical term due to the exchange of the electronic spatial coordinates.
The remarkable feature is that for i = j both terms cancel and manifest therefore the absence of
non-physical self-interactions of the electrons. In a purely classical treatment this would have
to be enforced only by explicit exclusion of the respective terms from the summation. The
second issue to note is that due to the strict orthogonality of the spin-functions, only electrons
with a parallel spin contribute to the exchange-term. This lets the energy decrease only due to
the anti-symmetry of the all-electron wave-functions keeping spin-parallel electrons apart from
each other and creates consequently an effective depletion of electron density at the point r due
to the presence of another electron located around r′. We try to illustrate this a little bit more




dr33 . . .dr
3





This quantity can be viewed as the probability to find in a system of N electrons two of them
simultaneously within the volume elements at r and r′. In the classical limit, where the electrons
would interact with each other only via the bare coulomb repulsion, the electron-pair density
is exactly the product of the density at the points r and r′. Using the many-particle ground-
state wave-function obtained within Hartree-Fock approximation, we rewrite the pair density as
a sum of these densities and a modifying term, which should contribute predominantly at close
distances and which should also be proportional to the electron density itself:
n(r,r′) = n(r)n(r′)+n(r)nX(r,r′) . (2.10)
The last expression defines the exchange- or “Fermi”-hole” nX(r,r′), which depends on two
points in space and allows to visualize the effect of the anti-symmetry of the electronic wave-
function in terms of the electron densities. Integration over r′ and combining the last expressions
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2.3 The density as key variable
yields then two important relations:∫






|r− r′| , (2.11)
where the second one defines the exchange energy of the many-electron system. Furthermore,
for collapsing points r and r′ and two spin-parallel electrons the two-electron density vanishes,
suggesting that the exchange-hole computes here in spin-saturated systems with equal number
of spin-up and spin-down electrons to the half of the negative density. Consequently, it should
be restricted in general to negative values as well, i. e.,
nX(r,r) =−12n(r) nX(r,r
′)≤ 0 . (2.12)
Subtracting the first term on the right hand side gives Eq. (2.10) the general shape of a correlation
function and suggests the definition of the so-called correlation energy [66]:
ECorr = EExact−EHF , (2.13)
as the difference of EExact being the total ground-state energy obtained from the strictly exact,
in most cases unknown solution of the all-electron Schrödinger equation and EHF being the
same energy obtained within Hartree-Fock approximation for the same Hamiltonian. Therefore,
the “correlation energy” includes misleadingly only energy contributions due to the correlation
of electrons with anti-parallel spin orientation. Unsurprisingly, the evaluation of this term is
possible only in some limiting cases and finding decent approximations for realistic systems is a
formidable task and subject of ongoing research. One of those limiting cases is the homogeneous











where aB is the Bohr-radius, such that rS gives a measure of the average electron-electron dis-
tance in a homogeneous electron gas with the density n. Here, the first two terms on the right
hand side are calculated within the Hartree-Fock approximation and thus the remaining terms
represent the correlation energy.
2.3 The density as key variable
Whereas many strategies to tackle the many-body problem outlined in Section 2.1 are based
on wave-functions, using the electron density as primary variable does provide insight into the
problem as well, which we were trying to hint at in the last paragraphs. Another advantage of
the electron density is that it is a physical intuitive quantity, which is certainly not the case for
a N-particle wave-function, if N becomes very large. In fact, for systems with more than only
1000 electrons, there are fundamental arguments that cast doubt on the legitimation of such a
very-many wave-functions as a practical scientific concept [68].
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Historically, the electron density was used as a key variable at first by Thomas and Fermi [69],
leading to a number of expression tractable at that time and paving the way for the density
functional theory to come. However, the actual results obtained with the Thomas-Fermi model
are inaccurate rendering this approach interesting only for educational purposes and we will go
further into it.
The actual breakthrough for density functional theory was made by Hohenberg and Kohn in
1964, when they delivered a strict prove that the ground-state wave function of an electron gas
exerted to an external potential VExt. can be bijectively mapped onto the corresponding ground-
state electron density [70]. The other way around, a given ground-state density determines up to
an arbitrary constant uniquely VExt. and consequently any observable in the ground-state of the
possibly very complex many-body system. The ground-state total energy of such a many-body
system as a special but important observable can be written:
E[n(r)] = F [n(r)]+
∫
dr3VExt.(r)n(r) , (2.15)
where F [n(r)] is the universal Hohenberg-Kohn functional, depending exclusively on the elec-
tron density in the entire space. In a second step Hohenberg and Kohn proved that for this
ground-state energy the variational principle strictly holds. Thus, as it will approach the exact
ground-state energy, minimizing E with respect to the density n(r) is the central task within
DFT.
In addtion, the last form illustrates furthermore that the “external” potential is one arising only
due the interaction with the atomic nuclei being represented by the third term in the many-body
Hamiltonian in Eq. (2.2). Hence, increasing complexity of the system of interest does not form
a principle obstacle for DFT. The functional F [n(r)] contains only fundamental contributions
such as kinetic energy and the remaining electron-electron interactions:






The last term represents obviously the classically expected electron-electron repulsion or Hartree
contribution to the total energy and will labeled EHartree[n(r)] in the following letting us introduce
the Hartree-potential as well:
EHartree[n(r)] =
∫






|r− r′| . (2.17)
The first term T0[n(r)] computes the kinetic energy of the system with an electron density n(r)
for the hypothetical case of total absence of electron-electron interactions being symbolized by
the subscript. This purely mathematical trick enabled Kohn and Sham to decouple the N-particle
problem into N single-particle problems [71]. The contribution to the kinetic energy due to
the electron-electron is then subsumed with all further non-classical terms to the exchange-
correlation energy EXC, which will be commented on forward below. The great advantage of
this approach over the preceding Thomas-Fermi equations is that this interaction-free kinetic
energy may be treated exactly for the hypothetical interaction-free electrons of which each is
10
2.3 The density as key variable
being described in a single-particle wave-function ϕi(r). With the definition of the exchange-










we lump together the latter, VExt and VHartree into one effective local one particle potential VEff(r).
Variation of E[n(r)] about the ground state density yields then with a Lagrange multiplier λ :
δT0[n(r)]
δn(r)
+VEff(r) = λ , (2.19)









εi = λ . (2.20)
These equations are called Kohn-Sham equations and express eventually the mapping the many
particle interaction to N interaction-free single particles of which each is feeling the potential
caused by the remaining N − 1 particles. The fictitious interaction-free electrons have then
the so-called Kohn-Sham eigen-energies εi and occupy the so-called Kohn-Sham orbitals ϕ(r).
Strictly speaking, the latter quantities are not physically relevant, only the total density and the
energy constructed from them is essential. On the other hand, we realize that the Kohn-Sham
eigen-energies can also be understood as the partial derivative of the total ground-state energy
with respect to the occupation number of the orthogonal Kohn-Sham orbitals [72]. Thus, in
practice the Kohn-Sham eigenvalues and orbitals are identified frequently with the real physical
electron wave-functions and energies.
The Kohn-Sham equations have to be solved self-consistently in a similar manner as the
Hartree-Fock equations. Starting with a set of trial wave-functions, one constructs the effec-
tive potential VEff(r) and solves Eq. (2.20) to obtain a new set of wave-functions. This procedure
called any self-consistent-cycle (SCF-cycle) is repeated continued until the input density elec-





letting us finally compute the ground-state energy from Eq. (2.15). For the sake of clarity, we
have dropped here the factor of two for the spin-degeneracy of the orbitals. In principle, if
there existed a recipe how to construct exchange-correlation energy EXC[n(r)] exactly from a
given density, the grounds-state properties of any physical atomic system could be calculated
exactly on the basis of the hitherto developed DFT-formalism. However, this recipe is presently
unknown letting us therefore compile some fundamental properties of this functional.
Given the exact many-body ground-state wave-function being of the Hamiltonian in Eq. (2.2)
lets us calculate again the electron pair density defined in Eq (2.9). Consequently, we may write
down an analogue for Eq. (2.10), defining the exchange correlation hole nXC(r,r′), which can
11
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|r− r′| with nXC(r,r
′) = nX(r,r′)+nC(r,r′) , (2.22)
where we have introduced in addition the correlation hole nC(r,r′). It is intuitively clear that
similar to the pure exchange-hole, nXC(r,r′) should tend to zero in the limit of very distant
positions r and r′. An integration over one spatial variable similar to Eq. (2.11) yields then∫
dr′3nXC(r,r′) =−1 ,
∫
dr′3nC(r,r′) = 0 , (2.23)
saying that the exchange-correlation hole contains exactly one electron and implying that the re-
lations in Eq. (2.12) apply also for nXC(r,r′). Furthermore, we estimate the exchange-correlation
hole for collapsing points in space in full analogy to Eq. (2.12):
−1
2
n(r)≥ nXC(r,r)≥−n(r) , (2.24)
The upper bound corresponds to the total absence of the correlation, implying that the Hartree-
Fock approximation delivers already the exact solution of the Schrödigner equation. The lower
bound in turn suggests that the correlation energy in Eq. (2.13) dominates over the pure exchange
energy in Eq. (2.11). Because both the exchange-correlation-hole and the pure exchange hole
tend to zero in the limit of large distances, the last relation also implies that the correlation has
its largest effects only on short distances.
Exploiting the isotropic character of the coulomb interaction we rewrite EXC after substitution












such that we may evaluate the inner integral in spherical coordinates. This form makes clear that
EXC depends only on the spherical average of the exchange-correlation hole, Thus, the actually
important ground-state energy does not depend crucially on details of nXC, which raises hopes
that also relatively simple approximations for nXC(r,r) may yield already realistic estimations
for EXC[n(r)]. In order to abbreviate the nomenclature we introduce the exchange-correlation
energy per particle εXC(r) and the exchange-correlation potential by setting where the mid-term
in the last equality stands for the functional variation of the EXC[n(r] with respect to the electron
density. Of course, the variational principle holds for any approximation for εXC, however, it is
not ensured that this certain approximation describes then the correct physics of the Schrödinger
equation. Thus, solving Eq. (2.15) can result ground-state energies below the one that would
be obtained from the exact solution Eq. (2.2) showing that approximation for the exchange-
correlation functional is not systematically improvable. Consequently, the focus has shifted from
solving the Schrödinger equation to find a decent approximation for the exchange-correlation
energy per electron.
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2.4 Common exchange-correlation functionals
Since it is universal, the most straightforward way to approximate the exchange-correlation func-
tional EXC[n] is simply to calculate it exactly for a special system of low complexity and then
apply this solution to the actually interesting systems of high complexity. Such a simple toy-
system is the homogeneous electron gas, whose total energy can be represented approximately
with the expansions in Eq. (2.14). A numerically exact solution for this problem has been in
delivered by Ceperly and Alder [73], which may then serve to provide a parameterization of the
total energy for any density in the homogeneous electron gas [74]. The exchange-correlation
energy of the complex system reads then
ELDAXC [n(r)] =
∫
n(r)εHom.XC [n(r)] , (2.26)
where εHom.XC [n(r)] is the exchange-correlation energy of the homogeneous electron gas having a
density found at the point r in the system under investigation. The label LDA stands for local
density approximation reflecting the fact that only the density at the point r contributes to the
exchange-correlation energy, whereas the exact functional is strictly speaking a function of the
entire space as illustrated in Eq. (2.22). Neglecting the modifications due to density inhomo-
geneities is in fact a serious approximation, but thanks significance of the spherical average of
nXC(r,r′) and the fact that the LDA obeys the relations in Eq. (2.24) [75, 69], it works remark-
ably well for solids with a rather slowly varying electron density, for instance simple metals.
For systems with huge density inhomogeneities such as isolated molecules the LDA fails in
most case to provide an accurate description. Typically, the LDA overestimates severely the
strength of chemical bonds and underestimates thereby the dimension of lattice constants and
bond lengths.
Before proceeding we note that using exclusively the electronic density as the key variable
is sufficient only in strictly diamagnetic system, i. e. in absence of any net spin polarization of
the system. However, the total electron density itself does not contain any information about the
electronic spin, whose effects entered hitherto only implicitly with the behavior of the exchange-
correlation functional. Considering para-, ferro- or anti-ferromagnetic systems on the other hand
require an explicit treatment of the densities of the spin-up and spin down electrons, because here
the spin polarization is an important physical observable. The incorporation of the explicit spin-
up and spin-down densities n↑(r) and n↓(r) into the DFT-LDA formalism was introduced by
Barth and Hedin and Gunnarson and Lundquist [76, 77] allowing us write the LDA exchange-
correlation energy formally as:
ELSDAXC [n↑(r),n↓(r)] =
∫
n(r)εHom.XC [n↑(r),n↓(r)] , n(r) = n↑(r)+n↓(r) , (2.27)
where LSDA stands for local spin approximation. Within this formulation, minimizing the total
energy can be more efficient even for diamagnetic systems, because the degrees of freedom for
optimizing the density has effectively doubled. In the following, we will use for the sake of
brevity this spin-polarization only when absolutely inevitable,
An intuitive extension of the LDA to surmount at least partly the strict locality is the inclusion
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of density gradients into the exchange-correlation [78, 79, 80]. Earliest suggestions date back to
Hohenberg and Kohn themselves [70], however, the incorporation of the density gradient does
not necessarily improve the results with respect to real physics [81].




dr3 f (n(r),∇n(r)) , (2.28)
where the function f (n(r),∇n(r)) needs to be constructed from the knowledge of some limiting
cases. For instance, the case of the uniform charge distribution should be at least approximately
recovered, i. e. f (n(r),0)) u n(r)εHom.XC (n(r)). Numerically f (n(r),∇n(r)) can then be con-
structed in the limit of slowly varying density by an expanding the exchange-correlation hole to
a power series of second order, which should be cut off for long distances (cf. Eq. (2.23) and
Eq. (2.24)) in order to mimic the behavior of the exact exchange-correlation hole. The actual
breakthrough for the for the GGA was made by Perdew and Wang when finding an analytic
expression satisfying the required criteria and to which is referred commonly since then as the
PW91 functional [82]. A simplification of this functional involving only minor changes of lower
significance has been published by Perdew et al. as the PBE functional, which is arguably one
of the most if not the most widely applied flavor of the GGA [83]. The latter two functionals
provide a substantially better description for atoms, molecules and solids with significant density
inhomogeneities. Contrasting the LDA, GGAs do in most cases underestimate bond-strengths
and overestimate in turn geometrical dimensions. However, by construction the GGAs can not
comprise an accurate parameterization of the exchange part and provide simultaneously a good
description in the limit of the nearly constant electron density [84].
The LDA and GGA are commonly referred to as “semi-local” exchange correlation function-
als, because taking into account only density gradients renders the GGA being far from truly
non-local. Since they are available in parameterized form, the evaluation of EXC[n(r)] is quite
convenient and adds practically no measurable further computational cost to calculations. Ap-
plying these two to the same system and comparing the results allows to estimate the reliability
and the accuracy of the approximation for the exchange correlation.
2.5 Plane-wave basis set
So far we did not comment on the practical aspects when solving the Kohn-Sham equations. At
first a reasonable basis spanning the Hilbert-space of the problem has to be selected. The best
choice depends of course on the exact problem of interest. For isolated atom and molecules,
analytically hydrogen-like basis-sets centered and the atomic nuclei are a common choice, be-
cause they are not too different from the actually targeted solution, which will eventually be
represented as a linear combination of atomic orbitals (LCAO). A disadvantage of this choice is
that such localized basis are not strictly orthogonal, when centered at different positions, leading
to a superposition error that needs to be taken care of.
Consequently, non-localized basis sets, such as plane-waves spanning the entire Hilbert-space
of the problem offer the most systematic representation of the electronic wave-functions, because
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they are naturally orthogonal, complete and independent of the actual atomic geometry under
consideration. Therefore, plane-waves are also especially suited for geometries exhibiting a high
degree of periodicity such as solids, being considered as infinitely extended Bravais lattice one
a primitive unit cell. The use of pure plane-waves implies the strict periodicity of the atomic
arrangement contained in the super-cell, which is in turn the primitive unit-cell of an artificial
Bravais lattice being defined uniquely by three linearly independent lattice vectors. For the case
of strictly three-dimensional solids this super-cell be identified directly with the primitive cell of
the crystal lattice. Aperiodic systems, such as defects in solids, surfaces or isolated molecules
and atoms can be modeled by larger super-cells effectively suppressing possible unphysical in-
teractions between the periodic replica. Further details of this approach can be found in the
excellent review by Payne et al. [75].
According to the Bloch’s theorem we may express the wave-function ψ a single electron in
the infinitely extended lattice of the periodically repeated atomic arrangement in the super-cell
as product of phase factor and a part being of same periodicity as the entire lattice [85]:
ψ j,k(r) = u j,k(r)eikr with u j,k(r) =∑
G
A j(G+k)e(iGr) , (2.29)
where u j(r) is a function with exactly the same periodicity as the entire lattice, which can also
be expressed as the Fourier series expanded in reciprocal lattice vectors G. The reciprocal lat-
tice vector k is defined only within the Brillouins-zone of the super-cell and j enumerates the
single particle wave function. If the Fourier coefficients A j(G) are known, the electronic wave-
functions are obtained by a discrete Fourier transform:
ψ j,k(r) =∑
G
A j(k+G) exp(i(k+G)r) . (2.30)














A j(k+G′) = 0 . (2.32)
Solving this equation numerically exact for infinitely many Fourier components requires to ex-
tend the summation over the entire infinite reciprocal lattice, which poses at least substantial
technical obstacles. On the other, an infinite summation is not necessary to describe the relevant
physics, because extreme large reciprocal lattice vectors correspond to extremely large momenta
of the electrons. Because we are focusing on the ground-state anyway in which extremely fast
electrons travelling through the super-cell lattice are excluded by construction, the upper bound
of all occurring momenta is set by Heisenberg’s uncertainty relation. with the inner shell elec-
trons being tightly concentrated in the vicinity to the atomic nuclei. Therefore the number of
terms in Eq. (2.32) necessary to describe the essential physics depends on the largest atomic
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number of any species in the system under investigation. On the other hand, by definition the
reciprocal vectors depend on the size of the super-cell and therefore it is much more convenient
to truncate the series for maximum kinetic energy, which is called the cut-off energy
ECut ≤ 12 (k+G)
2 , (2.33)
and which is a technical parameter set before the actual calculation starts. This determines
then the maximal reciprocal lattice vector in the summation in Eq. (2.32). This illustrates again
the power of plane-waves as basis functions, because increasing ECut improves systematically
the numerical quality of the resulting electronic wave-functions and energetics. However, apart
from excitation in X-ray spectroscopy, the inner shell electrons play only a minor role in the
overwhelming number of studies in chemistry and solid state physics interesting formation and
breaking of chemical bonds. Therefore, replacing the ionic potentials and the inner core elec-
trons with so-called pseudo-potentials lets us reduce the number summands in the series of
Eq. (2.32) even further without substantial loss of information.
Before going into detail on that, we introduce at first another purely numerical simplification.
The Kohn-Sham equations have to be solved formally at every point in the Brillouins-zone re-
flecting the fact that the infinite array of super-cell contains infinitely many electrons. This is not
acceptable for human with a finite lifetime and therefore, one has to pick a number of k-points
in the Brillouins-zone being used to form a sum, which approximates eventually integrals as for








f (k)|A(k+G)|2 , (2.34)
where Ω stands for the volume of the super-cell. The problem is now to chose a set of k-points
each being associated with a certain weight f (k) to ensure that the summation indeed approx-
imates the integral well. In the special but frequently occurring case that the corresponding
real-space variable can be represented as a real number, the same function transformed to recip-
rocal space obeys also some simple symmetries with respect to the center of the Brillouins-zone,
even if the function is non-symmetric in real-space and which lets us omit immediately some
regions on the Brillouins-zone from the explicit summation. If the function is in real-space in-
variant under certain symmetry operations, the actual necessary integration and summation area
in reciprocal-space shrinks even further to the so-called irreducible wedge. Only from this wedge
one has to pick k-points for performing the sum in Eq. (2.34) and the final result is multiplied ac-
cordingly. The acceleration of the computation is being paid by introducing a dependence of the
total energy E[n(r)] on the actually employed k-point-set. This can be in principle surmounted
by the scheme introduced by Monkhorst and Pack, which picks the k-points in a way that the
integral is the better approximated the larger the k-point-set is [86]. The k-point-set itself can





The idea of using weak pseudo-potentials and a reduced number of electrons in the system
instead of strong full atomic potentials and the full number of electrons exists for quite some
time [87, 88, 89]. This is seamlessly integrated in the Kohn-Sham equations simply by replacing
the external potential in Eq. (2.15) with the pseudo-potential VPseudo(r), which is a superposition




where RI denotes as before the coordinates of the Ith atom. Each atomic pseudo-potential has a
certain radius rCut within which the number of oscillations of the electronics wave-functions
should be reduced, because these oscillations can be captured only with high-energy short-
wave length contributions of the plane-wave expansions. It is understood that beyond their
specific radius rCut the atomic pseudo-potential should produce wave-functions being identi-
cal to their full, all-electron counterparts. It is understood that these two regions need to be
connected smoothly, because discontinuities will necessarily require again larger basis sets.
Because the self-consistent solution of the Kohn-Sham requires an accurate electron density
in the entire super-cell, the charge density produced by the electronic pseudo wave-function
within rCut should therefore also not deviate from the case of the full atomic potential. Pseudo-
potentials satisfying these criteria are called “norm-conserving” and have been developed since
the 1970’s [90, 91, 92, 93, 94, 95]. They have the great advantage of being “transferable”
meaning that these pseudo-potentials are capable to describe the valence electrons of the respec-
tive atomic species irrespective of the specific environment, which is highly desirable from a
methodological point of view. A pseudo-potential becomes “more transferable” the smaller rCut
is, which has to be paid in turn with increased basis sets in the actual calculation. In addition,
we mention that so-called local pseudo-potentials depending only on the distance to the respec-
tive nuclei do not guarantee unrestrictedly the exact scattering behavior, making it necessary to
define then the consequently termed non-local pseudo-potentials, which operate individually on
each component of the angular momentum of the electrons.
However, despite their great improvements, norm-conserving pseudo-potentials still require
basis-sets prohibitively large for the calculation of extended system comprising some hun-
dred atoms. For this reason we applied within this thesis only Vanderbilt’s ultra-soft pseudo-
potentials, allowing to reduce the number of plane-waves even further [96, 97]. The essential
trick here is to relax the requirement of norm-conservation, thus in the ultra-soft formalism the
wave-functions alone do not reproduce the physical charge-density within rCut, i. e. in the close
proximity to the atomic nuclei. The difference between the exact charge density and the pseudo-
charge density are called augmentation charge functions QInm(r) and are centered at the Ith atom
and strictly confined to within a sphere of rCut:





where ϕn(r) stands here for the Kohn-Sham orbital obtained from an all-electron calculation,
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whereas φn(r) symbolizes the same orbital with the ultra-soft potential applied instead. The






∣∣β In〉〈β Im∣∣ . (2.37)
Making use of the bracket notion,
∣∣β Im〉 denote angular momentum eigen-functions, i. e. essen-
tially spherical harmonics centered at the Ith ion times a radial part letting them vanish beyond
rCut. These and the coefficients of the matrix DInm have to be determined for each atomic species
specifically. Since the solution of the all-electron Kohn-Sham equation serves as a reference,
one needs to do this specifically for each applied approximation of the exchange-correlation in
the effective potential. A detailed description of the procedure how to do this practically can be
found in the paper by Laasonen et al. [97] and we continue with the implications of the scheme.
The physical electronic charge density is then decomposed into a “soft” part proportional to the












Consequently, the entire calculation has now been decomposed into a part of the atomic core
regions and the region of the valence electrons, whose wave-function can be described using
only very few short-wave-length components. In turn, much computational effort is saved when
sparing the update of the augmentation charges after each SCF-cycle, which is strictly speaking
another approximation. The effective potential in the Kohn-Sham equations written in Eq. (2.20)
has now been extended with non-local part in Eq. (2.37), complicating the solving algorithm of
the Kohn-Sham equations and sacrifices the strict orthogonality of the pseudo-wave functions.
We have to be content with
〈φi| Sˆ





∣∣β In〉〈β Im∣∣ , (2.39)
defining the hermitian overlap operator or matrix Sˆ. Despite of these complications, within
this thesis only ultra-soft potentials have been applied in production calculations, because the
substantially decreased number of plane-waves outweighs clearly the disadvantages.
A general drawback of the appliance of pseudo-potentials is the resulting arbitrariness of the
total ground-state energy. The removal of the inner-cores makes E[n(r)] also depend on the
actual employed flavor of pseudo-potential. Moreover, how many inner-shell electrons are in-
corporated depends on nothing but the user’s reasoning and resources, thus the computed total
energies themselves have to be considered as absolutely arbitrary. When interested only in rela-
tive energies due to formation and breaking of chemical bonds, this does not form an obstacle,
in fact, it is even advantageous, because those energetic differences will be range typically from
of 0.1 eV to not more than several eV. In an all-electron calculation total-energies are probably
some thousand or ten-thousand eV greater in magnitude, which requires then an accordingly
higher relative numerical accuracy.
In the last two section we have introduced some approximations that are unlike the approxima-
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tion exchange correlation not of fundamental nature. Artifacts that are only due to the numerics
should of course be eliminated from the targeted results. This is best achieved if all total en-
ergies contributing to the actually interesting energy difference are computed used exactly the
same pseudo-potentials and same set of technical parameters, in particular identical plane-wave
cut-off energies and k-point-sets. Artifacts due to numerical noise can be avoided rather effi-
ciently, in fact, this cancellation of errors allows very often to use smaller basis and smaller
k-point-sets than the bare total energies would require.
2.7 Hellmann-Feynman forces
Up to now we have focused only on the total ground-state energy of a given atomic configuration.
This covered the electronic subsystem by solving Eq. (2.20) for the set of given atomic species
and their positions. The actual ground-state in turn would also require an additional optimization
with respect these ionic positions, i. e. a geometry optimization. These geometry optimizations
were the bulk actual calculation of this thesis and therefore we briefly comment on them.
Finding the atomic ground-configuration is synonymous to minimizing the forces on the
atoms. These can be calculated by means of the Hellmann-Feynman theorem, which states that
the derivative of the ground-state energy of any Hamiltonian Hλ with respect to a certain exter-
nal parameter λ equals the ground-state expectation value of the derivative of the Hλ itself [98].

















Since the atomic coordinates RI are precisely such external parameters, this last formula provides
an useful recipe to calculate the ionic forces, which can then be used to optimize energy with
respect to the atomic coordinates. In practice, the total force on the Ith atom can be separated a
part due to the ion-ion and the ion-electron interactions:
FI = FIonI +F
Elec
I . (2.41)
The ionic contribution can be obtained by direct differentiation with respect to the ionic posi-
tions and for the electronic part the Hellmann-Feynman theorem applies. The Hamiltonian in
Eq. (2.40) has to be understood and the Kohn-Sham Hamiltonian with already applied approxi-
mation for the exchange correlation rather than the exact many-body Hamiltonian in Eq. (2.2).
However, due to the numerical approximations we introduced in last two sections, we can be
almost certain that the obtained ground-state wave-function is flawed by purely numerical er-
rors. In this case all three terms in the upper line of Eq. (2.40) remain and the reliability of
resulting forces will be poor. This error can be subdivided again into a part due to the incom-
pleteness of the basis-set and the error, which is introduced by a spurious alteration of the ef-
fective Kohn-Sham potential due to the subsequently iterated inaccurate electron density [99] in
the self-consistency calculation. These two error contributions are especially vicious if the basis
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functions depend on the coordinates of the ions, rendering in this case the numerical derivation
of the total energy with respect to the ionic positions favorable [100, 75]. Contrariwise, if the
Hilbert space spanned by the basis is independent of the ionic positions such as for instance
plane waves, both sources of error vanish exactly and the Hellmann-Feynman theorem can be
applied unrestrictedly [99]. This is even the case for not fully converged plane-wave basis sets
and thus the numerical error of the ionic forces is determined predominantly by the noise of the
coefficients in the Fourier expansion of the Kohn-Sham wave-functions. Therefore, after having
obtained the Fourier coefficients A j(k+G) in Eq. (2.30), the forces on each ion in the super-cell
can be calculated directly without making explicit displacements of the atoms necessary.
With the atomic forces at hand, numerous methods can be employed to optimize the atomic
positions and to find consequently the relevant ground-state configuration. In this work we used
the Broyden-Fletcher-Goldfarb-Shanno (BFGS) algorithm for this purpose [101].
2.8 Technicalities and extensions
Within this thesis all essential electronic ground-state calculations have been performed using
the CASTEP-code [102], which implements the introduced methodology in a very efficient way.
There exist many more algorithms for the solution of the Kohn-Sham equations than the direct
diagonalization of Eq. (2.32). A direct diagonalization is unfavorable because decent basis sets
comprise frequently 104−105 plane-waves and the diagonalization of 104×104 or larger matri-
ces poses technical problems and limits effectively the size number of Kohn-Sham- orbitals and
thus the number of atoms in the super-cell.
Alternatively, minimizing directly the ground-state energy in Eq. (2.16) with respect to the
wave-functions using conjugate gradient methods is a promising approach [75]. This is much
more efficient because the N eigen-states of the N lowest eigen-energies of the Kohn-Sham
Hamiltonian in Eq. (2.20) are calculated directly whereas the diagonalization of a 104× 104
matrix computes all 104 wave-functions, of which the largest part is unoccupied and there-
fore irrelevant. However, this scheme becomes unstable for metallic systems, because many of
the occupied highest states lie at the Fermi-level and it is hard to identify, which of the com-
puted wave-functions contributes to the density and which does not. These instabilities are
surmounted by introducing an artificial temperature to the electronic subsystem and permitting
fractional occupation numbers of the electronic wave-functions [103]. This is being paid with
the appearance of an entropy contribution to the total energy, which needs to be taken care
of after self-consistency is achieved. Another problem is then the additional dependency of the
Kohn-Sham energy, the Kohn-Sham wave-functions and hence the density with the Kohn-Sham-
Hamiltonian itself on these occupation numbers. In principle, with sufficiently many internal
updates of the wave-functions, the density and the Hamiltonian the variational principle may
be maintained, i. e. with each SCF-cycle the total energy decreases further [104]. In principle,
this method can be accelerated by omitting many of these costly updates, which leads then to
a certain discrepancy between the internally used wave-functions and the used density. When
approach self-consistency, this discrepancy should become immaterial, of course. However, this
trick being essential for the speed-up of the algorithm reintroduces possible instabilities, which
can be remedied in turn by mixing the current electron density in a smart way with the densities
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obtained in previous SCF-cycles. This procedure is non-variational, which means that the total
energy can also be approached from below, possibly after oscillating for some SCF-cycles and is
therefore also potentially unstable. In spite of these problems, different flavors of the last algo-
rithm turn out to be the fastest way to achieve self-consistency of the electronic density, even for
non-metallic system. Within this thesis only the latter “density-mixing” method was employed
and we refer the reader for further details to the paper of Kresse et al. [105] and the references
therein.
Having now outlined the DFT-formalism as the methodology for the treatment of electronic
structure, we shall comment here on its weaknesses and possible extensions before turning to
the actual scope of this thesis. The major drawback of the DFT-formalism is certainly the miss-
ing of the truly universal exact exchange-correlation functional. The presented semi-local ap-
proaches offer a very good balance between computational cost and accuracy with respect to
nature, however there have been attempts to extend. The so-called meta-GGAs incorporate not
only gradients of the density but also second derivatives of the density and thus they include
terms proportional to the kinetic energy [106, 107]. This leads then to a further complication
when constructing the Kohn-Sham effective potential, because this depends then on the spe-
cific Kohn-Sham orbitals, leading to the formulation of the optimized effective potential (OEP)
formalism [108].
Truly non-local approximations for the exchange-correlation were already formulated by
Gunnarson et al. in 1979 [109], but due to their increased computational cost it was used only
sporadically and it became only recently a serious alternative to the semi-local approach for
extended system [110]. The complication arises here due to the splitting of the exchange cor-
relation potential into three parts which are designed to fulfill in combination of the known
properties of the true exchange-correlation functional, similar to those in Eq. (2.23). With more
powerful computers available, this approach might possibly become applied more frequently for
real system’s of interest.
Steps into another direction were taken by Becke [111], who proposed to calculate the ex-
change correlation energy as a weighted sum of the exact Hartree-Fock exchange and the LDA
exchange-correlation energy. Several flavors of such “hybrid functional” mixing schemes exist,
which differ only in the weights in the sum of the differently approximated exchange-correlation
contributions. These weights are chosen either a priori [112] or they have been determined by
fitting the results to experimental observations [113]. To some extent this approach can be jus-
tified rigorously [114], however, the evaluation of the Slater-determinants is prohibitively costly
for large plane-wave sets. On the other hand, localized basis functions require typically smaller
basis sets and are therefore much more convenient for hybrid functional calculations.
The last approach corrects in many cases also for the electronic band-gap being severely un-
derestimated by DFT with the standard semi-local functionals applied. For instance, the band
gap of silicon, which has been the example material of DFT, is underestimated about 50% by
the LDA with respect to experiment and for germanium the same functional does not find a band
gap at all letting this semiconductor appear to be a metal [115]. However, it is not clear if this
correction due to the mixing of the exact exchange semi-local exchange correlation reflects a real
physics or if its just coincidence based on the fact in traditional Hartree-Fock approximation, the
electronic band gap is usually overestimated [108]. In addition, it is also not quite clear if pure
ground-state theory is able to calculate reliably physical quantities inherently derived from elec-
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tronic excitations even if the universally true, universal exchange correlation functional would
be known and applicable [108]. On the other hand, the excited states that would be derived from
an exact solution of the Schrödinger equation with the Hamiltonian in Eq. (2.2). Therefore, the
calculated excited state within DFT can be viewed from the standpoint of a perturbation theory
consideration as the approximation of the zeroth order of the electron excitation energies [116].
In fact, reliable band gaps can only be obtained rigorously by using many-body techniques
beyond the DFT-formalism, for instance within GW -approximation [62, 117] or the within the
couple-cluster method [60]. These techniques are still being far away from applicable for system
of interest, which motivated Animosivs et al.’s Ansatz in order to mimic a realistic band gap
within a semi-local DFT calculation [118, 119]. The idea is to add a Hubbard like repulsion
energy U to the effective Kohn-Sham potential for some specific atomic orbitals. This can
be also quite helpful when treating transition metals with half-filled d- or f -bands of strongly
correlated electrons and it restores at least partly the true exchange correlation functional with
its discontinuities in the energy derivative with respect to number of electrons [120]. In practice,
one may adjust the “wrong” DFT band gap simply by increasing the U-parameter accordingly.
This introduces obviously some arbitrariness into the formalism, despite the fact that the are
recent efforts being made to motivate the value of U from higher-level theories [121].
Although the list of advances and recent development in the field could easily be extended we
stop we for the sake brevity and turn to the application of the formalism to SrTiO3.
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This chapter introduces the basic characteristics of the of SrTiO3 as well as its (001) surface
which will be the relevant one for this work. For the sake of brevity, we restrict ourselves to
mention only the different phenomena, detailed information should be taken from the quoted
references. Recalculating some of those properties will also serve to explain some practical
aspects of the methodology and to verify our approach of modeling the surface of this material.
3.1 Bulk properties
Strontium titanate is a representative of the ternary perovskites with the general form ABO3, in
which A stands for a mono- or divalent metal atom and B for a tetra- or pentavalent metal atom.
At room temperature it assumes the cubic ideal perovskite structure with Pm3¯m symmetry and
has a lattice constant of 3.905 Å [122]. As schematically illustrated in Figure 3.1 it may be
viewed either as a stack of alternating SrO and TiO2 layers or as an array of TiO6 octahedra
in a cubic arrangement being linked together at the apices by sharing the oxygen atoms. The
strontium atoms occupy then the spaces in between the octahedra. The latter picture of the struc-
ture is particularly suited when visualizing the low-temperature structure phases of SrTiO3 but
also of the entire perosvkite family. Upon lowering the temperature down to 105 K - 110 K,
neighboring oxygen octahedra tilt against each other and break thereby the crystal’s symmetry
from cubic to tetragonal, which leads eventually to an approximate doubling of the unit cell
vectors [123, 124, 125, 126, 127]. This converse rotation manifests one of the simplest con-
ceivable and therefore most intensively studied examples of a second-order displacive structure
phase transitions, whose investigation in theory as well in experiment has contributed a lot to the
concept of “soft-phonons”, which in turn play an essential role in structure phase transitions in
general [128]. Because this transition at 105 K does clearly not lead to an electric dipole in the
material and because it is not anti-ferroelectric it is called anti-ferrodistortive, emphasizing that it
is a pure modification of the structure reducing the crystal symmetry [11]. Lowering the temper-
ature further results in additional distorted crystal phases or elastic anomalies at 65 K [129] and
35 K [130], however, even at 0 K a true ferroelectric state is never achieved, because of quantum
fluctuations due to the relatively low mass of strontium [131]. Therefore, pure SrTiO3 is like
for instance KTaO3 a so-called incipient ferroelectric, and can be brought intriguingly into a
true ferroelectric state by manipulating the crystal lattice by means of chemical [132] or isotopic
substitution [133] or the appliance of epitaxial stress [134, 135, 136] or mechanic stress [137].
It is interesting to note that replacing strontium with lead or barium yields PbTiO3 or BaTiO3,
respectively, two materials having a similar lattice constant in the cubic phase and essentially
the same electronic structure like SrTiO3, but which are known to assume ferroelectric phases
at room temperature [11, 138, 139]. This illustrates that many physically interesting and techni-
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Figure 3.1: Schematic illustration of the bulk structure of SrTiO3 in the undistorted Pm3¯m phase. Color
code for this and all consecutive figures: big red (dark) spheres: strontium, big green (bright)
spheres: titanium, small blue (bright) spheres: oxygen.
cally potentially important properties of the individual representatives of the perovskite family
depend crucially on the ratio of the size and mass of the constituents and which then leads to a
very complex interplay of the electronic and crystal structure. This is of course highly material
specific and for the sake of brevity we direct the interested reader for further information about
the particularities of different perovskite materials to the list compiled by Lines and Glass in
their excellent textbook [11].
The temperature dependence of the structure of SrTiO3 lets us face a dilemma. The water and
oxygen adsorption on SrTiO3 we want to address with this work take place at elevated temper-
atures certainly above 110 K, letting us consider SrTiO3 always its the ideal cubic perovskite
structure. On the other hand electronic structure calculations are carried out formally at 0 K,
which means that we deal with a constraint system being not exactly in its ground state. How-
ever, because relevant energetics are always being derived with respect to a reference system,
for example the bulk structure or the absorbent-free surface, we have good hope that errors due
to the strictly speaking incorrect structure cancel to large extent. On the other hand, for bond
lengths calculated within our model of SrTiO3 we have to accept presumably a large error-bar.
3.1.1 Model of bulk SrTiO3
The first step before starting a pseudo-potential DFT calculation is to generate or to pick the re-
spective pseudo-potentials for the different atomic species. This should offer a balance between
accuracy and “softness”, i. e. the fast convergence of the atomic properties with respect to the size
of the basis set. Within this thesis we employed almost exclusively ultra-soft pseudo-potentials
from the CASTEP’s pseudo-potential library. It is understood, that for each different employed
approximation for the electronic exchange correlation a specifically generated pseudo-potential
for the respective species was used. Concerning the results presented in this thesis the electronic
configuration modeled by the exchange correlation specific pseudo-potentials was the always
same, namely 2s22p4 for the oxygen, 3s23p64s23d2 for the titanium 4s24p65s2 for the strontium
and unsurprisingly 1s for the hydrogen atom. The tests shown in this chapter as well as the




Before re-calculating some properties of the material in order to compare to experiment and
further published theory data, we have to ensure that the numerical accuracy is guaranteed. This
is first and foremost controlled by two quantities: the number plane waves in the used basis
set and the number of integration points in Brillouins-zone. These two parameters have to be
appropriately in order to provide of course accurate energies and forces, but also and to keep
calculations still feasible. As a basic observable we used the formation energy of bulk SrTiO3 at







The convergence of this energy with respect to the numerical parameters is shown in Figure 3.2,
where for the total energies of SrTiO3, Sr, Ti and the gas phase oxygen molecule on the left hand
side of Eq. (3.1) the experimental geometries were used. The calculated data proves indeed that
(8×8×8)-k-points and a plane wave basis of 430 eV are well sufficient to ensure a numerical
quality of better than ±10 meV of EFormSrTiO3 for both functionals, i. e. no substantial improvement
of the description of chemical bonding can be expected for using denser k-point-meshes or more
plane-waves. Clearly, the experimental structures serve only as a first guess and the actual pro-
duction calculation have to be carried out with the numerically determined lattice constants and
bond lengths. These theoretical equilibrium geometries depend on the employed functional and
pseudo-potentials, but also on the numerical accuracy of the employed basis set. While the first
two of these dependencies can never be really surmounted, the latter should be eliminated. Fig-
ure 3.3 shows for the LDA and the PBE functional the lattice constants and the bulk modulus of
SrTiO3 as well as the force exerted on one oxygen atom in an oxygen molecule with the experi-
mental oxygen-oxygen bond length. The first two quantities are obtained simply by calculating
the total energy of SrTiO3 upon variation of the lattice parameter and fitting the resulting data to
the formula of Birch and Murnaghan [140, 141], while the third is taken from the directly from
the CASTEP output files as obtained for plotting Figure 3.2. The motivation to monitor these
properties is that the lattice constant, the force and the bulk modulus depend on the total energy
as well as on its first and second derivative with respect to geometrical parameters. Thus having
these quantities numerically converged lends credence to the computed atomic arrangements as
well as the resulting energetics.
We ascertain constancy of the lattice constant and the bulk modulus with a range of 2% for
a plane wave basis cut-off energy of 380 eV or greater. However, for the PBE-functional, the
force on the oxygen molecule is more sensitive with respect to the plane wave basis and re-
quires therefore a slightly increased number of plane waves. Since the bulk of our production
calculations in Chapter 4, Chapter 5 and Chapter 6 are geometry optimization requiring reliable
forces, all essential calculations reported in this work have been carried out using a plane wave
set of corresponding to exactly 430 eV appearing to be a good compromise between numerical
accuracy and computational cost.
In Table 3.1 we compare our results to some values reported in previous publications and we
find very good agreement for the LDA- as well as the PBE-functional. However, we note that
hybrid functionals, such as the HSE- or B3PW-functional [142, 33] seem to give much better
agreement with the experiment for the price of increased computational costs. In Appendix A
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Figure 3.2: Formation energy of bulk SrTiO3 as a function of the k-points and the plane-wave basis
cutoff energy for the LDA (left side) and PBE (right side) xc functional. For this plot, for
SrTiO3, Sr and Ti the experimental lattice constants and for the gas phase oxygen the experi-
mental oxygen-oxygen bond length was used. The insets show the same respective data on a
smaller scale. For the energies in the upper panel a plane wave basis corresponding to 430 eV
was used, whereas the data in the lower ones was obtained using (8×8×8)-k-points.
and Appendix B we report the theoretically optimized geometries and energetics of the further
species on the right hand side of Eq. 3.1.
3.1.2 Electronic Structure
Pure SrTiO3 is transparent with a high refractive index ranging from 2.3 - 2.5 for visible light
at room temperature [146], which was exploited in its historically first major application as a
substitute for gem stones in jewelry [16]. At room temperature it has a dielectric constant of
approximately 330, which qualifies it for applications in high voltage capacitors, most impor-
tantly as a substitute for SiO2 in CMOS-devices. Upon lowering the temperature the dielectric
constant rises proportional to the reciprocal temperature to reach finally its saturation value of
approximately 18 000 at 1.4 K [147], albeit it may decrease again on the appliance of large static
electric fields [148]. Moreover, below the 110 K phase transition, the dielectric constant unveils
its actual tensor-character in mono-domain SrTiO3 samples [129]. In addition we remark, strong
electric fields also seem to introduce a lattice distortions, in the cubic high temperature phase
illustrating once again the interplay of the electronic and the crystal structure [149].
Doping with different species or oxygen-reducing of SrTiO3 allows to tune this material from
an n-type to a p-type semi-conducting behavior [150, 151, 152], it may exhibit proton conduc-
tivity [153, 154] and leads at lowest temperatures below 0.5 K to super-conductance [155, 156,
157]. This temperature dependence of many properties of SrTiO3 shows again, that much of






















































Figure 3.3: Lattice constant a0 and bulk modulus B and the force exerted on one oxygen atom of oxygen
molecule with the experimental bond length of 1.20 Å as function of the plane-wave basis set
for the LDA (left side) and the PBE (right side) xc-functional.
Table 3.1: Comparison of our calculated lattice constant and bulk modulus of SrTiO3 to










LDA [32] 3.85 200
LDA [144] 3.87 194
PBE [142] 3.943
PBE [138] 3.94 169
HSE [142] 3.904
B3PW [33] 3.903
Exp. [145] 3.905 184
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Figure 3.4: Left: Electronic band structure of bulk SrTiO3 calculated in LDA. The topmost states in
valence band serving also energetic reference as well as the bottommost in the conduction
band are highlighted in red color. Right: Electronic density of states (DOS) of bulk SrTiO3.
The (empty) filled curves denote the (un-)occupied states. Panel (a) shows the total DOS,
panel (b), (c) and (d) the individual projection on the oxygen, titanium and strontium atoms,
respectively.
running ground-state 0 K electronic structure calculations, and we therefore restrict ourselves to
the simpler and more general properties.
In the most simplistic picture, SrTiO3 is a purely ionic crystal in which the titanium and
strontium atoms donate four and two electrons respectively to the three oxygen atoms in the
unit cell. Thus, the two cations are positively charged Ti4+- and Sr2+-species, whereas each
oxygen atoms takes up two electrons forming thereby a O2−. This electronic configuration
makes SrTiO3 an insulator with an electronic band gap between 3.2 eV and 3.3 eV [146, 158],
where the top of the valence band is formed by the O 2p electrons, while the bottom of the
conduction band consists of the depopulated Ti 3d states. Thus, the electronic properties of this
material are predominantly controlled by these electronic levels. In Figure 3.4 we present the
calculated electronic band structure, which exhibits the principle features reported already in
previous theoretical studies [159, 143, 160]. The severe underestimation of the electronic band
gap is a trademark of the semi-local functionals and can be therefore expected. However, we note
that Heifets et al.’s hybrid functional as well as Cappellini et al.’s “LDA+simplified GW” [161]
approach overestimate the band gap with approximately the same error as the traditional LDA
and PBE underestimate it and do therefore not provide a clear systematic improvement with
respect to the experiment. In addition, we analyze the electronic density of states of SrTiO3
in Figure 3.4 a little bit further. Obviously, the contributions of the strontium atoms to the total
eigenvalue spectrum are to too far away from the valance band maximum or conduction band
minimum and therefore the strontium atoms can be expected already at this point to play only
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Table 3.2: Comparison of direct and the Γ point and minimal, indirect electronic band
gaps calculated for different functionals and comparison to values reported in
literature.
EGap(Γ) [eV] EGap(R−Γ) [eV]
This work LDA 2.18 1.85
PBE 2.57 2.15
Theory
LDA [162] 2.22 1.89
LDA [161] 2.24 1.90
LDA+GW [161] 5.42 5.07
B3PW [160] 4.43 4.16
Exp. [162] 3.75 3.25
an indirect role in the formation of chemical bonds on adsorbates on the surface and thus in
particular for the growth. In panel (c) of Figure 3.4 on the right hand side, we also present the
contribution of the symmetrically inequivalent 3d states of the titanium atoms. Typically for
octahedral coordination is the splitting of d-orbitals into the two groups of eg and t2g symmetry,
respectively [163]. The first ones are linear combinations of the atomic dz2 and dx2+y2 orbitals
pointing directly to the ligands and rendering thereby respective bonding levels lower in energy
than those t2g states, which are formed in turn by the dxy-, dxz- and dyz- atomic levels. For the
anti-bonding and in SrTiO3 unoccupied 3d orbitals, this energetic ordering reverses letting only
the t2g-states form the bottom of the conduction band. We note that this electronic structure is
extremely similar to the one of TiO2 [1], which is also responsible for the similar behavior these
two materials in many respects [1].
Although it may be useful in some cases as an intuitive picture to rationalize certain phenom-
ena involving charge rearrangements [164], closer inspection of Figure 3.4 casts doubts on the
aforementioned simplistic image of the charge rearrangement and pure ionic bonding in SrTiO3.
The partial occupation of bonding 3d orbitals shows that there exists indeed some covalency
in the chemical bonding of the crystal. In the following, we will therefore quantify the ionic
charges using Hirshfeld- and the Mulliken charge portioning schemes [165, 166]. The Hirsh-
feld scheme relies only on a comparison of the electronic density of the composite structure and
electronic density of the individual, neutral atoms. In contrast, the Mulliken scheme analyzes
the projections of the individual contributions of the atomic wave-functions to the all-electron
wave-function of the entire system. The numerical values of these two approaches can not be
compared directly, however, in the trends they predict should be similar.
In Table 3.3 we list the Hirshfeld- and Mulliken charges of the oxygen-, titanium and strontium
atoms in bulk SrTiO3. Both charge partitioning schemes point at a charge separation between the
SrO and TiO2 planes, which constitute the bulk of SrTiO3. The resulting dipole moment pointing
from the TiO2 to the neighboring SrO planes cancels effectively in the bulk, but it may have
severe consequences at the surface. As pointed out already by Goniakowski and Noguera [167],
this effective charging of the planes is only due to the partial covalency and symmetry of the
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Table 3.3: Calculated Hirshfeld- (QH) and Mulliken charges (QM) of bulk of the three
constituting species of SrTiO3 for the LDA and PBE functional.
O Ti Sr
QH [e]
LDA -0.28 0.46 0.39
PBE -0.30 0.49 0.41
QM [e]
LDA -0.71 0.80 1.32
PBE -0.74 0.85 1.38
oxygen-titanium bonds in the bulk.
3.2 Surface of SrTiO3
Experimental studies addressing exclusively the surface of SrTiO3 and its structure have been
performed since the 1970’s and still many open questions remain, which will be illustrated with
only a few examples in the following paragraphs. The bulk of the experimental studies focused
on the (001) surfaces, because it has the lowest surface formation energy and is considered to be
non-polar on the basis of the purely ionic picture mentioned in the last section. As it can be seen
already from Figure 3.1, the SrTiO3(001) surface has two different possibilities for terminating
the (001) surface, either with the SrO or the TiO2 layer. Therefore many experimental studies
were concerned with the important question of how to identify and prepare these two kinds of
surfaces. In the following paragraphs we will try to illustrate the difficulties of understanding
the SrTiO3 surface by outline briefly the most important experimental studies on this issue. For
a more detailed overview we refer the reader to the summery given by Deak and the references
therein [168].
The experimental techniques used to study the SrTiO3 are mostly standard in surface sci-
ence and for an introduction to, for instance, ultra-violet photo-emission spectroscopy (UPS),
X-ray photo-emission spectroscopy (XPS), low energy electron diffraction (LEED) of reflection
high-energy electron diffraction (RHEED) we refer the reader to standard textbooks in surface
physics or general experimental physics [169, 170]. Further non-standard techniques are intro-
duced in detail by the cited publications or the references therein. However, because it will be
important in Chapter 5 we will briefly comment about the surface imaging techniques with sub-
nano-meter resolution, such as the atomic force microscopy (AFM), friction force microscopy
(FFM) and scanning tunneling microscopy (STM). The STM was developed historically at first
and acquires the topographic information about a surface by observing the tunneling current
between a tip and surface a function of the lateral and vertical position of the tip on the sam-
ple [171]. This method probes therefore electronic states near the Fermi-level and is therefore
not particularly well-suited for insulators such as non-doped, non-reduced pristine SrTiO3. For
these cases, the AFM is much more useful, because the surface morphology is here probed by
measuring the electrostatic and van-der-Waals forces exerted on the tip. Since these force are
directly correlated with the total charge density, mapping the deflection force on the tip-holding
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cantilever provides information about the surface topology [172, 173]. Measuring in addition
simultaneously but separately the torsion of the cantilever yields also information about the lat-
eral forces, or “friction-forces” exerted on the tip, serving as an indicator for different chemical
species on the surface [174, 175]. These and similar methods allow indeed an investigation of
surface structures with the sub-nano-meter resolution in real space by moving an atomically
sharp tip over the sample using the piezo-electric devices. For further questions referring to the
details of this technique we refer the reader to Lüthi et al.’s paper [176].
Early studies using LEED report that simple fracturing of the sample yielded a (1×1)-pattern,
whose brilliance was significantly improved upon oxygen annealing. Sharp LEED patterns in-
dicated a good periodicity of the surface structure and in ultra-violet photo-emission (UPS)
spectra a peak attributed to surface oxygen vacancies disappears [30]. In combination with
Auger-electron spectroscopy (AES) the latter work found also evidence that Ar+ sputtered and
subsequently annealed surface would lead to a largely TiO2 terminated sample. However, as
Cord and Courths demonstrated, the sharpness as well as the periodicity of the observed LEED
patterns depends on the time of the anneal and on the oxygen pressure, substantiating that the
surface morphology depends SrTiO3 crucially on the exact conditions in the environment [177].
This impression is further amplified, when comparing the experimental results using similar
sample-treatments, but different measuring techniques. A widely applied surface preparation
procedure was established by Kawasaki et al. who used buffered NH4F-HF (BHF) solutions to
etch selectively the capping SrO layers to finally obtain SrTiO3 samples terminated exclusively
with TiO2 [178]. Such prepared samples where then used by Kido et al. and Nishimura et al. to
study by means of the medium-energy ion scattering (MEIS) the effects of oxygen annealing on
the surface structure [179, 180]. The basic observation is that the fraction of TiO2 on the surface
is reduced to to 88%, i. e. 12% of the surface is terminated with a SrO capping layer. Yoshi-
moto et al. studied the surface of similarly as-received and oxygen annealed SrTiO3 samples
using coaxial impact-collision ion scattering spectroscopy (CAICISS) and found in agreement
with Kido et al. and Nishimura et al. that these are predominantly TiO2 terminated. However
upon homo-epitaxial growth, the entire surface of the samples were reported to have mostly SrO
stoichiometry [181]. These two works are contrasted by the statement of van der Heide et al.
mentioning that annealing the sample in oxygen may also in a predominantly SrO terminated
sample [182]. On the other hand, annealing the sample in vacuum leads expectedly to the forma-
tion of oxygen vacancies by decreasing the oxygen content in the surface layer about 14% [179].
This process is accompanied by a simultaneous reduction of the fraction of the TiO2 domains
on the surface by 5% and results in a LEED pattern with 2×2-periodicity [180, 179], whereas
van der Heide finds evidence of Ti-depletion in the topmost atomic layer [182].
The same issue was addressed by Naito and Sato using exclusively RHEED and thus concen-
trating thereby essentially on possible super-structures on the surface [183]. Polished, untreated
samples were assumed to be predominantly TiO2 terminated and exhibited (1×1) patterns in-
dicating the absence of super-structures on the “terraced” (001) surface, whereas vacuum an-
nealing resulting in a (2×1) reconstruction. Unfortunately, they report only very briefly on the
actual surface stoichiometry, but they mention an earlier study also having observed a super-
structure with the same periodicity on a SrO terminated sample. Subsequent oxygen annealing
led then to the emergence of a two-domain (
√
13×√13−R33.7◦) super-structure as well as a
centered c(6×2) structure. The latter was looked upon more closely by Jiang and Zegenhagen,
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who found that this formation is extraordinary stable, even in ambient air and was reported to
emerge only after a “combination of oxygen and UHV” anneals [184]. In a later study, Jiang and
Zegenhagen revisited the subject and reported that not only the exact condition during but also
before annealing in UHV influence the resulting surface morphology on the SrTiO3 sample [51].
In addition, a c(4× 2) reconstruction appears after the necessary annealing in hydrogen on the
nominally TiO2 terminated surface. After an additional anneal in oxygen, this formation was re-
placed with the aforementioned c(6×2), illustrating that the exact surface structure can hardly
be controlled for the principle inevitable presence of hydrogen or aqueous species in relevant ap-
plications. Although also using atomic resolution STM and annealing in UHV, none of the latter
two experiments reproduced explicitly the
√
5×√5−R26.6◦ and (2× 2) structures reported
by Tanaka et al. and Matsumoto et al. [185, 186]. Furthermore, Jiang and Zegenhagen criticize
an early study of Liang and Bonnell, who have observed after annealing their SrTiO3 samples
in UHV in contrast to the aforementioned studies a “Sr-rich” surface with SrO-islands [25]. In
addition, the authors imply with their suggested formation of Ruddlesden-Popper-phases drastic
structural changes in the near-surface region [187, 188, 189]. These crystal phases can be viewed
have the stoichiometry of Srn+1TinO3n+1 with the integer number n set to infinity recovering the
cubic ideal peroskite structure and n = 0 corresponds to pure SrO. In fact, the Ruddlesden-
Popper phase can also be viewed as layered perovskite structures, emphasizing their close rela-
tionship to the cubic perovskite structure, but also to the crystal structures of the layer high-TC
super-conducting cuprates. These findings, however, are strongly supported by Szot and Speier,
who observe by means of X-ray diffraction that their SrTiO3 samples are capped by a surface
layer of “chemical inhomogeneities” extending several tens of nano-meters into the bulk [26].
Furthermore, the authors find evidence that the “samples treated in the standard manner at el-
evated temperatures” are not in thermodynamic equilibrium, but the contact with the gas and
gas mixtures in the ambient triggers the development of a “continuous chemical heterogeneity”
from the surface into the bulk. It is also eye-catching, that authors of the last three experimen-
tal studies prefer to talk of “Sr-” or “Ti-rich” surfaces instead of “SrO” or “TiO2 terminated”
surfaces.
This nomenclature has also been adopted by Castell, when studying the development of nano-
structured rows that appear on UHV annealing and Ar+ sputtering on the c(4×2) reconstructed
SrTiO3 samples. However, these nano-rows transform to nano-dots upon extended annealing,
implying that these formations are only meta-stable [190]. In another publication the same au-
thor presents his STM measurements of BHF etched Nb-doped SrTiO3 samples that have been
annealed in UHV, sputtered with Ar+-ions and then again UHV. Apart from the characterization
of many reconstructions, steps of only one lattice constant i. e.' 4 Å are detected, substantiating
the samples were terminated with only one “Ti-O-rich” layer [191]. The same reconstructions
were studied by Erdman and Marks under oxidizing conditions and described them in stark con-
trast to Szot and Speier as “thermodynamically stable” [192]. In fact, the authors succeeded in
reproducing the different reconstructions of TiO2 stoichiometry and proposed already a temper-
ature depended phase diagram.
Many of the aforementioned experimentally developed pictures of the SrTiO3 surface mor-
phology are inspired by the diffusion of oxygen vacancies or their interplay with an oxygen
atmosphere, Kubo and Nozoye proposed a strontium ad-atom model for the SrTiO3 surface
physics. In particular they focused on the (
√
5×√5−R26.6◦) reconstruction providing an
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seemingly consistent picture, which was corroborated by DFT-calculations [27]. However, in a
later, more refined DFT study the thermodynamic stability was challenged again from the the-
ory side [193], and criticized by Vonk et al. who formulated in turn an unorthodox model of an
oxygen ad-layer on the originally TiO2 terminated surface, which was claimed to be consistent
with the X-ray data [194]. On the other hand, the actual formation-mechanisms of such an oxy-
gen over-layer are quite unclear if not counterintuitive and moreover, the results presented in
Chapter 4 qualify this surface model as extremely unlikely to occur.
One of the most intensively discussed of all proposed structures on the SrTiO3 surface is the
(2×1) reconstruction proposed by Erdman et al., which comprises double-layer of TiO2 on the
SrTiO3 surface [28]. This surface formation has recently been re-confirmed by Herger et al.
using x-ray diffraction [195, 196]. Making use of the octahedral picture of the SrTiO3 struc-
ture, the unreconstructed (1×1) TiO2 terminated surface may be viewed as an arrangement of
halved oxygen TiO6 units. The TiO2 double-layer is then created by adding in every second
surface unit cell another halved of those oxygen octahedra, sharing unlike in bulk SrTiO3 not
the apices, but the sides of the original lattice octahedra. This atomic arrangement results in
a “zig-zag”-arrangement of the topmost Ti-atoms being the actual recognition feature of this
structure. With this and the resulting remarkable protrusion of one oxygen atom, this struc-
ture contains some features reminiscent of the (110) surface of rutile [47], rendering it indeed
quite plausible on Ti- and O-rich ambient conditions. However, two independent DFT-studies
using the first-principle thermodynamics could not confirm a thermodynamic stability of this
reconstruction [32, 33], even in the Ti-O-rich regime. Contrariwise, these two and the work
of Liborio et al. showed that only the unreconstructed (1×1) surface of SrTiO3 corresponds
to the thermodynamic equilibrium. The double-layered structure as proposed by Erdman et al.
would correspond then, strictly speaking only to meta-stable formations being “trapped”. We
will go into that in greater detail in Section 4.3, when introducing the formalism of first-principle
thermodynamics with the example of the oxygen ad-atom on the SrTiO3 surface.
Any attempt to consider all the experimentally proposed surface formations and reconstruc-
tions would leave us helplessly overcharged in our actually interesting subject of the oxygen and
water adsorption SrTiO3. On the other hand if the stoichiometry is not to different from that of
bulk SrTiO3, one would expect not essential and thus most likely differences smaller than the
accuracy of the applied DFT method can provide. We concentrate in the following exclusively
on the unreconstructed, defect-free SrO and TiO2 terminations of SrTiO3, to which we will also
refer occasionally as the regular terminations. With these two being the only possible strictly
thermodynamically stable surface terminations, we expect our results will contain some validity
for surface structures being not too different from these regular terminations as well.
3.2.1 Model of the (001) surface
In principle, periodic boundary conditions are particularly suited for the treatment of practically
infinitely continued structures. Aperiodic structures can be modelled only by embedding them
into periodically continued super-cell, which should be sufficiently large to suppress interactions
between the species. Therefore, one does actually not deal with a single representative, but an
infinitely continued array of these aperiodic structures. For instance, when calculating single
atoms or molecules as done in Appendix B, monitoring carefully the total energy with the size
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of the super-cell ensures complete isolation of the specimen from their periodic artificial replica.
Finally, the total energy of one of the representatives in the array should be exactly identical to
the one calculated in strict isolation. For clean surfaces without adsorbed species, the periodicity
is broken only in the z-direction, i. e. normal to the surface, whereas in the lateral x- and y-
direction it is maintained. We model the surface therefore with a number of bulk unit cells piled
up to a slab and insert then a region of empty space, i. e. vacuum into the super-cell. These bulk
unit cells are dimensioned with the theoretical lattice constants listed in Table 3.1 in order to
exclude any strain effects. This concept is nowadays standard and it is explained in detail in the
comprehensive review by Payne et al. [75]. However, this adds now two additional convergence
parameters necessary to observe, i. e. the thickness of the slab and the thickness of the vacuum
space, because physically meaningful energetics should not depend on the particularities of the
specially chosen surface model.
A further complication arises for the case of the surface of a SrTiO3-sample, which we will
consider from now on only as a stack of SrO and TiO2 planes, which constitute also the two
regular terminations of the SrTiO3(001) surface. However, in Section 3.1 we have seen that the
electric charge density distributes differently between the two different types of layers, which
would then result in an artificial dipole moment across the super-cell. We surmount this problem
by imposing a strict symmetry with respect to the central plane of the symmetrically terminated
slab of SrO and TiO2 layers, which is then strictly speaking not exactly stoichiometric SrTiO3.
This mirror symmetry cancels the surface dipole exactly and provides in addition a well defined
bulk limit in the center of the surface model, because the atoms in the three central atomic layers
can now be kept fixed at their respective bulk positions in geometry optimizations. Admittedly,
a bulk limit could also be achieved in the center of an asymmetrically terminated surface model
slab, however, at a much increased computational cost. We mention that this approach of sym-
metrically terminated, and thus non-stoichiometric surface models has also been applied and
tested with respect to the asymmetrically ones before for instance by Cheng et al. raising hopes
that this is provides indeed a consistent and feasible model of the surface [197]. Such a peri-
odically repeated surface model for the two terminations is exemplary illustrated in Figure 3.5.
When dealing only with the adsorbate-free and unreconstructed surface it is in principle suffi-
cient to construct the surface model slab by piling up one bulk unit cell of SrTiO3. However,
in the next chapters we will consider adsorbed species in the limit of isolation, which is char-
acterized by vanishing interaction with their periodic replica in the lateral x- and y- directions.
Consequently, we will have to construct our surface models using more than one stack of bulk
unit cells SrTiO3 attached to each other side by side.
Summarizing, we have in principle four numbers characterizing the surface model geometry,
namely the vacuum space DVac measured by the surface-surface distance, the numbers of bulk
unit cells Nx and Ny repeated in the lateral x- and y direction and the number of atomic layers,
which is odd for symmetrically terminated surface model geometries. In the following we will
call a model geometry with Nx and Ny bulk unit cells simply (Nx×Ny)-surface model. Since
we will consider only the unreconstructed SrTiO3(001)-surface within this work, the danger of
a possible confusion with reported reconstructions is safely excluded. On the other hand, this
notation provides a consistent way to define the coverage of adsorbed species, which will be the
calculated simply with the number of adsorbed species NSpecies according to (NxNy)−1NSpecies
and will be given in mono-layers (ML). Attempts to define the coverage with for instance the
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Figure 3.5: Perspective view on a SrO terminated (left) and a TiO2 terminated (right) (1×1) surface
model, each comprising five atomic layers of which the central three layers are held fixed
in a geometry optimization. The black vertical lines denote the lateral dimension of the
periodically repeated super-cell with the vacuum DVac and the slab thickness given in the
number of layers NL. The atoms in the actual super-cell are highlighted, whereas the shown
periodic replica are paled.
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number of atoms per surface unit cell is in the case of SrTiO3(001) quite confusing because
the two terminations have a different number of atoms per surface area. A great amount of
the work presented in the next chapters will be dealing exactly with the proper convergence
of the adsorbates’ energetics with respect to these four parameters of characterizing the size of
the surface model geometry. However, the one which is most insensitive is the vacuum space
allowing us to fix this in advance.
As an example we calculated the binding energy of the hydrogen ad-atom as function of DVac
in Figure 3.6 and find that the empty space between the surface does not need to be greater
than three lattice constants of SrTiO3 to ensure a very good separation of the hydrogen atoms
adsorbed on the each of the surfaces. However, in order to ensure reliability of our results also
in cases where specimen are protruding further from the surface, we employed in all relevant
surface calculation a vacuum exceeding 13 Å, i. e. at least 3.5 lattice constants.
In principle, the creation of the surface is accompanied with the formation of broken or dan-
gling bonds, which are distinctly different from the bulk-internal bonds and thus raising the
question if the hitherto applied plane-wave-basis sets and k-point-grids provide the numerical
accuracy to describe them appropriately. The latter was indeed tested for the each individual
adsorbed species in this work and the finally used k-point-meshes will be given in the respec-
tive paragraphs forward below. Since the bulk of the production calculations in the Chapter 4,
Chapter 5 and Chapter 6 will be geometry optimizations, we show in Figure 3.7 the convergence
of some selected ionic forces as function of the size of the plane wave basis set. Using numer-
ically accurate forces in these optimizations implies already the convergence of energetics and
therefore we skip the lengthy presentation of those tests. Because it will be among the adsorbed
species, we present in Figure 3.7 also the force on the hydrogen ad-atom. Clearly, the oxy-
gen pseudo-potential is the “hardest”, i. e. it demands the biggest plane wave basis-set setting
the lower limit for ECutoff to 430 eV to ensure an accuracy of the all ionic forces better than
±0.05 Å/eV. This error-bar sets in turn a reasonable stopping criterion when optimizing the
geometries. As panels (c) in Figure 3.7 substantiate, the forces on the oxygen atoms fluctuate
about this value for larger basis sets and consequently higher resolutions of the forces should not
lead to additional physical insight. We remark, that this error-bar has to be distinguished from
the noise in the forces due to incomplete self-consistency of the electronic density. In fact, this
noise can be systematically decreased simply by performing more SCF-cycles and was in all
calculations about one order of magnitude smaller than the stopping criterion for the geometry
optimization.
3.2.2 Energetics
With the two terminations it is possible to define an average surface energy, which can be re-
garded as the energy necessary to create the two differently terminated surfaces from a formally
infinitely extended ideal SrTiO3 sample. In order to avoid ambiguities with quantities discussed
below we call this energy the “average cleavage energy ” labelled ECleav. It may be calculated
as function of the size of the super-cell model and serves therefore as an intuitive test quantity
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Figure 3.6: Binding energy of the adsorbed hydrogen ad-atom on the SrO- (left) and the TiO2 termi-
nation (right) as function of the vacuum space separating the two surfaces in the surface
model geometry. In order to make a fair comparison, the hydrogen ad-atom on the TiO2
termination is not on the optimized geometry, but it was put approximately 1 Å above the
surface, such that its vertical distance to the topmost lattice atoms corresponds to the one
on SrO termination. The data was obtained using the PBE functional and (1×1)-surface
















































































Figure 3.7: Vertical force components before relaxation as a function of the size of the plane wave basis
set for (a) the hydrogen ad-atom, (b) the topmost cation on surface with the hydrogen ad-
atom, (c) the topmost oxygen atom on the clean surface and (d) the topmost cation on the
clean surface. The left side refers to the SrO, the right to the TiO2 termination. In both case
(1×1) surface models with five atomic layers were employed and the PBE functional was
used for the electronic exchange-correlation.
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where the first two terms represent the total energies of the two differently terminated slab
models and the EBulkSrTiO3 is the total energy of one formula unit SrTiO3 computed in the ideal,
undistorted perovskite structure. The factor of two accounts for the two surfaces of each slab
geometry. It is clear that the stability of solid SrTiO3 requires ECleav to be strictly positive.
Comparing surface models with different number of layers yields information about the ad-
hesion of the topmost terminating layer to the supporting bulk material. This may be defined for





where the EBulkSrO is total energy per formula unit of bulk strontium oxide. For the TiO2 termi-
nation, the corresponding definition is shaped in complete analogy. The calculation of the total
energies of bulk SrO and TiO2 is outlined in Appendix A.
Figure 3.8 shows these three energies for different geometry set-ups and substantiates that the
energetics of the clean SrTiO3(001) can be calculated reliably only with seven or more atomic
layers in the model geometry. Here and in similar convergence test with respect to the geometric
set-up presented the following chapters, we always re-used the information of “thiner” surface
models “thicker” ones by simply by splitting up the fully relaxed structures and then inserting a
new bulk-like layer of SrTiO3. With re-adjusting then the constraints on the ionic positions and
an enlargement of the vacuum space DVac about one lattice constant one obtains an extremely
good basis for the optimization of the atomic positions in surface models with many atomic lay-
ers. Admittedly, this procedure does not allow a straightforward comparison to the “relaxation
energies” given by some authors. However, since only the structures with minimal ionic forces
are the thermodynamic relevant ones, we feel that this disadvantage is more than outweighed by
the substantial gain of computational efficiency.
Our geometry-converged LDA value for the average cleavage energy of 1.24 Å per (1×1)-
surface unit cell agrees quite well to data published in literature ranging from 1.19 eV to
1.26 eV [32, 197, 198]. The adhesion energies for the two different termination layers also
suggests that their bond strength to the underlying bulk is quite different. The topmost SrO
layer sticks per surface unit cell with about -1.2 eV and -1.0 eV to the surface for the two
tested functionals, whereas the adhesion of the terminating TiO2 layer is with -0.18 eV much
higher, indicating that this capping layer may be removed much more easily from the surface
than the other. This has to be rationalized with the fact that the removal of the terminating SrO
layer destroys the energetically favorable octahedral coordination of the subsurface Ti-atom.
In addition to this oxygen-titanium bond the Sr-cations assumes a bridging position above the
subsurface oxygen anion providing besides the oxygen-titanium bonding also substantial elec-
trostatic attraction to the second atomic layer. Contrariwise, detaching the topmost TiO2 layer
does not destroy a complete oxygen octahedron in the SrTiO3 sample. This different binding
of the topmost layers has of course direct consequences for the thermodynamic stability of the
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Figure 3.8: Average cleavage energy (top panel), adhesion of the topmost SrO layer (middle panel) and
adhesion of the topmost TiO2 layer as a function of atomic layers NL in the (1×1)-surface
model. The data on the left and right side was calculated within the LDA and the PBE
functional for the exchange correlation, respectively.
two terminations, which will be discussed in detail in Section 4.3 in the context of the oxygen
ad-atom.
3.2.3 Geometry
The relaxation of the SrTiO3(001)(1×1) surface was subject of several recent first principle
studies [197, 199, 200, 33]. It is found that the topmost layers do not simply relax, i. e. move to-
wards the bulk, also a layer-internal deformation is observed. In the outermost layer the oxygen
atoms are lifted with respect to the cations, whereas in the subsurface layer, they move inwards.
In the third layer, the oxygen atoms move again outwards, such that in total an oscillation pattern
emerges, i. e. in every odd-number atomic layer the oxygen atoms are lifted into the vacuum and
in the even-numbered they move into the bulk. The amplitude of the vertical shifts decreases
of course with increasing distance from the surface. The parameters characterizing these defor-
mations are conventionally the change of the vertical distance ∆di(i+1) between the two cations
on the ith the subsequent atomic layer with respect to its value in the bulk and lifting si of the
oxygen atom with respect to those in-plane neighboring cations in the ith layer. The latter shifts
are called “rumplings” or “puckerings”.
In Table 3.4 we compare the numerical values of these parameters to those obtained in other
theoretical as well as experimental studies. Our data is fits quite well to the results of the preced-
ing works, but we also note a substantial spreading of the entire data. In fact, the experimental
side seems to disagree about the sign of the change of the first-layer-distance for SrO termina-
tions, while the trend observed for ∆d12 for the TiO2 termination disagrees with all theoretical
studies. Moreover, the deviations of the theoretically obtained numbers do not seem to depend
too much on the different functionals as initially anticipated, but other technicalities, for instance
pseudo-potentials and employed basis-sets. These two issues and the fact that the hitherto em-
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ployed (1×1)-surface models do not account properly for possible lateral relaxations cast doubt
on the usefulness of comparing exclusively vertical displacement parameters to the experimental
observations. In fact, the definition of the parameters neglects possible lateral movements of the
surface atoms and thus it excludes implicitly already real physics. However, for benchmarking
different theoretical methods observing these parameters may still be advisable.
3.2.4 Electronic properties
Studying the different electronic structures of two terminations is essential for the understand-
ing possible different behaviors with respect to chemical bonding of absorbents on the surface.
As aforementioned, the dipoles between the differently charge SrO and the TiO2 layers make
the SrTiO3(001)-surface in terms of Tasker’s popular classification-scheme [205] a so-called
Tasker-III-surface, i. e. it has a dipole moment, which needs to be compensated either by charge-
rearrangements on the topmost layers or surface reconstructions. Goniakowski and Noguera
pointed out already that in case of SrTiO3(001) it is charge-rearrangements that compensate the
layer-to-layer dipole and resolve the otherwise arising instabilities [167]. We recover their ar-
gumentation by analyzing again the computed Hirshfeld- and Mulliken charges in Table 3.5.
Comparing to the charges listed in Table 3.3 we realize that already in the third layer the charge
state of the individual atoms is already equivalent to one of the analogues in the bulk. Sum-
ming up these calculated individual charges we may estimate the total layer charge σ held by
one unit cell of each layer and we obtain for the SrO termination a sequences for σ : +0.10e
-0.17e +0.10e -0.11e and +0.43e -0.71e +61e -0.63e from the Hirshfeld- and Mulliken-scheme,
respectively. Similarly we obtain for the TiO2 terminated surfaces -0.07e +0.11e -0.10e +0.11e
and -0.35e +0.62e -0.61e +0.64e with applying the two schemes. As aforementioned, the abso-
lute values should not be taken too serious and numerical accuracy is certainly not better than
±0.02e, but in the in the latter case of the TiO2 termination, both schemes yield in the topmost
layer an approximately halved layer charge, which is necessary in order to cancel the internal
electrostatic field and to stabilize thereby the surface [167]. In the case of SrO-termination the
two topmost layers are involved in this charge rearrangement. Both schemes indicate that the
subsurface TiO2 layer becomes more negative, while they differ about the behavior of the top-
most layer, whose averaged charge computes the Hirshfeld-scheme to be nearly unchanged with
respect to the SrO layer in bulk, whereas the Mulliken-scheme predicts an increase by almost
40%. However, the numbers in Table 3.5 indicate that the charge state of the topmost strontium
and oxygen atom are more ionic with respect to the bulk, only the sum of their charges stays
nearly constant. Thus, regardless of the applied partitioning scheme, we note that the charge
state of the surface or subsurface TiO2 layer is different from a TiO2 in bulk-like SrTiO3. As
termination layer it is more positive, i. e. electrons are re-directed into the bulk upon cleavage of
the bulk. As a subsurface layer of a SrO terminated domain it accumulates charge density, such
that it halves in combination with the terminating again the average layer charge per surface unit
cell.
As already illustrated by the numbers in Table 3.3, the purely ionic model of SrTiO3 is cer-
tainly too simple to give a reliable picture of SrTiO3. For its surface, however, where to forma-
tion of an Ti3+ would be predicted, this concept seems to disagree completely with the data in
Table 3.5. In fact, within our model the charge of the Ti-cation in the topmost layer becomes
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Table 3.4: Rumpling parameters si and the change of the vertical cation-cation distances ∆di j with
respect to its bulk value calculated in (1×1)-surface models for different approximations
for the electronic exchange correlation in the underlying electronic structure.








This work LDA -14 +5 -3 0.23 -0.05
PBE -15 +5 -5 0.22 -0.05
Theory
LDA [197] -17 +7 -4 0.30 -0.06
LDA [198] -14 +5 0.22
PBE [201] -14 +6 0.23
PBE [199] -12 0.22
HF-GGA [199] -9 +4 0.18
B3PW [202] -13 +4 0.22
Exp. LEED [203] -10 +4 0.16
RHEED [204] +5 + 3 0.16








This work LDA -9 +7 -3 0.07 -0.12
PBE -13 +9 -2 0.09 -0.14
Theory
LDA [197] -13 +9 -2 0.07 -0.15
LDA [198] -7 +3 0.07
PBE [201] -11 +6 0.08
PBE [199] -9 0.05
HF-GGA [199] -10 0.05
B3PW [202] -12 +7 0.08
Exp. LEED [203] +2 -2 0.08
RHEED [204] +4 +3 0.10
MEIS [179] +5 0.06
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Table 3.5: Hirshfeld- and Mulliken charges of the individual atoms on the two terminations of the
SrTiO3(001) surface calculated using the PBE functional for the electronic exchange
correlation.
Top layer Second layer Third layer Fourth layer
SrO-term. O Sr O Ti O Sr O Ti
QH [e] -0.40 0.52 -0.31 0.45 -0.31 0.41 -0.30 0.49
QM [e] -0.83 1.25 -0.77 0.83 -0.76 1.37 -0.74 0.85
TiO2-term. O Ti O Sr O Ti O Sr
QH [e] -0.33 0.59 -0.29 0.40 -0.30 0.50 -0.30 0.41
QM [e] -0.73 1.11 -0.73 1.35 -0.74 0.87 -0.74 1.38
even more positive with respect to a bulk titanium atom. Admittedly, this could also be in prin-
ciple an artifact due to the employed pseudo-potentials, exchange-correlation functionals etc.,
but it should be noted that Goniakowski and Nogueras arguments are based solely on electro-
statics. Having accepted that the TiO2 layer bears in total a negative charge due to the partly
covalent character of the titanium-oxygen bonds, it must become more positive on the surface
to prevent the divergence of the electrostatic potential. If the topmost titanium atom would form
a Ti+3-species, which is clearly less positively charged than a Ti4+, either the topmost oxygen
atoms would have to suffer an enormous loss of electronic density or more complex charge
rearrangements involving the second layer would have to take place.
Due to the destroyed periodicity at the surface, new electronic states may appear in the spec-
trum, which can in turn play an important role in chemical surface reactions. These states are
detected in the electronic density of states being shown for the SrO and the TiO2 terminated
surface in Figure 3.9 On the SrO termination the O 2p valence band at the surface exhibits
a slight shift towards lower energies with respect to bulk, which is in line with the decreased
electrostatic potential detected by the enhanced polarity of the atoms in the topmost SrO layer.
In turn, as indicated by the ionic charges in Table 3.5, the titanium atoms in the second layer
becomes slightly less positively charged with respect to the titanium atoms in the bulk, lower-
ing thereby due to the then amplified coulomb attraction the threshold for excited electrons to
occupy exactly these atomic orbitals in the subsurface layer. This mechanism leads to the emer-
gence of narrow band of unoccupied surface states below the conduction band minimum, which
is restricted exclusively to the second atomic layer of the SrO terminated surface. Contrariwise,
on the TiO2 termination the formation of occupied electronic surface states directly on top of
the valance band is observed. Monitoring the density of states at the bottom of the conduction
band for different atomic layers detects slight tendency position to be shifted towards higher
energies for the terminating TiO2 layer in spite of the obvious depletion of the electronic density
next to its titanium atoms. We rationalize this again with the argumentation of Goniakowski and
Noguera [167]. A further occupation with electrons of the topmost layer would even decrease
the its average charge, which computes in both the Hirshfeld- and the Mulliken-scheme already
slightly below its actually demanded half of the average charge of a TiO2 layer in bulk SrTiO3.
Thus, the additional population of the titanium orbital at the surface would increase the overall
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surface formation or cleavage energy due to the unfavorable electrostatics and therefore the pop-
ulation excited states in the more bulk-like TiO2 layers is energetically more attractive for the
entire system.
These findings agree in principle with the results of preceding studies [144, 198, 160], i. e.
we find the electronic band gap nearly constant for the SrO termination with respect to its bulk
value, whereas for the TiO2 termination, the band gap clearly shrinks. Within the LDA and
using practically identical setting as Padilla and Vanderbilt [198], we computed the electronic
band gap for the SrO and TiO2 termination to 1.85 eV and 1.20 eV, where the preceding work
arrived at 1.86 eV and 1.13 eV, respectively. However, we note that the employed the surface
model consisted of only seven atomic layers, using in turn more layers and surface unit cell the
electronic band gap exhibits variations of ±200 meV, substantiating that it is much more sen-
sitive towards the geometric set-up than the total energy. This is indeed quite comprehensible,
because having numerically converged total energies does not imply that the individual eigen-
values have the same numerical quality. Because within this study we are only interested in the
qualitative features of the electronic structure, we have to accept such a large error bar in which
no substantial difference between the LDA and PBE arise for the electronic band gap.
In this chapter we have essentially re-computed the essential bulk and surface properties of
SrTiO3 as done already in previous studies. So far, we have employed both the LDA and the PBE
functional for the exchange-correlation, because we could then directly compare to the already
published data. However, in the following chapters in which we will present the actual subject of
this study we use only the PBE-functional. Previous studies on the structural properties of bulk
ferroelectrics such as for instance BaTiO3 and KNbO3 [206, 207] could not clearly establish a
significant disadvantage for the PBE functional with respect to the LDA, however, there exists
a notion that gradient-corrected functionals do improve adsorption energies with respect to the
LDA when comparing to experiment. This is strongly corroborated by unsystematic tests, where
we re-computed some of the subsequently discussed adsorption energetics within LDA leading
to essentially identical geometries but to a substantially increased bond-strengths. In fact, with
our numerical set-up, the energetics of the gas-phase molecules listed in Appendix B are com-
puted much more realistically using the PBE-functional than within the pure LDA. Therefore
we will focus exclusively in the following chapters only on the results obtained with the PBE-
functional for the electronic exchange-correlation.
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Figure 3.9: Electronic density of states of the SrO and the TiO2 termination one the left and right side,
respectively. On both sides, panel (a) shows total density of density of states of the entire
surface model and panels (b) and (c) display the projections on the oxygen atoms integrated
over in first and second layer, respectively. Panels (d) and (e) on the left side shows the con-
tribution of the subsurface titanium and topmost strontium atoms to total spectrum, whereas
on the right side, the same panels show the same projection on the first-layer titanium and
second-layer strontium atoms, respectively. The original eigenvalue spectra have been con-
voluted with a Gaussian of 0.1 width and is reference here to the valence band maximum of
the eigenvalue projection on the three innermost atomic layers of the 13-layer surface model,
serving as approximation for the upper edge of valence band in bulk. The orange vertical line
denotes the computed Fermi-energy, the filled curves mark the occupied, the empty curves
the unoccupied states. The presented spectra have been calculated using the PBE functional
for the exchange correlation.
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This chapter analyzes the adsorption of atomic oxygen on SrTiO3(001) in the limit of low cover-
ages and the therewith accompanied formation of a peroxide ion on both terminations. Because
the same subject has been discussed in a first-principles study using a hybrid-functional [208]
for the electronic exchange correlation, we are able to demonstrate directly the reliability of the
semi-local approximation not only for the pristine surface, but also for the case oxygen adsorp-
tion. In addition to that, we will be able to show that the size of the surface model plays a crucial
role for the obtained energetics of the adsorbed oxygen atom.
The essential results of the first two sections of this chapter addressing the energetic and elec-
tric properties of the oxygen ad-atom have been published already in Ref. [209]. In Section 4.3
we will use the presented energetics of the ad-atom in order to to introduce the formalism of first-
principles thermodynamics, which allows in principle to establish contact between theory and
experiment. Since it has been suggested from the experimental as well as the theory side [1, 208]
that the defect- and step-free SrTiO3(001) surface is de-facto inert with respect to adsorption of
molecular oxygen, we will not go into detail about this issue here and direct the reader to Chap-
ter 6, where the molecular adsorption of oxygen due to the presence of surface hydroxyl-groups
is being discussed.
4.1 Energetics and geometry









with EO@Surf and ESurf being the total energies of the surface with and without the oxygen ad-
atom and EGasO2 being the total energy of the gas phase molecule. The factor of 1/2 is accounts
for the double-sided adsorption in our surface model. Unlike the practical independence of the
surface’s energetics with respect to the actual size of the surface model, which was discussed
in the previous chapter, the binding energy of the oxygen ad-atom decreases notably. The data
in Table 4.1 illustrates that a proper convergence of the energetics within 50 meV require for
the SrO and the TiO2 termination at least (3×3)-surface unit cells with eleven and seven atomic
layers, respectively. As aforementioned and as demonstrated forward below, the oxygen ad-atom
forms a peroxide ion bearing a significant negative charge and protruding from the surface on
both terminations being schematically illustrated in Figure 4.1. Thus, it is tempting to assign the
decreasing binding energy to the coulomb repulsion of the adsorbed species with their periodic
images. However, this would not account for the change of the binding energy due to the number
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Table 4.1: Binding energies of the oxygen ad-atom on both terminations for some specific geometric
set-ups. The binding energies EIAb and E
IB
b refer to the adsorption geometries “IA” and
“IB” for the SrO and TiO2 termination, respectively, which are shown in Figure 4.1. For
the surface model of (4×4)-surface unit cells only the one shown k-point was used for
summations in the Brillouins-zone.
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of atomic layers and would in turn result in a similarly decreasing behavior for both terminations,
which can not be derived from the data in Table 4.1. Therefore, it is much more likely that this
behavior is predominantly due to the relaxations in the substrate, which have also been reported
in another recent first-principles study addressing oxygen defects and the bulk and on the surface
of SrTiO3 [210]. Regarding the actual values of the binding energies, we find a clear preference
of adsorption at the SrO termination of about 0.5 eV compared to the TiO2 termination. At
the latter the binding of the oxygen ad-atom is positive indicating an endothermic adsorption
process with respect to the gas phase oxygen molecule. Thus, on the TiO2 termination oxygen
ad-atoms are thermodynamically unstable and will therefore recombine and desorb rather than
populating the surface to a large extent. On the SrO termination the binding energy is slightly
negative, denoting a weak exothermic adsorption. However, the value of -0.20 eV indicates only
a too weak preference over the state of the gas phase oxygen molecule and therefore the obtained
binding energies exhibit already that single oxygen ad-atoms are unlikely to represent a major
species on both terminations on relevant experimental conditions.
Figure 4.1 presents the calculated ground-state configuration of the adsorbed oxygen ad-atom.
Clearly visible is the formation of the bond between the oxygen ad-atom OAd and the lattice
oxygen atom O(1) measuring 1.52 Å and 1.47 Å on the SrO and TiO2 termination, which is
indeed very close to the typical peroxide bond length varying around 1.50 Å for its different re-
alizations such in, for instance hydrogen peroxide (H2O2), strontium peroxide (SrO2) and many
more [211, 212]. As already anticipated from the inspection of binding energies in Table 4.1,
the impact of the ad-atom on the structure of the substrate system is different for each termina-
tion. On the SrO termination (cf. IA in Figure 4.1), the oxygen ad-atom OAd pulls the lattice
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Figure 4.1: Schematic illustration of the most favorable adsorption geometry of the oxygen ad-atom at
both terminations of SrTiO3(001).
oxygen atom O(1) at the binding site into the vacuum, whereas the subsurface Ti(1) relaxed
into the bulk. As a result, the bond length O(1)–Ti(1) has stretched from 1.97 Å to 2.20 Å,
giving rise to an effective weakening of the binding of the topmost SrO unit at the adsorption
site to the subsurface Ti(1) atom due to oxygen adsorption. The surprisingly drastic decrease
of the binding energy due to the number of atomic layers has to be explained with the oxygen
ad-atom induced distortions of the surface perpendicular to the surface, being directly spotted
by the shrinking of the bond of Ti(1) to the adjacent oxygen atom O(3) in the third atomic layer
from 2.00 Å to 1.85 Å. Contrariwise, the most notable individual distortion in lateral direction is
the small displacement of the adjacent surface lattice oxygen atom O(2), most likely due to the
coulomb repulsion between this ion and the ad-atom. The further changes in the bond lengths
of neighboring surface unit cell have to be classified individually as small, however, as illus-
trated by the data in Table 4.1, all together, they contribute remarkably to the binding energy,
if fully developed in sufficiently large surface models. With the angle of 120◦ enclosed by the
bonds Ti(1)–O(1) and O(1)–OAd, the configuration IA is reminiscent of the geometry found by
Kantorovich and Gillian for the case of atomic oxygen adsorption on MgO(001) [213] and may
be understood in terms of an “end-on” configuration of the dioxygen moiety with respect to the
subsurface Ti(1) atom [212, 214].
For the adsorption configuration IB on the TiO2 termination shown in Figure 4.1 in the right
panel, the dependence on the number of layers is comparably weak, which is quite compre-
hensible because here the oxygen ad-atom is not directly coordinated to the subsurface layer.
The dioxygen moiety is tilted towards one of its neighboring titanium atoms Ti(1), such that the
bonds OAd–O(1) and O(1)–Ti(1) form an angle of 62◦. In turn, the titanium atom Ti(1) is lifted
somewhat from the surface, such that the bond length to the subsurface oxygen atom O(2) is
stretched from 1.85 Å to 2.00 Å. Such bond lengths and angles are similar to the corresponding
ones found in peroxo-titanium complexes [215] and may be categorized as “doubly-bridged”
η2-configurations and which are usually expected in dioxygen-metal complexes [216]. Simulta-
neously, the oxygen atom at the adsorption site O(1) is pressed a little below its original position
into the bulk resulting in the extension of the distances O(1)–Ti(1) and O(1)–Ti(2) to 2.00 Å
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and 2.13 Å, respectively. This mainly lateral distortion of the surface structure is the most no-
table one in configuration IB and requires a description in models of at least (3×3) surface unit
cells, as indicated by the binding energies in Table 4.1. Contrariwise, the nearly unchanged bond
length between the adjacent titanium atom to its subsurface oxygen neighbor O(2) of 1.84 Å,
substantiates indeed that possible relaxations perpendicular to the surface do not play a major
role for atomic oxygen adsorption on the TiO2 termination.
The formation of an covalent oxygen-oxygen bond on the surface is initially rather unex-
pected, because the perovskite structure of bulk-SrTiO3 does not comprise such a bond. This
raises the question for the mobility of the adsorbed oxygen ad-atoms and stability of the oxygen-
oxygen bond in comparison to alternative adsorption sites, because during the crystallization
process of SrTiO3 such possibly existent bonds should be removed. It is well understood that
the actual removal is most likely a very complex process, which can not be assessed here. On the
other hand, such processes can be expected to become more likely, the higher the mobility of the
oxygen ad-atoms is. Consequently we have investigated in a more detailed way the energetics
of the OAd by calculating the potential energy surface (PES) for its lateral motion on surface.
This was accomplished in a straightforward way by optimizing the geometry with the lateral (x,
y)-coordinates of the oxygen ad-atom being constraint to the respective position on the surface,
while all other surface lattice atoms were completely free to relax. The resulting binding ener-
gies can be plotted as a two-dimensional function of x and y, representing then the targeted PES.
Mapping this function in too small model systems, shown that also the its corrugation requires
letting us explore the PES using the geometrically converged surface models as apparent from
Table 4.1. The thereby calculated PES is presented in Figure 4.2 and reflects that its positions
of the minima being represented by the spacious blue basins are located indeed at off-lattice
positions of low symmetry. The initially anticipated, adsorption site at high-symmetry positions
actually represent a saddle-point and a local maximum in the energetic landscape for the SrO
and TiO2 termination, respectively. For both terminations the resulting motion of the oxygen
ad-atom can be categorized into two distinctive types. The first one is a dangling motion of the
dioxygen species, in which the oxygen-oxygen bond is not broken. On the SrO termination this
corresponds to a rotation of the dioxygen moiety about the z-axis, whereas in IB the oxygen-
oxygen bond changes its orientation from pointing towards Ti(1) to Ti(2), i. e. it is essentially
a “flipping”. The respective barriers directly extracted from the PES are for this type of motion
similarly small, i. e. 0.2 eV and 0.3 eV for the SrO and TiO2 termination, respectively. More
interesting are the barriers for breaking and re-formation of the oxygen-oxygen bond, i. e. for an
elementary hopping process during diffusion. In units of the lattice constant a0, the correspond-
ing transition states are located at (x,y) = (0.5,0.0) as well as its symmetrically equivalents
and poses a quite substantial barriers of ∆E = 0.81 eV. On the TiO2 termination the respective
transition state is detected at (x,y) = (0.27,27) representing with an energetic level of 0.67 eV
above the minimum only a slightly smaller obstacle for the oxygen ad-atom motion.
Using classical transition-state theory as a first, but for our purposes sufficiently accurate
approximation, these barriers are the main ingredients for obtaining the temperature depended
rate-constants ν from a simple Arrhenius-type equation [217]:




























































Figure 4.2: Two-dimensional potential energy surface (PES) for the lateral motion of the oxygen ad-
atom on the SrO termination (upper panel) and the TiO2 termination (bottom panel). The
lateral coordinates x and y are given in units of the bulk lattice constant a0 = 3.938 Å with
the shown range for each termination corresponding to e on unit cell for contour plots on the
left side. Thus, the position (0,0) is directly atop of the Sr-atom on the SrO termination, while
at the TiO2 termination the position (1/2,1/2) is atop of the Ti-atom. The white diamonds
denote the actually calculated points within the irreducible wedge of the surface unit cell and
neighboring isolines correspond to a difference of 0.25 eV.
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where kB and T are Boltzmann’s’ constant and the temperature. In principle, the pre-factor ν0
can be derived from the PES numerically by evaluating straightforwardly the expression given
by Vineyard [218]. However, having boiled down the dynamics to only two degrees of freedom,
we have completely neglected the vibrations of the substrate atoms, which are required for a
high-accuracy calculation of the pre-factor. Consequently, rate pre-factors calculated from the
only two-dimensional PES should be considered only as a rough estimates letting us not follow
this direction further. Therefore , we rely on the usual approximation for the pre-factor simply
as the value of ν0 ' 1013s−1, assumed to be constant for all configurations and all temperatures.
This may be justified, due to the uncertainty of the energetic barriers, which enter as arguments
of the exponential in Eq. (4.2), i. e. possible errors will have a much larger impact on the assessed
rate than the errors introduced in the estimation of the vibrionic frequencies of the atoms.
Inserting the obtained energetic barriers for relevant temperatures in Eq. (4.2) reveals quickly
that the aforementioned dangling of the oxygen-oxygen bonds is much faster than the elementary
bond-breaking diffusion hop, i. e. the typical time-scales characterizing these motions differ by
orders of magnitude, letting us consider only the diffusion hops as essential for the dynamics
of the oxygen ad-atom on the surface. The actual binding energy at the transition states is
clearly positive for both terminations, suggesting that, whenever two of such diffusing oxygen
ad-atoms collide, they will most likely recombine to a neutral gas phase oxygen atom rather than
populating the surface.
Due to cancellation of errors we may expect the corrugation of the PES is not too much af-
fected by the semi-local approximation of the exchange-correlation for the underlying electronic
structure of our surface model. However, for the stability of the ad-atom the absolute value of
the binding energies is essential. In that respect it is quite gratifying that Piskunov et al. used in
their aforementioned preceding study the “hybrid” B3PW functional for the electronic exchange
correlation [208]. As aforementioned in Section 2.8, such “hybrid” functionals are employed
for solids and surfaces to correct the pure semi-local functionals for their severest drawbacks,
namely the underestimation of the electronic band gap of semiconductors and insulators. In
combination with optimized basis-sets, the B3PW functional offers a sophisticated representa-
tion of the underlying electronic structure and provides description being especially fitted to the
bulk properties of SrTiO3. Therefore the authors considered it to be superior compared to our,
more common approach [138]. However, as seen in Section 3.1.2 the improvement does not ap-
pear to be systematic which in turn challenges the justification its extensive computational costs
In fact, these immense computational costs seem to be the primary reason, why Piskunov et al.
were not able to address systematically finite-super-cell effects and why they were also not able
to optimize all ionic positions unrestrictedly. Imposing certain, artificial symmetry constraints
on their geometries and forces poses a clear obstacle to identify rigorously the correct ground-
state adsorption geometries and thus the strictly correct binding energies. On the other hand,
for the TiO2 termination, they report a binding energy of 0.66 eV, with geometrical parameters
very close to ours. Redoing their calculation using the same surface model, i. e., (2×2) surface
unit cells and seven layers, we arrive at a binding energy of 0.60 eV, which is 60 meV greater
than the correct binding energy listed in Table 4.1 and only 60 meV smaller than the value given
by Piskunov et al.. This agreement can be considered as excellent agreement between these
two different treatments for the underlying electronic structure. With the insight provide by the
data of Table 4.1, accounting properly for the long-range-relaxation of the substrate seems to
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have a stronger effect on the actually interesting binding energies than an certainly more accu-
rate, but involved description of the underlying electronic structure. Furthermore, believe that
the advantage of the relatively cheap semi-local functionals of allowing a thorough exploration
of the PES has direct consequences for the comparison of the results of the SrO termination.
Within the understanding of the PES topology shown in Figure 4.2 it appears that the restricted
testing of the three possible high-symmetry adsorption sites has misled Piskunov et al. to iden-
tify erroneously the transition-state for the rotational-motion of the dioxygen moiety about the
z-axis as the energetically most favorable adsorption site, while the energetic landscape was not
scanned in the regions of lower symmetry and lower energy. Recalculating again this transition
state in the corresponding geometry set-up, we obtain once again excellent agreement with the
hybrid-functional, which fortifies eventually our confidence in the binding energies presented in
Table 4.1.
4.2 Electronic properties
The interpretation of the dioxygen species as a peroxide anion is finally confirmed by analyzing
in greater detail the electronic structure of the ground state configurations shown in Figure 4.1.
Inspecting the adsorbate induced change of the charge density in Figure 4.3, shows that on both
terminations the electronic structure of the surface is changed remarkably only at the close to
the oxygen ad-atom and its partner atom O(1). This “difference electron density” is obtained
by subtracting from the charge density of the surface with the oxygen ad-atom the charge den-
sities of the “clean” surface and the charge density of the isolated atom. With positions of the
respective atoms being the same, such a charge density difference highlights indeed nicely the
occupation of the anti-bonding pi∗-orbitals taking indeed as indicative for the formation of a
dioxygen moiety. Calculating the Hirshfeld- and Mulliken-charges of the ions lets us quantify
these charge-rearrangements further. Upon adsorption, both schemes yield for all surface ions
practically the unchanged respective charges, except for the partner atom O(1), whose Hirshfeld-
(Mulliken) -charge diminishes from -0.33e (-0.73e) to -0.16e (-0.38e) on the TiO2 termination,
while the same quantity changes simultaneously to -0.16e (-0.38e) for the initially neutral ad-
atom. Thus, approximately half of the charge of the lattice oxygen atom O(1) is transfered to
the ad-atom. At the SrO termination, the corresponding numbers at for the lattice oxygen atom
O(1) are -0.38e (-0.83e) before and -0.20e (-0.50e) after the adsorption as well as -0.38e (-0.58e)
for the oxygen ad-atom. This corroborates indeed the viewpoint provided by Figure 4.3 that the
charge of two electrons, which is assigned formally to O(1) is basically shared OAd and O(1) af-
ter the adsorption. In combination with the absent spin moment and the bond length this allows
only the interpretation as a peroxide anion O2−2 .
The resulting electronic spectrum is analyzed in Figure 4.4, showing that the atomic oxygen
adsorption leads on both terminations to an additional peak following up directly on top of the
O 2p valence band. By mean of projection on the atomic orbitals, this electronic level can be
directly associated with the anti-bonding pi∗ orbital of the oxygen peroxide species. Because
it is not located far in band gap a possible interference with the erroneously to low calculated
excited states as an artifact of the semi-local functionals can be ruled out here completely, which
in turn is responsible for the excellent performance of the GGA-PBE-functional, concerning the
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Figure 4.3: Difference electron density ∆n(r) plot highlighting the formation of the dioxygen moiety on
the SrO and TiO2 termination, left and right panel, respectively. Shown is the charge rear-
rangement in the plane defined by the oxygen ad-atom OAd, the directly coordinated lattice
oxygen atom and the surface normal vector. The red (blue) areas with solid (dashed) isolines
denote regions of charge accumulation (depletion). Neighboring isolines denote differences
of 10−3e/Å3. The superimposed spheres mark the positions of atoms within the plane.
interesting energetics, when compare the to the hybrid functional approach o Piskunov et al..
In addition to the hints given by the analysis of the charge-density rearrangement, Figure 4.4
illustrates nicely the emergence of the molecular levels of the dioxygen species in the spectrum.
At approximately -20 eV and -15 eV two very sharp peaks appear upon oxygen adsorption,
which consist almost exclusively of contribution from the O 2s electrons of the OAd and O(1).
The obvious interpretation is the hybridization of these states to the molecular bonding σ and
anti-bonding σ∗ orbital. Furthermore, the bonding O 2σ molecular orbital may be identified
with the pronounced peak at -5 eV and -7 eV for the SrO termination and TiO2 termination,
respectively. In combination with the peak denoting the anti-bonding molecular orbital on top
of the valence band, the eigenvalue spectra eventually confirm the clearly molecular state of to
oxygen atoms. Qualitative differences between the two terminations can be spotted only for
the bonding pi-states, which are extensively overlapping with the 3d-orbitals of the adjacent
Ti(1) atom and therefore substantially broadened for the SrO termination, while for on the TiO2
termination a series of minor peaks appear. This indicates that these states are mostly responsible
for the binding to the surface, and the differences can be attributed directly to the different
coordination of the peroxide ion in configuration IA and IB.
4.3 Thermodynamic stability
For estimating the relevance of the calculated ground-state configurations under experimental
conditions, the first-principles thermodynamics provide a nowadays standard tool [219, 220].
The general, rigorous formulation would be in principle possible, however, a demonstration us-
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Figure 4.4: Density of states (DOS) analysis corroborating the interpretation in terms of the formation
of a molecular peroxide species. The topmost panels show the total DOS of the topmost two
layers of the SrO termination (a) before and (b) after oxygen adsorption. The next two panels
show the DOS projected on the 2s-(red line) and the 2p-states (blue line) of the adsorbed
oxygen atom and its directly coordinated parter oxygen atom for the SrO (c) and the TiO2
termination (d), identifying the two sharply peaked states above and below the O2s group
as fingerprints of the formed dioxygen moiety. (e) The same projected DOS of bulk SrO2,
exhibiting essentially the same characteristics. The top of the bulk valence band in the three
central layers approximating the bulk is taken as zero-reference in all shown panels.
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4.3.1 Formalism
We consider the SrTiO3 sample in thermodynamic equilibrium with a reservoir system, which
should also allow the addition or removal of particles from the atomic scale system. Conse-
quently the Gibbs free energy of the SrTiO3 sample G is intuitively the most convenient thermo-
dynamic potential to describe the situation:
G =U−T S+ pV , (4.3)
where U , S, T , p and V are the internal energy, the entropy, the temperature, the pressure and
the volume, i. e. these are the quantities that can be provided in principle from the calculation on
ab-initio level. Regarding the typical dimension of ∼ Å3 of the interesting systems on atomic
scale and the experimentally relevant pressures of certainly less than 107 Pa lets us estimate the
contribution of the pV -term to the Gibbs free energy to less than 1 meV [220], which is already
in smaller than the numerical error of the calculated total energies. Thus, the pV -term will be
neglected in the following. The remaining terms U−T S represent the Helmholtz free energy F ,
which can be evaluated, if the partition function Z{Ni}(T,V ) of the system is known of given set









with the abbreviation of β = (kBT )−1 for the reciprocal value of product of the temperature and
Boltzmann’s constant. Obviously, the explicit evaluation of the last expression is very tedious of
atomic systems we are currently interested in, if it is possible at all. Therefore, we approximate
the Helmholtz free energy of a certain, stable atomic configuration with two terms
F = FConf+FVib , (4.5)
The first term stands for the contributions specific for each configuration and using the standard
thermodynamic relations it may be written as FConf =UConf−T SConf. The internal energy UConf
comprises certainly the energy gain due to chemical bonding and therefore it may be identified
with the total energy obtained directly from a first-principles calculation. As usual, in a pure ther-
modynamic treatment, only stable configurations with necessarily vanishing ionic forces play a
role. Transitions between them and the corresponding transition times are not addressed at all
within this formalism. We simply stipulate them to be “sufficiently fast”, such that a practical
immediate relaxation into the thermodynamic equilibrium upon a perturbation of the system is
always guaranteed. However, it is quite comprehensible that a certain atomic “motif” can be
realized in many, symmetrically equivalent configurations, which is then taken into account by
the entropy SConf. With the number W of such energetically degenerate realizations, the corre-
sponding entropy contribution is then calculated using Boltzmann’s formula SConf = kB ln[W ].
A concrete example in the present context would be the number of possible adsorption sites for
the oxygen atom in and possible rotations and “flips” of the newly formed peroxide ion shown
in Figure 4.1. The second contribution in Eq. (4.5) accounts for the vibrations in the system and
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is conveniently obtained within the harmonic approximation of the energetic landscape at the














where the index α runs over all the 3N− 3 different eigenmodes with the frequency ωα , if N
atoms are present in the model system. Thus, Eq. (4.5) may be viewed in terms of a second
order expansion of the Helmholtz free energy, which may be extended further on without any
principle problems if necessary. The Gibbs free energy of the SrTiO3 sample can be subdivided
into a part due to the bulk GBulkSrTiO3 and the surface, which is proportional to the surface area A of
the sample:
G = GBulkSrTiO3 + γA , (4.7)
in which the surface formation energy γ plays the role of the proportionality factor. This factor
must be necessarily positive, otherwise the sample would spontaneously disintegrate. The Gibbs
free energy of the bulk refers here to the defect free bulk of the SrTiO3 sample in the perovskite
Pm3¯m phase and serves a thermodynamic reference. The thermodynamically most favorable
atomic configuration at the surface with the Gibbs free energy G will then minimize γ , which is
therefore the key observable in the first-principles thermodynamics formalism. For the sake of
completeness, we mention that this concept not restricted only to surfaces, but it can be easily
extended to the formation of for instance defects or alloys.
Having now specified the Gibbs free energy of the SrTiO3 sample, we may use the Gibbs-
Duhem relation [221] and write the macroscopic Gibbs free energy as a sum of the contributions
of the individual reservoir systems, which are in our case strontium, titanium and gas phase
oxygen:
GMacro = NSrµSr+NTiµTi+NOµO . (4.8)
Here, Ni and µi stand for the respective chemical potential and number of species. The stipulated
strict independence of the reservoirs allows to treat them singly. This assumption guarantees the
mutual independence of the chemical potentials, and has its direct correspondence in the exper-
iment with principle possibility to adjust the partial pressures of the different species individu-
ally. Because of the thermodynamic equilibrium condition, this macroscopic Gibbs free energy
should equal the thermodynamic reference of the system GBulkSrTiO3 and thus we can calculate the









The previous chapters emphasized that the calculation of the total energies involves many ap-
proximations, which are reasonable in this context, but which also prohibit an unambiguous
evaluation of the numerical value of the total energy and thus the free Helmholtz energy. Conse-
quently, the actual value taken by γ is not too important and it is more illustrative to compare the
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surface formation energy of different atomic configurations, because this lets us estimate, which
of them is the actual relevant under certain experimental conditions. Therefore, monitoring only
relative surface formation energies allows a further simplification of Eq. (4.9). Firstly, the con-
figurational entropy can be neglected here, because we are primarily interested in the adsorption
of single atoms and molecules. Thus, the number of the individual realizations and thus the term
T SConf for non-equivalent configurations will be very similar and does therefore not change the
relative position of γ for different atomic configurations. In addition, for singly adsorbed atoms
or molecules the number of possible realizations should be proportional to the number of surface
unit cells in the surface model, leading also to no noticeable relative changes in γ , even for in
very large model systems. However, if the interactions of the different specimen on the surface
are to be studied explicitly, the number of possible, energetically equivalent configurations can
increase quickly and lead to a substantial contribution to the surface formation energy.
Within this work we had also to neglect the vibrionic part of the Helmholtz free energy.
Adsorption on the surface leads to the formation of only a very few new bonds per adsorbed
specimen, which can be assumed to have only a very small impact on the vibration frequencies
of the majority of the atoms in the surface model. Comparing adsorption geometries with similar
stoichiometry, will lead to the formation of similar bonds with similar frequencies, which again
results in only small relative changes of the surface formation energies. When comparing ad-
sorption geometries with different stoichiometry, the different chemical bonds will result in very
different bonding energies, which will in turn govern the relative changes of γ . The vibrionic
contribution FVib may be regarded as a correction, being important under certain circumstances,
but we will neglect them in the following. In addition, we want to emphasize that for our case
the calculation of this correction would be rather tedious. As mentioned in Chapter 3, SrTiO3
does not assume at 0 K the ideal perovskite structure we have used for our model. A brute-
force calculation of the phonon-dispersion is therefore seriously hampered by soft-modes. On
the other hand, fixing the all atoms in the substrate and taking into account only the vibrations
of the adsorbed species does seem to be justified at first glance when facing substantial lattice
distortions due to adsorption. Thus, we admit proceeding into that direction would be appealing
for its fundamental interest, but in the present context it would cause a non-acceptable delay and
we therefore approximate the Gibbs free energy in Eq. (4.3) directly with the total energy of the








In the following, the chemical potentials shall be referenced to the total energy per atom in
their respective thermodynamic reservoir system. As reference states we chose those which are
assumed by the pure species under standard conditions, i. e. room temperature and atmospheric
pressure and we define accordingly the difference chemical potentials:
∆µSr = µSr−EBulkSr ∆µTi = µTi−EBulkTi ∆µO = µO−EGasO , (4.11)
which shall characterize from now on completely the thermodynamic state of the ambient reser-
voir system. The calculation of the total energies on the right hand sides in Eq. (4.11) is described
in detail in Appendix A and Appendix B. Rewriting the equilibrium condition again for one for-
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mula unit SrTiO3 allows to eliminate the explicit dependence on one arbitrarily chosen chemical
potential, which shall be µTi in following:
gBulkSrTiO3 = µSr+µTi+3µO , (4.12)
with gBulkSrTiO3 being the Gibbs free energy of one bulk unit cell in the SrTiO3 sample. Strictly
speaking, gBulkSrTiO3 comprises contributions similar to Eq. (4.5), however with the same argu-
ments as before, we approximate the latter correspondingly only with the respective total energy
EBulkSrTiO3 . In combination with the last equations we rewrite Eq. (4.10) once more:
γ =ΦConf−ΓConfSr ∆µSr−ΓConfTi ∆µO (4.13)













EConfTotal −NTi(EBulkSrTiO3−EBulkTi )−ΓConfSr EBulkSr −ΓConfO EGasO
]
. (4.15)
The superscript “Conf” will be omitted in the following, because using the introduced formal-
ism, quantities of the atomic and the reservoir system can not be confused anymore. The con-
stant Φ contains obviously all energetic contributions obtained from first-principle methods, and
is obviously the constant term of γ , which has the shape of a plane in the two-dimensional
space spanned by ∆µSr and ∆µO. The excesses Γ account only for the stoichiometry of different
atomic configurations, and represent the slopes of the aforementioned plane. Contrariwise, the
properties of the reservoir system are characterized exclusively by the difference chemical po-
tentials, which is, of course, due to the complete neglect of all entropic contributions. In fact, a
re-inclusion of these entropic terms would make Φ a function of temperature. How to establish
finally contact with the experimentally adjustable quantities such as temperature and pressure
using the chemical potentials will be elucidated forward below for the case of gas phase species.
4.3.2 Chemical potentials
Before applying the developed formalism to the oxygen adsorption at the SrTiO3 surface, we
feel it is instructive to show at this point how to establish the connection between chemical
difference potentials and the respective, adjustable conditions in the experiment. Concerning the
metal ions, it is not quite clear how to define exactly the quantities ∆µSr and ∆µTi, because little
is known, about how these species actually arrive at the surface.
In order to avoid speculations, we simply consider ∆µSr and ∆µTi, simply as numerical param-
eters, which have to be associated with the “availability” of the Sr- and Ti- atoms at the surface
system, i. e. high values indicate Sr- and Ti- rich conditions, whereas lower values stand for the
depletion of these species in the system.
Fortunately, the case of oxygen is much more obvious. Oxygen arrives in practice at the
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surface in its gaseous state, which can be treated in good approximation as an ideal gas and
which in turn lets us calculate now the oxygen chemical potential explicitly. The key quantity
is here the canonical partition function ZN(T,V ) of N oxygen molecules at a temperature T in
the volume V , which may be written as product of the partition function of the center of mass
motion of the oxygen molecule as well as partition function of their internal coordinates:
ZN(T,V ) = ZCOMN (T,V ) (ZInt(T ))
N . (4.16)
For the center of mass motion, the partition function is simply the well-known textbook re-
sult [221]:















where h is Planck’s constant and mO2 stands for the oxygen molecules’ mass. The hereby in-
troduced quantum volume VQ(T ) of the oxygen molecules is obviously only a function of the
temperature. Variation of the particle number N suggests a weighted summation of the respective











with µ being the chemical potential. For an ideal gas Z˜ can be evaluated directly:










The logarithm of grand-canonical partition-function Z˜ corresponds to the average particle num-
ber, which equals in case for the ideal gas the product of pressure and volume divided by kBT .
This in combination with the latter equation and the energetic shift according to Eq. (4.11) lets
us finally calculate the atomic oxygen chemical potential as:





















where the factor of 1/2 divides the terms on the right hand side, which have to be calculated
clearly only for oxygen molecules. For convenience, we have introduced a reference pressure
p0, allowing to write the dependence in the oxygen pressure pO2 separately. The value of p0
shall be in the following the atmospheric pressure of 1.01 · 105 Pa. Apart from the mass of the
oxygen molecule, we have not made any specifications towards oxygen so far. These shall be
introduced now by assuming the vibrating dumbbell to model the internal degrees of freedom.













where l is the quantum number of the angular momentum, ν is the stretching frequency and RO2
is oxygen-oxygen bond-length of the oxygen molecule. The partition function of rotations is


































Inserting of into Eq. (4.20) yields then the interesting difference chemical potential for oxygen
∆µO as function of the temperature and the pressure of the oxygen gas. On the other hand, the
enthalpy H(T, p0) and entropy S(T, p0) of oxygen gas have been experimentally measured, and
can be looked up for instance in Ref. [223]. Using this data in combination with thermodynamic











where the enthalpy and entropy at T0 stand here for the respective extrapolation to 0 K. In Fig-
ure 4.5 ∆µO has been calculated using the two different approaches of Eq. (4.20) and Eq. (4.24)
and shows indeed the very good agreement even at elevated temperatures. At 1200 K for in-
stance, the two lines do not differ more than 20 meV. In the following however, we will rely
on Eq. (4.24) for the calculation of the chemical potential. For diatomic molecules this does
not play a role at all, but in Chapter 5, we will apply the formalism to the adsorption of wa-
ter molecules, whose internal motions can certainly not be described using modest model of
Eq. (4.21). In this case, employing only the data of the thermodynamic tables is much more
efficient.
In the last paragraphs we have demonstrated for the case of oxygen how to the experimentally
adjustable, macroscopic quantities are coupled via the difference chemical potentials to the actu-
ally interesting surface formation free energies γ in Eq (4.13). Within these steps the capability
of the introduced formalism is ultimately manifested.
4.3.3 Phase diagram
Employing now the energetics obtained in the Section 4.1 in combination with Eq. (4.13) lets
us determine the surface morphology as a function of the experimental conditions. Obviously
the existence of SrTiO3 is restricted to certain domains in the space of the chemical difference
potentials ∆µO and ∆µSr. The upper limits can be determined quickly from Eq. (4.11). If any
of the difference chemical potentials is zero the surface system under investigation would be
in thermodynamics equilibrium with the respective bath system, which restricts the interesting
domains of the difference chemical potentials to strictly negative values. In addition, there are
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Figure 4.5: Oxygen difference chemical potential calculated at atmospheric pressure p0 using the tab-
ulated data (black circles) and Eq. (4.20) with the model of a vibrating dumbbell for the
molecular internal degrees of freedom (red diamonds), being specified in Eq. (4.21).
still other materials, which can be created from oxygen, titanium or strontium. For instance,
for its stability, it is clear that bulk TiO2 will be formed under oxygen-rich and titanium-rich
and thus strontium-poor conditions . This restricts the difference chemical potentials below the
Gibbs-free energy per formula unit GBulkTiO2 of bulk TiO2:
GBulkTiO2−EBulkTi −2EGasO > ∆µTi+2∆µO (4.25)
With the same arguments as before we approximate GBulkTiO2 ≈ EBulkTiO2 with the total energy. The
left side of the last equation defines then the formation energy of bulk TiO2. Under titanium-
poor, i. e. strontium-rich conditions, the formation of strontium oxide and strontium peroxide is
expected, which puts further constraints on the difference chemical potentials:
GBulkSrO −EBulkSr −EGasO > ∆µSr+∆µO
GBulkSrO2−EBulkSr −2EGasO > ∆µSr+2∆µO , (4.26)
where the Gibbs-free energies on the left hand sides are approximated again in the same manner
as in Eq. (4.25).
Figure 4.6 presents the resulting phase diagram. The stable region of SrTiO3 is marked with
a thick white line and represents only a stripe across the space spanned by ∆µO and ∆µSr. As
already pointed out atomic oxygen adsorption results in strict thermodynamic stability only on
the SrO termination under oxygen-rich conditions. The region in which the TiO2 termination
represents the thermodynamic equilibrium of the SrTiO3-sample, is only a very narrow stripe,
colored in dark green in Figure 4.6. This suggests strongly that its preparation would be difficult,
because only a slight change of the conditions in the surfaces environment would stabilize either
the SrO termination or would lead to the formation of bulk TiO2. We emphasize that this result
does not seem to depend on the applied semi-local electronic exchange-correlation, pseudo-
potentials or similar, because in two further studies using the LDA [32] or the aforementioned
hybrid approach [33] have found essentially the same. This result has led to discussions about
the surface morphology of SrTiO3 between the experimental and the theory side, because many
surface preparation techniques are reported to lead to predominantly TiO2-terminated samples.
However, in a recent experiment it was shown that upon sufficiently long and sufficiently in-
tensive heating initially TiO2 terminated samples exhibit large SrO terminated domains [224].
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4.3 Thermodynamic stability










































Figure 4.6: Phase diagram of SrTiO3 as a function of ∆µO and ∆µSr. The encircled area marks the
stable the region of SrTiO3. On the right side, the oxygen difference chemical potential has
been converted to oxygen pressures scales for two exemplary temperatures. Low values of
the strontium difference chemical potential are to identified with titanium-rich and strontium-
poor conditions, while increase values stand for a strontium-rich and titanium-poor environ-
ment.
After 72 h of annealing the sample at 1300°C, the entire sample appeared to be completely SrO
terminated. In fact, the ratio of the SrO and TiO2 domains on the surface appear to change mono-
tonically with time, allowing to create samples with an arbitrary proportion of the two different
terminations. This observation is completely in line with the notion that the different TiO2 rich
reconstructions and formations reported on the SrTiO3 surface do not represent the strict thermo-
dynamic equilibrium [195, 32]. They can be regarded as states being “trapped” by large barriers
and thus hindering the full equilibration of the system. On the other hand, large barriers and
extremely long relaxation times ensure a “local” equilibrium, justifying a thermodynamic de-
scription constraint to a subset of possible and rationally comparable candidate configurations.
Such a subset is defined in the most efficient way simply by basic intuition in combination with
an estimation of the energetic barriers in the connecting path in the potential energy landscape.
As visible in Figure 4.6 and already suspected before, oxygen ad-atoms are too weakly bound
to the surface to represent a major species on experimental conditions. However, the configura-
tions IA and IB in Figure 4.1 indicate that oxygen ad-atom may be created by molecular oxygen
adsorption into oxygen vacancies. The latter are known to be F-centers and recent calculations
have shown that their presence induces an occupied level in deep in the band-gap making ef-
fectively charge highly available [210, 225]. Oxygen molecules in turn have a negative electron
affinity, i. e. the formation the reaction O2+e−→O−2 is exothermic with -0.44 eV [212] making
this mechanism of defect annealing by molecular adsorption extremely probable. According to
our obtained energetics, the resulting oxygen ad-atoms will then recombine and depart eventu-
ally from the surface. On the other hand, Irvine et al. pointed out that similar to oxygen defects,
hydroxyls, super-oxide and peroxide anions may be well incorporated into complex perovskite
material [226]. Consequently, the upper bound for the growth rate of a possibly defect-free
complex oxide film deposited on SrTiO3 is set by the rate of the recombination of the oxygen
61
4 Oxygen adsorption on SrTiO3(001)
ad-atoms. However, because of the complexity of such a process, it would be naive to derive
such a rate for the removal of the described peroxide species only on the basis of the energetics
presented in Section 4.1.
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Using the techniques presented in the previous chapters, we now turn to the adsorption of water
on SrTiO3(001). Similar to the case of oxygen we are focusing primarily on the interaction of
water and the surface in the dilute limit, such that possible interactions of the adsorbed H2O-
species on the surface are treated only implicitly due to the imposed periodic boundary condi-
tions. Section 5.1 focuses the adsorption process itself and the resulting ground-state configura-
tions. In Section 5.2 we will extend the first-principles thermodynamics formalism in order to
analyze the stability of the obtained conformations, which will turn out to rationalize the exper-
imental results of Iwahori et al. [38]. Then, in Section 5.3, we try to relate our results to further
experiments reported in literature. Finally, in Section 5.4 we will address the actual dissociation
and further decomposition of the adsorbed water species on the surface. The results presented
in this chapter have been published already in condensed form in a recent publication [227].
5.1 Initial stages of adsorption
Similar to the previous chapter, convergence with respect to the size of the surface model is








where the factors of 1/2 and 2 account for the double sided adsorption in our surface model.
For convenience, we refer the binding energy to the total energy of the water molecule in gas
phase EGasH2O, whose calculation is described in detail in Appendix B. Although water may also
well exist under relevant conditions in condensed form, the description on ab initio level of
the interaction of water molecules and thus of liquid and solid water is still subject of ongoing
research [228]. Therefore, we consider water only in its vapor phase hereafter. Test geometries
were the ones presented in Figure 5.1, Figure 5.3 and Figure 5.5, which will be discussed in
detail forward below. They have also been considered in different recent studies using either
different methods for the description of the underlying electronic structure [34] or different basis
sets [35, 229, 230]. However, none of these studies compared all three adsorption structures with
each other, nor were the resulting energetics checked with respect to different sizes of the surface
model.
The data in Table 5.1 confirms that (1×1) surface models do not describe singly adsorbed
molecule appropriately in the dilute limit and illustrates that the testing the thickness can lead
to wrong conclusions, when neglecting the lateral extension of surface model. Similar to the
case of the oxygen ad-atom in the previous chapter, eleven atomic layers are required to shrink
the error-bar due to finiteness of the surface model below 50 meV. For comparable geometric
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Table 5.1: Binding energies of the adsorbed water molecule the configurations (IIA1), (IIB1) and (IIB2)
for some specific geometric set-ups as well as a comparison to the values published in liter-
ature. The configurations (IIA1), (IIB1) and (IIB2) are shown in Figure 5.1, Figure 5.3 and
Figure 5.5. All energies are given in eV.






7 -0.83 -0.77 -0.58
9 -0.84 -0.78 -0.58
11 -0.83 -0.78 -0.59
(2×2) (4×4×1)
7 -1.18 -0.74 -0.85
9 -1.24 -0.73 -0.92
11 -1.28 -0.73 -0.95
13 -1.31 — —
(3×3) (2×2×1)
7 -1.22 -0.71 -0.90
9 -1.30 -0.72 -0.97
11 -1.35 -0.72 -0.99
13 -1.38 — —
Ref. [34] (1×1) 7 -0.79 -0.73 -0.63a
Ref. [35] (1×1) 7 -0.81 -0.73 —
Ref. [35] (2×2) 7 -1.10 -0.74 —
Ref. [230] (2×2) 7 — -0.83 -0.92
Ref. [229] — -0.83 —
a The value includes the correction of 0.12 eV of basis superposition error as estimate by the authors.
set-ups however, the data shows an overall good agreement with the aforementioned preceding
works, corroborating our surmise that studying adsorption of on the SrTiO3(001) surface re-
quires a treatment of the electronic exchange correlation permitting to investigate systematically
the effects of the finiteness of the surface model. The numbers given by Lin et al. [230] and
Wang et al. [229] in seem to display a systematic shift of ≈ −100 meV compared to to ours,
which may be explained by their use of the PW91 exchange-correlation functional. On the other
hand, the energetic difference between the two configurations IIB1 and IIB2 on the TiO2 ter-
mination (cf. Table 5.1) is only marginally affected and therefore pointing rather at a different
reference energy of the gas phase water molecule than at a deviant description of the surface.
5.1.1 SrO termination
In accord with the results of Baniecki et al. [35] we find the direct dissociation of the water
molecule upon adsorption, which leads in combination with a lattice oxygen atom to the forma-
tion of two hydroxyl-groups assuming finally the configuration (IIA1) depicted in Figure 5.1.
Visual inspection of this atomic arrangement as well as the numerical values for some selected
bond lengths in Table 5.2 testifies indeed drastic structural changes, to which we assign the ma-
jor responsibility of the drastic dependency of the energetics on the super-cell-size. Similar to
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O(2) H(2) H(1) O(1)
x y
z
Figure 5.1: Schematic illustration of the equilibrium configuration of the adsorbed water molecule on the
SrO termination. Color code: Big red (dark) spheres: strontium, big green (bright) spheres:
titanium small blue (bright) spheres: oxygen, small black spheres: hydrogen.
the case of the oxygen ad-atom, the structural deformations are more pronounced in the vertical
than in the lateral direction. The distance of the lattice oxygen atom at the adsorption site to the
subsurface titanium atom O(2)–Ti(1) is elongated by almost 19 % upon adsorption, while the
bond to the underlying oxygen atom in the third layer O(5)–Ti(1) shrinks simultaneously about
25%. This strong deformation perpendicular to the surface in combination with the smaller
stretching and tilting of the oxygen-titanium bonds in the second layer indicates the deformation
and tilting of the respective TiO6 octahedron below the adsorption site, which is contrasted by
the virtually unchanged position of the strontium atoms in the topmost layer.
The actual adsorption process is looked upon more closely in Figure 5.2 with plotting the
energy, the relevant internal bond length of the water molecule and the change of the Hirshfeld-
charges [165] as a function of the water molecule’s distance to the surface. The absence of
extrema in the energy graph shows that the water molecule decomposes without any ener-
getic barrier. Therefore, a precursor molecular adsorption state on this termination as found
by Evarestov et al. [34] with same binding energy as the corresponding configuration IIA1 on
(1×1) surface models can not be confirmed. As the increase of the bond length O(1)–H(2)
indicates in the middle panel of Figure 5.2, the actual decomposition take place when the water
molecule has approached the surface smaller to a distance smaller than 0.5 Å. At this position
also the essential part of the charge transfer from the surface to water molecule sets in, which
comprises mostly the contributions of the individual the atoms O(2) and the subsurface Ti(1)
at the adsorption site. Interestingly, the charge density close to the adjacent cations Sr(1) and
Sr(2) is nearly unchanged during the entire process. This Hirshfeld-charge transfer is in line
with the picture of water acting as a Lewis-acid and the surface playing the role of a Lewis-
base, which is commonly expected for dissociative adsorption of water [231, 232]. We mention,
that we avoid here the usual terminology of Lewis acid and base “sites”, because the detailed
Hirshfeld-analysis showed that the charge density located around the oxygen and titanium atoms
is modified to some minor extent in the entire two surface layers.
Then, having finally arrived at the ground state position IIA1 shown in Figure 5.1 the hy-
65
5 Water adsorption on SrTiO3(001)
Table 5.2: Characteristic bond lengths in the ground state configuration (IIA1) of the adsorbed water
molecule on the SrO-termination. The quantity ∆d denotes the change in percent of the











H(1) — O(1) 0.97 -1 O(1) — O(3) 3.04 —
H(2) — O(1) 1.60 +60 O(2) — Sr(1) 3.24 +12
H(2) — O(2) 1.01 + 2 O(2) — Sr(2) 3.20 +3
H(2) — O(2) 1.01 — O(2) — Ti(1) 2.28 +19
O(1) — Sr(1) 2.59 — O(4) — Ti(2) 2.04 +6
O(1) — Sr(2) 2.55 — Ti(1) — O(5) 1.82 -25
drogen atom H(2) is split off the water molecule and forms a hydroxyl-group with the surface
lattice oxygen atom O(2). The topmost hydroxyl-group O(1)H(1) is stabilized essentially by the
electrostatic attraction to the adjacent Sr(1) and Sr(2) cations and the hydrogen bond O(1)–H(2),
measuring 1.6 Å and emphasizing the persistent interrelation of the two hydroxyl-groups on the
surface. Atomic arrangements, where two hydroxyl-groups form an entity by means of such a
hydrogen-bond have also been reported recently for the water adsorption on the (001)-surface
of the alkaline-oxides MgO and BaO [233] and points therefore at a possibly general feature
of oxide surface with the similar geometry. Therefore, we adopt the nomenclature of the lat-
ter study and refer to the two hydroxyl-groups in Figure 5.1 as “ion-pair” or “hydroxyl-pair”.
Interestingly, the position of the topmost hydroxyl’s oxygen atom is very close to the oxygen’s
position in the assumed continued perovskite lattice, whereas the results in Chapter 4 showed
that the singly adsorbed oxygen atom forms a covalent oxygen-oxygen bond on the surface.
5.1.2 TiO2 termination
In agreement with the preceding works [34, 35, 230] we find that water molecules may adsorb on
the TiO2 termination without dissociation assuming configuration IIB1 depicted in Figure 5.3.
The increase of the binding energy up to approximately −0.73 eV in (2×2) and (3×3) surface
models is traced back to the attractive interaction of the intact water molecule with its periodic
image in the case of the small (1×1) surface models. Obviously, this non-dissociative adsorp-
tion mode does not inflict larger lattice distortions, being illustrated by the only very subtle
changes of the bond lengths due to adsorption in Table 5.3 and which is also reflected in the
binding energies listed in Table 5.1 being practically constant with respect to the number of
atomic layers in the surface model.
The binding to the surface is driven by the electrostatic attraction of the surface Ti(1) atom
and the oxygen atom O(1) of the water molecule as well as between the surface oxygen atom
O(2) and the hydrogen atom H(2). In addition, Figure 5.4 displays that the adsorption process
is accompanied by a transfer of charge density, most notably from the proximity of H(2) into
the region of the bond O(1)–Ti(1), while the electronic density near H(1) remains virtually un-
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Figure 5.2: Energy, internal bond length. and change of the Hirshfeld charges as a function of the z-
coordinate of the water molecule’s center of mass. The latter quantity is referenced to their
respective values prior to adsorption. The data plotted here has been obtained from a seven
layer (2×2)-surface model with constraint geometry optimizations for the individual values
of z(H2O). The atomic labeling is defined in Figure 5.1.
changed. The non-equivalent electronic states of the two hydrogen atoms is also reflected in the
very different distances to their respective neighboring surface oxygen atoms (cf. O(2) – H(2),
O(3) – H(1) in Table 5.3). Applying the Hirshfeld charge partitioning scheme [165] allows the
interpretation of the charge accumulation between Ti(1) and O(1) during the adsorption as a
small effective charge transfer from the water molecule to the surface, illustrated in Figure 5.6
on the left side by the simultaneous converse change of the individual Hirshfeld-charges as a
function of the water molecule’s distance to the surface. Thus, the assignment of the water
molecule as a the Lewis acid and the surface as a Lewis base is obviously reverted here with
respect to the previously discussed adsorption on the SrO termination.
Table 5.3: Characteristic bond lengths in the ground state non-dissociated configuration (IIB1) of
the adsorbed water molecule on the TiO2 termination. The quantity ∆d denotes the
change in percent of the respective bond due to adsorption of the H2O-molecule. The










H(1) — O(1) 0.98 -1 Ti(1) — O(1) 2.21 –
H(2) — O(1) 1.01 +2 Ti(1) — O(2) 2.24 +8
H(2) — O(2) 1.73 – Ti(1) — O(4) 1.81 -2
H(1) — O(3) 2.85 – Ti(1) — O(5) 1.94 +5
67






O(3) Ti(2)Ti(1) H(2)H(1) O(1) O(2)
Figure 5.3: Schematic illustration of the adsorbed water molecule on the TiO2 termination in the non-
dissociated state (IIB1). Color code: Big red (dark) spheres: strontium, big green (bright)




































Figure 5.4: Charge density difference ∆n(r) of the molecularly adsorbed H2O on the TiO2 termination
surface, which has been calculated here analogously to Section 4.2. The charge accumulation
between the water molecules’ oxygen atom and the surface Ti(1) is clearly visible in both
planes. The atomic labeling is the same as in Figure 5.3.
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5.1 Initial stages of adsorption
As shown forward below, boosting of the strength of bond Ti(1)–O(1) on the expense of the
oxygen-hydrogen bond O(1)–H(2) promotes the disintegration of the water molecule substan-
tially. The resulting configuration IIB2 is presented in Figure 5.5 and displays unsurprisingly
the formation of two hydroxyl-groups. The oxygen atom of the topmost hydroxyl O(1)H(1) is
directly coordinated to the surface titanium atom Ti(1) with a distance of 1.84 Å, which is even
shorter than the titanium oxygen bond length in bulk SrTiO3 suggesting thereby a quite substan-
tial gain in bond strength between these two atoms. The axis of the topmost hydroxyl-group and
the bond O(1)–Ti(1) enclose an angle of 120° such that it lies approximately in the plane defined
by the titanium atom Ti(1), the adjacent surface lattice oxygen atom O(3), and the vector normal
to the surface. The second hydroxyl-group is formed by the split-off hydrogen atom and the
surface oxygen atom O(2) such that its axis is approximately parallel to the axis of the topmost
hydroxyl-group O(1)H(1), i. e. it is also tilted about 120° with respect to the z-direction.
This configuration IIB2 is energetically favored over the molecularly adsorption configuration
IIB1 for surface models comprising more than (2×2) surface unit cells, because here the lateral
relaxations in the topmost layer can properly develop. Table 5.4 quantifies these distortions
further, of which the lifting of the Ti(1) towards the vacuum and the increase of the bond Ti(1)–
O(2) by approximately 20% are the most prominent ones. The latter seems to originate from the
coulomb repulsion of the two hydroxyl-groups.
Similar to the case of the oxygen ad-atom and in contrast to the water adsorption on the
SrO termination, the induced lattice deformations have a rather a lateral than a perpendicular
character, which is also reflected in faster convergence of the binding energy with respect to the
number of atomic layers as seen already in Table 5.1. For the sake of completeness we remark
that the topmost hydroxyl-group O(1)H(1) in Figure 5.5 may be rotated 180◦ about the z-axis
resulting in a slightly different yet energetically equivalent geometry making a further distinction
unnecessary.
Intuitively, the configuration IIB2 may only be achieved, if the water molecule in IIB2 disso-
ciates. This dissociation process is analyzed in greater detail in Figure 5.6 on the right side.
The obtained minimum energy path (MEP) of this reaction was calculated using “nudged-
elastic-band” (NEB)-method [234] in the implementation of the “Atomic Simulation Environ-
ment” (ASE) [235]. In order to guarantee the dilute limit, a (3×3) surface model with seven
unit cells with seven atomic layers was employed. Checking the equivalent MEPs of in (2×2)-
surface models for different numbers of atomic layers verified that the thickness of the slab
model affects only marginally the interesting dissociation barrier. As reaction coordinate for the
MEPs shown in Figure 5.6 and forward below, we used the path in the hyper-dimensional space
spanned by the all atomic coordinates, which were scaled with the square root of the respective
mass. For the sake of clarity, we normalized the shown path lengths to unity.
From the presented energy profile a dissociation barrier of only 90 meV is derived. This
value is approximately half of the value given by Lin et al., which we have reproduced before
when using equivalent geometry set-ups with (2×2) surface models [230]. This small energetic
barrier renders the molecular adsorption geometry IIB1 for coverages lower than 0.25 ML even
at lowest temperatures extraordinary short-lived at low coverages. Analyzing the change of
the Hirshfeld-charges suggests the interpretation of an effective charge transfer to the adsorbed
species during the dissociation process, especially to the topmost hydroxyl-group O(1)H(1),
whereas the Hirshfeld-charge of Ti(1) is does not differ between the initial IIB1 and finally
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O(2)O(3) Ti(1) Ti(2)H(2)H(1) O(1)
x y
z
Figure 5.5: Schematic illustration of the adsorbed water molecule on the TiO2 termination in the dissoci-
ated state (IIB2). Color code: Big red (dark) spheres: strontium, big green (bright) spheres:
titanium small blue (bright) spheres: oxygen, small black spheres: hydrogen.
Table 5.4: Characteristic bond lengths in the dissociated ground state configuration (IIB2) of the
adsorbed water molecule on the TiO2 termination. The quantity ∆d denotes the change
in percent of the respective bond due to adsorption of the H2O-molecule. The atomic










H(1) — O(1) 0.98 -1 Ti(1) — O(2) 2.24 +21
H(2) — O(2) 0.98 -1 Ti(1) — O(3) 2.17 +3
H(1) — O(3) 2.84 – Ti(1) — O(5) 2.29 +24
H(2) — O(3) 2.34 – Ti(2) — O(2) 2.08 +12
Ti(1) — O(1) 1.84 – Ti(3) — O(5) 1.86 -7
dissociated state IIB2. The transferred electron density is supplied predominantly by the adjacent
lattice oxygen atom O(2), but similarly to the adsorption process on the TiO2 termination all
substrate ions contribute to some extent. This is in line with the reduction of the energy barrier
for smaller coverages. Assuming that the absolute amount of transferred charge being necessary
to triggering the dissociation is independent of the water coverage and for each molecule the
same, at lower coverages the surface atoms in the vicinity of the adsorption site have to provide
individually less charge at low densities than at dense packings. Thus, at lower coverages the
electronic structure of the surface gets less perturbed by the dissociation of the molecule, which
becomes therefore more likely.
It is noteworthy that a recent DFT-study confirmed the existence of the same adsorption con-
figurations on BaTiO3, although it is unfortunately likewise the aforementioned preceding stud-
ies for SrTiO3 confined to most likely to too small model systems [236]. With background
of the data in Table 5.1, the conclusions drawn from the energetics of the water molecule on
BaTiO3 can not be unconditionally trusted, however, apparently the substitution of the Sr with
the Ba atom seems to boost the relative stability of the corresponding dissociated configuration
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Figure 5.6: Left side: Binding energy and charge rearrangement of the water molecule, the Ti(1) atom
as well as the entire topmost surface layer as a function of the z coordinate of the water
molecule’s center of mass during adsorption on the TiO2-termination. Right side: Binding
energy and charge rearrangement of the water molecule during the ensuing dissociation on
the TiO2 termination. The bottom panel displays the change of the Hirshfeld-charges of the
entire water molecule, of the adjacent Ti(1) and O(2) atoms as well as the entire surface
during the dissociation. On both sides. the charges have been referenced to their value prior
to adsorption. In order to save computational resources, the data presented in the left and right
panel has been calculated using seven layer surface models comprising (2×2) and (3×3)
surface unit cells, respectively. The atomic labeling is defined in Figure 5.3.
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IIB2 with respect to IIB1. We also mention here that the picture of the coverage dependent
adsorption mode water adsorption on the TiO2 is very reminiscent to the situation found for the
α-Al2O3(0001) surface, where first principles studies also predict the initial molecular water ad-
sorption at the surface cation followed at lower water coverages by the molecules’ dissociation
thanks to a negligible energetic barrier [237, 238].
5.2 Thermodynamic stability
For the analysis of the thermodynamic stability the formalism developed in Section 4.3 has to
be extended. The inclusion of hydrogen atoms in the system can be accounted for simply by
adding an appropriate term to Eq. (4.13):
γ =Φ−ΓSr∆µSr−ΓTi∆µO−ΓH∆µH (5.2)
where µH is the atomic hydrogen chemical, which can be calculated in the same way as for the
of oxygen in Eq. (4.20) and Eq. (4.24). Because hydrogen is not contained in the employed
reference bulk system of ideal perovskite SrTiO3, ΓH is here basically the number of hydrogen
atoms in the surface model. This reference is of course no longer reliable if the sample contains
already hydrogen impurities to a large extent. However, at this point we are primarily interested
in the adsorption on pristine SrTiO3 and we will therefore not pursue in this direction any further.
5.2.1 Water chemical potential
In principle, the last equation would be completely sufficient to explore the relative stability
of the atomic conformations discussed in Section 5.1. However, in the following paragraphs
we consider the adsorption of whole water molecules and therefore it is more instructive to use
water vapor as the source and reference for hydrogen atoms in the gas phase. In equilibrium the
chemical potential of water should be the stoichiometric combination of the chemical potentials
of gas phase oxygen and gas phase hydrogen:
µH2O = 2µH+µO . (5.3)
As above in Section 4.3, both µO and µH are normalized to one atom. Defining now the dif-
ference chemical potential for water in full analogy to Eq. (4.11) and in combination with the
dissociation energy EDis(H2O of the water molecule in the gas phase:
EDis(H2O) = EGasH2O−EGasH2 −EGasO , (5.4)




































Figure 5.7: Difference chemical potential of water ∆µH2O as a function of temperature for different pres-
sures calculated using the tabulated experimental measure thermodynamics quantities from
Ref [223]. The gray freckled and the plain blue box mark the high-pressure region above the
critical point of water and the range of ∆µH2O scanned in the experiment of Iwahori et al.,
respectively (see forward below). The black thick lines denote ∆µH2O at the reference pres-
sure, firstly for the physically correct parameterization (“+”) exhibiting the phase transition
with the discontinuity at 500 K and secondly for the gas phase parameterization extrapolated
to temperatures below 500 K (diamonds). Focusing primarily on the low-pressure region, the
latter was used throughout to calculate ∆µH2O in following.
The calculation of the dissociation energy EDis(H2O) is presented in Appendix B. The change
for the factor of ∆µO is due to the oxygen atom of the water molecule. Upon adsorption of two
hydrogen atoms, one oxygen atom is delivered to the surface without any additional energetic
expense, i. e. it comes “for free”. In turn, removing this oxygen atom from the surface requires
then an effective lowering of the partial oxygen pressure in the ambient gas atmosphere.
The essential problem with using water vapor as reference is that it might well exist in rel-
evant condition in condensed and vapor form. It is obvious that such a simple relation like
Eq. (5.5) and the crude approximations made in its derivation in Section 4.3 do not account for
this properly. The exclusion of condensed water is guaranteed, if the ∆µH2O takes values smaller
than the critical difference chemical potential ∆µCritH2O = −0.91 eV corresponding to the critical
point of water [239]. Consequently, this will define the range of ∆µH2O for the strict applica-
bility of Eq. (5.5) and we may calculate ∆µH2O using the data taken from the thermo-chemical
tables [223] in combination with Eq. (4.24). Of course, in the latter formula the factor of 1/2
has to be omitted, because it reflects only that oxygen is a diatomic species. Conventionally, the
data in the thermo-chemical tables was measured as a function of temperature at atmospheric
pressure. For water this yields the well known liquid-gas phase transition at ≈ 500°C, which is
indicated by the discontinuity of the entropy, enthalpy and eventually ∆µH2O presented in Fig-
ure 5.7. Restricting ourselves to the gas phase of water, will we avoid the ambiguity by using
only the parameterization for the gas phase, which will also be valid for lower temperatures and
pressures below atmospheric pressure.
Before proceeding, we note that the neglect of vibrionic contributions to the surface formation
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energy in presence of OH-bonds may be indeed be a serious approximation [239]. However, we
do not incorporate them for the reasons given in Section 4.3 and because we are interested
primarily in low coverages of adsorbed water species, such that the vibrionic contribution will
be rather small anyway. In contrast, focusing on the precise description of very high coverages,
these entropic terms can be expected to play a much more important role and should definitely
be taken into account.
5.2.2 Comparison to the experiment
Interestingly, the hydroxilation of SrTiO3 in this low-pressure regime has also been probed by a
recent experiment conducted by Iwahori et al. [38]. They explored the SrTiO3 surface using the
FFM-technique, allowing the to monitor the change of the friction force upon water exposure
specifically for differently terminated domains on their samples.
In order to prepare the surface, Iwahori et al. annealed their samples after initial cleaning for 2
h in oxygen ambient at 1000°C. This produces quasi defect-free surfaces of single atomic steps
and atomically flat terraces, which can be distinguished by their different width and the differ-
ent friction force they exert on the tip. The narrower terraces showing larger friction forces are
assumed to be the SrO terminated domains, whereas the wider terraces with smaller forces are
identified with the TiO2 terminated regions. The correctness of this assignment was verified in
earlier experiments [240, 241]. The actual AFM/FFM scans were carried out at room tempera-
ture at a nominal partial water pressures of 10−6 Pa up to 10−2 Pa, which translates exactly into
the range of ∆µH2O being accessible with the first-principles thermodynamics formalism. Iwa-
hori et al. were thus able to monitor the friction force for the two differently terminated domains
separately as a function of partial water pressure and consequently their work has be considered
as a key experiment regarding the interaction of water with SrTiO3. On the SrO terminated do-
mains they observed an increase of the friction force with the partial water pressure, indicating
the hydroxilation of these areas. Contrariwise, no remarkable change of the frictional force was
observed on the TiO2 terminated domains for the whole investigated pressure range, strongly
suggesting that water molecules can not be stabilized on these areas on these ambient condi-
tions. In Figure 5.8 we compare directly the experimental result to the adsorption free energies
computed straightforward by insertion of the energetics obtained in Section 5.1 into Eq. (5.5).
The qualitative and also the quantitative agreement is noteworthy. Our calculation predict indeed
the hydroxylation on the SrO terminated surface at even a lower humidity Iwahori et al. were
able to probe in their measurements. Keeping in mind that the FFM-technique is especially sen-
sitive towards organic and aqueous species, our results are in line with the interpretation that the
increased friction force measured on the nominally clean surface on the SrO terminated domains
is indeed due to residual hydroxyl-pairs on these areas. In contrast, our results indicate that on
the TiO2 termination water molecules can be stabilized only at increased partial water pressures.
The respective threshold chemical potential for the water adsorption here lies less than 100 meV
below the µCritH2O, marking the upper bound of the low-pressure regime. We recall that 100 meV is
certainly within the range of systematic errors due to the approximation made in the description
of the underlying electronic structure. In addition, in the range of ∆µH2O ≈ −1.0 · · ·−0.91 eV
the actual adsorption free energies for the small coverages are hard to distinguish from that of the

















































Figure 5.8: Adsorption free energy as a function of the water difference chemical potential ∆µH2O for
different coverages of adsorbed H2O species on both terminations. The data has been ref-
erenced to the respective regular termination, which eliminates the dependence on the ∆µSr
and ∆µO in Eq. (5.5). Thus, the adsorption free energies only smaller than zero denote water
adsorption. As in Figure 5.7, the plain blue background box marks the range explored by
Iwahori et al., whereas the gray freckled background box marks the region above the critical
point of water.
our results are in excellent agreement with the experimentally measured date.
Apparently very high packings of water molecules on both terminations can not be achieved
within the low-pressure regime. Moreover, Figure 5.8 illustrates nicely that reproducing the
experimentally observed different water affinities of both termination requires the careful elimi-
nation of effects due to the finite size of the surface model. Similar to the case of atomic oxygen
in Chapter 5, the more sophisticated treatment of the underlying electronic structure as per-
formed by Evarestov et al. does not allow to make contact to experimental observations, if the
energetics can not be converged with respect to the super-cell size [34].
In addition to Iwahori et al.’s experiment, Kato et al. carried out a complementary FFM-
study, focusing on the water adsorption on SrTiO3(001) at room temperature in the high pressure
regime [242]. The essential observation is a drastic increase of the friction force at 103 Pa which
is being attributed to an increased water reactivity. Converting this data again to the difference
chemical potential, we obtain ∆ =−0.6 eV, which is intriguingly only about 0.1 eV above the
difference chemical potential where our calculated energetics would predict the stabilization of
the one mono-layer water coverages for both terminations. Note that this situation corresponds
to a steady coexistence of dissociated and intact water molecules on the surface at rather high
packings, whereas in Iwahori et al.’s experiment we would expect only a very few dissociated
water molecules on the TiO2 terminated domains. Stipulating that the concept of the difference
chemical potential is still somehow valid beyond the critical point of water and the observed in-
creased reactivity and proposed formation of an liquid water over-layer is the actually monitored
with the force friction, our results are also fully consistent with Kato et al.’s observations.
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5.2.3 Global phase diagram
It is possible to extend the analysis of the global thermodynamic stability in Section 4.3 with
respect to the water chemical potential in Eq. (5.5) and derive a phase diagram analog to the
one shown Figure 4.6. With the same arguments as in Section 4.3 we have to define the upper
and lower limits for the stability of SrTiO3 with respect to ∆µH2O. Because our reference was
chosen to be pure SrTiO3, the range ∆µH2O extends to negative infinity,denoting the complete
absence of water in the thermodynamic system. Since we want to restrict this analysis to the
low-pressure regime below the critical point, the upper boundary of ∆µH2O is still ∆µCritH2O =−0.91 eV. There are several forms of multiple hydrated strontium hydroxides known [243], we
expect in the strontium-rich and water-rich regime the crystallization of these. Intuitively, these
partly highly multiply hydrated compounds such as the recently studied strontium hydroxide
octahydrate Sr(OH)2 · 8H2O [244, 245], are expected to form only under extreme water-rich
conditions. Since we address here only the low-pressure regime of water, it would be sufficient
to restrict ourselves only to the non-hydrated strontium oxide Sr(OH)2. However, because its
structure is not known completely from experiment [246], we have to determine the energetically
minimum structure, which is explained in detail in Appendix A. We also included strontium
hydroxide monohydrate Sr(OH)2 ·H2O as an additional upper limit in the strontium- and water-
rich limit, because all atomic positions of this material are tabulated [247, 248]. These additional
limits for the chemical difference potentials are expressed similar to Eq. (4.26) in the following
inequalities, which have to be fulfilled by the chemical difference potentials:
GSr(OH)2 > µSr+µH2O+µO (5.6)
GSr(OH)2·H2O > µSr+2µH2O+µO . (5.7)
Because of the numerous OH-bonds in these materials the vibrionic entropy forms certainly
a substantial contribution to the Gibbs free energies on the left hand side. However, we are
interested here in a coarse estimate of the stability of SrTiO3 and a high quality description is of
these materials is therefore beyond the scope of this work. Thus, GSr(OH)2 and GSr(OH)2·H2O are
again approximated only with the respective total energies.
Contrariwise, in the titanium-rich region in the phase diagram, we do not consider a further
destabilization of the SrTiO3 due to precipitation of a hypothesized “titanium hydroxide”, even
if such a material existed at all. We have seen in Figure 5.8 and from Iwahori et al.’s experiment
that water molecules practically do not adsorb on the TiO2 terminated surface for water chemical
potentials below the critical point. Thus, we may expect that titanium dioxide will precipitate
on the sample independently humidity in the environment, unless the condition expressed in
Eq. (4.25) holds.
Apparently, the addition of water to thermodynamic system requires the addition of a third
coordinate axis to the two dimensional phase diagram shown and discussed in Section 4.3. Due
to the comprehensible difficulties of visualizing such a three dimensional phase diagram prop-
erly, we restrict ourselves in Figure 5.9 to show the projection on the plane corresponding to
∆µO =−1.5 eV. Inspection of Figure 4.6 reveals that this belongs to the broad region of oxygen
difference potential ∆µO from -1.8 eV to -0.4 eV where SrTiO3 is stable. Possible modifications
will only arise for extreme “oxygen-rich” or “oxygen-poor” conditions. In addition, we do not
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Figure 5.9: Phase diagram of the SrTiO3(001)-surface upon exposure to water vapor for the oxygen
difference potential of ∆µO =−1.5 eV. The encircled area marks the stable region of SrTiO3.
The region beyond the critical point of water is marked here with blue horizontal lines.
address here adsorption geometries comprising different mixtures of one or more Ti-, Sr-, O-
and H-ad-atoms, such that the shape of Eq. (5.5) indicates already that the lines separating the
different regions of stability will be parallel and perpendicular to the axes of the variables ∆µSr
and ∆µO. Of course, the precipitation surface of the oxides in the full three dimensional phase di-
agram is not collinear with the respect to the ∆µO-axis, but so is the region of stability of SrTiO3.
Thus, the relative position of the phase boundaries of for of Sr(OH)2, Sr(OH)2 ·H2O and SrTiO3
do not change in this range of medium oxygen chemical potentials and plotting Figure 5.9 will
differ only in the numerical values of ∆µSr. Because the latter is used only as an adjustable pa-
rameter anyway, this two dimensional projection provides already the same information as the
full three dimensional phase diagram for the structures under consideration.
A noteworthy feature of this phase diagram presented in Figure 5.9 is the further destabiliza-
tion of the TiO2 termination. In the global thermodynamic equilibrium, this termination would
exist at room temperature only in extremely dry conditions. Because water and hydrogen can re-
alistically never be really eliminated and the TiO2 termination or Ti-rich surfaces are frequently
prepared in experiment, this phase diagram corroborates our earlier surmise that the actual sur-
face morphology is crucially dependent on probably complex reaction pathways, which may be
blocked or opened under different conditions in the ambient of the sample. However, a complete
picture of the SrTiO3(001) surface would comprise these reaction paths and would hopefully re-
produce many of the observed surface formations is certainly out of reach. On the other hand, if
the way to precise thermodynamics equilibrium is blocked by insurmountable energetic barriers,
we may treat each of those formation and reconstructions in local equilibrium, which eventually
justifies the approach in the previous section.
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5.3 Relation to further experiments
In the previous Section we have demonstrated by applying fundamental thermodynamic argu-
ments that our results can rationalize the different affinity of the two terminations towards water,
which has been explicitly observed Iwahori et al.’s experiment. For the sake of completeness
we will now briefly report about further experiments subjected to the interaction of water and
SrTiO3, using techniques other than the AFM and FFM. If it is appropriate, we will also try
to rationalize these observations in order to strengthen the validity of the picture of the water
adsorption on SrTiO3 provided by the result in Section 5.1.
Temperature-programmed desorption
Temperature programmed desorption (TPD) or temperature programmed reaction (TPR) is a
useful tool to study experimentally the kinetics of surface processes [249]. Before recording
such a TPD-spectrum, the gas or the mixture of gases is dosed in defined quantities to the sur-
face, which has been cooled down to low temperatures beforehand allowing thereby the adsorp-
tion of even weakly bonded species in adjustable coverages. Subsequent heating of the sample
with a constant heating rate activates possibly complex surface reactions which may be accom-
panied with the desorption of one or more of its products. Analyzing the kind as well as the
number of evaporated species in dependence of the temperature of the sample for different ini-
tial coverages allows then to record the temperature desorption spectrum, i. e. the desorption rate
of the individual species as a function of temperature. The position and shape of the peaks in
this spectrum yields eventually detailed information about the kinetics of these reactions on the
surface [249, 250].
Wang et al. performed such a TPD-study addressing the interaction of water with the predom-
inantly stoichiometric as well as with the sputtered, i. e. oxygen-reduced SrTiO3 surfaces [37].
The presented TPD-spectra display a prominent peak at 160 K for very high exposures, which
indicates the desorption of a weakly bonded second water or ice over-layer. The spectrum
recorded from the nominally defect-free samples exhibits at the increased temperatures es-
sentially two features. At low water exposures in the range of 0.05 L to 0.3 L and conse-
quently at low coverages, a broadened feature extending from 200 K to 300 K is assigned to
“chemisorbed molecular” water, whereas the clearly more pronounced peak appearing for higher
exposures from 0.4 L to 1.5 L below 200 K is identified with “more weakly bound” water on
the surface. Based on these results and referring to the surmises of previous experimental stud-
ies, the authors suggest non-dissociative water adsorption on the stoichiometric, non-defective
SrTiO3(001)-surfaces. Because of the well-developed (1×1)-LEED-patterns and the results ob-
tained by Yoshimoto et al. [181] using a similar preparation procedure, the authors concluded,
that their samples are predominantly TiO2 terminated. On the other hand, referring to the works
of Kawasaki et al. [178] and the theoretical study of Padilla and Vanderbilt [198], the authors
admit to have also to some extent Sr-atoms at surface. Indeed, later and more refined theoretical
studies [32, 33] as well as our own analysis in Section 4.3 disable the authors arguments and
uncover that the exact surface morphology is largely unknown to the authors. Despite these
uncertainties and although the authors admit that they were able to calibrate the usual relation
between initial water exposure and resulting water coverage only approximately, the measured
TPD-spectrum shown in Ref. [37] fits qualitatively quite well to our results. Manifestly, the
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repulsive interaction of the adsorbed water molecules is displayed and which is also nicely re-
flected in the binding energies listed in Table 5.1 for both terminations. Using the approximate









allows in a simplified, but convenient way the derivation of the approximate activation energy
EA for a desorption process from the temperature T of a peak maximum in the TPD-spectrum,
if the frequency factor ν0 and the heating rate α of the sample are known. In Wang et al.’s
experiment the heating rate was 1 Ks−1 and the frequency factor is usually assumed to be in
the order of 1013s−1. Inserting instead a value of 1018 for the ratio ν0α in Eq. (5.8) yields the
activation energies of 0.74 eV and 0.97 eV for the measured peaks at 200 K and 260 K corre-
sponding to 1.0 L and 0.05 L of initial water dosages, respectively. Intriguingly, these two values
recover indeed the binding energies for the water molecule at the TiO2 termination presented in
Table 5.1, if we make use of the rule of thumb, that 1 L of water exposure corresponds to 1 ML
coverage. Checking on the binding energy on the SrO termination for low coverages (-1.38 eV),
we expect an additional peak in Wang et al.’s spectrum at approximately 370 K, which is clearly
missing. These two indications are completely in line with Wang et al.s initial conjecture that
their samples were indeed mostly TiO2 terminated and would suggest in turn the identification
of the “chemisorbed water” as the dissociated molecule shown in Figure 5.5.
High resolution electron energy loss spectroscopy
A method especially sensitive towards vibronic modes of adsorbed species on the surface is
the high resolution electron energy loss spectroscopy (HREELS). Cox et al. [36] observed in
their HREELS experiment at 100 K the immediate adsorption of water on SrTiO3(001). After
initial cleaning and annealing in oxygen the samples were annealed in a hydrogen atmosphere
of 1.3 ·102 Pa in order to induce carriers into the material. Subsequent UPS/XPS measurements
confirmed uncontaminated, defect free SrTiO3(001)-surfaces on the samples. Under 4 L water
exposure, two peaks in the spectrum at 209 meV (1686 cm−1) and 454 meV (3662 cm−1),
which are being identified with the symmetric bending and scissor frequencies of molecularly
adsorbed water molecules. However, due to a “poor signal-to-noise ratio”, the anti-symmetric
stretch could not be detected. At higher exposures up to 114 L, a broadened loss feature indicates
O-H-stretch modes, which is being assigned to the already formed ice over-layer. Confirmation
for the non-dissociative adsorption of water is derived from the emergence of three peaks at
11 eV, 14 eV and 17 eV in the UPS spectrum and which are being identified with the a1, b1,
and b2 orbitals of the molecularly adsorbed water molecules on the surface. Presumably, this
from other works differing assignment of the three water fingerprint states is most likely due to
a different energy reference during recording the spectra.
Photo-emission spectroscopy
Ultraviolet and X-ray photo-emission spectroscopy (UPS/XPS) studies subjected to the adsorp-
tion of water at exposures ranging from 0.5 L up to reported extreme 108 L with stoichiometric,
defective, i. e. ion-bombarded and stepped SrTiO3(001) surfaces and have been performed by
Henrich et al. [251], Webb and Lichtensteiger [252], Eriksen et al. [253] and Owen et al. [254].
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Because the second two works could demonstrate some limitations of the historically first at-
tempt of Henrich et al. [251] on the subject and which were also later being acknowledged by
one of the authors [1], we will be content with simply mentioning it. Webb and Lichtensteiger
on the other hand studied only defective surfaces and although their interpretation differs, their
results essentially agree with the findings of Eriksen et al. and Owen et al., letting us concentrate
primarily on the results of the latter works.
For the oxygen-annealed and thus nominally defect-free surfaces Eriksen et al., observed two
peaks emerging below the O 2p valence band at approximately 11 eV and 14 eV in the spectra
after exposing the sample to 2 L of water. The authors assign these peaks to the a1 and b2-
orbitals of molecular water, while the b1-orbital is suspected to be hidden beneath the oxygen
O 2p valence band of SrTiO3. Consequently, they suggest pure molecular adsorption of water
on this surface. For the defective surfaces the authors find essentially the same features at higher
exposures of 10 L , except that the second peak at 14 eV is somewhat less pronounced than the
first one at 11 eV. Moreover, upon heating up the sample the second peak disappears, which
is taken as evidence for removing of the water molecules from the surface. The remaining first
peak at 11 eV is now attributed to the σ -molecular orbitals of hydroxyl-groups on the surface,
which coincide energetically with the a1-orbitals of molecular water. This interpretation is sig-
nificantly supported by the work of Owen et al. [254], who were able to resolve the UPS-spectra
as well as the difference spectra at 150 K for even lower exposures of 0.5 L. We mention that
problems due to the normalization of the original spectra, difference spectra may lead to mis-
interpretations, which has been criticized by Eriksen et al. as well as Webb and Lichtensteiger.
However, due to the clearness of their figures we assume that the authors succeeded in over-
coming these problems and we reproduce their recorded spectra of Owen et al. in Figure 5.10
on the right side. The SrTiO3-samples were prepared by Ar+-bombardment and subsequent
annealing in oxygen atmosphere, which resulted in clean, unreconstructed surfaces. Unfortu-
nately, the authors do not comment on the exact surface morphology, but we may assume that
it is predominantly TiO2 terminated such as reported by other studies using similar preparation
procedures. The difference spectra for the planar surface shown in the bottom panel on the right
side of Figure 5.10 as graph (b) displays essentially three peaks, which are agreeing with Erik-
sen et al. being directly assigned to the fingerprint states of the water molecule. For the stepped
surface (same panel, graph (a)), the results correspond essentially to the of Eriksen et al. for the
oxygen defective surface, i. e. only one feature below and one peak hidden beneath the O 2p
valence band, being indicative for the presence of hydroxyls. By analyzing the calculated eigen-
value spectra of configuration (IIA1), (IIB1) and (IIB2) in Figure 5.10 on the left side, we are
able to confirm this point of view. Summing up the obtained total electronic density of states
projected onto the topmost two layers shall be taken as a coarse approximation for simulating
a “clean” SrTiO3(001)-surface, but with some uncertainty about the actual termination. The
resulting projected density of states (PDOS) is shown in the right side of Figure 5.10 in panel
(a), and exhibits clearly a first broadened feature right below the oxygen O 2p-valence band and
a second smaller peak approximately 3 eV further below. Looking at the contribution of only
the hydroxyls of configuration (IIA1) and (IIB2) in panel (b) and (d) shows that their σ -orbitals
contribute substantially to the to the first, broadened feature, but not to the second one. The
pronounced splitting of the two hydroxyl-σ - peaks in panel (b) in case of the SrO termination
reflects the qualitative diversity of the two specimen being bound together as the hydroxyl-pair
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in configuration (IIA1). Contrariwise, the nearly degenerate peaks around -5 eV in panel (d)
reproduce the similarity of the two hydroxyl-groups as ligands of the six-fold coordinated sur-
face Ti-atom in configuration (IIB2) on the TiO2 termination. Apparently, the pi-orbitals of the
hydroxyl overlap in both cases drastically with the O 2p-bands, resulting in an extended fea-
tures from -4 eV to ∼ -0.5 eV and making the difficulties mentioned by the other studies in
resolving this feature in experimental practice quite comprehensible. Panel (e) and panel (f) in
Figure 5.10 display the water projected DOS in configuration (IIB1) and the total density of
states of the isolated water molecule. The assignment of the water fingerprint states is obvious,
however, we note that the b1 orbital is broadened, indicating that the bonding to the surface is
mostly accomplished by its overlap with the O 2p band, which as also been suspected in earlier
studies [36]. Panel (c) in Figure 5.10 shows the sum of the PDOS of the hydroxyls and the
water molecules on the TiO2 termination, i. e. basically the sum of the graphs in panel (d) and
panel (e). The resulting graph demonstrates that in presence of water molecules, the spectrum
needs to be recorded analyzed with an extreme, most likely unrealistically high precision in
order to detect the contribution of the hydroxyl-groups, even for equal numbers of dissociated
and intact water molecules. Obviously, the ratio of water molecules and hydroxyl groups on the
surface controls the ratio of the height of the two peaks below the valence band. Turning back
to the difference spectra of Owen et al. in bottom panel on the right side of Figure 5.10 for the
planar surface, i. e. graph (b) we note that the three fingerprint states have a very different height.
Because of the problems for the difference spectra and their overlap with the lattice O 2p-band,
we do not comment on the amplitude of the b1-peak. Having in mind that this spectrum was
recorded at relatively low exposures and low temperatures of only 150 K, is seem quite reason-
able that intact and dissociated water molecules were simultaneously present on the surface. On
the other hand, the effective equal height of the corresponding peaks in the spectra measured by
Eriksen et al. at higher exposures of 2 L, supports indeed our surmise that the fraction of the
intact and dissociated water molecules in this mixture should depend on the water coverage. Of
course, the different height of the first peak in the spectrum measured by Owens et al. could
also originate from hydroxylated SrO terminated domains on the SrTiO3 sample, which would
again be consistent with our results.
Thus, the absence of the second peak in spectrum below the valence band is therefore es-
sential for detecting molecular water, and corroborate thereby the hydroxylation of the “clean”
SrTiO3(111) surface reported by Ferrer and Somorjai [255]. Interestingly, Webb and Licht-
ensteiger mentioned that contemporary research grade oxygen contained 5 ppm water, which
would explain the findings of Ferrer and Somorjai and which would also not only seriously
hamper oxygen adsorption studies such as performed earlier by Henrich et al. [256].
In summary, focusing on rather high density of water molecules, the experimental studies
mentioned here led to a prevalent notion, that water molecules would dissociate on SrTiO3(001)
only at defects or step edges [257]. Because we could demonstrate in the last two sections full
consistency of our results with actual data presented in these experimental studies, the picture of
the interaction of water molecules with the SrTiO3(001) surface presented in Section 5.1 seems
to makes an extension of those former interpretations necessary, namely that water molecules
dissociate indeed on both terminations due to very small energetic barriers. Only at dense pack-
ings on the TiO2 termination, OH-bonds are formed between neighboring water molecules,
which are capable of stabilizing molecular adsorption mode. It is quite possible that in inter-
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Figure 5.10: Left: Density of states of the adsorbed water molecule on the SrTiO3(001)-surface.
Panel (a): Sum of the PDOS of the topmost two layers of the configurations (IIA1), (IIB1)
and (IIB2). Panel (b): PDOS of the hydroxyl-pair in configuration (IIA1). Panel (c): Sum
of the PDOSs of the adsorbed water molecule in configuration (IIB1) and the two hydroxyls
in (IIB2), which are being shown singly in panel (d) and panel (e), respectively. Panel (f):
DOS of the isolated water molecule. The eigenvalue spectra have been convoluted with a
Gaussian of 1.5 eV width and are referenced to the valence band maximum of the central
layers of the slab model, being identified with the valence band maximum of the bulk crys-
tal. The DOS for the isolated water molecule in panel (f) has been aligned at the a1-peak
with the PDOS of configuration (IIB1) in panel (e). Right: Top panel: UPS-spectra result-
ing from water adsorption on the planar (graph a) and stepped (graph b) surface. Bottom
panel: The respective UPS-difference-spectra for the planar (graph b) and stepped (graph
a). These figures were taken from Ref. [254].
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mediate coverage regimes adsorption geometries become important, which comprise mixtures
of hydroxyl-groups and water molecules such as the one Lin et al. [230] considered exemplary.
Although the relevance of such mixed modes has been confirmed recently for the water ad-
sorption for materials such as Fe3O4(001) [258], α-Al2O3(0001) [259] and TiO2 [260] we do
not address them here. The essential reason is that such adsorption geometries would be most
likely stabilized only beyond the low-pressure regime which is actually hard to access reliably
with the present methodology. The second reason is that for this intermediate coverage regime
ranging from about 0.3 ML up to 1.0 ML the number of possible candidate configurations be-
comes indeed very large. Of course, in this regime it is not impossible that the water molecules
and hydroxyl-groups exhibit an interesting interplay with each other and the underlying crystal
lattice, such as for instance the recently discovered formation of pentagon-structured rows on
Cu(110) by water molecules [261]. However, we have seen above that not only the binding
energies of the adsorbate configurations but also the dissociation barrier exhibit a coverage de-
pendence. Thus, in order to obtain a conclusive picture and to estimate the statistical relevance
of each proposed configuration, most likely the MEP of very many reactions would have to be
calculated. These would then serve as a basis to calculate the stationary and dynamical prop-
erties of the interacting water species in terms of a generalized Ising-model or time dependent
statistical simulations [262, 263, 264, 265]. However, we feel that without at least a hint from
the experimental side into that direction the substantial effort for such study is not justified, and
we will restrict ourselves in the last section of this chapter to discuss the diffusion dynamics of
the hydroxyl-groups in the dilute limit.
5.4 Diffusion of surface hydroxyls
As before, the low coverage limit will be established by employing surface models with (3×3)
unit cells and one adsorbed H2O species. In order to save computational time, we employed only
seven atomic layers, which guarantee at least the qualitative correctness of the calculated MEPs
as we explicitly checked in Section 5.1. The configurations IIA2-IIA5 and IIB3-IIB5 shown in
Figure 5.11, Figure 5.13 and Figure 5.12 were calculated in independent geometry optimizations
and subsequently connected by the MEP calculated as before employing the NEB-method.
5.4.1 SrO termination
For the decomposition of the adsorption geometry IIA1 shown in Figure 5.1, the motion of
the protruding hydroxyl group O(1)H(1) has to be considered as the most likely step in order
break the bond O(1)–H(2) and to disentangle thereby the hydroxyl-pair. Figure 5.11 shows the
resulting configuration IIA2 and the corresponding energy profile. After having surmounted
the substantial barrier ∆EIIA12 of 0.94 eV, the hydroxyl’s oxygen atom O(1) assumes in IIA2 a
bridging position between two strontium atoms in the unit cell next to the original adsorption site,
with the hydrogen atom H(1) pointing to its neighboring surface oxygen atom O(3). The further
diffusion may now proceed through a reorientation of the hydroxyl-group to point away from
its initial position in IIA1, resulting in configuration IIA3. The latter flip is connected with the
negligible energetic barrier ∆EIIA23 of only 0.08 eV and may be followed with an additional hop
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to the next binding site, achieving eventually in configuration IIA4 the maximum distance to its
initial position in IIA1, which can be accessed in a periodically continued (3×3) surface model.
The last hop is accompanied with the intermediate energetic barrier ∆EIIA23 of 0.41 eV, which
may be regarded consequently as the rate limiting step for the diffusion of isolated hydroxyls
on the SrO termination, because the binding energies of configurations IIA2, IIA3 and IIA3 are
practically the practical identical binding energy of the identical and excluding thereby possible
long-range interactions of the two hydroxyl-groups. This binding energy itself is 0.67 eV higher
than the one in the most favorable configuration IIA1, highlighting the substantial contribution
of the hydroxyl-pairing to the high affinity of the SrO termination towards water. In fact, our
calculations predict that it is actually this pairing mechanism, which enables the experimentally
observed hydroxylation of the SrO terminated domains at lowest background humidity. Because
of this enormous bond strength and the extraordinary high barrier ∆EIIA12 for breaking it, our
results challenge seriously the presence of freely diffusing hydroxyl-groups originating from
adsorbed water molecules.
On the other hand, in the three atomic arrangements IIA2, IIA3 and IIA4, the occupation
of the hydroxyls’ oxygen atom O(1) of the bridging position between two adjacent strontium
atoms in a height of about 1.7 Å above the surface corresponds always to the oxygen site in the
continued perovskite lattice. This is line with the experimental observations that in presence of
hydrogen and water the growth rate of SrTiO3 is notably increased [52], because pure oxygen
ad-atoms have been found previously, in the Chapter 4 to form covalently bonded dioxygen
species. Thus, the formation of hydroxyl groups from oxygen and hydrogen ad-atom may be
one possible process to remove the these covalent bonds and to ensure the emergence of the
“correct” pervoskite lattice structure. Due to their similarity, such a mechanism would also
apply for the crystallization of the other alkaline oxides BaTiO3 and CaTiO3, but probably also
for more complex oxide system, emphasizing once again the general importance of hydrogen
for superficially regarded very different applications.
5.4.2 TiO2 termination
For the dynamics of the two hydroxyl-groups after the dissociation on the TiO2 termination, two
distinct diffusion processes come into consideration. At first, the motion of the single hydrogen
H(2) in Figure 5.12 is investigated by illustrating an exemplary pathway separating the water
fragments on the surface. Because during its motion the hydrogen atom forms subsequently
hydroxyl-groups with the lattice oxygen atoms, the whole process may also be viewed as an
effective diffusion of one hydroxyl-group, disregarding the fact that the position of the respective
lattice oxygen atom does not change.
In connection with the dissociation of the water molecule, the hydrogen H(2) is transferred
to the adjacent surface oxygen atom in configuration IIB3, followed by a lateral reorientation of
the newly formed OH-bond towards the adjacent surface unit cell and arriving thereby at con-
figuration IIB4. With an additional bond breaking hop the diffusing hydrogen atom H(2) has
finally reached in configuration IIB5 the maximum distance to its original position in configu-
ration IIB2, which is possible in a (3×3) unit cell. Similar to the case of the hydroxyl-group
diffusing on the SrO termination, the configurations IIB3, IIB4 and IIB5 have practically the
same binding energy, which is with less than 50 meV slightly favored over the one correspond-
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Figure 5.11: Energy profile for surface diffusion of the protruding O(1)H(1) hydroxyl group over the SrO
terminated surface. The initial state IIA1 corresponds to the hydroxyl-pair after the imme-
diate water dissociation process shown in Figure 5.1. The transition from state IIA1 to A2
breaks the hydroxyl-pair and is accompanied by a substantial energetic barrier. Configura-
tions IIA2 and IIA3 differ essentially in the mutual orientation of the two hydroxyl-groups,
whereas in state IIA4 the diffusing species has further increased the distance to its original
position IIA1 by hopping to the adjacent binding site.
ing to IIB2. The reason for the slight decrease in energy is the lifting of the distortions of the
bond O(2)–Ti(1) due to the removal of the surface hydroxyl group upon dislodging of the hydro-
gen atom H(2). In addition, the energy profile in Figure 5.12 displays equally moderate barriers
∆EIIB23 and EIIB45 for the two explicitly calculated bond-breaking hops at different distances to
the protruding hydroxyl-group. Thus, alike the SrO termination, on the TiO2 termination, long
range interactions between the hydroxyl-groups are very small. We note that the numerical value
obtained for the barriers ∆EIIB23 and ∆EIIB45 of about 0.51 eV agrees very well with the barrier
of 0.5 eV computed for the proton diffusion in bulk SrTiO3 [266]. The activation energy for
the necessary reorientation of the OH-bond is with ∆EB34 = 0.38 eV expectedly smaller, but not
as small as for the corresponding motion on the SrO termination, which is also quite compre-
hensible because here the hydroxyl group is directly coordinated with two surface Ti-atoms and
therefore much deeper embedded into surface lattice. The velocity of the hydrogen diffusion on
the surface can be assessed by inserting the barrier ∆EIIB23 into Eq. (4.2), resulting in a rate in
the order of 104s−1 at room temperature. Thus, if water molecules are present on the TiO2 ter-
mination, the herewith discussed hydrogen diffusion will play a probably a relevant role for the
entire surface dynamics, which is most likely even more important for higher water coverages,
when this surface presumably covered with a mixture of intact and dissociated water molecules.
Although we did not address this issue explicitly, we emphasize that this hydrogen diffusion
is not strictly restricted to surface, but it could also point out one possible way to the hydrogen
contamination of the SrTiO3 sample [266, 267, 268, 269].
Starting from configuration IIB2, a second way to arrive at configuration IIB4 would be estab-
lished with the transfer and subsequent rotation about the z-axis of the protruding, titanium co-
ordinated hydroxyl-group O(1)H(1) to the next binding site, i. e. the next surface titanium atom.
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Figure 5.12: Energy profile for surface diffusion of the split-off H(2) atom over the TiO2 terminated sur-
face. The initial states IIB1 and IIB2 correspond to the molecular precursor and dissociated
hydroxyl-pair shown in Figure 5.3 and Figure 5.5, respectively Further disintegration takes
place via a hop of the surface H(2) atom to an adjacent lattice O anion (IIB3) with a barrier
∆EIIB23 = 0.51 eV, followed by a flip of the orientation of the newly formed hydroxyl group
towards the neighboring surface unit-cell (IIB4) with a barrier ∆EIItB34 = 0.38 eV. The en-
suing equivalent hop to an even more distant lattice O anion (IIB5) exhibits essentially the
same energy profile, indicating overall only small longer-range lateral interactions between
the hydroxyl groups.
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This hopping process is studied in Figure 5.13, where we have also sketched the atomic positions
at the transition state (TS) of this diffusion pathway. Interestingly, in this atomic arrangement the
hydroxyl’s oxygen atom and the lattice oxygen atom below assume a fourfold-bonded configu-
ration with the two neighboring titanium atoms, rendering this arrangement very reminiscent of
the adsorption geometry IB shown in Figure 4.1, where the oxygen ad-atom has adsorbed on the
TiO2 termination. However, in contrast to the latter case, where we have found the formation
of a quasi-molecular peroxide anion at the surface, here the additional hydrogen atom seems
to be responsible for the strong repulsion of the two oxygen atoms, which is indicated by their
remarkably large distance of 2.3 Å.
As discussed above, the depicted energy profile exhibits a rather flat characteristics near the
initial and final point of the process, which illustrates that rotations about the surface normal
poses only very little energetic cost for the hydroxyl group O(1)H(1). Whereas in configuration
IIB2 a clear tendency was observed for the two hydroxyl groups to arrange in parallel planes,
in a greater distance, the alignment of the protruding hydroxyl group with each of the four
underlying Ti-O bonds results in practically the same energy, suggesting thereby a fast dangling
dynamics. However, the substantial, quasi-insurmountable barrier of 1.5 eV prohibits essentially
the proposed hydroxyl-hopping and renders the hydroxyl-titanium bond rather stable. With
binding energy of the H2O species never falling below -1.5 eV on the TiO2 termination, and
with the moderate hopping barriers for the hydrogen diffusion, the protruding hydroxyl group
is much more likely to recombine with a diffusing hydrogen atom to the water molecule in
configuration IIB1 and subsequently desorb then from the surface instead of hopping to the next
surface titanium atom.
As aforementioned in Chapter 3 the surface preparation and characterization of SrTiO3 is
formidable task for the experimentalists. With considering SrTiO3 as a stack of SrO and TiO2
plane and the notion that bulk TiO2 is an acidic and bulk SrO as basic oxide, Kawasaki pioneered
the preparation of smoothly TiO2 terminated SrTiO3 samples using a ph-controlled NH4F-HF-
solution [178]. This method was refined by later by Koster et al. [270, 271], who suggested
that water would actually form a strontium hydroxide complex, which would then dissolve in
the acid. Looking at the ground-state geometry IIA1 in Figure 5.1 and the energetics for the
its decomposition, this picture is quite compatible with our results. With demonstrating that
a large fraction of the bond strength is actually due to the formation of the hydroxyl-pair and
with the huge energy barrier shown in Figure 5.11, this entity is rather stable. Contrariwise, the
bond of the surface lattice oxygen at the adsorption site to the subsurface Ti-atom is stretched by
almost one fifth indicating its substantial weakening. Therefore it seem quite possible that upon
reaction with further species in the environment the Sr(OH)2 unit at surface might be removed,
such that only the subsurface TiO2 layers remains. This applies especially to the extremely high
water coverages being certainly achieved during this surface preparation procedure, because then
also the step edges of the SrO terraces will most likely be decorated with the hydroxyl-pairs.
The activation energy to separate these from the surface should be much lower than the energy
threshold for the removal of a hydroxyl-pair in the center of a SrO terrace. Consequently, the
entire SrO terrace would dissolve which is line the Koster et al.’s picture. On the other hand we
have seen that upon water exposure on the TiO2 termination hydrogen atoms are well available,
such that possible isolated and very stable hydroxyl-groups can be expected to recombine to
water molecules, which are less stable and can be removed from the surface more easily. Its
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Figure 5.13: Energy profile for one surface diffusion hop of topmost hydroxyl group O(1)H(1) in con-
figuration IIB2 as shown in Figure 5.5. The shown surface models have been cut open to
visualize also the motion of the oxygen atom between the two titanium atoms.
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noteworthy that the presence of the hydroxyl-pair is necessary for the facilitate the removal of
the SrO surface layers, because as demonstrated in Figure 3.8, peeling off the pure SrO layer
costs much more energy than the doing the same with the pristine TiO2 surface layers. Moreover,
as indicated in Figure 5.9 the suggested mechanism takes the SrTiO3 sample farer away from
the global thermodynamic equilibrium rather than leading into it.
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In Section 5.4 the separation of the dissociated water molecule in the dilute limit has been dis-
cussed for the both terminations. Intuitively one expects that upon a sufficiently large distance
between the water species on the surface, their individual properties should also be confirmed in
individual surface model systems. Consequently, we address in Section 6.1 the properties of the
singly adsorbed hydrogen atom. This issue has also been worked on recently by Lin et al. [201]
and we discuss critically the conclusion made by the authors. Then, in Section 6.2 we will briefly
present our calculations addressing the singly adsorbed hydroxyl-groups on the surface. Finally,
we complete this chapter with a discussion of the hydrogen co-adsorbed oxygen molecule in
Section 6.3
6.1 Adsorption of atomic hydrogen
Very recently, atomic hydrogen on the SrTiO3(001) surface has been studied theoretically by
Lin et al. [201], concentrating thereby predominantly on the TiO2 termination. Similar to the
aforementioned preceding studies concerning the oxygen and water adsorption, the authors did
not perform tests with respect to the size of the employed model system. As we have shown these
two cases, too small model systems clearly miss essential parts of the physics, but they may be
justified in some limiting cases, for instance, at high coverages. For the hydrogen ad-atom we
will be able to show that the energetics obtained only with DFT in the semi-local approximation
are misleadingly wrong when relying only on too small model systems.
6.1.1 Geometry
Figure 6.1 displays the adsorbed hydrogen ad-atom in its ground-state configuration on both
terminations. As expected from the results obtained in the previous chapters, the hydrogen ad-
atom binds to lattice oxygen atoms forming a surface hydroxyl-group. The bond lengths listed in
Table 6.1 and Table 6.2 indicates that the hydrogen ad-atom inflicts differently severe distortions
in the lattice.
On the SrO termination, the atomic hydrogen adsorption results in a dramatic lifting of the
lattice oxygen atom O(1) out of the surface plane into the vacuum. The axis of the hydroxyl-
group is sloped less than 20° with respect the surface normal vector, giving the impression that
the hydroxyl-group assumes rather an upright than a tilted position. The bond of the oxygen
atom O(1) to the subsurface titanium atom Ti(1) is stretched dramatically by almost 50% to
2.8 Å suggesting an even more pronounced weakening of this bond than in the cases of the
atomic oxygen and the water adsorption on the SrO termination. The distance between Ti(1)
and oxygen atom O(5) in the third layer shrinks by 13% upon hydrogen adsorption, confirming
again the predominantly vertical propagation of the lattice distortions on the SrO termination.
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Table 6.1: Characteristic bond lengths in the atomic configurations of the hydrogen ad-atom the
SrO-termination, with ∆d indicating the change in percent due to adsorption. The atomic










H(1) — O(1) 0.98 — O(1) — Ti(1) 2.80 +47
O(1) — O(2) 4.24 +8 O(1) — Sr(1) 3.10 +11
O(3) — Ti(1) 1.94 -1 Ti(1) — O(4) 2.80 -1














Figure 6.1: Ground state geometries assumed by the hydrogen ad-atom on the SrO-termination (left side)
and the TiO2-termination (right side). The upper panel shows a top-view and the bottom panel
a perspective view on the respective configuration.
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Table 6.2: Characteristic bond lengths in the atomic configurations of the hydrogen ad-atom the
TiO2-termination, with ∆d indicating the change in percent due to adsorption. The atomic










H(1) — O(1) 0.98 — H(1) — O(2) 2.27 —
H(1) — O(3) 2.23 — O(1) — Ti(1) 2.14 +9
O(1) — Ti(2) 2.27 +14 Ti(1) — O(5) 1.84 ∼ 0
Ti(2) — O(4) 1.83 ∼ 0 O(5) — Ti(3) 2.07 +2
Contrariwise, the lattice distortions on the TiO2 termination are comparably moderate and
do not permeate deeper into the surface. Similar to geometry IIB2 of the dissociated water
molecule, the formation of the hydroxyl-group pulls the lattice oxygen O(1) somewhat out of
the surface plane, such that the distances to the adjacent Ti(1) and Ti(2) atoms are stretched in a
similar fashion by 14% and 9%, respectively. The axis of the hydroxyl-group is tilted by 80° with
respect to the surface normal and points to the hollow site above the subsurface strontium atom.
However, the slightness of these lattice deformation does not guarantee an easy calculation of the
optimal geometry. In contrast, our experience suggests that exactly these subtle deformations
are responsible for the emergence of many local minima in the energy landscape, hampering
seriously geometry optimizations for extremely large TiO2 terminated surface models.
6.1.2 Binding energy
In spite of this different change of the geometric parameters, the energetics could not be con-
verged for none of the two terminations in the same rigorous way as in the previous chapters.









and exhibits a dramatic decrease with increasing size of the surface models. In Figure 6.2 the
binding energies obtained in various model geometries are shown as a function of the reciprocal
cubic root of the volume V of the SrTiO3 slab in the surface model. Plotting in this way, the
displayed graphs referring to a constant number of atomic layers with dropping coverage ex-
hibit an approximately linear decrease of the binding energy for larger V . Such a behavior is
clearly expected for calculations of charged systems in periodic super-cells but not for charge
neutral ones [272, 273]. In Figure 3.6 we have demonstrated already that increasing the vac-
uum space separating the two surfaces of the slab model left the respective total energy virtually
unchanged, which rules out ultimately the unlikely possibility, that the employed CASTEP code
placed erroneously a net charge into the super-cell.
In any case, the graphs in Figure 6.2 allow to filter out the effect of the lattice distortions on
the energetics. For the SrO termination we find that the data obtained in surface models with
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seven and nine atomic are distinctly different from those corresponding to the eleven and 13
atomic layers. The latter two lie virtually on top of each other, indicating that these energies
have been converged with respect to the lattice relaxations, nevertheless they exhibit a likewise
decreasing behavior with increasing volume of the supporting SrTiO3 slab.
On the TiO2 termination, the calculated binding energies exhibit essentially the same trend.
Here, the greater spreading of the data reflects the aforementioned difficulties to find the cor-
rect ground-state structure. In addition, the graphs for different number of atomic layers are
hard to distinguish, furnishing the appropriate description of the lattice distortions on the TiO2
termination provided by seven layer surface models.
For completeness, we have added the corresponding binding energies calculated by Lin et al.
to Figure 6.2, who focused exclusively on seven layer surface models. Although the authors
employed a very similar methodology, i. e. density functional theory with the PW91 gradient-
corrected exchange correlation functional of Perdew and Wang [82] and a plane wave basis set
corresponding to ECut = 400 eV, we can reproduce only their binding energies for the TiO2
termination corresponding to 1.0 ML and 0.5 ML coverage within 100 meV. This deviation
may be explained with their insufficient relaxed geometries, whereas the drastic discrepancy be-
tween their and our binding energy at 0.25 ML coverage on TiO2 termination as well as their
binding energy for the SrO termination could not be reproduced even after numerous attempts.
Irritatingly, Lin et al.’s binding energy given for the TiO2 terminated (1×1) seven layer surface
model agrees within 20 meV to ours for the five layer slab. Such a small deviation would be
expected for calculations with identical settings differing only in the different flavors of GGAs
for the electronic exchange correlation. On any account, our data presented in Figure 6.2 chal-
lenges seriously the conclusions made by Lin et al. on the basis of their insufficiently explored
energetics.
Intuitively, the persistently decreasing binding energy in a charge-neutral super-cell is non-
physical and most likely only a symptom of the applied semi-local exchange correlation. There-
fore, only the binding energy in the limit of the infinite volume of the super-cell is certainly
the only quantity to characterize the binding of the hydrogen ad-atom in a reasonable way. Our
Ansatz for the fitting function to extrapolate our data is motivated by the formula of Makov









with L being the cubic root of the super-cell’s volume and q,ε , α and Q are the total charge in
the super-cell, the dielectric constant, the Madelung constant and the second radial moment of
the electron density. Clearly, the total charge in the system under investigation is zero, letting us
consider the coefficients in the latter equation simply as fit parameters A and B in the function
Eb(v) = E∞b +Av+Bv
3 with v =V−
1
3 . (6.3)
As illustrated in Figure 6.2, the data for the SrO termination is described extremely well by the
latter relation. For the models with 13 atomic layers, the aimed binding energy E∞b for infinitely
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Figure 6.2: Binding energy of the adsorbed hydrogen atom on both terminations as a function of the re-
ciprocal cubic root of the substrates’ volume V in the surface model. The different colors and
symbols discriminate the data for constant number of atomic layers NL with decreasing cov-
erage. The symbols and the dashed lines denote the calculated data, whereas the solid lines
represent the respective fit used for the extrapolation to infinite volume. The pentagons stand
for the binding energies obtained by Lin et al. [201] with their seven-layer-surface models. In
order to allow a fair comparison, their numbers have been shifted with our theoretical value
of the dissociation energy of the hydrogen molecule.
large super-cell is extrapolated to -0.64 eV. For their remote position on the abscissa, the greatest
error of the fitted parameters is induced by the binding energies calculated for high coverages
in (1×1) super-cells. Omitting these data in the fitting procedure did not lead to changes larger
than 100 meV for E∞b for the case of the SrO termination, which should be viewed as a small
variation under the prevailing circumstances. In contrast, on the TiO2 termination the greater
scattering of the unfortunately too scarce data results in unreasonably large deviations of the
fitted parameters. On the other hand, visual inspection yields a practically linear falling of the
binding energy, if the data obtained in (1×1) surface models is neglected. With the parameter
B in Eq. (6.3) set to zero in advance, we fit therefore only the calculated binding energies for
lower hydrogen coverages with straight lines. The resulting extrapolated binding energies are
all in the relatively small range from -1.09 eV to -1.16 eV for the different numbers of atomic
layers, inspiring confidence in the validity of the applied procedure.
At this points, we do not take futile steps in order to assign a deeper physical importance to
the factors A and B in Eq. (6.3), because their numerical values are functions of the volume V ,
too. We calculated the volume V as the product of the surface cells, the number of layers and
the lattice constant multiplied with a factor of 12 accounting for the strict mirror symmetry of the
employed surface models. On the other hand, omitting the latter or applying another arbitrary
factor changes A and B, but does not affect the extrapolated binding energy.
Before rationalizing the binding energy’s peculiar behavior a bit further, we briefly comment
on the calculation of the data in Figure 6.2. The different ad-atom densities have been mod-
eled by placing the hydrogen ad-atom on (1×1), (√2×√2), (2×2), (2×3), (3×3), (3×4)
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and (4×4) surface models, corresponding to hydrogen coverages of 1.0 ML, 0.5 ML, 0.25 ML,
0.25 ML, 0.17 ML, 0.11 ML, 0.08 ML and 0.06 ML. For their pricy computational cost, we were
not able to get fully converged results for (4×4) surface cells with more than seven atomic lay-
ers. The hydrogen induced metalization of the SrTiO3 surface renders finer meshes of k-points
in the Brillouins-zone necessary. Corresponding to the aforementioned super-cells, we had
to use grids of (12×12×1), (8×8×1), (6×6×1), (6×4×1), (4×4×1), (4×3×1) and
(3×3×1) k-points, each ensuring a convergence of the total energy EH@Surf of at least 10 meV.
We also confirmed in tests using (1×1) and (2×2) surface models, that spin-polarization did
never exceed the magnitude of numerical noise and had no relevant effect on the resulting total
energies. In addition, we emphasize at this point that these calculations consumed substantial
resources. For instance, the calculation of the TiO2 terminated (3×4) super-cell with 13 atomic
layers requires per k-point and CPU approximately 5 GB memory, if one k-point is distributed
over 128 processors. This system has six k-points in the irreducible wedge of the Brillouins-zone
and therefore we parallelized this particular calculation over 768 CPUs allocating thereby in to-
tal 3.8 TB memory. With this set-up and the processors clocked at 3.0 GHz, one step in the
geometry optimization takes still about six hours As a matter of course, these enormous costs
made a careful recycling of structure information obtained in smaller super-cells as described
in Section 3.2.2 and preparative geometry optimizations with only one k-point indispensable in
order to reduce the number of steps in the geometry optimization procedure.
6.1.3 Electronic properties
The key point of Lin et al.’s paper is the aforementioned metalization of the SrTiO3 surface due
to hydrogen adsorption [201]. In agreement, we also find in our calculated eigenvalue spectra a
non zero density of states at the Fermi level, which is the recognition feature of metals. However,
monitoring the contribution of the individual atoms casts doubt on the interpretation of Lin et al.
that the surface becomes metallic upon atom hydrogen adsorption. Figure 6.3 presents the total
density of states of the adsorption geometries IIIA and IIIB, the detailed contributions of the
formed hydroxyl-group as well as the projection on the individual titanium atoms integrated
over the respective atomic layers. The newly occupied states are located at the lower edge of
conduction band, which is formed exclusively by the 3d orbitals of the titanium atoms allowing
to spare the oxygen and strontium contributions in Figure 6.3. Apparently, the metallic states
are not located in the topmost surface layer. As it is quite intuitive for the SrO termination,
for the TiO2 termination this is somewhat surprising, because the surface titanium atoms have
a charge state different from that of their colleagues in the bulk and are therefore certainly the
best candidates for playing an essential role in modification of the electronic structure in the
surface region. In addition, the projections on the deeper TiO2 layers, show that the metalization
seems to be a bulk phenomenon, because the bulk-like layers in the surface model contribute
significantly to the density of states at the Fermi-level for both terminations. Moreover, in case
of the TiO2 termination, this contribution seems to increase with distance to the surface.
On the other hand, Figure 6.3 helps to understand the strange behavior of the binding energy
in Figure 6.2 a little better. As the graphs in Figure 6.2 imply that the binding energy is crucially
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|r− r′+ l| , (6.4)
with ρ(r) and VC being the charge density, and the super-cell’s volume, respectively. The sum
runs over the complete, infinite lattice, i. e. {l} is the set of lattice vectors defined by n1a1 +
n2a2+n3a3 for any combination for the triple of arbitrary integers ni and the vectors ai spanning
the super-cell. The derivation of a more feasible expression without the unwieldy lattice sum re-
quires summation techniques being developed for instance in Refs. [275, 276, 277, 278] and was
executed by Makov and Payne [273]. For details, we refer the reader to their paper and we pro-
ceed immediately with the argumentation leading to Eq. (6.2). Starting the evaluation of the last
expression requires at first an estimation of the charge density ρH@surf of the combined system of
the SrTiO3 surface and the hydrogen ad-atom. In an approximate fashion, we regard this simply
as the total charge density ρsurf of the pure SrTiO3 slab-model comprising the electronic and
ionic contributions, a point charge q denoting the effective charge of the hydrogen’s proton at
the position r0 and a part, which models the delocalized charge injected in the conduction band
as illustrated in Figure 6.3. The latter is obviously concentrated in the vicinity of the titanium
atoms. However, these species are uniformly distributed in SrTiO3, allowing to approximate this
contribution as a jellium-like charge background formed by the hydrogen electron. Hence, the
requested density is written as:
ρH@surf = ρsurf+qδ (r− r0)− qV
= ρsurf+ρH . (6.5)
From this charge distribution, essentially three terms for the electrostatic energy arise. The
most unproblematic one is obtained by inserting ρsurf into Eq. (6.4), which is of the order of
O(V−
5
3 ) [273] and cancels to large extent when calculating the binding energy, because ESurf in
Eq. (6.1) comprises a very similar contribution.
The second part E2 is due the interaction of ρsurf and ρH, to which the arguments of Makov








3 ) . (6.6)
The leading term E1 is obtained by evaluation the double integral in Eq. (6.4) for ρH as defined
in Eq. (6.5). Obviously, this is nothing but the Madelung energy of an infinite array of positive







Adding the last two expressions recovers Eq. (6.2). This supports clearly the use of Eq. (6.3) in
order to extrapolate empirically the binding energy, we have also identified, origin of the binding
energy’s pathologic behavior. It is ultimately the charge delocalization that leads in a periodic
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arrangement to an effective charging of the system, although the net charge in the super-cell is
zero. This corresponds exactly to the usual textbook case where an infinite array of point charge
is discussed, and which requires a constant background jellium in order to lift the occurring
singularity in Eq. (6.4) [279] and to well-define the electrostatic energy. The positive slope of the
graphs in Figure 6.2 denotes a strongly repulsive interaction between the hydrogen ad-atom with
its periodic image, corroborating strongly this interpretation. In addition, the appearance of the
second radial moment Q of the charge density ρSurf of the clean surface is also very consistent
with the different behavior of the binding energy with respect to the term proportional to the
inverse volume in Eq. (6.3). For numerical reasons we have omitted when fitting the data for the
TiO2 termination, but the curvatures of the graphs including the data for the high coverages in
Figure 6.2 drops a hint at an opposite, termination specific sign of this term, reflecting in turn
the converse charge state of the two regular terminated surfaces.
Having now established the direct impact of the electronic delocalization on the energetics,
we suggest that Lin et al.’s metalization of the SrTiO3 surface is an artifact due to the severest
failure of the semi-locally approximated exchange-correlation, namely the grotesque underesti-
mation of the electronic band-gap. The panels (b) in Figure 6.3 itemize the contributions of the
individual molecular orbitals of the formed hydroxyl-groups. We have got acquainted already
to the occupied σ and pi states in Section 5.3 letting us concentrate directly on the lowest un-
occupied states. These are located for the SrO and TiO2 termination slightly above 2 eV and
approximately at 3 eV, respectively, which is clearly higher than the lowest Ti 3d states in the
conduction band. This implies in turn that the present treatment of the electronic structure is in-
capable to describe an occupied localized hydrogen impurity level in the band gap, which would
be the experimentally relevant situation.
Finazzi et al. [280] studied recently the delocalization of the electronic ground state wave
function for hydrogen impurities in TiO2 in dependence of different exchange-correlation func-
tionals. Their smashing conclusion is, that pure semi-local functionals are definitely not appro-
priate to attack this problem in a realistic way and, even more devastating, employing hybrid
functionals does not necessarily improve the situation. For the latter, the localization proper-
ties of the computed ground-state wave-function depend crucially on details in the Hartree-Fock
exchange mixing procedure, which is of course unsatisfactory. It is known that SrTiO3 may
become semi-conducting upon doping [30, 152, 281] and it has been shown to be a good proton
conductor [154], too. However, the density of states at the Fermi level should be zero at 0 K for a
semi-conductor, which is definitely not the case in Figure 6.3. On the other hand, the intriguing
phenomenon of “local-metalization” in SrTiO3 samples being reported by Szot et al. [282] seem
to for more complex than to be explained just with hydrogen contamination.
Similar unexpected behaviors of formation energies with respect to the super-cell have been
reported recently for charged defects [274, 283] as well as neutral defects and hydrogen impu-
rities in ZnO [284]. In the latter study the correction due to Eq. (6.2) has also been applied
achieving thereby good consistency with experimental observations. This raises our hopes that
the extrapolated binding energies of the hydrogen ad-atom are probably not completely mean-
ingless, although the present treatment of the underlying electronic structure can not grasp the
correct physics. However, this needs to be checked in future using approaches being able to
correct the malicious band-gap, for instance the “GGA+U” method [118, 119], especially fitted
hybrid functionals or the more rigorous but also much more demanding GW -approximation [62].
98
















































































































Figure 6.3: Density of states of the hydrogen adsorption on both terminations of the SrTiO3(001) surface.
For both sides, panel (a) shows the total density of states and panel (b) displays respective the
projection on the hydroxyl-group of the adsorption geometries IIIA and IIIB, respectively.
On the left side, the lower three panels (c), (d) and (e) indicate the contribution of the all
titanium atoms in the second, fourth and sixth atomic layer, while on the left side the same
panels show the corresponding projection of the titanium atoms in topmost, the third and the
fifth atomic layer, respectively. The occupied states are highlighted by filled, the unoccupied
by empty curves. The original eigenvalue spectra have been aligned with the respective
maximum of the valence band in the central layers of the surface model. Subsequently, they
have been convoluted with a Gaussian of a width of 0.1 eV. The vertical orange line denotes
the Fermi energy.
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Table 6.3: Characteristic bond lengths in the atomic configurations IVA and IVB of the isolated
hydroxyl-group adsorbed, with ∆d indicating the change in percent due to adsorption.










H(1) — O(1) 0.98 — H(1) — O(1) 0.98 —
H(1) — O(2) 2.27 — H(1) — O(2) 2.80 —
O(1) — Sr(2) 2.55 — O(1) — O(2) 2.90 —
O(1) — Sr(1) 2.52 — O(1) — Ti(1) 1.82 —
O(1) — O(2) 2.43 — Ti(1) — O(3) 2.27 +23
O(2) — Ti(1) 2.13 +10 O(3) — Ti(2) 1.85 -10
O(3) — Ti(2) 1.86 -2 Ti(1) — O(2) 2.17 +5
O(2) — O(3) 4.59 +16
6.2 Adsorption of single hydroxyls
A possibly complete picture of the adsorption of aqueous species on SrTiO3(001) requires nec-
essarily also the consideration of the single adsorbed hydroxyl-groups. However, as before we
have restrict ourselves to present, unfortunately merely preliminary, non-conclusive results.
6.2.1 Geometry and Energetics
The positions taken by the singly adsorbed hydroxyl-group are illustrated in Figure 6.4 with the
configurations IVA and IVB for the SrO and TiO2 termination, respectively. These geometries
are further characterized in Table 6.3 with some selected bond lengths and display properties
reminiscent to the protruding hydroxyl-groups found for the decomposed water molecule in
Section 5.4. On the SrO termination the hydroxyls’ oxygen atom O(1) assumes again bridging,
perovkite-type position between the two surface strontium atoms Sr(1) and Sr(2) in a vertical
distance of approximately 1.6 Å. The most notable difference to the geometries IIA3 and IIA4
is the tilting of the OH-bond about 50° with respect to the surface normal, letting the hydrogen
atom point into the vacuum, whereas in the previous discussed geometries, the OH-bond were
directed to the respective adjacent lattice oxygen O(2). The adsorbed hydroxyl-group seems
also to result in a repulsion both of the neighboring lattice oxygen atom O(2) and O(3), which is
detected by their about 16% increased distance due to adsorption. In addition, we note that the
oxygen atom O(2) is lifted somewhat into the vacuum, whereas the other atom O(3) is pressed
slightly into the bulk. On the other hand, compared to the adsorption geometries for the SrO
terminations we discussed before, the lattice distortions have to be classified as moderate in this
case. On the TiO2 termination, the position of the adsorbed hydroxyl-group corresponds almost
exactly to the one of the protruding species of configuration IIB2 shown in Figure 5.5, i. e. the
hydroxyls’ axis is again tilted by 60° with respect to the surface normal and the titanium atom
Ti(1) at the adsorption site is lifted somewhat into the vacuum, resulting in a distance Ti(1)-O(1)
of 1.85 Å.
We define the binding energy for convenience with respect to the total energy of the gas phase
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Figure 6.4: Ground-state geometry of the adsorbed hydroxyl-group on the on the SrO termination (left)
and the TiO2 termination (right). For the sake of clarity, for SrO termination a top view on the
first atomic layer and perspective side view in bottom panel are shown. Contrariwise, a top
view for the TiO2 termination would not be assistant, because the topmost hydroxyl-group
partly covers atoms of the surface layer.








Despite their frequent occurrence, single, (OH)− radicals are not stable and consequently they
do not represent an appropriate thermodynamic reference. In spite of the relatively mild lattice
distortions induced by the adsorption, the binding energies listed in Table 6.4 clearly miss a con-
vincing convergence with the surface model size. However, the energetic difference between the
adsorption geometries IVA and IVB is approximately constant ranging from 200 eV to 300 eV
for equivalent geometric model geometries. In fact, comparing the data for high and low cover-
age yields for both terminations the same decrease of approximately 0.5 eV in binding energy
and therefore we may conclude that the adsorption of the hydroxyl on the TiO2 termination is in-
deed preferred over the other. Despite the scarceness of the data in Table 6.4 we perceive a trend
being distinctly different from the behavior in the case of the water molecule discussed in Chap-
ter 5, where employing increased model systems resulted in a qualitative difference between the
two terminations due to differently pronounced lattice distortions. As aforementioned, for the
adsorbed hydroxyl-group lattice distortions do not seem to play a major role for the energetics,
which must be consequently controlled primarily by the electronic structure.
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Table 6.4: Binding energies of a single hydroxyl-group on the SrO (IVA) and the TiO2 termination
(IVB) for some specific geometry set-ups. The configurations IVA and IVB are shown in
Figure 6.4.
















It is known that OH-groups are powerful electron scavengers, in fact, hydroxyls occur in practice
only as charged (OH)− radicals A similar thing is happening in configurations IVA and IVB,
where the adsorbed hydroxyl-groups trap charge from the supporting SrTiO3 substrate, being
quantified with the Hirshfeld-(Mullliken-) charges of the entire hydroxyl-group computed to the
of -0.23e (-0.45e) and -0.14e (-0.37e) for the SrO and TiO2 termination, respectively. This charge
trapping is equivalent to the injection of a hole into the valence band, which we confirm explicitly
in Figure 6.5 for the TiO2termination with the position of the Fermi energy below the top of the
valence band. The observed metalization of the model system requires again the use of increased
k-point-grids as listed in Table 6.4). Therefore we surmise on the basis of the binding energies
in Table 6.4 and the discussion for the hydrogen ad-atom in the previous section that corrections
to finite super-cell size are crucially important for the energetics in this case, too. Of course, the
effective charge q will bear certainly the opposite sign and will be of different magnitude with
respect to the corresponding quantity in Eq. (6.5). However, the present scarceness of the data
does not allow for a robust argumentation into this direction. Interestingly, the charge state of the
hydroxyl’s oxygen atom O(1) is very similar to the one of the lattice oxygen atoms in the first
layer bearing a Hirshfeld- and Mulliken charge of -0.32e and -0.72e. Therefore, as discussed
for the water adsorption in Chapter 5, the hydroxyl-group completes the octahedral coordination
shell of the surface Ti(1) atom. In fact, this allows the interpretation that the water molecule is
stabilized on the TiO2 termination in the dissociated states IIB2-IIB5 in Figure 5.12, because
the second hydrogen atom H(2) provides the charge necessary to prevent de-population of the
valence band, which in turn gives in a huge energy gain.
For the SrO termination in configuration IVA, the Fermi energy is computed directly on top
of the valence band, and thus strictly speaking we do not observe delocalization of the electronic
wave-functions. However, we see that the hydroxyl adsorption leads to a shallow acceptor level
at about 0.2 eV above the Fermi-level, a feature, which is clearly absent for the TiO2 termination.
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Figure 6.5: Electronic density of states after the adsorption of a single hydroxyl-group for both termi-
nations on the SrTiO3 surface. The panels (a) and (b) show the total density of states, as
well as the projection on the hydroxyl-group. In addition, panel (c) on the right side shows
the contribution of the lattice oxygen atom O(2) next to the hydroxyl-group. Panels (b) and
(c) are subdivided in order to highlight the individual contributions of the spin up and spin
down channels. The vertical red line marks the Fermi-energy and (un-) occupied states are
drawn using (empty) filled curves. The original eigenvalue spectra have been convoluted
with a Gaussian smearing of 0.1 eV. The energy scale has been shifted to the valence band
maximum of the three inner layers in the slab, serving as an approximation for the top of the
valence band in the bulk.
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Figure 6.6: Spin density in the xz-plane near the adsorbed hydroxyl group on the SrO termination. The
atomic labeling is defined in Figure 6.4.
With this acceptor level, the SrO terminated surface will act indeed as a p-doped semiconduc-
tor, which is qualitatively different from the metalization of the TiO2 surface. As unravelled
in Figure 6.5, this acceptor level is predominantly formed by unoccupied spin-up states of the
hydroxyl-group and the neighboring lattice oxygen atom O(2), leading to the initially unsus-
pected preference of an electronic ground-state bearing a net spin polarization. We illustrate this
in Figure 6.6 by presenting the spin density defined as the difference between the density of the
spin-up and spin-down electrons:
nS(r) = n↑(r)−n↓(r) . (6.9)
In the vicinity of the hydroxyl-group, an alignment of the spin-polarized orbitals of the hy-
droxyls’ oxygen O(1) and the neighboring lattice oxygen O(2) atom is clearly visible. This
polarization spans also to a minor extent the oxygen atom in the second atomic layer, which is
located roughly on the extended connection line O(1)-O(2) and is indeed quite remarkable, be-
cause both, naturally occurring (OH)− radicals and SrTiO3 are diamagnetic, but in combination
our calculations say that they are not. The Hirshfeld and Mulliken charges of the O(2) anion
amounts -0.27e and -0.87e, respectively, whereas the same quantities for the clean SrO termina-
tion measure -0.40e and -0.83e, which is consistent with the picture that the O(2) surface anion
shares a fractional electron with O(1). However, this charge transfer is not sufficient to com-
pensate the neutral OH-species’ spin moment, resulting in turn in the adsorption induced spin
moment on the surface. Similar to case of the TiO2 termination, in configuration IVB, such a
compensation requires additional charge by for instance one more hydrogen atom on the surface
as discussed in Chapter 5. This concept is very consistent with the energy profiles shown in Fig-
ure 5.11 and Figure 5.12, where practically no longer ranged interaction between the diffusion
species was found and the hydrogen H(2) atom seems to play only the role of an electron donor.
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6.3 Molecular adsorption of oxygen
As mentioned already in Chapter 4 and in Ref. [208] molecular oxygen adsorption is unlikely to
happen on the perfect SrTiO3(001) surface.. On the other hand, in presence of defects and impu-
rities charge carriers become more available and thus binding of the impinging gas molecules via
charge transfer is much more likely. However, explicit the treatment of defects in bulk-SrTiO3
and particular on the surface is especially difficult [210]. In the last two sections we have demon-
strated that hydrogen ad-atoms make charge effectively available allowing us to thereby simulate
the presence of unspecified defects and impurities with a formally charge neutral surface model.
This is a primary motivation to perform also calculations addressing the molecular oxygen ad-
sorption due to surface hydrogen ad-atoms. Apart from the possibility to examine in a relatively
unproblematic way the presence of charge carriers , this situation has certainly also experimental
relevance, because hydrogen and hydroxyls will are likely to interact with gas phase oxygen in
a sufficiently humid environment. However, as in the preceding sections the results presented
here represent only a first steps in order to assess such an interaction.
6.3.1 Binding energy and geometry
As in the preceding sections we define the binding energy with respect to the neutral, thermody-








Due to the scarceness of data similar to the preceding section, the energetics can be considered
as sufficiently converged with the respect to the super-cell size only for the TiO2 termination. In
spite of this drawback the computed binding energies in Table 6.5 allow to identify clearly the
preferred adsorption on the SrO termination over the other at lower coverages. Differently, but
similar to the water molecule in Chapter 5 at higher coverages the adsorption process seems to
be favored equally for both terminations.
The ground-state adsorption geometries VIA and VIB for the hydrogen co-adsorbed oxygen
molecule are presented for each termination in Figure 6.7 and Figure 6.8. Not unexpectedly,
the hydrogen atom forms a surface hydroxyl-group with a lattice oxygen atom, reminiscent to
the configuration IIIA and IIIB in Figure 6.1. On both terminations the oxygen molecule does
not dissociate, but as perceptible from the data in Table 6.6 and Table 6.7, the oxygen-oxygen
bond is increased by 9% and 7% for the SrO and the TiO2 termination, respectively. This
increase suggests already the formation of a negatively charged super oxide anion O−2 , whose
intra-molecular bond is weakened by the charge uptake [211, 212]. In contrast to the peroxide
ion discussed in Chapter 4, the super oxide anion is in principle stable in gas phase [212], but
due its net charge, it is likely to react quickly with ambient specimen. However, on surfaces it is
frequently found in experiment and theory either as stable species or as a precursor state before
the dissociation of the oxygen molecule [214, 211].
The adsorption geometry IVA on the SrO termination in Figure 6.7 is reminiscent of the
hydroxyl-pairs discussed in Chapter 5. The most notable difference is the obvious tilting of
the uppermost oxygen O(1b) towards the adjacent strontium atoms Sr(1), which is due to the
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Table 6.5: Binding energies of the hydrogen co-adsorbed oxygen molecule on both ter-
minations for some specific super-cell sizes. The adsorption geometries VIA
and VIB are presented in Figure 6.7 and Figure 6.8.















coulomb attraction of the negatively charged super oxide anion and the cation. Contrariwise,
hydrogen atoms in hydroxyl-groups hold usually positive Hirshfeld- or Mulliken charges lead-
ing to the upright position of the topmost hydrogen atom in Figure 5.1 due to repulsion from the
adjacent strontium atoms. Similar to the pure water adsorption, the oxygen atom O(1a) form-
ing the bond to the surface hydroxyl-group is again sited approximately on the perovskite-type
bridging position between the adjacent Sr-atoms Sr(1) and Sr(2) on the surface, The contribu-
tion of the bond O(1a)-H(1) to the overall stabilization is estimated in the same manner as in
Section 5.4 by placing the adsorbed oxygen molecule at an adsorption site in a distant surface
unit cell and calculating the binding energy again. It is found to be -1.54 eV, if calculated in
(3×3) surface model with seven atomic layers, which is 0.3 eV higher than the same quantity
for the ground state configuration IVA. Thus, the strength of the bond O(1a) – H(1) is approx-
imately 0.4 eV weaker than its counterpart in the hydroxyl-pair in configuration IIA1, but it
makes up a substantial part for the preference of the SrO termination. Thus, we feel it is justified
to refer to the atomic arrangement IVA in Figure 6.7 as a “oxygen-hydroxyl-pair”. In addition,
we note that even without this pairing, hydrogen ad-atoms can attract quite possibly oxygen
molecules from the gas phase to surface, even in an area extending the direct vicinity of the
surface hydroxyl-group.
On the TiO2-termination, the oxygen molecule binds to the surface titanium atom with a
doubly bonded η2 coordination, not atypical for the formation of a O−2 -anion on metal oxide
surfaces [211]. The binding energies in Table 6.10 confirm that for lower coverages the decrease
of the binding energy with the super-cell size is similar to for the water adsorption shown in
Table 5.1. Consequently, the energy gain should be primarily due to the comparable lattice dis-
tortions listed in Table 6.7 and we can therefore not underpin for lower coverages a substantial
longer-range coulomb repulsion between the O−2 species. In contrast, for the adsorption ge-
ometry VIA the energetics in Table 6.5 indicate a drastic dependence on the number of layer,
indicating again the predominantly vertical progressing lattice distortions. Quite astonishingly,
the difference in binding energy between the seven and nine layer surface models is at lower
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Figure 6.7: Schematic illustration of the hydrogen co-adsorbed oxygen molecule on the SrO-termination
of SrTiO3(001).
Table 6.6: Characteristic bond lengths of the hydrogen co-adsorbed oxygen molecule on the SrO
termination, with ∆d indicating the change with to the state prior to adsorption. The










O(1a) — O(1b) 1.35 9 O(2) — Ti(1) 2.30 +21
O(1a) — H(1) 1.73 – O(5) — Ti(1) 1.85 -10
O(1a) — Sr(1) 2.89 – O(2) — O(3) 4.65 +17
O(1a) — Sr(2) 2.65 – Ti(1) — O(4) 1.97 ≈ 0
O(1b) — Sr(2) 2.57 – Ti(2) — O(4) 1.97 +2
O(2) — H(1) 0.99 – Sr(1) — O(2) 3.18 +14
O(4) — O(1a) 3.52 – Ti(1) — O(3) 1.87 -2
Table 6.7: Characteristic bond lengths of the hydrogen co-adsorbed oxygen molecule on the TiO2-
termination, with ∆d indicating the change prior to the adsorption of the hydrogen atom










O(1a) — O(1b) 1.33 7 O(2) — Ti(1) 2.22 +19
O(1a) — H(1) 2.49 – O(2) — Ti(2) 2.09 +10
O(1a) — Ti(1) 2.04 – O(4) — Ti(1) 1.85 +3
O(2) — H(1) 0.98 – Ti(3) — O(5) 1.89 -5
Ti(1) — Ti(3) 4.14 +7 Ti(1) — O(5) 2.26 +2
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Figure 6.8: Schematic illustration of the hydrogen co-adsorbed oxygen molecule on the TiO2-
termination of SrTiO3(001).
coverages with 0.6 eV quite substantial and even more smashing, practical identical. Therefore,
in complete analogy to the case of the adsorbed water molecule, we have to assign the major
responsibility for this behavior to the long-range relaxations in the substrate, which we list in
detail in Table 6.7.
6.3.2 Electronic properties
In contrast to the O2−2 -species described in Chapter 5, the super oxide anion bears a non-zero
magnetic moment, which is frequently utilized when identifying this species experimentally on
surfaces using electron paramagnetic resonance (EPR) [212, 16]. As in the preceding section, we
detect this non-zero spin-moment by plotting in Figure 6.9 the spin density defined in Eq. (6.9)
in the vicinity of the oxygen molecule. In both geometries VIA and VIB this spin moment is
obviously concentrated being concentrated exclusively on the p-orbitals. The Hirshfeld- and
Mulliken-charges of the two oxygen atoms O(1a) and O(1b) of the adsorbed oxygen molecule
measure in configuration VIA and VIB -0.14e and -0.32e as well as -0.17e and -0.32e, which is
less than the corresponding values found for the per oxide anion in Chapter 4. These properties
in combination with the increase oxygen-oxygen bond length fully substantiate the formation of
the super oxide anion.
In Figure 6.10 we present the resulting electronic eigenvalue spectrum. Analogously to the
adsorbed water molecule, the binding σ molecular orbital of the surface hydroxyls is sited en-
ergetically right below the valence band of the substrate, while their pi-orbitals do overlap again
significantly with the O2p-states. Consequently, the electronic structure of the hydroxyl-groups
has not changed with respect to the dissociated water molecules in Chapter 5 and underlines the
function of the hydrogen atoms as mere electron donors.
The adsorption geometry on the SrO termination shows in total eleven peaks in density of
states projected on the oxygen molecule below the Fermi-energy, which may be assigned to the
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Figure 6.9: Contour plot of the spin-density ns of the hydrogen co-adsorbed oxygen molecule on the
SrO- (left panel) and the TiO2-termination (right panel). For the SrO-termination, the plotting
plane is defined by the atoms of the oxygen molecule and the hydrogen ad-atom, whereas on
the TiO2-termination, the plotting plane was chosen simply to be co-linear to the surface.
The atomic labeling is defined in Figure 6.7 and Figure 6.8.
eleven valence electrons in uppermost σ and pi-levels of the singly charged oxygen molecule. On
the TiO2-termination, adsorption configuration VIB the O−2 molecule is aligned almost exactly
along the x direction, rendering the whole atomic arrangement slightly more symmetric with
respect to the geometry VIA. This lets collapse the two split σ -peaks into one for each spin-
channel. The most striking qualitative difference between the oxygen projected spectra for the
two terminations is that the additional peak marking the formation of the super-oxide ion is for
the case of the SrO termination in the range of the anti-bonding pi∗-orbitals at approximately
-1 eV, whereas on the TiO2 termination it lies much lower at -4.5 eV, which is clearly in the
ballpark of the bonding pi-levels. A second remarkable difference is the location of the highest
occupied molecular orbitals clearly within the band-gap on the SrO termination, whereas on
the TiO2-termination the corresponding orbitals lie energetically below the surface states of the
lattice oxygen atoms. However, on both terminations the lowest unoccupied molecular orbital
is located very close above the Fermi-energy and forms thereby again a shallow acceptor level.
With background of the preceding sections, this levels will certainly be occupied in the presence
of more hydrogen atoms, i. e. more charge carriers, which will then lead to the formation of
a O2−2 species. If not confined, this species is unstable and would shrink the significance of
the oxygen-hydrogen pair to an intermediate configuration with only a limited lifetime. This
stepwise decomposition is in line with the usual picture of dissociative adsorption of gas phase
oxygen due to successive charge transfer from the surface to the molecule [16, 15].
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Figure 6.10: Electronic density of states for the hydrogen co-adsorbed oxygen molecule on the SrO (left
side) and the TiO2 termination (right side). The topmost panels show the PDOS of the
respective two topmost atomic layers in the surface model, the second ones show the PDOS
of the adsorbed oxygen molecule of the two spin-channels and the bottom panel show the
PDOS of the hydroxyl, formed by the adsorbed hydrogen and a lattice oxygen atom. The
red vertical line denotes the Fermi-level. The eigenvalue spectrum has been aligned to the
valence band maximum of the three central layers in the surface model.
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Summarizing, we performed an comprehensive DFT-study of oxygen ad-atoms and adsorbed
water molecules on the two regular terminations of the SrTiO3(001) surface. This should been
viewed as a fundamental step in order to amplify the understanding of the interaction of aqueous
species and complex oxide in general. The distinctive feature of this work is that the actual
interesting energetics have been converged systematically with respect to the size of the surface
model and can therefore be viewed as superior compared to the aforementioned earlier studies
on this subject. For the oxygen atom and the water molecule we were able to show that the
standard GGA-PBE functional for the exchange correlation gives energetics similar to the much
more elaborate “hybrid” approach for rather small model-geometries [208, 34], which inspires
confidence in our results for the actually converged geometric model set-ups.
We confirmed that single-oxygen ad-atoms are unstable on the SrTiO3(001) surface from
the thermodynamic viewpoint and moreover, they would form a covalent oxygen-oxygen bond.
Pure SrTiO3 does not contain such a bond and we expect therefore that oxygen ad-atoms do not
promote epitaxial of growth of non-peroxides on SrTiO3.
This focused the attention on the water molecule where it was found that the sheer presence
of hydrogen lets the adsorbed oxygen atoms occupy the actual oxygen sites of the continued
supporting SrTiO3 crystal lattice, which is in line with the experimental observations of the
change of the growth rate with the variation of the hydrogen pressure [52].
For the latter case, converging the energetics with respect to the system size led to a qualitative
difference in the binding energy, which develops only for small coverages and relatively many
atomic layers. It was found that on the SrO terminated surface the water molecule adsorbs
and dissociates without any appreciable barrier followed by the formation of a hydroxyl-pair.
This pairing comprises approximately half of the actual binding energy and has to be identified
with the actual reason for the preferred water adsorption at SrO terminated domains. On the
TiO2 terminated domains, where such a pairing does not exist, the water molecule may adsorb
in a molecular and dissociative mode. The binding energy of these modes was found to be
depended on the coverages and thanks to an immaterial dissociation barrier, the adsorption mode
on the TiO2 is also dependent on the actual coverage. These binding energy could then be
translated into adsorption free energies, which could be directly compared to the experiment of
Iwahori et al. [38]. The agreement with the latter was found to be extraordinary good. We then
illustrated that the picture of the interplay between SrTiO3 and water suggested by our results
does not contradict further, earlier experiments. From today’s perspective, the latter seem to have
only limited significance, once because the were focusing almost exclusively only on the high
water coverages and on the other hand because the exact characterization of the surface itself
posed substantial problems for the experimentalists. Therefore, the essential and admittedly
somewhat overly didactic message from this study for similar future works is that comparison
to experimental data requires energetics that has been converged with respect the parameters of
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the model geometry, such that possible artifacts due its the finiteness of its size can be safely
excluded.
Following the concept of studying systematically the interaction of SrTiO3 with oxygen and
aqueous species in general, we extended the scope in Chapter 6 to the adsorption of single hy-
drogen atoms and hydroxyl-groups. Here we could demonstrate that the pure semi-local DFT-
methodology results in peculiarities, which prohibit to draw expressive conclusions for the ex-
periment, Our preliminary results signalize that effects due to charge localization and charge
transfer play the leading role for the adsorption of these, at first glance relatively simple spec-
imen. Indeed, it appears that the feasibility of the calculations for the oxygen ad-atom and the
water molecules is closely related to the details of the electronic spectrum, i. e. the occupation of
electronic levels at or below the valence band maximum can be identified with the reason why
the description of within GGA-PBE for the exchange correlation works here so well. However,
there is no obvious reason, why these issues would not be of similar importance for the reac-
tion of more complex atoms and consequently for the actual nucleation and growth process on
SrTiO3(001). Consequently, as aforementioned in Chapter 6, we presume that the derivation of
physically relevant energetics requires the appliance of methods being capable to capture the cor-
rect electronic properties, especially the electronic band gap. With the appliance of the GGA+U
method or possibly even higher level theories to the problem of the hydrogen ad-atom in Chap-
ter 6 should lead to a confirmation or at least a reinforced revision of the suggested electrostatic
model, which explains the drastic decrease of the binding energy in the presently available data
and which is based predominantly on the argumentation in Makov and Payne’s original pa-
per [273]. In fact, this issue needs clearly more attention, because Lany and Zunger found the
anomalies in the Makov-Payne correction were due to a dielectric screening response [274]. In
addition, Oba et al. included explicitly the static dielectric constant at room temperature, when
discussing the finite size dependence of the defect formation energies in ZnO [284, 285]. How-
ever, presently it is unclear, if this is appropriate for the case of SrTiO3 with the drastic increase
of the dielectric constant for lower temperatures as it was mentioned in Section 3.1. In addition,
we presume that solving this problem serves most likely a fundamental show case for the adsorp-
tion of more complex atoms leading to occupied charge states near the conduction band bottom
or unoccupied closely above the valence band maximum. Then, in a second step the investiga-
tions should focus on the stability of adsorbate configurations in the presence of the impurities
or defects reflecting the actual situation in many experiments. In an approximate fashion, these
may be modeled by adding or subtracting explicitly charge to the model system in the super-cell.
Subsequently the first-principles formalism is extended with a term proportional to the charge of
the system times the Fermi energy being the chemical potential of electrons [48]. This extension
has already been applied in studies concerning defects in insulators, and with demonstrating the
capabilities for the herewith presented, much simpler case confined to strict charge neutrality,
we are quite confident that this extension of the first-principle thermodynamics formalism will
certainly lead to a substantial amplification of the understanding of the surface chemistry of
SrTiO3 and related materials.
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A Miscellaneous materials
This appendix briefly summarizes the calculations in order to obtain the total energies of various
materials, which were required occasionally in the text. All data presented in this appendix were
calculated using the plane-basis-set corresponding to a cut-off energy of 430 eV, which was also
one used in the main body of this work. Tests not being shown here confirmed that this basis
set was truly sufficient to describe capture the essential properties appropriately. The reported
structures were obtained in CASTEP geometry optimization run that were continued until the
enthalpy of the system changed less than 1 meV per atom and all force components dropped
below 0.005 eV/Å.
A.1 Strontium and titanium
Strontium is an alkaline earth metal of silvery-grayish color and does not occur in pure form
naturally. At room temperature it has the face-centered cubic Fm3m structure (α Sr) with the
experimental lattice parameters varying between 6.085 Å [122] and 6.073 Å [286]. In addition,
two more phases are known, namely the β Sr assuming the hexagonal-closed-packed (hcp) struc-
ture at 521 K and the γ Sr forming at 887 K the body-centered cubic (bcc) structure. However,
for the sake of clarity we considered only α Sr.
Titanium is the a silvery-colored light weight metal with excellent resistance against corro-
sion, establishing its importance in for instance air-craft manufacturing and in medicine appli-
cations. It has the hexagonal-closed packed (hcp) structure and therefore two lattice parameters
to optimize.
Calculating an isolated strontium atom and isolated titanium atom with the computational
set-up specified in Appendix B lets us compute the cohesive or formation energy of the bulk
strontium and titanium at 0 K:
EFormSr = E
Bulk
Sr −E IsoSr EFormTi = EBulkTi −E IsoTi , (A.1)
where the EBulkSr and E
Bulk
Ti refer to the total energy of the bulk metals per atom. Special care had
to be taken for the density of the integration points in the Brillouins-zone, and we found that the
change of energies EBulkSr and E
Bulk
Ti is smaller than 0.2 meV, if grids of (10×10×10) and are
employed for strontium and titanium, respectively.
A.2 Strontium oxide and strontium peroxide
Strontium oxide is a strong basic acid and formed when pure strontium reacts with oxygen. It
has the simple sodium chloride structure, which does not need to be explained any further. In
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Table A.1: Formation energy and lattice parameters of bulk strontium and titanium and comparision to
the value in literature.












This work LDA -1.90 5.79 -6.44 2.87 4.53
PBE -1.61 6.04 -5.27 2.91 4.65
Theory B3PW [33] 6.22 2.94 4.69
Exp. [122] 6.09 2.95 4.67
contrast, SrO2 crystallizes in the carbide structure, which can by obtained from the SrO simply
by replacing the oxygen anions with dioxygen dumbbells with their axis aligned the c-direction
leading to the tetragonal distortion. This incorporation of a formal O2−2 species with an oxygen-
oxygen distance dO−O in the range from 1.45 Å to 1.54 Å is certainly the recognition feature of
the alkaline peroxides, which seems to prevail up to high temperature and pressures [287]. In










SrO2−EBulkSr −EGasO2 , (A.2)
again with EBulkSrO and E
Bulk
SrO2 as total energies per formual unit. These two related materials are a
good insulators, SrO for instance has an optical band gap of 5.6 eV [288], which is the reason
why convergence of the total energies with respect to the sampling in the Brillouins-zone is
achieved quickly using (6×6×6) in both cases. Subsequently the lattice parameter of the SrO
was determined with a third order polynomial fit, while the three lattice paramters of SrO2 were
determined in geometry optimization. Table A.2 summarizes the results and compares them
to the values obtained in the combined experimental and theoretical study by Königstein and
Catlow [289, 290]. The lattice parameters can be considered in very good agreement with ours,
and we identified their higher formation energies with the different dissociation energy due to the
use or our pseudo potentials. Because Königstein and Catlow computed the formation energies
with respect to isolated strontium, we subtracted from their data our value for EBulkSr in order to
allow a fair comparision.
Usually the LDA calculates formation and cohsive energies worse than the GGA compared
to the experiment, which suggests that the relatively good agreement off the LDA value with
the experiment in Table A.2 is certainly somewhat suspicious. It is interesting to note that all
methods compute the 0 K formation energy for these materials very similar, the largest difference
predicts the LDA with 0.69 eV, while in PBE the formation of SrO is favored with 0.19 eV.
Königstein and Catlow calculate this difference in the same range, i. e. using DFT with the PW91
exchange-correlation functional and Hatree-Fock (HF) gives 0.27 eV and 0.41 eV, respectively.
This suggests that the further oxidation of SrO is quite possible. However, we are not aware of
any experimental study determining the heat of formation of SrO2.
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Table A.2: Formation energy and lattice parameters of SrO and SrO2 and comparision to the value in
literature.








This work LDA -6.26 5.07 -6.95 3.48 / 6.47 / 1.47
PBE -5.48 5.20 -5.67 3.57 / 6.81 / 1.51
Theory B3PW [33] -6.16
PW91 [289] -5.22a 5.31 -5.49a 3.58 / 6.70 / 1.53
HF [289] -5.82a 5.19 -6.23a 3.65 / 6.69 / 1.45
Exp. [223] -6.13
[289] 5.16 3.56 / 6.61 / 1.48
a The values are corrected with our value for the formation energy of bulk strontium listed in Table A.1.
A.3 Titanium dioxide
Titanium dioxide is probably the most intensively studied transition metal oxide. Listing its
properties could easily fill pages and for the sake of brevity we refer the reader to the excellent
reviews by Grant [291] and Diebold [47] as well as Henrich’s and Cox’s book [1]. Titanium
oxides exit in several stochiometries, for instance TiO, Ti2O3 and TiO2. The latter is the most
stable among these and occurs in essentially three crystal structure, namely rutile, anastase and
brookite, of which the first is in turn the most stable. After having ensured that (6×6×8)
k-points provide the required numerical accuracy, the lattice structure was again calculated us-
ing in a geometry optimizing run. The rutile structure has two lattice constants and one internal
parameter. However, the latter adjusts only the position of the oxygen atoms is found in all cal-
culations consistently to be 0.306, which agrees with the experimental value. The 0 K formation
energy is calculated accoring to
EFormTiO2 = E
Bulk
TiO2 −EBulkTi −EGasO2 . (A.3)
In Table A.3 we summerize the calculated data. Just as before, the sick description of the gas
phase molecule renders the formation too low in PBE, while the LDA over-corrects this with a
too strong binding of the TiO2 crystal. We note that Heifets et al.’s hybrid functional performs
again extraordinary good with respect to experimental energetics [33].
A.4 Strontium hydroxide and strontium hydroxide monohydrate
Drawing the phase diagram for the water adsorption on SrTiO3 in Section 5.2.3 required the
formation energy of anhydrous Sr(OH)2 and its monohydrate Sr(OH)2 ·H2O. These are defined
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Table A.3: Formation energy and lattice parameters of TiO2 in the rutile structure.








This work LDA -10.38 4.55 2.92
PBE -9.23 4.64 2.98
Theory B3PW [33] -9.78
PBE [292] -9.20a 4.65 2.97
Exp. [293] -9.78
[291] 4.59 2.69
a This value includes the uncorrected orginal total energy of the oxygen molecule calculated in
PBE.












EGasO2 −2EGasH2O . (A.4)
For the sake of brevity, we performed these calculation only with the PBE for the exchange-
correlation and did not compare to results obtained in LDA.
For the monohydrate, the procedure was the same as in the privious case. We used the struc-
ture data given by Buchmeier and Lutz [247], verified that (4×4×8)-k-points are well suffi-
cient for the targeted total energy and started the geometry optimization. We then obtained the
0 K formation energy of -7.38 eV and lattice vectors of 6.76 Å, 6.24 Å and 3.94 Å versus 6.71 Å,
6.20 Å and 3.64 Å measured by Buchmeier and Lutz.
Unfortunately, we are not aware of any experimental study providing the complete structure
anhydrous Sr(OH)2. Because of difficulties to achieve a sufficiently high resolution, Berggruen
and Brown and Grueninger and Barnighausen [248, 246] could measure only the positions of
the four strontium and eight oxygen, but the not the coordinates of the hydrogen atoms in the
othorombic unit cell. We therefore started a series of 55 geometry optimizations, in which
the initial positions of the strontium and oxygen atoms were randomly varied about the their
experimental coordinates. The hydrogen atoms were then put randomly in a distance ranging
from 0.7 Å to 1.4 Å next to the oxygen atoms. Using such a random configuration in advance
we verified that (2×4×6)-k-points are certainly enough to obtain the aimed accuracy for the
energy as well as for the ionic forces. In contrast to the geometry optimizations performed in
the many-body of this thesis, only the orthogonality of the cell vectors was enforced and no
further geoemtric or implicit symmetry constraints were applied to the atoms in the unit cell
for obvious reasons. Although each step in these geometry optimization was computationally
relatively cheap compared to calculations in Chapters 4, 5 and 6, to optimize all 55 structure took
several months, because for each run several hundreds, sometimes up to ten-thousand individuals
optimizinng steps had to be taken.
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Figure A.1: Different lattice parameters and 0 K formation energies of Sr(OH)2 obtained in 55 in-
dependent, randomly initialized geometry optimization runs. The black dashed lines
stand for the experimental values given by Berggruen and Brown and Grueninger and
Barnighausen [248, 246].
Figure A.1 plots the formation energy and the lattice parameters obtained from all structure
optimizations. The good agreement between the measured lattice parameters and those found for
the structures lowest in energy raises hopes, that they might have indeed their correspondence
in experiment. However, the bulk of the calculated formation energies spreads over a range of
0.5 eV and some structures exhibit lattice parameters deviating up to 50% from the experiment.
This points at the existence of possibly many phases of this material, which is also in line find-
ings of Dinescu and Preda [243], who studied the thermal decomposition of variously hydrated
strontium hydroxides. They mentioned in total four different variations of Sr(OH)2, which were
encountered upon subsequent dehydration of strontium hydroxide octahydrate. Of course, for




B Gas phase molecules
This appendix reports the determination of the total energies and geometries of the gas phase
species and isolated atoms, which were required in several passages in the text. Still applying
periodic boundary conditions, the specimen were modeled in very large super-cells in order to
suppress any artificial interaction with the respective replica. Systematic tests showed that or-
thorhombic super-cells measuring more than (20×19.5×19.7) Å served that purpose in every
case presented forward below. Since the electronic eigenstates of gas phase molecules and iso-
lated atoms do not show any dispersion, for all calculations only the Γ-point was employed here
for the sampling of the Brillouins-zone.
The gas phase oxygen molecule has in its ground stated its ground-state two unpaired elec-
trons, which results in a non-zero spin moment. The corresponding singlet state is 0.98 eV
higher and occurs in practice only as intermediate in chemical reactions [212]. Obviously, this
property can be captured only within explicitly spin-polarized calculations. In order to test the
basis set, we used the dissociation energy of the oxygen molecule, which is determined from the








as reported in Chapter 3, a basis set truncated at the energy of 430 eV ensured a numerical
accuracy better 1 meV of this quantity, when using the experimental bond length of 1.23 Å. Af-
terwards the dissociation energy was calculated as a function of oxygen-oxygen distance dO−O
in order to determine the optimal bond length and the stretching frequency νO2 from a third or-
der polynomial fit. The resulting as well as some published data is compiled in Table B.1 and
illustrates the difficulties of the semi-local exchange correlation functionals to describe nature
quantitatively correct. The LDA in combination with the used ultra-soft pseudo potentials give
the EDis(O2) much to low, while the all-electron calculation in Ref. [294] the improves the situa-
tion with respect to the experimental values only slightly. Appliance of the PBE in combination
with the ultra-soft potentials seems to come closest to experiment, however, most likely for the
wrong reasons. In spite of the error of more than 10% for the dissociation energy, the stretching
frequency deviate from the experimental value by only 2%, suggesting that the intramolecular
forces are described relatively well.
The steps taken to calculate the total energy of the hydrogen in gas phase were in every
minor detail identical to that of the previously presented case of oxygen and we skip a lengthy








where the first summand represents the total energy of the hydrogen molecule and the second
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Table B.1: Dissociation energy, bond length and stretching frequency νO2 of the isolated oxygen
molecule for different functionals and pseudopotentials.








This work LDA -3.63 1.23 1662
PBE -2.81 1.24 1589
PBE/OTF -2.94 1.23 1589
Theory PBE [292] -2.94 — —
PBE [239] -2.93 — 1452
PBE [294] -3.11 1.22 —
Experiment [211, 212] -2.54 1.21 1557
Table B.2: Dissociation energy, bond length and stretching frequency νH2 of the isolated hydrogen
molecule for different functionals and pseudopotentials.








This work LDA -2.45 0.77 4259
PBE -2.26 0.75 4347
PBE/OTF -2.27 0.75 4323
Theory
LDA [296] -2.44 0.77 —
PBE [296] -2.29 0.75 4347
PBE [295] -2.27 0.74 –
RPA [295] -2.36 0.74 –
Exact [297] -4.37 0.74 –
Experiment [298] -2.36 0.74 4404
the one of the isolated hydrogen atom. The calculated data is listed in Table B.2 and compares
for the PBE again well with the further experimental and theoretical values in the literature.
However, we would like to mention here that the calculation of the ground-state wave-functions
of a simple H2-molecule for arbitrary bond length is already a challenge for the density func-
tional theory. For bond lengths close to the energetic minimum in the molecular state, gradi-
ent corrected functionals such as the PBE reflect the physics reasonably, however, in the limit
dH−H→ ∞, where actually two separated identical hydrogen atoms needs to be described. Here
the semi-local functionals delocalized the wave function too much, which results then in an
severe overestimation of the dissociations energy. On the other hand, breaking artificially the
symmetry by concentrating the spin-up at one proton and the spin-down at the other results in
energetics agreeing much better with the experiment, but which are poisened with an unphysical
spin polarization [295].
Having now obtained the energies EGasH2 and E
Gas
O2 , we are able calculate the dissociation energy
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Table B.3: Dissociation energy, bond length, bond angle and frequencies of the gas phase water molecule
for different exchange-correlation functionals and pseudopotentials.








This work LDA -2.84 0.98 106
◦
PBE -2.47 0.99 106◦ 3823 / 4024 / 1556
PBE/OTF -2.47 0.97 106◦
Theory PBE [296] -2.54 0.97 102◦ 3420 / 3508 / 1597
Experiment [232] -2.58 0.96 105
◦ 3657 / 3756 / 1595
[293] -2.51
of the water molecule as defined in Eq. (5.4). For convenience, the geometry of the water
molecule was not calculated by polynomial fits but again in a geometry optimization run. In
order to test the reliability of applied methods a little further we have also calculated the water
molecules’ symmetric, asymmetric strechtching as well as the bending frequencies, i. e. νS, νA
and νB by diagonalizing the dynamical matrix at the Γ-point. The relatively good agreement
of EDis(H2O), the bond-length and the bond angle is contrasted by the remarkable deviation in
order of 10%, which also was encountered by previous studies.
As before, a plane-wave basis of 430 eV ensured the convergence of the data listed in Ta-
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