Abstract-Pixel unmixing is commonly performed by employing a least squared (LS) error criterion, making it sensitive to outliers. As an alternative, the least median of squares (LMedS) method is proposed. Not only is it extremely robust, but it is efficient and straightforward both to implement and use.
I. INTRODUCTION
A COMMON problem in remote sensing is that the limited spatial resolution of the scanner inevitably leads to "mixed" pixels at class boundaries. That is, individual pixels cover more than one ground cover type. This leads to the spectral response at a pixel being a mixture of the underlying pure classes-the so-called endmembers. If standard single class per pixel classification is performed, then in the best case, accuracy is compromised since a fraction of the pixel is incorrectly classified. In the worst case, mixing may produce a confusing spectral combination such that the pixel's classification is totally incorrect. A better solution which reduces these two sources of error is to model the spectral mixture and classify at each pixel the proportions of the endmember classes.
The simplest, and most widely used approach is the linear mixture model [1] , [6] , which models the mixture as a linear combination of the endmembers where measured reflectance in band ; fraction of the th endmember; known reflectance of that endmember in that band; number of endmembers. In addition, the two constraints and should be satisfied. Assuming that the endmembers are not linearly dependent, the mixing fractions can be recovered from the data. For a given number of spectral bands if , then an exact solution can be found for the mixture model for each pixel, while if , then a least squares (LS) fitting procedure can be applied to obtain the best fit. Alternatively, the measurements from a set of pixels can be pooled together and the whole set classified. Combining data in this way potentially enables more accurate classification. However, the danger lies in outliers, that is, pixels with atypical values, being contained in the set.
More precisely, the sensitivity of an estimator to outliers can be quantified by its breakdown point. This specifies the fraction Publisher Item Identifier S 0196-2892(01)07620-3.
of data that can be contaminated (i.e., become outliers) without affecting the result of the estimator. The standard LS method has a zero breakdown point since even a single data value can have an enormous effect on the result. This has led to the field of robust statistics [9] , in which more reliable methods have been developed. The following sections describe one such approach-the least median of squares (LMedS) estimator-and show its application to pixel unmixing.
II. LMedS POSE ESTIMATION
The LMedS [9] estimator is simple in essence. Instead of minimizing the usual squared residuals, it minimizes the median of the squared residuals. At the expense of accuracy the median operation gains the LMedS substantial robustness as the high errors incurred by outliers are ignored. In fact, it has a breakdown point of 0.5, so that, as long as the outliers make up less than half the dataset, the LMedS should return a reasonable estimate.
In one dimension, its implementation is simple and efficient. The data samples are presorted, and the estimate satisfying is calculated as such that
In other words, the window containing half the data elements is found that minimizes the range in the values, and the mean of the range is returned. It should be noted that the LMedS estimate is not guaranteed to be unique (e.g., consider its application to a uniform distribution), but in practice this is rarely a problem.
For higher dimensions, a different procedure is required. In this paper, we use the minimal subset approach [8] to approximate the optimal LMedS solution. A minimal subset is the minimum number of data values sufficient to determine a unique solution. Combinations of values are used to generate different minimal subsets, each of which provides a possible estimate. For each minimal subset, the median squared error over the complete dataset is computed. The final result is the estimate which produces the minimum median squared error.
An important practical issue is that larger minimal subsets permit more combinations of data values, and therefore give rise to more possible subsets. For instance, fitting ellipses to two-dimensional (2-D) data points requires minimal subsets of size six [8] . This leads to possible subsets, but it is usually too computationally expensive to analyze them all. The solution is to randomly select a smaller number of subsets while maintaining a high probability that at least one of them will be 0196-2892/01$10.00 © 2001 IEEE uncorrupted by outliers. Rousseeuw [9] showed that if there is a proportion of outliers in a subset of size then the number of subsets that must be chosen to include with % confidence one composed entirely of inliers (which is necessary for obtaining a correct estimate) is
Even for high levels of confidence and high dimensions, this results in a small workable number (e.g., only 59 for 95% confidence, 50% outliers, and ), and ensures that the overall complexity is linear.
As noted above, the statistical efficiency of the LMedS is inferior to the LS estimator. Moreover, the minimal subset method is still less accurate. The estimate is only calculated from a few values which even if they are inliers are still prone to low levels of noise, and so it is unlikely to provide a optimal minimum median squared error. To combine the benefits of both the LMedS and LS approaches, a polishing stage can be applied. The estimate produced by the LMedS is refined by a LS fit applied to the inliers only. The unpolished estimate provides residuals for each pixel. Outliers are then identified by testing if where the median absolute deviation (mad) robustly estimates the standard deviation and is calculated as and 1.4826 is a normalizing factor to make the mad equivalent to the standard deviation for Gaussian distributed data.
In summary, the algorithm is as follows: 1) Randomly sample pixel tuples.
2) Determine the mixing proportions from each tuple.
3) Select the mixing proportions that minimize the median error over the complete dataset. 4) Identify outliers. 5) Polish the estimate, i.e., redetermine the mixing proportions from the inliers. Many approaches to mixture modeling are possible, e.g., support vector machines [3] , neural networks [4] , and the EM algorithm [10] have all been applied to remote sensing data. These techniques could be used to provide local estimates that are fed into the LMedS method as described above. In most of the experiments in this paper, the most straightforward approach has been applied, namely, linear mixing with the endmember fractions estimated by simple LS if the problem is overdetermined. The fractions are not constrained to be positive; this requires more sophisticated techniques such as convex quadratic programming. 1 The LMedS estimator is demonstrated on a simple two-band synthetic example containing two endmembers at (50, 100) and (200, 200) mixed with proportions 0.3 and 0.7, respectively. Fifty samples with added Gaussian noise were generated and are shown in Fig. 1(a) where the axes represent the two bands and the small circles show the reflectances of the samples. The endmembers are plotted as larger filled circles. The reflectances obtained by applying the estimated mixing proportions are shown by the cross hairs (dotted and dashed lines for LS and LMedS, respectively). For such uncorrupted data, both the LS and LMedS estimates are naturally good, giving very similar estimates. However, when some outliers are added, as in Fig. 1(b) , the LS estimate is pulled toward them, degrading the fit to the inliers. Fig. 1(c) shows that the more distance the outliers lie from the inliers, the greater their effect. In contrast, the LMedS estimate is essentially unaffected by the relatively small group of outliers.
III. RELATED WORK
In previous work on pixel unmixing, there has been little emphasis on ensuring robust performance. An exception is the work by Bosdogianni et al. [2] , who use the Hough Transform. The approach is somewhat similar to the minimal subset one, as tuples of pixels generate estimates. These are cast as votes and accumulated in a parameter space. Peaks in parameter space then correspond to the final estimates.
As with LMedS, the Hough Transform is robust since outliers do not greatly detract from the main peaks. It also has the advantage that, if the outliers are coherent, then they can be detected as subsidiary peaks. However, there are several disadvantages. The first is that the volume of the parameter space scales to the power of the number of parameters, which becomes prohibitive for more than a few dimensions. Second, the parameter space needs to be quantized. If the wrong bin size is selected this can affect the likelihood of detecting the peak and the accuracy of the estimate. Third, peak detection is problematic, and often requires some filtering (e.g., smoothing) of the parameter space as well as thresholding to eliminate insignificant peaks. In contrast, the LMedS approach is nonparametric, and its performance does not depend on tuning to ensure that the various stages work effectively.
There are also many other possible approaches found in the robust statistics literature. However, not all have such high breakdown points. For instance, the breakdown point of some, such as the Theil-Sen Estimator [11] , decreases as a function of the dimensionality of the estimation problem. A problem with others is that various parameters need to be set. For instance, Huber's M-estimators [5] use a redescending kernel to reduce the effect of outliers, and the size and shape of the kernel need to be specified. Thus, the LMedS remains competitive in terms of its ease of use as well as its effectiveness.
IV. EXPERIMENTAL RESULTS
Like Bosdogianni et al. [2] , we demonstrate the approach on a three-class and three-band example. Fig. 2 shows the blue band from the Glandorf dataset provided by the ISPRS Working Group III/3. Overlaid are the three classes (streets, houses, and fields). Although these are the endmembers, in practice, they can be seen to be rather varied. The image was then averaged over blocks to generate mixed pixels. The ground truth for the mixing fraction values was taken as the proportions of the three classes in their generating blocks. From these were extracted ten sets that contained similar proportions of classes, each containing between 150 and 200 pixels, 2 and another ten sets containing between 20 and 30 pixels.
Since for three classes only two bands are required to estimate the mixing proportions, the exact solution is quite tractable where for ease of notation we have written the spectral responses for the pure endmembers classes in band as ; the pixel intensities in the two bands are denoted and . However, in practice all three bands per pixel are used to provide some additional accuracy. In other words, each pixel is considered as a slightly expanded minimal subset. This means that there is no combinatorial explosion of the minimal subsets (the complexity remains linear), and it is possible to use every pixel to generate an estimate.
The results of the LS and LMedS estimates of the mixing proportions are given in Table I . In most cases, the LMedS method performed better, and the overall accuracy of its estimates is clearly superior. To gain a better understanding of the estimation process, the red-and green band values are plotted for the data points used to generate the results in rows 5 and 8 of Table I , and are shown in Fig. 3(a) and (b) . All pixels are plotted as small circles while detected inliers are also filled with a cross. The fields and houses endmembers are represented by the large square and circle, respectively. We note that there is a wide spread in values, leading to the relatively low accuracies in the estimates. 3 Never- Fig. 3(a) which is why very few points have been marked as outliers. This explains why the LS and LMedS gave similar results for this dataset. Fig. 3(b) shows a more distinct group of outliers that are correctly flagged, leading to an improvement in the LMedS estimate.
Equation (1) specifies that only four pixels are required to obtain with 95% confidence a robust fit. The results of testing this are given in Table II . Although the minimal subsets provide noisy estimates, they are still able in most cases to identify outliers accurately enough that the polishing stage (applied to all inliers) is able to recover estimates comparable with the estimates obtained when all pixels are used as minimal subsets.
Working in the opposite direction, since larger subsets provide the LMedS algorithm with more accurate estimates (as long as they are not contaminated by outliers) this could be used to improve the unpolished estimate, leading to more accurate detection of outliers, and thereby a more accurate overall polished fit. As an example, from (1) we see that if ten tuples are used, then 58 subsets are enough to probably choose one without outliers. As an experiment, the collection of single pixel estimates used in Table I were augmented with 58 randomly selected subsets of ten pixels before the LMedS solution was determined. In this case, it was found to improve the estimator's performance. However, there is no guarantee that this procedure will not lead to a drop in performance in some instances. For instance, Fig. 4 shows the effect of adding a variable number of extra ten tuples. In most but not all instances, the error rate is unaffected or reduced. Table III lists the results of processing the small datasets. As expected both the LS and LMedS methods are less accurate than for the larger datasets, but the LMedS estimates are generally better. Again, two rows (1 and 7) are visualized to aid understanding of the process. Fig. 5(a) shows all three endmembers and it can be seen that they are almost linear, making unmixing less reliable. Because of the sparsity of the data it is more difficult to reliably determine the outliers. This is especially difficult in these examples since the data values are widely spread out. A cluster about the fields endmember is correctly detected in Fig. 5(a) , leading to the top end of the spread of values being rejected, and substantially improving the final estimate. Again, Fig. 5(b) shows that the worst performance of the LMedS oc-curs when there is no distinct cluster so that outliers cannot be identified and rejected.
Finally, results are shown in Table IV where the estimation of the endmembers is constrained to ensure that they are nonnegative and sum to one. 4 As before, the LMedS method gives an improved overall estimate although the difference is less marked than appeared in the results of the unconstrained fitting presented in Table I. V. CONCLUSION This paper has proposed the LMedS estimator for pixel unmixing. Its advantages are that it is computationally efficient (i.e., linear in the number of points), nonparametric (i.e., easy to use without requiring user intervention and tuning), and robust, (i.e., it can operate effectively as long as 50% of the data remains uncorrupted). Experiments show its effectiveness compared to standard nonrobust estimation techniques.
