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ABSTRACT
JOB SHOP SCHEDULING UNDER DYNAMIC AND 
STOCHASTIC MANUFACTURING ENVIRONMENT
Erhan Kutanoğlu 
M.S. in Industrial Engineering 
Supervisor: Assist. Prof. İhsan Sabuncuoğlu 
January, 1995
In practice, manufacturing systems operate under dynamic and stochastic 
environment where unexpected events (or interruptions) occur continuously in 
the shop. Most of the scheduling literature deals with the schedule generation 
problem which is only one aspect of the scheduling decisions. The reactive 
scheduling and control aspect has scarcely been addressed. This study in­
vestigates the effects of the stochastic events on the s\'stem performance and 
develops alternative reactive scheduling methods.
In this thesis, we also study the single-pass and multi-pass scheduling 
heuristics in dynamic and stochastic job shop scheduling environment. We 
propose a simulation-based scheduling system for the multi-pass heuristics. Fi­
nally, we analyze the interactions among the operational strategies (i.e, look­
ahead window, scheduling period, method used for scheduling), the system 
conditions, and the unexpected events such as machine breakdowns and pro­
cessing time variations.
Key iL'ords: Job shop scheduling, reactive scheduling, simulation.
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ÖZET
DİNAMİK VE RASTSAL ÜRETİM ORTAMINDA ATÖLYE
CİZELGELEMESİ
Erhan Kutanoğlu
Endüstri Mühendisliği Bölümü Yüksek Lisans 
Tez Yöneticisi: Yrd. Doç. Dr. İhsan Sabuncuoğlu
Ocak, 1995
Pratikte, üretim sistemleri dinamik ve rastsal olayların olageldiği ortam­
larda çalışmaktadır. Çizelgeleme literatürünün büyük bir kısmı, çizelgeleme 
kararlarının yalnızca bir tarafını oluşturan çizelge yaratma problemi üzerinde 
yoğunlaşmaktadır. Tepkisel çizelgeleme ve kontrol tarafı pek incelenmemiştir. 
Bu çalışma, sistemde olagelen rastsal olayların sistem performansı üzerindeki 
etkilerini inceleyecek ve alternatif tepkisel çizelgeleme yöntemleri geliştirecektir.
Bu tezde, ayrıca tek geçişli ve çok geçişli çizelgeleme yöntemleri dinamik 
ve rastsal atölye tipi üretim ortamında çalışılacaktır. Ek olarak, çok geçişli 
bir benzetim temelli çizelgeleme sistemi önerilecektir. Son olarak, operasyonal 
stratejiler, sistem koşulları ve makine bozulmaları gibi beklenmeyen olaylar 
arasındaki ilişki ve etkileşimler ortaya çıkarılacaktır.
Anahtar sözcükler. Atölye tipi üretim sisteminde çizelgeleme, tepkisel çizelgeleme, 
benzetim.
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CHAPTER 1. INTRODUCTION
Along with these primary objectives, there is also one side goal to be 
achieved. This side goal is to test the performance of a recently developed 
scheduling heuristic known as Bottleneck Dynamics (BD)" in a dynamic and 
stochastic job shop environment. Before going into the detailed discussion 
of the investigations, we offer some preliminaries and definitions for further 
reading.
1.2 Scheduling problem  defined
The scheduling problem involves accomplishing a number of things that require 
various resources for periods of time. The resources are capacitated, i.e. they 
are in limited supply. The things to be accomplished are called “yo6s” and are 
composed of elementary parts called ’^operations" or “activities". Each opera­
tion requires certain amounts of specified resources for a specified time called 
“processing time". Resources have also elementary parts called “machines". 
There can be other types of resources such as transporters and labor. Hence, 
the scheduling problems contain a set of jobs to be carried out and a set of 
resources available to perform those jobs. Given the jobs and resources, the 
scheduling problem is to determine the detailed timing of the jobs within the 
capability of the resources [6]. Information about the resources and the jobs 
determine the constraints of the scheduling problem. For the resources, we 
need to specify the capacity of each resource. In addition, we describe each job 
in terms of its resource requirement, its processing times, its due date, and any 
technological constraints. The technological restrictions define the precedence 
constraints of the operations. Hence, the job shop scheduling problem is a 
scheduling problem in which a number of jobs, each comprising one or more 
operations to be performed in a specified sequence on specified machines and 
requiring certain processing times, are to be processed. The objective usually 
is to find a processing order or a scheduling rule on each machine for which a 
particular measure of performance is optimized [51].
There are mainly two types of scheduling problem studied in the literature:
(1) Static scheduling problem, and (2) Dynamic scheduling problem.
D efinition 1.1 (S tatic  scheduling problem ) The scheduling problem in 
which all jobs are assumed to be available simultaneously is called static schedul­
ing problem.
D efinition 1.2 (D ynam ic scheduling problem ) The schedulmg problem 
in which jobs are assumed to arrive on different times, i.e., in which the set of 
jobs to be scheduled changes over time, is called dynamic scheduling problem.
The dynamic problem is more difficult than its static counterpart. The 
problem is even more complicated when the problem includes some other com­
plexities such as multiple machines, different visitation sequences, and uncer­
tainties about some characteristics of the system and the jobs, etc.
In general, classic job shop scheduling studies make the following assump­
tions [6]:
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1. Jobs consist of strictly ordered operation sequences.
2. A given operation can be performed by only one type of machine.
3. There is only one machine of each type in the shop.
4. Processing times as well as due dates are known at the time of arrival.
5. Setup times are sequence independent and can be included in the pro­
cessing times.
6. Once an operation is begun on a machine, it cannot be interrupted (i.e., 
preemption is not allowed).
7. An operation may not begin until its predecessors are complete.
8. Each machine can process only one operation at a time.
9. Each machine is continuously available for production.
In this study, we relax some of these assumptions to achieve better repre­
sentations of the real manufacturing environments in our model and to examine 
the sensitivity of the results on these assumptions.
In the next section, we review the general solution approaches for the job 
shop scheduling problem.
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1.3 Solution approaches
There are mainly two types of approaches in the job shop scheduling litera­
ture: (1) “optimization techniques", and (2) “heuristics". The former approach 
is mostly proposed for the static job shop scheduling and handles only limited- 
size problems. Among the optimization techniques, several mixed integer pro­
gramming formulations and implicit enumeration algorithms can be listed. The 
largest job shop scheduling problems that can currently be solved optimally are 
10 job, 10-machine static problems with make-span objective (Applegate and 
Cook [4]). This example clearly indicates that the static problems are very 
difficult to solve.
The difficulty of the scheduling problems of real-life systems are further 
compounded by the dynamic and stochastic nature of the environment (new 
job arrivals, machine breakdowns, etc). For this reason, heuristic approaches 
are recommended for real problems.
In general, the heuristics developed for the static job shop problems use 
optimum-seeking approaches (Raman, Talbot and Rachamadugu [50]), im­
provement techniques focusing on bottleneck machines (Adams, Balas and 
Zawack [1]) and decomposition methods (Byeon, Wu and Storer [11]).
D efinition 1.3 (Off-line schedule) The schedule that is generated for all 
available jobs all at once for the entire horizon is called off-line schedule.
Definition 1.4 (On-line schedule) The schedule in which scheduling deci­
sions are made one at a time and when it is needed according to the changing 
system conditions is called on-line schedule.
From these definitions, most of the static scheduling algorithms can be 
viewed as mechanisms to generate off-line schedules. In on-line scheduling ap­
proach, the schedule is not determined all at once, but is constructed over time 
as events occur. Off-line scheduling can be used as an approximate approach to 
the dynamic scheduling problems. In this case, the dynamic problem is divided 
into as a series of static problems. A schedule is generated at each occurrence of 
an event such as a new job arrival. At these points, a static problem is solved, 
and the solution is implemented in a rolling horizon basis. The points of gen­
eration of new off-line schedules are called '"‘'rescheduling points". Examples of 
this approach can be found in Raman and Talbot [49] and Church and Uzsoy 
[14]. This application of off-line scheduling in dynamic problems is also called 
‘^ interval scheduling approach” [39] or ''''scheduling/rescheduling approach" [14].
Among on-line scheduling methods, ‘‘priority dispatching" constitutes an 
important class and it has a major application area for dynamic scheduling 
problems. In this case, scheduling decisions are made in response to events 
occuring in the system. The general form of priority dispatching can be char­
acterized by two responses [29]:
1. Whenever an operation becomes available for processing at a machine, if 
the machine is free, then engage the machine with the operation; other­
wise, place the operation in the operation queue of the machine.
2. Whenever a machine becomes free, choose an operation from its queue 
according to a “‘priority dispatching rule" and engage the machine with 
the chosen operation.
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Given the details of any “priority dispatching mile", these two responses 
completely specify a schedule. Hence, in the generated schedule, no machine 
is held idle if it has at least one job in its queue. This type of schedule is also
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called '^non-delay dispatching schedule". If the machines are allowed to have 
idle time in anticipation of the arrival of rush jobs, then the schedule is said to 
have “mseried idleness".
There are job-based priorities in which the priority does not change from 
one operation to another. Operation-based priorities depend on the current 
operation under consideration. Some of the priority rules are dynamic so that 
their values change with the time. There are also static rules whose values 
does not depend on the current time. If the jobs have dynamic priorities, then 
the order of the jobs in a queue might change over time even the job content 
of the queue does not change.
The priority dispatching approach has some advantages such as:
• The cost of a priority dispatching is very low in terms of both compu­
tational time and storage. Also, the information needed in calculating 
most of the priorities is easily available.
• Feasibility of the generated schedule is easily satisfied. There is no need 
to consider the precedence and machine constraints explicitly.
• Since the decisions are delayed until the last moment when they are 
needed, adding newly arrived jobs to the schedule is not a major problem.
• Reactions to unexpected events and interruptions is extremely inexpen­
sive, because any event can trigger new schedule (or scheduling decision) 
with the most up-to-date information.
• Finally, it is easy to explain the main idea behind the rules to practition­
ers which makes their implementations easy.
However, the priority dispatching approach has two important disadvan­
tages:
• Best choice for the dispatching rule is heavily dependent on the objective 
function. No single rule is the best for all of the objectives. The selection 
of the best rule also depends on the operating conditions.
• The priority dispatching has a myopic view in determining the relative 
merits of selecting an operation. The rules are used to determine a mea­
sure of urgency for each waiting operation and to select the most urgent 
operation. Most of them do not consider the inherent opportunity cost 
that all other jobs will not be selected. Hence, their decisions are subop­
timal especially in the long-run.
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Several investigators propose improvement procedures for the priority dis­
patching approach. For example, Anderson and Nyirenda [3] combine the 
different dispatching rules to obtain a composite priority measure. Some re­
searchers use the computing power and the information systems capability 
available today. As a result, new priority dispatching rules are developed to 
utilize more global information about the system such as soon-to-arrive jobs, 
downstream machines, and opportunity costs of other jobs in the queue, etc. 
The Bottleneck Dynamics (BD) rule is such a rule that is resulted from these 
efforts (Morton and Pentico [39]).
Iterative improvement procedures (or multi-pass algorithms) are also the 
outcome of these efforts to eliminate the lack of global view of priority dispatch­
ing approach. Multi-pass rule selection algorithms” evaluate the performance 
of each rule selected from a rule set, and select the best rule to implement in 
the next planning horizon. The performance evaluation is performed by using 
computer simulation. At any decision point (e.g., at the time of a new job 
arrival), a new rule is selected based on the new system conditions. This ap­
proach tries to catch the global view of the off-line scheduling. It combines the 
powers of different dispatching rules by selecting them according to the current 
shop condition in a dynamic manner and by implementing them in consecutive 
periods [63]. The other type of the iterative improvement procedures seeks to 
find the best values of some parameters used in a priority dispatching rule. 
Here, the algorithm evaluates the values of a parameter and selects the best 
one to implement. Again, discrete-event simulation is used as an evaluation 
tool [60].
In our study, we focus on the priority dispatching approach and analyze the
performances of two iterative improvement procedures. First, we investigate 
the performance of BD and compare it with with other rules. Second, we use 
the multi-pass rule selection algorithm and the lead time iteration method that 
tries to find best waiting time estimations of the jobs for priority calculations.
Up to now, we discuss mostly the deterministic scheduling problems and 
the solution approaches to those problems. In the next section, we differenti­
ate deterministic and stochastic environments and review off-line and on-line 
scheduling approaches in stochastic environments.
1.4 Stochastic environm ent defined
In a daily operation of a real manufacturing system, a number of unexpected 
events and interruptions occur such as;
• Machine breakdowns
• Rush orders
• Job waiting missing input
• Job rework and recycle
• Job scrapped and replacement
• Job due date changes
• Processing time variations
These events add the stochasticity to the scheduling problem.
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Definition 1.5 (D eterm in istic  environm ent) The manufacturing environ­
ment where all information about the system is known with certainty at the 
time of scheduling, i.e., there is no unforeseen events or disturbances, is called 
deterministic environment.
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D efinition 1.6 (S tochastic environm ent) The manufacturing environment 
where some random events and interruptions occur in the system from time to 
time is called stochastic environment.
The off-line scheduling approach can deal with these events under stochastic 
and dynamic environment in two different ways:
1. Rescheduling": When an unexpected event occurs in the system, a static 
scheduling problem is solved from scratch under the new condition.
2. “iVo reaction": When an unexpected event occurs in the system, no re­
action is undertaken. The previously generated off-line schedule is kept 
being used no matter what the system conditions are. This approach 
is sometimes called ‘'''right shift approach" since it inherently shifts the 
current schedule to the right. In this case, the reaction to the event is 
postponed until the next rescheduling point.
No reaction approach does not follow the current system conditions. For 
this reason, there could be a significant difiTerence between the generated sched­
ule on hand, and the current progress of the system. Its performance deteri­
orates quickly in the environments where the events with high impacts occur 
frequently.
According to the rescheduling approach, rescheduling is made whenever an 
unexpected event occurs regardless of the effect and importance of this event. 
This policy has a disadvantage that the system may be in a permanent state 
of rescheduling if many events occur in succession. Moreover, if the scheduling 
process takes long time to generate the schedule, the rescheduling may not be 
realized real-time. Furthermore, there might be events that does not necessarily 
require rescheduling. For these reasons, the rescheduling approach increases the 
nervousness of the system by revising the schedule frequently.
In the literature, there are also several other alternatives are proposed to 
combine the powers of these methods:
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1. ^^Event-driven rescheduling' classifies the events those that require 
rescheduling, and those that do not need rescheduling all the jobs. For 
the first type of events, a new schedule for all jobs is generated as in 
the rescheduling approach. For the second set of events, no reaction is 
shown until the next rescheduling point. An example of an event-driven 
approach can be found in [14].
2. '"''Partial rescheduling" does not generate a schedule for all jobs from 
scratch. It tries to revise some part of the schedule when an unexpected 
event occurs in the system. Match-up scheduling is an example of such 
effort [9]. In addition, switching to on-line dispatching approach in case 
of an unexpected event may be listed in this class [37].
3. '^Perfoi'mance-driven rescheduling' compares the actual performance 
measure with the expected performance obtained from the generated 
schedule. If the difference between these two measures exceeds some 
specified limit, then the rescheduling method is implemented. If the 
difference does not exceeds the limit, no reaction is taken even when un­
expected events occur in the system. One of these approaches can be 
found in [31].
As discussed earlier, reactive scheduling and control is relatively easy with 
priority dispatching rules, since the decisions are made one at time. The dy­
namic and state-dependent priority dispatching rules inherently develop its 
reactions to the une.xpected events.
Several reactive scheduling policies can easily be developed by priority dis­
patching approach. Rerouting the affected jobs in case of machine breakdowns 
is an example of such policy. There could be other policies such as increasing 
the priorities of the affected jobs and preempting the loaded jobs, etc.
In this thesis, we outline a methodology for reactive scheduling and control 
by combining event-driven rescheduling and partial rescheduling approaches. 
We test the reactive scheduling policies consisting of rerouting mechanisms 
under random machine breakdowns to validate this methodology.
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1.5 Scope o f the thesis
In this study, we first analyze a new priority dispatching rule known as Bot­
tleneck Dynamics (BD). In general, BD estimates prices for delaying each op­
eration and prices for using each resource (or machine) in the system. Trading 
off these prices gives a kind of benefit/cost ratio that can be used to make 
several decisions such as scheduling, job releasing, and routing. This rule uses 
global information about the job and the system, such as the estimated waiting 
times of the job on downstream machines in its route, number of jobs in the 
queues of the downstream machines, the urgencies of the jobs in the current 
queue and other queues, etc. Also, it explicitly incorporates the usage costs 
of the machines in the priority. In chapter 2, we first review the literature on 
on priority dispatching approach with the special emphasis on Bottleneck Dy­
namics studies. Then we compare the performance of BD with those of other 
dispatching rules. Some of these rules are first investigated in our study. We 
also test the different versions of BD. Hence, this study will be the first and 
most comprehensive study to investigate the performance of BD under various 
conditions since it was first proposed by Morton and Pentico [39].
In Chapter 3 (the second part of the study), we investigate the effects of 
machine breakdowns on the system performance. In this chapter, we develop a 
general framework in which we combine the powers of the rescheduling, partial 
rescheduling, and no reaction approaches. Specifically, we define three reac­
tive modes each of which corresponds to one of these approaches. These three 
modes are called according to the type, effect, and duration of the event. The 
experimental study is performed to test the effectiveness of the proposed ap­
proach under machine breakdowns. Here, we utilize the BD routing principles 
to develop reactive scheduling policies.
Finally, we investigate two iterative improvement for priority dispatching 
rules in Chapter 4. This chapter presents an extended literature review on the 
deterministic and stochastic studies with and without look-ahead. We propose 
an iterative simulation-based scheduling system that uses these improvement 
procedures. We study the multi-pass rule selection algorithm and lead time
CHAPTER 1. INTRODUCTION 12
iteration method. The proposed system uses simulation as an evaluation tool. 
The effectiveness of improvement procedures are measured in the simulation 
experiments. Here, we define forecasting horizon, scheduling period, and look- 
ahead window that determine the timing of the invokes of the scheduling mech­
anism. We analyze the interactions between these concepts and the unexpected 
events such as machine breakdowns and processing time variations. We draw 
our overall conclusions and present further research directions in Chapter 5.
Chapter 2
Dynamic Job Shop Scheduling
2.1 Introduction
As discussed in Chapter 1, heuristics are usually recommended for the dynamic 
job shop scheduling problems. These heuristics can be classified into two cate­
gories: single-pass (one-pass) heuristics and multi-pass heuristics. In one-pass 
heuristics, a single complete solution is built up in one step at a time. Most 
of the priority dispatching rules can be considered in this category. These 
one-pass heuristics may also be used repeatedly to generate more sophisticated 
multi-pass or search heuristics with some additional computational costs. In 
multi-pass heuristics, an initial schedule is generated in the first pass, and then 
the consecutive passes are made to improve the performance measure. In this 
category, we can list neighborhood search, tabu search, simulated annealing, 
iterative dispatching, and iterative bottleneck algorithms. A simulation-based 
scheduling system proposed in Chapter 4 is also a multi-pass heuristic.
In this chapter, however, we focus on the single-pass heuristics, namely 
priority dispatch rules.
There are numerous studies which investigate the performances of priority
13
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dispatching rules under different experimental conditions by using discrete- 
event simulation. These studies indicate that no single rule is the best under 
all possible conditions. Their performances are affected by a number of factors 
such as shop load level, scheduling criteria, queue length, etc. For that reason, 
the relevant literature contains conflicting reports about the performances of 
these rules.
Secondly, the majority of the existing experimental studies are performed 
in a uniform (or balanced) shop environment where there is no dominant bot­
tleneck in the shop (i.e. all machines in the shop are approximately equally 
utilized). Hence, there is a need to test the relative performances of the rules, 
when there is one or more bottleneck machines in the shop, to see whether the 
conclusions drawn from uniform job shop case are still valid.
Finally, there are some recently proposed rules (such as CEXSPT, 
MDSPRO and BD) whose performances are not generally known. Especially, 
АТС and BD have not been adequately tested in the dynamic job shop envi­
ronments. The objective of this chapter is to study several single-pass versions 
of АТС and BD rules and compare them with other rules under various job 
shop environments (i.e. load levels, uniform vs bottleneck, tardiness levels, 
etc).
2.1.1 Scheduling Problem  Defined
In this study, we consider the dynamic job shop (JS) problem with a pri­
mary performance measure as average weighted tardiness (WT). The results 
of number of tardy jobs (or percent of tardy jobs, PT) and average conditional 
weighted tardiness (CWT) are also reported in this chapter. The scheduling 
environment considered in this study is a dynamic reentrant job shop with the 
assumptions outlined in Chapter 1. Here, the following additional assumptions 
are also made:
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• Each job has pre-specified routing with randomly sequenced machines 
and predetermined processing times on each machine in its route;
• Each job is released to the shop upon arrival;
• There is no transportation time between operations;
In addition to these assumptions, the job arrivals are dynamic and a job 
can visit any machine more than once (i.e., “reentrant shop") but not consec­
utively. The shop contains M  machines and each job i has m,· operations with 
processing times p,j, j  = There is a delay penalty, or tardiness
weight, of Wi per unit time if job i is completed after its due date d,·. This 
weight includes customer badwill, cost of lost sales and charged orders and 
rush shipping costs. Then the W T  objective is given by
\V T =  ------
n
where n is the number of jobs completed during a specified horizon and the 
tardiness of job i is T, = max {0, C, — d,} in which C, is the completion time 
of job i. If all the jobs have equal weights, then the objective function becomes 
unweighted (mean) tardiness. If the objective is to minimize PT, then we 
consider
i ;< № )
P T = 1 = 1 X 100
n
where ¿(T,) = 1.0, if T, > 0, and d(T,) =  0 otherwise. The CWT objective can 
be expressed by
cwr = t= l
N T
where N T  is the number of tardy jobs among n jobs (also it can be computed 
by N T  = P T x  n/100).
In this study, we compare the tardiness performances of some conventional 
priority dispatching rules with those of recently developed rules in a simulated 
JS environment.These rules and their definitions are given in Table 2.1. Our
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emphasis will be on the new rules such as Apparent Tardiness Cost (АТС) and 
Bottleneck Dynamics (BD). The long run performances of different versions 
of АТС and BD are tested. Inserted idleness methods and different resource 
pricing schemes are studied for the first time in a dynamic .JS environment. 
The next section reviews the relevant literature on the .J.S scheduling problem 
along with the discussion of the priority dispatching rules tested. Section 2.3 
gives the system considerations and experimental conditions. Computational 
results are presented in Section 2.4. The chapter ends with concluding remarks 
in Section 2.5.
2.2 Literature R eview
As discussed in the previous section, there are a number of scheduling rules in 
the literature some of which are listed in Table 2.1. Most of them are simple, 
known and used for many years. In this section, these rules are reviewed in 
detail.
2.2.1 C onventional Priority D ispatching Rules
The priority dispatching rules used in the dynamic job shop scheduling are 
classified by Ramasesh [51] according to the information content of the rules 
as follows:
• arrival times (e.g. FCFS, etc.)
• processing times (e.g. SPT, etc.)
due date information
-  allowance-based (e.g. FDD, etc.)
-  slack-based (e.g. SLACK, etc.)
-  ratio-based (e.g. CR, S/RPT, S/OPN, A/OPN, etc.)
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• cost or value added (e.g. Maximum weight, etc.)
• combination of one or more above (e.g. WSPT, MOD, ODD, OSLACK, 
etc.)
.Among these rules, FCFS is generally used as a benchmark in the literature. 
A flow allowance of a job is the time between the release date and the due 
date, Ai = d,· — r,·. Under the allowance-based priority rules, the remaining 
allowance of a job i is calculated as A,(i) = di — t at time t. Since t is the 
same for all waiting jobs at a dispatching decision point, the simplest version 
of the allowance based priority is the earliest due date rule (EDD). The global 
slack time of a job is the remaining time for the waiting after remaining work is 
deducted from allowance. Hence, the global slack of job i waiting for operation 
j  is Sij{t) = Ai{t) — Pij where is the total remaining processing time or 
remaining work from current operation j  to the end of the last operation. The 
simplest slack-based priorit}'  ^ rule is the minimum slack time rule (SLACK), 
which gives priority to the smallest Sij{t).
The ratio-based priorities use some forms of a ratio for their implementa­
tion. For instance critical ratio rule (CR) assigns the highest priority to the 
job with the smallest Ai{t)/Pij. While Rohleder and Scudder [52] and Scud- 
der, et al. [54] show that the CR rule performs well for the net present value 
objective in the forbidden early shipment scheduling environment, Kim and 
Bobrowski [32] find out that CR is a good performer in job shop scheduling 
with sequence-dependent setup times. Another ratio-based rule is slack per 
remaining processing time (S/RPT) with the priority index Sij{t)/Pij. The 
priority index of the slack per remaining operation rule (S/OPN) is calculated 
as Sij{t)fm.ij, where is the remaining number of operations from operation 
j  to the last operation. The S/RPT rule sees the job with longer remaining 
processing time more urgent, while the S/OPN rule gives higher priority to the 
job with more number of operations remaining. Also we notice that S/RPT 
schedule is equal to the CR schedule in the sense that their priority indexes 
yield the same sequence, i.e. S/RPTij{t) = CRij{t) — 1.0.
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Table 2.1: Priority dispatching rules. (The priorities are calculated for job i 
waiting for operation j at machine k at time t)
Priority Rule Description
FCFS
(F'irst Come 
First Served)
FCFSij  = aij
WSPT
(Weighted Shortest 
Processing Time)
WSPTij  = —  
Pij
WLWKR
(Weighted Least 
Work Remaining)
WLWKRii =
Wi
m,
=^J
FDD
(Earliest Due Date) EDDi  = di
MDD
(Modified Due Date) MDDij{t) = max  < d,·, t +  E Pigg=j
SLACK 
(Least Slack) SLACKij{t )  = d i - t -  E Pig9=J
CR
(Critical Ratio) CRijit) =
¿P··«
__________g=j
S/RPT  
(Slack per 
Remaining 
Processing Time)
t ^  ^Pig
S/RPTij{t ) = ------^ <7=;
<I=J m,
S/OPN 
(Slack per 
Remaining 
Operation)
S/OPNij{t)  = 9=J
m  -  j  + ^
MDSPRO
(Modified
Dynamic
Slack per
Remaining
Operation)
=
d i - t - J 2  Piç
1=3
mi -  i  + 1
(?n, -  j  + l)(¿i -  t -  Y^Piq) otherwise.
\{ di - t  -  ^ 2  Piq > 0
mi <I=J
<1=J
ODD
(Operation 
Due Date)
di -  r, ^
ODDij — X /  J Pig
<i=J
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Priority dispatching rules (cont’d)
Priority Rule Description
OSLACK
(Operation
Slack)
OSLACKij[ t)  = i-j +   ^ -  P<;
E Piq q - \
OCR
(Operation 
Critical Ratio)
'·«■ +
OCRiji t)  = q-j
Pij
MOD 
(Modified 
Operation 
Due Date)
MODij{t) — max <
di — Tj V—>
7^ -^------  X 2^PiqJ+Pi j
¿P<î
q=j
CEXSPT (See Note 1)
COVERT 
(Cost Over 
Time)
'll) ·
COVERTiAt)  =  —  X 
Pij
f mi /  m, ^
i=; V 9=j
<1=3
ATC
(Apparent 
Tardiness Cost)
tl) *
ATCiAt) = —  x exp 
Pij
d i  ^   ^ i } ^ i q  d · Piq )  P i j  ~  t  
i=;+i
KPiavg
Wi X exp
I I V \
-  E  ~  ^ IV ?=j-n ________ /_
A  Pav g
BD
(Bottleneck Dynamics)
BDij{t) = /
<1=3
Note 1: CEXSPT rule partitions the original queue into 3 queues which are late queue, 
i.e. Sij{i) ^  di — t -  Y^'^ljPiq < 0, operationally late queue (behind the schedule), i.e. 
Oij(t) = dij - 1 -  Pij = r,· + ^  X Y^g^i Piq - 1 -Pi j  < 0, and ahead of schedule queue,
i.e. Oij{t) > 0. Then the rule selects SPT job from queue 1, if this job does not create a 
new late job with Sij{t) < 0. If it does, then a new SPT job is selected from queue 2, if it 
does not create a new operationally late job in queue 3. If it does, then a new SPT job is 
selected from queue 3.
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However, the ratio-based priority rules have also some drawbacks in im­
plementations, because negative ratios are difficult to interpret. When the 
remaining allowance or slack time is negative, these rules behave contrary to 
their intent. For example, the intent of the S/OPN rule is to give relatively 
higher priority to jobs which have more remaining operations because they 
will encounter more opportunities for queuing delay. But, when the slack is 
negative it tends to misbehave by giving priority to jobs with few remaining 
operations. For these reasons, Kanet [27] solves the “anomaly” in S/OPN rule 
by proposing modified dynamic slack per remaining operation rule (MDSPRO) 
as
i s,At)
MDSPROij{t) =
TTlij
if Sij{t) > 0
mijSij{t) otherwise.
Then the MDSPRO rule selects the job with the smallest index to process.
All these rules except MDSPRO are extensively tested in scheduling studies. 
The results indicate that the rules are sensitive to the conditions of the system. 
For instance FDD, SLACK, S/RPT perform well in shops with light loads, but 
deteriorate in congested shops, whereas SPT performs well in congested shops 
with tight due dates, but fails for date-related criteria in shops with light loads 
and loose due dates [17], [61].
Another way to use the number of remaining operations is to utilize op­
eration milestones called operation due dates (ODD). ODD breaks up a job’s 
flow allowance into as many pieces as the number of operations in the job. Al­
though there are several ways of assigning the ODDs, the work content method 
is found to yield best tardiness measures [5]. In this method, the initial flow al­
lowance of a job is distributed to the operations proportional to the operation 
processing time. The operational version of allowance-based approach leads 
to the earliest operation due date (ODD). The same analogy for slack-based 
approach is the minimum operational slack rule (OSLACK). The operational 
ratio-based approach is smallest operation critical ratio (OCR). Kanet and
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Hayya [28] compare the mean tardiness performances of the rules based on op­
erational values with the job-based counter-parts, and show that operational 
rules are better than the job-based rules.
Baker and Bertrand [7] develop a dispatching rule known as modified due 
date (MDD) for the single machine shop. In this rule, a job’s original due date 
serves as the modified due date until the job’s slack becomes zero when its 
earliest finish time acts as the modified due date. This represents a combination 
of EDD and SPT rules. Baker and Kanet [8] extend the idea of the MDD rule 
to the multi-operation job shop. They use modified operation due date (MOD) 
which employs the ODDs to e.xpedite the jobs in the system. The MOD of an 
operation is defined as its original ODD or its earliest finish time, whichever 
is larger. The rule then gives priority to the job with the smallest MOD. 
Experimental studies show that MOD outperforms other competing rules such 
as COVERT, CR, S/RPT, SLACK, and MDD at reducing unweighted tardiness 
at high utilizations and all but very loose levels of due date tightness. In loose 
due date case, the S/RPT rule produces very small values of tardiness. Baker 
[5] conducts some experiments to compare allowance based, slack-based, and 
ratio-based rules with the modified rules (MDD and MOD). The results show 
that slack based rules do not offer great advantage over simpler allowance-based 
rules, and operation-oriented rules perform better on the mean tardiness than 
job-based rules. The MOD rule is shown to be more robust to the changes 
in due date tightness and it is superior to the other rules when the due dates 
are not very loose in which S/OPN or A/OPN yields the minimum tardiness. 
Christy and Kanet [13] show that MOD is the preferred rule for the mean 
tardiness criterion in manufacturing systems with forbidden early shipment.
Carroll (1965) designs a dynamic priority rule (COVERT) for unweighted 
tardiness. The COVERT priority index represents the expected incremental 
tardiness cost per unit of imminent processing time, or Cost OVER Time. 
The expected tardiness cost is a relative measure of how much tardiness a job 
might experience if it is delayed by one time unit. The original COVERT can be 
converted into the weighted version (COVERT) since its derivation depends on 
the tardiness costs. Hence COVERT includes tardiness weight as a multiplier.
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If job i queuing for operation j  has zero or negative slack, then it is projected to 
be tardy by completion with an expected cost of ги, and priority index Wi/pij. 
If its slack exceeds some worst case estimate of the remaining waiting time over 
remaining operations, its expected cost is set to zero. If slack is between these 
extremes, then the priority linearly goes up while slack decreases. By this 
way, COVERT chooses the highest priority job. Carroll’s experiments show 
that COVERT was superior to competing rules such as S/OPN and SPT in 
unweighted tardiness performance.
Russell et al. [53] examine the sensitivity of the COVERT rule to various 
operating conditions and performance measures, propose different versions of 
COVERT for the waiting time estimation, and test its performances (mean 
tardiness, mean flow time, etc.) with other scheduling rules such as EDD, 
SLACK, S/OPN, SPT, truncated SPT, MDD, MOD, and Apparent Urgency 
(AU, the very first version of АТС). The simulation experiments show the 
superiority of the COV'ERT in terms of mean tardiness and mean conditional 
tardiness performances.
Shultz [55] propose an expediting heuristic for the SPT rule (CEXSPT) 
which attempts to lessen the undesirable properties of SPT by controlling the 
scheduling of jobs with long processing times, and by employing job-based 
and operation-based due date information to expedite the late jobs (see Ta­
ble 2.1). Shultz compare CEXSPT with COVERT, SPT, MOD, S/OPN and 
OCR. CEXSPT and COVERT produce lower unweighted tardiness values ex­
cept very loose due date case where S/OPN yields the lowest. CEXSPT is 
the second best rule to SPT and COVERT at minimizing mean flow time and 
unweighted conditional tardiness respectively. In terms of proportion of tardy 
jobs, MOD and S/OPN yield the lowest measures at loose due dates, while SPT 
shows very good performance when the due dates are tight. Ye and Williams 
[67] explore the CEXSPT rule and make some improvements on it.
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2.2.2 АТС Studies
Morton and Rachamadugu [40] develop a priority dispatching rule for the sin­
gle machine WT problem, called “Apparent Tardiness Cost (АТС)" or R&M. 
The priority rule compares the slack of a job with a multiple times the average 
processing time of the waiting jobs, pavg- The multiplier is look ahead parame­
ter, K,  which represents the average number of competing critical jobs. АТС 
gives maximum priority io,/p, (WSPT) if the job has negative slack, whereas 
it gives a portion of WSPT according to the slackness of the job if it has pos­
itive slack. Its priority increases with decreasing slack exponentially as in the 
following formula
{di - Pi -  t)+\XJO '
ATCiit) = — X exp \ — 
Pi Kp,avg
where (x)'*' = max {0, a:}.
The look ahead parameter, K,  can be adjusted to reduce WT costs with 
changing utilization of the system and according to the due dates tightness 
level. Morton and Rachamadugu [40], Ow [46] and Vepsalainen and Morton 
[60] show that К  fixed at 2.0 or 2.5 performs well in single machine and static 
flow shop scheduling problems.
Vepsalainen and Morton [59] extend АТС by adding tail lead time esti­
mation concept to the rule for the multi-machine job shop problems. They 
calculate operation due date instead of original due date used in the single 
machine version of АТС as dij — di — TLij, where TLij represents estimated 
tail lead time which includes remaining work and remaining waiting times in 
the downstream operations. This differs from the operation due date of MOD. 
In MOD, initial flow allowance of a job is allocated to operation lead times in 
proportion to operation processing times. But in АТС, by considering finished 
and unfinished operations of the job, the time needed to perform the rest of 
the job is deducted from the due date.
Although there are several approaches to estimate the lead time, the inves­
tigators prefer to estimate it as a summation of known subsequent operation
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processing times and estimates of waiting times for these operations. Estimate 
of waiting time of job i for operation j  at each remaining machine enroute is 
calculated as proportional to its processing time as
Щ  = bpij-
By this way, in multi-operation АТС, the global slack is allocated to the re­
maining lead time, which gives “/oca/ resource-constrained slack'"' as
TTt I
SSij{t) = d i -  {Wig -b Piq) -  Pij -  t.
9 = i + l
The look ahead parameter in multi-operation АТС is selected as 3.0 in the 
experiments (For a full priority formula, see Table 2.1). In the priority formula, 
the exponential term is the activity time urgency (marginal cost of delay) if 
the job is currently scheduled and expected to be completed with slack SSij. 
By this way the urgency factor is
Uij{t) = exp
Kp,avg
Results of experiments conducted by Vepsalainen and Morton [59] show that 
АТС is superior to COVERT and other competing rules such as EDD, S/RPT, 
WSPT for WT and also for the number of tardy jobs criterion.
A simulation study conducted by Vepsalainen and Morton [60] confirms the 
previous results. They test priority-based estimation and the lead time iteration 
(LTI) methods to estimate waiting times along with the “standard” estimation 
mentioned above. The former depends on queuing analysis. Priority-based 
waiting time is shorter for high-priority jobs and longer for low priority jobs 
in the queue. The latter is an iterative procedure (or multi-pass heuristic) to 
improve the WT objective: In each iteration, waiting times used in АТС (or 
COVERT) are obtained from previous iteration and they are used in the next 
iteration. By this way, by making better lead time estimation, the performance 
of the rule improves. The procedure is repeated until there is no improvement 
in the WT measures with last fixed number of iterations. The simulation results 
show that priority based waiting time estimation does not significantly improve
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WT performance. Also it is found that АТС or COVERT with LTI improves 
the performance of the rules based on standard waiting time estimation up 
to 38%. But the use of LTI is limited to the cases when the system is static 
(all jobs are available at the beginning) or when the arrival times and other 
characteristics of the jobs are perfectly known in advance (The latter case is 
investigated in Chapter 4). In these cases, the model can be iterated before 
starting the implementation of the schedule.
Ow and Morton [47], [48] extend АТС to static early/tardy problem for 
single machine and flow shops. They use this extended version of АТС (EXP­
ET) as an initial heuristic for the neighborhood search to find initial schedule 
and also as an evaluation function for filtered beam search. In these studies, 
EXP-ET produces very low early/tardy costs in comparison with the АТС and 
EDD. In addition, in moderate computation times, EXP-ET is improved by 
beam search as 15% maximum deviation from optimal value or lower bound 
found by preemptive relaxation of the problem.
Morton and Ramnath [41] add the inserted idleness concept to the АТС 
rule. By this way, some active schedules are examined myopically. In the 
first part of the study, they test this version of АТС (X-ATC) and standard 
АТС against other dispatching rules in a dynamic single machine shop in WT 
performance. While АТС outperforms all other rules, X-ATC improves the 
non-delay АТС performance further. In the second part of the study, they use 
these rules as a first phase heuristics of neighborhood search and tabu search 
to generate initial schedules. The results show that X-ATC provides best final 
schedule after the implementation of these search methods as it was the best 
performer in the first phase.
Kanet and Zhou [29] develop a decision theory approach (MEANP) con­
sisting estimation of total costs for job shop scheduling problem and test it 
against COVERT and АТС in single machine case. While MEANP produces 
low values of unweighted tardiness and fraction of tardy jobs as compared with 
FCFS, SPT, COVERT, MOD and АТС; COVERT and MOD are found to be 
better than АТС. They recommend MOD for practical applications since it is
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the simplest of the three and it heis no parameters to be estimated.
Bengu [10] analyzes the behavior of the АТС performance for varying values 
of the look-ahead parameter at different combinations of tardiness factor and 
due date range. The system considered is a flexible flow line shop. Both 
deterministic case and stochastic case with machine breakdowns are considered. 
The results show that К  should be larger in both of the cases for small due date 
range and high tardiness factors. But in this study, while the flexible flow line 
includes more than one machine and more than one queuing point, the АТС 
implementation is like a single machine scheduling that produces permutation 
schedule. This version of АТС does not reflect the dynamic intent of the АТС 
rule.
2.2.3 B ottleneck D ynam ics Studies
In standard applications of АТС, the only cost that the rule considers is about 
the processing time information of the current operation of the job. In other 
words, it is assumed that there is no cost for the other jobs in current queue 
and downstream machines’ queues. Hence, there is no price for the downstream 
machines. Also АТС and other rules implicitly assume that the price of capac­
ity exists only when the capacity is fully utilized leading to the conclusion that 
a machine that is not fully utilized (for example 80%) has zero price. Morton et 
al. [38] show that this is not true due to the non-stationarity of demand. Con­
sequently, they develop the early version of bottleneck dynamics (BD) which 
they call SCHED-STAR. The proposed model is a scheduling system which 
uses cost-benefit analysis to make scheduling decisions based on net present 
value (NPV) of revenues and costs. NPV objective includes tardiness costs, 
direct costs, inventory holding costs and revenues from sales. SCHED-STAR 
calculates each resource prices by busy period analysis [42] and then it gives 
priorities to the jobs according to the calculated rate of return. The model 
starts with the initial estimates of prices and lead times. Jobs are released 
into the system from a pool when its computed rate of return is higher than a 
pre-specified threshold value. After each iteration the NPV is evaluated, lead
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times and prices are reestimated by using waiting times and busy periods in 
previous iteration and simulation proceeds to the next iteration. By this way 
the resource price iteration (RPI) and LTI are combined in the same module. 
They test the model in different types of shops including job shop and in dif­
ferent conditions. SCHED-STAR is the best performer as compared with the 
different versions of COVERT, CR, and EXP-ET. However, in this study the 
problem sizes studied are very small. Each problem consists of at most 50 
operations all available at the beginning of the scheduling period.
In another study, Lawrence and Morton [35] test resource pricing heuristics 
with and without LTI in static resource-constrained multi-project scheduling 
problem with tardy costs. They develop a resource price-based priority rule 
similar to that of SCHED-STAR by taking into account several resource pric­
ing schemes. They include five types of resource pricing methods. Uniform 
pricing assumes that all resources are of equal importance giving them 1.0 as a 
resource price. Resource load pricing estimates prices as proportional to total 
resource load. Bottleneck resource pricing uses OPT-like idea and identifies the 
bottleneck resource with largest load, and gives it a scaled price 1.0, while other 
resources are assigned prices of zero. Busy period resource pricing is mainly 
based on busy period analysis which is developed by Morton and Singh [42]. 
Empirical resource pricing measures prices by successively relaxing resource 
constraints and observing the effects on total tardiness. The change in objec­
tive function gives a relative measures of resource prices. They divide the use 
of information in activity costing as myopic and global. Myopic costing consid­
ers only prices of current resources which process the current activity and the 
cost is static. Global costing takes into account all prices of resources which 
process downstream activities. Global costs are dynamic, and are estimated as 
the sum of resource costs for all unfinished intra-project activities at current 
time. The first part of the study shows that global pricing dominates its my­
opic counterparts for all resource pricing rules in WT performance. Five global 
pricing rules with and without LTI and 20 benchmark rules are run in different 
experimental conditions. They find out that all pricing heuristics dominate 
all the benchmark rules, and performances of different pricing heuristics are
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statistically indistinguishable. In addition, it is shown in this study that the 
LTI reduces the WT of all pricing rules by 18% on the average.
Recently, Morton and Pentico [-39] bring together all the pieces of their 
previous studies and develop a new rule with resource pricing scheme which is 
called Bottleneck Dynamics (BD). In general, BD is a method which estimates 
prices (or delay costs) for delaying each possible activity (or operation) and 
prices for using each resource in a shop. Trading off these heuristic prices (or 
costs) gives a kind of benefit/cost ratio that can be used to make scheduling 
decisions.
At a scheduling decision point, for each operation of the jobs in a certain 
queue, an activity price (AP) is calculated. In BD, the AP of an operation 
represents the costs saved per unit time by expediting the operation by a unit 
time. Also there are resource prices for each resources (mainly machines). 
Resource price gives an estimated extra costs if the resource is breakdown 
or is used for one time unit. If the resource price of a machine k at time 
t is known {Rk{t)) and if the operation j  of job i is processed on machine 
k, then the resource usage of an activity for processing is Rk{t)pij. The BD 
principle in such a case is that if a net saving is desired at the end of an 
expediting decision, then it is necessary to expedite the job on its downstream 
operations. By this way, its completion time will be smaller. In general, job i 
has operations j , . . ■, m,· as yet unstarted and that will be processed on machine 
k{q)^q = m,. If the current operation j  is expedited by one unit time,
its total resource usage is over the remaining downstream operations. Hence, 
the total usage of a job while expediting is given by
nii
Rk{ g) { t ) p i g ·
q=j
Therefore, the BD priority is calculated by trading off the activity price 
gained by expediting a job and total resource usage of the job. Then, if we 
denote the activity price of operation j  of job i at time t by APij{t), the BD 
priority is calculated as
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APj(l)
1-j
By this way, BD prioritizes the jobs with larger activity prices, while pe­
nalizing the jobs with longer processing times on bottleneck machines on their 
route. Next, we discuss the pricing mechanisms.
Activity Pricing
Since AP represents the costs saved per unit time by expediting an operation of 
job by one unit of time, decrease in customer dissatisfaction can be estimated. 
Then AP is directly related to the estimated lateness or tardiness of the job 
and its weight. Hence, the estimated activity price of operation j  of job i that 
will be processed on machine к at time t is given by
A P i j { t )  =  Wi U i j { t ) ,
where Uij{t) is a function of estimated lateness and is calculated as in АТС. 
(In fact, Uij{t) is named as urgency factor, and it leads to that APij{t) takes 
some portion of weight w,, by ranging between 0.0 and 1.0).
If the expected completion time of job i at time t is shown by Cij{t), then 
the estimated lateness ELij{t) is calculated as
ELij{t) = Cij{t) -  di.
Cij{t) can be estimated by the sum of tail lead time, current operation pro­
cessing time and the current time. Then
C i j { t )  =  i - f  Pij  - f  T L i j .
From here, we see that ELij{t) = -SSij{t)  as in АТС. By this way, ELij{t) 
can be used in urgency factor calculation as SSij{t) is used in urgency as in 
АТС. Then,
/  { - E L , , { t ) y \Uij{t) = exp [ - -
Kp,avg
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If the estimated lateness decreases, the urgency gets larger. If the estimated 
lateness is already 0 or negative then urgency factor takes its maximum value 
as 1.0 (leading to activity price = weight of the job).
Resource Pricing
As defined in the previous sections, the resource price gives an estimated extra 
costs if the resource is breakdown or is used for a purpose for one time unit. 
Therefore, if the resource is shut down for some time, all the jobs in the queue 
and the jobs that will arrive before the next idle status of the machine are 
delayed. The time between two consecutive idle status of the machine is called 
“6usy period^ of the machine. Hence, if the resource has some jobs in its queue 
and new arrivals occur before they are finished, the current busy period is the 
time up to the point that the resource will become first idle. Then the extra 
cost to the system is the sum of all activity prices of the jobs in queue plus 
the activity prices of the jobs that arrive before busy period ends. If there are 
Nk{t) jobs in the current busy period of resource k, the fundamental resource 
price for resource k can be written as
Nk(t)
R,(t) = ^  APi,{t).
t= l
However, in a real shop, we cannot know exact N(¡{1) and activity prices 
of the jobs. Also, the price will vary over time and roughly proportional to 
the current busyness of the resource. Since the resource price is a function of 
current busy period and it is very difficult to exactly know the busy period, 
there is a need to estimate the busy period.
Morton and Pentico [39] suggest some alternative ways of implementing 
busy period analysis in the estimation of resource prices. One of the static 
and moderately simple methods estimates the long run average busy period by 
queuing theory approximation. This is as follows:
Pk
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In this formula (wU)avg is the average delay price of activities at the resource 
and pk is the long term utilization rate of resource k. The last part of the 
formula expresses the unconditional average length of the busy period for an 
M/M/1 queue as a function of the utilization rate.
A dynamic counterpart of the previous one is based on the actual jobs in 
the queue, rather than average queue as shown below:
Lk{t)
R k { t )  =  Wi U i j { t )  +  { w U ) a v g L k { t ) — ^  
1=1
where Lk{t) is the current queue length.
Pk
The dynamic and iterative pricing method can also be used in estimating 
the resource price as in SCHED-STAR. This method uses iterative approach as 
in the lead time iteration. It consists of running the full scheduling problem by 
some heuristic as a first step. After analyzing the actual busy periods, weights 
and urgencies for each resource at each time an activity begins processing, it 
uses these to calculate each resource price. In this method, there is a termina­
tion rule which uses a convergence criterion. The procedure is repeated with 
newly estimated prices until the convergence criterion is satisfied (e.g., if there 
is no significant amount of improvement in the performance measure in the 
last X iterations, the algorithm will stop). However, usage of this approach is 
very limited. In addition to the drawbacks of LTI, the usage of RPI needs high 
computation requirement. For example, in SCHED-STAR study, the largest 
system considered consists of 10 jobs each with 5 operations and 5-machine 
static job shop [38]. By this way, the analysis of each busy period of each 
machine after each iteration can be more tractable.
Also, there are some versions of resource pricing that do not depend on 
busy period analysis. Uniform pricing, resource load pricing and bottleneck 
pricing are some of them. While uniform pricing assumes that all resources 
have equal importance and equal resource price as 1.0, in resource load pricing 
and bottleneck pricing, the utilizations of the machines determine the scaled 
resource prices.
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Inserted Idleness
Normally, BD does not allow the inserted idleness for late-arriving hot jobs. 
As Morton and Ramnath [41] specify, for any regular objective, no operation 
may be considered to be scheduled next on a given machine k, unless it is 
currently available in the queue, or else will arrive before the current time {t) 
plus the processing time of the shortest job in the queue {pmink·)· In this case, 
we consider these jobs to dispatch, but we reduce the priorities of such soon-to- 
arrive jobs in proportion to the inserted idleness. The proportionality ^  goes 
up linearly with the utilization of the machine k. By this way, we extend the 
set of candidate jobs from the set of jobs currently available in the queue by 
adding the jobs that will arrive in the near future. If we denote the arrival 
time of job i to resource k for operation j  as a,j, then the priorities of such 
jobs are revised according to the following formula
X^ij ~BDij(ty  = BDij{t) X 1.0 -  /?-
Pmink
This means that the original priority of a not-yet-arrived job is degraded 
by a term proportional to the idleness involved as a fraction of the minimum 
waiting job. Experiments conducted by Morton and Ramnath [41] show that 
ß — 1.3 + pjt is appropriate for single machine shops. If this degraded priority 
of a soon-to-arrive job is still greater than the priorities of the jobs in the queue 
then the machine is kept idle until this job arrives to the machine.
2.3 Experim ental Study
In simulation experiments, similar experimental design used by Vepsalainen 
and Morton [59], [60] is conducted. We simulate a reentrant CJS with continu­
ously available 10 machines. Jobs arrive continuously according to the Poisson 
process. The jobs have fixed number of operations selected from a discrete uni­
form distribution from 1 to 10. The operations are randomly processed through 
machines. Two types of shop is simulated: The first one is uniform job shop
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where almost every machine is equally utilized with operation processing times 
drawn from a uniform distribution U[l,30]. The other shop is bottleneck job 
shop where one or more machines are bottleneck with long processing times. 
The relative speeds of three machines are up to 30% faster than average, and 
three up to 30% slower. By this way some machines are highly utilized, some 
are low utilized. Job weights are drawn from U[l,30]. Due dates are assigned 
randomly over a full range of flow allowances, with an average of 6.0, 4.5, 3.0 
times the mean total job processing time for relatively loose, medium, and 
tight due date setting, respectively. By this way, three different levels of due 
date tightness are set in the experiments.
The average utilization of the shop is determined by calibrating the arrival 
rate of the jobs. In uniform job shop case, arrival rate is adjusted to achieve 
approximately 60% utilization on the average in low level, 80% utilization in 
medium level, 90% in high level, and 95% in very high level. In bottleneck 
shop, the utilization of the bottleneck determines the system load level. In this 
case, arrival rate is adjusted to achieve 60% utilization on bottleneck machine 
in low level, 80% utilization in medium level and 95% in high level.
The system is simulated by using SIMAN simulation language with some 
additional C subroutines linked in UNIX environment. We use method of 
batch means to compare the results. We determine a conservative warm-up 
period for the system as 2,500 job-completion. We make 10 batches with 1,000 
jobs each resulting to 12,500 jobs per run. In a way, this is the first controlled 
experiment in that the long term performance of АТС and BD are investigated. 
The priority dispatching rules given in Table 2.1 are used in the experiments.
Initially, some pilot experiments are conducted to select appropriate pa­
rameter values for COVERT, АТС and BD. As a result of these simulation 
runs, COVERT is used with parameters of 6 = 2.0 and h = 2.0. In original 
АТС, waiting time estimation parameter (6) is set to 2.0. The look-ahead pa­
rameter (K)  is adjusted according to the job shop type and utilization level. 
In the uniform shop К  is fixed at 2.0 in the low utilization level, К  = 3.0 in 
the medium utilization level, К  = 4.0 at high utilization, and it is 5.0 in very
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high utilization level. In the bottleneck shop, К  is 1.5 in the low and medium 
levels of utilization, and it is fixed at 3.0 in the high utilization level. For АТС 
with inserted idleness (X-ATC), the inserted idleness parameter /3 is selected 
as 2.0 + pk- For the inserted idleness, the jobs that are currently proces.sed on 
the machines and whose next operations are the machine under consideration 
are considered eis soon-to-arrive jobs. The same parameter values in АТС are 
used for BD and X-BD.
Five different resource pricing schemes are also utilized for BD and X-BD 
rules. These are:
• Dynamic resource pricing based on queuing approximation with the orig­
inal waiting time estimation as VF,j = bpij (BDl and X-BDl),
• Static resource pricing based on queuing approximation with the original 
waiting time estimation as Wij = bpij (BD2 and X-BD2),
• Static resource pricing with = 1.0 for all к (uniform resource pricing, 
BD3 and X-BD3), (If it is assumed that all jobs have equal urgencies 
such as 1.0, and this pricing method is used then the rule transforms into 
weighted least work remaining (WLWKR));
• Dynamic resource pricing based on queuing approximation with the wait­
ing time estimation developed by Kanet and Zhou [29] (BD4 and X-BD4). 
The waiting time for job г waiting for operation j(i)  at machine к with 
queue length Lk(t) is estimated by
=
Lkii)
P m
1=1,1фг
• Bottleneck resource pricing with Rg = 1.0, where pg = maxk{pk}, and 
R k  = 0.0,к  = I , . . . ,m ,k  ^  g (BD5, X-BD5).
These are all global resource pricing methods as in the definition of 
Lawrence and Morton [35]. The myopic counter-part of these rules is natu­
rally the АТС rule.
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2.4 Com putational R esults
For the purpose of easy presentation of the results, we divide the scheduling 
rules into 5 groups:
• FCFS, WSPT, WLWKR rules that do not contain any due date infor­
mation;
• The job-based rules that use due date information such as allowance, 
slack, or ratio (FDD, MDD, SLACK, CR, S/OPN, MDSPRO);
• The operation-based rules that utilize due date information (ODD, 
OSLACK, OCR, MOD, CEXSPT) and COVERT;
• Various versions of the BD rule with different resource pricing schemes 
and АТС;
• The inserted idleness versions of the АТС and BD rules;
First, the performances of the АТС and BD rules are compared for uniform 
and bottleneck job shop cases in the next section. The results of other rules 
are discussed in Section 2.4.2. The cross comparison of selected versions of the 
АТС and BD rules and other dispatch rules are given in Section 2.4.3.
2.4.1 T he Comparison o f the АТС and BD R ules
Average Weighted Tardiness Performances
The average weighted tardiness performances of the various versions of АТС 
and BD in the uniform and bottleneck job shop cases are presented in Tables 2.2 
and 2.3.
First, the uniform job shop case is considered. When the performances of 
noninserted versions of АТС and BD are compared, almost no difference is seen
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between the rules in low utilizations regardless of due date tightness levels. 
However, as the utilization of the system increases, the АТС rule performs 
better than the BD rules. This difference becomes even more significant when 
the load of the system is very high. Same observations are made when the 
insei’ted idleness case is considered. This finding is quite surprising because 
the BD rule uses more global information such as information on downstream 
operations and machines. But, the results indicate that the resource pricing 
and global information are not always so helpful contrary to our expectations.
It is also observed that inserted idleness improves the performances of the 
rules significantly except high and very high utilization cases. The improve­
ment achieved by implementing inserted idleness over the non-inserted versions 
changes from 1.4% and 16.8% in low and medium utilizations. In general, the 
improvement on the BD rules is greater than that of АТС. For this reason, in 
low utilizations, while АТС and BDl yield almost same WT performance, X- 
BDl is better than X-ATC in the same conditions. However, when the system 
is heavily loaded, there is no improvement, moreover inserted idleness method 
makes the standard АТС and BDs’ performances worse. When the perfor­
mances of different resource pricing schemes are compared, it is observed that 
the rules based on dynamic resource pricing (BDl, BD4, X-BDl and X-BD4) 
perform well except very high loads in which case the bottleneck resource pric­
ing (BDS and X-BD5) is better than the others. In general, the performances 
of static resource pricing and uniform resource pricing are poor in the experi­
ments.
These results are similar when the bottleneck shop is considered. But the 
differences in the performances between АТС and BD is smaller than those in 
the uniform shop case. In low and medium loads of the system, some versions 
of the BD rule are superior to the АТС rule particularly in inserted idleness 
case. Even in high utilization case, the BD’s performance is comparable with 
the performance of АТС especially in loose and moderate due date settings. In 
bottleneck job shop case, the bottleneck resource pricing dominates the other 
resource pricing methods.
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Percent of Tardy Jobs and Conditional Weighted Tardiness
The percent of tardy jobs and conditional weighted tardiness performances of 
different types of АТС and BD are shown in Tables 2.4 and 2.5 and Tables 2.6 
and 2.7, respectively.
When the PT performances are compared in uniform job shop case, АТС 
and BD yield almost the same performance. The inserted idleness does not im­
prove the performances of АТС and BD either. Again, static resource pricing 
based on queuing approximation is a poor performer among the rules. Bottle­
neck resource pricing surprisingly yields worse PT performances even in very 
high utilizations. The similar observations are made for the bottleneck job 
shop case.
The relative conditional weighted tardiness performances of АТС and BD 
in uniform job shop case are also similar to those of the weighted tardiness case. 
Again, the inserted idleness is most effective in low and medium utilizations. 
X-BDl and X-BD4 outperforms other resource pricing methods and АТС in 
low and medium levels of utilization. At high and very high utilizations АТС 
and X-ATC are superior. The similar results can be drawn from the bottleneck 
shop case.
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Table 2.2: Average Weighted Tardiness Measures of the АТС and 
BD rules, Uniform Job Shop Case
(a) Loose Due Dates
Utilization Level
Rule Low Medium High V. High
АТС 146.83 198.23 417.26 880.76
BDl 147.24 206.22 507.03 1248.17
BD2 146.95 2.30.41 620.58 1589.43
BD3 149.28 214.32 560.91 1373.63
BD4 145.12 209.39 5.58.37 1214.82
BD.5 149.24 206.84 494.83 1102.76
X-ATC 131.95 182.09 406.94 885.33
X-BDl 122.52 178.02 467.35 1167.05
X-BD2 124.58 201.49 667.85 1592.00
X-BD3 124.20 190.08 580.22 1419.00
X-BD4 120.43 182.42 531.79 1212.38
X-BD5 124.95 184.74 495.71 1086.60
(b) Medium Due Dates
Utilization Level
Rule Low Medium High V. High
АТС 201.09 317.29 691.79 1227.60
BDl 202.67 339.47 806.21 1662.30
BD2 202.35 391.67 1125.48 2341.86
BD3 205.65 377.83 993.37 1938.20
BD4 196.79 352.97 872.54 1686.36
BD5 206.13 357.79 865.29 1491.06
X-ATC 181.34 304.42 683.26 1227.07
X-BDl 170.32 308.73 798.98 1577.28
X-BD2 175.49 372.83 1155.94 2373.23
X-BD3 174.97 345.57 982.55 1892.91
X-BD4 167.76 315.80 839.76 1654.84
X-BD5 178.17 336.13 853.37 1550.78
(c) Tight Due Dates
Utilization Level
Rule Low Medium High V. High
АТС 327.71 625.56 1172.47 1779.35
BDl 332.95 661.49 1349.67 2290.35
BD2 349.98 822.36 1771.50 3063.80
BD3 344.14 774.69 1594.66 2609.79
BD4 324.24 677.21 1405.39 2324.97
BD5 344.85 705.53 1435.66 2166.39
X-ATC 306.92 601.89 1155.25 1758.84
X-BDl 291.22 629.34 1263.90 2256.51
X-BD2 315.84 773.91 1776.67 3124.66
X-BD3 305.60 746.43 1609.20 2616.07
X-BD4 278.72 633.94 1347.79 2267.84
X-BD5 317.59 695.99 1426.72 2240.86
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Table 2.3: Average Weighted Tardiness Measures of the АТС and 
BD rul íes, Bottleneck Job Shop Case
(a) Loose Due Dates
Utilization Level
Rule Low 1 Medium 1 High
АТС 130.25 159.09 292.93
BDl 129.82 159.86 383.61
BD2 130.03 162.23 430.91
BD3 1.32.12 161.06 337.87
BD4 126.88 159.80 369.08
BD5 131.51 160.04 304.83
X-ATC 117.32 144.86 280.16
X-BDl 109.04 134.73 353.42
X-BD2 111.55 137.88 417.36
X-BD3 109.77 135.57 308.77
X-BD4 106.41 130.31 348.38
X-BD5 110.88 138.05 290.09
(b) Medium Due Dates
Utilization Level
Rule Low Medium High
АТС 177.87 230.07 472.12
BDl 177.22 230.65 645.58
BD2 178.83 241.34 739.14
BD3 178.64 241.44 546.01
BD4 173.19 227.57 660.90
BD5 177.84 237.56 498.64
X-ATC 161.40 213.49 455.50
X-BDl 152.18 198.92 581.16
X-BD2 152.64 207.65 719.44
X-BD3 152.64 202.76 529.36
X-BD4 147.49 196.14 576.24
X-BD5 153.68 208.37 480.75
(c) Tight Due Dates
Utilization Level
Rule Low 1 Medium | High
АТС 277.19 402.18 770.27
BDl 281.47 407.35 1009.19
BD2 288.23 442.14 1259.12
BD3 286.38 440.16 982.33
BD4 273.98 408.68 1037.11
BD5 287.11 429.39 868.73
X-ATC 261.80 386.81 763.86
X-BDl 245.26 370.22 1017.59
X-BD2 253.68 408.56 1236.73
X-BD3 249.20 399.68 928.53
X-BD4 236.66 371.60 952.79
X-BD5 256.01 400.36 829.51
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Table 2.4: A vera^ Percent of Tardy Jobs Measures of the АТС 
and BD rules, Uniform Job Shop Case
(a) Loose Due Dates
Utilization Level
Rule Low Medium High V. High
АТС 12.23 15.36 24.22 31.61
BDl 12.17 15.56 23.96 33.94
BD2 12.36 16.30 26.35 36.60
BD3 12.41 15.76 25.16 33.97
BD4 12.33 16.37 25.62 32.40
BD5 12.41 15.77 25.95 34.72
X-ATC 11.65 14.98 23.69 31.86
X-BDl 11.29 14.71 23.42 33.36
X-BD2 11.36 15.49 27.23 36.75
X-BD3 11.28 15.29 25.13 33.76
X-BD4 11.21 15.59 25.05 31.75
X-BD5 11.40 15.10 25.80 34.41
(b) Medium Due Dates
Utilization Level
Rule Low Medium High V. High
АТС 16.81 24.07 34.49 40.05
BDl 16.61 23.59 33.73 41.45
BD2 16.67 24.93 37.39 45.58
BD3 16.68 24.10 35.41 41.76
BD4 16.63 26.18 35.69 41.11
BD5 16.76 25.26 36.95 43.72
X-ATC 15.88 23.64 34.12 39.73
X-BDl 15.34 22.70 33.40 41.35
X-BD2 15.58 24.52 37.07 45.13
X-BD3 15.53 23.44 34.84 41.06
X-BD4 15.45 24.40 34.93 39.77
X-BD5 15.69 24.74 37.28 43.67
(c) Tight Due Dates
Utilization Level
Rule Low Medium High V. High
АТС 27.23 40.06 48.92 52.36
BDl 26.92 38.17 47.82 52.64
BD2 27.18 40.40 49.20 54.79
BD3 27.01 39.64 47.61 52.50
BD4 28.14 41.61 49.24 52.32
BD5 27.59 41.56 51.99 55.46
X-ATC 26.70 39.22 48.35 52.12
X-BDl 26.03 37.24 46.00 52.00
X-BD2 26.48 39.24 48.36 54.34
X-BD3 25.91 38.62 47.10 51.30
X-BD4 26.74 40.03 47.73 50.69
X-BD5 26.66 40.98 51.08 55.93 1
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Table 2.5: Average Percent of Tardy Jobs Measures of the АТС 
and BD rules, Bottleneck Job Shop Case
(a) Loose Due Dates
Utilization Level
Rule Low Medium High
АТС 11.47 12.96 18.81
BDl 11..52 12.89 19.24
BD2 11.44 12.98 20.16
BD3 11.53 13.00 18.71
BD4 11.43 13.21 19.96
BD5 11.67 12.92 18.77
X-ATC 11.05 12.24 17.84
X-BDl 10.59 11.96 18.53
X-BD2 10.71 11.94 19.38
X-BD3 10.58 11.84 17.83
X-BD4 10.49 11.95 19.17
X-BD5 10.71 12.02 18.21
(b) Medium Due Dates
Utilization Level
Rule Low Medium High
АТС 15.59 18.69 25.97
BDl 15.61 18.79 26.70
BD2 15.49 18.89 27.67
BD3 15.57 18.57 26.36
BD4 15.33 19.66 28.28
BD5 15.60 19.23 27.39
X-ATC 14.98 18.31 25.93
X-BDl 14.70 17.63 26.13
X-BD2 14.62 17.62 27.11
X-BD3 14.58 17.20 25.52
X-BD4 14.51 18.39 27.29
X-BD5 14.78 18.19 26.38
(c) Tight Due Dates
Utilization Level
Rule Low Medium High
АТС 24.15 31.74 39.90
BDl 24.11 30.88 39.08
BD2 24.33 31.46 40.50
BD3 24.59 31.19 39.42
BD4 24.47 33.81 41.22
BD5 24.58 31.91 41.53
X-ATC 23.76 31.27 39.69
X-BDl 22.81 29.78 38.87
X-BD2 23.06 30.62 40.19
X-BD3 22.92 29.72 38.40
X-BD4 23.09 32.26 39.88
X-BD5 23.38 31.49 40.51
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Table 2.6: Average Conditional Weighted Tardiness Measures of 
the АТС and BD rules, Uniform Job Shop Case
(a) Loose Due Dates
Rule Low
Utilization Level 
Medium High V. High
АТС
BDl
BD2
BD3
BD4
BD5
X-ATC
X-BDl
X-BD2
X-BD3
X-BD4
X-BD5
1198.05
1210.77
1187.20
1201.20 
1175.89 
1202.38 
1129.86 
1082.53 
1096.47 
1101.46 
1075.35 
1094.34
1291.09 
1324.14
1415.07
1359.74
1280.09 
1309.96 
1213.92 
1212.33 
1300.87
1239.08 
1172.23
1223.74
1673.66
2035.58
2266.64
2142.80
2085.01
1838.62
1670.96
1916.10
2340.97 
2220.89
2043.63
1834.10
2703.27
3463.59
4201.65 
3961.16
3596.65 
3048.62 
2680.81 
3312.25 
4180.15
4114.65 
3672.87 
3048.12
(b) Medium Due Dates
Rule
Utilization Level 
Low Medium High V. High
АТС
BDl
BD2
BD3
BD4
BD5
X-ATC
X-BDl
X-BD2
X-BD3
X-BD4
X-BD5
1197.11
1221.52
1214.69
1234.19
1183.76
1230.81
1143.08
1109.97
1125.92
1126.90
1087.96
1134.85
1320.79
1438.09
1567.62 
1564.44 
1348.57 
1416.73 
1288.00
1356.63 
1520.04 
1471.12 
1293.01 
1353.21
1965.27
2328.85
2938.64
2752.31
2386.00
2277.93
1959.10
2324.49
3037.87
2763.57
2349.62
2228.90
3021.52
3876.64
5034.36
4601.78
4009.12
3353.61
3038.31
3706.23
5141.60
4567.56
4082.47
3498.59
(c) Tight Due Dates
Rule Low
Utilization Level 
Medium High V. High
АТС
BDl
BD2
BD3
BD4
BD5
X-ATC
X-BDl
X-BD2
X-BD3
X-BD4
X-BD5
1204.01 
1235.75 
1286.77 
1274.13 
1153.17
1248.02 
1149.28 
1117.69
1192.03 
1177.74 
1042.20 
1189.91
1556.07 
1727.38 
2026.43 
1945.66 
1624.80 
1690.09 
1528.22
1681.08 
1962.00 
1925.75 
1576.60 
1690.19
2370.92 
2788.32 
3559.95 
3316.00 
2821.31 
2726.17 
2361.05 
2714.36 
3642.77
3375.92 
2794.69 
2760.48
3372.87
4294.22
5536.28
4945.36 
4389.52 
3867.89 
3340.98
4271.36
5696.79
5073.29
4414.80 
3964.07
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Table 2.7: Averse Conditional Weighted Tardiness Measures of 
the АТС and BD rules, Bottleneck Job Shop Case
(a) Loose Due Dates
Utilization Level
Rule Low Medium High
АТС 1134.18 1225.88 1535.01
BDl 1125.70 1237.18 1907.86
BD2 1132.18 1248.05 2048.03
BD3 1144.10 1236.20 1767.18
BD4 1108.64 1207.77 1772.30
BD.5 1125.00 1237.14 1601.38
X-ATC 1060.76 1182.78 1550.72
X-BDl 1029.73 1123.11 1815.47
X-BD2 1040.12 1152.29 2052.37
X-BD3 1036.98 1142.20 1692.49
X-BD4 1016.07 1089.79 1754.26
X-BD5 1037.09 1147.91 1566.70
(b) Medium Due Dates
Utilization Level
Rule Low Medium High
АТС 1140.55 1230.82 1801.68
BDl 1135.40 1227.28 2341.52
BD2 1151.91 1275.50 2594.52
BD3 1145.43 1297.65 2051.01
BD4 1126.98 1160.27 2279.40
BD5 1138.72 1234.89 1804.41
X-ATC 1077.78 1166.00 1738.67
X-BDl 1033.92 1126.25 2162.09
X-BD2 1042.99 1176.97 2576.48
X-BD3 1046.24 1175.27 2053.52
X-BD4 1016.08 1069.29 2069.00
X-BD5 1037.53 1141.80 1802.02
(c) Tight Due Dates
Utilization Level
Rule Low Medium High
АТС 1147.97 1262.94 1923.08
BDl 1167.00 1314.44 2555.09
BD2 1185.05 1398.59 3085.41
BD3 1162.22 1404.45 2487.11
BD4 1119.06 1204.89 2500.91
BD5 1167.15 1338.70 2084.14
X-ATC 1101.59 1230.90 1915.84
X-BDl 1074.91 1235.75 2587.68
X-BD2 1099.03 1326.63 3057.99
X-BD3 1085.29 1336.26 2406.20
X-BD4 1023.83 1144.94 2375.87
X-BD5 1093.84 1263.71 2039.76
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2.4.2 Conventional Rules
Weighted Tardiness Performances
The average weighted tardiness performances of the conventional rules are 
shown in Tables 2.8 and 2.9. The results indicate that FCFS is the worst 
of the all rules tested in all due date tightness and utilization levels. WSPT 
is better than WLWKR in all conditions, which shows that myopic policies in 
such an environment is more useful in the sense that considering the process­
ing times of the downstream operations do not improve the performance of 
myopic counterpart which takes into account only imminent processing time 
information (This also supports our previous result drawn for АТС and BD).
In low utilizations, the performances of the job-oriented rules and operation 
based rules are indistinguishable. However, when the utilization increases the 
CRand S/OPN rules dominate other job-based rules if the due dates are loosely 
set. As the due dates get also tighter, MDD performs better than the other job 
based rules. MDSPRO does not improve the performance of S/OPN, moreover 
it is the worst performer among the job-based rules.
When the performances of the operation based rules are compared, MOD is 
the preferred rule. The performance of CEXSPT is not encouraging. Its perfor­
mance is comparable only when the utilization is very high. As in the previous 
studies, the operational rules perform better than the job-based counter-parts. 
Also the results show that the performances of the job-based and operation- 
based rules are very sensitive to the system conditions. As the utilization of 
the system increases or the due dates tighten, the performances of them get 
worse sharply. The WSPT rule is more robust as compared with these rules. 
When the performance of WSPT is worse than the those of almost all job- and 
operation-based rules in low load level, it performs better than these rules in 
high congestion levels. This effect is magnified as the due dates get tighter.
However, COVERT yield very good performances as compared with the 
performances of the other rules mentioned above. As the utilization of the
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system increases there is no great deterioration in the performance of COVERT 
as in the case of job- and operation-based rules. For this reason, the difference 
between the performances of job- and operation-based rules and the COVERT 
becomes significant as the utilization increases and due dates tighten.
Almost similar observations are made for the bottleneck shop case except 
that the differences in the performances of the rules become smaller.
Percent of Tardy Jobs and Conditional Weighted Tardiness
The average percent of tardy jobs performances of conventional rules are shown 
in Tables 2.10 and 2.11. The average conditional performances of the rules are 
presented in Tables 2.12 and 2.13.
For the percent of tardy jobs performance, except the low and medium 
utilizations with loose due dates, WSPT and even WLWKR are better than job- 
and operation-based rules. As far as the job-based priority rules are considered, 
MDD yields consistently better PT performances, while the MOD rule performs 
robustly well among the operation-based rules. The performances of all of the 
job- and operation-based rules deteriorate sharply as the due dates tighten and 
the load of the system increases. Again, COVERT produce good performances. 
When the bottleneck job shop is considered, the results are similar.
The comparison of the conditional weighted tardiness performances yields 
similar results as with the weighted tardiness performances. WSPT is again the 
best in the first group. In job-based rules CR yields lowest CWT performances, 
while MDD’s performance is the worst. This is interesting, since the CR rule 
is the worst performer for the PT performance in almost all cases, whereas the 
MDD rule outperforms others in the group in the PT performance. Among 
operation-based rules, CEXSPT and OCR perform well. The WSPT rule is 
superior to these rules cis the due dates get tighter. Again, COVERT is better 
than the best of the first three groups in all conditions. The similar results can 
be drawn from the bottleneck shop case.
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Table 2.8: Average Weighted Tardiness Measures of the Conven­
tional Rules, Uniform Job Shop Case
(a) Loose Due Dates
Utilization Level
Rule Low Medium High V. High
FCFS 270.84 909.03 2650.36 5934.37
W SPT 201.77 437.43 909.15 1463.69
WLWKR 230.42 591.03 1263.53 2159.42
FDD 150.12 255.42 1435.63 4362.42
MDD 151.30 260.97 1278.18 4165.99
SLACK 150.65 228.41 1402.89 4217.80
C R (= S /R P T ) 149.70 220.41 1050.91 3628.22
S /O P N 148.75 215.68 1038.72 4031.36
MDSPRO 147.32 215.68 1330.43 4747.07
ODD 147.90 255.00 1194.84 3543.51
OSLACK 150.00 260.37 1263.76 3711.24
OCR 149.40 256.30 1054.95 2921.96
MOD 148.56 239.61 979.99 2534.76
CEXSPT 153.88 300.01 1071.15 2818.08
COVERT 147.64 202.95 418.37 882.89
(b) Medium Due Dates
Utilization Level
Rule Low Medium High V. High
FCFS 365.92 1210.14 3388.76 7043.76
W SPT 269.52 565.76 1086.49 1692.42
WLWKR 311.86 781.16 1527.71 2524.15
EDD 209.49 584.55 2503.51 5868.97
MDD 213.10 554.51 2134.46 5804.12
SLACK 207.75 573.30 2458.51 5936.65
C R (= S /R P T ) 207.57 476.48 2170.83 5528.48
S /O P N 206.37 496.26 2277.52 5866.23
MDSPRO 205.08 533.90 2524.33 6322.18
ODD 205.56 521.37 2161.46 5212.80
OSLACK 206.90 545.58 2216.47 5403.91
OCR 209.57 490.54 1780.26 4145.71
MOD 204.69 438.85 1507.93 3520.78
CEXSPT 216.49 545.36 1681.82 3876.33
COVERT 201.43 323.40 692.39 1259.55
(c) Tight Due Dates
Utilization Level
Rule Low’ Medium High V. High
FCFS 555.79 1751.74 4404.52 8485.90
W SPT 404.93 808.86 1400.58 2064.31
WLWKR 471.61 1073.63 2018.03 2957.97
EDD 376.59 1353.00 3924.62 7681.09
MDD 378.99 1228.61 3439.29 7140.49
SLACK 362.47 1397.13 4010.64 7693.57
C R (= S /R P T ) 357.33 1248.93 3507.85 7331.51
S /O P N 361.15 1275.03 3718.98 7767.25
M DSPRO 360.02 1392.13 4464.32 8708.66
ODD 354.09 1193.66 3631.92 7284.26
OSLACK 368.25 1249.41 3773.29 7366.64
OCR 353.00 1060.71 2965.05 5657.25
MOD 346.61 929.37 2532.29 4835.45
CEXSPT 362.71 1039.91 2632.79 5049.83
COVERT 333.33 609.73 1144.14 1774.94
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Table 2.9: Average Weighted Tardiness Measures of the Conven­
tional Rules, Bottleneck Job Shop Case
(a) Loose Due Dates
Utilization Level
Rule Low Medium High
FCFS 198.77 440.14 1840.92
W SPT 159.16 267.11 567.31
WLWKR 173.83 327.47 747.13
EDD 130.87 168.17 1021.45
MDD 130.65 167.31 625.64
SLACK 129.34 162.21 1014.89
C R (= S /R P T ) 132.18 164.93 830.97
S/O PN 131.79 163.29 877.52
MDSPRO 132.63 165.52 986.99
ODD 131.75 170.56 1006.97
OSLACK 131.84 172.42 1008.45
OCR 130.53 170.66 876.96
MOD 131.46 168.11 620.60
CEXSPT 135.01 190.68 691.14
COVERT 130.26 161.16 299.74
(b) Medium Due Dates
Utilization Level
Rule Low Medium High
FCFS 268.89 590.68 2314.89
W SPT 213.05 351.98 706.50
WLWKR 235.15 428.83 924.49
EDD 179.79 270.74 1594.93
MDD 181.24 271.57 1070.52
SLACK 177.96 267.39 1622.07
C R (= S /R P T ) 181.55 259.95 1361.97
S/O PN 181.76 255.06 1419.99
MDSPRO 181.07 261.57 1684.21
ODD 180.91 272.35 1586.62
OSLACK 182.23 279.27 1638.88
OCR 180.90 268.53 1343.85
MOD 179.76 258.78 989.14
CEXSPT 184.22 298.82 1023.26
COVERT 177.83 231.62 469.47
(c) Tight Due Dates
Utilization Level
Rule Low Medium High
FCFS 408.33 880.85 3036.75
W SPT 319.32 514.85 948.50
WLWKR 356.46 627.01 1225.80
EDD 296.16 596.26 2568.43
MDD 298.39 579.17 1920.52
SLACK 293.25 593.98 2644.68
C R (= S /R P T ) 293.27 544.32 2307.03
S/O PN 292.14 558.95 2408.56
MDSPRO 295.51 586.67 2933.85
ODD 291.43 563.15 2482.22
OSLACK 299.21 586.78 2602.49
OCR 290.37 526.77 2083.65
MOD 287.93 498.38 1583.10
CEXSPT 294.84 544.09 1624.25
COVERT 281.66 405.26 779.52
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Table 2.10; Average Percent of Tardy Jobs Mea.sures of the Conven­
tional Rules, Uniform Job Shop Case
(a) Loose Due Dates
Utilization Level
Rule Low Medium High V. High
FCFS 16.14 28.44 46.42 63.14
W SPT 15.04 22.91 29.67 33.03
WLWKR 15.62 24.85 31.80 35.61
FDD 12.59 19.74 51.75 77.37
MDD 12.49 18.06 41.17 61.28
SLACK 12.46 19.07 52.94 78.67
C R (= S /R P T ) 12.93 20.41 52.34 82.14
S/O PN 12.44 17.77 48.56 81.98
MDSPRO 12.41 18.07 49.51 77.94
ODD 12.65 20.03 47.03 76.00
OSLACK 12.85 20.45 48.26 77.57
OCR 13.08 22.63 49.19 75.58
MOD 12.48 17.15 33.01 51.26
CEXSPT 14.80 29.46 52.55 73.60
COVERT 12.49 17.56 28.25 39.97
(b) M edium Due Dates
Utilization Level
Rule Low Medium High V. High
FCFS 21.64 36.98 56.78 72.21
W SPT 19.95 29.69 36.53 39.99
WLWKR 21.11 31.65 38.54 42.41
EDD 17.44 36.97 69.45 85.83
MDD 17.17 31.08 53.97 67.43
SLACK 17.41 38.02 71.27 87.95
C R (= S /R P T ) 17.95 38.41 75.20 90.05
S/O PN 17.65 37.12 72.70 89.87
MDSPRO 17.73 37.39 70.10 87.03
ODD 17.69 35.89 69.06 87.29
OSLACK 17.68 37.17 69.70 88.11
OCR 18.30 38.12 67.77 85.62
MOD 16.88 28.25 48.04 63.72
CEXSPT 20.71 41.23 64.93 80.88
COVERT 17.29 26.64 39.99 49.23
(c) Tight Due Dates
Utilization Level
Rule Low Medium High V. High
FCFS 32.14 52.78 70.60 82.00
W SPT 29.87 40.81 47.35 51.10
WLWKR 30.91 42.45 49.42 52.28
EDD 30.45 61.29 83.13 91.90
MDD 28.80 49.94 64.95 71.97
SLACK 31.16 64.95 85.34 92.81
C R (= S /R P T ) 32.23 67.14 86.56 93.98
S/O PN 31.13 65.55 86.53 93.90
MDSPRO 31.33 64.54 86.15 93.33
ODD 30.53 62.01 85.46 93.59
OSLACK 31.43 63.32 85.91 93.75
OCR 32.13 62.44 83.83 92.00
MOD 28.17 48.45 66.52 76.16
CEXSPT 32.67 59.26 77.32 86.55
COVERT 28.35 42.67 54.92 61.45
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Table 2.11: Average Percent of Tardy Jobs Measures of the Conven­
tional Rules, Bottleneck Job Shop Case
(a) Loose Due Dates
Utilization Level
Rule Low Medium High
FCFS 13.79 19.76 35.67
W SPT 13.21 17.39 23.33
WLWKR 13.57 18.27 24.94
FDD 11.66 13.88 32.49
MDD 11.49 13.41 24.97
SLACK 11.58 13.69 33.03
C R (= S /R P T ) 11.96 14.44 34.58
S/O PN 11.76 13.73 32.45
MDSPRO 11.78 14.04 32.03
ODD 11.72 14.25 33.74
OSLACK 11.71 14.29 33.71
OCR 11.94 15.15 34.25
MOD 11.58 13.38 22.51
CEXSPT 13.00 18.48 35.99
COVERT 11.63 13.70 20.87
(b) Medium Due Dates
Utilization Level
Rule Low Medium High
FCFS 18.54 26.31 44.60
W SPT 17.47 22.65 29.38
WLWKR 18.07 23.72 31.21
EDD 15.74 21.62 46.75
MDD 15.57 20.25 36.14
SLACK 15.82 22.21 48.34
C R (= S /R P T ) 16.42 23.19 49.79
S/O PN 15.90 21.57 48.11
MDSPRO 15.80 22.08 48.66
ODD 15.96 22.26 47.53
OSLACK 16.07 22.88 48.59
OCR 16.22 23.51 46.90
MOD 15.63 19.66 32.43
CEXSPT 17.19 26.83 45.75
COVERT 15.77 19.81 29.25
(c) Tight Due Dates
Utilization Level
Rule Low Medium High
FCFS 27.44 38.72 58.06
W SPT 26.10 33.11 40.24
WLWKR 26.88 34.67 41.85
EDD 25.95 39.87 64.85
MDD 24.85 34.57 50.82
SLACK 25.86 41.62 67.52
C R (= S /R P T ) 26.70 42.57 70.07
S/O P N 26.18 41.92 68.98
MDSPRO 26.30 42.01 69.06
ODD 25.54 40.46 66.61
OSLACK 26.29 41.55 67.78
OCR 26.42 40.86 65.20
MOD 24.72 33.57 48.86
CEXSPT 26.98 40.72 59.05
COVERT 24.95 32.93 43.61 1
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Table 2.12: Average Conditional Weighted Tardiness Measures of 
the Conventional Rules, Uniform Job Shop Case
(a) Loose Due Dates
Utilization Level
Rule Low Medium High V. High
FCFS 1678.89 3172.21 5550.06 9036.51
WSPT 1339.30 1904.41 3029.22 4388.99
WLWKR 1473.84 2376.20 3943.15 6045.17
EDD 1192.19 1294.20 2517.14 5319.38
MDD 1213.16 1445.21 2873.67 6658.48
SLACK 1208.87 1202.30 2401.46 5038.34
C R (=S /R P T ) 1155.71 1089.54 1804.32 4198.97
S/O PN 1194.38 1213.49 1907.44 4694.74
MDSPRO 1186.96 1197.16 2346.90 5531.11
ODD 1166.61 1268.37 2281.33 4303.90
OSLACK 1166.54 1266.90 2349.57 4438.78
OCR 1141.52 1132.14 1966.86 3563.50
MOD 1188.96 1390.32 2735.29 4530.68
CEXSPT 1038.02 1019.87 1895.94 3610.59
COVERT 1181.02 1159.61 1437.41 2119.84
(b) Medium Due Dates
Utilization Level
Rule Low Medium High V. High
FCFS 1686.11 3243.93 5802.92 9486.40
W SPT 1348.82 1900.75 2944.15 4196.27
WLWKR 1474.39 2461.24 3943.23 5941.18
EDD 1202.65 1552.20 3415.34 6650.64
MDD 1243.95 1765.12 3806.82 8571.94
SLACK 1195.63 1489.80 3257.92 6600.44
C R (=S /R P T ) 1159.85 1235.68 2745.46 6052.75
S/O PN 1171.25 1323.33 2951.23 6436.40
MDSPRO 1160.86 1410.22 3338.87 6949.55
ODD 1163.04 1438.50 2936.14 5773.52
OSLACK 1171.45 1450.87 2997.90 5964.45
OCR 1149.22 1278.78 2477.43 4662.27
MOD 1214.00 1542.49 2976.54 5288.37
CEXSPT 1047.31 1309.08 2485.35 4645.21
COVERT 1165.79 1 217 .il 1691.78 2505.55
(c) Tight Due Dates
Utilization Level
Rule Low Medium High V. High
FCFS 1725.62 3291.81 6127.35 10162.27
W SPT 1353.76 1976.83 2936.85 4012.14
WLWKR 1522.26 2523.57 4063.74 5646.17
EDD 1236.24 2180.65 4628.56 8274.70
MDD 1314.97 2440.02 5240.76 9920.11
SLACK 1163.69 2124.51 4616.84 8208.35
C R (=S /R P T ) 1110.00 1839.66 3985.67 7758.00
S/O PN 1161.61 1923.21 4226.85 8234.85
MDSPRO 1151.61 2117.56 5066.74 9189.47
ODD 1160.09 1902.37 4169.53 7713.69
OSLACK 1173.35 1952.88 4315.35 7790.93
OCR 1099.27 1684.09 3462.67 6058.07
MOD 1231.05 1899.03 3731.03 6243.02
CEXSPT 1110.69 1736.23 3328.78 5762.90
COVERT 1176.28 425.45 2061.41 2859.44
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Table 2.13: Average Conditional Weighted Tardiness Measures of 
the Conventional Rules, Bottleneck Job Shop Case
(a) Loose Due Dates
Utilization Level
Rule Low Medium High
FCFS 1445.69 2199.61 4809.55
W SPT 1203.81 1527.13 2422.85
WLWKR 1281.68 1778.61 2975.70
FDD 1120.09 1212.50 2542.98
MDD 1134.73 1245.80 2302.61
SLACK 1117.11 1187.85 2500.99
C R (= S /R P T ) 1106.95 1145.91 1959.98
S/O PN 1118.83 1195.17 2163.66
MDSPRO 1124.43 1180.84 2411.15
ODD 1122.16 1195.24 2477.96
OSLACK 1124.65 1203.86 2475.06
OCR 1090.44 1124.77 2184.88
MOD 1133.24 1251.93 2580.47
CEXSPT 1036.87 1036.19 1802.34
COVERT 1116.03 1172.75 1409.01
(b) Medilun Due Dates
Utilization Level
Rule Low Medium High
FCFS 1448.96 2218.22 4892.83
W SPT 1218.11 1545.59 2399.70
WLWKR 1300.24 1796.64 2946.15
EDD 1140.40 1247.37 3058.14
MDD 1161.56 1339.52 2839.80
SLACK 1125.58 1202.06 3051.90
C R (= S /R P T ) 1105.75 1125.91 2495.32
S/O PN 1142.60 1179.99 2643.59
MDSPRO 1146.42 1181.76 3097.23
ODD 1132.13 1216.40 3022.71
OSLACK 1132.62 1212.22 3048.57
OCR 1116.57 1139.14 2605.83
MOD 1148.43 1306.70 2955.59
CEXSPT 1074.07 1108.04 2159.64
COVERT 1127.69 1169.61 1586.54
(c) Tight Due Dates
Utilization Level
Rule Low Medimn High
FCFS 1485.66 2250.33 5048.67
W SPT 1223.21 1547.54 2352.95
WLWKR 1326.05 1800.11 2919.82
EDD 1141.75 1469.77 3796.33
MDD 1200.09 1659.66 3735.74
SLACK 1134.14 1401.32 3769.25
C R (= S /R P T ) 1100.30 1261.20 3183.96
S/O PN 1116.67 1312.53 3365.21
MDSPRO 1124.54 1369.42 4064.76
ODD 1141.91 1373.92 3568.45
OSLACK 1138.12 1388.50 3685.93
OCR 1099.73 1274.38 3060.05
MOD 1164.14 1470.39 3174.10
CEXSPT 1092.47 1325.76 2709.38
COVERT 1127.50 1224.95 1775.71
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2.4.3 Cross Comparisons o f the Rules
Weighted Tardiness Performances
In low utilizations, inserted idleness versions of BD with dynamic resource 
pricing and bottleneck resource pricing (X-BDl, X-BD4, X-BD5) draw the 
lower envelope for WT performance. In this case, performances of COVERT 
and АТС are very similar. In medium utilizations with loose and moderately 
tight due dates, inserted idleness versions of АТС and BDl outperform other 
rules. In high and very high utilizations, COVERT and АТС produce similar 
performance measures. In very high utilizations, the performances of the BD 
rules are even worse than that of WSPT. But they are still better than job- 
based and operation-based rules significantly.
But the results are different in bottleneck job shop case. In this case, 
except high utilizations the inserted idleness versions of dynamic and bottleneck 
resource pricing are better than all other rules. In high utilizations, X-ATC 
performs better than the other rules.
Percent of Tardy Jobs and Conditional Weighted Tardiness
For percent of tardy jobs performances in uniform shops, except very high uti­
lization case, the performances of X-ATC and X-BDl are better than the oth­
ers. In very high utilizations АТС, X-ATC, X-BD4 perform well. In bottleneck 
job shop case, the inserted idleness versions of АТС and BD5 are consistently 
better than other rules.
In uniform shops, almost all the X-BD rules yield better CWT performances 
in low utilizations. In higher loads, the COVERT rule is better than АТС 
and BD versions. In bottleneck case, again in low utilizations X-ATC and 
X-BD rules are best performers. In medium utilizations, their performances 
are almost the same with that of COVERT. In high utilizations, COVERT is 
better.
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2.5 Conclusions
The experimental results reported in the previous section support the earlier 
findings about the priority dispatching rules that use the due date information. 
For example, priority rules which make use of operational information such as 
operation due dates and operation processing times are consistently better than 
the job-based rules. In addition, it is observed that WSPT is a relatively good 
performer in tardiness performances as well as in flow time measures especially 
in congested shops with tight due dates. Other results can be summarized as 
follows:
• The complex and composite rules designed for weighted tardiness objec­
tives, such as COVERT, АТС and BD, are very effective in tardiness re­
lated performances as compared with the job-based and operation-based 
rules such as MDD, MOD, etc. Although MOD is reported as a good 
performer in unweighted tardiness measure in previous studies, it is out­
performed by COVERT, АТС, and BD in our study.
• The standard BD rules are not significantly better than the COVERT and 
АТС rules. Especially, as the utilization of the shop increases, the relative 
performances of the BD rules get worse. It is surprising because BD uses 
more global information than АТС and other rules. However, it does not 
make good decisions in dynamic job shop environment. These results 
contradict with those of Lawrence and Morton [35]. Their experiments 
in multi-project scheduling show that BD with global resource pricing is 
better than myopic counterparts. But their system is static, and their 
scheduling problem is different: they consider resource-constrained multi­
project scheduling problem.
• Inserted idleness improves the BD performances significantly in low and 
medium utilizations. For example, for weighted tardiness measures in 
uniform job shop, the improvement achieved by implementing inserted 
idleness over the standard versions of АТС and BDs increases up to
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16.80%. But in high and very high utilizations, there is no improve­
ment achieved by inserted idleness, moreover it worsen the performance 
of some resource pricing schemes. For this reason, in low and medium 
utilization, inserted idleness versions of BD can be suggested with the 
implementation of dynamic or bottleneck resource pricing schemes. In 
this research, the jobs that are considered for the inserted idleness are 
the jobs that are currently processing on the machines and whose next 
operations are the machine under consideration. But this may only be 
small expansion on the candidate job set. To achieve further improve­
ment on the performances, all the jobs in the system must be considered 
and their arrival times of these jobs to the machine should be accurately 
estimated.
• The results of bottleneck shop are somewhat different from those of uni­
form shop case. Some of them are reported in computational results 
section. The performances of some standard АТС and BD with proper re­
source pricing (dynamic or bottleneck) produce lower tardiness measures, 
especially in bottleneck shop in most of the cases. Therefore, resource 
pricing distinguishes the resources as bottleneck and non-bottleneck. Fur­
thermore, the global nature of BD includes these resource prices of down­
stream operations with their operation processing times to the priority 
index. The results indicate that this mechanism is more useful in a bot­
tleneck shop than in uniform shop. It can be expected that as the load 
difference between the bottleneck machines and the average machines 
increases this effect is magnified.
• As Morton and Pentico [39] state, the lead time estimation is the most 
important issue in АТС and BD. When the tail lead time of the operations 
is accurately estimated, the local resource constrained slack or estimated 
lateness of the job is also well estimated. By this way, the АТС and BD 
rules detects the most urgent job accurately. In our study, we see that 
the performances of these rules are very sensitive to the waiting time 
estimation parameter (6). We test some b values, and select the best 
among them. But this could not be sufficient to achieve good results. For
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this reaison, different lead time estimation methods can be incorporated 
to the АТС and BD scheduling. In this study, one of them (BD4 and 
X-BD4 that depend on Kanet and Zhou’s waiting time estimation [29]) is 
firstly tested with other pricing methods. The results of this version are 
good, but it is not enough to make accurate estimations and to get high- 
quality performances. Also there are some other methods to accurately 
estimate the waiting times. One of them is the multi-pass version of these 
rules known as the lead time iteration as studied in some of the previous 
studies. These studies show that the LTI improves the performances 
of АТС and BD significantly [60], [35]. But the implementation of LTI 
requires either a static system or a perfect knowledge about the future 
job arrivals and its characteristics in dynamic shops. In Chapter 4, the 
АТС and BD rules are further tested with and without LTI in a more 
realistic scheduling environment.
• The multi-pass iterative simulations of the systems are shown to be very 
effective to improve the performance measures. In these methods, before 
passing the implementation of one schedule, some iterative simulations 
of the system are conducted to select the best schedule producing best 
performance. In some of the previous studies, with iterative simulations, 
the candidate rules are tested for some period, and then the best rule 
is implemented up to the next rescheduling point in time [63], [24], [25]. 
These types of multi-pass scheduling heuristics might be a base of neural 
network based or expert systems based approaches [62], [12]. At this 
point, the scheduling and rescheduling issues come to scene. The length 
of the rescheduling intervals (known as the forecasting horizon) and the 
length of the implementation period (known as the scheduling period) 
are two important parameters in such a study. When we consider all of 
these, the rolling horizon concept is an important subject to deal with. 
The rolling horizon device is very helpful in improving the performances 
of the system especially in dynamic and stochastic environments [45]. In 
Chapter 4, we investigate these issues in detail.
Chapter 3
Reactive Scheduling
3.1 Introduction
In Chapter 1, we have defined static and dynamic scheduling problems and 
discuss the general solution approaches to these problems. One of these ap­
proaches, which is priority dispatching, has been already studied in detail in 
Chapter 2 for dynamic and deterministic job shop scheduling problems.
In this chapter, we combine event-driven rescheduling and partial reschedul­
ing approaches (discussed in Section 1.4) to propose a reactive scheduling and 
control methodology. We classify the unexpected events into three types, each 
of which requires either no reaction, partial rescheduling or rescheduling. We 
investigate several reactive scheduling policies (or rerouting mechanisms) us­
ing priority dispatching approach. Next section reviews the relevant literature. 
The proposed reactive scheduling and control system is presented in Section 3.3. 
Section 3.4 summarizes the experimental conditions. This is followed by the 
discussion of the experimental results in Section 3.5. Finally, conclusions are 
drawn in Section 3.6.
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3.2 Literature R eview
The bulk of the published literature on the job shop scheduling problem deals 
with the task of schedule generation. Reactive scheduling and control issues 
have not been adequately addressed in the literature. Most of the previous 
work uses either rescheduling algorithms or utilizes priority dispatching.
Muhlemann, et al. [43] investigate the frequency of scheduling in a dy­
namic job shop environment where the processing time variations and machine 
breakdowns may occur randomly. At each scheduling point, static schedule for 
current jobs is generated by a dispatching rule. Six rescheduling frequencies 
are tested, ranging from 4 to 40 hours. New jobs are added to the schedule 
at the rescheduling points. As anticipated, performance generally deteriorates 
when the rescheduling period increases. More frequent revision of the schedule 
makes the schedule more up-to-date and the schedule follows the system dy­
namics at right times. Since the revision of the schedules are made by using 
priority dispatching the response time is not a problem. The only problem is 
the increase in the system nervousness. The experiments also show that the 
shortest processing time (SPT) rule is the best in the overall performance when 
rescheduling is less frequent. For short rescheduling periods, however, the trun­
cated SPT and some composite rules are found superior. In these experiments, 
the priority dispatching is used for generating static schedules for current jobs, 
and new arrivals until the next rescheduling point are out of consideration. In 
these cases, since the rescheduling does not incur excess time, the reschedul­
ing can be made as a dynamic dispatching by considering new arrivals and 
selecting maximum priority job from available jobs when a machine becomes 
available.
Schedule revisions only after significant unexpected events or interruptions, 
such as machine breakdowns, are investigated by Yamamoto and Nof [66]. They 
propose a three-phase scheduling/rescheduling scheme: (1) planning phase: 
part-mix assignment, initial scheduling, machine loading. (2) control phase: 
machine loading execution, progress monitoring, and testing for abnormal sta­
tus. (3) rescheduling phase: rescheduling, revising the machine loading, and
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resorting to the control phase. This scheme is investigated on several sys­
tems. Three alternative scheduling/rescheduling algorithms are used in the 
experiments: (1) a branch and bound method to search a schedule tree, used 
both for scheduling and rescheduling; (2) same branch and bound method 
for scheduling, but for rescheduling only time-shifting is applied on the same 
original sequence; (.3) a procedure based on priority dispatching rules, both 
for scheduling and rescheduling. Rescheduling is triggered in all algorithms 
whenever a random machine breakdown occurs. In the experiments the make- 
span is used as the performance measure. The experimental results show that 
scheduling/rescheduling procedure based on branch and bound generates an 
initial schedule with lower make-span values than the schedules generated by 
priority dispatching rules. When used for both scheduling and rescheduling 
it also yields better performance measure than the fixed schedule and prior­
ity dispatching procedures. Furthermore, better results are obtained by the 
fixed scheduling (only time shifting is allowed) than by the priority dispatch­
ing, possibly due to the robustness of the initial schedule generated by branch 
and bound. This implies that if the original schedule is well-planned, too fre­
quent rescheduling may be unnecessary. Therefore, Yamamoto and Nof [66] 
conclude that the schedule must be revised by rescheduling at points in time 
when the current progress of the system deviates from the generated schedule 
over a prespecified limit. But as they state, the determination of this limit is an 
important issue because this method will prevent too frequent, not necessarily 
beneficial, and often disruptive schedule revisions.
Jain and Foley [26] investigate the effects of the machine breakdowns in a 
flexible manufacturing environment. In this study, it is assumed that there is a 
base schedule at the beginning and the objective is to follow the planned sched­
ule as closely as possible. The unexpected event considered is machine break­
down and two on-line reactive scheduling policies are compared: (1) rerouting 
the jobs scheduled to broken machine to alternative machines, and (2) holding 
the interrupted jobs with high priority until interruption is removed. The ex­
periments conducted on different levels of machine breakdown and in different 
utilization levels show that rerouting always outperforms the holding the jobs.
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Dutta [16] develops a knowledge-based scheduling and control system for 
a flexible manufacturing system. The proposed method monitors the system 
and takes corrective actions in case of unexpected events. The study considers 
three types of events that occur randomly: (1) machine breakdowns, (2) new 
job arrivals, and (3) dynamic increase in job priority. At first, an initial static 
schedule is generated by using static job-based priorities. In case of unex­
pected event, the control system takes one of the corrective actions according 
to the system conditions: (1) rerouting the affected jobs to the alternative ma­
chines, and (2) preempting scheduled jobs. The experiments show that good 
performances can be achieved by taking any one of the corrective actions.
Nof and Grant [44] propose a adaptive/predictive scheduling and control 
mechanism that includes five basic components: (1) Scheduler generates a 
schedule of operations for a given set of factory orders based on the perfor­
mance and for given objectives. (2) Monitor monitors the current progress of 
the actual execution of the generated schedule, and the ongoing new demands 
on the factory. (3) Comparator compares the actual execution and demands 
with the planned schedule, i.e., comparing the findings of the monitor with the 
plan of the scheduler. (4) Resolver decides and selects for given criteria how to 
respond to the results of the comparator, what adaptation strategy to follow 
during the next period, mainly proceed with the current schedule or resort 
to a higher level rescheduling. (5) Adaptor adapts the current schedule if the 
decision of the resolver is to respond by some automatic recovery procedure, 
or by rescheduling.
The initial experiments conducted to test the feasibility and elTect of the 
proposed system consider two types of environment. F'irst environment is a 
small manufacturing cell and the source of disruption is the processing time 
variation. In this case, two types of recovery are used based on the deviation 
of performance of the actual progress from the planned performance gener­
ated by the scheduler. When the deviation is in the limit of the first tolerance 
fence (for example ±10% of the expected performance), the time shifting of the 
current schedule is applied. When the deviation is detected during the monitor­
ing, rescheduling of all uncompleted orders is triggered (This is an example of
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performance-driven rescheduling defined in Chapter 1). The experimental re­
sults show that this approach is useful and monitoring interval is an important 
factor for the success of this approach.
In the second environment, machine breakdown and unexpected order ar­
rival are simulated. Again some tolerance fences are defined to select the 
appropriate recovery policy: When the performance is viewed as normal, no 
recovery is applied. If the deviation from the planned performance is high, 
then one of three reactive policies is activated: (1) Rerouting the jobs to alter­
native machine, (2) order-splitting (since the production consists of two part 
types and they are produced in batches), and (3) rescheduling all the orders by 
not considering the alternative machine. The second set of experiments show 
that even a relatively weak recovery policy yields better performance than no 
recovery at all. Rescheduling is found to be better than the rerouting. As 
the authors state the experiments are very limited to conclude more general 
results. Hence, the research on the additional features is required.
Bean et al. [9] consider the rescheduling of operations in a system when 
disruptions prevent the use of a preplanned schedule. The proposed approach 
is to follow the generated schedule until an interruption occurs. In the case 
of an interruption, part of the schedule is reconstructed to match up with 
the preschedule at some future time. This approach is compared with the 
preplanned static scheduling (follow the initial schedule), dynamic priority dis­
patching with several rules and total rescheduling under different disruptions 
such as machine breakdowns, and due date changes. The results of the test 
problems demonstrate the advantages of the match-up approach.
By using the idea of match-up scheduling, Akturk and Gorgulu [2] propose 
a reactive scheduling algorithm against machine breakdowns. The authors 
develop a new rescheduling strategy and a match-up point determination pro­
cedure through a feedback mechanism to increase the schedule quality and 
stability. The proposed approach is compared with different alternative re­
active scheduling methods. The experimental results show the superiority of 
the proposed approach. Also it is concluded that the initial schedule has an
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important effect on the rescheduling problem.
Matsuura et al. [37] investigates the problem of selection between sequenc­
ing and dispatching as a scheduling approach in a job shop environment. In 
the first set of experiments two approaches are compared with make-span as 
a performance measure under stochastic environment where random machine 
breakdowns, job specification changes (operation cancelation or insertion) and 
arrivals of rush jobs occur in the system. The approaches compared are fixed 
scheduling (sequencing) and priority dispatching with either FCFS or SPT. 
In the sequencing approach, an initial schedule is generated by branch-and- 
bound for the initial job set (there are five jobs initially), and this schedule 
is maintained regardless of the unexpected events occuring over time. In this 
set of experiments, when the rates of occurrences are small the sequencing is 
better than the dispatching. As the rate of events increases, the dispatching 
outperforms sequencing. From the insights gained in these pilot experiments, 
the investigators propose a switching approach where the sequencing approach 
is followed until the first occurrence of an event and then dispatching is ap­
plied until the end of the horizon. The experiments show that switching always 
produces the low'er make-span performance than the dispatching policy.
Bengu [10] proposes a simulation-based scheduler that uses the up-to-date 
information about the current status of the system and aims to improve the 
performance of a scheduling rule (АТС) with the simulation under dynamic 
and stochastic production environment. In this study, a typical electronics 
assembly facility manufacturing electronics product is simulated with machine 
breakdowns. The aim of the use of the simulation scheduler in such an environ­
ment is to select the best look-ahead parameter value for the АТС rule with it­
erating the simulations. The experiments show that the value of the look-ahead 
parameter in АТС affects the performance of the rule, and simulation-based 
scheduler is a very effective way of finding a good value for this parameter.
Recently, Kim and Kim [31] propose another simulation-based real-time 
scheduling mechanism for a flexible manufacturing system. There are two ma­
jor components, a simulation mechanism and a real-time control system. The
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simulation mechanism evaluates various dispatching rules for a given job set 
and selects the best one for a given criterion. The real-time control system pe­
riodically monitors the system and checks the system performance value. The 
best dispatching rule determined by means of simulation is used until the differ­
ence between the actual performance and the estimated performance exceeds 
a given limit (called performance limit)] then a new simulation is performed 
with remaining operations, and a new rule is selected. The time between two 
consecutive comparisons of estimated and actual performance gives the mon­
itoring interval. The performance deterioration occurs since there are urgent 
job arrivals and machine breakdowns. The approach classifies these events 
as major and minor: the urgent job arrivals and machine breakdowns with 
longer expected repair times are major disturbances and machine breakdowns 
with shorter repair times are minor events. In the case of a major event, the 
simulation mechanism is activated, whereas affected jobs are rerouted to the 
alternative machines in case of minor events. The experiments show that the 
monitoring interval and performance limits should be carefully designed to 
achieve better performances. Finally, the response time is relatively small for 
the simulation mechanism to apply the method in a real-time manner (The 
simulation-based scheduling systems will be reviewed in detail in Chapter 4).
There are other studies that do not actually investigate reactive scheduling 
problem, but analyze their scheduling mechanisms under stochastic events and 
variations. For example, He et al. [22] analyze the effects of processing time 
variation on the performance of the priority dispatching rules in a dynamic 
job shop environment. The experiments show that when the inaccuracy of 
processing time estimation is not large, the inaccuracy does not significantly 
affect the performance of the rules. The experiments also show that due-date 
based rules are more robust than the other rules. At higher levels of processing 
time variation, there is a significant deterioration of the performance of the 
rules (Processing time variation will be analyzed as a disturbance in Chapter 4). 
Byeon et al. [11] and Wu et al. [64] investigate the effects of processing time 
variations. Their approaches do not explicitly include any reactive scheduling 
policy. Instead, they construct some critical part of the schedule in advance and
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complete the remaining part according to the dynamic events such as processing 
time variations occurring in time. Karabük [30] compares on-line and off-line 
scheduling approaches under deterministic and stochastic environments. He 
considers processing time variation and machine breakdowns. The results show 
the superiority of the off-line approach even in a stochastic environments. Some 
of the Artificial Intelligence (AI) based scheduling systems include reactive 
scheduling and control models. Among them ISIS developed by Fox and Smith 
[18] and OPIS proposed by Smith et al. [56] are AI based systems that combine 
scheduling and control aspects of the problem.
Finally, Morton and Pentico [39] propose a three-level reactive schedul- 
ing/control system. Since the current study is based on their proposal, the 
detailed discussion is deferred to the next section.
3.3 R eactive Scheduling
3.3.1 Observations
From the literature review, we can make following observations:
• The majority of the studies treat the reactive scheduling problem as a 
rescheduling process. Hence, rescheduling is made regardless of the effect 
and importance of the event. In this case, the system might be in a 
permanent state of rescheduling if many events occur in succession. Also, 
this rescheduling approach increases the system nervousness by revising 
the schedule frequently. Also, rescheduling every time in response to 
every change may not be economical. Moreover, if the scheduling scheme 
is off-line and the time needed to generate a schedule is long with this 
scheme, the rescheduling may not be realized in real-time. For these 
reasons, we should separate events that really require rescheduling from 
those that do not need rescheduling so that rescheduling is implemented 
in a controlled manner.
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• No reaction approach is not a proper decision either. Because the ex­
isting schedule does not follow the current system conditions. There 
could be a significant gap between the generated schedule and the cur­
rent progress of the system. If the unexpected events occur frequently 
with long durations, the procedure does not catch the events that really 
require rescheduling. Also, some events can easily invalidate the current 
schedule.
• In the existing studies, the long-run performances of the reactive policies 
are not measured. However, the short-term winners may not be very 
effective in the long-run.
• In general, researchers use a restrictive set of factors in their experimen­
tal studies. There is no single study that investigates reactive scheduling 
policies at various levels of utilization, due date tightness, etc. In addi­
tion, some of the studies do not consider the factors that directly affect 
the performances of the reactive scheduling approaches such as duration 
and frequency of the unexpected events.
• In none of these studies, the material handling system (MHS) is con­
sidered. However, some properties of the MHS such as load and speed 
might become very important especially when the rerouting mechanisms 
are considered as reactive scheduling policies.
Hence, the purpose of this study is to develop a reactive scheduling method­
ology and to test reactive policies proposed according to this methodology.
3.3.2 Scheduling System
The scheduling system under consideration is assumed to have two levels: (1) 
Schedule generation (predictive scheduling), and (2) Schedule adjustment and 
control (reactive scheduling).
For the first stage, there are at least two ways to generate schedules: off-line
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scheduling^ and on-line scheduling. Their advantages and disadvantages have 
been already discussed in detail in Chapter 1. In our study, we use on-line 
priority dispatching as a schedule generation approach.
In the second stage, schedules or scheduling decisions are revised in response 
to unforeseen events. First, an appropriate reactive mode should be selected. 
The selected reactive mode develops the necessary low-cost corrective actions 
to response these events and is called according to the type, duration, and 
effect of the event. We can use three reactive modes recommended by Morton 
and Pentico [39]:
• Dispatch mode for minor events.
• Mid-reactive correction mode for mid-level interruptions.
• Major-reactive correction mode for major interruptions.
The first mode watches the system and uses the current schedule. This cor­
responds to no reaction approach described in the first section. Minor events 
that require dispatch mode might be small processing time variations and minor 
machine breakdowns. The mid-reactive correction mode makes local modifica­
tions and revisions in the current schedule. By this way, partial scheduling is 
considered as a reactive policy. Job recycles for rework, job waiting for missing 
input, moderate-level machine breakdowns might call this mode. In the last 
mode, all schedule is regenerated from scratch. Major order cancelations, long 
machine breakdowns, bottleneck machine downs might be considered in the 
third type. In fact this three-mode approach combines the event-driven ap­
proach, which is a combination of no reaction and rescheduling methods, and 
the partial rescheduling approaches discussed previously.
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3.3.3 Experim ental Considerations
In this section, we test the effectiveness of the first two modes of the reactive 
scheduling model proposed by Morton and Pentico [39] under machine break­
down. The major reactive mode is not considered because it is equivalent to 
generating job priorities at stage 1 of the scheduling system. To differentiate 
the event types, we vary the frequency and the duration of breakdowns in the 
experiments.
For this purpose, single-pass version of Bottleneck Dynamics (BD) dispatch­
ing is used as a scheduling heuristic [39]. Recall that the BD rule has been 
discussed in detail in Chapter 2. This heuristic estimates the cost of delaying 
each operation {activity price) and estimates costs of using each resource {re­
source price) and trades off these prices leading to a benefit/cost ratio. BD 
uses the ratio as a priority to dynamically schedule the jobs. It is also flexible 
to incorporate the changes in the system and it is possible to modify activity 
and resource prices to take into account unexpected events. Also, there are 
routing rules that can be used in the reactive policies that include rerouting 
mechanisms. For these reasons, BD is used in this study.
In the current study, machine breakdown event is used as an interruption 
factor. Four alternative reactive scheduling policies are proposed and compared 
in the experiments. These are:
1. No rerouting (no reaction, NR). This corresponds to a dispatch mode.
2. Queue rerouting (QR). This policy reroutes the jobs in the queue of the 
broken machine to the alternative machines and accept the new arrivals 
to the broken machine.
3. Arrival rerouting (AR). This policy keeps the jobs in the queue of the 
broken machine and reroutes the jobs that will arrive during the repair 
time period to the alternative machines.
4. All rerouting (A.AR). It reroutes all the jobs in the queue plus all the new 
arrivals to the alternative machines.
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Rerouting of a job to one of the alternative machine is performed by using 
BD routing principles. For each alternative machine, we calculate a cost of 
the route that contains the machine, and select the route with the minimum 
cost. The cost function of the route contains the resource prices of alternative 
machine and downstream machines, processing times on these machines and 
the expected completion time of each downstream operation. By this way, BD 
tries to select the alternative machine which is non-bottleneck in job’s route.
From the observations made in the previous section, we consider a material 
handling system (MBS) in the experimental study. Since MBS can affect the 
performances of different rerouting mechanisms, we conduct the experiments 
with changing MB factors such as speed and load of the MBS. The scheduling 
of each MB device in the MBS is made by using BD priority dispatching.
3.4 Experim ents
In the experiments, a classical dynamic job shop environment is simulated 
as described in Chapter 2. Bere, we outline basic differences in the current 
experimental design used in this chapter. There are 10 machines which are 
subject to break down. The operations are randomly processed through ma­
chines. Operation processing times are drawn from a uniform distribution 
U[l,30]. Jobs weights are drawn from U[l,30]. Due dates are assigned ran­
domly over a full range of flow allowances, with an average of 6.0 and 2.0 times 
the mean total job processing time for relatively loose, and tight due date set­
ting, respectively. There are tw’o utilization levels: Low (52%) and high (68%). 
The utilizations are calculated by subtracting the down times of the machines. 
Average weighted tardiness is considered as a system performance measure.
The transportation time comes from a uniform distribution and has a mean 
which is determined according to the mean transportation time/mean process­
ing time ratio. This ratio can take one of the values 0.15, 0.30, and 0.35. The 
loaded MB device is 20% slower than the empty device and the loading and
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unloading times are both equal to 0.25 time units. There are 4 or 5 MH devices 
in the system.
Machine breakdowns are modeled by using busy time approach proposed by 
Law and Kelton [.34]. With this approach a random uptime is generated for each 
machine from a busy time distribution. The machine is considered as up until 
its total accumulated busy time reaches the end of the generated uptime. Then 
it fails for a random time drawn from a down time distribution, after which 
an uptime is generated. Law and Kelton [34] recommends that in the absence 
of real data, busy time distribution is most likely to be a Gamma distribution 
with a shape parameter (a^) which is equal to 0.7 and a scale parameter to be 
specified according to the experimental conditions. The authors also state that 
Gamma distribution with a shape parameter (a^) fixed at 1.4 is appropriate 
for the distribution of down times. In this framework, the level of machine 
breakdown is measured by efficiency level which gives the long-run ratio of 
machine busy time to total busy and down time. In fact, this ratio is changed 
to generate desired levels of machine breakdowns. This is done by fixing the 
ratio of mean busy time to the sum of mean busy and down time. By this way, 
duration of each breakdown comes from
Gamma{ab = lA ,^b = davgjlA) 
and busy time between two successive breaks is drawn from
Gamma = 0 . 7 , =  d^ vg x q  ^ j  ·
Here, davg represents mean duration of breakdown and e gives the efficiency 
level. The mean duration of breakdown can take values Pavgi ^Pavg, lOpavp, 
l^Pavgi ^Opavg vvhere Pavg is the average operation processing time. The effi­
ciency has two levels as 80% and 90%. By this way, a smaller mean duration 
of breakdown with the same efficiency represents higher frequency of short 
breakdown times.
In addition to the main machine, there are two alternative machines ran­
domly selected from existing machines in the case of machine breakdowns. 
The processing time on alternative machine may be the same as on the main
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machine {equal alternative machine) or it can last 20% more time {unequal 
alternative machine).
The system is simulated by using SIMAN simulation language with link­
ing C subroutines in UNIX environment. We use method of batch means to 
compare the results. We determine a warm-up period for the system as 1,200 
job-completion. We make 10 batches with 1,500 jobs each, leading to 16,200- 
job run.
3.5 Experim ental R esults
First we analyze the no-material handling case (in which MHS is not modeled). 
Figures 3.1-3.4 show plots of experimental results for this case. Each graph 
depicts the average weighted tardiness performances of four reactive policies for 
changing mean duration of breakdown. The graphs also show the performances 
of the no-breakdown case on the vertical axis for 0 duration of breakdown point. 
As moving from left to right on the horizontal axis, while the mean duration 
of breakdown increases from pavg to 20pavg, the overall utilization and the 
efficiency of the system is almost the same as aimed. Therefore, the movement 
from left to right does not only imply that the durations of the breakdowns 
become longer but also indicate that machines break down in lower frequency to 
achieve the same efficiency level. By this way, the utilization and the efficiency 
level is the same for all plots in each graph.
As seen from these figures, when there are machine breakdowns, the system 
performance deteriorates regardless of the level of interruption. This deteriora­
tion is high for long mean durations of breakdown and for low efficiency. This 
effect is magnified when the due dates are tight and the system load is high.
The results show that the relative performances of the reactive policies are 
not affected by the due date tightness level. All of the plots of the policies 
show upward shift and their order remains the same.
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(a) Loose Due Date, Low Utilization (b ) Tight D ue D ate, L ow  U tiliza tion
(c) Loose Due Date, H igh Utilization id) Tight Due Date, H igh Utilization
Figure 3.1: Average Weighted Tardiness versus Mean Duration of
Breakdown with no Material Handling Consideration (Equal
Alternative Machine, Efficiency=80%)
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(o) Loost Diie Date, Low Utilization (b) T ight D ue D ate, L ow  U tiliza tion
(c) Loose Due Date, H igh Utilization (d) Tight Due Date, H igh Utilization
Figure 3.2: Average Weighted Tardiness versus Mean Duration of
Breakdown with no Material Handling Consideration (Equal
Alternative Machine, EfRciency=90%)
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(a) Loose Due Date. Low Utilization (b ) T ight D ue D ate, L ow  U tiliza tion
(c) Loose Due Date, High Utilization id) Tight Due Date, H igh Utilization
Figure 3.3: Average Weighted Tardiness versus Mean Duration of
Breakdown with no Material Handling Consideration (Un­
equal Alternative Machine, Efficiency=80%)
C H A P T E R  3. R E A C T I V E  SCH E D U LIN G 73
((t) lu?ose Due Dare, Low Utilization (h) T ight D ue Dare, L o w  U tiliza tion
(c) Loose Due Date, H igh Utilization (d) Tight Due Date, H igh Utilization
Figure 3.4: Average Weighted Tardiness versus Mean Duration of
Breakdown with no Material Handling Consideration (Un­
equal Alternative Machine, Efficiency=90%)
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(a) Loose Due Dote, Low Utilizotion (b) T ight D ue D ate. L ow  U tiliza tion
(c) Loose Due Date, High Utilization id) Tight Due Date. H igh Utilization
Figure 3.4: Average Weighted Tardiness versus Mean Duration of
Breakdown with no Material Handling Consideration (Un­
equal Alternative Machine, EfRciency=90%)
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Table 3.1: Average VVeigted Tardiness versus Mean Duration of Breakdown 
Number of MH devices=4; Transportation/Processing Time=0.30; 
Tight due date; Low utilization; Equal Alt. Mach., Eif=80%
No down: 953.05
Policy
No Rerouting 
Queue Rerouting 
Arrival Rerouting 
AU Rerouting
Mean Duration of Breakdown
P a vg
1929.84
♦
1550.36
+
OPovg
2971.34
2104.56
1643.71
1340.63
lOp,avg
3988.73
2895.99
1670.29
1273.00
15p,avg
4736.03
3547.09
1669.76
1240.51
20p,avg
5610.80
4390.91
1705.24
1256.82
In almost every case, the AAR policy is the best. But there are some 
exceptions. When the alternative machine is not equal to the main machine, 
the AR policy yields better results if the machines break down often and they 
are repaired in short time (Efficiency is low, and mean duration of breakdown 
is Pavg)· Moreover, the AAR policy is the worst among the policies in this case. 
When the overall efficiency is high (i.e. the machines are more reliable), then 
the same observation is made. But in this case, the AAR policy is not the 
worst. There is always a cross-over between pavg and 5pavg of mean duration 
of breakdown. After 5p point, all rerouting policy again draws lower envelope. 
These results are more significant when the utilization of the system increases.
The results also show that all rerouting and arrival rerouting policies are 
more robust against breakdowns. As can be seen in figures, they do not dete­
riorate as the mean duration of breakdown increases. However, this is not true 
for the NR and QR policies. They deteriorate immediately even for shorter 
down times. In almost all of the cases, NR is outperformed by all other poli­
cies and the QR policy is the second worst, except the case where the mean 
duration of breakdown is pavg-
In all of the cases and in all durations of breakdown all rerouting policy 
is the best, except when the utilization is high and alternative machine is not 
equal to the main machine in 80% efficiency. In this case, when the down times 
are small, arrival rerouting is the best, for larger mean down times, again all 
rerouting outperforms other policies including arrival rerouting.
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Table 3.2: Average Weigted Tardiness versus Mean Duration of Breakdown 
Number of MH devices=4; Transportation/Processing Time=0.30; 
Tight due date; High utilization; Equal Alt. Mach., EfF=80%
No down: 2608.42 Mean Duration of Breakdown
Policy Pdvg ^Pavg ^^Pavg ^^Pavg
No Rerouting 4911.69 7821.44 10808.95 12383.90 15587.90
Queue Rerouting ♦ * + + *
Arrival Rerouting 3787.54 4126.01 4300.19 4292.15 4203.60
All Rerouting * ♦ + 6977.66 5413.43
Table 3.3: Average Weigted Tardiness versus Mean Duration of Breakdown 
Number of MH devices=4; Transportation/Processing Time=0.30; 
Tight due date; High utilization; Equal Alt. Mach., Eff=90%
No down: 2608.42 Mean Duration of Breakdown
Policy P a v g ^ P avg ^Opavg ^ ^ P a vg ^Opavg
No Rerouting 3393.46 4206.99 5190.09 5954.67 7063.31
Queue Rerouting + 13402.28 7668.58 6720.89 7302.83
Arrival Rerouting 2955.99 3107.68 3188.59 3143.97 3104.84
All Rerouting ♦ 6588.54 4062.29 3620.61 3227.67
The results with MHS considerations are summarized in Tables 3.1-3.8. In 
these tables, the asterisk symbol denotes that the system explodes (saturates) 
because of the insufficiency of the MHS capacity. Again, it is observed that 
there is no significant effect of due date tightness on the relative performances 
of the policies. When the number of devices is high and/or transportation 
time/processing time ratio is small, the similar observations are made as in the 
no-material handling case, except with very small down times. In this case, 
MHS capacity is not sufficient for the queue rerouting and all rerouting policies. 
Consequently, the AR policy is the best performer. In longer mean down times 
with lower frequency of breakdowns, the MHS capacity becomes sufficient for 
queue and all rerouting, and all rerouting yields better performances.
When there is no too many devices and/or transportation time/processing 
time ratio is high, the MHS capacity is not sufficient for these policies even in 
larger mean down times. These effects are even magnified when the efficiency 
of the system is low, utilization is high, or alternative machine is not identical
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Table 3.4: Average Weigted Tardiness versus Mean Duration of Breakdown 
Number of MH devices=4; Transportation/Processing Time=0.30; 
Tight due date; High utilization; Unequal Alt. Mach., Eff=80%
No down: 2608.42 Mean Duration of Breakdown
Policy Pavg ^Pavg ^^Pavg ^^Pavg ^^Pavg
No Rerouting 4911.69 7821.44 10808.95 12383.90 15.587.90
Queue Rerouting ♦ * * * *
Arrival Rerouting 4094.43 4626.07 4921.60 4863.87 4969.36
All Rerouting * + + + 8073.28
Table 3..5: Average Weigted Tardiness versus Mean Duration of Breakdown 
Number of MH devices=4; Transportation/Processing Time=0.15; 
Tight due date; High utilization; Unequal Alt. Mach., Eif=80%
No down: 943.27 Mean Duration of Breakdown
Policy P a v g ^ P a v g lO P ov ^ ^ ^ P a vg ^ ^ P a v g
No Rerouting 3010.28 5379.26 6891.18 9113.84 11101.08
Queue Rerouting * 3065.25 4339.05 5266.18 6610.42
Arrival Rerouting 2460.64 2646.03 2671.78 2602.70 2758.43
All Rerouting + 2642.94 2206.58 2098.61 2187.05
to the main machine. Again, in these cases, the AR policy produces very good 
performances.
In all conditions, the QR and NR policies are not the solution for reactive 
scheduling. As opposed to this situation, the AR and AAR policies are more 
robust and their performances are very good as in no-material handling case.
3.6 Conclusions
In this chapter, reactive scheduling problems are discussed and a new method­
ology is proposed. Four reactive scheduling policies are tested under machine 
breakdowns in dynamic job shop environment to test the proposed methodol­
ogy. The results show that if the MHS is ignored as in the previous studies, 
or the MH devices are fast enough so that the transportation time/processing 
time ratio is small, or there are excess number of MH devices in the system.
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Table 3.6: Average Weigted Tardiness versus Mean Duration of Breakdown 
Number of MH devices=5; Transportation/Processing Time=0.30; 
Tight due date; High utilization; Equal Alt. Mach., Eif=80%
No down: 1260.96 Mean Duration of Breakdown
Policy P a v g ^ P a v g ^Opavg ^ ^ P a vg ^ ^ P a v g
No Rerouting 3514.94 5807.86 7870.95 9501.10 11212..54
Queue Rerouting ♦ 4109.59 4962.48 5865.39 7348.54
Arrival Rerouting 2.532.20 2731.07 2748.05 2779.43 2788.55
All Rerouting * 2826.40 2316.75 2212.76 2237.45
Table 3.7: Average Weigted Tardiness versus Mean Duration of Breakdown 
Number of MH devices=5; Transportation/Processing Time=0.30; 
Tight due date; High utilization; Unequal Alt. Mach., Eff=80%
No down: 1260.96 Mean Duration of Breakdown
Policy P a v g ^ P a v g ^ O p a v g ^ ^ P a v g ^ O p a v g
No Rerouting 3514.94 5807.86 7870.95 9501.10 11212..54
Queue Rerouting + 4857.76 5204.75 6134.66 7544.43
Arrival Rerouting 29.33.75 3157.99 3157.47 3112.74 3233.56
All Rerouting * 6119.54 2912.61 2680.44 2723.76
then the all rerouting policy is preferred as a reactive policy. In other cases, 
arrival rerouting can be used. Hence, the arrival rerouting policy is suggested 
when the machines are broken often and repaired in a short time or the MHS 
capacity is low to compensate the extra requirements of all rerouting policy. 
No reaction is not seen as an appropriate strategy for reactive scheduling.
From these results, we see that the selected reactive scheduling strategy 
mostly depends on the several factors such as utilization and capacity of ma­
chines and MHS. duration and frequency of the unexpected events, etc. By 
considering the current system conditions and estimated impacts of the un­
expected events, we can select the appropriate reactive policy. For this rea­
son, we conclude that, the proposed reactive scheduling framework is quite 
well-designed. But the experimentation on an extended test bed is needed to 
compare the effects of all three reactive modes (including rescheduling with an 
off-line method that corresponds to major reactive mode) and to differentiate 
the event types in a more concrete manner.
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Table 3.8: Average Weigted Tardiness versus Mean Duration of Breakdown 
Number of MH devices=5; Transportation/Processing Time=0.35; 
Tight due date; High utilization; Equal Alt. Mach., Eff=80%
No down: 1705.67 Mean Duration of Breakdown
Policy P a v g ^ P a v g ^ ^ P a v g
No Rerouting 3975..59 6382.77 8670.37 10297.14 12941.39
Queue Rerouting * ♦ 10174.44 8956.46 10050.74
Arrival Rerouting 2998.08 3266.50 3.363.46 3288.11 3322.42
All Rerouting ♦ ♦ 3746.89 3156.61 3007.39
In the next chapter, we investigate the effects of unexpected events in a 
different environment where information about the some part of the future 
events is available for scheduling. In this case, we assume that we have perfect 
information about some of the events that will occur during a specified horizon, 
and we analyze the effects of timing of the scheduling decisions on the system 
performance.
Chapter 4
Scheduling in Stochastic Job 
Shops
4.1 Introduction
In Section 1.2, we have listed the assumptions made in general dynamic job 
shop scheduling studies. In this chapter, we relax some of these assumptions 
to achieve a better representation of reality in the simulation model and to 
examine the sensitivity of the results on these assumptions. For example, 
processing time variation is allowed in this study to represent the real-life 
more accurately, and to compare new findings with the results of the previous 
studies. By this way, it is possible to examine the sensitivity of the earlier 
results to some of these assumptions.
It is also assumed in the previous studies that job arrivals to the system 
occur randomly over time, i.e. arrival times are not known in advance. But 
in practice, some arriving jobs and their characteristics may be known for a 
certain period of time in the future as follows:
For example, a scheduling system can be considered as an intermediate level 
of a more global planning/scheduling system as the one given below:
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• Long-range planning (e.g., plant expansion, plant layout)
• Middle-range planning (e.g., production smoothing, logistics)
• Short-range planning (e.g., requirements planning, shop bidding, order 
review/release, due date setting)
• Scheduling (e.g., job shop routing, sequencing)
• Reactive scheduling and control (e.g., rush jobs, machine breakdowns)
In such a global view, the major assumption is that the output of a one 
level is the input (i.e., constraints and environmental parameters) for the next 
level. If we consider the short-range planning, we see that the short-range 
planning module makes the material requirements planning (MRP), prepares 
job release data and due date information. By this way, the upper level lays out 
a forecast of job arrivals to the scheduling system. The data provided by the 
short-range planning module usually consists of arrival times, due dates and 
quantities of each job together with the operation and routing information. 
Hence, the scheduling system operates using master schedule of the upcoming 
jobs, their due dates, or other information for a certain period of time. The 
following definitions are offered for further reading:
Definition 4.1 (Job release data) The necessary data provided by the short- 
range planning system that consists of the job characteristics (arrival times, 
due date, operation sequence, operation processing times, and the required ma­
chines) is called job release data.
Definition 4.2 (Scheduling decision) The decision regarding to the schedul­
ing of the jobs (i.e. sequencing the jobs, determining the start time of an op­
eration, selecting a scheduling rule, etc.) by considering the job release data, 
current system status and the objectives is called scheduling decision.
Definition 4.3 (Scheduling decision point) The point in time at which 
the schedxding decision is made is called scheduling decision point.
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Definition 4.4 (Forecasting horizon) The time period for which we have 
the most accurate information about the events that will occur is called fore­
casting horizon.
Definition 4.5 (Look-ahead window) The time period that the scheduling 
method looks ahead into the future at a scheduling decision point is called look­
ahead window.
Definition 4.6 (Scheduling period, or Planning horizon) The time pe­
riod between two successive scheduling (or rescheduling) decision points is called 
scheduling period.
As illustrated in Figure 4.1, the job release data is provided by the short- 
range planning module to the scheduling level. The scheduling level makes the 
scheduling decisions using this data set and the current shop status information 
collected from the physical system. The scheduling decision may be in the form 
of a generation of a fixed schedule (i.e. making strict decisions on the start 
and finish times of each operations of all jobs). It can also be in the form of 
selecting a scheduling rule, or finding the best parameter value of a scheduling 
algorithm. In our case, at these decision points, we select a priority dispatching 
rule for the next scheduling period by considering the current shop status and 
the job release data. Moreover, in this study, lead time estimation parameters 
of the scheduling method (АТС) are improved at these decision points.
The relations between the forecasting horizon, the look-ahead window and 
the scheduling period are illustrated in Figure 4.2. Typically, the forecasting 
horizon represents the time period which is covered by the job release data. A 
decision is made by using all or some part of this data set. The look-ahead 
window can have two extreme lengths. The length of the window can be zero 
in which case the scheduling decision is made using only the currently available 
jobs, or it can also equal to the length of the forecasting horizon in which case 
we use all of the available data. Hence, the forecasting horizon restricts the 
length of the look-ahead window. In practice, the latter method is usually used
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Figure 4.1: Schematic view of the interactions between scheduling 
levels and the other components
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FH = LW
^ ^ ^ ^ ^
^
SP ^
^
FH: Forecasting Horizon
LW:Look-ahead Window
SP: Scheduling Period
(Here, FH=LW=4 units, SP=1 unit)
T Arrival of Job Release Data
Time
Figure 4.2: Schematic view of the relations between forecasting hori­
zon, scheduling period, and look-ahead window
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to utilize all the information and consider the effects of the current decisions on 
the future events. However, shorter look-ahead windows can also be used. Since 
the length of the look-ahead window affects the computation time required by 
the decision making process, longer look-ahead windows can sometimes bring 
untolerable computational burden. In such cases, even though we have more 
information, we can use some part of the data set to reduce the computational 
time required for a decision.
The scheduling period which is sometimes called planning horizon deter­
mines the frequency of the scheduling. The shorter the period, the greater the 
number of decisions made in a given forecasting horizon. In the literature, a 
decision point is usually taken to be the arrival time of the new job release 
data. In this case, the interarrival time of the job release data determines the 
length of the scheduling period. If the the arrival of the job release data from 
the short-range planning module is periodic, then the scheduling period has a 
specified constant length. In other words, the operation of the decision making 
process is synchronized by the arrival of job release data. This is logical, since 
if we do not receive any new information and the events occur in system as ex­
pected, then we do not need to revise our previous decisions. If we use shorter 
scheduling periods, we increase the frequency of the revision of the scheduling 
decisions. This increases the system nervousness, but we follow the real-life 
system status more closely and up-to-date.
For instance, if a 4-week job release data is provided by the short-range 
planning module every week, then we can make scheduling decisions for the 
next 4 weeks and implement only the decisions of the first week. At this point 
(at the end of the first week), we obtain the new job release data (fresh data) 
and make a new scheduling decision for the next 4 weeks in a rolling horizon 
scheme.
Note that, at all decision points, we assume that the job release data is per­
fect (i.e., jobs will arrive at times specified in the job release data, the jobs will 
have prespecified characteristics, and all machines are continuously available). 
However, in practice, many unexpected events or unforeseen interruptions can
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occur that our previous decisions may need to be revised again. These events 
can be listed as follows:
• Processing time variations
• Machine breakdowns
• Arrival of new jobs
• Job rework and recycle
• Job scrapped and replacement
• Job due date changes
To some extent, these unexpected events are inevitable in real-life systems. 
These events, once they occur, do not only affect the system performance, 
but also upset the scheduling decisions generated previously (the scheduling 
decisions may even become infeasible to be implemented). At this point, what 
is needed is reactive scheduling and control. This control system can take 
corrective actions to revise the previously generated scheduling decisions, or 
can invoke a new decision making process to generate new set of decisions by 
using the new shop status information.
In this study, we consider the first two of these events: procesing time 
variation and machine breakdowns. In general, scheduling decisions are usually 
made by using best estimates of the processing times. But the processing times 
differ from their estimated values. By allowing processing time variations in our 
study, we relax the assumption of deterministic processing times (Assumption 
number 4 in Section 1.2).
The second event is the machine breakdown. Again, we usually make 
scheduling decisions by assuming that the machines are continuously available. 
But in practice, the machines are all fallible. The consideration of machine 
breakdowns corresponds to the relaxation of the assumption that the machines 
never fail for processing (Assumption number 9 in Section 1.2).
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In this study, we also analyze the effects of the look-ahead window and 
scheduling period on the system performance. Specifically, we investigate 
whether the system performance can be improved by properly selecting the 
values of these paramters. Our initial expectation is that the longer look-ahead 
windows with shorter scheduling periods produces better performances.
To study these issues, we propose an iterative simulation-based schedul­
ing system which utilizes the discrete-event simulation as a real-time decision 
making tool.
In the next section we review the relevant literature. In this review, the 
emphasis will be on simulation-based studies. In Section 4..3 the proposed 
scheduling and control approach will be described in detail. This is followed 
by the the experimental design and system considerations in Section 4.4. The 
computational results are presented in Section 4.5. Finally, this chapter will 
end with the summary and concluding remarks in Section 4.6.
4.2 Literature R eview
Yamamoto [65] claims that proposed scheduling methods have not been very 
useful in solving the real-life scheduling problems even though considerable 
research effort has been conducted in regard to job shop scheduling problems. 
The author lists three reasons for this inability:
• Since the scheduling problems are in combinatorial nature, computational 
time required to solve the practical problems is too long. This makes the 
proposed methods unpractical for real-time applications.
• The proposed models have too many assumptions in contrast to the need 
for considerations on the variety of system characteristics.
• In the real shop conditions, unexpected events and variations can easily 
invalidate the current schedule. Hence, a significant differences can be 
seen between a schedule and the real progress of the jobs in the shop.
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Under these observations, the following remarks are made: First, when a 
scheduling decision is needed, it must be made as soon as possible in real-time, 
there may not be a plenty of time to solve the problem optimally. A solution 
approach that operates fast is needed in practice. The model should also rep­
resent important characteristics of the systems. Second, the system has to deal 
with unexpected events as they occur over time. In case of unexpected events, 
the traditional approach is to reschedule all the jobs on-hand by considering 
the new state of the system. This approach, in a way, decomposes the real-life 
dynamic and stochastic scheduling problem into a series of static and deter­
ministic scheduling problems. If we want to correct the differences between 
the planned schedule and the real progress, and maintain the control by the 
schedule, we cannot avoid continuous rescheduling. Such a practice is usually 
undesirable from the standpoint of the shop management. In this case, several 
researchers proposed scheduling/rescheduling approaches in a more controlled
manner.
In the next section, we first discuss some conceptual studies on the simulation- 
based scheduling and control. Then we classify the approaches proposed in the 
literature according to their considerations of stochastic events. The studies 
that do not consider the unexpected events other than dynamic job arrivals 
will be called ^deterministic studies" and the studies that explicitly investigate 
the unexpected events will be called “stochastic studies'". Also, we separate the 
studies those that use look-ahead methods by assuming the existence of a fore­
casting horizon (“with look-ahead’) and those that consider only jobs currently 
on-hand {“without look-ahead'). We present review for each class separately.
4.2.1 C onceptual Studies on Sim ulation Approaches
As the investigators confront with the problems that are outlined in the pre­
vious section, they have proposed alternative approaches to overcome these 
issues. One of these approaches that has been proposed in the literature is 
simulation. Hence, there is a growing area of scheduling that uses the simula­
tion as a real-time scheduling and control tool. The one of the first conceptual
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studies is by Davis and Jones [15]. The authors propose a framework for 
addressing real-time scheduling problems in manufacturing environments us­
ing discrete-event simulation and mathematical decomposition to break down 
production scheduling problems into a hierarchical decision structure. A pro­
duction planner provides input for an inter-process coordinator (IPC), which 
then directs the individual process controllers (PCs). While PCs contain more 
detailed information regarding process control, the IPC has more aggregate 
system information. In this case, a mathematical programming method is not 
feasible, due to the complex constraints and stochastic nature of the process. 
Furthermore, there are conflicting objectives. Therefore, the authors propose a 
simulation mechanism that is responsible for the simulation of each scheduling 
alternative (priority dispatch rules, routing alternatives, etc). The simulation 
is integrated with the shop floor information in order to obtain the current 
system status at the time of execution. Development of a production schedule 
involves the simulation of each rule. Compromise analysis is then performed by 
comparing the simulation results to select the best rule for the implementation.
In another study, Harmonosky [19] discusses the implementation issues for 
using simulation for real-time scheduling, control and monitoring. In this study, 
discrete event simulation is proposed as a real-time decision making tool. In the 
proposed system, there are two operational modes: (1) monitoring mode when 
the model is directly linked to the real system and in this mode, the model 
accurately represents the physical system; (2) decision-making mode when the 
model evaluates different control decision options. In this mode, simulation 
is used as in its traditional role. This study also discusses issues modeling, 
interfacing to the physical system, saving the system status for evaluating 
alternatives and recovery at decision points.
Harmonosky and Robohn [21] reviews the recent research on real-time 
scheduling and control of computer integrated manufacturing systems in the 
areas of operations research, artificial intelligence techniques and simulation 
methods. They discuss several implementation issues and make the following 
conclusions:
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• The amount of interest in real-time scheduling and control systems for 
automated manufacturing environments strongly indicates a perceived 
need for these systems in industry.
• Real-time scheduling and control systems using simulation have great 
potential for application in the very near future.
• There are several problems in using simulation as a real-time decision 
making tool. One of them is the length of the simulation window (i.e. 
look-ahead window). The other issue is the frequency of the calling the 
simulation mechanism (frequency of simulation e.xperiments to be con­
ducted). Dealing with the simulation output, data acquisition and inter­
face problems are the other matters that need to be studied.
In her later work, Harmonosky [20] analyses two key issues for using simu­
lation as a real-time production control: (1) the simulation run length, and (2) 
the type of look-ahead horizon (deterministic versus stochastic). The former 
determines the response time (or execution time) of the simulation model. This 
concept is important for any real-time decision making tool since the amount 
of time it takes to make decisions will directly affect the degree to which the 
system is controllable in real-time. The latter regards the assumption made 
on the look-ahead horizon. Either a deterministic look-ahead window could 
be used, where no further system disruptions are considered, or a stochastic 
window could be used, which includes further system disruptions during look­
ahead. The experiments focusing on these issues show that lower execution 
times are associated with high average processing time, work-in-process level 
as a performance measure, and a system that is closer to a flow shop than a job 
shop. Hence, the simulation can be suggested as a real-time control tool for 
systems which have these characteristics. While comparing the deterministic 
and stochastic simulation, machine breakdown event is used as a disruption. 
The experimental results indicate that deterministic simulation is preferred as 
the execution or response time is considered. But, when the final performance 
measure is measured, the stochastic simulation yields better results. For exam­
ple, one case having higher arrival rate, longer repair times and more frequent
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interruptions appears to be a clear candidate for using a stochastic look-ahead.
4.2.2 D eterm in istic Studies w ith  Look-ahead
According to our classification, deterministic studies with look-ahead are those 
that do not consider unexpected events except dynamic job arrivals and that 
assume that there is perfect information about the events that will occur in the 
next forecasting horizon. The most of the studies in this class uses simulation as 
a look-ahead tool. There are also studies using some optimization approaches 
for the decision making process.
Maimón [36] proposes a real-time operational control system of three levels 
of control: a scheduler level, a communication level, and a process sequencer 
level. The scheduler determines the instantaneous production rate for each part 
in the system in order to best utilize the system capacity. The communication 
level conveys the instructions to the controllers and transmits feedback to the 
scheduler. The process sequencer makes the actual part sequencing decisions 
and consists of a knowledge base, the system status, and production state. 
The process sequencer selects a specific set of actions based on the facts known 
about the system from the current shop floor status and the knowledge base. 
A case study of a flexible manufacturing cell is simulated.
Vepsalainen and Morton [60] propose a iterative approach for dynamic 
scheduling problem which is called lead time iteration (LTI). The proposed 
approach uses simulation as a scheduling generation tool. The approach is to 
repeat the simulation runs iteratively so as to find lead time estimates more 
consistent with the specific problem and load. At a rescheduling point defined 
by constant scheduling period length, a series of simulations is run for the jobs 
to be released in the next forecasting horizon. Beginning with an initial wait­
ing time estimate for each operation, a simulation is run by using the АТС or 
COVERT priority rule which uses waiting time estimates. After each simula­
tion, the waiting time estimates are updated using the realized waiting times. 
The iteration continues until a given stopping criterion is satisfied. Until the
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next scheduling period starts, the best lead time estimates are used during 
the implementation. The method is compared with the WSPT, S/RPT, FCFS 
and FDD as well as standard АТС and COVERT which is based on that the 
waiting time estimates are some multiple of the processing times. The experi­
ments with fixed scheduling period and a longer forecasting horizon show that 
the performance of the single-pass АТС and COVERT can be significantly 
improved by using LTI.
Wu and Wysk [62], [63] propose a multi-pass scheduling algorithm that 
utilize simulation to make better scheduling decisions for an FMS. They as­
sume that the factory control system (which corresponds to our short-range 
planning module) provide the perfect information about the events of the next 
scheduling period and objectives for which the alternatives are compared. In 
their study, alternatives are the priority dispatching rules that can be applied 
in the scheduling of jobs. The multi-pass scheduling system simulates each rule 
by using the current shop status information. By this way, one simulation run 
is conducted for a short time period, called simulation window". The rule 
which yields the best performance measure is then selected and implemented 
during this period. At the end of the period, the procedure is repeated (at the 
end of the period, in fact, the state is the same as the ending condition of the 
one simulation run that is simulated with the selected rule, because there is no 
variation between the simulation and the real progress). The main idea behind 
this application is that combining different dispatching rules in a dynamic and 
multi-pass manner creates a better result than applying a single rule alone for 
the entire horizon in a static manner. The experimental results show that if the 
scheduling period (or simulation window) is accurately determined according 
to the environmental conditions and objectives then this logic is very useful. 
Therefore, they indicate that the length of the scheduling interval is a signifi­
cant factor for the performance of multi-pass scheduling algorithm. According 
to Wu and Wysk [63], if the window is too short, the statistics collected will 
not give a reasonable measure of the system performance. But if the win­
dow is too long, the simulated system performance may be less sensitive to
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switching between dispatching rules at right time and the scheduling mecha­
nism will only provide average and aggregate performance measures in each 
period, which may loose the advantages of the multi-pass scheduling. Wu and 
Wysk [62] combine the simulation mechanism with a knowledge based system. 
By this way, a manufacturing control system is developed that learns from 
its historical performance and makes own scheduling and control decisions by 
simulating alternating combinations of priority dispatching rules. In this case, 
the rules that will be evaluated are selected from a larger set of rules by the 
factory control system by considering the system conditions using knowledge 
base.
Ishii and Talavage [24] proposes another multi-pass scheduling algorithm 
for flexible manufacturing systems. They propose variable-length scheduling 
intervals and simulation windows, by observing the drawbacks of the study 
conducted by Wu and Wysk [63]. First, in their algorithm, the simulation win­
dow length is different from the length of the scheduling interval. In Wu and 
Wysk [63], the length of the simulation window is used to determine how long 
the prediction mechanism should look ahead, or how frequently the mechanism 
should be used to evaluate the various dispatching rules and it is constant (it 
is prespecified). But, as Ishii and Talavage state a constant length scheduling 
period cannot follow system state changes, hence it cannot always make per­
formance better particularly in a dynamic system. Also, in constant scheduling 
period, there is a censored data problem. According to Ishii and Talavage, a 
number of parts remaining at the end of each simulation run affect different 
dispatching rules in an unequal way. The evaluation of dispatching rule based 
on censored data could cause a selection of an inadequate dispatching rule. 
This problem becomes more important when the scheduling interval is short as 
in this case. Hence, Ishii and Talavage define the length of the next scheduling 
interval according to the system transient state. This period is determined by 
calculating an index value representing the system congestion. As soon as the 
index is minimum in a representative simulation run with FCFS rule, this point 
determines the next scheduling interval. Since the value of the index totally de­
pendent on the system state, the scheduling interval is not a constant, in fact.
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it is a random variable. By this way, they aim to create independent schedul­
ing intervals as much as possible. For the simulation window, there are four 
alternatives tested: In the first one, as in Wu and Wysk [63], the simulation 
window is equal to the scheduling interval, but not a constant. In the other 
three methods the simulation window is changing from 2 times of the scheduling 
interval to the entire manufacturing horizon. By taking the simulation window 
longer as compared with the scheduling interval, it is aimed to avoid censored 
data problem. The results support these conjectures. The experiments show 
that using a scheduling interval defined bfised on the system transient state 
makes the performance of the multi-pass scheduling algorithm better than us­
ing a constant scheduling interval which has a very unstable performance as 
compared with the single-pass rules. Also if the scheduling intervals are not 
accurately determined, the performance of a multi-pass scheduling algorithm 
might be poorer than the single-pass algorithms. But if the intervals are well 
determined then switching the rules is better. When the simulation window 
is considered, the algorithm with the simulation window as equal to the entire 
manufacturing horizon performs better than the other strategies.
In their later work, Ishii and Talavage [25] concentrate on using the different 
rule on each machine in each period after observing the advantages of using 
different rule in each short time period. In this study, a mixed dispatching 
rule which can assign a different dispatching rule for each machine is proposed. 
A search algorithm which selects an appropriate mixed dispatching rule using 
predictions based on discrete event simulation beginning from the bottleneck 
machine is developed. The experiments conducted on a representative flexible 
manufacturing system show that the mixed dispatching rule performs better 
than the conventional single-pass single-rule approach.
Cho and Wysk [12] propose a intelligent workstation controller which is 
a part of a shop floor control system. In this study, the controller receives 
the information such as part type and quantity, part routing specifications, 
and process plans from the shop level controller and coordinates production 
activities. For this purpose they develop a neural network model that generates 
alternative part dispatching rules based on the current system status. When
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the alternative rules are determined, the multi-pass simulator evaluates each 
rule by running a simulation model of the real-life system by using the provided 
information for a pre-specified short time horizon {simulation window). The 
experiments show that the simulation window must be determined according 
to the performance measure. The proposed approach is also compared with 
the single-pass rules and it is found that the approach outperforms all the 
single-pass rules based on all the performance criteria.
Ovacik and Uzsoy [45] present several rolling horizon procedures to min­
imize maximum lateness on a single machine in the presence of sequence- 
dependent setup times. At any point in time when a scheduling decision is 
to be made, they solve a subproblem consisting of the jobs on hand and a sub­
set of the jobs that will arrive in the near future. In this study, arrival times 
or ready times of the jobs that will be available in the next short time pei’iod 
called forecast window are assumed to be known a priori. These restricted-size 
subproblems are solved optimally by using branch-and-bound algorithm. A 
prespecified part of the schedule is applied for some time known as planning 
horizon until to the next decision point. By this way, the solution to the overall 
problem is approximated by segments of the solutions of these subproblems. 
The experimental study shows that if the forecast window and planning horizon 
parameters are appropriately selected the proposed rolling horizon procedures 
outperform the best available myopic dispatching heuristic (EDD) by an or­
der of magnitude, and yield solutions that are on average 60% better than a 
dispatching rule combined with local search (EDD with pairwise interchange 
method). The parameters determining the foreciist window and planning hori­
zon demonstrate the tradeoff between solution time and quality explicitly. As 
the length of the forecast window becomes longer and the planning horizon 
length decreases, the rolling horizon procedures yield very impressive results 
at the expense of solution CPU time.
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4.2.3 D eterm in istic  Studies w ithout Look-ahead
In this class, we review the studies without look-ahead where the scheduler has 
no information about the future, or it only considers scheduling of currently 
on-hand jobs. Again, these studies focus on the deterministic case where there 
is no unexpected event that will occur in the system. Although there are again 
some studies using discrete-event simulation as a decision making tool, the 
most of the studies concentrates on the algorithmic approaches that generate 
off-line schedules for current jobs at decision points.
As a next stage of the study conducted by Vepsalainen and Morton [60], 
Morton et al. [38] propose an iterative simulation approach to derive the 
resource prices along with the lead time estimates. In this study, while the 
lead time estimates are improved by repeated simulation, the resource prices 
are also explicitly calculated by analyzing the actual busy periods from the 
simulation outputs. The resource prices are first used in this study to maximize 
the NPV of the revenues and the costs. The static single machine and multi­
machine experiments show the superiority of the proposed approach against 
the single-pass scheduling rules.
Lawrence and Morton [35] extend the LTI concept to the resource con­
strained multi-project scheduling with tardiness costs. The static project 
scheduling problems show that significant improvement on the weighted tardi­
ness measure can be achieved by using LTI.
Kiran, Alptekin and Kaplan [33] proposes another type of multi-pass schedul­
ing algorithm which is called Feedback Heuristic. In this study, current jobs 
on hand are considered for scheduling for the next period. A static job-based 
schedule is generated by using a priority dispatching rule. By using these pri­
orities, a simulation iteration is conducted. By smoothing the job priority in 
the previous iteration and job’s contribution to the performance measure in 
the same iteration, the priority for the next iteration is calculated. The next 
iteration uses the new priorities. From one pass to the other, the performance 
measure of the system is improved. The experiments conducted in static and
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dynamic flexible manufacturing environments show that iterative simulation 
mechanism may be very useful especially as compared with the single-pass 
rules and multi-pass COVERT rule. The difference between the earlier simu­
lation studies and the study of Kiran et al. [33] is that they assume that either 
all the jobs are available at time zero (static shop), or jobs arrive in batches 
periodically and the scheduling algorithm is executed at batch arrival times. 
In this case, only the jobs on hand are considered for the scheduling (i.e., there 
is no look-ahead for the future).
In another study. Church and Uzsoy [14] analyze the periodic and event- 
driven rescheduling policies for dynamic single machine and parallel machine 
shops with maximum lateness as a performance measure. They call the schedul­
ing procedure in which the scheduling decisions are made at the specified points 
in time which are usually equally-distant in time or observation as periodic 
scheduling. They define continuous scheduling as the scheduling procedure 
in which the scheduling decisions are always renewed from scratch at each 
occurrence of an unexpected event. Event-driven scheduling is defined as the 
scheduling procedure which includes periodic scheduling, but additionally clas­
sifies the unexpected events those that need rescheduling and those that can 
be ignored for some time without changing the current schedule.
In this study, they propose a event-driven rescheduling approach which 
classifies the events as those requiring immediate action (exceptions) and those 
that can be ignored for some time without significantly affecting the system 
performance. By this way, besides the regular rescheduling points defined by 
the periodic scheduling policy, the rescheduling points initiated by exception 
events are also added. From this point of view, the event-driven scheduling has 
properties of both continuous and periodic scheduling. In these approaches 
there is no look-ahead for future time; on-hand jobs are only considered for 
the scheduling. The experimental results show that periodic scheduling is very 
useful when the jobs arrive in batches periodically to the system (or they are 
released to the shop periodically without any cost), and the period of the 
scheduling coincides with the batch inter-arrival time. In the case of dynamic 
and continuous arrivals, an event driven scheduling procedure is designed which
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initiates scheduling action when a job that has a lower slack than a prespecified 
limit. Experimental results show that the benefit of extra scheduling dimin­
ishes rapidly, demonstrating that a well designed event-driven scheduling can 
produce excellent performance with substantially lower computational burden 
and lower system instability than a continuous rescheduling.
A similar approach is proposed by Raman and Talbot [49] for the tardiness 
problem. In this approach, the approach decomposes the dynamic problem 
into series of static problems. These static problems are solved by focusing 
on the bottleneck machine that is determined according to the load of the 
machines. Then a schedule is constructed for the entire system by iteratively 
observing the tardiness of the jobs and updating their operation due dates, 
and it is implemented dynamically on a rolling horizon basis. The schedule 
is implemented until the next job arrives when the process of generating and 
solving the static problem is repeated for the current jobs. The experiments 
show that the proposed approach is significantly better than the priority dis­
patching rules (The approach corresponds to the continuous rescheduling in 
the terminology proposed by Church and Uzsoy [14]).
In a recent study of dynamic job shop scheduling. Sun and Lin [57] propose 
a backward scheduling approach in which dynamic scheduling is carried out 
through solving a series of static backward scheduling problems. In this ap­
proach, the dynamic job shop scheduling is modeled as a discrete event control 
problem that is dealt with by sequentially implementing backward scheduling 
over a rolling time window. At each prespecified rescheduling point, a new 
schedule is generated by using the current status of the shop, and the empha­
sis is on the due date performance and the inventory cost. The experiments 
show that the performance of backward scheduling approach is better than the 
traditional forward scheduling. However, in this study, there is not any explicit 
discussion on how the rolling horizon device is used, especially on determination 
of rescheduling points.
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4.2.4 Stochastic Studies w ithout Look-ahead
Stochastic studies consider the unexpected events and interruptions explicitly 
in their methods. When we say that without look-ahead, we mean that the 
studies consider only current jobs in the system. By this way, they make their 
decisions by focusing current shop status. However, during the implementation 
of these decisions, unexpected events occur in the system. The literature in 
this class is reviewed in detail in Chapter 3. Therefore, it will not be repeated 
here.
4.2.5 Stochastic Studies w ith  Look-ahead
Although, some of the approaches discussed in the previous sections can be 
applied in stochastic environments with some modifications, as we can see 
from the literature, there is not any effort except the one reviewed below which 
considers the unexpected events explicitly and uses look-ahead methods.
Tayanithi et al. [58] propose an integrated scheduling and control sys­
tem that combines discrete-event simulation and knowledge base concepts to 
perform on-line analysis of interruptions in an flexible manufacturing system. 
The machine breakdowns and rush orders are explicitly analyzed in the model. 
When an interruption occurs in the system, the knowledge base controller per­
forms an analysis to determine whether the interruption is significant or not. 
If it is not significant, the monitoring mode continues. Otherwise, some of 
control policies need to be evaluated. The design of knowledge base allows 
the supervisor to quickly evaluate several control policies, and, consequently, 
achieve effective control of the system during an interruption. When a decision 
cannot be obtained readily from the knowledge base, the alternative actions 
are feeded into the on-line simulation mechanism. The purpose of the on-line 
simulation is to evaluate the alternative control policies. This module consists 
of a simulation model of the system and is invoked by either the knowledge 
base controller or the supervisor. The simulation model uses the freshest data 
about the system and run each alternative action for a short horizon. Finally,
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the best alternative is selected based on the simulation results. There is a 
restricted case study involving this approach under machine breakdown, but 
it only shows the feasibility of the combined knowledge base and simulation 
approach.
In summary, the look-ahead property with some stochastic events have 
not been studied adequately in the literature. Hence, our study will be the 
first comprehensive study which investigates the effectiveness of the look-ahead 
property under stochastic events. In the next section, we describe our approach 
in detail.
4.3 Iterative Sim ulation-Based Scheduling
We consider the dynamic job shop scheduling problem in which some informa­
tion about the future Job arrivals is known with certainty for a certain period 
of time. For example, the ‘‘plant controller" creates a job release data while 
making the short-range planning. The job release data consists of
• job arrival times that will occur during the next forecasting horizon;
• job characteristics such as due dates, job weights, number of operations, 
best estimates of processing times, routing information (machines that 
will be visited by the job).
This is the input for the “scheduling level”.
Our approach to handle this type of the scheduling problem is to use the 
discrete-event simulation as a real-time decision making tool. As shown in 
P i^gure 4..3, the plant controller lays out the job release data to the Parameter 
Selector (PS) and to the Iterative Simulation Mechanism (ISM). The plant con­
troller also sends the objective(s) which the management wants to minimize or 
maximize. Also the current shop status is fed back to the ISM and Paramater
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Figure 4.3: Schematic view of the simulation-based iterative 
scheduling system
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Selector by the “5Д0Р controller". Parameter Selector determines the look­
ahead window (LW), scheduling period or planning horizon (SP), and other 
values of parameters that are used in the algorithm which the ISM uses during 
its decision making mode. This is done by examining the current shop status, 
job release data and objectives. ISM obtains the job release data and objectives 
from plant controller, current shop status from shop controller, and parameter 
values from PS, and activates the iterative simulation based scheduling algo­
rithm by using these information. ISM initializes each iteration (or simulation 
run) with the same state (the current system status), and same dynamic events 
are generated by using the job release data in each iteration. The objective(s) 
set by the management serve as a performance measure in the simulation runs. 
The simulation run length (called as “simulation window”) is determined by the 
look-ahead window parameter provided by PS. The scheduling period defines 
the frequency of normal ISM invokes (regular scheduling interval). According 
to the scheduling and control policy the ISM can be activated by the events 
that are unexpected at the beginning of the scheduling period such as machine 
breakdowns. In this case, besides the regular decision points defined by the 
scheduling period value set by the PS, there are exceptional decision points 
where the ISM is invoked to react to the unexpected changes. Hence, the time 
between two decision points will be equal to the first value set by the PS if 
there is no unexpected event during the real-life implementation of the deci­
sions. Otherwise, it will be shorter than the value set by the PS before. When 
an exceptional scheduling is to be made, the simulation window (or look-ahead 
window) will be at most equal to the remaining time until the end of the cur­
rent forecasting horizon, because there is no additional information since the 
last information arrival time.
In our current ISM implementation, we use two algorithms:
• Multi-pass Rule Selection
• Lead Time Iteration with АТС or BD
We describe these algorithms in detail in the following paragraphs:
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4.3.1 M ulti-pass R ule Selection  A lgorithm
Many researchers have studied the priority dispatching rules for more than 
three decades. There are a few hundreds of rules proposed in the literature. 
The major conclusion that can be drawn from these previous studies is that 
there is no single rule that yields the best performance in every environmen­
tal condition. Different scheduling rules perform better than the others under 
different operating conditions. This is also true when the objectives to be opti­
mized is considered. All these results indicate that the performance of a rule is 
highly affected by the operating conditions of the system and the objective(s). 
Although a single dispatching rule will not perform the best for a long time 
period, some rules perform better than others under certain conditions. There­
fore, changing a dispatching rule over successive short time periods based on 
the current system state, current performance measure, and the current infor­
mation for the future expected events can make the performance better than 
using a single rule for a long time. As we know from the dynamic system sim­
ulation, even when the system is in steady state, there are changing conditions 
(high or low congestion levels, long or short queue lengths, loose or tight due 
dates, etc). This situation occurs more frequently in transient, or highly dy­
namic and stochastic systems. For this reason, switching the rules according to 
the current system state and current information might provide better results.
In the proposed approach, there is a set of rules which contains the can­
didate priority dispatching rules that can be applied in the shop for a given 
performance measure. The set of candidate rules can be determined by an­
alyzing the historical information on the performances of the rules. At each 
decision point, a new series of simulation runs is performed by using one of 
the candidate priority dispatching rules in each iteration. At the end of each 
iteration, we record the performance measure yielded by applying the rule for 
this iteration. At the end of the iterations, the rule that produces the best 
performance measure for the simulation window is selected. This rule is ap­
plied in the real-life system until the next decision point which is defined by 
the new information arrival or occurrence of an unexpected event. Hence, in
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the proposed approach, time required to make a scheduling decision depends 
on the number of the rules and on the length of the look-ahead window.
In our experiments, the following rules are considered: АТС, BD, COVERT, 
MOD, and WSPT. These rules are used due to their better performances ob­
served in Chapter 2.
4.3.2 Lead T im e Iteration
As we see in Chapter 2, the performance of АТС and BD priority rules are 
better than the other rules. Note that both АТС and BD use waiting time 
estimates in calculation of the priority of a job. Previous experimental studies 
indicate that the performance of these rules is highly dependent on the waiting 
time estimation accuracy. Hence, if the waiting time estimation is made better, 
the priorities are determined more accurately and better performance values 
can result in. Although there are several methods to estimate the waiting times 
of a job for an operation, the traditional approach is to use a multiple times 
the operation processing time as a waiting time (This method is discussed 
in Chapter 2). To improve the performance of the BD rules, there are two 
possible ways among others to accurately estimate the waiting times by means 
of iterative simulation:
• Several alternative values for lead time constant is evaluated in each 
iteration, and the one which produces the best performance measure 
selected and used during the actual implementation of the rule.
• Lead time iteration (LTI) estimates waiting time of each individual op­
eration iteratively. Waiting time estimates which produce the best per­
formance are used during the implementation of the rule.
In this study, we focus on the second approach. The LTI starts with the 
initial waiting time estimates as a multiple times of the operation processing 
times, and smoothes the estimated and the actual waiting time estimations at
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the end of each iteration for the next iteration. The steps of the algorithm are 
as follows [39]:
• Step 1. Set iteration number n at 1. Make an initial estimate for waiting 
times (for example, three times of the processing times, Wij{l) = 3 x p,j) 
for each job on hand and job that will arrive during the simulation win­
dow.
• Step 2. Perform a simulation with АТС or BD.
• Step 3. Record the performance measure obtained, and the actual waiting 
times ( Q i j ( n ) )  for the iteration n.
• Step 4. If the termination condition is satisfied, go to Step 7.
• Step 5. Make the new estimates by smoothing the actual waiting times 
last recorded and the last estimates:
W i j { n  + 1) = a W i j { n )  + (1 -  a ) Q i j ( n )
• Step 6. Go to step 2.
• Step 7. Report the performance measure and scheduling policy for the 
iteration that gives the best value of the objective. Use the waiting time 
estimates from this iteration in the actual implementation of the rule.
By smoothing process, it is aimed to prevent the waiting time estimates to 
change too fast. In this way, we want to close the waiting time estimations to 
the actual waiting times from one iteration to the next. A typical termination 
rule is to set a value for the maximum number of iterations. An alternative 
to this rule might be that “Terminate when there is no improvement in the 
performance for the last prespecified number of iterations”.
In our current implementation of ISM, we apply the LTI method to im­
prove the АТС performance. In the pilot experiments, we see that the end 
performance of the LTI algorithm is not too much affected by the initial wait­
ing time estimates and smoothing parameter value. At each decision point.
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first we make an initial waiting time estimates as tliree times of operation 
processing times and tlie smoothing parameter is selected as 0.5. The pilot 
experiments also show that there is a significant improvement in the first a few 
iterations. We set a termination condition which stops the procedure either 
when the iteration number reaches to 30 or when there is no improvement in 
the performance measure for the last 10 iterations.
When scheduling decisions are made at decision points either by rule selec­
tion algorithm or lead time iteration, these decisions are implemented in the 
real-life system until the next decision point. If a certain rule is selected during 
the iterative simulation, then this rule is applied as a priority dispatching rule 
to select the job next to be processed on an available machine. If the decisions 
are made by LTI with АТС, then АТС is used as a priority rule with best 
waiting time estimates found in the iterations. During the iterative simula­
tion process, the mechanism uses the best available information. But during 
the implementation of the decisions, the actual progress of the operations on 
the shop floor may be quite different. As mentioned earlier, we consider two 
types of events that will affect the actual progress in the system: (1) Machine 
breakdowns, and (2) Processing time variations. Hence in our study, we also 
analyze the interactions between the parameters of scheduling mechanism (i.e., 
scheduling period and look-ahead window) and these unexpected events.
4.4 Com putational Study
In simulation experiments, an experimental design similar to ones in the pre­
vious chapter is conducted. The hypothetical reentrant classic job shop envi­
ronment is with the following characteristics:
Jobs arrive continuously according to the Poisson process. The jobs have 
fixed number of operations selected from a discrete uniform distribution from 
1 to 10. The operations are randomly processed through the machines. The 
shop contains 10 machines. Job weights are drawn from U[l,30]. Due dates
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are assigned randomly over a full range of flow allowances, with an average of 
6.0 times the mean total job processing time.
The average utilization of the shop is determined by calibrating the arrival 
rate of the jobs. Arrival rate is adjusted to achieve approximately 70% utiliza­
tion on the average at low level, and 90% utilization on the average at high 
level utilizations.
We consider two types of unexpected events in the study: (1) Processing 
time variation, and (2) Random machine breakdowns.
Best estimates of processing times are drawn from uniform distribution 
between 1 and 30. Actual processing times are determined from the best 
estimates as floows:
P'ij = (1 + X i/[—1.0, +1.0]) X pij
where V defines the level of processing time variation, pij and p'-j are the best 
estimate and actual processing times, respectively. In the current experimental 
study, V is set either at 0.0 (i.e. deterministic case) or at 0.60.
The machine efficiency is defined as in Chapter 3. We have three levels 
of efficiency for the machines. First level corresponds to no breakdown case, 
where efficiency is 100%. In the other two levels, the machines are all fallible 
with efficiencies 90% and 80%. By using the results of the Chapter 3, we define 
four levels of mean duration of breakdown in this set of experiments. The first 
level represents the no breakdown case with 0 mean duration of breakdown (or 
mean repair time). The next three levels are mean durations of breakdown of 
Pavgi 5Pavgi ^nd lOpavg, wliere Pavg is the mean operation processing time.
Again, the system is simulated by using SIMAN simulation language with 
some additional C subroutines linked in UNIX environment. We use 10 inde­
pendent replications for output analysis. The simulation run length is l,-500 
job completion. We initialize the system with 20 jobs to reach the desired 
system state faster.
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Table 4.1: Experimental Factors and Levels
Factor Number of Levels Levels
Rule (R)
Utilization (U)
Processing Time Variation (V) 
Efficiency (E)
Mean Down Time (D) 
Look-ahead Window (F) 
Scheduling Period (P)
5
2
2
3
4 
3 
7
ATC, BD, COVERT, MOD, WSPT 
70, 90 
0, 0.6 
80, 90, 100 
0, 1, 5, 10 
100, 250,1500
25, 50, 65, 100, 125, 250, 1500
By setting the simulation run length, we also determine our entire manu­
facturing horizon as 1,500 job completion. For this value, we determine two 
different forecasting horizon length: 250 job and 100 job arrivals. In our case, 
look-ahead window (or simulation window) is set equal to the forecasting hori­
zon. The scheduling period that defines the regular decision points has three 
different levels according to the look-ahead window. At the first level, the 
scheduling period is equal to the forecasting horizon. In the other two cases, 
the scheduling period is shorter than the forecasting horizon. 1/4 of the fore­
casting horizon, 1/2 of the forecasting horizon. Hence, the scheduling period is 
equal to 65, 125, or 250 jobs for the case where the forecasting horizon is equal 
to 250, and it is equal to 25, 50, or 100 jobs for the case where forecasting 
horizon equals to 100. We use the case in which the forecasting horizon is 
equal to the entire manufacturing horizon as a benchmark. In this case, it is 
assumed that all the information for a very long time period is available for the 
ISM (The experimental factors and their levels are summarized in Table 4.1).
4.5 Experim ental R esults
The results of experiments are analyzed in three sections. The next section 
presents the results of single-pass versions of the rules. Then we discuss the 
results of iterative simulation-based scheduling system with multi-pass rule 
selection algorithm in Section 4.5.2 and with lead time iteration algorithm in 
Section 4.5.3.
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Before going into discussions of the results, we note two points: (1) In our 
simulation experiments, we use common random numbers as a variance reduc­
tion technique as recommended by Law and Kelton [34]. By using common 
random numbers across the replications, we inherently construct the random­
ized blocking as discussed by Heikes, Montgomery and Rardin [23]. For this 
reason, we should separate the effects of blocking in our analyses. We show 
the source of variation due to blocking (or replications) as B in the analyses 
of the experimental results. (2) We have to be careful while detecting the ef­
fects of the down times and length of scheduling periods. For 100% efficiency 
level, we have no mean duration breakdown (it is shown as 0), and for other 
levels we have three mean durations of breakdown. In addition, the scheduling 
periods as 25, 50 and 100 jobs are defined according to 100-job look-ahead 
window, while 65, 125, and 250-job scheduling periods are defined with respect 
to 250-job look-ahead window. These types of factors are called nested factors 
in experimental design. In our case, scheduling period is nested in look-ahead 
window (shown as P(F)), and mean duration of breakdown is nested in effi­
ciency (D(E)). The analysis of the results is performed by using SAS statistics 
software.
4.5.1 R esults o f Single-pass E xperim ents
The analysis of variance (ANOVA) for the weighted tardiness performance 
measure is presented in Table 4.2. The column named as “Pr gt F ’ shows 
significance level of the source. If the significance level of the analysis is taken 
as 0.05, the effects of the sources which yield probability smaller than 0.05 are 
statistically significant. According to the P-test, the main effects of all the 
factors are found to be significant. Also, all 2-way interactions of rules, uti­
lization, processing time variation, efficiency and mean duration of breakdown 
nested in efficiency are statistically significant. The three-way interaction of 
rules, utilization and efficiency is effective on the weighted tardiness criterion.
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Table 4.2: Analysis of Variance for Weighted Tardiness (WT) 
(Single-pass Rules)
Source DF Sum of Squares F Value Pr gt F
Model 148 4305218750.23 141.46 0.0001
Error 1251 257243013.65
Source DF Anova SS F Value Pr gt F
B 9 78459689.45 42.40 0.0001
R 4 176377062.06 214.44 0.0001
U 1 729224603.36 3546.30 0.0001
R*U 4 66292561.20 80.60 0.0001
V 1 6162597.31 29.97 0.0001
R*V 4 217221.97 0.26 0.9011
u*v 1 500191.15 2.43 0.1191
R*U*V 4 130987.23 0.16 0.9588
E 2 1841908686.72 4478.70 0.0001
R*E 8 88237797.50 53.64 0.0001
U*E 2 275704820.80 670.39 0.0001
R*U*E 8 33849156.53 20.58 0.0001
V*E 2 858029.21 2.09 0.1246
R*V*E 8 322360.01 0.20 0.9915
U*V*E 2 31222.69 0.08 0.9269
R*U*V*E 8 262709.14 0.16 0.9958
D(E) 4 916468601.08 1114.22 0.0001
R*D(E) 16 18004682.52 5.47 0.0001
U+D(E) 4 66818835.40 81.24 0.0001
R*U*D(E) 16 2886616.38 0.88 0.5959
V*D(E) 4 282567.87 0.34 0.8486
R*V*D(E) 16 924265.08 0.28 0.9977
U*V*D(E) 4 229676.86 0.28 0.8915
R*U*V+D(E) 16 106.3808.71 0.32 0.9947
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Table 4.3; Duncan’s Multiple Range Test for Weighted Tardiness 
(Single-pass Rules)
Factor: Rules (R)
Duncan Grouping Mean N R
A 2810.84 280 MOD
В 1999.84 280 WSPT
C 1911.66 280 АТС
C 1907.01 280 BD
C 1895.07 280 COVERT
Factor: Utilization (U)
Duncan Grouping Mean N Utilization
A 2826.60 700 90
В 1.383.16 700 70
Factor: Processing Time Variation (V)
Duncan Grouping Mean N Variation
A 2171.23 700 0.6
В 2038.53 700 0
Factor: Efficiency (E)
Duncan Grouping Mean N Efficiency
A 3.383.75 600 80
В 1373.59 600 90
C 462.13 200 100
We also apply Duncan’s multiple range test for the main effects of the fac­
tors. Table 4.3 summarizes the Duncan’s test results (In the table, significance 
level is 0.05, the levels with the same letter are not statistically different, and N  
is the number of observations in the corresponding level). Although the rules 
significantly affect the performance in overall, the performances of АТС, BD 
and COVERT are not statistically distinguishable. MOD is the worst among 
the rules producing 47% higher weighted tardiness than the best rules. Increase 
in utilization of the system adversely affect the system performance as in the 
case of processing time variation. Lower efficiency levels significantly increases 
the weighted tardiness.
Since the 2-way interactions of the rule factor and other factors are signif­
icant, these interactions are further depicted in the figures. Figure 4.4 shows
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the effects of utilization on the performances of the rules. At both levels of 
utilization, the performances of АТС, BD, and COVERT are very close to each 
other. MOD deteriorates sharply as utilization increases as compared with the 
other rules. Effects of processing time variation are shown in Figure 4.5. In 
this case, the deterioration of the rules are almost in the same rate while pro­
cessing time variation increases. The effects of efficiency and down times are 
depicted in Figures 4.6-4.8. From these figures, the MOD rule is found to be 
very sensitive to the efficiency and duration of down times. While, all rules 
perform equally in terms of weighted tardiness in no breakdown case, MOD 
leaves the group as the efficiency gets lower. Also, the performance of WSPT 
is very close to the performances of АТС, BD and COVERT at 80% efficiency, 
whereas it is worse than АТС, BD and COVERT at 90% efficiency.
4.5.2 R esults o f M ulti-pass R ule Selection  Algorithm
The ANOVA for weighted tardiness for multi-pass rule selection algorithm is 
presented in Table 4.4. The main effects of all factors except the scheduling 
period nested in look-ahead window are statistically significant. All the 2-way 
interactions of utilization, efficiency, duration of down time nested in efficiency 
and look-ahead window are effective on the performance. 3-way interaction 
of utilization, efficiency and look-ahead window and 3-way interaction of uti­
lization, down time and look-ahead window are significant. The length of 
scheduling period is effective only with down time and efficiency.
Table 4.5 summarizes the Duncan’s multiple range test results for the multi­
pass algorithm. The results support the findings of ANOVA for utilization, pro­
cessing time variation, and efficiency. For look-ahead window, Duncan group­
ing shows that look-ahead of 100 jobs is significantly the worst among tested 
look-aheads. The look-ahead windows with 250 and 1500 jobs produce low­
est measures without statistical difference. Even though the scheduling period 
does not have significant effect on the system performance, their effects are 
listed in Table 4.6. From these results, we observe that look-ahead window 
set at 250 jobs with scheduling periods of either 65 jobs or 250 jobs produce
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Figure 4.4: Average Weighted Tardiness versus Utilization (Single­
pass)
Process ing  Time Variation
Figure 4.5: Average Weighted Tardiness versus Processing Time 
Variation (Single-paiss)
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Figure 4.6: Average Weighted Tardiness versus Efficiency (Single­
pass)
P’igure 4.7: Average Weighted Tardiness versus Mean Duration of 
Breakdown (Single-pass, Efficiency=80%)
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Table 4.4: Analysis of Variance for Weighted Tardiness (WT) 
(Multi-pass Rule Selection Algorithm)
Source DF Sum of Squares F Value Pr gt F
Model 204 5336807534.54 93.04 0.0001
Error 1755 493474510.01
Source DF Anova SS F Value Pr gt F
B 9 128727548.77 50.87 0.0001
u 1 857480788.75 3049..56 0.0001
V 1 9672458.36 34.40 0.0001
u*v 1 995615.25 3.54 0.0600
E 2 235.3820883.82 4185.58 0.0001
U+E 2 370356964.26 658.57 0.0001
V*E 2 1462751.85 2.60 0.0745
U+V*E 2 178918.97 0.32 0.7275
D(E) 4 1362144691.42 1211.09 0.0001
U*D(E) 4 146419209.21 130.18 0.0001
V*D(E) 4 1236815.98 1.10 0..3551
U*V*D(E) 4 1863158.63 1.66 0.1575
F 2 7611557.59 13.53 0.0001
U*F 2 7214977.51 12.83 0.0001
V*F 2 98048.79 0.17 0.8400
U*V*F 2 16597.43 0.03 0.9709
E*F 4 11283954.31 10.03 0.0001
U*E+F 4 9492677.70 8.44 0.0001
V*E*F 4 153526.66 0.14 0.9688
U*V*E*F 4 42890.62 0.04 0.9972
D*F(E) 8 12603550.76 5.60 0.0001
U*D*F(E) 8 10231745.42 4.55 0.0001
V*D*F(E) 8 1458950.07 0.65 0.7371
U*V*D*F(E) 8 1014110.52 0.45 0.8906
PÍF) 4 382086.21 0.34 0.8513
U+P(F) 4 363088.62 0.32 0.8628
V*P(F) 4 110.5.326.33 0.98 0.4157
U*V+P(F) 4 1151821.94 1.02 0.3934
E*P(F) 8 250406.36 0.11 0.9988
U*E*P(F) 8 .529866.13 0.24 0.9843
V+e *P(F) 8 1950854.51 0.87 0.5435
U*V*E*P(F) 8 1587157.07 0.71 0.6869
D*P(E*F) 16 9353208..53 2.08 0.0072
U*D*P(E*F) 16 9186.562.31 2.04 0.0086
V*D*P(E*F) 16 783.5016.21 1.74 0.0338
U*V*D*P(E*F) 16 7529747.64 1.67 0.0452
C H A P T E R  4. SC H E D U L IN G  IN  S T O C H A S T IC  JO B  S H O P S 115
Figure 4.8: Average Weighted Tardiness versus Mean Duration of 
Breakdown (Single-pass, Efficiency=90%)
slightly better performance.
Table 4.7 shows the percentages of the selection of the rules according to 
the look-ahead window and scheduling period as well as the average CPU time 
for one replication of simulation. The results show that the selection per­
centages are highly dependent on the lengths of the look-ahead window and 
scheduling period. Although, АТС and COVERT are dominantly selected for 
long look-ahead windows, the other rules are alternatively selected in the short 
look-aheads. This shows that several rules can be preferred in the short term, 
although their long-term performances are dominated by others. The table 
depicts the effects of look-ahead window and scheduling period on the simula­
tion time. Especially scheduling period is highly effective on the CPU time of 
the one simulation replication, since it directly determines the frequency of the 
multi-pass algorithm for one simulation replication of 1500 job completion.
The effects of utilization on the performances of selected look-ahead win­
dows are depicted in Figure 4.9. The figure shows that look-ahead window with 
100 jobs is mostly affected by the utilization. The effects of efficiency and mean
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Table 4.5: Duncan’s Multiple Range Test for Weighted Tardiness 
(Multi-pass Rule Selection Algorithm)
Factor: Utilization (U)
Duncan Grouping Mean N Utilization
A 2620.44 980 90
B 1297.58 980 70
Factor: Processing Time Variation (V)
Duncan Grouping Mean N Variation
A 2029.26 980 0.6
B 1888.76 980 0
Factor: Efficiency (E)
Duncan Grouping Mean N Efficiency
A 3184.70 840 80
B 1247.80 840 90
C 415.60 280 100
Factor: Look-ahead Window (F)
Duncan Grouping Mean N Look-ahead
A 2030.86 840 100
B 1912.96 280 1500
B 1902.51 840 250
duration of breakdown are shown in Figures 4.10-4.12. In higher efRciency 
levels or in short breakdowns, the look-ahead windows produce very similar 
performances. This effect is even stronger when the efficiency is high. How­
ever, when the efficiency decreases or mean duration of breakdown is longer, 
longer look-ahead windows significantly yield lower performances.
4.5.3 R esu lts o f Lead T im e Iteration A lgorithm
The ANOVA for weighted tardiness for lead time iteration algorithm is pre­
sented in Table 4.8. The F-test shows that the lead time iteration is robust 
in the sense that the majority of the possible effects are not significant on 
its performance. Only the main effects of utilization, variation, efficiency and 
duration of breakdown are significant. The lengths of the look-ahead window
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Table 4.6: Effects of Look-ahead Window and Scheduling Period 
on Weighted Tardiness (Multi-pass Rule Selection Algo­
rithm)
Scheduling Period Look-ahead Window Average
25 100 2012.26629
50 100 2051.58400
100 100 2028.73282
65 250 1894.89089
125 250 1922.09896
250 250 1890.54839
1500 1500 1912.96000
^  2500
------·  F *1OO
--------■ F=250
-------♦ F== 1 500
70 (Low) 90(High)
U tilizx x tio rx
Figure 4.9: Average Weighted Tardiness versus Utilization (Multi­
pass Rule Selection Algorithm)
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Figure 4.10: Average Weighted Tardiness versus Efficiency (Multi­
pass Rule Selection Algorithm)
Figure 4.11: Average Weighted Tardiness versus Mean Duration of 
Breakdown (Multi-pass Rule Selection Algorithm, Effi- 
ciency=80%)
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Table 4.7; Selection percentages of the rules at each decision point 
and the average CPU time per replication
L-ahead Win. Sched. Per. ATC BD COVERT MOD WSPT CPU
100
100
100
250
250
250
1500
25
50
100
65
125
250
1500
32.49
33.73
32.25
37.65
38.23
38.57
54.00
16.47
15.68
16.50
12.76
12.64
11,57
2.00
34.59
34.65
35.86
43.31
43.52
43.57
40.00
10.00
10.51
8.59
5.82
4.98
5.71
4.00
5.95
5.43
6.79
0.45
0.61
0.57
0.00
1520.08
798.11 
444.32
1256.92
731.55
416.12 
297.76
and scheduling period are not effective for the lead time iteration algorithm. 
Among the two-way interactions, only utilization and efficiency interaction, 
and utilization and mean duration of breakdown interactions are significant. 
Duncan’s range test supports these findings as shown in Table 4.9.
When we compare the single-pass performances with those of multi-pass 
rule selection algorithm, we observe that multi-pass algorithm provides 7.5% 
improvement over the rules on the average. When the utilization is high or the 
processing time variation is low, multi-pass rule selection algorithm is more 
advantageous. The lead time iteration algorithm produce lower weighted tar­
diness with an average improvement of 9.6% over the rules. In higher efficiency 
levels, the multi-pass rule selection yields more improved performances than in 
the lower efficiencies.
If we compare the single-pass performances with those of lead time itera­
tion, we observe that the lead time iteration algorithm produces lower weighted 
tardiness with an average improvement of 9.6% over the rules. While it pro­
duces lower weighted tardiness than the multi-priss rule selection algorithm in 
high utilization level, the multi-pass rule selection algorithm is more effective in 
low levels of utilization. At all levels of processing time variation and efficiency, 
the lead time iteration is more effective as compared with the multi-pass rule 
selection algorithm and single-pass rules.
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Table 4.8: Analysis of Variance for Weighted Tardiness (WT) 
(Lead Time Iteration Algorithm)
Source DF Sum of Squares F Value Pr gt F
Model 204 4628127753.47 126.82 0.0001
Error 1755 313947140.33
Source DF Anova SS F Value Pr gt F
B 9 115808543.20 71.93 0.0001
u 1 750328450.97 4194.42 0.0001
V 1 8583146.32 47.98 0.0001
u*v 1 557577.82 3.12 0.0777
E 2 2168815600.28 6061.96 0.0001
U*E 2 284637329.57 795.58 0.0001
V+E 2 641829.88 1.79 0.1666
U+V*E 2 19358.52 0.05 0.9473
D(E) 4 1201889440.60 1679.67 0.0001
U*D(E) 4 91285489.58 127.57 0.0001
V+D(E) 4 143597.84 0.20 0.9380
U*V*D(E) 4 324093.93 0.45 0.7700
F 2 205876.14 0.58 0.5626
U*F 2 156292.16 0.44 0.6461
V*F 2 79285.56 0.22 0.8013
U+v*F 2 95432.61 0.27 0.7659
E*F 4 108445.48 0.15 0.9623
U*E*F 4 238551.48 0.33 0.8556
V*E*F 4 233195.59 0.33 0.8607
U*V*E*F 4 91062.26 0.13 0.9726
D*F(E) 8 297038.63 0.21 0.9897
U*D*F(E) 8 193969.17 0.14 0.9976
V*D*F(E) 8 359362.95 0.25 0.9807
U*V*D*F(E) 8 152200.06 0.11 0.9990
P(F) 4 152083.15 0.21 0.9316
U*P(F) 4 148489.04 0.21 0.9343
V*P(F) 4 7866.53 0.01 0.9998
U*V*P(F) 4 42043.34 0.06 0.9936
E*P(F) 8 177688.44 0.12 0.9983
U*E*P(F) 8 244903.55 0.17 0.9947
V*E+P(F) 8 159002.95 0.11 0.9989
U*V*E+P(F) 8 11471.68 0.01 1.0000
D*P(E+F) 16 4580.33.14 0.16 0.9999
U*D*P(E*F) 16 8306.54.05 0.29 0.9972
V+d *P(E*F) 16 391.543.55 0.14 1.0000
U*V*D+P(E*F) 16 258803.44 0.09 1.0000
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Figure 4.12: Average Weighted Tardiness versus Mean Duration of 
Breakdown (Multi-pass Rule Selection Algorithm, Effi- 
ciency=90%)
4.6 Conclusions
In this chapter, we have defined and used a new scheduling environment where 
the scheduler has some information about some events that will occur in the 
near future. For this type of environment, we have proposed a simulation-based 
scheduling mechanism. We have tested its effectiveness using multi-pass rule 
selection algorithm and lead time iteration method with an extended experi­
mental study by creating both deterministic and stochastic environments. In 
addition, we have investigated the effects of unforeseen events such as machine 
breakdowns and processing time variation.
The results show that iterative simulation-based scheduling mechanism is 
very useful to improve the system performance. Among the algorithms tested, 
the lead time iteration algorithm is slightly better than multi-pass rule selection 
algorithm which produces better performance than the best single-pass rules.
It was observed that the unforeseen events adversely affect the system per­
formance. Both processing time variations and machine breakdowns cause 
deterioration on the performance of both of the algorithms. This deterioration
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Table 4.9: Duncan’s Multiple Range Test for Weighted Tardiness 
(Lead Time Iteration Algorithm)
Factor: Utilization (U)
Duncan Grouping Mean N Utilization
A 2538.99 980 90
B 1301.54 980 70
Factor: Processing Time Variation (V)
Duncan Grouping Mean N Variation
A 1986.44 980 0.6
B 1854.09 980 0
Factor: Efficiency (E)
Duncan Grouping Mean N Efficiency
A 3091.71 840 80
B 1254.09 840 90
C 404.50 280 100
Factor: Look-ahead Window (F)
Duncan Grouping Mean N Look-ahead
A 1944.24 280 1500
A 1919.55 840 100
A 1912.99 840 250
is almost in the same rate for the algorithms.
The length of the look-ahead window is effective on the performance of 
multi-pass rule selection algorithm. However, the scheduling period is not 
too much effective. It is important to select the proper time period for the 
look-ahead window. If an appropriate look-ahead window selected, then the 
scheduling period is not so important. For the lead time iteration method, both 
the look-ahead window and scheduling period are not statistically significant. 
The levels of utilization and unexpected events determine the performance. 
This shows the robustness of the lead time iteration method. With improved 
waiting time estimations, the system performance is not too much affected 
by the revision of scheduling decisions with shorter scheduling periods. Since 
the lengths of the look-ahead and scheduling period directly affect the time to 
make the scheduling decisions, we can select the longer look-aheads with longer
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scheduling periods to decrease the computational burden.
In our implementation of iterative simulation-based scheduling mechanism, 
we make the scheduling decisions in two types according to the scheduling 
algorithm. In multi-pass rule selection, we select the rule to implement during 
the next scheduling period, whereas we seek to make better and better waiting 
time estimates in the lead time iteration method. Namely, we make global 
scheduling decisions at the beginning of scheduling period, and we implement 
the scheduling decisions dynamically over time. The remaining part of the 
scheduling decisions such as determining the start times of certain operations 
are determined in a dynamic manner during the implementation of the global 
decisions. We do not actually generate a static off-line schedule as opposed 
to the traditional approaches. If there is no unexpected event in the system, 
then the global decisions determine the full schedule over the scheduling period. 
However, if unforeseen events occur in the system, then the dynamic and state- 
dependent nature of the algorithms makes the remaining decisions as the events 
occur in the system. By this way, the algorithms which are dynamic and state- 
dependent in nature inherently develop their reactions to the events until the 
next decision point. At the next decision point, a new set of global decisions 
are made according to the new conditions of the system.
The results show that when we use such an algorithm which is dynamic 
and robust to certain changes, there is no need to revise the global scheduling 
decisions more frequently even if there are significant interruptions or variations 
in the system during the real-life implementation of these global decisions. This 
situation is especially true when the lead time iteration method is considered. 
If the algorithm implemented in the iterative simulation mechanism were not 
dynamic and robust, then revision of the scheduling decisions at certain time 
points would be a critical issue. In our case, we utilize the information for 
the next forecasting horizon explicitly during the decision making process. We 
assume that the arrival times and other characteristics of the jobs are known 
with certainty at the beginning of scheduling period. The only unforeseen 
events are machine breakdowns and processing time variations. However, the 
results of the experiments have indicated that these two events do not necessiate
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frequent revision of the scheduling decisions. Namely, stochastic environment 
which is characterized by processing time variations and machine breakdowns 
may not really magnify the effects of the timing of the scheduling decisions. The 
results also indicated that the information about the arrival times and other 
characteristics of the jobs are more critical. For this reason, if we had order 
cancelations, rush job arrivals, or operational changes in jobs, more frequent 
scheduling revisions would result better performances.
Also, if an off-line schedule was generated at decision points (all of the deci­
sions are made at one time), then the proper setting the frequency of schedul­
ing would be even more effective. In this case, the more frequent scheduling 
with shorter scheduling periods would yield better performances. The results 
of traditional scheduling/rescheduling study is that more frequent scheduling 
makes the performance better at the expense of system nervousness and solu­
tion time. When the scheduling is performed by considering only on-hand jobs 
in a static manner, and revisions of the schedules are made either in occur­
rence of dynamic events (job arrival, machine breakdown, etc.) or frequently 
without waiting the stochastic events, the system performance gets better. If 
we stick to the prespecified static schedule in spite of these events, then the 
overall performance even gets w'orse since the current schedule does not reflect 
the current shop status anymore.
Chapter 5
Conclusions
In this thesis we studied job shop scheduling problem under dynamic and 
stochastic environment. We first focused on the dynamic and deterministic job 
shop scheduling with priority dispatching rules. Then we developed and tested 
on-line reactive scheduling policies in a dynamic and stochastic environment 
under random machine breakdowns. Finally, we proposed a simulation-based 
scheduling mechanism and investigated the effects of stochastic events on the 
performance of the system. Detailed discussion of results of each study have 
been presented in the conclusion sections of chapters. Here, we summarize 
these conclusions in a comprehensive manner, and outline further research 
directions.
At the first stage of the thesis, we studied several priority dispatching rules 
for the dynamic job shop problems. Our special emphcisis was on the bottleneck 
dynamics heuristic. We tested several versions of BD for the first time. We also 
compared the performances of bottleneck dynamics and its myopic counterpart 
(АТС) with the performances of 16 different priority dispatching rules. The 
results showed that the complex rules designed for weighted tardiness objectives 
such as COVERT, АТС and BD were better than the the other rules. However, 
BD was not significantly better than the COVERT and АТС, despite it used 
more global information about the job and the system itself. In simulation 
experiments, it was noted that the inserted idleness improved the performances
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of АТС and BD significantly if the system was not heavily loaded.
At the second stage of the thesis, we studied the reactive scheduling prob­
lem in stochastic environments where random machine breakdowns occur in 
the system. Here, we proposed several reactive scheduling policies consist­
ing of rerouting mechanisms to response the unexpected machine breakdowns 
and tested their performances under various operating conditions. The results 
showed that the proper selection of a reactive policy against an unexpected 
event depends on the type and level of the event and the system characteris­
tics. Utilization level of the system, duration and frequency of the unexpected 
events are some of these factors that affect the best reactive policy.
The last stage introduced a more realistic manufacturing environment where 
scheduling problem is an intermediate level of a global planning problem. In 
such an environment we proposed an iterative simulation-based scheduling 
mechanism that utilizes two different improvement procedures (multi-pass rule 
selection algorithm and lead time iteration algorithm). This mechanism uses 
discrete-event simulation as a decision making and evaluation tool. By using 
this scheduling mechanism, some part of the scheduling decisions are made 
at decision points while the remaining decisions are left to be determined ac­
cording to the dynamic changes in the system. We analyzed the interactions 
between the forecasting horizon, scheduling period, look-ahead window, and 
the unexpected events such as machine breakdowns and processing time vari­
ations. The experimental results indicated that the improvement procedures 
improve the performances of the priority dispatching rules significantly at the 
expense of some computational time. Also, the determination of the look-ahead 
window is an important factor for the multi-pass rule selection algorithm, while 
lead time iteration algorithm is relatively robust to the lengths of forecasting 
horizon and scheduling periods.
From these conclusions, we suggest the future research topics as follows:
• Although existing priority dispatching rules are tested in our study, there 
is a need to further study the dynamic job shop scheduling problem and
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propose new rules for different objectives. BD was an attempt to achieve 
this goal, but it was not sufficient to get better performances. As the 
experimental results have indicated the performance of BD in terms of 
percent of tardy jobs is very good, but its conditional tardiness perfor­
mance is not very good. The improvement methods on the conditional 
tardiness without sacrificing percent of tardy job performance might yield 
very good tardiness performances. Inserted idleness in a more extended 
way can be helpful.
• Iterative improvement techniques for priority dispatching approach is 
very effective as compared with the single-pass rules. However, to utilize 
this method, either we must have static environment, we have perfect 
information about the future or we implement the improvement method 
as an off-line scheduling method in a dynamic environment. Two it­
erative methods in the second case are investigated in our study. The 
investigation of the methods in other cases are remained for the further 
research.
• The reactive scheduling and control in stochastic environments has to be 
further studied. The event-driven rescheduling, partial rescheduling, and 
performance-driven rescheduling are needed to be investigated in detail 
in the future. The classification of the events and some characteristics of 
the system are important factors to select the best reactive policy. For 
this reason, it is essential to determine which reactive scheduling and 
control scheme is utilized at which level and type of events and in which 
environment.
• Discrete-event simulation can be used as an evaluation tool to compare 
the different scheduling alternatives. One implementation is proposed in 
this study. When the computer power and information systems capabil­
ity of the today’s systems are considered, the gain from the simulation 
in such a way might be more encouraging. In this track, it is needed to 
efficiently combine the physical manufacturing systems with the simu­
lation mechanisms and further investigate the simulation-based schedul- 
ing/planning systems. The application area of the simulation might be
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rule selection, determination of bottleneck machine, or even generation 
of a static off-line schedule.
These are some of the areas open for the future research.
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