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Abstract—Phase transformations in prototype high strength polycrystalline nickel-based superalloys of varying Ti/Nb ratio are studied using
time-resolved, high resolution X-ray synchrotron diﬀractometry. The dissolution kinetics of the ordered phase Ni3(Al, Ti, Nb, Ta) upon heating
to the solutioning temperature of 1200 C and its reprecipitation on cooling are deduced; eﬀects of varying Nb and Ti alloy composition on the
reaction kinetics are identiﬁed. Heating to 800 C does not alter substantially the fraction of the strengthening phase Ni3(Al, Ti, Nb, Ta) but further
heating causes its rapid dissolution. At higher temperatures, evidence is provided for the formation of further ordered phases; Ni3(Ti, Ta) is proposed
and possibly Ni0.45Ta0.55; cooling causes their dissolution and reprecipitation of Ni3(Al, Ti, Nb, Ta), so that it seems probable that the reactions are
coupled. The unforeseen high temperature precipitation of further ordering by phases other than Ni3(Al, Ti, Nb, Ta) implies the possibility of a con-
tribution by them to the high temperature mechanical behaviour of these materials, which until now has been thought to be solely due to Ni3(Al, Ti,
Nb, Ta). The MC carbide, probably TiC, is stable even at the solution heat treatment temperature; no evidence of reactions involving other carbides
such as M23C6 is found.
 2015 Acta Materialia Inc. Published by Elsevier Ltd. This is an open access article under the CCBY license (http://creativecommons.org/licenses/by/
4.0/).
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Engineering alloys – for example those based upon Al,
Fe, Ni and Ti – rely upon a phase transition to confer opti-
mised properties. For the nickel-based superalloys one uses
an ordering reaction involving long-range diﬀusion to
transform the c matrix phase to precipitates of compound
Ni3(Al, Ti, Nb, Ta), denoted as c0, with an L12 crystal struc-
ture. Dislocations cannot enter the precipitates easily; pla-
nar defects such as anti-phase boundaries and complex
stacking faults of high energy arise if they do, resulting in
considerable strengthening. This is the primary source of
the excellent high temperature performance of these alloys
[1].
The size, distribution and morphology of these c0 precip-
itates must be carefully controlled during processing heat
treatments to optimise the mechanical performance of the
nickel-based superalloy. To ensure this carefully tailored
microstructure does not change when it is subjected to ele-
vated temperatures in service, the lattice misﬁt between the
c and c0 phases must be minimised to retain interfacial
coherency. The addition of refractory elements, primarily
added to confer high temperature strength, heavilyhttp://dx.doi.org/10.1016/j.actamat.2015.04.046
1359-6462/ 2015 Acta Materialia Inc. Published by Elsevier Ltd.
This is an open access article under the CC BY license (http://creativecommon
⇑Corresponding author.inﬂuences the lattice parameters of the c or c0 phases which
they partition to [2,3], directly aﬀecting lattice misﬁt. This
sensitivity of element partitioning to each phase is
further inﬂuenced by processing heat treatments, and in
particular, cooling rates from above the c0 solvus
temperature [4,5]. Whilst it is clear that the optimal alloy
performance is dependent on alloy composition and the
conditions of thermo-mechanical processing, the
kinetics of the c! cþ c0 transformation have yet to
be quantiﬁed in a meaningful manner. For example,
time-dependent-transformation (TTT) or continuous cool-
ing transformation (CCT) diagrams are not widely avail-
able, as they are for low alloy steels. Possibly this is
because the transformation is rapid, with rather limited
possibilities to quench-in partially-transformed conﬁgura-
tions for study using analytical methods such as electron
microscopy [6].
Using a classical approach to the nucleation and growth
of precipitates [7], one may argue that with suﬃcient under-
cooling of the supersaturated c matrix, nucleation of c0 pre-
cipitates will occur. These will grow at a rate depending on
the time-dependent diﬀusion ﬁelds in the vicinity of each
precipitate. If the cooling rate is suﬃciently fast, the size
of these diﬀusion ﬁelds will be restricted by the diﬀusional
mobility of the elemental species, leading to channels ins.org/licenses/by/4.0/).
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As the material is cooled further, another nucleation burst
occurs in these channels, supersaturated in c0 forming
elements [9]. The ﬁnal microstructure, if cooled from a
supersolvus temperature, will be composed of a bimodal
distribution of secondary c0 and signiﬁcantly smaller
tertiary c0 precipitates. Such distributions will heavily
inﬂuence the performance of the material and has thus been
the subject of numerous experimental and modelling stud-
ies [6,9–13]. Understanding of superalloy microstructures
is further complicated by the formation and evolution of
second phases which, whilst present in only minor quanti-
ties, can have a substantial inﬂuence on the microstructure
and hence the properties of these materials [14].
It follows that post-mortem analysis of the microstruc-
ture at ambient temperature is unlikely to provide the mea-
surements needed for the reaction kinetics to be quantiﬁed
in an accurate way. Instead, in situ time-resolved measure-
ments are needed, ideally of very high spatial resolution.
One can argue that this is a grand challenge in the ﬁeld
of superalloy metallurgy, which has yet to be addressed in
a systematic and concerted way; if progress could be made,
then it would represent a signiﬁcant step in the search for
optimised heat-treatments to confer the best properties.
To date, X-ray synchrotron experiments have proved
invaluable in gaining fundamental insights into the beha-
viour of nickel-based superalloys [15–17], as well as X-ray
measurements of these materials made at elevated temper-
atures [5,18–20]. In this paper, synchrotron X-ray methods
are used to measure the reaction kinetics of the ordering
reaction. A number of diﬀerent polycrystalline alloys are
used, of composition comparable to that employed in engi-
neering practice with a target operational temperature of
800 C. This study reveals the kinetic response of these
materials up to this temperature and beyond to determine
the compositional sensitivity to service and processing
temperatures.2. Experimental procedures
Polycrystalline nickel-based superalloys were manufac-
tured by ATI Powder Metals using a lab scaled version of
a commercial powder metallurgy process. The three diﬀer-
ent alloys contained varying concentrations of Ti and Nb
with Nb being substituted for Ti on a 1:1 basis. The
measured composition of each alloy is listed in Table 1.
For this study, disc-shaped samples measuring 3mm in
diameter by 1mm thick were cut from the forgings using
electro-discharge machining. Any surface oxide resulting
from this process was removed using abrasive media.
Synchrotron experiments were conducted at Diamond
Light Source using the I12 high energy beamline [21]. The
beamline was equipped with a Thales Pixium RF4343 2D
detector and a Linkam TS1500 furnace, permitting the
acquisition of diﬀraction patterns in situ during heat
treatment cycles. A ﬂow of argon gas was supplied to theTable 1. Measured compositions (at.%) of alloys used in this study.
Name Cr Co W Al Ti
ABD-D2 18.91 18.49 1.00 7.89 4.3
ABD-D4 18.63 18.64 0.93 7.90 4.0
ABD-D6 18.94 18.83 0.94 8.07 2.9furnace to minimise oxidation of the alloy during the exper-
iment. An illustration of the experimental setup is shown in
Fig. 1.
For each experiment, X-ray diﬀraction patterns were
obtained with the area detector located 1.6m from the
specimen. A thermal process typical of a super-solvus
heat-treatment used on current generation turbine disc
alloys was applied to each alloy tested. This comprised a
controlled heating rate of 1 C s1 to approximately 30 C
above the c0 solvus temperature. During the diﬀraction
experiments, each sample was held above its solvus temper-
ature until the c0 superlattice reﬂections, associated with the
presence of this phase, could no longer be observed. The
specimens were subsequently cooled to 300 C at 1 C s1.
The solution temperatures given to each material are listed
in Table 2. The target heat treatment temperatures were
chosen based upon c0 solvus temperatures previously
measured using diﬀerential scanning calorimetry.
During the diﬀraction experiments, a beamline energy of
79.89 keV was used and calibrated, along with the sample
to detector distance, using a NIST 674b CeO2 standard.
The beam size was ﬁxed at 0.5 mm  0.5 mm, which deter-
mined the data acquisition rate of 0.5 Hz. To account for
measured temperature discrepancies between the beam
position and the furnace thermocouple, the true furnace
temperature was calibrated using a platinum foil of 99.9%
purity. The foil was heated to 1250 C at a rate of
0.5 C s1 whilst collecting diﬀraction patterns. With
knowledge of the lattice parameter expansion as a function
of temperature from the literature [22], temperature oﬀsets
were calculated from discrepancies between the expected
and measured lattice parameters.
Micrographs of each material tested, before and after
heat treatment, were obtained using a JEOL-6500F
scanning electron microscopy (SEM), operating with an
accelerating voltage of 10 kV and a beam current of
9 nA. Prior to this characterisation, the sample surfaces
were ground and polished with increasingly ﬁne media to
a 1 lm ﬁnish. This was followed by chemical–mechanical
polishing with 1:1 diluted colloidal silica prior to immersion
etching with Kalling’s waterless reagent (2 g CuCl2, 50 ml
ethanol & 50 ml HCl) to reveal the microstructure.3. Data analysis method
A specially developed ﬁtting procedure capable of pro-
viding the c0 volume fraction and the associated lattice mis-
ﬁt as a function of temperature and time has been used.
Each Debye–Scherrer diﬀraction pattern was radially inte-
grated using the open source software, DAWN [23]. All
subsequent data analyses were performed using
MATLAB. To monitor the evolution of the c0 phase,
pseudo-Voigt line proﬁles were ﬁtted to the superlattice
and fundamental reﬂections. From the ﬁtted line proﬁles,
d-spacing and integrated peak intensity were extracted.
These data were used to assist phase identiﬁcation, c0Ta Nb C B Zr
1 0.66 0.00 0.132 0.046 0.039
3 0.64 0.44 0.141 0.103 0.040
0 0.63 1.24 0.119 0.103 0.043
Fig. 1. Experimental setup of the diﬀraction experiment at I12,
Diamond Light Source.
Table 2. Thermal cycle (in C) applied to experimental alloys during
the diﬀraction experiment.
Alloy Measured c0 solvus
temperature
Solution
temperature
ABD-D2 1118 1150
ABD-D4 1120 1150
ABD-D6 1112 1140
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the methods in the following sections.
3.1. c0 volume fraction
To accurately determine the c0 volume fraction, one
must consider the mathematical basis for the integrated
intensity of a diﬀraction line proﬁle. In a multi-phase mix-
ture from an inﬁnitely thick ﬂat-plate sample, for a reﬂec-
tion ðhklÞ of phase a, this may be expressed as [24];
I ðhklÞa ¼ I0k
3
32pr
e4c
m2ec
4
 
pðhklÞ
2V 2a
F 2ðhklÞ
 

 1þ cos
2 2h cos2 2hm
sin2 h cos h
 
W a
qalm
 
ð1Þ
where I0 is the incident beam intensity, k is the X-ray wave-
length, r is the distance from the detector to the scattered
electron, ec is the electron charge, me is the electron mass
and c is the speed of light, pðhklÞ is reﬂection multiplicity,
V a is the unit cell volume, F ðhklÞ is the reﬂection structure
factor, h and hm are the diﬀraction angles for the ðhklÞ
reﬂection and the monochromator respectively. W a and
qa are the respective weight fraction and density of phase
a, and lm is the mass absorption coeﬃcient of the whole
sample. These terms diﬀer depending on the geometry of
the instrument and whether the data acquisition is from
reﬂected or transmitted intensity. For a Debye–Scherrer
geometry in transmission, where hm ¼ 0, Eq. 1 can be sim-
pliﬁed signiﬁcantly to describe the relative integrated inten-
sity, IðhklÞ, given by [25]
IðhklÞ ¼ pðhklÞ F 2ðhklÞ
  1þ cos2 2h
sin2 h cos h
 
AðhÞe2MT ð2Þwhere AðhÞ replaces 1=lm from Eq. 1 to describe diﬀraction
angle dependent absorption. Furthermore, e2MT is intro-
duced to account for the temperature dependence of the
measured intensity, typically called the Debye temperature
factor. From Eq. 2,
2MT ¼ 16p
2hu2s iðsin2 hÞ
k2
ð3Þ
where us is the component of displacement normal to the
diﬀracting planes. Of interest to this study is volume
fraction, /a which is equal to the term W a=qa from Eq. 1.
This small modiﬁcation for the c0 volume fraction, /c0 , is
introduced into Eq. 2 in addition to a scaling factor, Is,
yielding the experimentally measured integrated intensity,
I c
0
ðhklÞ;
I c
0
ðhklÞ ¼ IspðhklÞ F 2ðhklÞ
  1þ cos2 2h
sin2 h cos h
 
AðhÞe2MT/c0 ð4Þ
Using a reference diﬀraction pattern with a known c0
volume fraction, Eq. 4 can be rearranged to obtain the scal-
ing factor Is. Assuming Is remains constant for all diﬀrac-
tion patterns, this expression can be subsequently used to
determine the c0 volume fraction at diﬀerent temperatures.
However, its successful use is dependent on knowledge of
the other terms in the expression. The following section
describes how these terms were derived during this
investigation.
3.1.1. Structure factor
The ABD alloys are multicomponent alloy systems. For
the disordered A1 structured c phase, all elements present
in this phase may substitute for Ni. This has a direct eﬀect
on the structure factor which can be calculated with knowl-
edge of the phase composition. For any ðhklÞ reﬂection
with an A1 crystal structure in the ABD alloys, the general
solution is
F cðhklÞ ¼
X
cZf Z 1þ epiðhþkÞ þ epiðhþlÞ þ epiðhþkÞ
  e2piðhþkþlÞ
ð5Þ
where cZ is the occupancy and f Z is the atomic scatting fac-
tor for each element, Z. To obtain the required quantity of
F 2 in Eq. 5, F, is multiplied by its complex conjugate, F ,
i.e.
F 2ðhklÞ ¼ F ðhklÞF ðhklÞ ð6Þ
For a binary composition, with elements X and Y, assum-
ing perfect long range order, these elements have unique
sublattices, and their positions are denoted as a and b
respectively. As described by Nix and Shockley [26], the fol-
lowing parameters can be used to describe long range
order,
rX a = the fraction of X atoms on the correct a site.
rY b = the fraction of Y atoms on the correct b site.
wY a = the fraction of Y atoms on the incorrect a site.
wX b = the fraction of X atoms on the incorrect b site
hence rX a þ wY a ¼ 1 and rX b þ wY b ¼ 1. By deﬁnition, the
structure factor is the sum of all scattering intensities in
the unit cell, or otherwise, this is the sum of the atoms
appearing on each a and b site. The general structure factor
for long range order in a two-phase mixture is given by [27]
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X
a
rX af X þ wY af Yð Þe2piðhxnþkynþlznÞ
þ
X
b
rY bf Y þ wX bf X
	 

e2piðhxnþkynþlznÞ ð7Þ
This expression can be simpliﬁed for the ordered L12 c0
crystal structure in Ni-based superalloys, where the ‘Ni’, a
site has fractional Cartesian coordinates along xn yn zn of
1
2
1
2
0; 0 1
2
1
2
; 1
2
0 1
2
, and the ‘Al’ site b, has coordinates 000.
For all possible elements, the c0 structure factor for any
ðhklÞ becomes
F c
0
ðhklÞ ¼
X
a
cZaf Z 1þ epiðhþkÞ þ epiðhþlÞ þ epiðhþkÞ
 þX
b
cZbf Z
ð8Þ
where any element, Z, can occupy site a or b. Each element
has an associated site occupancy, denoted as cZa or cZb ,
where for all elements
P
acZa ¼ 1 and
P
bcZb ¼ 1. The
atomic scattering factor for each element, f is typically
expressed as [27]
f ¼ f 0 þ Df 0 þ iDf 00 ð9Þ
where f 0 is the atomic scattering factor, and Df
0;Df 00
denote the real and imaginary parts of the dispersion cor-
rection. Values for the correction terms were obtained at
the experimental X-ray energy from tabulated values [28].
For 0 < ðsin hÞ=k < 2:0 A˚, f 0 can be approximated by the
following expression
f 0 ¼
X4
i¼1
aie
bi sin2 h=k2ð Þ þ c ð10Þ
where ai; bi and c are tabulated coeﬃcients found in Ref.
[29] dependent on each element.
3.1.2. Thermodynamic modelling
Thermodynamic modelling was required to estimate the
composition of the c and c0 phases during the heating cycle,
necessary for the structure factor calculation. Calculations
were conducted with Thermo-Calc [30] using the
Thermotech TTNi8 thermodynamic database [31]. To sim-
ulate the two phase (c=c0) microstructure only the c
(FCC-A1), c0 and MC carbide phases were included within
the thermodynamic database, whilst all other phases were
suspended. The mole fractions of these phases were
assumed to be approximately equal to their volume frac-
tion. The TCNi6 database [32] was also used to predict
the temperature dependent c0 site occupancies, as required
by Eq. 8. This accounted for site exchange and does not
need assumption of certain elements assigned solely to a
single sublattice.
3.1.3. Temperature and absorption factors
To practically measure the c0 volume fraction, one may
consider the c0 superlattice reﬂections only. This eliminates
errors associated with peak overlap. For each superlattice
reﬂection, Eq. 4 shows that following elimination of the
structure factor, multiplicity and Lorentz polarisation fac-
tor, the intensity variation between the reﬂections arises
from absorption and temperature factors only. With the
bulk composition remaining ﬁxed during the thermal cycle,
the absorption can be assumed to be constant throughout
the experiment. At room temperature, the eﬀect of
temperature was assumed to be negligible, and hence theabsorption factor could be isolated. Fitting a linear func-
tion through the integrated intensities versus h provided a
scaling factor to compensate for this eﬀect. This correction
was applied to all diﬀraction patterns obtained from the
thermal cycle.
To compensate for the intensity variation due to the
Debye temperature factor, e2M , the log of the intensity
for each ﬁtted superlattice reﬂection was plotted against
sin2 h=k. Thus, the gradient is next used to approximate
the 16p2hu2s i term from Eq. 3. This method assumes thathu2s i is a constant. However, by deﬁnition, it may diﬀer by
orientation and for each hkl. As the residual from a linear
ﬁt was small, this assumption was deemed to be appropri-
ate, indicating that for these materials tested, the measur-
able variation of hu2s i for each hkl is not signiﬁcant.
3.2. Lattice misﬁt determination
The diﬀraction pattern from the L12 c0 phase comprises
fundamental and superlattice reﬂections, whereas the A1
structure c phase comprises fundamental reﬂections alone.
Due to the similar lattice parameters between these two
phases in conjunction with the large intrinsic reﬂection line
widths, the fundamental reﬂections overlap. This renders
determination of the peak positions and subsequent lattice
misﬁt measurement diﬃcult. By using the position of the
superlattice reﬂection, the associated parallel, higher order
fundamental reﬂection position can be inferred [33]. By ﬁx-
ing the position of the c0 fundamental reﬂection, the posi-
tion of the overlapping c reﬂection can be ﬁtted. Such
procedures must be used instead of conventional Bradley–
Jay [34] or Cohen [35] methods due to the inherent weak-
ness of the superlattice reﬂections, providing few reﬂections
available for ﬁtting.
In addition to inferring the superlattice position from a
corresponding fundamental reﬂection, peak shape
information can also be used. To determine the peak shape,
the intensity of each superlattice reﬂection was normalised,
ﬁtted, and the peak coeﬃcients were recorded as a function
of h. Each of these terms was ﬁtted with a polynomial,
enabling each line proﬁle coeﬃcient to be interpolated for
the h value associated with the fundamental reﬂection.
The line proﬁle coeﬃcients were also independently
obtained as a function of h from the CeO2 specimen
standard, giving good agreement to those obtained
from the superlattice reﬂections. This may be expected as
the peak shape was dominated by the instrumental
broadening. From the calculated fundamental reﬂection
peak shape, the peak intensity still remains an unknown.
To solve this, the previously calculated c0 volume fraction
can be used.
Referring to Eq. 4 to describe the intensity of a c0
reﬂection, the equivalent can be written for c. In the cir-
cumstance of overlapping fundamental reﬂections from
the c and c0 phases, the misﬁt is small, and therefore
hc  hc0 . Eliminating the Bragg angle dependent terms
yields the following approximation
I c
0
ðhklÞ
I cðhklÞ
¼
F 2ðhklÞ
 
c
F 2ðhklÞ
 
c0
/c
/c0
ð11Þ
Assuming that the volume fraction of any minor phases
is small, the volume fraction of c can be approximated by
/c  1 /c0 . With this, Eq. 11 can be solved. With the
248 D.M. Collins et al. / Acta Materialia 94 (2015) 244–256correct solution, Ic
0
ðhklÞ can be deducted from the fundamen-
tal reﬂection to provide I cðhklÞ with the ratio given by Eq. 11.
A simple root ﬁnding algorithm was used to scale I c
0
ðhklÞ until
this condition was met.
Once the line proﬁle of the c phase had been obtained,
this was ﬁtted with a pseudo-Voigt proﬁle. The
d-spacings were converted to lattice parameter, and used
with the c0 lattice parameters to obtain the lattice misﬁt.
This was calculated using the following expression
d ¼ 2 ac0  ac
	 

ac0 þ ac ð12Þ
where d is the lattice misﬁt and ac0 and ac are the c0 and c
lattice parameters.4. Results
4.1. Microstructure
Micrographs of each alloy composition before and after
the in situ thermal cycle are shown in Fig. 2. Each condition
is shown at two magniﬁcations to reveal all features of the
microstructure. For these alloys, the etching process has
preferentially removed the c phase, leaving the c0
precipitates in relief. In all conditions examined, the
presence of any other phases was not found. As a
generalisation, each alloy was shown to have a trimodal
c0 distribution with primary c0 precipitates decorating the
grain boundaries, with a typical size of 0.8 lm. Examples
of these precipitates are clear in all micrographs at the
lower magniﬁcation. Furthermore, every condition had
intragranular distributions of secondary (150–200 nm
diameter) and tertiary c0 precipitates (<50 nm diameter).
The smallest tertiary c0 precipitates can be seen in the higher
magniﬁcation micrographs in clusters within the secondary
c0 channels.
Diﬀerences in the microstructure before and after heat
treatment can be seen in Fig. 2, with changes to the size,
distribution and/or morphology of the c0 precipitates. TheFig. 2. Micrographs of each alloy compositionprimary c0 precipitates in ABD-D2 are shown to be approx-
imately circular in the as-forged condition; changing to a
lenticular morphology that follows the direction of the
grain boundary following heat treatment. The proportion
of primary c0 in this alloy also reduces following the
thermal cycle. Heat treatment of ABD-D2 also resulted in
a larger mean diameter of the secondary c0 precipitates
compared to the as-forged condition. By comparison, little
change in the size of the intragranular precipitates between
the as-forged and heat treated conditions of ABD-D4 and
ABD-D6 is seen. It is also shown that following heat
treatment, the resulting size of secondary and tertiary c0 dis-
tributions appears almost identical between each alloy com-
position examined.
4.2. X-ray diﬀraction
The full diﬀraction data sets collected throughout the
thermal cycles for each alloy are shown in Fig. 3 with a
2 C temperature resolution. Without any further data
reduction, clear evidence of phase transformations at ele-
vated temperatures can be seen. Superlattice reﬂections
associated with the c0 phase disappear as the phase dis-
solves, whilst reﬂections associated to other additional
phases simultaneously appear, indicative of a coupled reac-
tion. Evidence of this is present in each alloy, though the
strength of these reﬂections diﬀers between each. For exam-
ple, a strong reﬂection at 2.75A˚1 is visible in every alloy
and is not characteristic of the expected phases; namely c; c0
and an MC carbide phase. An approximate symmetry from
heating to cooling is shown, demonstrating the formation
of the unexpected phases is stable only at high temperature.
4.2.1. Evolution of c and c0
Using a plot of integrated intensity for the c0 superlattice
reﬂections, as shown in Fig. 4, direct observation of the
phase dissolution during heating and formation during
cooling is evident. The c0 solvus temperatures given in
Table 2 are validated here by the X-ray integrated intensity
reducing to approximately zero at this independently mea-
sured temperature. The response of the {100}, {210} andbefore and after the in situ thermal cycle.
Fig. 3. Raw X-ray diﬀraction data throughout the heating and cooling thermal cycle for each of the alloys studied.
Fig. 4. Integrated reﬂection intensity of selected c0 superlattice reﬂections during heating and cooling for (a) ABD-D2, (b) ABD-D4, and (c) ABD-D6
alloys.
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Fig. 5. Evolution of c0 volume fraction throughout the (a) heating and
(b) cooling thermal cycles for each ABD alloy.
Fig. 6. Lattice misﬁt for (a) heating and (b) cooling thermal cycles for
each ABD alloy examined.
250 D.M. Collins et al. / Acta Materialia 94 (2015) 244–256{211} reﬂections are shown for each alloy, though the
{110} reﬂection has been omitted due to it overlapping
with a minor phase peak. Therefore, unambiguous separa-
tion of such peaks is unreliable, particularly when their
positions are almost identical. Furthermore, superlattice
reﬂections with an index higher than 6 were deemed to be
too weak to reliably ﬁt, particularly when the c0 phase frac-
tion was low.
From the intensity change observations, as the material
is heated, the relative intensity of each peak slowly
decreases before dropping rapidly when the temperature
exceeds 800 C. The rate of intensity reduction remains
approximately constant until the reﬂection can no longer
be distinguished from the background. As the material
cools, the superlattice reﬂection intensity increases, though
for each material, at a comparably slower rate than the
dissolution.
Whilst observations of relative intensity change can be
used to approximate the dissolution and reprecipitation
of c0, this can be assessed with far greater rigour using
the procedure outlined in Section 3.1. Following this
method, the volume fraction as a function of temperature
can be presented to identify the dependence on (1) alloy
composition, and (2) heating or cooling. This is shown in
Fig. 5.
Comparing compositions, ABD-D2 and ABD-D4 have
a marginally higher volume fraction of c0 at room temper-
ature compared to ABD-D6. As each alloy is heated, their
volume fractions remain approximately constant until a
sudden drop occurs. The 800 C temperature is marked to
identify the target operational temperature of these materi-
als. Using this benchmark, the volume fraction of the Nb
rich ABD-D6 begins to drop just before this temperature
has been reached; falling by 0.03 at 800 C compared to
the room temperature measurement. Conversely, no such
drop is evident in ABD-D2 and ABD-D4 until the temper-
ature has passed 800 C. The rate of dissolution following
this initial drop does not show evidence of alloy depen-
dence, remaining approximately constant.
As each material is cooled, the rate of volume fraction
change increases over a temperature range of 50–100 C,
being greatest for ABD-D6 and smallest for ABD-D2. It
follows that the c0 volume fraction of ABD-D2 increases
at the fastest rate of all of the alloys, reaching 0.46 at
800 C. After cooling further to the ﬁnish temperature of
300 C results in approximately the same c0 volume fraction
as was present at the beginning of the thermal cycle.
ABD-D2 also shows a volume fraction drop between
600 C and 400 C that is not displayed by the other alloys.
This artifact is present from a drop in the measured inte-
grated intensity of the {100} superlattice reﬂection, as seen
in Fig. 4 (a).
A similar cooling behaviour was observed for the
ABD-D4 specimen, though the rate of volume fraction
change was slightly lower than for ABD-D2, subsequently
reaching 0.45 volume fraction at 800 C, and 0.49 at
300 C (compared to a c0 volume fraction of 0.50 at the
beginning of the heat treatment). The c0 volume fraction
of ABD-D6 remains the lowest of all alloys throughout
the cooling, demonstrating that the increase in c0 volume
fraction occurs at a slower rate than the other alloys.
This rate is suﬃciently slow that by 800 C, the c0 volume
fraction has only reached 0.40. Below this temperature,
the volume fraction does not increase much more, resulting
in a ﬁnal c0 volume fraction that was much lower than waspresent prior to the thermal cycle. This change is an
unequivocal result of the composition diﬀerences.
The evolution of the c and c0 lattice parameters for each
alloy has been used to calculate lattice misﬁt, as shown in
Fig. 6. For each alloy, prior to heating ac0 is larger than
ac, resulting in a positive misﬁt. ABD-D6 is shown to have
the largest room temperature lattice misﬁt of 2:0  103,
followed by ABD-D4 at 1:9  103, and ABD-D2 at
Fig. 7. Indexed phases present in the ABD-D2 alloy at (a) room temperature, (b) 800 C (b), and (c) at 1180 C.
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thermal expansion of c and c0 is quite similar, resulting in
a reduction in lattice misﬁt with temperature that is close
to linearity. When the lattice misﬁt falls below
1:0  103 during heating, its change with temperature
reaches a maximum. Notably, this lattice misﬁt corre-
sponds to 800 C; the temperature at which rapid c0 disso-
lution begins, as shown by the c0 volume fraction change. A
zero lattice misﬁt is met by ABD-D2 at a lower temperature
compared to ABD-D4 and ABD-D6. When cooled, the
rank of lattice misﬁt between each alloy is the same as heat-
ing, however, the diﬀerence in magnitude between each
alloy is greater. The lattice misﬁt for each temperature
upon cooling is also smaller than when heated. For exam-
ple, each alloy has a lattice misﬁt of 0.15  103 less at
300 C when cooled compared to heating. The asymmetry
between heating and cooling for lattice misﬁt largely mim-
ics the volume fraction response in Fig. 5, indicating theirbehaviour must be coupled. It can also be seen that the
trends of ABD-D4 and ABD-D6 are quite smooth in
Fig. 6, though is not so for the case of ABD-D2. The bump
at 600 C corresponds to the dissolution temperature of a
minor phase, as discussed in the next section. These reac-
tions must therefore be linked.
4.2.2. Characterisation of minor phases
To unambiguously determine all of the phases present
during the experiment, all phases are identiﬁed and indexed
for diﬀraction patterns at room temperature, the target ser-
vice temperature, 800 C, and above the c0 solvus tempera-
ture at 1180 C in Fig. 7. This example is shown for
ABD-D2. Comparison of the experimental diﬀraction pat-
tern to simulations of the identiﬁed phases are presented.
At room temperature, (a), the phases are c; c0 and an MC
carbide. For the latter phase, this is indexed as TiC with
space group Fm3m, i.e. [36]. Other possible carbides with
Fig. 8. The evolution of example reﬂections at temperature increments throughout the heating and cooling heat treatment for the ABD-D2 alloy.
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diﬀerence lattice parameters than TiC, and hence this phase
is identiﬁed with conﬁdence. Its volume fraction is small, at
<1% for each alloy as predicted by a ThermoCalc equilib-
rium calculation. A single reﬂection at 2.13 A˚1 may well
be a contribution from a boride phase, probably the (010)
reﬂection from the P6/mmm space group of TiB2 or TaB2
(these each have very similar peak positions), which is
expected to be stable in very small fractions at low temper-
ature. However, conﬁrmation of this phase remains uncon-
ﬁrmed without other peaks to identify.
Raising the temperature to 800 C, Fig. 7 (b), shows an
additional phase has formed with the strongest peak at
2.7 A˚. From matching possible crystal structures with ele-
ments expected to be present at this temperature, the com-
pound Ni3(Ti, Ta) with the space group P63/mmc is
identiﬁed as the most likely candidate. The simulated pat-
tern is shown with a 1:1 ratio between Ta and Ti [37].
Some of the peaks from this phase are clearly visible, such
as the (002) and (122), whilst many others overlap with
reﬂections from other phases present. The (240) and
(223) reﬂections, for example, overlap with MC-cubicreﬂections. However, the intensity change of these reﬂec-
tions compared to other MC-cubic reﬂections can only be
explained with the superposition of intensity from another
phase – in this case from Ni3(Ti, Ta). Furthermore, the
large breadth of these reﬂections additionally substantiates
the presence of the Ni3(Ti,Ta) phase. Some other reﬂec-
tions, such as the low index (110) and (111), are not
observed. Firstly, this may be due to the low volume frac-
tion of this phase, such that the weaker reﬂections are lost
in the background intensity. Secondly, the simulated pat-
tern assume perfect Ni3(Ti, Ta) stoichiometry, which can-
not be conﬁrmed from these observations. Diﬀering the
Ti:Ta ratio, or the presence of other elements, would alter
the intensities of this pattern substantially. Therefore,
Ni3(Ti, Ta) is identiﬁed with caution, though from possible
structures that may form from the available elements, this
is the most likely candidate
At the highest temperature, a further phase is formed, as
shown in Fig. 7 (c), with the strongest peak occurring at
1.37 A˚. The temperature of formation is approximately
1000 C, corresponding to the temperate range where c0
is dissolving rapidly, providing elements to form this new
Fig. 9. The evolution of c0, Ni3(Ti, Ta) and Ni0.45Ta0.55 for each alloy throughout the heating and cooling cycle.
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phases at this temperature, the compound Ni0.45Ta0.55 is
the most likely candidate, with a space group, R3m [38].
This structure characteristically has a very strong (010)
reﬂection in the proximity of the reﬂection observed in this
study. Other reﬂections are comparably weak; considering
the likely low phase fraction, and the lattice vibration
eﬀects at high temperature, these peaks are not easily distin-
guishable in the patterns observed in this study.
The elements associated with the formation of Ni3(Ti,
Ta) and Ni0.45Ta0.55 at elevated temperatures indicate that
the transformation to these compounds are likely to be cou-
pled to the dissolution of c0. For a qualitative comparison
of these evolving phases, Fig. 8 shows the evolution of sin-
gle peaks from each phase at 20 C increments throughout
the thermal cycle. This is shown for the ABD-D2 alloy.
Firstly, Ni0.45Ta0.55 forms at 980 C during heating,
remaining present at higher temperatures until dissolving
at 900 C when cooled. At the formation temperature,
the measured c0 volume fraction has dropped from 0.5 to
around 0.3, and hence the matrix will be rich in the c0 form-
ing elements. Whilst the Ta concentration in c0 is predicted
by Thermocalc to increase from 0.0104 to 0.0110 between
500 and 980 C, the bulk concentration of Ta in c0 will
see an overall decrease due to the large volume fraction
change. Therefore, Ta given up by c0 could lead to the for-
mation of Ni0.45Ta0.55.
The (002) reﬂection assigned to Ni3(Ti, Ta) in Fig. 8 is
shown to be present from 620 C upon heating, remaining
present at higher temperatures until dissolving at 540 C
when cooled. In contrast to Ni0.45Ta0.55, the measured c0
volume fraction at the Ni3(Ti, Ta) formation temperature
had changed by only a small amount compared to its room
temperature measurement. It is therefore expected that the
Ni3(Ti, Ta) phase volume fraction is small. Both of the
Ni3(Ta, Ta) and Ni0.45Ti0.55 phases exhibit an increase in
Q as the temperature rises, corresponding to a decrease in
lattice parameter. This is most obvious at temperatures
closest to the formation/dissolution of Ni3(Ti, Ta). This is
in opposition to the Q change of c0 which reduces with
increasing temperature due to thermal expansion.
To consider in further detail whether the c0 dissolution
may be coupled to the formation of Ni3(Ti, Ta) and
Ni0.45Ta0.55, integrated reﬂection intensities associated with
these phases have been monitored throughout the thermal
cycle, as shown in Fig. 9. For each alloy examined, the
reﬂections shown are; {001} c0, (002) Ni3(Ti, Ta), and
(010) Ni0.45Ta0.55. Referring ﬁrstly to Fig. 9 (a) forABD-D2, the intensity of the Ni3(Ti, Ta) peak grows over
a very short temperature range. The initial intensity
increase is observed from 603 C and reaches its maximum
at 641 C during heating. This behaviour is also seen in
Fig. 9 (c) for ABD-D6, with the transformation tempera-
ture in this material approximately 15 C higher.
Diﬀerently, the Ni3(Ti, Ta) phase in ABD-D4, Fig. 9 (b),
begins to form at 832 C; reaching its peak intensity when
the temperature is raised by a further 70 C. This peak
intensity is signiﬁcantly lower than seen for the other alloys.
Increasing the temperature beyond the peak intensity sees
the intensity drop signiﬁcantly, disappearing altogether in
the case of ABD-D4. Simultaneously, the c0 intensity drops
and the additional Ni0.45Ta0.55 phase appears, occurring at
946, 1030 and 901 C for ABD-D2, ABD-D4 and ABD-D6
respectively. The maximum intensity for Ni0.45Ta0.55 is
reached at the peak temperature for each alloy except
ABD-D6, in this case, reaching a maximum at 1060 C
before dropping as the temperature approaches 1170 C.5. Discussion
As an alternative to the ﬁtting routine used in this study,
a conventional Rietveld reﬁnement could have been used.
Whilst this has been successful in previous studies of misﬁt
evolution in polycrystalline nickel-based superalloys
[39,40], such treatment of the data would be unsuitable in
this case. A large number of reﬂections from minor phases,
with some changing as a function of temperature, overlap
with some of the reﬂections associated with the c and c0
phases. As the phase compositions or site occupancies of
these minor phases were not known with conﬁdence,
Rietveld reﬁnement could not be used reliably.
The volume fraction and lattice misﬁt measurements
presented in this study are largely dependent on the
assumptions made in the calculations. Most notably are
the calculations of structure factor, F ðhklÞ, dependent on
phase composition, and cZa and cZb , the assignment of c
0 site
occupancies. These terms were all based upon equilibrium
calculations, and are unlikely to be in perfect agreement
with the true values. Without an experimental tool to
extract this information, particularly for high temperatures,
such calculations are impossible without assumptions, as
used here. When the material is cooled rapidly, the diﬀusion
distance of each element in the c matrix is limited [41], con-
trolling the size and distribution of the c0 precipitates. This
will also provide composition diﬀerences for each c0
Fig. 10. A superlattice/fundamental reﬂection intensity comparison
for each ABD alloy during cooling from a supersolvus temperature.
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changed [43]. Such conclusions are, however, assessments
of the ﬁnal microstructure after the thermal cycle is com-
plete, rather than a snapshot during the c0 formation when
the diﬀusion of atomic species is rapid. It is noted by Chen
et al. [43] that the compositions of the larger secondary c0
precipitates have a composition far closer to equilibrium
calculations, whereas the ﬁner tertiary c0 can diﬀer signiﬁ-
cantly. Thus, assumptions made in this study are likely to
be valid for the secondary c0 precipitates, and less so for
the ﬁner tertiary c0. A previous study of the contribution
of tertiary c0 to any measurement of lattice misﬁt is likely
to be negligible, due to its much smaller volume fraction
compared to secondary c0, [40] and thereby its proportion-
ate contribution to reﬂection intensity.
These considerations indicate that results obtained from
this study will be dominated, and be valid only, for sec-
ondary c0. However, a study by Singh et al. [12] claims that
the nucleation burst associated with each c0 precipitate dis-
tribution can be directly observed from a plot of {001} c0
peak to {111} cþ c0 peak intensity ratio. The volume frac-
tion and superlattice intensity results did not report any
similar ﬁndings, nor is this shown in a plot of {001} c0 peak
to {200} cþ c0 peak intensity ratio shown in Fig. 10. Note
that the {111} reﬂection has not been used in this case due
to overlapping reﬂections from other phases.
Theories that include ‘nucleation bursts’ suggest that
during cooling, the rate of change of c0 volume fraction
with respect to temperature will be non-linear if all of the
precipitates within a distribution form at the same time.
From the c0 volume fraction changes observed in this study,
an initial rate change is seen, close the solvus temperature
around 1150 C, though below this, there are no strong
deviations that can be associated with sudden bursts. This
of course could be a consequence of the equilibrium com-
position assumed, where a correct tertiary c0 composition
would change the structure factor, thus aﬀecting the inter-
pretation of each reﬂection intensity. However, even with
this correction, a small volume fraction change would lead
to any subtle change being lost in measurement scatter.
Furthermore, the stochastic nature of nucleation sites will
see a distribution of precipitate-precipitate distances, and
therefore smaller tertiary c0 precipitates will occur over a
range of temperatures depending on the size of the cchannels and the level of supersaturation, aﬀecting the indi-
vidual chemistry of the precipitates. Such formation would
occur over a wider temperature range, giving no sudden
change in volume fraction or lattice parameter/misﬁt dur-
ing cooling. This may well be occurring in the results pre-
sented here. The micrographs shown in Fig. 2 show that
qualitatively the proportion of the c0 volume fraction from
the tertiary c0 distribution is small; indicating that a change
in line proﬁle intensity, irrespective of composition, will be
diﬃcult to distinguish.
The presence of minor phases in the ABD materials is
evident at all temperatures examined. This is of particular
interest in the vicinity of solution heat treatment tempera-
tures, close to the c0 solvus temperature, and at service tem-
peratures. The MC carbide phase, identiﬁed to be TiC, has
been shown to be present for all measured temperatures.
This phase will decompose into M23C6 via the reaction
MCþ c!M23C6 þ c0, though it is typically formed at
low temperatures around 750 C when exposed for an
extended period [44]. There is no evidence of this transfor-
mation for any of the tested alloys during the thermal cycle
given. This is, however, an expected result due to the short
time in the vicinity of this temperature.
The intermetallic compounds of Ni3(Ti, Ta) and
Ni0.45Ta0.45 were identiﬁed as the most likely candidates
to be present at elevated temperature from a comparison
with simulated crystal structures. Comparing these to
experimental data, such as performed in this study, is suﬃ-
cient to identify the likely crystal structure and the predom-
inant elements in each phase, though is not suﬃcient to
determine precise lattice parameters, site occupancies or
the addition of other elements in quaternary or higher
order compounds. During the formation of these phases,
the lattice parameters were shown to reduce with increasing
temperature, dominating any thermal expansion eﬀects,
where this change must instead be dominated by a compo-
sitional change. Thus, it is expected that the simulated pat-
terns do not perfectly match the experimental reﬂections,
without knowledge of the phase compositions. The pres-
ence of these phases at service temperatures, particularly
the ordered Ni3(Ti, Ta) structure, could provide an addi-
tional strengthening mechanism. The implications of such
phases being present are signiﬁcant, and should certainly
be studied by a phase extraction procedure, or otherwise,
in the future. Furthermore, this is of great interest as the
strength of the measured reﬂections associated with the
minor phases did not show a systematic dependence on
composition, i.e. the lowest reﬂection intensity for the
Ni3(Ti, Ta) phase was observed in ABD-D4 – the modal
composition.
The measured c0 volume fraction, c0 lattice misﬁt and
minor phase evolution have been shown to be strongly
dependent on alloy composition. Considering the target
operating temperature of these materials at 800 C,
ABD-D6 containing the highest ratio of Nb in the bulk
composition showed a drop in c0 volume fraction at this
temperature compared to the lower Nb containing compo-
sitions. As c0 is the primary strengthening phase, the static
strength and creep strength of this material is expected to
be lower. The Nb content has also been shown to slow
the kinetics of the c0 forming as the material is cooling, as
evidence of the lower rate of volume fraction increase com-
pared to ABD-D2 and ABD-D4 with lower fractions of
Nb. The lattice misﬁt at 800 C is smallest, and positive,
for alloys that have the highest Ti/Nb ratio. This alone
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microstructurally stable during ageing heat treatments,
though does not consider that Nb content, when present,
slows the kinetics.6. Conclusions
1. Time-resolved in situ determination of the cþ c0 ! c
and c! cþ c0 reaction kinetics in high strength
nickel-based superalloys with varying Ti/Nb ratio are
presented.
2. Using data obtained from high energy synchrotron
X-ray diﬀraction, a specially adapted analysis methodol-
ogy has been used to extract the c0 volume fraction and
c=c0 lattice misﬁt results for the ABD alloys studied,
accounting for the temperature dependent Debye–
Waller factor and c=c0 phase composition changes.
Both the c0 volume fraction and c=c0 lattice misﬁt are
described with a temperature resolution of 2 C.
3. During heating, the volume fraction of the strengthening
c0 phase remains approximately constant to around
800 C; at higher temperatures the volume fraction falls
rather rapidly. This may indicate that 800 C is an upper
limit for the alloys studied, particularly those with a high
Ti/Nb ratio.
4. We determined retardation or acceleration of the reac-
tion kinetics depending upon the Ti/Nb ratio in the
alloy. The greater the ratio, the faster the rate c0 forma-
tion during cooling. Low Ti/Nb provides c0 volume frac-
tions signiﬁcantly below the expected equilibrium
volume fraction after cooling.
5. The MC carbide remained stable at temperatures up to
1180C with no observation of decomposition to the
thermodynamically stable M23C6 phase.
6. It is proposed that Ni3(Ti, Ta), and possibly Ni0.45Ta0.45,
form at temperatures greater that 600 and 950 C
respectively. Ni0.45Ta0.45 is shown to be stable at the
highest temperatures, with evidence of growth at the
expense of c0 and possibly Ni3(Ti, Ta). It is suggested
that Ni3(Ti, Ta), present at 800 C, could provide a
strengthening mechanism at high temperatures in addi-
tion to c0, traditionally the sole phase expected to con-
tribute to strength.
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