Abstract: Turbidity currents occur widely in submarine environments, but field-scale numerical simulations of the flow features have not been applied extensively. Here, we present a two-dimensional layer-averaged numerical model to simulate turbidity currents over an erodible sediment bed, and taking into consideration deposition, entrainment and friction. The numerical model was developed based on the open-source code, Basilisk, ensuring well-balanced and positivity-preserving properties. An adaptive spatial discretization was used, which allows multi-level refinement. The adaptive criterion is based on the dynamic features of the flow and sediment concentrations. The numerical scheme has a relatively high computational efficiency compared with models based on the Cartesian mesh. A hypothetical case based on a true large-scale landform (the Moroccan Turbidite System, offshore NW Africa) was studied. Compared with previous models, the current model accounted for the coupling between flow, sediment transportation and bed evolution. This approach may improve simulation results and also allow the simulation of complex field-scale landforms, while preserving the flow details.
Turbidity currents are particle-laden, gravity-driven underflows in which the particles are largely or wholly suspended by fluid turbulence (Meiburg & Kneller 2010) . Submarine turbidity currents can be caused by sediment failures on the slope, and the dilution and transformation of the resulting landslides and debris flows (Simpson 1997) . Rivers, floods, tides and storms also contribute to its formation (Parsons et al. 2007; Meiburg & Kneller 2010) . Their impact on the ocean environment has attracted a lot of research interest.
There have been a large number of experiments on turbidity currents (e.g. Middleton 1966a Middleton , b, 1967 Parker 1982; Garcia 1993 Garcia , 1994 Hallworth & Huppert 1998; Alexander & Mulder 2002; Imran et al. 2002; Baas et al. 2004; Sequeiros et al. 2009b; Chowdhury & Testik 2011; Motanated & Tice 2016) . However, experimental investigations are inevitably limited by scale and their conclusions only provide approximations for use in field-scale events (Meiburg & Kneller 2010; Imran et al. 2017) . Direct field observations of turbidity currents are rarely reported in the literature because of the destructive power and unpredictability of turbidity currents (Khripounoff et al. 2003; Talling et al. 2012) . Thus, numerical simulations are attractive because they provide details of the flow structures at an affordable cost. Numerical models for turbidity currents can be divided into three categories: layer-averaged, volume-averaged and NavierStokes (N-S) equation-based. Volume-averaged (box) models have been developed to fit the run-out distance against time, with empirical relationships between the current velocity and the Froude number. They are usually applied to understand laboratory lock-released turbidity currents, and are rarely used in field-scale events (Huppert 1998; Meiburg & Kneller 2010; Chowdhury & Testik 2011) . The N-S equation-based models are used to study the character of the turbulence and the vertical structure of the turbidity currents. However, with the unknown structure of the turbulence in the submarine environment and the high cost, these types of models are usually limited to small-scale situations with low Reynolds numbers (Huang et al. 2008; Firoozabadi et al. 2009; Sequeiros et al. 2010; Yam et al. 2011; Ooi et al. 2015) . Therefore, layeraveraged (shallow-water) models are commonly applied to study the macroscopic characteristics of turbidity currents, among which the one-layeraveraged models are most widely applied. Parker et al. (1986) derived the depth-averaged governing equations for turbidity currents as the basic model of this kind. A number of decoupled or partially coupled models have been built where either the feedback impact or the bed deformation itself is considered (Zeng & Lowe 1997a, b; Choi 1998; Imran et al. 1998; Bradford & Katopodes 1999a, b; Fildani et al. 2006; Sequeiros et al. 2009a) . Physically, the currents involve no, or weak, sediment transport with mild bed deformation. Conversely, real turbidity currents are often strongly non-conservative and rapidly exchange sediment with the environment. To fully consider the feedback impacts of bed deformation, Hu & Cao (2009 , 2012a developed a fully coupled model for turbidity currents and solved it based on the finite-volume method.
Many numerical studies have been conducted using laboratory data. However, few have been used to study events at field-scale, and most of them are based on one-dimensional decoupled models (e.g. Hay 1987; Zeng & Lowe 1997a, b; Pirmez & Imran 2003; Fildani et al. 2006; Traer et al. 2015) . Flows along canyons are commonly modelled in one dimension, and the flow condition near the mouths of canyons and abyssal plains is often unresolved. In addition, according to Wynn et al. (2002) and Talling et al. (2007) , the erosion in this area is significant, so the feedback of the deformation of the bed on the current should be considered. To address these problems, two-dimensional fully-coupled models should be used in the field-scale simulation. However, due to the extreme aspect ratio of the canyon and the high requirements of grid size for front tracking, the computational cost of a classical (Cartesian) model is very high. To overcome these problems and bring the two-dimensional fully-coupled simulation of field-scale events into reality, we developed a new scheme of adaptive meshes based on the two-dimensional coupled model proposed by Hu et al. (2012a, b) . We carried out a series of field-scale simulations based on the topography of the Agadir Canyon, and parts of Seine and Agadir abyssal plains, to test the applicability of this model in such highly erosive flows on complex topography.
It should be stated clearly that, similar to all other depth-averaged models, the model in this study has shortcomings in both the procedure of vertical integration and the empirical relationships. Different models of these two problems might lead to very different numerical results. Focusing on the methodology instead of fact-finding, this paper may not include all recent research findings in the section of field-scale simulation.
Physical model

Governing equation
The governing equations for turbidity currents over an erodible bed are the conservation of the mass, the momentum of the current and the mass of the sediment, respectively. A detailed derivation can be found in Parker et al. (1986) and Hu & Cao (2009) . In this study, the model developed by Hu et al. (2012b) was used:
The bed deformation is computed using the Exner equation:
In equations (1-5), t is time, x and y are horizontal coordinates, h(x, y, t) is the depth of the current, u(x, y, t) and v(x, y, t) are the x-and y-components of the layer-averaged velocities, respectively, c(x, y, t) is the layer-averaged volumetric sediment concentration, and z b (x, y, t) is the bed elevation. |U| = u 2 + v 2 √ is the total horizontal speed of the current, g′ = Rgc is the submerged gravitational acceleration, g = 9.81 m s −2 is the gravitational acceleration, R = (ρ s − ρ w )/ρ is the submerged specific gravity, ρ s and ρ w are the density of the sediment and water, respectively, ρ = ρ s c + ρ w (1 − c) is the density of the water-sediment mixture, p is the porosity of the bed, and ρ 0 = ρ w p + ρ s (1 − p) is the density of the saturated bed. E − D is the net exchange flux of the sediment, where E is sediment erosion and D is sediment deposition. The vertical distributions of the concentration and the velocity are not explicitly considered. The shape factors, generated in the depth-integral step, are simply set as unity (Parker et al. 1987) , which might problematic when the vertical distribution is far from uniform.
Empirical relationships
There are three sub-rules in the model that are governed by resistance, erosion and deposition, and entrainment of the surrounding water. In equations (1-5), u * = c D u|U| √ and v * = c D v|U| √ are the bed shear velocities in the x-and y-directions, respectively, c D is the bed drag coefficient with a range of 0.002-0.06 in common situations (Parker et al. 1987) , r w is the ratio of the upper surface resistance to bed resistance (Middleton 1966b; Parker et al. 1986; Zeng & Lowe 1997a, b) , and e w is a fluid entrainment coefficient on the upper surface of the currents, which is estimated by Parker et al. (1986) with the following equation:
where Ri = g′h/|U| 2 is the bulk Richardson number.
is the difference between the sediment entrainment and the sediment deposition flux.
is the settling velocity of the sediment (Zhang & Xie 1993) , ν is the viscosity of water, d is the mean diameter of the sediment particles, c b = r b c is the local near-bed sediment concentration, r b is an empirical coefficient with a value of c. 2.0 (Garcia 1993) , and E s is the near-bed concentration at the capacity condition, which can be estimated by the empirical formula (Parker et al. 1987; Fildani et al. 2006; Hu et al. 2012b) :
where A = 1.3 × 10 −7 is an empirical coefficient,
d/n is the particle Reynolds number, and c p is a correction factor of <1. Parker's formula for sediment entrainment is an empirical formula for relatively coarse sediment, whereas the submarine sediment commonly consists of silt and clay. In the simulation of a field-scale event, the value of c p was set to 0.15, as suggested by Hu et al. (2012b) ; and c p = 1 is used when simulating the experimental cases.
Numerical method
The governing equations are written in a matrix form, as follows:
with
Next, equations (5), (10) and (11) were solved using a finite-volume method based on a SaintVenant solver in the open-source code, Basilisk; a new Harten-Lax-van Leer contact (HLLC) solver was conducted for the Riemann Problem with the volumetric sediment concentration; and a standard splitting method was used to add the source term S f Q . The well-balanced property has been solved by the origin Saint-Venant solver, and the preservation of the positivity of the current depth and the volumetric sediment concentrations are guaranteed through special processing (see the subsection on 'HLLC solver, source terms, positivity-preserving property and other issues' later in this section). (A scheme that does not have the well-balanced property would result in numerical oscillation where currents stay still over rough ground, especially near the front of currents; and schemes solving shallow-water equations could lead to a negative height of current. This non-physical height would not occur if a scheme is positivity preserved.)
Saint-Venant solver in Basilisk
Basilisk is a free software program for the solution of partial differential equations on adaptive Cartesian meshes developed by Popinet (2011) . The Saint-Venant solver in Basilisk was originally designed for tsunami modelling, which solved equation (10) with R = 1, c = 1 and S f = 0. The standard HLLC solver is used to solve the homogeneous problem with the topographical source term to be considered with a particular choice of reconstruction of the bottom topography, which ensures the wellbalanced property and preserves the positivity of the depth (Audusse et al. 2004) . A MUSCL-type un-split discretization combined with a predictorcorrector time-stepping scheme is used to solve the two spatial dimensional problems (Popinet 2011) . The adaptive meshes based on quadtree spatial discretization are used in Basilisk.
HLLC solver, source terms, positivity-preserving property and other issues
The new Riemann Problem with the volumetric sediment concentration coupled in the term of gravity is as follows (in x-split form):
are defined by equation (11), and
represents the Jacobian matrix of the flux func-
. It can be proved that equation (12) is strictly hyperbolic: that is, one can find a complete set of eigenvectors. Four eigenvalues of this system are easily calculated as u, u and u ± Rcgh √ . Therefore, a modified HLLC solver can be built simply by substituting gravity, g, in the standard solver of the Saint-Venant system with Rcg to estimate the two external waves, and adding variables, which include the volumetric sediment concentration in U The topographical source term S b can be added by the well-balanced scheme proposed by Audusse et al. (2004) , which has been produced using Basilisk codes. After the Riemann Problem is solved, the full system equation -equation (11) -with complex source term S f is then solved by a standard splitting scheme (Toro 2001) . Finally, the bed deformation equation -equation (5) -is solved with a first-order explicit scheme.
The positivity preservation of the depth of currents has been solved with the Basilisk codes. However, positivity preservation of volumetric sediment concentration has not been ensured nor proved. Using numerical tests, we found that negative values of concentration are always located at the interfaces of currents where the height is small, or arise from interpolation when adaptive meshes are used and their absolute values are usually small (commonly less than 10 −10 in our test cases where the characteristic concentration is around 1%). Therefore, values of sediment concentration that numerically become negative with absolute values of less than 10 −10
were artificially set to 0. Note that c = 0 and h = 0 should be the same based on the definition; therefore, we take one of them as a criterion for 'no-current' where the other variables should either have no definition or are set to 0. This issue is associated with the interfaces of currents, the interpolation in the adaptations and the instability of the scheme.
The tree-based adaptive meshing scheme is provided by the Basilisk codes. Discretizations were performed with 3 × 3 stencils and the governing equations were solved by traversing the stencils over the domain. Given an error threshold eps, local refinement occurs whenever the local estimate of the interpolation error is greater than eps. Conversely, local coarsening occurs if the error for all siblings is less than eps/k (k = 2). The four siblings are then removed and replaced by the parent grid point. Interpolation occurs at locations where the level of the grids varies in order to calculate values at ghost points out of the boundary of the stencils. The refinement or coarsening occurs if the gradient of the variables concerned varies too much between the levels of the meshes. Interpolation error represents the difference in the gradient between two levels, which is associated with the interpolation scheme and the level of the grids. The details of the adaptive meshing scheme used in Basilisk can be found in Popinet (2011) .
Validations
A well-balanced property over irregular beds with flow discontinuity
The first test case was used to check the wellbalanced property in the present model. The wellbalanced property is associated with the capability of the numerical scheme to solve shallow-water movement to preserve static water conditions over an irregular topography. A non-well-balanced scheme would produce spurious waves, which leads to an incorrect prediction of sediment concentration in these areas. The well-balanced property is evaluated in the flow domain over irregular beds, and also at the boundaries between the flow and non-flow zones. To this end, two islands with different altitudes are defined as:
in an 8 × 8 m domain on a set of Cartesian meshes by level 10 (2 10 grids along one direction). The initial current surface elevation is 0.15 m, and the initial sediment concentration is 0.04. Sediment entrainment and deposition are not considered here. The computed current surface and the sediment concentration profiles remain stationary for a sufficiently long time (e.g. until t = 100 s in the study) (Fig. 1) . Therefore, the modified solver also ensures the wellbalanced property over irregular beds with or without flow discontinuity.
Turbidity currents in a flume over a non-erodible bed
This test case was used to verify the accuracy of the proposed numerical model. The experiments to model the turbidity currents with or without an inner hydraulic jump were reported in Garcia (1993 Garcia ( , 1994 . The experiments were conducted in a 0.3 m-wide and 11.6 m-long channel, which consisted of a 5 m-long inclined bed with a slope of 0.08 (4.6°) in the upstream part, followed by a 6.6 m-long horizontal bed. The flume was filled with clear water as the ambient fluid and initially with no sediment. A turbidity current of known density was released at the top of the inclined bed at a known rate, and the current began to flow down along the slope at t = 0 s. The inlet current thickness was set to 3 cm with a specific layer-averaged inlet velocity.
The computational domain was 11.6 × 0.4 m on a set of Cartesian meshes of level 9. The finer mesh leads to essentially the same numerical results. The parameters of the selected experimental runs in Garcia (1993 Garcia ( , 1994 , GLASSA2 and MIX6, are given in Table 1 . Because the initial bed is rigid with no sand, the updated bed level calculated from equation (5) should be no less than the initial bed level. The inlet current was supercritical, and the critical current condition was used (Ri = 1) at the downstream boundary because of the free-fall condition in the experiment. Figure 2a and b shows the comparison between the computed and measured results (only MIX6) of the elevation of the current in GLASSA2 and MIX6, respectively. Figure 2c and d shows the comparisons between the computed and measured results of deposition thickness against distance. Good agreement is observed for the selected runs. A hydraulic jump was observed in MIX6, but not in GLASSA2, and the same phenomenon can be seen in our simulations. The jump condition was satisfied when there was a hydraulic jump in MIX6. This result demonstrates the accuracy of the model. This flow comes from transformation by a remarkably small, but abrupt, decrease in the seafloor gradient at the base of the exit ramp located at the mouth of the Agadir Canyon. The turbidity current eroded hemipelagic sediment at locations 200-300 m above the canyon floor by up to 4 m. As mentioned previously, most models for turbidity currents do not consider deformation of bed elevation or the impact of it on flows. The present model considered this effect in the simulation of these kinds of field-scale erosive turbidity currents. Figure 3 shows the topography of the study area (image downloaded from the GEBCO_2014 Grid (30 arc-second interval)) by the British Oceanographic Data Centre. Next, a series of simulations of turbidity currents based on the terrain in this area are presented. The simulations demonstrate the ability of this model to study the field-scale turbidity currents with notable bed deformation. We are not able to simulate the flows that actually occurred but use a hypothetical event because the flow conditions are based on interpretations of the ancient sediment samples. This assumption in the flow condition is also one of the main challenges when modelling field-scale turbidity currents (Talling et al. , 2015 . If we conduct the initial condition by setting the flux of the current at some inlet, it is impossible to determine the location and the duration of the source. The inlet velocity and the depth of the currents are also unavailable, Fig. 3 . Terrain of the Agadir Canyon, offshore NW Africa. The computational domain is depicted by the solid box (15°W-10°W, 35°N-30°N) , and the initial locking dam is indicated by the dashed box, where the coordinate of the top left-hand corner is labelled in the figure. The mouth of Agadir Canyon and the limit of major erosion reported by Talling et al. (2007) are labelled. The data of topography were downloaded from the GEBCO_2014 Grid (30 arc-second interval) at the British Oceanographic Data Centre. 2D LAYER-AVERAGED TURBIDITY CURRENT MODEL which describe the process where the turbidity currents form in the post-failure period of submarine landslides. As a result, simulated cases cannot be compared strictly and directly with the event as described by geologists (e.g. Wynn et al. 2002 Wynn et al. , 2012 Talling et al. 2007) . Details of the event are also not clear, except for deposit samples from the canyon and the erosion depth near the mouth of the canyon, which, unfortunately, are not sufficient to verify or validate the numerical model. We set initial conditions in a lock-released manner and conducted three groups of simulations. The first group contained six cases where several levels (8-12, which means 2 8 -2 12 grids in each direction) of the Cartesian meshes were used to check the mesh independence. The second group contained eight cases where Cartesian meshes are used, and a single case of the adaptive meshes that was used to analyse its computational efficiency. The initial volume of the water-sediment mixture and the volumetric sediment concentration are changed to study the impact of these two parameters on the flows, as shown in Table 2 . The third group contained two cases, where maximal concentration and size of the initial volume were used with and without bed deformation.
The bed drag coefficient, c D , was set to 0.004 (Talling et al. 2007 ) and the mean diameter, d, of the sediment particles was set to 20 µm (Talling et al. 2007; Hu et al. 2012a, b; Wynn et al. 2012) . ρ s and ρ w were set to 2650 and 1035 kg m −3 , respectively. The porosity of the bed, p, was 0.5. The computational domain and the initial locking dam are also shown in Figure 3 , where the space was filled with the water-sediment mixture below −2200 m for the initial volume of 171.5 km 3 and below −2400 m for a volume of 31.2 km 3 , respectively. The physical time for the simulation was 1.25 days, by which time the currents in all cases had reached the mouth of the canyon.
Note that the value of p = 0.5 is a bit high for sand, which could be questionable. We did not find any data for porosity values in the study area. As a reference value reported by Flemings et al. (2012) at the Ursa Basin, porosity declines from 80 to 40% with increasing depth below seabed; and it remains approximately 40% when the depth is greater than 100 m. We have run a test case by setting p = 0.4 and keeping the other parameters the same as in case 8. The results (not shown here) are slightly different from the one with p = 0.5; so we let p = 0.5 in the present study.
Results and discussion
In the field and in the simulations for Agadir Canyon, turbidity currents reach the mouth of the canyon, decelerate and spread over the abyssal plain. The strongest turbidity current in the simulations is produced in case 4, with the highest initial sediment concentration of 7% and the largest initial volume of water-sediment mixture of 171.5 km 3 ; while case 5 (row (3) in Figs 4 & 5) is the weakest. When the initial sediment concentration remains the same (1%), the front of the current in case 1 moves more rapidly (c. 3 km/h) than in case 5. where the initial volume in case 1 is 4.5 times greater than that in case 5. When the initial volume remains the same, the current with the higher initial concentration in case 4 propagates and spreads much more rapidly than in case 1.
From rows (1) and (2) that the area of erosion at that location was limited. Thus, a current with a negligible speed out of the limit line at this spot, which would cause a wider area of erosion, should not occur. We find that only case 5 can potentially occur in reality, where both the initial sediment concentration (1%) and volume (31.2 km 3 ) are the smallest in our simulation. If the initial condition, where the water-sediment mixture is given in a way of lock-release, is reasonable and the current fully generates in the upper canyon at one time, then the initial volume of the turbidity current produced by the landslide should not be greater than approximately 50 km 3 . Otherwise, the sediment concentration should be less than 1%, or the initial current speed should not exceed approximately 4 m s −1 (estimated by Rgc 0 h 0 √ , where a value for h 0 of c. 60 m represents the initial averaging depth of the water-sediment mixture). Figure 6 shows the meshes at t = 18 h in case 1 when the mesh is adaptive. The coarsest meshes are in level 7 in the periphery of the flow, and the finest meshes are in level 10 near the front of and inside the currents. The threshold eps is set as 0.1 m for h, 0.5 m for h + z b and 0.001% for c. Results of this simulation on adaptive meshes are the same as those on Cartesian meshes of level 10, while computing time is much shorter (about five times faster).
Note that the effect of resistance in the upper interface, expressed by r w , was not considered in many models. As shown by Middleton (1966b) , for large underflows on low slopes, it is probably small because of the relatively small Fr number and large Re number. In the simulations, r w = 0.43 is used as suggested by Hu et al. (2012b) . We conducted two cases to check the sensitivity of this parameter, by changing it to 0 and 0.2 and keeping the other parameters the same as case 1. Compared with the flows in case 1, where r w = 0.43 -(a1,b1) in Figure 5 -it turns out that the main structure of the height of currents and sediment concentration is not sensitive to this parameter within this range, as shown in Figure 7 .
The volume of erosion in our simulations was calculated from the deformation of the bed. Figure 8 shows that there is a positive correlation between the volume of erosion and the initial sediment concentration with the initial volume of the sediment-water mixture (i.e. the volume of the turbidity current). A large initial volume of turbidity currents with a low sediment concentration and a small initial volume with a high concentration can reach the same total erosion threshold during the same duration (1.25 days in the present simulations: Fig. 8a ). Figure 8b shows the approximate powerfunction relationship between the volume of erosion and the initial sediment volume. The form and parameters of this relationship depend on many other physical factors, such as topography, grain size, porosity of the bed and, potentially, the duration. Further research must be conducted to analyse the functional relationship between the dimensionless volume of erosion scaled by the initial sediment volume and other parameters, which could be achieved by a parameter study using a simpler basin configuration.
We can see from Figure 9 that the deposition is stronger near the original releasing spot in case 4 (c. 2 m), with a large initial volume of watersediment mixture and a high concentration. However, the bed deformation remains almost the same in cases under variable initial conditions.
Compared with the limiting area of erosion at the lower Agadir Canyon (Talling et al. 2007) , the erosional area in case 4, which is designed as an extreme situation, exceeds the limit, which means that the current of case 4 probably overestimates erosion. Case 5 is the only one in our simulations that satisfies the criterion in which the erosional area is concentrated along the canyon, which means that relatively smaller turbidity events are sufficient to reproduce observations. In the upper canyon, large positive values of bed deformation are caused by high speed and long duration. Negative values are at the wall of levees and near the releasing spot in case 5. Talling et al. (2007) reported that up to 4 m of hemipelagic sediment was eroded in locations 200-300 m above the canyon floor, while our simulation reached 2 m of erosion, which is comparable in magnitude.
Note that the law of erosion is formulated based on data from constant-flux laboratory flume tests (Parker et al. 1987 ). It has not been validated at the field scale. The erosion patterns are sensitive to grain size and the correction factor, c p . We ran a test case with c p = 1 (the original Parker formula: Parker et al. 1987 ) and a grain size of 70 µm, keeping the other settings the same as those in case 1. The reduction in the bed height can reach 20 m in the upper canyon. The new empirical parameter c p probably affects patterns of sediment exchange as it includes the physical and geometrical differences between the material in the original experiments and the cases we study. However, the literature on this is rare, which limits discussion of the effect of grain size in the current model. So, even though it is an aspect of concern, we did not study the effect of grain size in the current paper.
The greatest depth of erosion is about 2.5 m, which is much less than the height of the currents, and the simulations were limited to 1.25 days rather than to the final deposition stage. Therefore, coupling the bed deformation with the flow made no obvious difference. The test cases in Group 3 also confirmed this point. However, in the test case with a larger grain size where the erosion was strong, the feedback effect of bed deformation became stronger.
Finally, we give an estimation of the effect of the Coriolis force according to Cossu & Wells (2010) and Cossu et al. (2015) . The rotational effect can be estimated by the Rossby number: Ro = U/Lf, where U is the mean horizontal speed of the current and L is a characteristic length scale. The Coriolis parameter, f = 2Ω sinw at latitude w, Ω = 7.29 × 10 −5 rad s
, is the Earth's rotation about its axis. The study area is at about 32°N, so f = 7.73 × 10 −5 rad s −1 . The length of Agadir Canyon is L C = 460 km and the width is in the range of W C = 5-15 km (Wynn et al. 2002) . The length of the valley L V is approximately 400 km, so the sinuosity can be defined as the ratio of the channel length to the valley length, L C /L V = 1.15, which indicates that the channel is nearly straight ). The averaged radius of curvature for the canyon, R, is calculated to be c. 625 km. The averaged downstream speed varied from 4 to 8 m s −1 between the cases. So the Rossby number Ro L (with the characteristic length scale given by L C ) is in the range of 0.11-0.22 << 1, which indicates that the Coriolis Fig. 9 . Reduction in the bed height in case 5 (left-hand side) and case 4 (right-hand side) at t = 30 h. Two different colourmaps are used to display the landslide and the values of the reduction in bed height by erosion (and negative values for deposition, which is slight except for a small region near the releasing spot in case 4). The mouth of Agadir Canyon is labelled with a rectangle, and the limit of major erosion reported by Talling et al. (2007) is labelled with a dashed line. The area where a large amount of erosion occurs should not far exceed the end points of the dashed line at that spot.
force does deflect the flow. The Rossby number Ro W (with the characteristic length scale given by W C ) is in the range of 3.4-20.7, smaller than |R/W| > 40, which indicates that the Coriolis force is important and gives rise to flow patterns that explain the observations of levee height asymmetry. Indeed, the Agadir Canyon shows a continuously higher right levee because of the Coriolis force (Wynn et al. 2002; Talling et al. 2007) . While the Coriolis force may significantly affect the flow structure, the present model, for the sake of simplicity, does not include the effect of the Coriolis force, but this will be revised in the near future.
Summary
In this study, a solver for a two-dimensional layeraveraged numerical model to simulate turbidity currents over an erodible sediment bed was built based on the Saint-Venant solver in the open-source code Basilisk. A modified HLLC solver for the new Riemann Problem was proposed. The model takes deposition, entrainment and friction into consideration, and numerically solves the full model with these complex source terms using a standard splitting method. The numerical scheme ensures wellbalanced and positivity-preserving properties. An adaptive spatial discretization based on the dynamic features of the flow and sediment concentrations was used, which allowed multi-level refinement and coarsening. This adaptive scheme has a remarkably high computational efficiency compared with models built on a Cartesian mesh.
Hypothetical cases on a true large-scale landform (the Moroccan Turbidite System, offshore NW Africa) were studied. Based on the threshold of erosion near the mouth of the Agadir Canyon proposed by Talling et al. (2007) , the assumed initial sediment concentration and the initial volume of the turbidity current were analysed in the simulations. A powerfunction correlation was found between the initial volume of the sediment and the volume of erosion. The area where currents strongly erode the bed is sensitive to the initial condition. However, local bed deformation remains within the same order of magnitude, while initial conditions vary. A depth of erosion of up to 2.5 m was obtained in the simulation, which is reasonable compared with observations made by Talling et al. (2007) . The feedback effect seems unimportant in the current particular situation; therefore, models without bed deformation might be acceptable, while the proposed coupled model might be more appropriate if erosion is strong.
