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DEFLATION TECHNIQUES FOR FINDING DISTINCT SOLUTIONS
OF NONLINEAR PARTIAL DIFFERENTIAL EQUATIONS
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Abstract. Nonlinear systems of partial differential equations (PDEs) may permit several distinct
solutions. The typical current approach to finding distinct solutions is to start Newton’s method with
many different initial guesses, hoping to find starting points that lie in different basins of attraction.
In this paper, we present an infinite-dimensional deflation algorithm for systematically modifying
the residual of a nonlinear PDE problem to eliminate known solutions from consideration. This
enables the Newton–Kantorovitch iteration to converge to several different solutions, even starting
from the same initial guess. The deflated Jacobian is dense, but an efficient preconditioning strategy
is devised, and the number of Krylov iterations is observed not to grow as solutions are deflated. The
power of the approach is demonstrated on several problems from special functions, phase separation,
differential geometry and fluid mechanics that permit distinct solutions.
Key words. deflation, Newton’s method, distinct solutions, continuation.
AMS subject classifications. 65N30, 65N35, 65H99, 35B32
1. Introduction. Nonlinear problems may permit nontrivial distinct solutions.
This paper is concerned with a computational technique, called deflation, for finding
several distinct solutions of nonlinear (systems of) partial differential equations.
Historically, the first application of related techniques was to finding distinct
roots of scalar polynomials [53, pp. 78]. Let p(x) be a scalar polynomial, and let
x[0], x[1], . . . , x[n] be roots of p identified with some iterative algorithm, such as New-
ton’s method [23]. Then further roots of p may be found by considering the deflated
function
q(x) =
p(x)
n∏
i=0
(x− x[i])
,
and applying the same iterative algorithm to q.1
Brown and Gearhart [16] extended this deflation approach to systems of nonlinear
algebraic equations, by considering deflation matrices M(x; r) that transform the
residual so that sequences that converge to a solution r of the original problem will
not converge to that solution of the deflated problem. Let F be the residual of a system
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1In [47], Peters and Wilkinson draw a distinction between deflation (algebraically dividing the
polynomial p by (x−x[i]), and suppression (where the polynomial division is not performed explicitly,
but the numerator and denominator are separately evaluated and floating point division is performed
after the fact). In the subsequent literature, what these authors call suppression has come to be called
deflation, and we follow that convention here.
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of nonlinear algebraic equations, and let r be a computed solution of F (x) = 0. Of the
deflation matrices considered by Brown and Gearhart, norm deflation extends most
naturally, and is defined by choosing
M(x; r) ≡ I||x− r||
as its deflation operator, where I is the appropriate identity matrix and ||·|| is some
vector norm. This yields the modified residual function
G(x) = M(x; r)F (x) =
F (x)
||x− r|| .
Brown and Gearhart prove that the deflated Newton sequence will not converge to
the previous solution, assuming r is simple. (More precisely, a rootfinding algorithm
that employs the norm of the residual as its merit function will not converge to the
previously-identified solution.)
This paper makes several novel contributions. First, we extend the theoreti-
cal framework of Brown and Gearhart to the case of infinite-dimensional Banach
spaces, enabling the application of deflation techniques to systems of partial differen-
tial equations. Second, we introduce new classes of deflation operators to overcome
some numerical difficulties of previous methods. Third, we discuss important details
of applying these ideas in practice. Methods for solving PDEs typically exploit the
sparsity of the residual Jacobian; the deflated Jacobian is dense, but we devise an
efficient preconditioner for the dense deflated systems via the Sherman–Morrison for-
mula. Finally, we demonstrate its widespread applicability on several problems of
interest in the literature.
1.1. Other related techniques. There are two main alternative approaches to
identifying distinct solutions of nonlinear systems: numerical continuation, and the
approximate integration of the associated Davidenko differential equation.
The first approach, numerical continuation, is a well-established technique in the
scientific computing literature [18, 19, 3, 4]. The essential idea of it is as follows:
suppose a problem F with solution u is parameterised by a parameter λ:
F (u, λ) = 0. (1.1)
Equation (1.1) could represent an algebraic problem, or an operator equation such as
a PDE with boundary conditions. Respectively, u will either be a vector in Rn or a
function in some function space. The parameter λ is usually a real scalar, but may
be a vector of parameters. For a fixed value λ∗, there may exist zero, one, or many
solutions u for which F (u, λ∗) = 0. For some problems, the parameter λ appears
naturally, whereas for others it may be artificially introduced (such as in homotopy
or incremental loading methods for solving difficult nonlinear equations). Studying
how a solution u of (1.1) varies with λ is the subject of bifurcation theory.
Assume we have found one point u∗ for which F (u∗, λ∗) = 0. Then, following
the implicit function theorem in Banach spaces [39, theorem 13.22], under technical
conditions there exist open neighbourhoods around λ∗ and u∗ and a unique function f
for which u can be regarded as a function of λ, that is, u = f(λ), and F (f(λ), λ) = 0.
It is thus possible to define solution curves in the augmented solution space, which
consist of points (u, λ) for which F (u, λ) = 0. Numerical continuation methods are
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Fig. 1.1: A bifurcation diagram for the Bratu–Gelfand ODE (1.2). On the right, the
two distinct solutions for λ = 2 are plotted. For a fixed value of λ, deflation enables
the rootfinding algorithm to find one solution after the other without changing λ,
whereas numerical continuation traces the curve around the turning point (dashed-
dotted line).
concerned with tracing out these curves, which give rise to bifurcation diagrams, an
example of which is shown in figure 1.1.
While the solution curves can often be parameterised locally by λ, this param-
eterisation breaks down at points where the Fre´chet derivative with respect to the
solution becomes singular. Thus, techniques such as arclength or pseudo-arclength
continuation are often applied, so that the continuation technique can extend beyond
such points [49].
Consider the Bratu–Gelfand ordinary differential equation (ODE):
d2u
dx2
+ λeu = 0, u(0) = u(1) = 0. (1.2)
For values of λ < λcrit ≈ 3.51383 equation (1.2) has two solutions; for λ = λcrit, it has
one solution, and no solutions exist for λ > λcrit (figure 1.1) [22]. Fix a value λ∗ <
λcrit, and suppose one solution of the two is known. Numerical continuation traces the
solution curve around the turning point, increasing and decreasing λ until the second
solution for λ∗ is identified. By contrast, deflation modifies the residual of the problem
to eliminate the first solution from consideration, enabling the Newton–Kantorovitch
iteration (henceforth referred to as Newton’s method) to converge directly to the
second solution without changing λ.
The second approach relies on the numerical integration of the Davidenko dif-
ferential equation (DDE) associated with the original nonlinear problem F (u) = 0
[21, 13]. The DDE introduces a new arclength parameter s and considers the aug-
mented system
dF (u(s))
ds
+ F (u(s)) = 0, (1.3)
with initial condition u(s = 0) given by the initial guess to the solution. This has
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a strong connection to Newton’s method: provided the Fre´chet derivative of F with
respect to u is nonsingular, the chain rule implies that
dF (u(s))
ds
= F ′(u)
du
ds
.
Hence (1.3) can be rewritten as
du
ds
= − (F ′(u))−1 F (u), (1.4)
and thus Newton’s method is just the forward Euler discretisation of (1.4) with unit
arclength step. Branin’s method consists of considering the modified equation
dF (u(s))
ds
± F (u(s)) = 0,
where the sign is changed whenever the functional determinant of the Fre´chet deriva-
tive changes sign or whenever a solution is found. The major difficulty with imple-
menting this method is that computing the determinant is impractical for large-scale
problems, where matrix decompositions are not feasible. Limited computational ex-
perience indicates no performance benefit over deflation: applying the Newton-like
forward Euler discretisation of Branin’s method to the Allen–Cahn problem of sec-
tion 4.3 finds no solutions (whereas deflation finds three), and applying it to the
Yamabe problem of section 4.4 finds two solutions (whereas deflation finds seven).
Finally, it is possible to employ techniques from numerical algebraic geometry to
studying the solutions of PDEs with polynomial nonlinearities; a comparison of the
deflation technique with this approach is given in section 4.2.
The deflation technique we present here is distinct from those algorithms (often
also called deflation) which aim to improve the convergence of Newton’s method
towards multiple solutions, solutions at which the Fre´chet derivative is singular [45,
33, 42]. The algorithm presented here is also distinct from deflation for eigenvalue
problems.
2. Deflation for PDEs.
2.1. Deflation operators. We now extend the results of [16] to the case of
infinite-dimensional Banach spaces. This is the essential theoretical step in ensuring
that deflation will apply to partial differential equations.
Definition 2.1 (deflation operator on a Banach space [10]). Let V, W and
Z be Banach spaces, and U be an open subset of V . Let F :U ⊂ V → W be a
Fre´chet differentiable operator with derivative F ′. For each r ∈ U , u ∈ U \ {r}, let
M(u; r) : W → Z be an invertible linear operator. We say that M is a deflation
operator if for any F such that F(r) = 0 and F ′(r) is nonsingular, we have
lim inf
i→∞
||M(ui; r)F(ui)||Z > 0 (2.1)
for any sequence {ui} converging to r, ui ∈ U \ {r}.
In order for solutions of the deflated problem to yield information about solutions
of the undeflated problem, the following properties must hold:
1. (absence of spurious solutions). Suppose M(u; r)F(u) = 0 but F(u) 6= 0.
Then M(u; r) is a linear operator that maps both 0 and F(u) to 0; hence it
is not invertible, and is not a deflation operator.
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2. (preservation of other solutions). Suppose there exists r˜ 6= r such that F(r˜) =
0. Then M(r˜; r)F(r˜) = 0 by linearity of M(r˜; r).
Informally, a deflation operator transforms the original equation F(u) = 0 to
ensure that r will not be found by any algorithm that uses the norm of the problem
residual as a merit function. Once a solution r[0] has been found (by any means), we
form the new nonlinear problem
F [1](u) ≡M(u; r[0])F(u) = 0 (2.2)
and apply the rootfinding technique to F [1]. Clearly, this deflation procedure may be
iterated until the rootfinding technique diverges for some F [i].
Brown and Gearhart introduced a deflation lemma [16, lemma 2.1] for determining
whether a matrix function can serve as a deflation matrix. We now extend this to
deflation operators on Banach spaces.
Lemma 2.2 (sufficient condition for identifying deflation operators [10]). Let
F :U ⊂ V → W be a Fre´chet differentiable operator. Suppose that the linear op-
erator M(u; r) : W → Z has the property that for each r ∈ U , and any sequence
ui
U−→ r, ui ∈ Ur ≡ U \ {r}, if
||ui − r||M(ui; r)wi Z−→ 0 =⇒ wi W−→ 0 (2.3)
for any sequence {wi} , wi ∈W , then M is a deflation operator.
Proof. Assume (2.3) holds. If M is not a deflation operator, then there exists a
Fre´chet differentiable operator F :U ⊂ V → W and an r ∈ U such that F(r) = 0,
F ′(r) nonsingular and
lim inf
i→∞
||M(ui; r)F(ui)||Z = 0
for some sequence {ui} converging to r, ui ∈ Ur. Then there exists a subsequence
{vi} such that M(vi; r)F(vi) Z−→ 0. Defining {wi} ∈W such that
wi =
F(vi)
||vi − r||U
,
we have
||vi − r||UM(vi; r)wi Z−→ 0.
By (2.3), wi
W−→ 0, i.e.
F(vi)
||vi − r||U
W−→ 0. (2.4)
Since F is Fre´chet differentiable, we can expand it in a Taylor series around r to give
F(vi) = F(r) + F ′(r; vi − r) + o(||vi − r||2U )
= F ′(r; vi − r) + o(||vi − r||2U ),
as F(r) = 0. We then have that
F(vi)
||vi − r||U
=
1
||vi − r||U
[
F ′(r; vi − r) + o(||vi − r||2U )
]
≈ F ′(r; v¯i),
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where
v¯i =
(vi − r)
||vi − r||U
∈ Ur
is a function with unit norm for all vi ∈ Ur. But then (2.4) leads to a contradiction
of the nonsingularity of F ′.
The utility of this lemma is that it allows us to define candidate deflation operators
M(u; r) and check whether property (2.3) holds; if it holds, then M(u; r) is indeed
a deflation operator. In the next section, we introduce several classes of deflation
operators to which lemma 2.2 applies.
2.2. Classes of deflation operators. The simplest kind of deflation, Brown
and Gearhart’s norm deflation, extends naturally to the infinite-dimensional case.
Definition 2.3 (norm deflation). Norm deflation specifies
M(u; r) = I||u− r||U
, (2.5)
where I is the identity operator on W .
That (2.5) defines a deflation operator follows straightforwardly from lemma 2.2.
In computational practice it has occasionally proven useful to consider a general-
isation of norm deflation, where the norm is taken to a power:
Definition 2.4 (exponentiated-norm deflation). Exponentiated-norm deflation
specifies
Mp(u; r) = I||u− r||pU
, (2.6)
where p ∈ R ≥ 1.
For example, in the Painleve´ example of section 4.1, the globalised Newton al-
gorithm fails to find the second solution when norm deflation is used, but succeeds
when squared-norm deflation (p = 2) is used. All examples below use either p = 1 or
p = 2.
While often successful, this class of deflation operator can sometimes induce nu-
merical difficulties for a nonlinear rootfinding algorithm: the rootfinding algorithm
can erroneously report convergence due to small residuals, even when u is far away
from a solution. This can be clearly seen in the following example. Consider the
problem of finding the solutions of the sigmoid function
f(x) =
x√
1 + x2
+
2x2√
1 + x4
. (2.7)
This function has two roots at x = 0 and x = −
√
1
3
(√
7− 2) ≈ −0.464, and is
plotted in figure 2.1 (left). Starting from the initial guess x = −1, undamped Newton
iteration converges to the root x ≈ −0.464 in 5 iterations. Suppose exponentiated
norm deflation is applied to this problem with p = 2. When the Newton iteration is
applied for a second time starting from x = −1, the algorithm finds that it can make
the norm of the residual arbitrarily small by pushing x towards−∞: at x ≈ −1.2×108,
the deflated residual has norm on the order of 10−13, and the algorithm erroneously
reports successful convergence with a small residual (figure 2.1, centre). While this
example is artificially constructed, similar erroneous behaviour has been observed in
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Fig. 2.1: Left: a plot of the sigmoid function (2.7) used to motivate the development
of shifted deflation. Centre: a plot of the function obtained after deflating the solution
x[0] ≈ −0.464 with p = 2 as in (2.6). The deflated function tends to zero away from
the deflated solution, even where the original function did not. Right: a plot of the
function obtained after deflating the solution x[0] with p = 2, α = 1 as in (2.8). The
deflated function tends to the original function away from the deflated solution, due
to the addition of the shift.
practice for more complicated problems, such as the Allen–Cahn example of section
4.3.
This phenomenon of the deflation factor causing the residual to go to zero away
from the solution motivates the development of shifted deflation:
Definition 2.5 (shifted deflation). Shifted deflation specifies
Mp,α(u; r) = I||u− r||pU
+ αI, (2.8)
where α ≥ 0 is the shift.
It follows from lemma 2.2 thatMp,α(u; r) is also a deflation operator. The extra
term αI, α > 0 ensures that the norm of the deflated residual does not artificially
go to zero as ||u− r|| −→ ∞ (figure 2.1, right). Instead, far away from previously
found roots we have Mp,α(u; r)F(u) ≈ αF(u). The observation that deflation scales
the residual by α far away from deflated roots immediately suggests a natural default
value of α = 1, as opposed to the value of α = 0 implicit in the deflation operators of
Brown and Gearhart. However, computational experience occasionally rewards choos-
ing other values of α (and scaling the termination criteria of the solver appropriately);
this is further discussed in the Yamabe example of section 4.4.
While the theory permits deflation operators built on invertible linear operators
other than the identity, we do not consider this further, as all of the solution meth-
ods employed in this work are affine covariant. Suppose we construct two deflation
operators
MI = I||u− r|| , (2.9)
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and
MA = A||u− r|| = AMI (2.10)
for some invertible linear operator A. Newton’s method is affine covariant : consider-
ing a residual AF(u) instead of F(u) does not change the Newton iterates [23]. Thus,
deflation will yield the same iterates for both deflation operators (up to roundoff), for
all of the solution methods considered in this work. However, it may be advantageous
to consider other kinds of deflation operators in the case where a non-affine-covariant
solution algorithm must be employed. For the remainder of this paper we only con-
sider deflation operators built on the identity.
2.3. Summary of this section. Definition 2.1 describes the property that we
demand of a deflation operator that works for PDEs; lemma 2.2 gives a sufficient
condition for being a deflation operator that is easy to test; and section 2.2 introduces
several kinds of deflation operator to which lemma 2.2 applies.
However, none of this would be practically useful for finding distinct solutions
if the key computational kernel of Newton’s method, the solution of a linear system
involving the Jacobian arising from some discretisation, cannot be made to scale
up to large problems in the presence of deflation. We now turn our attention from
theoretical concerns to the details required to successfully implement deflation for
large-scale discretised problems.
3. Implementation: sparsity and preconditioning. Exploiting sparsity of
the (discretised) Jacobian in the Newton step is critical for computational efficiency for
many discretisation techniques for PDEs, such as finite differences and finite elements.
Suppose the application of deflation yields
G(u) = F(u)
η(u)
,
where the exact form of η : U 7→ R depends on the kind of deflation operator employed
and the number of solutions deflated. (η(u) may include multiple deflations.) The
action of the Fre´chet derivative of G in a direction δu is given by
G′(u; δu) = F
′(u; δu)
η(u)
− F(u)
η(u)2
η′(u; δu).
Suppose the problem is discretised so that the solution u is sought in RN , where
N is the number of degrees of freedom. The discretisation JG ∈ RN×N of G′(u) will
be dense even if the discretisation JF ∈ RN×N of F ′(u) is sparse, as JG is a rank-one
perturbation of JF :
JG(u) =
JF (u)
η(u)
− F (u)
η(u)2
⊗ d(u) (3.1)
where F (u) ∈ RN is the discretisation of F(u) and d(u) ∈ RN is the discretisation of
η′(u; ·).
This has two practical implications for a software implementation. First, the dis-
cretised deflated Jacobian JG should not be stored explicitly, but rather its action
should be computed matrix-free via (3.1). Second, some care must be taken in pre-
conditioning linear systems involving JG (when Newton–Krylov methods are used).
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Suppose that a left preconditioner PF is available for the matrix JF , i.e. that the
undeflated Newton–Krylov method approximately solves
P−1F JFx = P
−1
F b (3.2)
using some Krylov method. Neglecting dependence on u for notational brevity, this
suggests using the preconditioner
PG =
PF
η
− F
η2
⊗ d, (3.3)
for the deflated linear system:
P−1G JGx = P
−1
G b. (3.4)
The action of P−1G may be computed via the Sherman–Morrison formula [7, 34]:
(
PF
η
+ fdT )−1 = ηP−1F − η2
P−1F fd
TP−1F
1 + ηdTP−1F f
,
where f = −F/η2, provided 1 + ηdTP−1F f 6= 0. This allows for the matrix-free
computation of actions of P−1G in terms of actions of P
−1
F .
We hope that if PF is a useful preconditioner for JF , then PG will be a useful
preconditioner for JG. Expanding, we find
P−1G JG = (
PF
η
+ fdT )−1(
JF
η
+ fdT )
= (ηP−1F − η2
P−1F fd
TP−1F
1 + ηdTP−1F f
)(
JF
η
+ fdT )
= P−1F JF + ηP
−1
F fd
T − ηP
−1
F fd
TP−1F JF + η
2P−1F fd
TP−1F fd
T
1 + ηdTP−1F f
= P−1F JF + ηP
−1
F fd
T − ηP
−1
F fd
T + η2P−1F fd
TP−1F fd
T
1 + ηdTP−1F f
− ηP
−1
F fd
T
(
P−1F JF − I
)
1 + ηdTP−1F f
= P−1F JF + ηP
−1
F fd
T − ηP
−1
F f
(
1 + ηdTP−1F f
)
dT
1 + ηdTP−1F f
− ηP
−1
F fd
T
(
P−1F JF − I
)
1 + ηdTP−1F f
= P−1F JF −
ηP−1F fd
T
(
P−1F JF − I
)
1 + ηdTP−1F f
.
This expression has two consequences. First, if P−1F = J
−1
F (computed with an LU or
Cholesky decomposition) so that (3.2) is solved in one iteration, then (3.4) will also
be solved in one iteration, as the error term is multiplied by P−1F JF − I. Second, on
taking matrix norms, we find∣∣∣∣P−1G JG − P−1F JF ∣∣∣∣ = ∣∣∣∣ η1 + ηdTP−1F f
∣∣∣∣ ∣∣∣∣P−1F fdT (P−1F JF − I)∣∣∣∣
≤
∣∣∣∣ η1 + ηdTP−1F f
∣∣∣∣ ∣∣∣∣P−1F fdT ∣∣∣∣ ∣∣∣∣P−1F JF − I∣∣∣∣ .
We are mainly interested in the performance of the deflated preconditioner away from
previous roots, as that is where the deflated Newton iteration will take us. Let us
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Fig. 4.1: The positive- and negative-slope solutions u+ and u− of the Painleve´ bound-
ary value problem (4.2).
examine how each term scales with large η (η ≈ α−1 may be large if α  1). The
vector f scales with η−2, so the denominator of the first term is approximately 1, and
the first term scales linearly with η. The second term scales with η−2, and the third
term is independent of η. Therefore, for large η, we expect the difference between
the deflated and undeflated preconditioned operators will be small if PF is a good
preconditioner for JF in the sense that
∣∣∣∣P−1F JF − I∣∣∣∣ is small.
Computational experience with this preconditioned Newton–Krylov method is
reported in the examples of sections 4.3 and 4.4. In practice, the number of Krylov
iterations required is observed not to grow as more and more solutions are deflated.
4. Examples.
4.1. Special functions: Painleve´. A well-studied example of an ordinary dif-
ferential equation boundary-value problem that permits distinct solutions is based on
the first Painleve´ transcendent [38, 44, 31], and is given by
d2u
dx2
= u2 − x, u(0) = 0, u(x) ∼ √x as x→∞, (4.1)
where the latter condition means that the solution should asymptote to
√
x. In [36],
it was shown that exactly two solutions exist that satisfy these conditions, one with a
positive slope at x = 0, and the other with a negative slope at x = 0. We refer to these
solutions as u+ and u−. The first solution is easy to compute, while computing the
second is far more computationally challenging: almost all convergent initial guesses
attempted converge to u+. Here, we truncate (4.1) to the interval [0, 10], and consider
the task of finding the two solutions to the boundary-value problem:
d2u
dx2
= u2 − x, u(0) = 0, u(10) =
√
10. (4.2)
Using the chebop class of Chebfun [11, 25], the u+ solution can be obtained via
spectral methods [52], using the affine-covariant globalised NLEQ-ERR Newton algo-
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rithm of [23, pg. 148] in function space. All linear systems arising were solved with
the lu function of Matlab. The initial guess for the Newton iteration was set to the
linear function that satisfies the boundary conditions, and solved with the following
lines of Matlab code:
% Define the interval to solve the problem on:
domain = [0, 10];
% Construct a chebop object, representing the differential operator:
N = chebop(@(x,u) diff(u, 2) − u.ˆ2 + x, domain);
% Impose Dirichlet boundary conditions:
N.lbc = 0; N.rbc = sqrt(10);
% Solve using overloaded \ method:
uplus = N\0;
No damping was required for the Newton iteration to converge from the initial
guess used. Deflation was then applied with p = 2 and α = 0, and the u− solution was
computed starting from the same initial guess. Globalised damped Newton iteration
was applied to achieve convergence to the u− solution, requiring 12 steps to converge.
(Deflation with p = 1 failed to converge, even with globalisation.) In this case,
globalisation was necessary: applying the undamped exact Newton iteration to the
deflated problem diverged for every value of p and α attempted. The two solutions
obtained are plotted in figure 4.1.
4.2. Comparison with a domain decomposition appoach: Hao et al..
Hao et al. [35] have recently proposed an entirely different algorithm for finding mul-
tiple solutions of PDEs based on domain decomposition and the application of tech-
niques from numerical algebraic geometry. The algorithm is restricted to differential
equations with polynomial nonlinearities: it solves the polynomial systems arising
from subdomains with sophisticated numerical algebraic geometry software [8], and
then employs continuation in an attempt to find solutions of the original discretised
system. The authors do not claim that their approach finds all solutions. In this
section, we consider example 1 of [35], and compare the efficiency of deflation against
the algorithm presented there.
The problem to be solved is
uxx = −λ(1 + u4) on Ω = (0, 1), (4.3)
with a homogeneous Neumann condition on the left and a homogeneous Dirichlet
boundary condition on the right. Hao et al. showed that for 0 < λ < λ∗ ≈ 1.30107,
this problem has two solutions; at λ = λ∗, it has one solution, and above λ∗ it has no
solutions.
The equation was discretised with piecewise linear finite elements, yielding a
nonlinear system with O(100) degrees of freedom. The nonlinear system was solved
with undamped Newton iteration, and the arising linear systems were solved with
MUMPS. Deflation (p = 1, α = 1) was applied to find both solutions, starting from
the same initial guess of zero. The deflation approach found both solutions for λ = 1.2
in approximately one second on a single core of a laptop computer. By contrast, the
algorithm presented by Hao et al. applied to a discretisation with O(100) degrees of
freedom took approximately 5 hours and 39 minutes on 96 cores [35, table 1]. While
the approach of Hao at al. may find solutions that deflation does not (and vice versa),
its cost appears to be prohibitive.
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(a) Unstable solution (b) Negative stable solution (c) Positive stable solution
Fig. 4.2: Solutions of the Allen–Cahn equation (4.4)–(4.5); c.f. figure 4.1 of [27], left
column.
4.3. Phase separation: Allen–Cahn. The Allen–Cahn equation [2] was pro-
posed to model the motion of boundaries between phases in alloys, and is well-known
to permit several steady solutions.
The equation considered is the steady Allen–Cahn equation:
−δ∇2u+ δ−1(u3 − u) = 0, (4.4)
where u = +1 corresponds to one material, and u = −1 the other, and δ = 0.04 is
a parameter relating the strength of the free surface tension to the potential term in
the free energy. The equation is solved on the unit square Ω = (0, 1)2 with boundary
conditions:
u = +1 on x = 0, x = 1, 0 < y < 1,
u = −1 on y = 0, y = 1. (4.5)
The equation was discretised with piecewise linear finite elements on a 100× 100
mesh via FEniCS [43]. Undamped Newton iteration was applied to solve the nonlinear
problem.
This example was studied by [27] in the context of identifying minimal action
pathways and transition times between stable states. In the absence of noise, a sys-
tem evolves to one of its stable states and stays there indefinitely; by contrast, when
stochastic noise is present, the system may switch between metastable states when
the noise perturbs the system out of the basin of attraction for its steady solution.
The string method of E, Ren and Vanden–Eijnden [26, 27, 28] attempts to identify
the most probable transition path between two metastable states, and hence to char-
acterise the transition timescales. However, this requires some foreknowledge of the
steady solutions, so that the endpoints of the string may be initialised appropriately.
Deflation may be used to identify the different solutions of the associated steady
problem.
Starting each time from an initial guess of zero, Newton’s method with deflation
(p = 1, α = 0) finds three solutions (figure 4.2): one unstable solution (figure 4.2a),
and two stable solutions (figures 4.2b, 4.2c). This information about the stable solu-
tions would be sufficient to initialise the string method to find the minimum energy
pathway (which, in this case, happens to pass through the unstable solution).
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# of deflations average Krylov iterations per solve
0 10.84
1 10.58
2 10.53
Table 4.1: The performance of the preconditioning strategy of section 3 on the Allen–
Cahn problem, section 4.3. As more solutions are deflated, the number of Krylov
iterations required does not increase, indicating that the preconditioning strategy
suggested is effective.
configuration (p, α) number of solutions found
(1, 0) 3
(1, 0.1) 3
(1, 1) 2
(2, 0) 2∗
(2, 0.1) 2
(2, 1) 3
Table 4.2: Number of solutions found for various deflation parameters for the Allen–
Cahn problem of section 4.3. The ∗ for (2, 0) indicates that Newton’s method er-
roneously reported convergence to a third root, but it was spurious for the reasons
illustrated in figure 2.1.
The linear systems arising in the Newton algorithm were solved using GMRES
[48] and the GAMG classical algebraic multigrid algorithm [1] via PETSc [6], with two
smoother iterations of Chebyshev and SOR. The relative and absolute Krylov solver
tolerances were both set to 10−12. The average number of Krylov iterations required
in the Newton iterations for each solution are listed in table 4.1. The number of
Krylov iterations required for the deflated solves stays approximately constant. This
suggests that the preconditioning strategy proposed in section 3 is effective, even as
several solutions are deflated.
This example was further used to investigate the convergence of Newton’s method
for different values of the deflation parameters. Of course, many factors influence
whether Newton’s method will converge, even if a solution exists, including:
• the proximity of the initial guess;
• the globalisation technique employed (e.g. L2, critical point, backtracking or
NLEQ-ERR linesearch);
• the use of Jacobian lagging [46, 15];
• the use of nonlinear preconditioning techniques [17].
This makes a systematic search through the design space of deflation algorithms both
intractable and somewhat irrelevant (for the results will differ completely for a dif-
ferent nonlinear problem, or even a different initial guess). Nevertheless, we remove
as many degrees of freedom as possible by fixing the algorithm as undamped un-
lagged Newton’s method with exact linear solves (up to roundoff) and 100 maximum
iterations, and report the number of roots found while varying p and α.
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The results are shown in table 4.2. For each value of p considered, there is a shift
with which it finds 2 or 3 solutions; similarly, for each shift considered there is a p
with which it finds 2 or 3 solutions. It seems difficult to predict in advance which
values of (p, α) will find all solutions. However, the deflation approach finds more
than 1 solution for all cases considered, indicating its partial success.
4.4. Differential geometry: Yamabe. In 1960, Hidehiko Yamabe [54] posed
the following problem: given a compact manifold M of dimension n ≥ 3 with Rie-
mannian metric g, is it possible to find a metric g˜ conformal to g (a multiplication
of g by a positive function) that has constant scalar curvature? Yamabe showed that
solving this problem is equivalent to finding a u such that
− a∇2u− Su+ λup−1 = 0, (4.6)
where a = 4(n − 1)/(n − 2), p = 2n/(n − 2), S is the scalar curvature of g, and λ is
the constant scalar curvature of g˜. This problem has a solution; for a full account, see
[41]. This is an instance of a more general class of critical exponent problems [14, 29],
which often permit distinct solutions.
Following [29], we consider a Yamabe-like problem arising from n = 3, but posed
on a two-dimensional domain Ω:
− 8∇2u− 1
10
u+
1
r3
u5 = 0, (4.7)
where Ω is an annulus centred on the origin of inner radius 1 and outer radius 100,
and r is the distance to the origin. The system is closed by imposing that u = 1 on
the boundaries. In [29], the authors are concerned with devising schemes to solve the
nonlinear problem (4.7) subject to the constraint that u ≥ 0; here, the nonnegativity
constraint is relaxed, and solutions of any sign are sought using deflation.
The equation (4.7) was discretised using standard linear finite elements via FEn-
iCS. An undamped Newton iteration was used to solve the nonlinear problem, with
at most 100 iterations and an absolute residual termination tolerance of 10−10. The
mesh of 15968 vertices was generated with gmsh [32]. Starting from the constant
initial guess of 1, deflation was successively applied with shift parameter α = 10−2.
After each deflation, the nonlinear solver tolerance was reduced by a factor of 10−2.
With this configuration, deflation found 7 solutions, all starting from the same initial
guess. Finally, further solutions were identified by using the negative of each solu-
tion in turn as the initial guess for the (deflated) solver; the negatives of solutions 4
and 6 yielded two additional distinct solutions. All of the 9 solutions identified with
this procedure are plotted in figure 4.3. The nonnegative solution was the 7th to be
identified. It is known that other solutions exist that this procedure has not found.
The linear systems arising in the Newton algorithm were solved using GMRES
and the GAMG classical algebraic multigrid algorithm via PETSc, with two smoother
iterations of Chebyshev and SOR. The relative and absolute Krylov solver tolerances
were both set to 10−12. The average number of Krylov iterations required in the New-
ton iterations for each solution are listed in table 4.3. The number of Krylov iterations
required for the deflated solves did not change significantly. This suggests that the
preconditioning strategy proposed in section 3 is effective, even as several solutions are
deflated. Additional runs were performed on ARCHER, the UK national supercom-
puter, up to approximately two billion degrees of freedom; the deflated preconditioner
was still effective, even for these very fine discretisations.
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Fig. 4.3: Solutions of the Yamabe equation, found using deflation and negation. (All
subfigures are plotted with different colour bars.)
# of deflations average Krylov iterations per solve
0 15.2
1 17.1
2 15.1
3 16.9
4 11.2
5 12.4
6 10.9
7 15.5
8 13.9
Table 4.3: The performance of the preconditioning strategy of section 3 on the Yamabe
problem, section 4.4. As more solutions are deflated, the number of Krylov iterations
required does not significantly increase, indicating that the preconditioning strategy
suggested is effective.
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While this example demonstrates the power of the deflation technique presented
here, it also emphasises its drawbacks: the algorithm is highly sensitive to the choice
of the shift parameter. Varying the shift parameter from 100, 10−1, . . . , 10−7, the
deflation procedure identifies between 1 and 7 solutions. At present we are unable to
give a priori guidance on the choice of the shift parameter, and reluctantly resort to
numerical experimentation.
4.5. Flow bifurcation: Navier–Stokes. The previous examples have demon-
strated the utility of deflation for finding distinct solutions from the same initial guess.
In this example, we combine continuation (in Reynolds number) and deflation to trace
out the solution branches of the flow in a channel that undergoes a sudden expansion
[9, 30, 50, 24, 20]. Continuation and deflation are natural complements: continuation
uses the solutions identified for previous parameter values to trace out known solution
branches, whereas deflation attempts to find unknown solutions which may or may
not lie on unknown solution branches.
The system considered is the nondimensionalised steady incompressible Newto-
nian Navier–Stokes equations:
− 1
Re
∇2u+ u · ∇u+∇p = 0, (4.8)
∇ · u = 0, (4.9)
where u is the vector-valued velocity, p is the scalar-valued pressure, and Re is the
Reynolds number. The geometry is the union of two rectangles, Ω = (0, 2.5)×(−1, 1)∪
(2.5, 150)× (−6, 6). Poiseuille flow is imposed at the inflow boundary on the left; an
outflow boundary condition (∇u · n = pn, where n is the unit outward normal) is
imposed on the right; and no-slip (u = 0) imposed on the remaining boundaries. This
configuration is symmetric around y = 0, and permits a symmetric solution. It is well
known (see e.g. [20]) that for low Reynolds numbers, this symmetric solution is stable.
At a critical Reynolds number, the system undergoes a pitchfork bifurcation, and the
system permits an unstable symmetric solution and (possibly several) pairs of asym-
metric solutions. The system (4.8) is discretised using the Taylor–Hood finite element
pair [51] via FEniCS; undamped Newton iteration is used for the resulting nonlinear
problems, with the undeflated linear systems solved on 16 cores with MUMPS [5] via
PETSc.
The approach to trace out the solution branches proceeds as follows. The contin-
uation path starts at Re = 10 and uses a zero initial guess to find the first (symmetric)
solution branch. Then continuation steps of ∆Re = 0.5 are made. The initial guess
for the Newton iteration for (4.8) is set to each solution identified for the previous
value of Re in turn; once each solution for the new parameter value is found, the
residual is deflated with p = 1, α = 1. Newton’s method is deemed to have failed
if it has not converged within 20 iterations. Once all known solution branches have
been continued, the Newton iteration is initialised with the average of the available
previous solutions, and an attempt is made to locate any nearby unknown solutions
via deflation. We emphasise that more sophisticated continuation algorithms such as
pseudo-arclength continuation [40, 3] could naturally be combined with deflation.
The algorithm was terminated at Re = 100, having found 6 solutions (figure 4.4).
A bifurcation diagram is shown in figure 4.5a, with functional
J(u, p) = ±
∫
Ω
|u−Ru|2 , (4.10)
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Fig. 4.4: The velocity magnitude of the solutions of the Navier–Stokes sudden expan-
sion problem, at Re = 100, found using deflation and reflection.
where R is the reflection operator through y = 0 and the sign is chosen according to
whether the jet initially veers up or down. This functional measures the asymmetry
of the solution. As we expect one symmetric solution and pairs of asymmetric solu-
tions, clearly the procedure has not found all possible solutions. This is confirmed by
initialising a Newton iteration with the reflection of each asymmetric solution found;
this identifies one extra solution (the second-last of figure 4.4).
This motivates the inclusion of reflection in the continuation algorithm itself.
Since for all Reynolds numbers we expect to have an odd number of solutions, the
algorithm was modified as follows: if an even number of solutions has been found
after a continuation step, use the reflection of each known solution as the initial
guess for Newton’s method. With this modification, all seven solutions were found by
Re = 82.5. The improved bifurcation diagram with the addition of reflection is plotted
in figure 4.5b. By including more knowledge of the problem in the generation of new
initial guesses from known solutions, the continuation algorithm finds the additional
branch that the previous approach missed.
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Bifurcation diagram for sudden expansion in a channel
(a) without reflection
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Bifurcation diagram for sudden expansion in a channel
(b) with reflection
Fig. 4.5: Bifurcation diagrams for the Navier–Stokes example of section 4.5. Top:
Only deflation was employed in the continuation algorithm (in particular, reflection
was not used). The algorithm has missed one branch of seven. Bottom: When
reflection is used in addition to generate initial guesses from known solutions, the
algorithm finds the branch that was overlooked.
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5. Conclusion. We have presented a deflation algorithm for computing distinct
solutions of systems of partial differential equations. By systematically modifying the
residual of the problem, known solutions may be eliminated from consideration and
new solutions sought. While deflation does not guarantee that all solutions of the
problem will be found, it has proven itself useful on several nonlinear PDEs drawn
from special functions, phase separation, differential geometry and fluid mechanics.
It provides a powerful complement to continuation methods, and motivates further
developments of sophisticated nonlinear solvers [17].
A possible future application of deflation is to the computation of multiple local
optima of PDE-constrained optimisation problems, possibly with additional equal-
ity constraints [37, 12], by means of computing distinct solutions of the associated
Karush–Kuhn–Tucker equations.
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