Abstract. This article focuses on L p -estimates for the square root of elliptic systems of second order in divergence form on a bounded domain. We treat complex bounded measurable coefficients and allow for mixed Dirichlet/Neumann boundary conditions on domains beyond the Lipschitz class. If there is an associated bounded semigroup on L p 0 , then we prove that the square root extends for all p ∈ (p0, 2) to an isomorphism between a closed subspace of W 1,p carrying the boundary conditions and L p . This result is sharp and extrapolates to exponents slightly above 2. As a byproduct, we obtain an optimal p-interval for the bounded H ∞ -calculus on L p . Estimates depend holomorphically on the coefficients, thereby making them applicable to questions of (non-autonomous) maximal regularity and optimal control. For completeness we also provide a short summary on the Kato square root problem in L 2 for systems with lower order terms in our setting.
Introduction and main results
Elliptic divergence form operators are amongst the most carefully studied differential operators with variable coefficients. In this paper we contribute to the functional calculus of such operators with complex, bounded and measurable coefficients, formally given by
a 0j ∂u ∂x j + a 00 u, (1.1) on a bounded domain Ω ⊆ R d , d ≥ 2. We allow for mixed boundary conditions. Namely, u satisfies homogeneous Dirichlet boundary conditions on a closed part D of the boundary and natural boundary conditions on the complementary part N = ∂ Ω\D. The geometric constellation can be 'rough' in that we require Lipschitz coordinate charts for ∂ Ω only around the closure of N , whereas around D the domain Ω can merely be d-Ahlfors regular, and D itself has to be (d − 1)-Ahlfors regular. These notions, henceforth called Assumptions N, Ω, and D, will be recalled in Section 2.1. We include (m × m)-systems in our considerations, that is to say, u takes its values in C m and each a ij is valued in the space of matrices L(C m ). As in [39] , we may have different Dirichlet boundary parts for each coordinate of u. These assumptions are amongst the most general ones that allow for a proper functional analytic framework for L [6, 18, 39, 40] .
As usual, we interpret L in the weak sense via the sesquilinear form a (u, v (Ω), where the subscripted D is reminiscent of the boundary conditions. Ellipticity is in the sense of a Gårding inequality, turning L into a maximal accretive operator on L 2 (Ω) m . This way of understanding L is called 'Kato's form method'. Definitions are provided in Section 2.4 and we refer to [43, 48] for the general background. Let us stress that our setup incorporates, for example, the Lamé system. We shall come back to that.
The focus in this paper lies on establishing L p -estimates for the (unique) maximal accretive square root L 1/2 of L. More precisely, we study for which p ∈ (1, ∞) it extends or restricts to a topological isomorphism
Our results are the first of this kind for 'rough' divergence form systems on domains and provide optimal ranges of exponents.
Recent years have witnessed a vast number of applications of property (1.3) . It is key to the approach of Rehberg and collaborators to quasilinear parabolic equations on distribution spaces via maximal regularity techniques originating from [40] and its extensions for example to optimal control problems [17] and quasilinear stochastic evolution equations [42] , as well as recent progress on maximal regularity for the non-autonomous Cauchy problem on Lebesgue spaces [35, 36] and distribution spaces [24] , see also [1, 3, 22] for the case p = 2. Aiming in a slightly different direction, [25] uses property (1.3) to prove Hölder continuity of solutions to quasilinear parabolic equations in rough domains.
The common idea in all of these applications is that (1.3) allows to switch between Lebesgue spaces and Sobolev spaces as well as their duals by means of an isomorphism that is build from L itself and hence commutes with the latter. This allows one to transfer knowledge between any two of these spaces. Let us give two illustrating examples. If L corresponds to an equation (m = 1) with real coefficients, then L has a bounded H ∞ -calculus and hence maximal regularity on L p for any p ∈ (1, ∞) due to Gaussian estimates [4, 28] , and one asks for the same on W −1,p ′ to treat distributional right-hand sides in quasilinear equations. In the realm of non-autonomous Cauchy problems, an old result of Lions guarantees non-autonomous maximal regularity on W −1,2 but one wants to transfer this knowledge to L 2 for example to make sense of boundary conditions [3, 22] . We stress that L itself cannot play the role of this transference operator because in general D(L) is not a Sobolev space of order two [49] .
In the Hilbert space case p = 2, having (1.3) means having D(L 1/2 ) = D(a) with equivalent norms. If a is symmetric -which here amounts to a ij = a * ji for all i, j -this is a property of closed densely defined sectorial forms that has nothing to do with differential operators [43, Ch. VI] . The case of non-symmetric forms has a long history and became known as Kato square root problem, see for example [7, 9, 11] . Within our setup it has been settled in [31, 32] by a non-trivial refinement of the first-order method of AxelssonKeith-McIntosh proposed in their seminal paper [12] and their pioneering application to mixed boundary value problems in [13] . The author has to concede that it is somewhat unfortunate that [32] and [31] treat systems with lower-order terms only implicitly. He sees this paper as the right moment to close this gap and shortly review the underlying methods in Section 3 to prove the following (u ∈ W 1,2 D (Ω)) with implicit constants depending on ellipticity, dimensions, and geometry.
Another possibility would have been to adapt the perturbation argument of [9, Ch. 0.7] . Here, d and the number of equations m in (1.1) are referred to as dimensions. The constants λ and Λ are the lower and upper bounds for the sesquilinear form in (1.2) and will be defined in Section 2.4. They are referred to as ellipticity. Geometry refers to all constants implicit in those assumptions amongst D, N, and Ω that are used in the particular situation.
The literature with regard to p = 2 is much sparser. Pure Dirichlet and pure Neumann boundary conditions on a Lipschitz domain were first treated in [10] under size and regularity assumptions on the kernel of the semigroup generated by −L. This applies in particular to equations with real coefficients. Auscher-Badr-Haller-Dintelmann-Rehberg [6] have more recently established (1.3) in the range p ∈ (1, 2) also for mixed boundary conditions on making the same geometric assumptions D, N, and Ω. There are, however, no competing results available -even on more regular domains -if one is to consider mixed boundary conditions for operators with complex coefficients, let alone systems. The only exception is the case d = 1 = m, where (1.3) is known to hold for all p ∈ (1, ∞) and all common two-point boundary conditions on an open interval [8] .
A coherent treatment of L p -estimates for the square root of elliptic systems with complex coefficients on R d when d ≥ 2 is found in the monograph [5] . On a large scale our approach is to incorporate the machinery of off-diagonal estimate from [5] into the fine geometric setup of [6] to compensate for the lack of Gaussian upper bounds for the kernel of the semigroup. (In fact, there might not be a kernel in any but the distributional sense.) This was left as an open problem on p.66 in [5] .
We shall work in an L-adapted range of exponents
that is to say, those p ∈ (1, ∞) for which there is a bounded (strongly continuous) semigroup associated with −L on L p (Ω) m . We postpone a detailed discussion of the size of J (L) and mention for the moment only that J (L) is an interval that contains at least 2 * := 2d/(d + 2) and 2 * := 2d/(d − 2). An obvious advantage of working with J (L) is that any improvement on L p boundedness of the semigroup entails an improvement in our results for free.
As our main result we obtain (1.3) in the best possible range below 2 (except for maybe the endpoints). For the sake of clarity let us introduce the array
to store all the constants that usually show up in our estimates.
Theorem 1.2.
Suppose Ω ⊆ R d is a bounded domain satisfying D, N, and Ω.
Upper and lower bounds of the extension depend on p 0 , p, and geometry.
We note that Theorem 1.2.(i) in principle consists of two estimates. One is the L p boundedness of the Riesz transform ∇L −1/2 expressed in the domination
In Section 6 we present details of the (short) proof relying on Blunck-Kunstmann's weak type criterion from [15, 16] , see also [5] , and L p → L 2 off-diagonal estimates for the gradient of the semigroup, to be established in Section 4. This is only for the reader's convenience and to avoid overloading this article with indications on how to modify and extract additional information from [5, 16] . Indeed, these references both treat the case Ω = R d only and do not state an explicit dependence of implicit constants. But we do not claim much originality here. An interesting observation to keep in mind, however, is that for this part we shall not require Assumption Ω, that is, Ω with the restricted Lebesgue measure need not be a space of homogeneous type.
The other ingredient is the a priori inequality
). This will be handled in Section 8 by a careful modification of the main argument in [6] . It goes by a weak-type criterion and requires a new Calderón-Zygmund decomposition that we shall establish beforehand in Section 7.
We remind the reader that most aforementioned applications of (1.3) would invest this isomorphism along with maximal regularity on L p . The latter is not known a priori in our context but there is a way out: By Dore-Venni's theorem [26] maximal regularity on L p follows from the bounded H ∞ -calculus on L p and this in turn is an easy consequence of methods used to get a grip on the Riesz transform, namely L p → L 2 off-diagonal estimates. Again, this connection is not new in general but has not been exploited in our context. It goes back to the seminal contribution [15] of Blunck and Kunstmann. 
Moreover, C depends on ψ, p 0 , p, and geometry.
The above range for p is optimal in that (1.6) for some p ∈ (1, ∞), some ψ ∈ (ω, π), and all f as above implies p ∈ J (L).
Above, ω ∈ [0, π/2) is the angle of accretivity for L and S + ψ is the open sector in the complex plane of opening angle 2ψ symmetric around the positive real axis, see Section 2.4.
As far as L 1/2 is concerned, we have only dealt with exponents p < 2 but a duality argument allows us to extrapolate (1.3) to some exponents above 2. In Section 9 we present a proof of We did not try to find a characterisation of the admissible exponents p > 2 in (1.3) in terms of the semigroup (or rather its gradient √ t∇e −tL ) as in [5] . This is left as an independent open problem. However, already for the Riesz transform no exponent p > 2 works simultaneously for all real symmetric L subject to Dirichlet boundary conditions on a Lipschitz domain. This follows from combining the example on p.120 in [9] with [51, Thm. B].
The reader will have already noticed that we take special care of implicit constants. This is not because we are trying to be particularly pedantic or even annoying. Rather than that, we need to prepare our results for the aforementioned applications to nonautonomous parabolic problems, where a family of operators L t with uniform ellipticity parameters in t acts in the spatial variables, and one needs the same uniformity on estimates for L 1/2 t . This was asked for in [17, 35, 35, 42] . It is only implicit in [6] and sometimes all but impossible to track. We shall comment on that issue in Section 8. There is also an 'inner' application for having uniform constants with respect to ellipticity, as it allows us to obtain holomorphic dependence on the coefficients in all of our estimates by a simple application of Vitali's theorem from complex analysis. To this end, let us denote by A(Ω) the set of coefficient functions
that satisfy our ellipticity assumptions, which can canonically be identified with an open subset of L ∞ (Ω) m 2 (d+1) 2 . We shall say that a function h from some open subset of A(Ω) into a complex Banach space X is holomorphic if for all holomorphic functions ϕ from an open subset of C into A(Ω) the composition h • ϕ is holomorphic. Let us also write L A instead of L and so on to stress the dependence on A. 
is holomorphic on O. 
For divergence form operators on rough bounded domains this seems to be a new result. It will be proved in Section 10. Let us remark that such kind of perturbation result usually necessitates the treatment of complex coefficients even if one aims at applying it in the realm of real equations only.
As for applications, all aforementioned results become more powerful the more is known about the set J (L). Riesz-Thorin interpolation reveals that J (L) is an interval and by maximal accretivity of L on L 2 (Ω) m it contains 2. By means of Nash-type inequalities we shall prove in Section 4 the following Let us also mention that many applications to physically motivated models require the adjoint isomorphism to (1.3) , that is
If in addition Assumption
for some p with Hölder conjugate p ′ > d. This is granted by Theorems 1.2 and 1.6 in dimensions d = 2, 3, 4 corresponding to (2 * ) ′ = 2 * = ∞, 6, 4. If m = 1 and L has real coefficients, then J (L) = (1, ∞) by Gaussian estimates [4] and we recover the result in [6] . Improvements on J (L) for certain systems with real coefficients were obtained in [50] and [56] . The Lamé system
fits into our framework provided µ > 0 and µ + µ ′ > 0, see [46] . In this paper, M. Mitrea and Monniaux consider L D,0 with pure Dirichlet boundary conditions on a bounded domain Ω satisfying an interior ball conditions and obtain maximal regularity on L q (Ω) in the range q ∈ (2 * , 2 * ). We remind the reader that Assumption N is void if one considers pure Dirichlet conditions. Hence, by putting together Theorems 1.3 and 1.6 we are able to drop this geometric assumption and obtain even a bounded H ∞ -calculus for L D,0 on any bounded domain, which in turn implies maximal regularity [26] . Some boundary regularity in the sense of Assumption D also allows us to increase the range for q. Let us stress, however, that the maximal regularity part has previously been obtained in a broader context by Tolksdorf [53] , who uses a technique different to ours that does not pass through the bounded H ∞ -calculus and yields the range (2 * − ε, 2 * + ε) without further geometric assumptions.
In the following section we provide precise definitions of all assumptions and notation that have been dealt with rather intuitively up to now. The remaining sections are devoted to the proofs of our main results, Theorems 1.1 -1.6. The order of proofs will slightly differ from the presentation above.
Notation and background
Any Banach space X under consideration is over the complex numbers and X * is the (anti)-dual space of conjugate linear bounded functionals X → C. We write · | · for duality pairings and (· | ·) for inner products on Hilbert spaces. 
where the form method forces natural boundary conditions on the complementary parts 
Assumption Ω. [18, 33] . We shall not need such precision. Namely, for 1 < q < ∞ we let W 1,q
consists of all bounded Lipschitz continuous functions u : Ξ → C that vanish everywhere on F . It carries the norm u → u ∞ + Lip(u), where Lip(u) is the smallest Lipschitz constant for u on Ξ.
Usually we encounter the spaces W [30, Thm. 6.16] . In particular, the usual embeddings of type W
We also define a lower conjugate by 1/p * = 1/p + 1/d. In the particular situation they will be contained in (1, ∞).
Sobolev spaces adapted to the boundary conditions (2.1) are W
2.3. Holomorphic functional calculi. General background and proofs of all relevant statements on the holomorphic functional calculus for sectorial operators can be found in [38] . Bisectorial operators can be treated almost identically but details have also been written down in [29, Ch. 3] . Throughout we shall assume that X is a Hilbert space.
A linear operator T in X is sectorial of angle φ ∈ [0, π) if its spectrum σ(T ) is contained in the closure of the sector S + φ := {z ∈ C : | arg z| < φ} and if
is uniformly bounded for every ψ ∈ (φ, π). We agree on S + 0 := (0, ∞).
where ν ∈ (φ, ψ), the choice of which does not matter in view of Cauchy's theorem, and ∂ S + ν is oriented such that it surrounds σ(T ) counterclockwise in the extended complex plane.
The definition of f (T ) is extended to larger classes of holomorphic functions by regularization: One defines the closed operator f (T ) := e(T ) −1 (ef )(T ), if e(T ) and (ef )(T ) are already defined by the procedure above and e(T ) is one-to-one. This definition does not depend on the choice of e. The expected relations f (T ) + g(T ) ⊆ (f + g)(T ) and f (T )g(T ) ⊆ (f g)(T ) hold and there is equality if f (T ) is
bounded. An example are fractional powers T α , α > 0, which are defined on using e(z) = (1 + z) −⌈α⌉−1 .
If T is one-to-one, then e(z)
It suffices to check this bound on H
We will frequently use that if T has a bounded H ∞ -calculus of angle ψ, then so has the adjoint T * . This is a consequence of the identity
Bisectorial operators are defined similarly upon replacing sectors by double sectors S φ = S
2.4. The divergence form operator. We turn to the precise definition of the divergence form operator formally given by (1.1). The coefficients a ij : Ω → L(C m ) are measurable and essentially bounded and we put
We remind the reader of the sesquilinear form
2 ), where ∇u := (
Our ellipticity assumption is the following lower bound.
Assumption L. There exists
This implies that the numerical range {a(u, u) : u ∈ D(a), u 2 = 1} is contained in the closed sector S + φ of opening angle φ = arctan((d + 1)Λ/λ). We define ω ∈ [0, π/2) to be the smallest such angle.
The Lax-Milgram lemma associates with a the bounded and invertible operator
We define L to be the maximal restriction of L to the Hilbert space L 2 (Ω) m . Our assumptions entail that a is a closed densely defined sectorial form of angle ω in L 2 (Ω) m and hence L is maximal ω-accretive, see [43, Ch. VI] . This is a stronger notion than sectoriality of angle ω. It is known that such operators admit a bounded H ∞ -calculus on any sector containing S + ω . This is due to Crouzeix-Delyon [19] , see also [38, Cor. 7.1.17]:
In fact, the constant 2 + 2/ √ 3 instead of 4 works but this would become messy to carry through all subsequent calculations. The important information is that this bound is universal for the class of maximal accretive operators on Hilbert spaces. [43, Sec. XI.6 ]. It will be useful to have the following exponential stability which follows simply because L−λ/2 is still maximal accretive. 
Lemma 2.3. For every
see [38, Thm. 5.2.6] . We can apply L 1/2 or L −1/2 on both sides of (2.3) to obtain wellknown integral formulae for either of them.
A review on the L 2 results
We survey the first-order formalism and its practicability to the operator L under our geometric assumptions developed in [31, 32] . This leads to Theorem 1.1 and the statements of Theorem 1.5 when p = 2. Throughout we assume D, N, and Ω.
3.1. The first order formalism. We write the coefficients of L in matrix form
and define a closed operator 
we define operator matrices on their natural domains,
and consider the perturbed Dirac operator Π B := Γ + B 1 Γ * B 2 . Indeed Π B is a Dirac operator in that its square contains L, namely
Within this framework our ellipticity Assumption L can be rephrased as
that is to say, B 1 and B 2 are accretive perturbations of Γ * and Γ, respectively. It follows that Π B is bisectorial of some angle ω B ∈ (0, π/2) with resolvent estimates both depending only on λ, Λ, see [12, 
where C ψ is the bound for the functional calculus.
On the concrete level, the goal of [31] 
By McIntosh's theorem [45] quadratic estimates as above imply boundedness of the
, which is a one-to-one bisectorial operator. See also [29, Thm. 3.4.11] . The bound for the functional calculus depends on the angle and the resolvent bounds for Π B as is easily seen from the proofs in [45] or [29] . Hence, we obtain the Proof of Theorem 1.1. We have just seen that Lemma 3.1 applies to Π B and yields
D (Ω) with equivalent norms upon restricting to the first coordinate in the 3 × 3 operator matrices. Implied constants in this argument depend on geometry and ellipticity.
3.2. Holomorphic dependence. Let us discuss holomorphic dependence in the spirit of Theorem 1.5 in the case p = 2. We assume some familiarity with vector-valued holomorphic functions and refer to [2, App. A] for background information.
Henceforth, let O ⊆ C be an open set and A(z) be coefficient matrices as above that depend holomorphically on z ∈ O. We assume that all of them satisfy the ellipticity assumptions from Section 2.4 with the same parameters λ, Λ and we write L z for the corresponding operators defined through the sesquilinear forms a z . By a slight abuse of notation, ω denotes the supremum of all accretivity angles of the operators
This follows for example from Morrera's theorem after changing the order of integration. Hence, we have a holomorphic family of sectorial forms in the sense of [43] . It follows that the associated operators L z are resolvent holomorphic, that is to say,
is holomorphic for every µ ∈ C \ S + ω . For a proof see [43, Thm. VII.4.2] or the elegant argument presented in [55] . By superposition, this carries over to objects in the functional calculus for the operators L z . Two important examples are as follows.
Corollary 3.3. In the situation above, let f ∈ H
, then the claim follows from Morrera's theorem after changing the order of integration in the integral representation of f (L z ). In the general case we conclude by Vitali's theorem: Indeed, as in Section 2.3 we can take a bounded sequence
The missing hypothesis for Vitali's theorem, that is the uniform bound in n and z for the holomorphic functions z → f n (L z ), is due to Proposition 2.1.
Corollary 3.4. In the situation above the map
Proof. The map under consideration is uniformly bounded on O thanks to Theorem 1.1. Hence, it suffices to check holomorphy of z → L
t are bounded holomorphic functions on any sector contained in the right complex halfplane and a substitution reveals a uniform bound in n and µ. By the first inequality above, L 1/2 z u is the pointwise limit of a sequence of holomorphic functions on O. And taking into account Proposition 2.1 and Theorem 1.1, the second one means that this sequence is uniformly bounded in n and z. As before, Vitali's theorem yields the claim.
Off-diagonal estimates
In this section we establish L p → L 2 off-diagonal estimates for the semigroup generated by −L and related families. They are the proper substitute for Gaussian kernel bounds in our context and play a crucial role in all subsequent sections. Here, they shall already lead us to the proof Theorem 1.6.
In the case p = q we simply speak of L p off-diagonal estimates and L p boundedness
We begin with L 2 → L 2 off-diagonal bounds. This will follow by Davies' perturbation method [5, 20, 44] and we shall indicate the major steps in order to help the reader through. To get the method running, we need the following invariance property.
Lemma 4.3. Every Lipschitz continuous function
Proof. Boundedness of the multiplication operator with respect to the W 1,2 (Ω) m -norm follows from the product rule. Hence, it suffices to check that the closed subspace W 1,2 D (Ω) is left invariant and by density this will follow from ϕu ∈ W 1,2
Proof of Proposition 4.2.
We begin with off-diagonal bounds for z = t > 0. Let ϕ : R d → R be Lipschitz continuous with ∇ϕ ∞ ≤ 1 and let ρ > 0; both yet to be specified. Since by the preceding lemma W 1,2 D (Ω) is invariant under multiplication with e ±ρϕ , we can define L ρ,ϕ := e ρϕ Le −ρϕ by means of the form method using the bounded sesquilinear form
In order to see that a ρ,ϕ is sectorial, we multiply out the expression for a(e −ρϕ u, e ρϕ u) obtained from the definition of a in (1.2), use boundedness and ellipticity of a, and control the error terms a(u, u) − a(e −ρϕ u, e ρϕ u) by means of Young's inequality with ε. This results in the two estimates
where c ∈ (0, ∞) depends upon ellipticity and dimensions. Thus, L ρ,ϕ + 2c(ρ 2 + ρ) is maximal accretive with angle arctan(4Λ(d + 1)/λ). The universal bound for its H ∞ -calculus yields e −tLρ,ϕ
see Proposition 2.1. Moreover, we have by definition
and as a holomorphic semigroup maps into the domain of its generator, the previous bounds along with the ellipticity estimate (4.1) imply
Now, let E, F ⊆ Ω be measurable sets, and let u ∈ L 2 (Ω) m be supported in E. We specialize ϕ(x) = d(x, E) and obtain e −tL u = e −ρϕ e ρϕ e −tL e −ρϕ u = e −ρϕ e −tLρ,ϕ u (t > 0), where in the last step we used that the similarity of operators L ρ,ϕ := e ρϕ Le −ρϕ inherits to resolvents and hence to the functional calculi. From (4.2) we can infer
and recalling that Ω is bounded, becomes the off-diagonal bound
The estimates for tLe −tL and √ t∇e −tL follow likewise from either (4.2) or (4.3).
Finally, to treat the general case z ∈ S + ψ , we replace L by e i arg z L: Since | arg z| < π/2−ω, this is an operator in the same class as L and ellipticity constants of the corresponding form depend on λ, Λ, ψ. Hence, the first part of the proof applies with t = |z| and the claim follows on noting e −zL = e −te i arg z L .
The subsequent proposition builds the bridge to L p → L p and L p → L 2 estimates. Going through the cycle of all five implication shows that for the semigroup all concepts are more or less equivalent if one allows a small play in the Lebesgue exponents. . Then the following hold.
Proof. We begin with (i). Let u ∈ L 2 (Ω) m with u p = 1. First, we establish the L p → L 2 bounds for the semigroup in the case z = t > 0. We obtain the interpolation inequality
where 1/θ = 1 + 2p/(2d − pd), from the classical Gagliardo-Nirenberg inequality for functions on R d , see [47, p. 125] , and the boundedness of the extension operators E k , see Section 2.2. Here, Assumption N was used. We apply this with v = e −tL u and obtain from the assumption and ellipticity
Hence, f (t) := e −tL u 2 2 satisfies the differential inequality
where C > 0 depends on geometry and p , see (1.5). If f vanishes at some point of the interval (t/2, t), then f (t) = 0 by the semigroup property and we are done. Otherwise, we obtain
which, by definition of f , is the required L p → L 2 estimate. In order to extend this bound to z ∈ S + ψ , we put ψ ′ := (ψ + π 2 − ω)/2 and decompose z = z ′ + t, where | arg z ′ | = ψ ′ and t > 0, so that |z| ≃ |z ′ | ≃ t with implicit constants depending on ψ and ω. The claim then follows from the contractivity of the semigroup on L 2 and the first part of the proof:
Next, (ii) follows from the semigroup law and the assertion for S. Indeed, it suffices to write
and concatenate the L 2 bound of the first factor (Proposition 4.2) with the assumed L p → L 2 bound for the second one.
As for (iii), we interpolate by means of the Riesz-Thorin theorem the assumed L p → L 2 bound with the L 2 off-diagonal estimates provided by Proposition 4.2. (Once we fixed the sets E, F , in the definition of off-diagonal estimates.)
Assertion (iv) follows by a refinement of the argument for (ii). We let E, F ⊆ Ω measurable sets, u ∈ L 2 (Ω) m with support in E and z ∈ S + ψ . We also use a measurable set G ⊆ Ω to be specified yet. By the semigroup law we have
and hence by assumption and L 2 off-diagonal estimates for the gradient of the semigroup,
where 
whenever E, F are closed axis-parallel cubes in
where the second step is an application of Young's inequality for (discrete) convolutions. The sum in j equals u p L p (Ξ) and the claim follows.
Remark 4.6. The proof of Proposition 4.4 reveals that in each implication implicit constants in the conclusion depend at most on those appearing in the premise and potentially on p, ψ, ellipticity, and geometry.
Remark 4.7.
As for exponents p ∈ (2, ∞], the results analogous to Proposition 4.4 for the semigroup S follows from duality using that (e −zL ) * = e −zL * . For the gradient family N there is, however, no such direct argument. A proof on Ω = R d that makes specific use of the invariance of Ω under linear transformations is presented in [5, Prop. 3.9]. We shall not need this in the following and thus do not attempt to adapt it.
The following lemma deals with the first part of Theorem 1.6. 
where we have also used the semigroup properties e −tL u 2 ≤ u 2 , Le −tL u 2 t −1 u 2 . Implicit constants depend on p, ellipticity, dimensions, and geometry. Substituting the value of θ, this turns out just to be L 2 → L p boundedness of {e −tL } t>0 .
We cite the following regularity result for the operator L : 
In addition, ε ′ and upper and lower bounds for L can be given in terms of ellipticity, dimensions, and geometry. Now, we are ready to give the proof of Theorem 1.6. Let us stress that our argument essentially differs from the whole space case [5, Sec. 4.2] in that it avoids a change of variables for the coefficients A. This is necessary since the resulting change of the underlying domain would affect geometric constants in an uncontrollable way.
Proof of Theorem 1.6. In view of Lemma 4.8 we only need to prove the extrapolation from the range (2 * , 2 * ) in the case d ≥ 3 under Assumptions D and N.
Let ε ′ > 0 be as provided by Proposition 4.9. We fix p, q, and r such that
which is possible since d ≥ 3 implies 1 * < 2. We will prove r * ∈ J (L) with a bound depending on p, q, r, ellipticity, and geometry. This implies the claim: First, p, q, r share the same dependencies as ε ′ and therefore we have r * = 2 * − ε for some ε > 0 depending on ellipticity, dimensions, and geometry. Second, Riesz-Thorin interpolation of the L r * bound for the semigroup with the contractivity on L 2 yields L s bounds for s ∈ (r * , 2) without introducing further implicit constants. Third, the same argument with the same choice of parameters applies to L * and by duality we obtain L s boundedness for s ∈ (2, (r ′ ) * ), where 1/r ′ = 1 − 1/r.
In order to prove L r * boundedness, we let t > 0 and take u in L p * , a dense subspace of L 2 ∩ L r * . By Cauchy's integral formula and since L extends L, we can write
where R = d(t, ∂S + ψ )/2 and ψ = π/4 − ω/2. We have p * ∈ (2, 2 * ), so p * ∈ J (L) thanks to Lemma 4.8. Proposition 4.4 implies L q * boundedness of the semigroup for complex times z ∈ S + ψ and in particular along the integration contour above. Thus, we have e
by choice of q. Since 1 * < q < 2, we obtain from Sobolev embeddings,
Altogether, e −tL u q * t −1 u q * , that is, the semigroup is L q * → L q * bounded. RieszThorin interpolation with the L 2 off-diagonal estimates from Proposition 4.2 leads to L r * → L s off-diagonal estimates for some s > r * determined by q and r, which in turn implies L r * boundedness (Lemma 4.5).
Proof of Theorem 1.3
To obtain L p estimates for the functional calculus for L it will be convenient to calculate f (L) in terms of the semigroup instead of the resolvent. This can be seen as some kind of Laplace transform inversion.
Lemma 5.1. Let ω < θ < ν < ψ < π/2 and g ∈ H
e zξ e −zL vanishes as |z| → ∞ along the ray Γ ± and we may compute, using the fundamental theorem of calculus,
By definition of the functional calculus
From these two identities the claim follows by an application of Fubini's theorem. 
and for j ≥ 1,
is finite, then T is of weak type (q, q) and hence L p bounded for p ∈ (q, 2) with a bound depending on q, m 1 , m 2 , Σ, and an L 2 bound for T .
As a first application we prove
whenever ψ ∈ (ω, π) and p ∈ (q, 2). Here, C depends on ψ, p, q, ellipticity, dimensions, geometry and constants implicit in the assumption.
Proof. Without loss of generality we may assume ψ < π/2. Let f ∈ H ∞ 0 (S + ψ ) be normalized such that f ∞ = 1. We appeal to Proposition 5.2 with T = f (L). We put A r = 1 − (1 − e −r 2 L ) n , where n ∈ N has to be determined yet. Proposition 2.1 yields T L 2 →L 2 ≤ 4 and we need to check (5.1) and (5.2). 
the assumed L q → L 2 off-diagonal estimates (with constants C, c ∈ (0, ∞)) yield for j ≥ 1,
Hence, (5.2) holds with g(j)2 dj/2 summable no matter the value of n.
Turning to (5.1), we apply Lemma 5.1 to the function g(z) = f (z)(1 − e −r 2 z ) n and write
For j ≥ 2 we take L 2 (C j (B) ∩ Ω)-norms in (5.3) and apply off-diagonal estimates to give where
By the mean value theorem and the normalization of f we have |g(ξ)| ≤ min{2 n , r 2n |ξ| n } for ξ ∈ γ ± . Consequently,
where α depends on ψ, ω, n. Setting |z| = t, we deduce that
The remaining integrals in s are finite. Thus, we have found I j,± ≤ g(j)r −γ with {2 dj/2 g(j)} j≥2 summable provided γ + 2n > d/2. For such choice of n, (5.1) follows from (5.4).
Now we can complete the
Proof of Theorem 1.3. The necessity part follows simply because we can take f (z) = e −tz in (1.6) for every t > 0.
By duality it suffices to treat the sufficiency part in the case p 0 ∈ J (L) ∩ [1, 2). Let p ∈ (p 0 , 2] and ψ ∈ (ω, π). Proposition 4.4 provides L q → L 2 off-diagonal estimates for the semigroup, for instance for the choice q = (p + p 0 )/2, and implied constants depend on p 0 , p, and geometry. See Remark 4.6 for the latter. Lemma 5.3 yields
with C depending on p 0 , p, ψ, and geometry. This bound extends to f ∈ H ∞ (S
L p bounds for the Riesz transform
As a primer to Theorem 1.2 we study L p boundedness of the Riesz transform ∇L −1/2 . Due to Theorem 1.1 this is an L 2 bounded operator. It follows from (2.3) that
in the sense of an improper Riemann integral.
. The bound depends on p, q, ellipticity, dimensions, geometry and constants implicit in the assumption.
Proof. We appeal to Proposition 5.2 with T = ∇L −1/2 and A r = 1 − (1 − e −r 2 L ) n , where n ∈ N has to be determined yet. We have seen that T is L 2 bounded. From the proof of Lemma 5.3 we also know that L q → L 2 off-diagonal estimates for the semigroup imply (5.2) for any choice of n. So, we only have to check (5.1).
For the argument we put γ :
be an open ball with radius r > 0, and u ∈ L 2 (Ω) m have its support in B ∩ Ω. We calculate T (1 − A r )u via (6.1) and expand A r by the binomial theorem. This leads to the formula
which, by substituting t 2 /r 2 + k, can more conveniently be written as
where
Let C, c ∈ (0, ∞) be the implied constants and recall from Remark 4.6 that they do not bring in further dependencies. Taking L 2 (C j (B) ∩ Ω)-norms in the above formula, we find for j ≥ 2,
It remains to bound these integrals. We begin with the crude estimate
where the remaining integral is finite since |g| is integrable on (0, 4n) and the other factor remains bounded as t → 0. As for I + , we first note that for t > 4n all characteristic functions in (6.2) evaluate to 1. Hence, the residue theorem yields
Along the path of integration t − z, z, z − 1, . . . , z − n are of absolute value at least t/4 each. Thus |g(t)| ≤ αt −n−1/2 for some α ∈ (0, ∞) depending on n. In conclusion,
and the integral in s is finite. We have found
For such choice of n, (5.1) follows from (6.3).
. The implied constant depends on p 0 , p, and geometry.
Proof. Let p ∈ (p 0 , 2). Proposition 4.4 provides L q → L 2 off-diagonal estimates for {e −tL } t>0 , for instance for the choice q = (p + p 0 )/2, and implied constants depend on p 0 , p, and geometry, see Remark 4.6. Hence, Lemma 6.1 applies. An equivalent way of stating its conclusion is the estimate
, where the implied constant shares the same dependencies. To add u p on the left-hand side, we first interpolate the assumed L p 0 bound for the semigroup with the exponential decay on L 2 stated in Lemma 2.3. This yields e −tL L p →L p ≤ p 0 1−θ e −λθt/2 for t > 0, where 1/p = (1 − θ)/p 0 + θ/2. Now we can use (2.3) to give
A Calderón-Zygmund decomposition
In this section we shall craft a Calderón-Zygmund decomposition within W 1,p D . We extend the approach from [6] . The crucial insight in this paper was that the following Hardy inequality can be used to maintain Dirichlet boundary conditions for the 'good' and all 'bad' functions. For a proof see [6, Thm. 6 .1] or [30, Thm. 3.2] . We agree on d(x, ∅) = ∞ for x ∈ R d so that the estimate below holds trivially for empty Dirichlet parts. 
. , m there is a Hardy-type inequality
We let Q be the system of closed axis-parallel cubes with non-empty interior in
where − Q := |Q| −1 Q denotes the average over Q. Then |u| ≤ M u holds almost everywhere and for some constant c d > 0 depending only on d there is a weak type estimate
see for example [37, Ch. 2] . Let us denote the coordinates of a C m -valued function v by v (k) .
Lemma 7.2. Suppose Ω is a bounded domain with Assumptions D and N and let
and every α > 0 there exists a countable index set J, cubes Q j ∈ Q, j ∈ J, and measurable functions g, b j : Ω → C m such that for some C ≥ 1, independent of u and α, the following hold.
Proof. The proof follows the classical pattern relying on a Whitney decomposition of an exceptional set determined by an adapted maximal function. It is divided into seven steps.
Step 1: Adapted maximal function. Recall the bounded Sobolev extension operators
Since Ω is bounded, a suitable smooth truncation far away from Ω allows us to modify the extension in such a way that even the Hardy-type terms as in Proposition 7.1 are controlled, that is to say,
The procedure is explained in detail on p.176 of [6] . We define the open set
First we treat the case U = ∅. Then for the choices J = ∅ and g = u all assertions are immediate except for (iii). Referring to this, we use that u is an extension of u and obtain for almost every x ∈ Ω,
The right-hand side is dominated almost everywhere by its maximal function, which in turn in globally bounded by α p . We shall discuss at the end of the proof in the general case why this implies g ∈ W 1,∞ D (Ω). So, from now on we can assume that U is a non-empty open subset of R d . By the weak type estimate for the maximal operator and (7.1) we obtain
In particular, F := R d \ U is non-empty. This allows for choosing a Whitney decomposition of U , that is, an at most countable index set J and a collection of cubes Q j ∈ Q, j ∈ J, with diameter d j that satisfy 
Step 2: Definition of the good and bad functions. Let {ϕ j } j∈J be a partition of unity on U , that is j∈J ϕ j = 1 on U , with the properties
for all j ∈ J, see [14, Sec. 5.5] for the construction. Given 1 ≤ k ≤ m, we distinguish between three properties a cube Q j can have:
Then we let u 
Step 3: Proof of (iv). After the considerations above it remains to prove the estimate. To this end, we fix a coordinate 1 ≤ k ≤ m.
Investing the estimates (7.5), (7.6) , and (7.9) on k-usual cubes, (7.10) on k-boring cubes and in addition (7.12) on k-special cubes, we find
As a consequence of (D) the series Revisiting the calculation above for J 0 = J and recalling (7.1), we find
We recall from Step 2 that all b
Since the latter is a closed
. Finally, the estimate in (vi) follows directly from (7.14)
Step 6: Gradient estimate of the good function. Let 1 ≤ k ≤ m. The objective of this step is to prove |∇ g (k) (x)| α for almost every x ∈ R d . Thanks to (viii) we can compute
and all sums converge in L p (R d ). As in the previous step we write
Now, on F = R d \ U all terms on the right-hand side vanish but the first one and we get
So, we can concentrate on the similar estimate on U . Due to (D) the sum j∈J ϕ j converges in L 1 loc (R d ) and by construction the limit is identically 1 on U . Thus, j∈J ∇ϕ j = 0 on U in the sense of distributions and (7.15) collapses to
We will not estimate this sum directly. Instead, we define
Step 7: Proof of (iii). After all it remains to check 
We claim first that L −1/2 extends to a bounded operator L q (Ω) m → L q * (Ω) for every q ∈ [p, 2]. Indeed, by Riesz-Thorin interpolation it suffices to check the endpoints andkeeping in mind the Sobolev embedding W This being said, we put p 0 := p, p j = p * j−1 for j = 1, . . . and stop at the first number j with p j ∈ (2 * , 2]. By construction this happens for some j ≥ 1 and the above applies to q = p 0 , . . . , p j . We find for every t > 0 the chain of bounded mappings
where the second to last arrow with operator norm controlled by t 8.2. Proof of (i). We turn to (i) and claim that it suffices to prove the following key proposition.
with an implicit constant depending on p and geometry.
Let us first see how the proposition leads to the proof of the first part of Theorem 1.2.
Thanks to Theorem 1.6 we can guarantee that J (L) ∩ (1, 2 * ) is non-empty and so the statement is non-trivial. Let it contain p 0 . Due to Proposition 8.1 and Theorem 1.1 we have at hand (extensions to) bounded operators Indeed, since p < p * < 2 the first property is a consequence of Proposition 4.4.(iii) and implicit constants depend only on p and geometry, see Remark 4.6. Similarly, the second property is due to Theorem 1.3 with the same dependence of implicit constants.
To get started, let α > 0 and u ∈ W Step 3: Estimate of the first term on the right of (8.3) . Of course we may assume r j > 2 −n . From Tchebychev's inequality we can infer
The union of the cubes 4Q j does not cause any problems since its measure can be controlled by u
. We start to estimate the leftover L 2 norm by testing against v ∈ L 2 (Ω) m with v 2 = 1:
and apply the Cauchy-Schwarz inequality to give
Identifying v with its extension by zero to R d , we obtain for every
To control the other norm on the right-hand side of (8.6) we recall that as far as offdiagonal estimates are concerned, we have L p * → L 2 for {e −tL } t>0 . Since we also have L 2 → L 2 for {tLe −tL } t>0 from Proposition 4.2, we obtain L p * → L 2 for {tLe −tL } t>0 by composition as in the proof of Proposition 4.4.(iv). All implied results contain a statement about implicit constants and so we may note without any pain that
where C, c ∈ (0, ∞) depend on p and geometry, and we have used that b j is supported in Q j , see (ii). From Sobolev embeddings and (iv) we can infer b j p * αℓ
be a measurable set, and n ∈ N. Let T be a one-to-one sectorial operator on L 2 (Ξ) n such that for some ψ ∈ (0, π) it holds
n for which the right-hand side is finite.
Proof. The adjoint T * has the same properties as T with p replaced by its Hölder conjugate q. This follows from the identity g(T ) * = g * (T * ), where g * (z) = g(z) and g ∈ H ∞ (S + ψ ). Arguing by duality, it suffices to show k∈Z |f * (4 k T * )v|
Let {r k } k∈Z be a sequence of symmetric independent {−1, 1}-valued random variables on the unit interval and let N ∈ N. By orthogonality of the r k in L 2 (0, 1) we have 
then each f (z) extends from X 1 ∩ X 2 to a bounded operator X 2 → Y 2 , denoted also f (z), and f : O → L(X 2 , Y 2 ) is holomorphic.
Proof. The extension f : O → L(X 2 , Y 2 ) comes from the assumption and since X 1 ∩ X 2 is dense in X 2 . For clarity let us call it g just in this proof. Our assumption guarantees g(z) L(X 2 ,Y 2 ) ≤ C for all z ∈ O, that is, g is bounded.
Next 
