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ABSTRACT 
 
Real-time sensing brings the proliferation of big data that contains rich information of 
complex systems. It is well known that real-world systems show high levels of nonlinear and 
nonstationary behaviors in the presence of extraneous noise. This brings significant challenges for 
human experts to visually inspect the integrity and performance of complex systems from the 
collected data. My research goal is to develop innovative methodologies for modeling and 
optimizing complex systems, and create enabling technologies for real-world applications. 
Specifically, my research focuses on Mining Dynamic Recurrences in Nonlinear and 
Nonstationary Systems for Feature Extraction, Process Monitoring and Fault Diagnosis. This 
research will enable and assist in (i) sensor-driven modeling, monitoring and optimization of 
complex systems; (ii) integrating product design with system design of nonlinear dynamic 
processes; and (iii) creating better prediction/diagnostic tools for real-world complex processes. 
My research accomplishments include the following. 
(1) Feature Extraction and Analysis:  
I proposed a novel multiscale recurrence analysis to not only delineate recurrence  
dynamics in complex systems, but also resolve the computational issues for the large-scale datasets. 
It was utilized to identify heart failure subjects from the 24-hour heart rate variability (HRV) time 
series and control the quality of mobile-phone-based electrocardiogram (ECG) signals.  
(2) Modeling and Prediction:  
I proposed the design of stochastic sensor network to allow a subset of sensors at varying 
locations within the network to transmit dynamic information intermittently, and a new approach 
 xi 
 
of sparse particle filtering to model spatiotemporal dynamics of big data in the stochastic sensor 
network. It may be noted that the proposed algorithm is very general and can be potentially 
applicable for stochastic sensor networks in a variety of disciplines, e.g., environmental sensor 
network and battlefield surveillance network.  
(3) Monitoring and Control:  
Process monitoring of dynamic transitions in complex systems is more concerned with 
aperiodic recurrences and heterogeneous types of recurrence variations. However, traditional 
recurrence analysis treats all recurrence states homogeneously, thereby failing to delineate 
heterogeneous recurrence patterns. I developed a new approach of heterogeneous recurrence 
analysis for complex systems informatics, process monitoring and anomaly detection.  
(4) Simulation and Optimization:  
Another research focuses on fractal-based simulation to study spatiotemporal dynamics on 
fractal surfaces of high-dimensional complex systems, and further optimize spatiotemporal 
patterns. This proposed algorithm is applied to study the reaction-diffusion modeling on fractal 
surfaces and real-world 3D heart surfaces. 
 
 1 
 
CHAPTER 1: INTRODUCTION AND BACKGROUND 
 
In this chapter, motivations for selecting this research topic are presented. Then the 
literature review about nonlinear dynamics and recurrence quantification analysis will be 
introduced. It is followed by the major thrust and scope of research. In the end, the organization 
of this dissertation is shown. 
1.1 Research Motivations 
Nonlinear dynamics arise whenever multifarious entities of a system cooperate, compete, 
or interfere. Effective monitoring and control of nonlinear dynamics will increase system quality 
and integrity, thereby leading to significant economic and societal impacts. For example, heart 
disease is responsible for 1 in every 4 deaths in the United States, amounting to an annual loss of 
$448.5 billion [1]. Realizing a better quality of cardiac operations will reduce healthcare costs and 
improve the health of our society. Figure 1.1a shows nonlinear waveforms of 1-lead 
electrocardiogram (ECG) signals when human heart maintains blood circulation through 
orchestrated depolarization and repolarization of cells. It is common to observe the near-periodic 
patterns but with hidden temporal variations between heart cycles in these physiological signals. 
Figure 1.1a shows some common characteristics of ECG signals: 1) Within one cycle, the signal 
waveform at different segments change significantly. The reason is that different segments often 
correspond to different stages of cardiac operations. 2) Between cycles, the signals are similar to 
each other but with variations. Near-periodical beatings of human heart provide nourishments to 
all parts of body and maintain vital living organs.  
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As complex physiological systems evolve in time, dynamics deal with change.  Whether 
the system settles down to the steady state, undergoes incipient changes, or deviates into more 
complicated variations, it is dynamics that help analyze system behaviors.  Figure 1.1b shows an 
example of the ECG phase space constructed from multi-lead ECG signals using the Takens’ 
embedding theorem [2]. As multiple sensors are deployed at various locations, distributed sensing 
provides multi-directional views of nonlinear dynamics in the underlying processes. Traditional 
linear methodologies focus on the analysis of time-domain signals, and attempt to understand a 
system’s behavior by breaking it down into parts and then combining all constituent parts that have 
been examined separately.  This idea underlies such methods as principal component analysis 
(PCA), Fourier analysis, and factor analysis. These methods encounter difficulties in capturing 
nonlinear, nonstationary and high-order variations. The breakthrough in nonlinear theory came 
with Poincaré’s geometric thinking of dynamical systems [3, 4], which focuses on geometric 
analysis of nonlinear trajectories in the phase space (see Figure 1.1b).   
 
Figure 1.1 Examples of physiological signals. (a) Aligned ECG cycles, (b) ECG trajectories. 
Physiological sensing brings the proliferation of measurements of process dynamics (e.g., 
action potentials, ECG signals, echocardiogram). The challenge now is to harness and exploit 
nonlinear complexity underlying sensing signals for quality and integrity improvements in cardiac 
Time (ms) 
0
5
10
15
20
0
200
400
600
800
1000
-0.5
0
0.5
1
1.5
Beats
Time (ms)
P
o
te
n
ti
a
ls
Beats 
P
o
te
n
ti
a
ls
 (
m
v
) 
(a) one-lead ECG in aligned cycles  
QRS Complex 
Ventricle Depolarization 
P Wave 
Atrial Depolarization 
T Wave 
Ventricle Repolarization 
Vx
Vy
Vz
(b) ECG trajectories in the 3-dimensional phase space  
 3 
 
operations.  However, multi-sensing capabilities are not fully utilized to extract information about 
nonlinear dynamics in the phase-space domain. Particularly, nonlinear dynamical systems defy 
understanding based on the traditional reductionist's approach, in which one attempts to understand 
a system’s behavior by combining all constituent parts that have been analyzed separately.  For 
example, clinicians had thought that drugs that significantly reduce arrhythmic behaviors in 
isolated cardiac cells would also do so in the heart until the concept was proven wrong by the 
failure of two large clinical trials [5]. In order to cope with system complexity and increase 
information visibility, modern healthcare systems are investing in advanced physiological sensing 
and patient monitoring, thereby giving rise to big data. Realizing the full potential of big data for 
healthcare intelligence requires fundamentally new methodologies to harness and exploit 
complexity. However, available nonlinear dynamics techniques are either not concerned with 
healthcare objectives or fail to effectively analyze big data to extract useful information for 
improving healthcare services. There is an urgent need to develop analytical methodologies that 
fully utilizing nonlinear dynamics and chaos principles for advancing healthcare services with 
exceptional features such as personalization, responsiveness, and superior quality.  
Over the past few decades, the theory of nonlinear dynamics has emerged as a powerful 
technique in the design of superconducting circuits [6], chatter control in mechanical systems [7], 
laser stabilization [8], precise fabrication of nanomaterials [9], as well as information security [10]. 
In addition, several investigations into characterization and modeling of physiological systems, 
from the cellular level to the system level, have begun to adapt nonlinear dynamics principles. 
1.2 Research Background 
1.2.1 Nonlinear Dynamics 
Nonlinear dynamics theory has emerged as an important methodology for complex systems 
modeling and analysis. The basic idea is to model the state evolution of underlying processes by a 
 4 
 
set of nonlinear differential equations, i.e., ?̇? =
𝑑𝑿
𝑑𝑡
= 𝐹(𝑿, 𝜽), 𝐹 ∈ ℝ𝑛 → ℝ𝑛, where 𝑿 is a multi-
dimensional state variable, 𝐹  is the nonlinear function, and 𝜽 is model parameters. Thus, the 
solution, i.e., 𝑿 = 𝑓(𝑿(0), 𝑡), generates a trajectory representing the flow of state evolution for a 
given initial condition 𝑿(0). When there is a small perturbation in 𝜽 or 𝑿(0), the dynamics of a 
nonlinear process undergo abrupt changes and reveal complex characteristics, including chaos, 
recurrences, fractals and bifurcations. Notably, linear systems often attribute irregular behaviors 
of the system to random external inputs, but nonlinear systems can produce very chaotic data with 
purely deterministic equations and without stochastic inputs. 
 
Figure 1.2 An example of time delay reconstruction: (a) ECG time series, (b) lag-reconstructed 
ECG attractor. 
Much of the complexity in real-world systems is known to emerge from the underlying 
nonlinear stochastic dynamics. The exhibited signals from complex systems are often chaotic in 
nature with irregular behaviors. However, dynamics manifests in the vicinity an attractor A (e.g., 
ECG attractor shown in Figure 1.1b), an invariant set defined in an m-dimensional state space. 
Takens’ delay embedding theorem [11] shows that system dynamics can be adequately 
reconstructed by using the time-delay coordinates of the individual measurements because of the 
high dynamic coupling existing in physical systems. For the time series 𝑿 = {𝑥1, 𝑥2, ⋯ , 𝑥𝑁}
𝑇, state 
vector ?⃗?  (Figure 1.2b) is reconstructed using a delay sequence of {𝑥𝑖}  as ?⃗? (𝑖) =
𝑥446 𝑥430 
𝑥438 
?⃗? (430) =  𝑥430 , 𝑥438, 𝑥446  
(a) (b) 
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[𝑥𝑖, 𝑥𝑖+𝜏,⋯ , 𝑥𝑖+𝜏(𝑚−1)], where 𝑚 is the embedding dimension and 𝜏 is the time delay. Figure 1.2 
shows an example of time delay reconstruction of 3-dimensional ECG state attractor from the 1-
dimensional ECG time series. The optimal embedding dimension 𝑚 suffice to unfold the attractor 
is determined by false nearest neighbor method [12]. In addition, mutual information [13] is used 
to minimize both linear and nonlinear correlations for the choice of optimal time delay 𝜏. 
 
Figure 1.3 An illustration for the computation of mutual information. 
If the time delay 𝜏  is too small, the attractor will be restricted to the diagonal of the 
reconstructed phase space. However, if the time delay is too large, reconstructed attractor no longer 
represents the true dynamics. In the literature, there are two traditional approaches for the selection 
of time delay 𝜏. The first approach is to increase the 𝜏 value and then visually inspect that which 𝜏 
gives the most spread out attractor. The disadvantage of visual inspection is that it only achieves 
satisfactory results for simple systems. The second approach is autocorrelation function (delay 𝜏) 
𝑟𝜏 =
∑ (𝑥𝑖 − ?̅?)(𝑥𝑖+𝜏 − ?̅?)
𝑁−𝜏
𝑖=1
∑ (𝑥𝑖 − ?̅?)2
𝑁
𝑖=1
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Optimal 𝜏 is required to minimize the linear independence that is the value when the autocorrelation 
function first passes through 0. Yet, autocorrelation is a second-order quantity evaluating merely 
linear dependency among data.  Notably, mutual information quantifies both linear and nonlinear 
dependency between two variables 𝑥𝑖 and 𝑦𝑗, which is defined as: 
𝐼(𝑥, 𝑦) =  ∑𝑝(𝑥𝑖
𝑖,𝑗
, 𝑦𝑗) 𝑙𝑜𝑔
𝑝(𝑥𝑖, 𝑦𝑗)
𝑝(𝑥𝑖)𝑝(𝑦𝑗)
 
where p(x, y)  is the joint probabilistic distribution, p(x)  and p(y)  are marginal probabilities. 
Figure 1.3 shows the practical implementation to compute the mutual information. In the scatter 
plot of two variables x and y, the histogram is shown for each variable. Marginal probabilities 𝑝(𝑥𝑖) 
and 𝑝 𝑦𝑗  are computed as the number of points in 𝑥𝑖 and 𝑦𝑗 divided by the total number of points 
in the 2-dimensional space. The joint probability 𝑝 𝑥𝑖, 𝑦𝑗  is computed as the number of points in 
box  𝑥𝑖 , 𝑦𝑗  divided by the total number of points in the space. Optimal 𝜏 is selected to minimize 
the general dependency between variables that is the first local minimum of Mutual Information 
function. 
The method of false nearest neighbor (FNN) was first proposed by Kennel et al. to determine 
the minimal embedding dimension 𝑚 suffice to reconstruct system dynamics [12]. In other words, 
FNN method is to reconstruct the abstractor in the 𝑚-dimensional space that preserves dynamical 
properties of complex systems in the original phase space. Most importantly, the minimal 
dimension needs to guarantee the diffeomorphism of reconstruction without any information being 
lost but without adding unnecessary information. Suppose a 𝑚-dimensional attractor is projected 
to the lower dimensional space (𝑚′ dimension and 𝑚′ < 𝑚). Due to this projection, the topological 
structure of the 𝑚-dimensional attractor is no longer preserved. Some states are projected into 
neighborhoods of other states, but they are not true neighbors in the higher dimensional space. 
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These states are called “false neighbors”. An optimal dimension for time-delayed embedding is the 
smallest dimension that minimizes the number of “false neighbors”. However, a larger dimension 
than the optimum leads to excessive computation when investigating the dynamical properties. 
“Noise” will populate and dominate the extra dimension of the space where no dynamics is 
operating. The basic idea of FNN is to measure the distances between a state and its nearest 
neighbors as this dimension increases. This distance should not change if the states are really nearest 
neighbors. 
For a given time series 𝑿 = {𝑥1, 𝑥2, ⋯ , 𝑥𝑁}
𝑇, we calculate the change of distances between 
neighboring states when the embedding dimension is increased from m to m + 1. If the embedding 
dimension is high enough, then the fraction of false neighbors is zero, or at least sufficiently small. 
The state vector in m-dimensional space is 
𝒙(𝑖) =  𝑥𝑖 , 𝑥𝑖+𝜏, ⋯ , 𝑥𝑖+𝜏(𝑚−1)  
Let’s denote the r th nearest neighbor of 𝒙(𝑖)  by 𝒙(𝒓)(𝑖) , then the Euclidean distance 
between 𝒙(𝑖) and its neighbor is 
𝑅𝑚
2 (i, r) = ∑(𝑥𝑖+𝑘𝜏 − 𝑥𝑖+𝑘𝜏
(𝑟)
)
2
𝑚−1
𝑘=0
 
If the embedding dimension is increased from m to m + 1, the (m + 1)th coordinate is added to 
each state vector 𝒙(𝑖). Therefore, the distance between 𝒙(𝑖) and the rth nearest neighbor that we 
identified in the mth dimension is 
𝑅𝑚+1
2 (i, r) = 𝑅𝑚
2 (i, r) + (𝑥𝑖+𝑚𝜏 − 𝑥𝑖+𝑚𝜏
(𝑟)
)
2
 
Then the FNN criterion (i.e., relative change in the distances between neighbors) is 
(
𝑅𝑚+1
2 (i, r) − 𝑅𝑚
2 (i, r)
𝑅𝑚2 (i, r)
)
1/2
=
|𝑥𝑖+𝑚𝜏 − 𝑥𝑖+𝑚𝜏
(𝑟)
|
𝑅𝑚(𝑖, 𝑟)
> 𝑅𝑡𝑜𝑙 
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where 𝑅𝑡𝑜𝑙 is the threshold. We will now examine the relative change in the distance as a way to 
see if the states are not really close together when increased to a higher-dimensional space. 
1.2.2 Recurrence Quantification Analysis 
Recurrence (i.e., approximate repetitions of a certain event) is one of the most common 
phenomena in natural and engineering systems. For examples, the human heart is near-periodically 
beating to maintain vital living organs, and manufacturing machines are cyclically forming sheet 
metals during production. Real-time sensing brings the proliferation of big data (i.e., dynamic, 
nonlinear, nonstationary, high dimensional) from complex processes. This provides an 
unprecedented opportunity for data-driven characterization and modeling of nonlinear recurrence 
behaviors towards system informatics and control. However, most of existing approaches adopt 
linear methodologies for analyzing dynamic recurrences. Traditional linear methods interpret the 
regular structure, e.g., dominant frequencies in the signals. They have encountered certain 
difficulties to capture the nonlinearity, nonstationarity and high-order variations. For example, 
Fourier analysis does not provide the temporal localization of frequency components, and assume 
spectral components exist at all times (i.e., stationarity). Instead, system diagnostics and process 
control are more concerned with aperiodic recurrences and nonlinear recurrence variations.  
 
Figure 1.4 (a) An example of ECG trajectories in the 3-dimensional phase space. (b) The 
recurrence plot characterizes the proximity of two states ?⃗? (𝑖) and ?⃗? (𝑗), i.e., 𝑅(𝑖, 𝑗) ≔ Θ(𝜀 −
‖?⃗? (𝑖) − ?⃗? (𝑗)‖), where Θ is the Heaviside function and || · || is a distance measure. 
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Therefore, nonlinear recurrence methodologies are urgently needed to handle the 
underlying complexity in the big data. Poincaré recurrence theorem shows that if a dynamical 
system has the measure preserving transformation, its trajectories eventually reappear in the 𝜀-
neighborhood of former states [4]. The methodology of nonlinear recurrence analysis is emerged 
from the theory of nonlinear dynamics, and characterizes recurrence behaviors in the high-
dimensional state space. The recurrence plot was introduced by Eckmann et al. in the late 1980’s 
[14] to characterize the proximity of states in the phase space. Mathematically, the recurrence plot 
is defined as: 𝑹(𝑖, 𝑗) = Θ(𝜀 − ‖?⃗? (𝑖) − ?⃗? (𝑗)‖) , where Θ  is the Heaviside function, 𝜀  the 
neighborhood size and || · || is a distance measure. For the lag-reconstructed phase space ?⃗? (𝑖) =
 𝑥𝑖 , 𝑥𝑖+𝜏, ⋯ , 𝑥𝑖+𝜏(𝑀−1) , 𝑖 = 1,⋯ ,𝑁 − 𝜏(𝑀 − 1), which is lag-reconstructed from a time series, 
the computation of recurrence plot will be 
𝑹(𝑖, 𝑗) = Θ [𝜀 − √∑  𝑥𝑖+𝑚𝜏 − 𝑥𝑗+𝑚𝜏 
2𝑀−1
𝑚=0
] 
It is worth mentioning that if the neighborhood size 𝜀  is too small, there will be few 
recurrence points in the plot. Thus, we can hardly learn anything about recurrence structures. 
However, if 𝜀 is too large, almost every point is a neighbor of every other point. In the literature, 
there are several “rules of thumb” for the selection of 𝜀: (1) a small percentage of the maximum 
diameter of the state space; (2) a fixed scale region in the recurrence rate; (3) fix the number of 
neighbors for every point; (4) take into account the standard deviation of the observational noise. 
An optimal choice of 𝜀  facilitates the characterization of recurrence structures and dynamical 
properties of complex systems. 
As shown in Figure 1.4, recurrence plot captures topological relationships in the state space 
as a 2D image. If two states are located close to each other in the 𝑚-dimensional state space (e.g., 
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3D space in Figure 1.4a), the color code is black (Figure 1.4). If they are located farther apart, the 
color is white. The structure of a recurrence plot has distinct topology and texture patterns (Figure 
1.4b). The ridges locate the nonstationarity and/or the switching between local behaviors. The 
parallel diagonal lines indicate the near-periodicity of system behaviors.  
Recurrence quantification analysis (RQA) measures intriguing structures and patterns in 
the recurrence plot, including small-structures (e.g., small dots, vertical and diagonal lines), chaos-
order transitions, as well as chaos-chaos transitions. A comprehensive review on recurrence 
quantifiers is reported in Marwan et al., 2007 [15]. Here, we will present several examples of 
recurrence quantifiers as follows:  
(1) Recurrence rate (𝑅𝑅) - a measure of the density of recurrence points in the RP, 
RR =
1
𝑁2
∑ 𝑅(𝑖, 𝑗)
𝑁
𝑖,𝑗=1
 
where N is the number of states in the attractor. 
(2) Determinism (𝐷𝐸𝑇) - the percentage of recurrence points which form the diagonal lines,  
DET =
∑ 𝑙𝑃(𝑙)𝑁𝑙=𝑙𝑚𝑖𝑛
∑ 𝑙𝑃(𝑙)𝑁𝑙=1
 
where 𝑃(𝑙) is the histogram of diagonal line length. 
(3) Entropy (𝐸𝑁𝑇 ) - Shannon information entropy for the probability distribution of the 
diagonal line lengths 𝑃(𝑙) 
𝐸𝑁𝑇 = − ∑ 𝑝(𝑙)ln𝑝(𝑙)
𝑁
𝑙=𝑙𝑚𝑖𝑛
 
(4) Laminarity (𝐿𝐴𝑀) - the percentage of recurrence points which form vertical lines,  
𝐿𝐴𝑀 =
∑ 𝑣𝑃(𝑣)𝑁𝑣=𝑣𝑚𝑖𝑛
∑ 𝑣𝑃(𝑣)𝑁𝑣=1
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where 𝑃(𝑣) is the histogram of vertical line lengths;  
(5) Trapping time (TT) - the average length of vertical structures, 
TT =
∑ 𝑣𝑃(𝑣)𝑁𝑣=𝑣𝑚𝑖𝑛
∑ 𝑃(𝑣)𝑁𝑣=𝑣𝑚𝑖𝑛
 
Recurrence quantification analysis goes beyond the visual inspection in the RP and 
provides complexity measures of system dynamics. If we compute the RQA measures in small 
windows (sub-matrices) along the line of identity (LOI) of the RP, time-dependent behaviors of 
system dynamics will be quantified. Recurrence quantification analysis have successful 
applications in various disciplines, e.g., physiology [16-19], biology [20], economy [21], 
manufacturing [22], geophysics [23], and neuroscience [19, 24]. 
1.3 Research Objectives 
Real-time sensing brings the proliferation of big data that contains rich information of 
complex systems. It is well known that real-world systems show high levels of nonlinear and 
nonstationary behaviors in the presence of extraneous noise. This brings significant challenges for 
human experts to visually inspect the integrity and performance of complex systems from the 
collected data. My research goal is to develop innovative methodologies for modeling and 
optimizing complex systems, and create enabling technologies for real-world applications. The 
study includes feature extraction, process monitoring and fault diagnosis from nonlinear dynamic 
principles. In cope with the main research objectives, the research tasks are divided into the 
following: 
(1) Design a self-organized approach to effectively estimate and predict the quality of 
telemedicine ECG recordings. 
(2) Investigate space-time dynamics (e.g., reaction, diffusion and propagation) on the fractal 
geometry and explore the geodesic structure of the high-dimensional surface. 
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(3) Integrate multivariate statistical control charts with heterogeneous recurrence analysis to 
simultaneously monitor two or more related quantifiers. 
(4) Develop efficient and real-time particle filtering algorithms that forecast the evolving 
dynamics in the stochastic sensor network. 
1.4 Research Contributions 
This proposed research will enable and assist in (1) sensor-driven modeling, monitoring 
and optimization of complex systems; (2) integrating product design with system design of 
nonlinear dynamic processes; and (3) creating better prediction/diagnostic tools for real-world 
complex processes. It combines the nonlinear dynamics, predictive modeling, signal processing 
and computer simulation. Specific research contributions are as follows: 
(1) Proposed a novel multiscale recurrence analysis to not only delineate recurrence dynamics 
in complex systems, but also resolve the computational issues for the large-scale datasets. 
(2) Proposed the design of stochastic sensor network to allow a subset of sensors at varying 
locations within the network to transmit dynamic information intermittently, and a new 
approach of sparse particle filtering to model spatiotemporal dynamics of big data in the 
stochastic sensor network. 
(3) Developed a new approach of heterogeneous recurrence analysis for complex systems 
informatics, process monitoring and anomaly detection. 
(4) New fractal-based simulation to study spatiotemporal dynamics on fractal surfaces of high-
dimensional complex systems, and further optimize spatiotemporal patterns. 
1.5 Dissertation Organization 
This chapter presents the research motivations and background in this area, as well as 
research objectives and research contributions. Rest of the dissertation is organized as follows: 
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(1) Chapter 2: Multiscale recurrence analysis of long-term nonlinear and nonstationary time 
series. A multiscale recurrence analysis approach is established for the specific heart rate 
variability time series. Implementation details, validations, results and conclusions are 
described. 
(2) Chapter 3: Self-organized neural network for the quality control of 12-lead ECG signals. 
This chapter presents my efforts to integrate multiscale recurrence analysis with self-
organizing map for controlling the ECG signal quality. The evaluation performances for 
both training set A and test set B are presented. 
(3) Chapter 4: Sparse design for modeling and estimating space-time dynamics in stochastic 
sensor networks. The new approach of sparse particle filtering is presented to model 
spatiotemporal dynamics of big data in the stochastic sensor network. Three scenarios of 
stochastic sensor network (i.e., spatially, temporally, and spatiotemporally dynamic 
networks) were simulated to demonstrate the effectiveness of sparse particle filtering to 
support the design of stochastic sensor networks. 
(4) Chapter 5: Heterogeneous recurrence quantification of dynamic transitions in continuous 
nonlinear processes. The heterogeneous recurrence analysis for online monitoring and 
anomaly detection in nonlinear dynamic processes are presented. Experimental results on 
simulation studies of auto-regressive and Lorenz model and real-world case studies (UPM 
sensor and ECG signals) are detailed. 
(5) Chapter 6: Simulation modeling and pattern characterization of nonlinear spatiotemporal 
dynamics on fractal surfaces. Novel methods and tools for the simulation modeling and 
pattern recognition of spatiotemporal dynamics on fractal surfaces of complex systems are 
presented in this chapter. Simulation modeling of spatiotemporal dynamics on fractal 
surfaces and heart surfaces are described. 
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(6) Chapter 7: Conclusions and future work. This chapter presents research contributions, 
general conclusions and future work. 
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CHAPTER 2: MULTISCALE RECURRENCE ANALYSIS OF LONG-TERM 
NONLINEAR AND NONSTATIONARY TIME SERIES1 
 
Recurrence analysis is an effective tool to characterize and quantify the dynamics of 
complex systems, e.g., laminar, divergent or nonlinear transition behaviors. However, recurrence 
computation is highly expensive as the size of time series increases. Few, if any, previous 
approaches have been capable of quantifying the recurrence properties from a long-term time 
series, while which is often collected in the real-time monitoring of complex systems. This paper 
presents a novel multiscale framework to explore recurrence dynamics in complex systems and 
resolve computational issues for a large-scale dataset. As opposed to the traditional single-scale 
recurrence analysis, we characterize and quantify recurrence dynamics in multiple wavelet scales, 
which captures not only nonlinear but also nonstationary behaviors in a long-term time series. The 
proposed multiscale recurrence approach was utilized to identify heart failure subjects from the 
24-hour time series of heart rate variability (HRV). It was shown to identify the conditions of 
congestive heart failure with an average sensitivity of 92.1% and specificity of 94.7%. The 
proposed multiscale recurrence framework can be potentially extended to other nonlinear dynamic 
methods that are computationally expensive for large-scale datasets. 
2.1 Introduction 
With the advancement of microprocessors, miniature sensors, wired and wireless digital 
networks, contemporary monitoring devices collect enormous amount of datasets exhibited from 
                                                          
1 This chapter is previously published in [3]. Permission is included in Appendix A. 
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complex systems. It is well known that real-world systems show high level of nonlinear and 
nonstationary behaviors in the presence of extraneous noises. This brings significant challenges 
for human experts to visually inspect the integrity and performance of complex systems from the 
collected data. It is necessary to develop a method in nonlinear dynamics that can not only explore 
the system dynamics but also address the computational issues of large-scale datasets. 
Conventional frequency-domain analysis and linear statistical approaches tend to have 
limitations to capture the nonlinear and nonstationary behaviors in the long-term time series. For 
example, the fast Fourier transformation (FFT) is efficient for the large-scale computation of 
transform from time domain to frequency domain. Such transform provides additional information 
different from the original representation of time series, which will not be available otherwise. 
However, Fourier analysis does not provide the temporal localization of these frequency 
components, and assumes that spectral components exist at all times (i.e., stationarity). As opposed 
to this assumption, nonstationarity is usually the case in real-world complex systems. There is a 
need to identify the time varying spectral components across scales and separate the system 
nonstationary behaviors in the time-frequency domain. Furthermore, linear statistical methods, e.g., 
regression models or analysis of variance (ANOVA), have certain difficulties to capture the 
nonlinearity, nonstationarity and high-order variations. As a result, linear methods lead to less 
realistic characterization and estimation of time series from nonlinear systems. Nonlinear dynamic 
methods are necessary to gain a better understanding and interpretation of complex dynamical 
behaviors, albeit computationally expensive for a long-term time series. Examples of such 
expensive computations in nonlinear dynamics may include recurrence quantification analysis and 
false nearest neighbor searching, etc.  
Few, if any, previous recurrence-related investigations were aimed at analyzing nonlinear 
and nonstationary behaviors in the long-term time series. Because recurrence quantification 
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analysis (RQA) needs to search nearest neighbors in the state pace, the computational complexity 
is a square increase (i.e., o (
𝑛(𝑛−1)
2
)) with respect to the size of time series n. In this present paper, 
we developed a novel multiscale recurrence approach to not only explore recurrence dynamics but 
also resolve the computational issues for the large-scale datasets. Wavelet transform decomposes 
the nonstationary time series into various frequency bands for effectively separating the system 
transient, intermittent and steady behaviors. For example, the narrower wavelet function will 
capture the high-frequency transient behaviors in a fine-grained time resolution, and the wider one 
will characterize the low-frequency steady behaviors in a better frequency resolution. As such, a 
nonstationary time series consisting of slowly varying trends with occasional abruptions will be 
resolved into multiple non-overlapping frequency bands, thereby reducing the complexity of 
analysis in each scale.  In addition, the dyadic subsampling in discrete wavelet transforms leads to 
the reduction of sample size, which is desirable in the analysis of long-term time series. Because 
the filtering removes half of the spectral components in the signal and makes half the number of 
samples redundant, such a subsampling operation does not lose any information. For example, 
wavelet packet decomposition will decompose a long-term time series of size n into 2k subseries 
of length (n/2k) at the kth level. These shorter subseries will make some expensive nonlinear 
computations, e.g., recurrence quantification analysis, not only plausible but also more effective 
under the stationary assumptions in multiple wavelet scales. Hence, multiscale recurrence analysis 
effectively addresses the issues of nonstationarity and large datasets through time-frequency 
decomposition. In each wavelet scale, recurrence analysis is utilized to further quantify the 
dynamics of nonlinear systems, including recurrence rate, determinism, laminarity etc. Such a 
multiscale framework as we are proposing can be potentially extended and integrated into other 
nonlinear dynamic approaches. 
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The structure of paper is organized as follows: Section 2.2 provides the background of 
wavelet packet decomposition and recurrence methods. Section 2.3 introduces the research 
methodology of multiscale recurrence analysis, feature selection, and classification. Materials and 
experimental design are presented in Section 2.4. Section 2.5 shows the implementation results. 
Section 2.6 discusses and concludes the present study.  
2.2 Background 
 
Figure 2.1 Flow diagram illustrating the WPD of a long-term time series 𝑿 , as well as the 
hierarchical analysis of recurrence and frequency behaviors. The subband coding (i.e., lowpass 
filter 𝐺(∙) and highpass filter 𝐻(∙)) and dyadic subsampling processes decompose a long-term 
time series 𝑿, defined as 𝑾0,0, into the k
th level subseries that are denoted as 𝑾𝑘,𝑛, 𝑛 = 0,⋯ , 2
𝑘 −
1, thus facilitate the analysis of recurrence dynamics. 
Multiscale analysis is of fundamental importance to solve engineering and physics 
problems that have important characteristics at multiple scales, e.g., spatial, temporal and/or 
frequency scales. In meteorology and material sciences, many previous investigations have studied 
the system physics using information from multiple spatial scales and model such correlations 
between large and small spatial areas. Examples of successful applications include the prediction 
of weather evolution [25] and the control of nanomaterial growth [26]. In the field of signal 
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𝑾0,0|𝑹0,0|𝑓0,0 𝑹0,0 = 𝑿
𝑻𝚽𝑿, recurrence analysis 
𝑓0,0 =  ℱ(𝑿), frequency analysis 
 
𝑾1,0|𝑹1,0|𝑓1,0 𝑾1,1|𝑹1,1|𝑓1,1 
 G(∙) 
 
2 
 H(∙) 
 
2 
𝑾𝑘,2𝑘−2|𝑹𝑘,2𝑘−2|𝑓𝑘,2𝑘−2 𝑾𝑘,2𝑘−1|𝑹𝑘,2𝑘−1|𝑓𝑘,2𝑘−1 𝑾𝑘,0|𝑹𝑘,0|𝑓𝑘,0 𝑾𝑘,1|𝑹𝑘,1|𝑓𝑘,1 
… 
Long-term 
Time Series 
Short-term 
Subseries 
Lowpass 
filter 
Highpass 
filter 
Downsampling 
… 
Hierarchical Analysis of 
Nonlinear Dynamics, e.g., 
Recurrence Behaviors 
𝑾0,0 ≔ 𝑿, long-term time series 
 
 H(∙) 
 
2 
 H(∙) 
 
2 
 G(∙) 
 
2 
 G(∙) 
 
2 
 19 
 
processing, wavelets are widely used to elucidate the multiscale information of sensor signals in 
the time-frequency domain [27]. We previously investigated the compactness of biomedical signal 
representation using continuous wavelet transform (CWT) [28]. While the CWT maintains the 
same length as the original signals in each scale, the wavelet coefficients are highly redundant 
across scales. Discrete wavelet transform (DWT) introduces both the wavelet function and scaling 
function for an efficient pyramid decomposition of space Vj into an approximation space Vj+1 and 
a detail space Wj+1. The approximation space Vj+1 is, then, divided iteratively in the next level.  
Wavelet packet decomposition (WPD) further extends the DWT by dividing not only the 
approximation space but also the detail space Wj+1 in each level. This provides a better resolution 
in both time and frequency scales. As shown in Figure 2.1, the time series 𝑿 = {𝑥1, 𝑥2, ⋯ , 𝑥𝑁}
𝑇, 
denoted as 𝑾0,0, is passed through the lowpass filter 𝐺(∙) and highpass filter 𝐻(∙) and followed 
by the dyadic subsampling process in each level. This subband coding is repeated to produce the 
kth level coefficient sets that are denoted as 𝑾𝑘,𝑛, 𝑛 = 0,⋯ , 2
𝑘 − 1. The redundancy is removed 
because each set 𝑾𝑘,𝑛 is of length N/2
k and the total length in level k is the same as the original 
time series 𝑿. The first level of WPD is described in matrix notation as: 
𝒲1𝑿 = [
ℬ1
𝒜1
] 𝑿 = [
𝑾1,1
𝑾1,0
]                                                        (1) 
where 𝒲1 is the wavelet matrix with two submatrices ℬ1 and 𝒜1of size 
𝑁
2
× 𝑁, ℬ1ℬ1
𝑇 = 𝒜1𝒜1
𝑇 =
𝑰𝑁
2
 and ℬ1𝒜1
𝑇 = 𝒜1ℬ1
𝑇 = 𝟎𝑁
2
. The time series 𝑿 can be reconstructed from wavelet decomposition 
coefficients 𝑾1,1 and 𝑾1,0 as 
𝑿 =  ℬ1
𝑇 𝒜1
𝑇 [
𝑾1,1
𝑾1,0
]                                                        (2) 
Similarly, the kth level of WPD is calculated with the following two rules: (i) If n in 𝑾𝑘−1,𝑛 
is even, the low-pass filter 𝐺(∙) is used to obtain 𝑾𝑘,2𝑛 and the high-pass filter 𝐻(∙) for 𝑾𝑘,2𝑛+1as 
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in the following equation: 𝑾𝑘,2𝑛 = 𝒜𝑘𝑾𝑘−1,𝑛 and 𝑾𝑘,2𝑛+1 = ℬ𝑘𝑾𝑘−1,𝑛. (ii) If n is odd, we use 
𝐻(∙) to obtain 𝑾𝑘,2𝑛 and 𝐺(∙) to obtain 𝑾𝑘,2𝑛+1 as follows: 𝑾𝑘,2𝑛 = ℬ𝑘𝑾𝑘−1,𝑛 and 𝑾𝑘,2𝑛+1 =
𝒜𝑘𝑾𝑘−1,𝑛. The matrices ℬ𝑘 and 𝒜𝑘 are of size  
𝑁
2𝑘
×
𝑁
2𝑘−1
 and also satisfy 
ℬ𝑘ℬ𝑘
𝑇 = 𝒜𝑘𝒜𝑘
𝑇 = 𝑰𝑁
2𝑘
 and ℬ𝑘𝒜𝑘
𝑇 = 𝒜𝑘ℬ𝑘
𝑇 = 𝟎𝑁
2𝑘
                                  (3) 
The time series 𝑿 can be reconstructed from 2k coefficient sets at level k, namely 𝑾𝑘,𝑛, 𝑛 =
0,⋯ , 2𝑘 − 1 as  
𝑿 = 𝒲𝑘
𝑇 [
𝑾𝑘,2𝑘−1
⋮
𝑾𝑘,0
]                                                            (4) 
where 𝒲𝑘 is the k
th wavelet matrix. 
For example, Figure 2.2 shows the process of WPD for a time series 𝑿 = {2,4,3,7,4,6,5,5}𝑇 
using Haar wavelet. The lowpass and highpass filters of Haar wavelet are {1/√2, 1/√2} and 
{1/√2,−1/√2} respectively. In the first level, the time series 𝑿 is decomposed into two sub-series 
as follows: 𝑾1,0 = {
(2+4)
√2
,
(3+7)
√2
,
(4+6)
√2
,
(5+5)
√2
}
𝑇
= {3√2, 5√2, 5√2, 5√2}
𝑇
 is the running average 
of original time series and 𝑾1,1 = {
(2−4)
√2
,
(3−7)
√2
,
(4−6)
√2
,
(5−5)
√2
}
𝑇
= {−√2,−2√2, −√2, 0}
𝑇
 is the 
running difference. Similarly, the kth level decomposition is achieved with two aforementioned 
rules, i.e., (i) If n in 𝑾𝑘−1,𝑛 is even, the low-pass filter {1/√2, 1/√2} is used to obtain 𝑾𝑘,2𝑛 and 
the high-pass filter {1/√2,−1/√2} for 𝑾𝑘,2𝑛+1. (ii) If n is odd, we use {1/√2,−1/√2} to obtain 
𝑾𝑘,2𝑛  and {1/√2, 1/√2}  to obtain 𝑾𝑘,2𝑛+1 . It may be noted that Haar wavelet is not only 
orthonormal but also has the unit energy. This allows the perfect reconstruction of original time 
series from wavelet decomposition coefficients. In addition, signal energy is preserved in the 
multiple levels of wavelet decomposition (see Figure 2.2). In practice, there exist many types of 
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wavelets including Haar wavelet, Daubechies wavelet, Meyer wavelet, and Symlet wavelet etc. 
Entropy is the most widely used criterion to select an optimal wavelet that yields compact signal 
representations [28]. For more background on the WPD see, for example, [29].  
 
Figure 2.2 An example of wavelet packet decomposition using Haar wavelet. 
However, most existing methods focused on the recurrence dynamics in a single scale. This 
present work will investigate the recurrence properties of complex systems in the wavelet lenses 
as well as how they are linked across scales. It is well known that recurrence of states is an 
important characteristic in the dynamical systems. Recurrence plot is a graphical tool to visualize 
the recurrence behaviors in the state space 𝒙(𝑖) =  𝑥𝑖, 𝑥𝑖+𝜏,⋯ , 𝑥𝑖+𝜏(𝑀−1) , 𝑖 = 1, ⋯ ,𝑁 − 𝜏(𝑀 −
1), which is lag-reconstructed from a time series 𝑿 = {𝑥1, 𝑥2, ⋯ , 𝑥𝑁}
𝑇. The embedding dimension 
M is determined by the false nearest neighbor algorithm [12], and the time delay parameter τ is 
estimated with mutual information method [13]. The unthresholded recurrence plot represents a 
symmetric distance matrix between the state vectors. It may be noted that the Euclidean distance 
is used in this present investigation. 
𝑈𝑅(𝑖, 𝑗) = ‖𝒙(𝑖) − 𝒙(𝑗)‖ = (∑  𝑥𝑖+𝑚𝜏 − 𝑥𝑗+𝑚𝜏 
2𝑀−1
𝑚=0 )
1/2
                             (5) 
The thresholded recurrence plot is mathematically expressed by a symmetric matrix 𝑹(𝑖, 𝑗) 
characterizing the proximity of the state vectors. 
level Haar Wavelet Decomposition  Energy 
𝑘 = 0 𝑾0,0 = 𝑿 = {2,4,3,7,4,6,5,5}
𝑇 180 
𝑘 = 1 𝑾1,0 = {3√2, 5√2, 5√2, 5√2}
𝑇
 𝑾1,1 = {−√2,−2√2,−√2, 0}
𝑇
 180 
𝑘 = 2 𝑾2,0 = {8,10}
𝑇 𝑾2,1 = {−2,0}
𝑇 𝑾2,2 = {1,−1}
𝑇 𝑾2,3 = {−3,−1}
𝑇 180 
𝑘 = 3 
𝑾3,0
= {9√2}
𝑇
 
𝑾3,1
= {−√2}
𝑇
 
𝑾3,2
= {−√2}
𝑇
 
𝑾3,3
= {−√2}
𝑇
 
𝑾3,4
= {0}𝑇 
𝑾3,5
= {√2}
𝑇
 
𝑾3,6
= {−√2}
𝑇
 
𝑾3,7
= {−2√2}
𝑇
 
180 
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𝑅(𝑖, 𝑗) = Θ(𝜀 − ‖𝒙(𝑖) − 𝒙(𝑗)‖)                                                 (6) 
where 𝑖, 𝑗 = 1,⋯ ,𝑁 − 𝜏(𝑀 − 1), Θ(x) is the Heaviside function and the 𝜀 defines recurrence of 
states in the embedded space. Recurrence quantification analysis (RQA) not only characterizes 
small-structures (e.g., small dots, vertical and diagonal lines) in the recurrence plots but also 
quantifies the system chaos-order transitions, chaos-chaos transitions and laminar phases etc [30-
32]. The recurrence quantifiers include recurrence rate (RR), determinism (DET), maximal length 
of diagonal structures (LMAX), entropy (ENT), laminarity (LAM) and trapping time (TT). For 
more background on the recurrence quantification analysis see, for example, [15]. 
 
Figure 2.3 Flow chart of the research methodology used. 
2.3 Research Methodology 
This present paper analyzes recurrence dynamics in multiple wavelet scales and explores 
the cross-scale links of recurrence characteristics. In addition, we aim to improve the efficiency of 
recurrence computation for a long-term time series. Few, if any, previous recurrence methods have 
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demonstrated the possibility of analyzing the large datasets, e.g., the 24-hour heart monitoring time 
series. With the use of wavelet transform, we delineated the recurrence property not only in various 
wavelet scales but also the correlation of recurrence behaviors across scales.  
As shown in Figure 2.3, the long-term nonlinear and nonstationary time series is firstly 
decomposed into the short-term subseries in multiple scales using wavelet packets. Then, we 
quantify the recurrence dynamics in the wavelet subseries instead of the original time series. Thus, 
the nonstationary behaviors will be resolved into non-overlapped wavelet scales to facilitate the 
characterization of nonlinear dynamics. Furthermore, the shorter subseries will make the 
computation of recurrence plots more efficient. Finally, feature selection and classification 
algorithms will optimally search the space of recurrence features for a parsimonious subset 
pertinent to abnormal behaviors of the investigated complex systems.  
2.3.1 Multiscale Recurrence Analysis 
Multiscale recurrence analysis integrates recurrence quantification analysis into the 
framework of wavelet subband coding. Given a time series 𝑿 = {𝑥1, 𝑥2, ⋯ , 𝑥𝑁}
𝑇 , the wavelet 
packet decomposition generates the 2k sets of coefficients as 𝑾𝑘,0
𝑇 , ⋯ ,𝑾
𝑘,2𝑘−1
𝑇  in the kth level 
decomposition. The unthresholded recurrence plot 𝑈𝑅0,0(𝑖, 𝑗)|𝑖,𝑗=1,⋯,𝑁 of time series 𝑿 ≔ 𝑾0,0 
with no embedding is expressed as 
𝑈𝑅0,0
2 (𝑖, 𝑗) = |𝑥𝑖 − 𝑥𝑗|
2
=  𝑥𝑖 𝑥𝑗 [
1 −1
−1 1
] [
𝑥𝑖
𝑥𝑗
] = 𝑿𝑇Φ𝑖,𝑗𝑿                         (7) 
where 𝑖, 𝑗 = 1,⋯ ,𝑁, and Φ𝑖,𝑗 is a N×N positive semidefinite matrix having 1 in its ii
th and jjth 
elements, −1 in the ijth and jith elements and 0 otherwise. After the 1st level of WPD, the time 
series 𝑿 can be reconstructed by wavelet coefficients 𝑾1,1 and 𝑾1,0 as shown in equation (2). 
Therefore, the original 𝑈𝑅0,0(𝑖, 𝑗)|𝑖,𝑗=1,⋯,𝑁 can be represented as the function of 1
st level wavelet 
subseries: 
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𝑈𝑅0,0
2 (𝑖, 𝑗) = 𝑿𝑇Φ𝑖𝑗𝑿 = [𝑾1,1
𝑇 𝑾1,0
𝑇 ] [
ℬ1
𝒜1
]Φ𝑖,𝑗 ℬ1
𝑇 𝒜1
𝑇 [
𝑾1,1
𝑾1,0
] = [𝑾1,1
𝑇 𝑾1,0
𝑇 ]Ψ𝑖,𝑗
1 [
𝑾1,1
𝑾1,0
] 
(8) 
where Ψ𝑖,𝑗
1 = [
ℬ1
𝒜1
]Φ𝑖,𝑗 ℬ1
𝑇 𝒜1
𝑇  is determined based on wavelet matrices ℬ1 and 𝒜1, i.e., the 
chosen wavelet and scaling functions. Iteratively, the original unthresholded recurrence plot 
𝑈𝑅0,0(𝑖, 𝑗)|𝑖,𝑗=1,⋯,𝑁 can be represented by the k
th level of wavelet subseries. 
𝑈𝑅0,0
2 (𝑖, 𝑗) = 𝑿𝑇Φ𝑖,𝑗𝑿 = [𝑾𝑘,2𝑘−1
𝑇 ⋯ 𝑾𝑘,0
𝑇 ]𝒲𝑘Φ𝑖,𝑗𝒲𝑘
𝑇 [
𝑾𝑘,2𝑘−1
⋮
𝑾𝑘,0
] 
=  𝑾
𝑘,2𝑘−1
𝑇 ⋯ 𝑾𝑘,0
𝑇  Ψ𝑖,𝑗
𝑘 [
𝑾𝑘,2𝑘−1
⋮
𝑾𝑘,0
]                                                   (9) 
where Ψ𝑖,𝑗
𝑘 = 𝒲𝑘Φ𝑖,𝑗𝒲𝑘
𝑇 is determined by the kth wavelet matrix 𝒲𝑘.  
Similarly, in the case of embedded state space 𝒙(𝑖) =  𝑥𝑖, 𝑥𝑖+𝜏,⋯ , 𝑥𝑖+𝜏(𝑀−1) , 𝑖 =
1,⋯ ,𝑁 − 𝜏(𝑀 − 1), the original unthresholded recurrence plot 𝑈𝑅0,0(𝑖, 𝑗)|𝑖,𝑗=1,⋯,𝑁 is calculated 
as follows:  
𝑈𝑅0,0
2 (𝑖, 𝑗) = ∑|𝑥𝑖+𝑚𝜏 − 𝑥𝑗+𝑚𝜏|
2
𝑀−1
𝑚=0
= ∑ 𝑿𝑇Φ𝑖+𝑚𝜏,𝑗+𝑚𝜏𝑿 = 𝑿
𝑇 (∑ Φ𝑖+𝑚𝜏,𝑗+𝑚𝜏
𝑀−1
𝑚=0
)𝑿
𝑀−1
𝑚=0
 
=  𝑾
𝑘,2𝑘−1
𝑇 ⋯ 𝑾𝑘,0
𝑇  𝒲𝑘 (∑ Φ𝑖+𝑚𝜏,𝑗+𝑚𝜏
𝑀−1
𝑚=0
)𝒲𝑘
𝑇 [
𝑾𝑘,2𝑘−1
⋮
𝑾𝑘,0
] =  𝑾
𝑘,2𝑘−1
𝑇 ⋯ 𝑾𝑘,0
𝑇  Σ𝑖,𝑗
𝑘 [
𝑾𝑘,2𝑘−1
⋮
𝑾𝑘,0
] 
(10) 
where Σ𝑖,𝑗
𝑘 = 𝒲𝑘 ∑ Φ𝑖+𝑚𝜏,𝑗+𝑚𝜏
𝑀−1
𝑚=0  𝒲𝑘
𝑇 = ∑ Ψ𝑖+𝑚𝜏,𝑗+𝑚𝜏
𝑘𝑀−1
𝑚=0  is also determined based on the k
th 
wavelet matrix 𝒲𝑘. Hence, the unthresholded recurrence plot 𝑈𝑅0,0(𝑖, 𝑗)|𝑖,𝑗=1,⋯,𝑁 of original time 
series 𝑿 is reconstructed with the kth level of wavelet coefficients 𝑾𝑘,𝑛(𝑛 = 0,1,⋯ , 2
𝑘 − 1).  
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Furthermore, wavelet coefficients 𝑾𝑘,𝑛 are closely related to the k
th level of unthresholded 
recurrence plots 𝑈𝑅𝑘,𝑛(𝑖, 𝑗), because many previous investigations demonstrated that a time series 
can be reproduced from its recurrence plots [33-36]. Such an inverse problem can be solved in the 
following two ways: one is to reconstruct the distance matrices from thresholded recurrence plots 
and then use multidimensional scaling or matrix eigendecomposition to reproduce the time series 
[33-35], and the other one is to use the numerical algorithms to reconstruct the time series from 
the recurrence plots [36]. Both approaches showed the preservation of dynamical properties in the 
recurrence plots. For example, if we have the thresholded recurrence plot 𝑅𝑘,𝑛(𝑖, 𝑗) of wavelet 
coefficients 𝑾𝑘,𝑛 , then the recurrence distance matrix 𝑈𝑅𝑘,𝑛(𝑖, 𝑗) can be reproduced from the 
𝑅𝑘,𝑛(𝑖, 𝑗) using a weighted graph as follows. 
Let 𝒛(𝑖) denote a state at the time index 𝑖(1 ≤ 𝑖 ≤ 𝑛) and define ℋ𝑖 ≔ {𝑗|𝑅(𝑖, 𝑗) = 1} as 
the set of time indices to which 𝑖 is close. A graph is constructed such that two states 𝒛(𝑖) and 𝒛(𝑗) 
are linked by an edge only if 𝑅(𝑖, 𝑗) = 1 preserves, and the weight on this edge is 
𝓌(𝑖, 𝑗) = 1 −
|ℋ𝑖 ∩ ℋ𝑗|
|ℋ𝑖 ∪ ℋ𝑗|
 
Then the distance matrix 𝑈𝑅(𝑖, 𝑗) is reproduced with the shortest distance between two states 𝒛(𝑖) 
and 𝒛(𝑗) in the weighted graph 𝓌(𝑖, 𝑗).  
Moreover, the time series can be reconstructed from the distance matrix 𝑈𝑅(𝑖, 𝑗) using the 
method of matrix eigendecomposition. If the origin is added as the first state, i.e., 𝒛(0) = 𝟎, the 
Gram matrix, i.e., 𝒢(𝑖, 𝑗) ≔ 𝒛(𝑖) ∙ 𝒛(𝑗)(1 ≤ 𝑖, 𝑗 ≤ 𝑛), can be constructed from the distance matrix 
entirely as follows:  
(1) For 𝑖 = 𝑗, 𝒢(𝑖, 𝑖) = 𝒛(𝑖) ∙ 𝒛(𝑖) = ‖𝒛(𝑖) − 𝒛(0)‖2 = 𝑈𝑅2(𝑖, 0). 
(2) For 𝑖 ≠ 𝑗, since  
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𝑈𝑅2(𝑖, 𝑗) =  𝒛(𝑖) − 𝒛(𝑗) ∙  𝒛(𝑖) − 𝒛(𝑗) =  𝒛(𝑖) ∙ 𝒛(𝑖) + 𝒛(𝑗) ∙ 𝒛(𝑗) − 2𝒛(𝑖) ∙ 𝒛(𝑗) 
                       = 𝑈𝑅2(𝑖, 0) + 𝑈𝑅2(𝑗, 0) − 2𝐺(𝑖, 𝑗)  
Then 𝒢(𝑖, 𝑗) is expressed as 
𝒢(𝑖, 𝑗) =
1
2
 𝑈𝑅2(𝑖, 0) + 𝑈𝑅2(𝑗, 0) − 𝑈𝑅2(𝑖, 𝑗)  
It may be noted that the Gram matrix is a square matrix and can be decomposed as: 𝒢 =
𝑈Λ𝑈𝑇, where Λ is a diagonal matrix with the eigenvalues of 𝒢 and 𝑈 is a matrix of corresponding 
eigenvectors. In addition, the positive semidefinite Gram matrix 𝒢 is written as: 
𝒢 = 𝑈√Λ√Λ𝑈𝑇 = 𝑈√Λ(𝑈√Λ
𝑇
)
𝑇
= 𝑈√Λ 𝑈√Λ 
𝑇
 
Based on the theory of isometry (i.e., if two sets of states share the same Gram matrix, then they 
are isometric) [37], the original time series is isometric to 𝑈√Λ and there is no loss of dynamical 
or geometric information in the recurrence plots [34]. Hence, 𝑈𝑅0,0(𝑖, 𝑗) is closely related to the 
kth level of wavelet coefficients 𝑾𝑘,𝑛 and their unthresholded recurrence plots 𝑈𝑅𝑘,𝑛(𝑖, 𝑗). The 
dynamical properties in the original recurrence plots are preserved after the wavelet packet 
decomposition. The recurrence dynamics pertinent to the original time series are further delineated 
by computing the recurrence plots from the wavelet subseries 𝑾𝑘,0 ⋯ 𝑾𝑘,2𝑘−1. 
The proposed framework of wavelet recurrence analysis effectively decomposes the long-
term time series into short-term subseries, and thus reduces the computational complexity. It may 
be noted that many previous approaches adjusted the threshold 𝜀 for an optimal recurrence plot in 
the presence of noises [38]. The wavelet approach is more robust to observational noises because 
it decomposes the system behaviors into different frequency bands.  For example, noises will be 
separated into the high-frequency band and long-term trend will go into the low-frequency band. 
When there is a mixture of noise, nonlinear and nonstationary behaviors inherent to the original 
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time series 𝑿, the proposed wavelet decomposition separates the mixture of information into 
various wavelet scales. This further reduces the complexity of nonlinear dynamics within each 
scale. For example, as shown in Figure 2.4, the time series in the original scale has a mixture of 
nonlinear and nonstationary dynamics, including sinusoids, fractional Brownian motion, Lorenz 
time series and high frequency noises. The recurrence plot in the original scale shows obscure 
patterns and can hardly reveal the mixed underlying dynamics. Wavelet packet decomposition 
separates the highly nonlinear and nonstationary series into four wavelet subseries (see Figure 2.4), 
whose recurrence plots show distinct patterns of nonlinear and nonstationary behaviors. Therefore, 
the multiscale recurrence analysis not only improves the computational efficiency of recurrence 
analysis but also further delineates the system dynamics with the time-frequency decompositions. 
 
Figure 2.4 Illustration of the multiscale recurrence analysis of a mixed nonlinear and nonstationary 
time series. 
2.3.2 Feature Selection 
Because six RQA quantifiers, namely RR, DET, LMAX, ENT, LAM, TT are extracted for 
each of the wavelet subseries, the kth level wavelet packet decomposition will lead to a high-
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dimensional feature space (i.e., 6×2k number of feature). As a result, this may bring the issues of 
“curse of dimensionality” for the classification models, e.g., increased model parameters and 
overfitting problems. Here, a feature selection strategy is proposed to optimally choose a subset of 
features that are correlated with the process variations, e.g., pathological variations of autonomous 
nervous control functions. It may be noted that the features selected are dependent on the 
applications because the behaviors of real-world systems vary in different fields, e.g., plasma 
physics, machine cutting, and cardiac arrhythmia. A further analysis of chosen feature subset will 
yield a deeper understanding of the abnormal variations in the underlying processes.  
 
Figure 2.5 Pseudocode of the sequential forward feature selection algorithm. 
As shown in Figure 2.5, the sequential forward feature selection is utilized to wrap the 
discriminant models into the objective function. Starting from an empty feature subset, the 
additional feature 𝓈+ is selected when it maximizes the objective function Γ(𝓢ℓ + 𝓈
+) in terms of 
the predictive accuracy. This process is repeated until it reaches the desired subset size. The step 
of feature selection cannot only surmount the aforementioned classification complexity and 
overfitting problems, but also provide faster and more cost-effective models with the optimal 
feature subset [39]. 
1. Start with empty feature set 𝓢0 = {∅} 
2. Select the additional feature 𝓈+ =
𝑎𝑟𝑔 max
𝓈∉𝓢ℓ
Γ(𝓢ℓ + 𝓈) 
if the objective of discriminant function 
Γ(. ) is maximized 
3. Update 𝓢ℓ+1 = 𝓢ℓ + 𝓈
+; ℓ = ℓ + 1 
4. If (ℓ == desired subset size) end; 
Else Go to 2. 
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2.3.3 Classification 
Classification models associate the input feature pattern 𝓼  to one of the 𝒦  classes of 
process conditions, 𝒞1, … , 𝒞𝒦 . To construct the classification model, the whole dataset 𝒟  is 
partitioned into the training dataset 𝒟1 = {〈𝑦(𝑖), 𝓼(𝑖)〉|𝑖 = 1,⋯ ,𝑁1}  and testing dataset 𝒟2 =
{〈𝑦(𝑖), 𝓼(𝑖)〉|𝑖 = 𝑁1 + 1,⋯ ,𝑁1 + 𝑁2} , where 𝑁1  and 𝑁2  are the size of training and testing 
datasets, 𝑦(𝑖) takes values in the output set 𝒞1, … , 𝒞𝒦 , 𝓼(𝑖) = {𝓈𝑖1, 𝓈𝑖2, … , 𝓈𝑖ℓ}  is the set of ℓ 
selected features for the ith record in 𝒟. 
One instance-based learning K-Nearest-Neighbor (KNN) model and two perceptron-based 
learning models (i.e., logistic regression (LR) and artificial neural network (ANN)) are considered 
in this investigation. The KNN rule is an intuitive method that classifies unlabeled examples based 
on nearest training examples in the feature space. For a given feature point 𝓼 from the testing 
dataset 𝒟2, find the k “closest” feature examples 𝓼(𝑟), 𝑟 = 1,⋯ , 𝑘 in the training dataset 𝒟1and 
assign 𝓼 to the class that appears most frequently within the k-subset.  
The LR model can be regarded as a single-layer perceptron network when the transfer 
function is chosen to be a logistic function. Generally, the feature vector 𝓼 is added an unitary 
element (i.e., 𝓼′ = {1, 𝓈1, 𝓈2, … , 𝓈ℓ}) in order to use the simple dot product 𝜶 ∙ 𝓼
′  for a linear 
combination of vector components instead of the more cumbersome notation 𝜶 ∙ 𝓼 + 𝛼0. Then the 
LR model calculates the class membership probability of this feature point 𝓼 as: 
𝑝(𝓼) =
𝑒𝜶∙𝓼
′
𝑒𝜶∙𝓼′ + 1
=
1
1 + 𝑒−(𝜶∙𝓼′)
 
The parameters 𝜶 are determined based on the feature sets in the training dataset 𝒟1, usually by 
maximum-likelihood estimation. It may be noted that the LR model is a common generalized linear 
model for binomial regression. The hyperplane of feature vector 𝓼 satisfying the equation 𝜶 ∙ 𝓼′ =
𝟎 (i.e., the class membership probability is 0.5) forms the decision boundary between two classes. 
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Figure 2.6 The structure diagram of a multilayer feed-forward artificial neural network. 
The multilayer perceptron network (ANN) further introduces a number of hidden layers 
between input and output layers. A feed-forward ANN is shown in Figure 2.6, the network is 
trained with the training dataset 𝒟1 to determine input-output mapping. The network weights are 
then optimized for the classifications of the testing dataset 𝒟2. In this present investigation, we 
used a neural network with two hidden layers. Hyperbolic tangent sigmoid transfer function (tansig) 
is used in two hidden layers and a linear transfer function (purelin) is used in the output layer. Both 
hidden layers have 40 neurons and the output layer contains 2 neurons representing the 
classification targets. The mean squared normalized error (MSNE) is used as the performance 
metric of the neural network model. 
2.4 Materials and Experimental Design 
In this present paper, the proposed multiscale recurrence approach is implemented and 
validated with a real-world case study. The case study is to investigate multiscale recurrence 
properties of heart rate variability (HRV) between healthy control and heart failure subjects.  
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2.4.1 Databases 
The HRV database contains the 24-hour heart rate time series that are gathered from 54 
healthy control (HC) subjects and 29 congestive heart failure (CHF) patients, available in the 
PhysioNet [40]. Heart failure is caused by a loss of cardiac ability to supply sufficient blood flows 
to the body. As a result, central nervous system controls the heart rate to compensate heart failure 
by maintaining blood pressure and perfusion, e.g., increasing the sympathetic activity. However, 
the neural control of heart rate dynamics reveals highly complex variations [41] that are not only 
nonlinear and nonstationary but also with long-range correlations, at time scales ranging from 
seconds to minutes to hours. This is vastly different from acute cardiac events that may be 
associated with only a segment of ECG signals. Therefore, long-term time series are necessary to 
delineate the complex long-range dependence behaviors in multiple scales for the identification of 
heart failures. The 54 recordings of normal sinus rhythm are from the population of 30 men (aged 
from 28.5 to 76) and 24 women (aged from 58 to 73). The 29 recordings of heart failure are from 
8 men, 2 women and 21 unknown genders (aged from 34 to 79). The original ECG recordings for 
all the subjects were digitized at 128 samples per second. 
The heart rate time series is preprocessed to eliminate erroneously large intervals and 
outliers due to missed beat detections following the same procedure as in [41]. The preprocessing 
procedures include (a) a moving-window average filter, and (b) increment smoothing. For the 5 
consecutive points in a moving window, the central point is removed if it is greater than twice the 
local mean calculated from the other four points. There is no interpolation in this moving-window 
average filter. The second step calculates differences between adjacent elements in the time series. 
If the successive increments has opposite sign with amplitudes > 3×standard deviation of 
increment series, both increments will be replaced by the interpolated value in between. The new 
heart rate time series is, then, reconstructed from the post-processed series of increments. 
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2.4.2 Experimental Design 
Computer experiments were designed to evaluate the performances of multiscale 
recurrence analysis. It may be noted that the cutoff distance ε in recurrence plots was chosen to be 
5% of the maximal distance of state space [42]. Six recurrence statistics, namely RR, DET, LMAX, 
ENT, LAM and TT are exacted to quantify the nonlinear dynamic behaviors in each of the wavelet 
subseries. Therefore, a total of 6 × 2k recurrence features are exacted for the kth level wavelet packet 
decomposition. In the case study of HRV, k is chosen from 6 to 9 for all subjects to explore the 
optimal decomposition level that captures the frequency ranges of disease variations. The total 
length of each recording is pruned to be 76000 data points to keep computational consistency for 
all subjects. Three classification models, namely KNN, LR and ANN are used to associate the 
multiscale recurrence features with the underlying disease processes. 
2.4.3 Cross Validation and Ensemble Voting Classification  
To reduce the bias and overfitting in the performance evaluation of classification models, 
both K-fold cross-validation and random subsampling were utilized in this investigation. As shown 
in Figure 2.7, K-fold cross-validation partitions the total dataset 𝒟 into K folds, in which K-1 folds 
are used for the training purpose and the rest one fold for testing. After completion of all K folds, 
three performance statistics, i.e., sensitivity, specificity and correct rate, are computed from the 
testing datasets. The correct rate is the number of subjects (i.e., either disease or control) correctly 
identified in the testing datasets. Sensitivity measures the proportion of actual positives which are 
correctly identified as such, and the specificity measures the proportion of negatives which are 
correctly identified. In other words, sensitivity is the indictor which gives the percentage of disease 
subjects that are identified as having the condition, and specificity is the percentage of healthy 
control cases that are identified as not having the condition.  
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Figure 2.7 The diagram of K-fold cross-validation. The whole dataset is partitioned into K equal-
sized folds. One is used as the validation subset, and the rest K-1 folds as training subsets. The 
partitions of K folds are randomly replicated for 100 times in our experiment with the random 
subsampling method. 
The estimate of true performance is obtained as the average of those K error rates on the 
testing samples [43]. In addition, random subsampling method will randomly create the K-fold 
partitions and replicate such K-fold cross-validation experiments for 100 times to obtain the 
probability distribution of performance statistics. This procedure was repeated from 2-fold to 10-
fold for the identification of heart failures. This integration of K-fold cross-validation and random 
subsampling methods prevents the biases from the inequitable selection of training datasets [43]. 
However, the class sizes in the training datasets are often not equal. The classification 
models derived, in general, will favor the larger (majority) class. This will affect the sensitivity 
and specificity for classifying the testing datasets. In the case study, the HRV (54 HCs and 29 
CHFs) database has imbalanced class sizes. Thus, an ensemble-based classification approach is 
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used to statistically bootstrap the minority class with random replacements [44]. For i-th K-fold 
cross validation (𝑖 = 1,2,⋯ , 𝐾), K-1 folds are denoted as i-th training dataset 𝒟1
(𝑖)
 and the rest one 
fold as i-th testing set 𝒟2
(𝑖)(= 𝒟 − 𝒟1
(𝑖)) . Then, the training dataset 𝒟1
(𝑖)
 is augmented by 
bootstrapping additional samples form minority class in 𝒟1
(𝑖)
 so as to reconstruct the balanced 
training dataset. The classification models are trained with this augmented and balanced training 
set. This procedure is replicated n times to obtain n different bootstrapped training datasets 𝒟1
(𝑖)
. 
The final prediction is based on the majority voting from n classifiers trained using the n different 
sets of bootstrapped training datasets.  This ensemble voting classification will provide more 
balanced estimates of sensitivity and specificity. 
2.5 Experimental Results 
2.5.1 Feature Selection 
 
Figure 2.8 Variations of classification error rates versus the size of feature subset for the HRV 
database. The green circle marks an optimal feature subset size of 10. 
As aforementioned, six typical RQA are extracted from the recurrence plot of each wavelet 
subseries. In total, a large set of recurrence quantifiers are extracted for both cases, i.e., 
∑ 6 × 2𝑘 = 57609𝑘=6  features. The method of sequential feature selection is used to optimally 
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choose a subset of features that are closely correlated with the disease variations. As shown in 
Figure 2.8, the classification error rates are decreased when the optimal features are sequentially 
added into the classification models. It may be noted that the error rate oscillates rather than 
decreases for a larger set of features than 10. Thus, the optimal size of feature subset is selected as 
10 for the HRV case study, which also provide a consistent amount of features for building the 
classification model with reduced complexity. 
Furthermore, Table 2.1 shows the statistical evaluation of the individual feature using the 
unpaired t-test and Kolmogorov-Smirnov (KS) test. In the unpaired t-test, the smaller p-value 
indicates more evidences to reject the null hypothesis, i.e., the feature has the same distribution 
between HC and CHF groups. In the KS test, a larger KS statistic shows that this feature has more 
distinct cumulative distribution functions between the HC and CHF groups. As shown in the Table 
I, both statistical tests agree on the fact that most of the features selected are significant, because 
their p-values are <0.05 and KS statistic >0.3. However, 1-dimensional statistical test does not 
account for the feature dependence in the high-dimensional space. 
Table 2.1 1-Dimensional unpaired t-test and KS test for selected features 
 
2.5.2 Ensemble Voting Classification 
Therefore, three types of classification models were constructed to evaluate the 
combinatorial effects of multi-dimensional recurrence features. As shown in Figure 2.9, the box 
plot is used to visualize the distributions of classification performance statistics (i.e., sensitivity, 
Statistic Tests 
Test Statistics 
1st 2nd 3rd 4th 5th 6th 7th 8th 9th 10th 
Unpaired 
t-test 
(p-value) 
6.2e-04 3.5e-03 0.012 8.9e-04 3.1e-03 0.030 8.5e-03 0.037 0.020 3.5e-03 
Two-sample 
KS test 
(KS statistic) 
0.613 0.372 0.324 0.467 0.425 0.343 0.430 0.343 0.375 0.433 
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specificity and correct rate) that are computed from 100 random replications of the K-fold cross-
validation. The red line in the middle of boxplot represents the median, the blue box shows the 
lower quartile and upper quartile of performance distributions, and the black dash lines represent 
the most extreme values within 1.5 times the interquartile range. Outliers are shown as the red 
crosses in the box plot.  
 
Figure 2.9 Performance results of HRV database for three alternative classification models. (a) 
sensitivity, (b) specificity and (c) correct rate of KNN model; (d) sensitivity, (e) specificity and (f) 
correct rate of LR model; (g) sensitivity, (h) specificity and (j) correct rate of ANN model. Note: 
The K-fold number is varied from 2-fold to 10-fold, and there are 100 random replicates for each 
K-fold cross-validation. 
Figure 2.9 (a), (b) and (c) shows the sensitivity, specificity and correct rate respectively for 
the performances of KNN models. Figure 2.9 (a) demonstrates an average sensitivity of 90% with 
small deviations (<1.5%). Figure 2.9 (b) shows that the median specificity yields a stable 
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increasing trend from 79.2% to 90.2% with small deviations (<3.8%). The median correct rate is 
shown to be 90.2% for the KNN model in the 10-fold cross validation (see Figure 2.9 (c)). The 
experimental results of KNN models show that the features extracted from the multiscale 
recurrence analysis are significant between CHF and HC subjects. 
Figure 2.9 (d), (e) and (f) present the classification results using LR models. The use of 
logistic functions are found to further improve the sensitivity to 92.8% and specificity to 93.4%, 
both with small deviations (<0.8%). The correct rates of LR models are shown to increase from 
89.0% to 93.2% with small deviations (<2.2%) when the K-fold number is varied from 2-fold to 
10-fold (see Figure 2.9 (f)). The ANN models are shown to yield the best classification 
performances (see Figure 2.9 (g), (h) and (j)). Because the ANN model is a self-adaptive method 
that can learn the nonlinear and nonstationary relationships in the datasets, the median sensitivity 
is around 92.1% and the median specificity is around 94.7%. The correct rates of ANN models are 
around 93.8% for the identification of heart failure subjects in the HRV database. 
2.6 Discussion and Conclusions 
Few previous investigations have demonstrated the capability to characterize and quantify 
recurrence dynamics in a long-term time series from the complex systems, e.g., the 24-hour heart 
rate time series. This paper presented a multiscale recurrence framework to not only explore 
recurrence dynamics in the complex systems but also resolve the computational issues for the 
large-scale datasets. Wavelet transform decomposes the nonstationary time series into various 
frequency bands for effectively separating the system transient, intermittent and steady behaviors. 
Further, the dyadic subsampling in wavelet transformations enable the computation of recurrence 
plots from the long-term time series. Also, recurrence analysis becomes more effective under the 
stationary assumptions in the multiple wavelet scales. Theoretically, we have not only 
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characterized the recurrence dynamics in multiple wavelet scales but also how the recurrence 
behaviors are correlated across scales.  
In this present paper, the proposed multiscale recurrence approach was utilized to identify 
heart failure subjects from the 24-hour HRV time series. Computer experiments demonstrated that 
the proposed approach yields better performances by delineating the nonlinear and nonstationary 
behaviors in multiple wavelet scales. The ANN classification models were shown to identify the 
conditions of congestive heart failure with an average sensitivity of 92.1% and specificity of 94.7%.  
In summary, the proposed multiscale recurrence approach is shown to effectively capture 
the nonlinear and nonstationary behaviors in a long-term time series. The wavelet packet 
decomposition facilitates the exploration of recurrence dynamics in the complex systems. It is 
anticipated that this new approach can also be applied to other biological and engineering systems 
with long-term monitoring signals. The multiscale framework we proposed can be potentially 
“transplanted” to other nonlinear dynamic approaches to characterize system dynamics and 
improve computational efficiency. 
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CHAPTER 3: SELF-ORGANIZED NERUAL NETWORK FOR THE QUALITY 
CONTROL OF 12-LEAD ECG SIGNALS2 
 
Telemedicine is very important for the timely delivery of health care to cardiovascular 
patients, especially those who live in the rural areas of developing countries. However, there are a 
number of uncertainty factors inherent to the mobile-phone-based recording of electrocardiogram 
(ECG) signals such as the personnel with minimal training and other extraneous noises. PhysioNet 
organized a challenge in 2011 to develop efficient algorithms that can assess the ECG signal 
quality in telemedicine settings. This paper presents our efforts in this challenge to integrate 
multiscale recurrence analysis with self-organizing map for controlling the ECG signal quality. As 
opposed to directly evaluate the 12-lead ECG, we utilize an information-preserving transform, i.e., 
Dower Transform, to derive the 3-lead vectorcardiogram (VCG) from 12-lead ECG in the first 
place. Secondly, we delineate the nonlinear and nonstationary characteristics underlying the 3-lead 
VCG signals into multiple time-frequency scales. Further, a self-organizing map is trained, in both 
supervised and unsupervised ways, to identify the correlations between signal quality and 
multiscale recurrence features. The efficacy and robustness of this approach are validated using 
real-world ECG recordings available from PhysioNet. The average performance was demonstrated 
to be 95.25% for the training dataset and 90.0% for the test dataset with unknown labels. 
3.1 Introduction 
Recent advancements in telemedicine have shown the trend of using smart phones and 
other portable computing devices to gather electrocardiogram (ECG) recordings remotely from 
                                                          
2 This chapter is previously published in [80]. Permission is included in Appendix A. 
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patients. The ECG signals are recorded on the body surface to track the continuous dynamic details 
of cardiac functioning. Such valuable real-time information is usually unavailable in static and 
discrete clinical laboratory tests, for e.g., computer imaging, chest x-ray, and blood enzyme test. 
However, some ECG recordings, especially those measured by people with minimal training, are 
distorted by a combination of human errors, noises and artifacts. Examples of these uncertainty 
factors include patient motion artifacts, poor skin-electrode contact and misplaced electrodes. 
These issues worsen the quality of ECG recordings and hamper the use of them for the diagnostic 
purposes. Therefore, it is imperative to perform quality control of the telemedicine ECG signal 
acquisition, thereby improving the accuracy of cardiovascular diagnostics. 
However, noises, artifacts and human errors are inevitable in the data acquisition. ECG 
noises and artifacts can be within the frequency band of interest and can manifest similar 
morphologies as ECG itself [45]. Noises often are long-term random fluctuations from either the 
environment or the devices. Noises contaminate the quality of the signals with undesired 
disturbances that weaken the useful information in the signals, thereby reducing the signal-to-noise 
ratio (SNR). Artifacts usually refer to the short-term transient interruptions that are not natural. 
Examples of ECG noises and artifacts include electrode-skin contact problems, device 
malfunctions, baseline wander, power-line interference, electrode pop or contact noise and patient-
electrode motion artifacts [46, 47]. In addition, human errors are caused by people who recorded 
the signals. Examples of human errors include misplacement of ECG electrodes, incorrect setting 
of the ECG system and wrong input of patients’ clinical information. For a complete review of 
noises and artifacts within ECG signals see, for example, [45]. 
PhysioNet organized a challenge in 2011 to develop efficient algorithms for controlling the 
ECG signal quality in telemedicine settings [40, 48]. It may be noted that some researchers focused 
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on the time-domain approaches [49, 50] to extract features pertinent to the signal quality, e.g., 
amplitudes, spikes, variance, skewness of 12-lead ECG signals. The frequency-domain features 
are also adopted, including high-frequency (above 50 Hz) and low-frequency (below 17.5 Hz) 
noises [51, 52]. Most researchers integrated time-domain with frequency-domain approaches for 
the investigation of ECG quality-related issues [53-63]. In particular, Xia et al considered the 
frequency analysis within short segments of each lead to explore how the frequency features vary 
over time [55].  
It is noticed that unacceptable ECG signals (i.e., poor quality) often show significant 
nonstationary behaviors, e.g., intermittent abruptions and transient noises due to aforementioned 
uncertainty factors. The ECG signal was subjected to a variety of tests designed to show evidences 
that the cardiac signals are nonlinear and nonstationary and the presence of deterministic chaos 
[64, 65]. Also, cardiac signals have been reported to show nonstationarity and long-range 
dependence in terms of power law correlations [66]. Due to the high-level nonlinearity and 
nonstationarity, traditional methods, e.g., time domain analysis and linear statistical approaches, 
tend to have limitations to extract effective features pertinent to the quality of ECG signals. For 
examples, time-domain approaches cannot capture the nonlinear steady dynamics, for e.g., Hurst 
exponent or recurrence properties [17, 43]. Frequency-domain analysis does not provide the 
temporal localization of these frequency components, and assumes that spectral components exist 
at all times (i.e., stationarity) [3, 28]. It is generally agreed that ECG artifacts rarely show the linear 
and stationary behaviors. For example, skin-electrode contact problems cause transient and sharp 
potential changes or even saturations at full scale deflection (FSD) levels. Therefore, nonlinear 
dynamic methods are necessary to characterize and quantify the quality-related features hidden in 
the telemedicine ECG signals. In addition, signal representations in time or frequency domain 
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alone are not adequate for identifying the time-varying spectral components across scales. Wavelet 
analysis provides better characterization of nonlinear and nonstationary features of ECG signals 
in the time-frequency domain [28, 67]. 
The objective of this present study is to develop classification algorithms that can 
effectively estimate and predict the quality of telemedicine ECG recordings. Few, if any, previous 
approaches have integrated wavelets with nonlinear dynamics to explore the nonlinear and 
nonstationary characteristics of ECG signals, and further investigate how they are correlated with 
the quality of ECG signals. It may be noted that our previous investigations developed an approach 
of multiscale recurrence analysis to explore the nonlinear and nonstationary behaviors of long-
term time series [3, 43]. Furthermore, we expended this developed multiscale recurrence analysis 
to quantify quality-related markers underlying the ECG signals. In each wavelet scale, recurrence 
analysis is utilized to further quantify the nonlinear dynamics of ECG signals, including recurrence 
rate, determinism, laminarity etc. The new approach of multiscale recurrence analysis captures not 
only the steady and intermittent characteristics but also transient dynamics in the ECG signals. 
Such a multiscale framework as we are proposing can be potentially extended and integrated into 
other nonlinear dynamic approaches. 
The structure of paper is organized as follows: after a brief dataset description, the 
methodology and experimental design are presented in Section 3.2. Section 3.3 shows the 
implementation results. Section 3.4 discusses and concludes the present study.  
3.2 Methodology and Experimental Design 
This paper integrates multiscale recurrence analysis with self-organizing map for the 
quality control of ECG signals. The flow diagram of methodology and experimental design is 
illustrated in Figure 3.1. As opposed to directly use the 12-lead ECG, we firstly derived the 3-lead 
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vectorcardiogram (VCG) from 12-lead ECG (i.e., 8 independent leads V1-V6, I and II) with the 
inverse Dower transformation matrix (see Figure 3.1 (a) and (b)). The VCG signals monitor the 
space-time cardiac electrical activities along 3 orthogonal planes of the human body, namely, 
frontal, transverse, and sagittal planes. Secondly, the 3-lead VCG is decomposed into multiple 
wavelet scales, and recurrence features are extracted from the 3-dimensional phase space 
constructed by signal components in the same scale (see Figure 3.1 (b) and (c)). Finally, self-
organizing map (SOM), in both supervised and unsupervised ways, is utilized to investigate how 
self-organized patterns of recurrence features are correlated with the quality of ECG signals. The 
detailed procedures are presented in the following subsections. 
 
Figure 3.1 Flow diagram of research methodology and experimental design. (a) 12-lead ECG; (b) 
3-lead VCG; (c) multiscale recurrence analysis and self-organizing map classification. 
 44 
 
3.2.1 Data Description 
The real-world ECG dataset is available from the PhysioNet/Computing in Cardiology 
Challenge 2011 [40, 48]. The challenge is to develop automatic algorithms for the assessment of 
ECG signal quality, i.e., whether the ECG recording is of adequate quality for diagnostic 
interpretation. The dataset includes 1500 recordings of standard 12-lead ECG, which is 10-second 
long with full diagnostic bandwidth (0.05 through 100 Hz). The ECG signals are recorded at the 
frequency of 500 samples per second, with 16-bit resolution.   
The 1500 recordings of 12-lead ECG are examined by a group of human experts. Each 
human expert assigns a letter and a numerical rating for representing its quality (A-0.95-excellent, 
B-0.85-good, C-0.75-adequate, D-0.60-poor, or F-0-unacceptable). Then, the numerical ratings are 
averaged to separate the 1500 recordings into one of the 3 groups, i.e., acceptable, indeterminate 
and unacceptable. Further, the challenge data are partitioned into two datasets: 1000 recordings 
are used for training (Set A with known labels of quality groups) and the rest 500 are for testing 
(Set B with unknown labels). Based on the average rating of human experts, 775 recordings in Set 
A are acceptable and the remaining 225 recordings are unacceptable. The binary label (acceptable 
or unacceptable) for each recording of 12-lead ECG in Set A is available for the participants. The 
quality labels in the test set (Set B) are undisclosed. The scoring is determined by the fraction of 
correctly classified acceptable and unacceptable ECG recordings in test set B (indetermined 
recordings are excluded). 
3.2.2 Signal Pre-processing 
All the ECG recordings are pre-processed with the following procedures before the quality 
assessment. First, each signal is normalized to the range of [0, 1] and then filtered with a band-
pass filter between 1 ~ 120 Hz to remove the baseline wandering and high-frequency noises. 
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Second, the 1-second segments in the beginning and end of ECG signals are discarded due to the 
presented transient variations. Third, one ECG recording will be classified as unacceptable if it 
contains 1 or more straight lines, i.e., ECG electrodes losing connection with the skin during the 
acquisition. The straight line is defined when there is a constant first order derivative throughout 
the entire time series. After three pre-processing steps, a total of 769 acceptable and 93 
unacceptable recordings are left in training set A, and 429 recordings left in test set B. These 
remaining data in Set A and Set B will be used in the following steps of transformation, feature 
extraction, and classification. 
3.2.3 Dower Transformation 
It is well known that 12-lead ECG records cardiac electrical activities from 12 different 
directions, and some leads are calculated from others, e.g., lead III can be derived from leads I and 
II. Dower et al. demonstrated that 12-lead ECG can be linearly transformed to 3-lead 
vectorcardiogram (VCG) (see Figure 3.1 (a) and (b)), while the transformation accuracy can be 
improved using separate customized transforms to, for example, age or pathologic conditions [68, 
69]. This linear transformation indicates information preservation between 12-lead ECG and 3-
lead VCG. Therefore, 3-lead VCG surmounts not only the information loss in one lead ECG but 
also the redundant information in 12-lead ECG [69].  
The inverse Dower transformation matrix derives the 3-lead VCG from 12-lead ECG as 
follows: 
𝑉𝐶𝐺 = 𝐷𝑖𝑛𝑣 × 𝐸𝐶𝐺 
where 𝐷𝑖𝑛𝑣 is the inverse dower transformation matrix (3×8) and given by 
𝐷𝑖𝑛𝑣 = [
−0.172
   0.057
−0.229
  
−0.074
−0.019
−0.310
  
   0.122
−0.106
−0.246
  
   0.231
−0.022
−0.063
  
0.239
0.041
0.055
  
0.194
0.048
0.108
  
   0.156
−0.227
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−0.010
   0.887
   0.102
] 
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ECG is an 8 × 𝐿 matrix which consists of eight independent leads (V1-V6, I and II) from the 12-
lead ECG system, VCG is a 3 × 𝐿 matrix of XYZ leads, and 𝐿 is the length of ECG recordings. It 
may be noted that the linear transformation closely associate 12-lead ECG with 3-lead VCG. In 
other words, if there are quality-related issues with 12-lead ECG, the transformation will also 
induce similar issues in 3-lead VCG. However, 3-lead VCG has a lower dimension than 12-lead 
ECG, thereby more efficient in the computer processing and analysis of quality-related issues. 
3.2.4 Multiscale Recurrence Analysis 
Cardiac electrical signals, either 12-lead ECG or 3-lead VCG, often show high-level 
nonlinear and nonstationary behaviors. Conventional time-domain and frequency-domain 
approaches tend to have limitations to capture the nonlinear and nonstationary characteristics, e.g., 
steady, intermittent and transient dynamics. Time-domain approaches cannot capture the nonlinear 
steady dynamics, for e.g., Hurst exponent or recurrence properties [17, 43]. Frequency-domain 
analysis does not provide the temporal localization of these frequency components, and assumes 
that spectral components exist at all times (i.e., stationarity) [3, 28]. Wavelet is an effective tool 
for the time-frequency representation. It not only decomposes signals into various frequency bands 
but also preserves the time-domain information. It may be noted that the narrower wavelet function 
capture high-frequency transient behaviors in a fine-grained time resolution, while the wider one 
will characterize the low-frequency steady behaviors in a better frequency resolution. As such, a 
nonstationary signal consisting of slowly varying trends with occasionally abruptions is resolved 
into multiple non-overlapping frequency bands, thereby reducing the complexity to identify 
quality-related features in each scale. 
Wavelet analysis includes continuous wavelet transformation (CWT), discrete wavelet 
transformation (DWT) and wavelet packet decomposition (WPD). In CWT, sub-signals in wavelet 
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scales maintain the same length as the original signal, resulting in redundant information. DWT 
introduces both the wavelet function and scaling function for dividing the original signal into the 
approximations and details [29, 67]. WPD is similar to DWT, but it further divides not only the 
approximations but also the details in each wavelet scale. This provides a better resolution in both 
time and frequency scales. As illustrated in Figure 3.2, it may be noted that the original signal, 
denoted as 𝑾0,0, is firstly decomposed into 2 sub-signals. Then, each sub-signal is iteratively 
decomposed to 2 more wavelet sub-signals, thereby producing 2k sub-signals, i.e., 𝑾𝑘,𝑛, 𝑛 =
0,⋯ , 2𝑘 − 1, in the kth level. The redundancy is removed because each set 𝑾𝑘,𝑛 is of length 𝐿/2
𝑘 
and the total length in level k is the same as the original signal 𝑾0,0. For more background on 
WPD see, for example, [29]. 
 
Figure 3.2 Tree structure of wavelet packet decomposition. 
Within each wavelet scale, recurrence analysis is utilized to quantify the underlying 
dynamics of nonlinear systems [15]. We have previously utilized recurrence quantification 
analysis (RQA) methods to characterize and quantify the cardiovascular dynamics [43, 70]. With 
the use of wavelets, RQA was shown to quantify the chaos to order and chaos to chaos variations 
in multiple frequency scales. However, few existing studies have considered the recurrence 
analysis for the quality control of ECG signals in telemedicine. Recurrence plots (RPs) were 
introduced by Eckmann et al.  to visualize the recurrences of system states in the phase space [14]. 
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As shown in Figure 3.3, the recurrence plot captures topological relationships existing in the 
transformed 3-lead VCG vector space. Recurrence patterns will be quantified to identify ECG 
quality markers from a single-scale view as well as the multi-scale perspectives. As shown in 
Figure 3.3 (c), the unthresholded recurrence plot (UTRP) delineates the distances of every state 
𝑥 (𝑖), the state vector realized at time 𝑖 , to all the others in the phase space, i.e., 𝑈𝑇𝑅𝑃𝑖,𝑗 ≔
‖𝑥 (𝑖) − 𝑥 (𝑗)‖, where ‖∙‖ is the Euclidean norm. While the thresholded recurrence plot (TRP) (see 
Figure 3.3 (d)), 𝑇𝑅𝑃𝑖,𝑗 ≔ 𝚯(𝜀 − ‖𝑥 (𝑖) − 𝑥 (𝑗)‖), only uses dark points to represent the recurrence 
of states when the distance is below a threshold 𝜀, where Θ is the Heaviside function. The state 
x⃗ (i)  refers to x⃗ (i) =  𝑉𝑥(i), 𝑉𝑦(i), 𝑉𝑧(i)  , which is a vector composed of 3-lead VCG at the time 
index 𝑖. Analogously, the state vector x⃗ (𝑗) is at a different time index 𝑗. The texture patterns in 
recurrence plots reveal information of the 3-lead VCG signals (see Figure 3.3 (c) and (d)). For 
example, the diagonal structures represent the near-periodic patterns and the vertical structures 
show the nonstationary behaviors.  
Furthermore, six RQA features are extracted to statistically quantify the patterns in 
recurrence plots, including recurrence rate (𝑅𝑅), determinism (𝐷𝐸𝑇), maximal length of diagonal 
structures (𝐿𝑀𝐴𝑋), entropy (𝐸𝑁𝑇), laminarity (𝐿𝐴𝑀) and trapping time (𝑇𝑇) [30-32]. Recurrence 
rate measures the percentage of dark points in the TRP (the pairs of points whose distance is less 
than the threshold), and it is calculated as 𝑅𝑅 ≔
1
𝑁2
∑ 𝑇𝑅𝑃𝑖,𝑗
𝑁
𝑖,𝑗=1 , where 𝑁 is the size of recurrence 
plots. Recurrence rate characterizes the global near-periodicity of signals. Determinism (𝐷𝐸𝑇) 
represents the proportion of recurrent points forming diagonal line structures and is defined as: 
𝐷𝐸𝑇 ≔
∑ 𝑙𝑝(𝑙)𝑁𝑙=𝑙𝑚𝑖𝑛
∑ 𝑙𝑝(𝑙)𝑁𝑙=1
, where 𝑝(𝑙) is the frequency distribution of diagonal line segments of length 
𝑙. DET measures the repeating or deterministic patterns in the signals. Linemax (𝐿𝑀𝐴𝑋) is the 
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length of the longest diagonal line segment in the TRP, 𝐿𝑀𝐴𝑋 ≔ max ({𝑙𝑖}𝑖=1
𝑁𝑙 ), where 𝑁𝑙 =
∑ 𝑝(𝑙)𝑙≥𝑙𝑚𝑖𝑛  is the total number of diagonal lines. 𝐿𝑀𝐴𝑋 is related to the inverse of the largest 
positive lyapunov exponent. The shorter the 𝐿𝑀𝐴𝑋 is, the more chaotic (less stable) the signal. 
Entropy (ENT) is the Shannon information entropy of frequency distribution of diagonal line 
segments, and is calculated as 𝐸𝑁𝑇 ≔ −∑ 𝑝(𝑙)ln 𝑝(𝑙) 𝑁𝑙=𝑙𝑚𝑖𝑛 . The aforementioned 4 RQA 
features are based on diagonal structures to identify chaos-order transitions [71]. However, two 
vertical-structure features, i.e., 𝐿𝐴𝑀  and 𝑇𝑇 , are to identify chaos-chaos transitions [32]. 
Laminarity (𝐿𝐴𝑀) is analogous to DET except that it measures the vertical line structures. It is 
given by 𝐿𝐴𝑀 ≔
∑ 𝑣𝑝(𝑣)𝑁𝑣=𝑣𝑚𝑖𝑛
∑ 𝑣𝑝(𝑣)𝑁𝑣=1
, where 𝑝(𝑣) is the histogram of vertical lines of length 𝑣. Trapping 
time (TT) provides a measure of how long the system remains in a specific state, and captures the 
average length of vertical lines as 𝑇𝑇 ≔
∑ 𝑣𝑝(𝑣)𝑁𝑣=𝑣𝑚𝑖𝑛
∑ 𝑝(𝑣)𝑁𝑣=𝑣𝑚𝑖𝑛
. 
 
Figure 3.3 Graphical illustration of relationship among (a) 3-lead VCG; (b) VCG trajectory; (c) 
Unthresholded recurrence plot (UTRP); (d) Thresholded recurrence plot (TRP). 
As shown in Figure 3.1 (b) and (c), we not only investigate 3-lead VCG in the original 
scale but also in multiple wavelet scales. The decomposed wavelet sub-signals in the same scale 
are used to extract the recurrence patterns. Computer experiments were designed to evaluate the 
performances of multiscale recurrence features. It may be noted that the threshold ε in recurrence 
plots was chosen to be 5% of the maximal distance of state space [42]. Six recurrence statistics, 
namely RR, DET, LMAX, ENT, LAM and TT are exacted to quantify the nonlinear dynamic 
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behaviors in each of the wavelet subseries. Therefore, a total of 6 × 2k recurrence features will be 
exacted for the kth level wavelet packet decomposition. In this presented investigation, a length of 
4000 input vectors is chosen for all recordings and the level of decomposition k is selected from 2 
to 3 to heuristically explore the optimal decomposition level that captures the frequency ranges of 
quality-related issues. 
3.2.5 Self-organizing Map 
Self-organizing map (SOM), in both supervised and unsupervised ways, is utilized to 
investigate how self-organized patterns of recurrence features are correlated with the quality of 
ECG signals. Self-organizing map automatically organizes data with similar structures close to 
each other in the output layer of network [72]. The SOM neurons are usually represented on a low-
dimensional map (e.g., two-dimensional map), as shown in Figure 3.4. Each neuron i is a vector 
𝒘𝑖 =  𝑤𝑖1, 𝑤𝑖2, ⋯ ,𝑤𝑖𝑑 , 𝑖 = 1,2, … ,𝑀, where 𝑀 is the number of neurons, and 𝑑 is the dimension 
that is the same as the vector of input features 𝒙 =  𝑥1, 𝑥2, ⋯ , 𝑥𝑑 . In each training step, an input 
feature vector 𝒙 is presented to SOM neurons. The index c of the best-matching neuron (BMN) is 
determined by  
𝑐 = 𝑎𝑟𝑔min
𝑖
‖𝒙 − 𝒘𝑖‖ 
The vector of BMN and its neighbors on the hexagonal map are updated by moving towards 
the input feature vector with the rule of Kohonen update as:  
𝒘𝑖(𝑡 + 1) = 𝒘𝑖(𝑡) + ℎ𝑐𝑖(𝑡) ∙  𝒙(𝑡) − 𝒘𝑖(𝑡) , 𝑖 = 1,2, … ,𝑀 
where 𝑡 = 0, 1, 2,⋯  is the iteration step of neurons. The neurons in an 𝑁 -dimensional self-
organizing map are initialized so that the initial weights 𝒘𝑖  are distributed across the space 
spanned by the most significant 𝑁 principal components of the input features. Here ℎ𝑐𝑖(𝑡) is the 
neighborhood function, which is usually formed as ℎ𝑐𝑖(𝑡) = ℎ(‖𝑟𝑐 − 𝑟𝑖‖, 𝑡), where 𝑟𝑐, 𝑟𝑖 ∈ ℜ
2 are 
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the locations of neuron c and i. This neighborhood function ℎ𝑐𝑖(𝑡) → 0 when 𝑡 → ∞, and ℎ𝑐𝑖(𝑡) →
0 when ‖𝑟𝑐 − 𝑟𝑖‖ increases. Gaussian function is used for ℎ𝑐𝑖(𝑡) in this present investigation as: 
ℎ𝑐𝑖(𝑡) = 𝛼(𝑡) ∙ exp (−
‖𝑟𝑐 − 𝑟𝑖‖
2
2 𝜎(𝑡) 2
) 
where 𝛼(𝑡) is the learning-rate factor, and 𝜎(𝑡) is the width of the neighborhood kernel function. 
Both 𝛼(𝑡) and 𝜎(𝑡) are monotonically decreasing functions of time. 
 
Figure 3.4 Supervised self-organizing map (SOM). 
The SOM arranges high-dimensional vectors of input features in a 2-dimensional output 
space such that similar inputs are mapped onto neighboring SOM regions. Thus, similar patterns 
of the input data are preserved within the SOM representation space. Supervised SOM integrates 
the label information as an additional element in the feature vector during the training phase [72, 
73]. As shown in Figure 3.4, the input vectors have two parts 𝒙 and 𝑰, where 𝒙 is a sample vector 
of input features and 𝑰 indicates the label information of this sample. After the training, each 
neuron 𝑖 includes 𝒘𝑖 and 𝒘𝑖
𝐼, respectively. The label of each neuron is determined by the majority 
of its associated input vectors’ labels. For the testing datasets, the label of best-matching neuron is 
assigned to an input vector ?̃?. 
The complexity of SOM models is pertinent to the number of neurons used. As the number 
of neuron increases, it will likely lead to “overfitting” models. Based on the “principles of 
parsimony”, an optimal model is the one with simplest structures but sufficient explanatory power. 
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Hence, we change the number of neurons and investigate how this will influence model 
performances. Both the width and length of SOM maps are varied from 3 to 10. An optimal SOM 
architecture (see Figure 3.4) will be identified for further classification and visualization. To 
evaluate whether the SOM model is properly trained or not, the metric of quantization error (QE) 
is computed as 
𝑄𝐸 =
1
𝑁
∑‖𝒙𝑛 − 𝒘𝑐(𝑛)‖
𝑁
𝑛=1
 
where N is the number of recordings,  𝒙𝑛 is the input vector of multiscale recurrence features, and 
𝒘𝑐(𝑛) is the BMN.  
The number of neurons in an SOM (i.e. map size) is important to quantify the variations of 
the input feature vectors. If the map size is too small, it will not capture some important differences 
underlying the data. However, if the map size is too big, overfitting may occur. In order to choose 
the optimal map size, a modified Bayesian information criterion (BIC) is designed as  
𝐵𝐼𝐶 = 𝑁𝑙𝑛(𝑄𝐸) + 𝑝𝑙𝑛(𝑁) 
where 𝑝 is the map size and 𝑁 is the number of recordings. The component of 𝑁𝑙𝑛(𝑄𝐸) represents 
the model performance and the component of 𝑝𝑙𝑛(𝑁) measures the model complexity. In other 
words, a balance between model performance and complexity will be achieved by minimizing the 
BIC values.  
In this present investigation, the response surface of BIC has higher amplitudes at both 
small and large map sizes (see Figure 3.5). The blue dash line represents the “valley bottom” of 
the response surface, where the map sizes are around 20 to 30. An optimal map size 5-by-5 (i.e., 
the red dot in Figure 3.5) is the minimum of the BIC response surface. Therefore, the SOM with 
5-by-5 neurons is used for further classification and visualization. 
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Figure 3.5 BIC response surface for SOM models. The blue dash line represents the “valley bottom” 
of this surface, and the red dot represents the minimum. 
3.2.6 Cross Validation and Ensemble Voting Classification 
To reduce the bias and overfitting in classification models, both K-fold cross validation 
and bootstrapping were utilized in this investigation. K-fold cross validation partitions the total 
dataset 𝒟 into K folds, in which K-1 folds are used for the training purpose and the rest one fold 
for validation. After completion of all K folds, three performance statistics, i.e., sensitivity, 
specificity and correct rate, are computed from the validation datasets. The correct rate is the ratio 
of subjects (i.e., either acceptable or unacceptable) correctly identified in the validation datasets. 
Sensitivity measures the proportion of actual positives which are correctly identified as such, and 
the specificity measures the proportion of negatives which are correctly identified. In other words, 
sensitivity is the indictor which gives the percentage of unacceptable recordings that are identified 
as unacceptable, and specificity is the percentage of acceptable cases that are identified as 
acceptable.  
However, it may be noted that the training dataset is highly imbalanced, i.e., 769 acceptable 
and 93 unacceptable recordings. Conventional classification models assume that each class has 
enough representative cases in the training set. The objective of classification algorithms is to 
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maximize the overall prediction accuracy. When it comes to a highly imbalanced datasets, 
classification models tend to favor the majority class and relatively overlook the minority class. 
Therefore, it will cause a low detection rate of minority case [74], but the prediction of 
unacceptable recordings is critical in the control of ECG signal quality. Therefore, bootstrapping 
methods were utilized to reconstruct the balanced datasets. Bootstrapping is a statistical approach 
that does random sampling with replacement from a dataset. It resamples the training dataset to 
create a large number of “bootstrapping samples”. It is generally agreed that the bootstrapping 
provides better approximations of the underlying distribution.  
 
Figure 3.6 The diagram of cross-validation and ensemble voting classification.  
As shown in Figure 3.6, dataset A consists of m acceptable and n unacceptable ECG 
recordings (𝑚 ≫ 𝑛). In the first place, the dataset A is randomly partitioned into two subsets: the 
training subset 𝑇 and the out-of-bag validation subset 𝑇(𝑙). The K-fold cross validation uses (𝐾 −
1) folds for the training purpose and the rest 1 fold for validation. It may be noted that the partition 
ratio, i.e., (𝐾 − 1) training folds vs. 1 validation fold, is the same for acceptable and unacceptable 
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groups. Furthermore, a balanced training set 𝑇  is reconstructed with the use of bootstrapping 
methods. The unacceptable group is enlarged to yield the same size as the acceptable group in the 
new training set 𝑇′. In other words, unacceptable recordings in training set 𝑇 are resampled with 
replacement to increase the size from (𝐾 − 1) ∙ 𝑛/𝐾  to (𝐾 − 1) ∙ 𝑚/𝐾 . In addition, the 
bootstrapping procedure is randomly replicated for 𝑅 times to avoid biases. For each replicate of 
the training datasets 𝑇′, a SOM model will be constructed and trained. A total of 𝑅 SOM models 
are yielded for 𝑅 replicated training datasets. A majority voting mechanism is designed to assign 
the majority class label to each recording in the validation subset 𝑇(𝑙), i.e., a label that appears 
more than half (𝑅/2) the votes for 𝑅 SOM models will be assigned to this recording. 
3.3 Experimental Results 
In the present investigation, multiscale recurrence features were extracted from both Set A 
and Set B. Supervised SOM models were developed to classify the pre-processed data in Set A 
(769 acceptable and 93 unacceptable recordings). Self-organizing map is different from other 
artificial neural networks because it preserves the topological properties of the input space. This 
makes SOM useful to visualize the high-dimensional data in a low-dimensional map. Because the 
quality labels for Set B are unknown, it will be used as an independent test dataset (see Figure 3.6). 
The SOM models will facilitate the comparison of topological properties in multiscale recurrence 
features extracted from Set A and Set B in the 2-dimensional maps. To optimize the design of 
SOM models, we have conducted experiments to address the following questions, including (1) 
How the multiscale recurrence patterns differ from unacceptable to acceptable recordings? (2) 
How the K-fold cross validation varies the model performance? (3) What are the differences in 
SOM structures between Set A and Set B?  The experimental results are detailed in the following 
subsections. 
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3.3.1 Visualization of 12-lead ECG and Recurrence Plots 
 
Figure 3.7 Visualization of 12-lead ECG and recurrence plots for the unacceptable recording 
(#1003574) (a-b) and the acceptable recording (#1005639) (c-d). 
Few previous works have investigated how the quality issues of ECG signals relate to the 
irregular patterns in recurrence plots. In the presence of quality issues, the ECG signals are no 
longer acceptable for clinical diagnostics because of the distortion of useful information. Figure 
3.7 shows the time-domain 12-lead ECG and the pertinent recurrence plots for one unacceptable 
recording (#1003574) and one acceptable recording (#1005639). As shown in Figure 3.7, 
recurrence plots have distinct topology and texture patterns for unacceptable and acceptable 
recordings. The typology includes large-scale patterns that are characterized as homogeneous, 
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periodic, drift and disrupted. The texture provides a closer inspection of small scale structures, 
including single dots, diagonal lines and vertical and horizontal lines. It may be noted that the both 
large-scale and small-scale patterns are difference between unacceptable and acceptable 
recordings. For the unacceptable recording, Figure 3.7 (a) and (b) show abrupt changes and drifting, 
non-uniformly distributed TRP patterns. Also, the periodic or quasi-periodic recurrent structures 
(diagonal lines, checkerboard structures) rarely appear in the TRPs of unacceptable recordings. 
The longer vertical lines indicate that the state does not change or changes very slowly (i.e., trapped 
states) for unacceptable recordings. However, for the acceptable recordings, Figure 3.7 (c) and (d) 
show structured TRP patterns with few abrupt changes and drifts. The discontinuous diagonal (45o) 
lines indicate the near-periodicity of the system behaviors over given time segments with a period, 
heart rate, equal to the separations between successive diagonal lines. The vertical lines are shorter 
than the ones in the TRPs of unacceptable recordings.  
 
Figure 3.8 Visualization of a recording (# 2428645) labeled as acceptable but classified as 
unacceptable by the multiscale recurrence analysis. (a) 12-lead ECG. (b) TRP of this recording. 
The proposed multiscale recurrence analysis is a data-driven approach that quantifies and 
extracts the large-scale and small-scale structures from the TRPs.  However, there may be a 12-
lead ECG labeled as acceptable in the database but having similar recurrence patterns as the 
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unacceptable recordings. For example, the recording (#2428645) from set A is labeled by human 
experts as “acceptable”, while it has analogous patterns as unacceptable recordings and is 
classified as “unacceptable” by the multiscale recurrence analysis and self-organizing map models. 
As shown in Figure 3.8 (a), this ECG recording shows high level of abrupt changes and 
nonstationary behaviors. The TRP of this recording (see Figure 3.8 (b)) shows non-uniformly 
distributed point patterns, less quasi-periodic recurrent structures and longer vertical lines that are 
similar to Figure 3.7 (b). Based on the database descriptions in PhysioNet, all the recordings are 
labeled as acceptable or unacceptable by human experts. There are also intra/inter rater 
disagreement on the labels. The classification models, i.e., self-organizing map, automatically 
organizes recurrence features with similar structures close to each other in the output layer of 
network.  
3.3.2 Ensemble Voting Classification 
The SOM classification model with 5 × 5  neurons is constructed to evaluate the 
combinatorial effects of multi-dimensional recurrence features. Cross-validation and ensemble 
voting algorithms are used to estimate the model performance, which is obtained based on the 
average of those K error rates on the validation samples (see Figure 3.6). In addition, random 
subsampling method will randomly create the K-fold partitions and replicate such K-fold cross-
validation experiments for 100 times to obtain the probability distribution of performance statistics. 
This integration of K-fold cross-validation and random subsampling methods prevents the biases 
from the inequitable selection of training datasets [43]. As shown in Figure 3.9, the box plot is 
used to visualize the distributions of classification performance statistics (i.e., sensitivity, 
specificity and correct rate) that are computed from 100 random replications of the K-fold cross 
validation. The red line in the middle of boxplot represents the median, the blue box shows the 
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lower quartile and upper quartile of performance distributions, and the black dash lines represent 
the most extreme values within 1.5 times the interquartile range. Outliers are shown as the red 
crosses in the box plot.  
 
Figure 3.9 Performance results of supervised SOM with 5-by-5 two-dimensional map. (a) 
sensitivity, (b) specificity and (c) correct rate. Note: The K-fold number is varied from 2-fold to 
10-fold, and there are 100 random replicates for each K-fold cross-validation. 
As shown in Figure 3.9 (a), (b) and (c), the model performances, i.e., sensitivity (detection 
rate of unacceptable recordings), specificity (detection rate of acceptable recordings) and correct 
rate were obtained for the supervised SOM with 5 × 5  neurons from 2-fold to 10-fold cross 
validation. Figure 3.9 (a) demonstrates an average sensitivity of 97.85% with small deviations 
(<0.6%). Figure 3.9 (b) shows that the median specificity yields a stable increasing trend from 
89.28% to 94.85% with small deviations (<2.4%). The median correct rate is shown to be 95.18% 
for the SOM model in the 10-fold cross validation (see Figure 3.9 (c)). The experimental results 
of supervised SOM models show that multiscale recurrence features are significant between 
unacceptable and acceptable recordings. 
However, it may be noticed that the aforementioned classification performances are only 
for the training set A after the pre-processing step. Figure 3.10 shows the detailed performances 
for both the pre-processing step (i.e., straight line detection) and the SOM models. After the pre-
processing step, 138 recordings in Set A are separated to be unacceptable in this step (i.e., 132 true 
unacceptable, 6 false unacceptable). For the rest (i.e., 862 recordings), SOM models yield the 
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performances of sensitivity (SEN) to be 97.85%, specificity (SPE) to be 94.85% and correct rate 
(CR) to be 95.18%. After both steps, the overall sensitivity is 
97.85%∗93+132
225
= 99.11%, and the 
overall specificity is 
94.85%∗769
775
= 94.12%. The total accuracy is 
95.18%∗862+132
1000
= 95.25%.  
 
Figure 3.10 Illustration of classification performances for the pre-processing step (i.e., straight line 
detection) and SOM models. 
3.3.3 SOM Pattern Analysis 
The SOM represents the high-dimensional data in a low-dimensional map, preserves the 
topological relationship that cannot be visualized otherwise, and organizes the data automatically 
according to the inherent structures. The following two subsections will detail the comparison of 
SOM patterns for Set A and Set B. 
3.3.3.1 Training Set A. As shown in Figure 3.11 (a), U-matrix is used to visually show the 
distances between neurons in the SOM (5-by-5 neuron map) for Set A. The blue hexagons 
represent neurons, and red lines are connections between two adjacent neurons. The distances 
between neurons are shown as colored hexagons that embrace red lines. The darker color indicates 
a larger distance between neurons, and the lighter color is for a smaller distance between neurons. 
 
Pre-processing 
SEN: 97.85% 
SPE: 94.85% 
CR: 95.18% 
  
Set A  
(225 Unacceptable 
775 Acceptable) 
Straight line? 
138 recordings 
(132 true Unacceptable 
6 false Acceptable) 
Yes 
 862 recordings 
(93 Unacceptable 
769 Acceptable) 
SOM Models 
No 
Overall SEN: 99.11% 
Overall SPE: 94.12% 
Overall CR: 95.25% 
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As shown in Figure 3.11 (a), a cluster of hexagons with light yellow colors appears in the lower-
right region, but is bounded by dark red colors. This indicates that neurons are closer to each other 
in this region, and some input vectors are clustered in this region as being the same class. On the 
other hand, it may be noted that the upper-left region has darker colors than other regions. This 
indicates that input vectors in the upper-left region are father apart and belong to a different class. 
The results shown in Figure 3.11 (a) are further confirmed in the following Figure 3.11 (b) and (c).  
 
Figure 3.11 Optimized SOM structures for training Set A. (a) U-matrix of SOM neurons; (b) SOM 
sample hits plot; (c) clustering results on the SOM plane. The decision boundary is marked as a 
bold line in (b). 
As shown in Figure 3.11 (b), each input vector is associated with its best-matching neuron. 
In other words, the input vector hits on the BMN. Each hexagon in Figure 3.11 (b) represents a 
neuron, and the number on hexagons is the number of input vectors hitting on this neuron. Because 
the recordings in the Set A are highly imbalanced, i.e., 769 acceptable and 93 unacceptable 
recordings, our experimental results show that most of input vectors hit in the lower-right region. 
Based on the label information of input vectors in Set A, it was found that the lower-right region 
belongs to the acceptable group. It may be noted that both Figure 3.11 (a) and (b) show clear 
separation between the acceptable and unacceptable groups. 
As shown in Figure 3.11 (c), the SOM map is classified into two groups, i.e., acceptable 
(blue) and unacceptable (red). The label of each neuron (i.e., hexagon) is determined by the 
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majority voting of its associated input vectors’ labels. For example, if k input vectors hit on this 
neuron and more than k/2 is labeled as acceptable, then this neuron will be marked as acceptable. 
The SOM patterns are consistent for Figure 3.11 (a), (b) and (c). The upper-left region is classified 
as unacceptable and a small number of input feature vectors hits in this region. However, a large 
number of input feature vectors hits in the lower-right region, i.e., acceptable. The decision 
boundary is marked as a bold black line in Figure 3.11 (b). 
SOM weight planes characterize each feature’s weight on neurons and how the features are 
correlated with each other. As shown in Figure 3.12, each weight plane is the graphical 
characterization of one feature’s weight on the neurons. Six weight planes are corresponding to 6 
recurrence features (i.e., RR, DET, LMAX, ENT, LAM and TT) extracted from wavelet subseries. 
Darker colors represent larger weights. If two features show very similar patterns in their weight 
planes, they are highly correlated. It may be noted from Figure 3.12 that there are significant 
differences between any pair of six recurrence features. In other words, recurrence features are not 
correlated with each other and all of them play an important role in the classification of acceptable 
and unacceptable recordings. 
 
Figure 3.12 Weight planes of SOM for six recurrence features. Each plane corresponds to one of 
six recurrence features extracted from wavelet subseries. 
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3.3.3.2 Test Set B. The SOM map, obtained from the supervised training with set A (see 
Figure 3.11), is used to classify the testing set B. There are a total of 429 recordings left in set B 
after pre-processing procedure (see section 3.2.2). As shown in Figure 3.13 (a), the sample hits of 
429 recordings on the best-matching neuron are clustering in upper-left and bottom regions. This 
is similar to the distribution of recordings in training set A. The decision boundary (marked as a 
bold line in Figure 3.13 (a)), obtained from training dataset A, is used to label the recordings of set 
B as acceptable or unacceptable. The classification results on the SOM map are as shown in Figure 
3.13 (b). The accuracy for test set B is 90.0% based on the online evaluation tool of PhysioNet. 
 
Figure 3.13 Classification results for test Set B using the SOM map obtained from the supervised 
training with Set A. (a) SOM sample hits plot; (b) clustering results on the SOM plane from 
training set A. The decision boundary is marked as a bold line in (a). 
It may be noticed that that the SOM can also be used as a tool for unsupervised learning. 
In other words, the SOM is capable of classifying the testing set B even if the training set A is not 
available. The high-dimensional input feature vectors can be projected onto a low-dimensional 
SOM map, thereby exploring the inherent data patterns between acceptable and unacceptable 
groups. The results of unsupervised SOM learning, including U-matrix and sample hits, are shown 
in Figure 3.14 (a) and (b), respectively. The patterns of U-matrix in Figure 3.14 (a) are similar to 
the supervised one for training set A (see Figure 3.11 (a)). Light colors cluster in the lower-right 
region and dark colors appear in the upper-left region. Figure 3.14 (b) shows that sample hits are 
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more evenly distributed in the upper-left and lower-right neurons than supervised learning in 
Figure 3.11 (b). However, Figure 3.14 (a) and (b) also show that there are significant differences 
between acceptable and unacceptable groups. The unsupervised classification of set B is done 
through the clustering techniques, i.e., fuzzy c-means clustering. The clustering techniques 
separate two groups based on the inherent feature structures (see Figure 3.14 (a)) organized in the 
2-dimensional map, and the decision boundary is obtained as a green dash line in Figure 3.14 (a) 
and (b) without using the prior label information. The unsupervised SOM learning yields a final 
accuracy of 89.2% for the test set B without using any prior information from the training set A. 
 
Figure 3.14 Classification results for test Set B using the unsupervised SOM learning. (a) U-matrix 
of SOM neurons; (b) SOM sample hits plot. The decision boundary is marked as a green dash line 
in both (a) and (b). 
3.4 Discussion and Conclusions 
In the telemedicine ECG signal acquisition, recordings are often affected by various 
uncertainty factors, e.g., artifacts, noises and human errors. These uncertainty factors contaminate 
the quality of ECG recordings, thereby influencing the quality of cardiovascular diagnostics. It is 
imperative to develop an effective approach to control the quality of telemedicine ECG signal 
acquisition.  
In this present investigation, as opposed to directly evaluate the 12-lead ECG, we firstly 
use the inverse Dower transform to derive 3-lead VCG from 12-lead ECG. It may be noted there 
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is redundant information within the 12-lead ECG, e.g., some leads (Lead III, avR, avL, avF) are 
calculated from others. Also, the property of linear transformation makes sure that 12-lead ECG 
is closely associated with 3-lead VCG and the quality-related issues with 12-lead ECG are 
preserved in the 3-lead VCG. In other words, if there are quality-related issues with 12-lead ECG, 
the transformation will also induce similar issues in 3-lead VCG. However, 3-lead VCG has a 
lower dimension than 12-lead ECG, thereby more efficient in the computer processing and analysis 
of quality-related issues. 
Secondly, multiscale recurrence analysis is developed to characterize and quantify 
nonlinear and nonstationary behaviors of 3-lead VCG within multiple wavelet scales. It is noticed 
that unacceptable ECG signals (i.e., poor quality) often show significant nonlinear and 
nonstationary behaviors, e.g., intermittent abruptions and transient noises due to the uncertainty 
factors. Signal representations in time or frequency domain alone are not adequate for identifying 
the time-varying spectral components across scales. Wavelet analysis provides better 
characterization of nonlinear and nonstationary features of ECG signals in the time-frequency 
domain. Therefore, recurrence methods are utilized to extract the quality-related nonlinear features 
hidden in the telemedicine ECG signals in multiple wavelet scales.  
Finally, self-organizing map is utilized to investigate how the patterns of multiscale 
recurrence features are correlated with the quality of ECG signals (i.e., acceptable and 
unacceptable) with both supervised and unsupervised leaning. The SOM represents the high-
dimensional data in a low-dimensional map, preserves the topological relationship that cannot be 
visualized otherwise, and organizes the data automatically according to the inherent structures. 
Since the dataset A is highly imbalanced between two groups, bootstrapping mechanism is used 
to reconstruct a balanced training set for SOM classification models. Three performance metrics, 
i.e., sensitivity, specificity and correct rate are measured for training set A.  
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The experimental results show that multiscale recurrence features capture nonlinear and 
nonstationary characteristics in 3-lead VCG signals. In addition, these features are shown to have 
significant differences between acceptable and unacceptable groups. The average performance was 
demonstrated to be 95.18% after pre-processing for the training dataset A, and the supervised SOM 
learning yields an accuracy of 90.0% for test set B based on the online evaluation tool of PhysioNet. 
This score is 3.2% less than the winning entry of event 1 (closed source) and 1.4% less than the 
winning entry of event 2 (open source). It may also be noted that the unsupervised SOM learning 
yields a final accuracy of 89.2% for the test set B without using any prior information from the 
training set A. This paper presents novel nonlinear dynamic algorithms that have great potentials 
for the self-organized control of ECG signal quality in telemedicine settings. 
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CHAPTER 4: SPARSE DESIGN FOR MODELING AND ESTIMATING SPACE-TIME 
DYNAMICS IN STOCHASTIC SENSOR NETWORKS3 
 
Wireless sensor network has emerged as a key technology for monitoring space-time 
dynamics of complex systems, e.g., environmental sensor network, battlefield surveillance 
network, and body area sensor network. However, sensor failures are not uncommon in traditional 
sensing systems. As such, we propose the design of stochastic sensor networks to allow a subset 
of sensors at varying locations within the network to transmit dynamic information intermittently. 
Realizing the full potential of stochastic sensor network hinges on the development of novel 
information-processing algorithms to support the design and exploit the uncertain information for 
decision making. This paper presents a new approach of sparse particle filtering to model 
spatiotemporal dynamics of big data in the stochastic sensor network. Notably, we developed a 
sparse kernel-weighted regression model to achieve a parsimonious representation of spatial 
patterns. Further, the parameters of spatial model are transformed into a reduced-dimension space, 
and thereby sequentially updated with the recursive Bayesian estimation when new sensor 
observations are available over time. Therefore, spatial and temporal processes closely interact 
with each other. Experimental results on real-world data and different scenarios of stochastic 
sensor networks (i.e., spatially, temporally, and spatiotemporally dynamic networks) demonstrated 
the effectiveness of sparse particle filtering to support the stochastic design and harness the 
uncertain information for modeling space-time dynamics of complex systems. 
                                                          
3 This chapter is previously published in [124]. Permission is included in Appendix A. 
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4.1 Introduction 
Wireless sensor network has emerged as a key technology to monitor nonlinear stochastic 
dynamics of complex systems. Recent advancements in wireless communication and electronics 
have improved the design and development of wireless sensors that are miniature, low-cost, low-
power and multi-functional. These inexpensive sensors can be easily networked through wireless 
links, deployed in large numbers and distributed throughout complex physical systems [75]. 
Distributed sensing provides an unprecedented opportunity to monitor space-time dynamics of 
complex systems and to improve the quality and integrity of operation and services. 
 
Figure 4.1 Body area ECG sensor network. (a) Front view. (b) Back view. (Note: black dots 
represent sensor locations.) 
Further, distributed sensing is widely used to improve the quality of life in healthcare 
systems. Wireless sensor network shows a significant capability to improve the healthcare services 
and realize the smart health of chronically ill and elderly. Body area sensor network [76] is the ad 
hoc network of sensors (e.g., RFID tags, electrocardiogram (ECG) sensors, and accelerometers) 
that people can carry on their body. Figure 4.1 shows the wearable ECG sensor network that 
provides high-resolution sensing of cardiac electrical dynamics [77]. Prior research showed that 
high-resolution ECG mapping substantially enhances the early detection of life-threatening events 
for cardiovascular patients [78, 79]. When continuously monitored and analyzed, wearable ECG 
sensor network offers an unprecedented opportunity to realize smart care of patients with high 
Front View Back View 
(a) (b) 
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risks (e.g., acute cardiac events) beyond the confines of, often high-end healthcare settings, and 
allow rural care centers to acquire sophisticated imaging and diagnostic capability at a fraction of 
capital investments. 
However, it is not uncommon to encounter sensor failures in traditional sensor networks. 
For example, a subset of sensors often lose contact with the skin surface in ECG sensor networks 
because of body movements (see Figure 4.1). Maintaining strict skin contacts for hundreds of 
sensors is not only challenging but also greatly deteriorates the wearability of ECG sensor 
networks. Therefore, we propose a novel strategy named as “stochastic sensor network” in this 
present investigation. The stochastic sensor network means that the sensor network is functioning 
stochastically, in other words, allow a subset of sensors at varying locations within the network to 
transmit dynamic information intermittently. Notably, the new strategy of stochastic sensor 
networks is generally applicable in many other domains. For examples, wireless sensor network is 
often constrained by finite energy resources. Hence, optimal scheduling of activation and 
inactivation of sensors is imperative to realize long-term survivability and reliability of sensor 
networks. In addition, a subset of sensor nodes in a battlefield surveillance network may need to 
enter dormant states to avoid the reconnaissance from the enemy, but others continue working to 
detect real-time battlefield information. The locations of dormant sensors may also be 
stochastically varying so as to save energy and build a robust network for information visibility. 
Realizing the full potential of stochastic sensor network hinges on the development of 
novel information-processing algorithms to support the design and exploit the uncertain 
information for decision making. Real-time distributed sensing generates spatially-temporally big 
data, which contains rich information of evolving dynamics of complex systems. Further, 
stochastic sensor network brings greater levels of uncertainty and complexity which pose 
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significant challenges for information extraction and decision making. This paper presents a new 
approach of sparse particle filtering to model spatiotemporal dynamics in the big data from the 
stochastic sensor network. We first leverage the cross-section data (e.g., time ti in Figure 4.2) to 
develop a sparse kernel-weighted regression model to achieve a parsimonious representation of 
spatial patterns. Further, the parameters of spatial model are transformed into a reduced-dimension 
space, and thereby sequentially updated with the recursive Bayesian estimation when new sensor 
observations are available at time ti+1. Thus, spatial and temporal processes closely interact with 
each other. Experimental results on different scenarios of stochastic sensor networks (i.e., spatially, 
temporally, and spatiotemporally dynamic networks) show the effectiveness of sparse particle 
filtering to support the stochastic design and harness the uncertain information for decision making. 
 
Figure 4.2 Space-time data generated from distributed sensor network. 
This paper is organized as follows: Section 4.2 presents the research background. Section 
4.3 introduces the research methodology. Section 4.4 presents materials and experimental design. 
Section 4.5 presents experimental results. Section 4.6 discusses and concludes this investigation. 
4.2 Research Background 
Wireless sensor network has broad applications in healthcare, environment, logistics, 
defense and many other areas. However, very little work has been done to design the stochastic 
sensor network and further develop new analytical methodologies to exploit spatiotemporal data 
for information extraction and knowledge discovery. For example, ECG sensor network has the 
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promise to provide high-resolution sensing of space-time cardiac electrical dynamics (see Figure 
4.1). However, there are remarkable impetuses towards the use of wearable ECG systems to 
monitor cardiac activity in the past few decades. The ECG sensor network uses hundreds of 
electrodes to obtain electrical measurements on the body surface. Each electrode is required to 
maintain rigid contact with the skin surface, thereby adversely affecting wearability – which has 
been a stumbling block to widespread applications of ECG sensor networks from research 
laboratory to healthcare settings. 
As the movement of human body is highly dynamic, few, if any, previous studies have 
considered the new design of stochastic ECG sensor network that allows stochastic sensor-skin 
contacts. As such, a subset of ECG electrodes will capture cardiac electrical activity intermittently 
at dynamically varying locations within the network. However, if we lower the hardware 
requirement on sensor-skin contacts, new analytical algorithms are urgently needed to support the 
stochastic design and handle data uncertainty. Notably, this new idea of stochastic sensor network 
received few attention in the past, partly due to traditional designs that sacrifice the wearability for 
data quality, and partly to the lack of analytical algorithms for spatiotemporal data modeling under 
uncertainty.  
These gaps pose significant technological barriers for realizing the design of stochastic 
sensor network. Figure 4.2 is an illustration of spatiotemporal data generated from the distributed 
sensing. Each cross-section represents a snapshot of the underlying complex process at a specific 
time. As the dynamics of complex systems vary across both space and time, sensor networks give 
rise to spatiotemporal data: {Y(𝒔, 𝑡): 𝒔 ∈ 𝑅 ⊂ ℝ𝑑 , 𝑡 ∈ 𝑇}, where the dependence of spatial domain 
R on time T symbolizes the changes of spatial domain over time. Traditionally, spatiotemporal 
data is characterized and modeled in two ways: (𝑖) spatially-varying time series model 𝑌(𝒔, 𝑡)  =
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 𝑌𝒔(𝑡), which separates the temporal analysis for each location; (𝑖𝑖) temporally-varying spatial 
model 𝑌(𝒔, 𝑡)  =  𝑌𝑡(𝒔), which separates spatial analysis for each time point. The first model 𝑌𝒔(𝑡) 
shows specific interests in time-dependent patterns for each sensor, and allows for sensor-to-sensor 
analysis between time series. For example, Yang et al. studied ECG time series and exploited the 
useful information for medical decision making [2, 28, 80, 81]. The second model 𝑌𝑡(𝒔) focuses 
more on space-dependent patterns for each time point. For example, Zarychta et al. studied spatial 
patterns in each ECG image for the detection of myocardial infarctions [82]. However, both 
approaches are conditional methods studying either the space given time or time given space, and 
are limited in their capabilities to characterize and model space-time correlations. 
Space-time interactions bring substantial complexity in the scope of modeling, because of 
spatial correlation, temporal correlation, as well as how space and time interact. Notably, many 
previous works employed random fields in ℝd+1 to model space and time dependencies [83, 84]. 
However, space and time are not directly comparable, because space does not have the past, present, 
and future and the spatial dimension is not comparable to temporal dimension. In the past few 
years, spatiotemporal modeling has received increased attentions due to the proliferation of data 
sets that are varying both spatially and temporally. Examples of application areas include brain 
imaging [85, 86], manufacturing [87], environment [88, 89], public health [90, 91], service equity 
[92] and socio-economics [93]. The specific questions include the analysis of time-varying brain 
image and fMRI data, nanowire growth modeling at multiple spatial scales, temporal movement 
of hurricane, geographical diffusion of pandemic infectious diseases, and spatial equity of public 
services. 
However, very little work has been done to realize a highly resilient sensor network by 
developing new spatiotemporal algorithms. Traditional spatiotemporal methods are not concerned 
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with the uncertainty in stochastic sensor network but rather assume reliable sensor readings at 
fixed locations. For example, brain imaging data are homogeneous and synchronized in time for 
every pixel, but stochastic sensor networks involves heterogeneous data that are asynchronized 
and incomplete at dynamically-varying locations of the network.  Therefore, this present 
investigation aims to develop new algorithms to realize a highly resilient sensing system, namely 
stochastic sensor network. Such a resilient sensing system will reduce the requirement in sensor 
reliability, handle data uncertainty and heterogeneity, and enable fast and recursive prediction of 
space-time information. 
4.3 Research Methodology 
 
Figure 4.3 Flow chart of the proposed research methodology. 
This paper presents the first-of-its-kind technology of stochastic sensor network. We 
developed a new approach of sparse particle filtering to characterize and model distributed sensing 
data that are non-homogeneous, asynchronized and incomplete. As shown in Figure 4.3, the 
proposed stochastic sensor network is supported by the algorithms of sparse particle filtering and 
optimal kernel placement. First, a state space formulation is utilized to model spatiotemporal 
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Particle Filtering:   𝒁𝑡 = 𝒉𝑡(𝒁𝑡−1, 𝝎) 
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dynamic data generated by the stochastic sensor network. Second, an optimal kernel placement 
algorithm is developed to improve the compactness of kernel-weighted regression model of spatial 
patterns. In other words, we aims to minimize the number of kernels used for spatial representation. 
Third, we developed the new approach of sparse particle filtering model to reduce the 
dimensionality of parameters in spatial model and sequentially update the parameters when new 
observations are available at the next time point, thereby effectively modeling space-time dynamic 
data generated from stochastic sensor networks. 
4.3.1 Spatial Modeling  
It is well known that two sensors in the distributed sensor network tend to have a stronger 
correlation when they are closer to each other. Therefore, the spatial correlation between 
neighboring sensors is critical to estimate the observations of distributed sensors at a given time 
point. 
As shown in Figure 4.4, the observations of body area sensor network in the front and back 
of the body are varying with respect to time. At a given time point, the approach here is to capture 
the spatial correlation in distributed sensor networks as a model of the form 
𝑌(𝒔) =  𝑀(𝒔; 𝜷) + 𝜀(𝒔) = ∑𝑤𝑖(𝒔)𝒇𝑖
𝑇(𝒔)𝜷𝑖
𝑁
𝑖=1
+ 𝜀(𝒔) (1) 
where Y(𝐬) is an observation taken at the location 𝐬 in the body surface, N is the total number of 
kernel components, and ε(𝐬)  is the Gaussian random noises. The wi(𝐬)  is a non-negative 
weighting kernel, i.e.,  
𝑤𝑖(𝒔) ∝ |𝜮𝑖|
−
1
2𝑒𝑥𝑝 {−
(𝒔 − 𝝁𝑖)
𝑇𝜮𝑖
−1(𝒔 − 𝝁𝑖)
2
} (2) 
where 𝝁𝑖 is the center and 𝜮𝑖 is the covariance function of the 𝑖𝑡ℎ kernel component. The 𝒇𝒊(𝒔) =
(𝑓𝑖1(𝒔),⋯ , 𝑓𝑖𝑝(𝒔))
𝑇
 is a set of known basis functions, e.g., 𝒇𝑖(𝒔) = (1, 𝑥, 𝑦)
𝑇  in this present 
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investigation. Here, 𝑥, 𝑦 are the spatial coordinates of the location 𝐬. Notably,  𝛃i = (βi1, … , βip)
𝑇 
is a vector of model parameters. The dimensionality of 𝜷 is 𝑁 × 𝑝, i.e., the multiplication of the 
number of kernels 𝑤𝑖 (i.e., 𝑁) and the number of basis functions 𝒇𝑖 (i.e., 𝑝). 
 
Figure 4.4 Time-varying ECG imaging on the body surface. 
Note that the spatial model is designed as a locally weighted mixture of kernel regressions. 
If we observe 𝐘 =  Y(𝐬1), … , Y(𝐬K) 
𝑇
 for locations 𝐬1, … , 𝐬K at a specific time point, the model 
can be written in a matrix form as: 
𝒀 = [
𝑌(𝒔1)
⋮
𝑌(𝒔𝐾)
] = Ψ𝜷 + 𝜺
=
[
 
 
 
 
𝑤1𝑓11|𝒔1
𝑤1𝑓11|𝒔2
⋮
⋯ 𝑤1𝑓1p|𝒔1
𝑤1𝑓1p|𝒔2
⋮
⋯ 𝑤𝑁𝑓𝑁1|𝒔1
𝑤𝑁𝑓𝑁1|𝒔2
⋮
⋯ 𝑤𝑁𝑓𝑁p|𝒔1
𝑤𝑁𝑓𝑁p|𝒔2
⋮
⋮ ⋱ ⋮
𝑤1𝑓11|𝒔𝐾 ⋯ 𝑤1𝑓1p|𝒔𝐾 ⋯ 𝑤𝑁𝑓𝑁1|𝒔𝐾 ⋯ 𝑤𝑁𝑓𝑁p|𝒔𝐾]
 
 
 
 
[
 
 
 
 
𝛽11
𝛽12
𝛽13
⋮
𝛽𝑁𝑝]
 
 
 
 
+ 𝜺 
(3) 
Once the observed locations 𝒔𝟏, … , 𝒔𝑲 and kernel components 𝑤𝑖, 𝑖 = 1,… , N are determined, the 
matrix Ψ  is determined. Therefore, the model parameters 𝛃  can be estimated by solving the 
function 𝐘 = 𝚿𝛃 + 𝛆. For an unobserved location ?̃?, we can predict Y(?̃?) as ?̃?𝛃 giving the known 
observations Y(𝐬1),… , Y(𝐬K) at distributed locations. 
Notably, this is the kernel-weighted regression model of spatial data at a specific time point. 
To consider temporal dynamic effects, we augment the spatial model to include temporal 
components, i.e., defining the time-varying model parameters as 𝛃𝐭 =
… … 
𝑴(𝒔; 𝜷𝑡1) + 𝜺 𝑴(𝒔; 𝜷𝑡2) + 𝜺 𝑴(𝒔; 𝜷𝑡3) + 𝜺 
 76 
 
 𝛽11, … , 𝛽1𝑝, … , 𝛽𝑁1, … , 𝛽𝑁𝑝 𝑡
𝑇
 at time t . As shown in Figure 4.4, as distributed sensor 
observations are varying in both space and time, model parameters vary with respect to time, 
i.e., M(s; 𝛃𝐭),M(s; 𝛃𝐭+𝟏),⋯. Then, we develop a particle filter to establish temporal correlation to 
recursively estimate the state of parameters, i.e., link the parameters 𝛃t over time by the evolution 
equation: 
𝜷𝑡 = 𝑔𝑡(𝜷𝑡−1, 𝛾) (4) 
where gt is the nonlinear evolution model and γ is process noise. Thus, the spatial model at a given 
time is defined as:  
𝒀𝑡 = 𝜳𝑡𝜷𝑡 + 𝜀 (5) 
The temporal filter is responsible for projecting forward (in time) current estimates of state 
and error covariance to obtain the estimates for the next time step. The spatial update is responsible 
for the feedback, i.e., incorporating new observations to derive posterior estimations. Although the 
temporal part is conceptually similar to general filtering approaches in time series analysis, the 
difference is that spatial and temporal processes closely interact with each other. 
However, there are two practical issues pertinent to the construction of spatiotemporal 
models. (1) How to optimally place kernels in the design space? Traditionally, kernels are 
uniformly distributed in the space. However, this unavoidably leads to a very complex model. The 
objective here is to identify a parsimonious set of kernels that are sufficient to achieve optimal 
model performances. Section 4.3.2 will detail our developed algorithms for optimal kernel 
placement. (2) How to identify latent variables and establish the reduced-dimension particle 
filtering? It may be noted that the dimensionality of parameters 𝜷𝑡  is large, and the 𝛃′s have 
certain nonlinear-correlation structures. In particular, sensor observations are highly nonlinear and 
non-stationary in both spatial and temporal domains. The objective here is to identify a compact 
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set of independent latent variables that suffice to represent the nonlinear dynamic process of 
temporal parameter variations. Section 4.3.3 will detail the sparse particle filtering model. 
4.3.2 Optimal Kernel Placement 
The objective of optimal kernel placement is to identify a compact set of kernels that 
minimize the representation error: 
argmin𝑁 [‖𝒀(𝑠, 𝑡) − ∑𝑤𝑖(𝑠, 𝜽𝒊)𝒇𝑖
𝑇(𝑠)𝜷𝑖(𝑡)
𝑁
𝑖=1
‖ , {𝜽𝒊} ] (6) 
In equation (2), it may be noted that each kernel 𝑤𝑖(𝜽𝒊) contains free parameters 𝜽𝒊 = (𝝁𝑖, 𝜮𝑖), 
where 𝝁𝑖  is the center and 𝜮𝑖  is the covariance function, i.e., 𝜮𝑖 =
[
σ𝑥
2(𝑖) 𝜌(𝑖)𝜎𝑥(𝑖)𝜎𝑦(𝑖)
𝜌(𝑖)𝜎𝑥(𝑖)𝜎𝑦(𝑖) σ𝑦
2(𝑖)
]. In total, there are five parameters for each kernel 𝑤𝑖(𝜽𝒊), 
i.e.,  𝜽𝒊 = {𝜇𝑥(𝑖), 𝜇𝑦(𝑖), 𝜌(𝑖), 𝜎𝑥(𝑖), 𝜎𝑦(𝑖)} . In order to identify a sparse set of kernels, we 
developed the greedy search algorithm to optimally select the kernel center (𝜇𝑥(𝑖), 𝜇𝑦(𝑖)) in the 
search space, and then fine-tune the covariance matrix 𝜮𝑖 at the chosen location by Levenberg-
Marquardt method. 
Figure 4.5 shows the algorithm of optimal kernel placement. First, we define the search 
space of kernels as Θ = {(𝝁, 𝚺)}, and 𝒜 = {𝜽𝒊}𝑖=1
𝑁 ⊂ Θ is the selected set of kernels. The objective 
function is ℛ(𝒜) = ‖𝒀 − ∑ 𝑤𝑖(𝜽𝒊)𝒇𝑖
𝑇𝜷𝑖
𝑁
𝑖=1 ‖ with two important and intuitive properties: 
(1) Monotonicity: ℛ(𝒜) ≤ ℛ(ℬ)  for all 𝒜 ⊆ ℬ . Hence, adding kernels decreases the 
objective function. 
(2) Submodularity: Adding a new kernel to a small kernel set 𝒜 provides more advantage than 
adding it to a larger kernel set ℬ ⊇ 𝒜. In other words, for a new kernel with the parameter 
𝜽 ∉ ℬ ⊇ 𝒜, it holds that ℛ(𝒜) − ℛ(𝒜⋃{𝜽}) ≥ ℛ(ℬ) − ℛ(ℬ⋃{𝜽}). 
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As a result, the problem of optimal kernel placement is reduced to the minimization of 
submodular functions, subject to the constraint on a sparse set of kernels. Minimizing the 
submodular function is well-known to be NP-hard [94]. The greedy algorithm is a commonly used 
heuristic, which starts with the empty set 𝒜 = ∅, and iteratively adds the new kernel 𝑤(𝜽𝑖), 𝒜 =
𝒜 ∪ {𝜽𝑖} that maximizes the marginal benefit: 
𝜽𝑖 = argmax
𝜽∈Θ\𝒜
ℛ(𝒜) − ℛ(𝒜⋃{𝜽}) (7) 
The algorithm stops when 𝑁  kernels are selected. For each kernel location 𝝁 , the 
covariance matrix 𝚺 is further fine-tuned to maximize the marginal benefit. Here, we adopted the 
Levenberg-Marquardt update [95] to optimize the covariance matrix 𝚺 that minimizes the sum of 
squared errors between the data {𝑌(𝒔𝑘, 𝑡)} and the model output {?̂?(𝒔𝑘, 𝑡; 𝚺)}as: 
𝜒2(𝚺) =
1
2
∑ ∑(𝑌(𝒔𝑘, 𝑡) − ?̂?(𝒔𝑘, 𝑡; 𝚺))
2
𝑇
𝑡=1
𝐾
𝑘=1
=
1
2
𝒀𝑇𝒀 − 𝒀𝑇?̂? +
1
2
?̂?𝑇?̂? (8) 
The gradient of the sum of squared errors with respect to the parameters is: 
𝜕
𝜕𝜮
𝜒2 = (𝑌 − ?̂?(𝜮))
𝑇 𝜕
𝜕𝜮
(𝑌 − ?̂?(𝜮)) = −(𝑌 − ?̂?(𝜮))
𝑇
𝐽 
𝐽 = [𝜕?̂?/𝜕𝜮] 
(9) 
where the Jacobian matrix represents the local sensitivity of the model to variations of covariance 
parameters. The Levenberg-Marquardt method adaptively updates the covariance parameters with 
the perturbation ∆𝚺 between the gradient descent and Gauss-Newton update. 
∆𝜮 =  𝐽𝑇𝐽 + 𝜆diag(𝐽𝑇𝐽) −1𝐽𝑇 (𝑌 − ?̂?(𝜮)) (10) 
where λ is the learning rate. The learning process stops when convergence is achieved with the 
following three criteria: (1) Convergence in parameters, max |∆𝚺i 𝚺i⁄ | < ϵ; (2) Convergence in 
the gradient, max (|𝐽𝑇 (Y − Ŷ(𝚺))|) < ϵ; (3) Convergence in χ2(𝚺), χ2 < ϵ.  
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Figure 4.5 Optimal kernel placement algorithm. 
However, the greedy algorithm is very expensive for a large search space Θ. Therefore, we 
exploit the submodularity of the objective function ℛ(𝒜) to achieve a scaling-up implementation, 
namely “lazy” greedy algorithm [96]. Initially, we compute the marginal benefit as δ(𝛉) =
ℛ(𝒜) − ℛ(𝒜⋃{𝛉}), and construct a priority heap structure. At each iteration, the kernel with the 
largest benefit is popped from the heap and included in 𝒜. The inclusion of this kernel affects the 
benefits of the remaining kernels in the heap. The traditional way is to update the heap at each 
iteration. However, due to the submodular property, a more efficient way is to only update the 
marginal benefit of the top kernel in the heap. Therefore, we update the benefit of the top kernel 
𝑤(𝛉∗) as δ(𝛉∗) = ℛ(𝒜) − ℛ(𝒜⋃{𝛉∗}) in each iteration, and compared with the benefits of all 
kernels in the heap. If δ(𝛉∗) remains to be the largest benefit among δ(𝛉), 𝛉 ∈ Θ\𝒜, then it will 
be selected. Otherwise, δ(𝛉∗) will be moved downward in the priority heap and the benefit of the 
next top kernel will be recalculated. As such, a compact set of kernels are sequentially selected to 
minimize the representation error. 
Initialization:  
           Θ = {𝜽|(𝝁, 𝚺)}       // search space  
           𝒜 = ∅                   // selected set of kernels 
           𝑖 = 1 
While 𝑖 ≤ 𝑁 
           ℛ(𝒜⋃{𝜽}) = ‖𝒀 −  ∑ 𝑤𝑗 𝜽𝑗 𝒇𝑗
𝑇𝜷𝑗
𝑖−1
𝑗=1 + 𝑤(𝜽)𝒇
𝑇𝜷 ‖  
           𝜽𝑖 = argmax
𝜽∈Θ
ℛ(𝒜) − ℛ(𝒜⋃{𝜽})  
                //the 𝑖th selected kernel location 
            𝑱 = [𝜕?̂?/𝜕𝜮]               //Jacobian matrix 
            // Levenberg-Marquardt update of covariance function 
            ∆Σi =  𝑱𝑇𝑱 + 𝜆diag(𝑱𝑇𝑱) −1𝑱𝑇 𝒀 − ?̂?(Σi)  
            Σi+1 = Σi + ∆Σi until convergence  
            // Update the selected set of kernels 
           𝒜 = 𝒜 ∪ {𝜽𝑖}     
           Θ = Θ\{𝜽𝑖} 
           𝑖 = 𝑖 + 1 
End 
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Notably, the “lazy” greedy algorithm does not require the update of marginal benefits for 
all kernels in the heap at every iteration. In addition, it enables the selection of an optimal kernel 
with the largest marginal benefit through a “lazy” evaluation of objective function ℛ(𝒜). The 
integration of “lazy” greedy algorithm with Levenberg-Marquardt method effectively maximizes 
the marginal benefit δ(θ) = ℛ(𝒜) − ℛ(𝒜⋃{𝛉}) in each iteration of the learning process. 
4.3.3 Sparse Particle Filtering 
As shown in Section 4.3.1, the spatiotemporal model is formulated as:  
𝐘t(𝐬) = 𝚿t(𝐬)𝛃t + ε 
𝜷𝑡 = 𝑔𝑡(𝜷𝑡−1, 𝛾) 
(11) 
The alternative probabilistic representation of this model is 𝑝(𝒀𝑡|𝛃𝑡) for the observation equation 
and 𝑝(𝛃𝑡|𝛃𝑡−1) for the equation of parameter evolution. When new observations 𝑌𝑡 are available 
from the distributed sensor network, 𝑝(𝛃𝑡|𝒀𝑡) can be estimated based on the Bayesian theory. 
Further, the parameters 𝛃𝑡+1 at the next time point can be predicted based on the equation of 
parameter evolution. The particle filtering includes two sequential steps. The estimation step 
provides the posterior probability p(𝛃t|Y1:t) , while the prediction step provides the prior 
probability p(𝛃t+1|Y1:t) for the estimation step. This process is recursively updated over time: 
(1) Estimation: The posterior density estimation of 𝑝(𝛃𝑡|𝒀𝑡)  via Bayesian theory is 
represented as 
𝑝(𝛃𝑡|𝑌1:𝑡) =
𝑝(𝑌𝑡|𝛃𝑡)
𝑝(𝑌𝑡|𝑌1:𝑡−1)
𝑝(𝛃𝑡|𝑌1:𝑡−1) (12) 
where 𝑝(𝑌𝑡|𝛃𝑡)  provides the likelihood for observation 𝑌𝑡  given parameters 𝛃𝑡 . The 
posterior distribution of parameters 𝑝(𝛃𝑡|𝑌1:𝑡) is estimated by maximizing the likelihood 
function 𝑝(𝑌𝑡|𝛃𝑡) , based on the available observations 𝒀1:𝑡  up to time 𝑡  and the prior 
distribution of 𝑝(𝛃𝑡|𝑌1:𝑡−1), 
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(2) Prediction: When the posterior distribution of 𝑝(𝛃𝑡|𝑌1:𝑡) is obtained via the estimation step, 
the parameters at the next time point 𝛃𝑡+1  can be predicted conditionally on present 
observations 𝒀1:𝑡 as 
𝑝(𝛃𝑡+1|𝒀1:𝑡) = ∫𝑝(𝛃𝑡+1|𝛃𝑡)𝑝(𝛃𝑡|𝒀1:𝑡) 𝑑𝛃𝑡 (13) 
As such, the parameters 𝛃t+1 at time point t + 1 can be predicted based on observations 
Y1:t, which provides the prior probability p(𝛃t+1|Y1:t) for the estimation step.  
However, the computation in spatiotemporal modeling equations (11-13) poses significant 
challenges as follows:  
(1) Nonlinear and non-Gaussian properties:  
It is not uncommon that spatiotemporal data from distributed sensing of complex systems 
are highly nonlinear and nonstationary. Hence, the function 𝜷𝑡 = 𝑔𝑡(𝜷𝑡−1, 𝛾) is in a nonlinear 
form and 𝑝(𝛃𝑡|𝒀1:𝑡) is a non-Gaussian distribution. Traditional methods, e.g., Kalman filter (KF), 
are only effective when the state space model is linear and the posterior density follows a Gaussian 
distribution. If these assumptions are not satisfied, the KF fails to establish an effective state space 
model. Therefore, we propose the particle filter (PF) to recursively compute the estimation and 
prediction steps, and approximate the posterior distribution of states with a large number of 
particles generated by sequential Monte Carlo sampling. 
As shown in Figure 4.6, particle filtering represents the multimodal distribution by drawing 
a large number of samples from it, so that the density of samples in one area of the state space 
represents the probability of that region. As the number of particles increases, the Monte Carlo 
characterization is analogous to the usual functional description of posterior distribution. Particle 
filtering has the advantage to represent any arbitrary complex distribution, and is effective for non-
Gaussian, multi-modal distributions. 
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Figure 4.6 Representation of multi-modal distribution using importance sampling. 
(2) Curse of dimensionality:  
It is also important to note that the dimensionality of parameter vector, 𝛃 =
(𝛽11, … , 𝛽1𝑝, … , 𝛽𝑁1, … , 𝛽𝑁𝑝)  is very large. If 𝑁  kernels 𝑤𝑖(𝒔) and 𝑝  basis functions 𝒇𝑖(𝒔)  are 
used in the spatiotemporal model, the dimensionality of 𝛃 is 𝑁 × 𝑝, i.e., the multiplication of 
number of kernels and number of basis functions. This creates a serious “curse of dimensionality” 
problem for estimation and prediction steps in particle filtering. The high-dimensional states will 
easily cause both overfitting and ill-posed estimation problems. In particular, the 𝛃′s have certain 
nonlinear-correlation structures. Now, an immediate question becomes “Can we identify a 
compact set of latent state variables from the high-dimensional parameter space, and thereby 
constructing a sparse particle filtering model of the nonlinear dynamic process?” 
Notably, very little work has been done to develop a sparse particle filtering model that 
identifies a compact set of independent states that suffice to represent the nonlinear dynamic 
process. Prior research on particle filtering is limited in its capability in identifying latent factors. 
Principal component analysis (PCA) decomposes high-dimensional variables Y  into linearly 
uncorrelated sources Z through a linear mapping A, i.e., 𝑌 = 𝐴𝑍 + 𝑣 . However, PCA is only 
capable of delineating linear components, and often fails to handle nonlinear correlation structures 
in high-dimensional variables. In addition, traditional PCA methods do not account for the 
dynamics of hidden factors even though complex systems evolve dynamically. 
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In this present investigation, we integrated the nonlinear PCA (NLPCA) with particle 
filtering for modeling space-time dynamics in distributed sensor networks. The NLPCA 
generalizes the principal components from straight lines to curves and thereby captures inherent 
structures of the nonlinear data by curved subspaces. As shown in Figure 4.7, instead of directly 
modeling the parameters 𝛃t over time, we establish the sparse particle filter to model the time-
varying principal components 𝒁𝑡. After the estimation step, the maximum posteriori probability 
(MAP) estimate of 𝛃t is obtained. It may be noted that the MAP estimate of 𝛃t is used in Eq. 6 to 
identify a compact set of kernels. Then, nonlinear PCA transforms the high-dimensional 𝛃t to the 
low-dimensional latent variables 𝒁 by 𝒁 = Φ(𝜷). The temporal predictor equation will project 
forward (in time) the current state 𝒁𝑡   and error covariance estimates to obtain the estimates of 
𝒁𝑡+1 for the next time point. To this end, inverse nonlinear PCA will recover the estimate of high-
dimensional 𝛃t+1  from the low-dimensional latent variables 𝒁𝑡+1  by 𝜷𝑡+1 = Φ
−1(𝒁𝑡+1). The 
process is recursively updated by the interactions between estimation and prediction steps. For 
more information on nonlinear PCA, see for example [97]. 
 
Figure 4.7 Sparse particle filtering in the reduced-dimension space.  
Further, model structure ht(∙)  and model parameters 𝛗  need to be determined and 
estimated in the nonlinear state space equation 𝐙t+1 = ht(𝐙𝟏:𝐭, 𝛗, ωt), where ωt is white noise. As 
aforementioned, spatiotemporal data from distributed sensor network are highly nonlinear and 
Estimation   𝑝(𝛃𝑡|𝑌1:𝑡) 
𝑌(𝒔, 𝑡) = 𝑀(𝒔;𝜷𝒕) + 𝜀 
NLPCA 
𝒁1:𝑡 = Φ(𝜷1:𝑡) 
Inverse NLPCA 
𝜷𝒕+𝟏 = Φ
−1(𝒁𝒕+𝟏) 
Prediction   𝑝(𝐙𝑡+1|𝒀1:𝑡) 
𝒁𝒕+𝟏 = ℎ𝑡(𝒁𝟏:𝒕, 𝛗, 𝜔𝑡) 
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nonstationary. In this present investigation, we used the logistic model to model the nonlinear 
relationships of the hidden states, i.e., 
𝐙t+1 = ht(𝐙1:t, 𝛗, ωt) 
𝐙t+1 =
a1
1 + e−b1𝐙t
+
a2
1 + e−b2𝐙t−1
+ ⋯+
aτ
1 + e−bτ𝐙t−τ+1
+ c 
(14) 
where 𝜏 is the time lag, and 𝛗 = (a1, … , aτ, b1, … , bτ, c) are model parameters. To this end, we 
integrate the sequential Monte Carlo method with Kernel smoothing approach [98-100] to 
simultaneously estimate model states 𝐙t+1 and model parameters 𝛗. Note that Bayesian theory 
provides the joint distribution as 
p(𝐙𝐭+𝟏, 𝛗𝒕+𝟏|Y1:t+1) 
= p(Yt+1|𝐙𝐭+𝟏, 𝛗𝒕+𝟏)p(𝐙t+1|𝛗𝒕+𝟏, Y1:t)p(𝛗𝑡+1|Y1:t) 
(15) 
 
Figure 4.8 Procedures for simultaneous estimate of states and parameters. 
The combined sample {𝒁t
(i)
, 𝛗t
(i)
}
i=1
𝑄
, and associated weights {𝓌t
(i)
}
i=1
𝑄
 are introduced to 
characterize the posterior p(𝒁t, 𝛗|Y1:t) at time 𝑡. Note that the subscript of 𝑡 on the 𝛗 samples 
Parameter estimation (kernel smoothing):  
p(𝛗𝑡+1|Y1:t) = ∑𝓌𝑡
(𝑖)𝑁(𝛗|𝒎𝑡
(𝑖), 𝑣2𝑽𝑡)
𝑄
𝑖=1
 
Where 𝒎𝑡
(𝑖) = 𝑎𝛗𝑡
(𝑖)
+ (1 − 𝑎)?̅?𝑡 
𝑎 = √1 − 𝑣2 and 0 < 𝑣 < 1 is a constant 
𝐕t is the variance matrix of {𝛗t
(i)
}
i=1
Q
 
State estimation (sampled from the model):  
𝒁t+1
(i)
= ℎ𝑡(𝒁1:t
(i)
, 𝛗t+1
(i)
, 𝜔𝑡) 
Weight update: 
𝓌t+1
(i)
∝
p(𝐘t+1|𝐙t+1
(i) , 𝛗t+1
(i)
)
p(𝐘t+1|𝛑t+1
(i) ,𝐦t
(i))
 
where 𝛑t+1
(i) = 𝐸(𝒁𝒕+𝟏|𝒁t
(i), 𝛗t
(i)
) 
Normalization:              ∑ 𝓌t+1
(i)
i = 1 
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indicate the time 𝑡 posterior, not that 𝛗 is time-varying. Also, the weights are normalized so that 
∑ 𝓌t
(i)
i = 1. The kernel smoothing approach for the simultaneous estimate of states 𝐙t+1 and 
model parameters 𝛗 is as shown in Figure 4.8. The posterior p(𝐙𝐭+𝟏, 𝛗𝒕+𝟏|Y1:t+1) is obtained 
through the iterative estimation of the sample {𝐙t+1
(i)
, 𝛗t+1
(i)
}
i=1
Q
 and associated weights {𝓌t+1
(i)
}
i=1
Q
 
at the time point t + 1. The proposed method of sparse particle filtering not only resolves the 
problem of “curse of dimensionality” but also effectively captures the space-time dynamics in big 
data from stochastic sensor networks. 
4.4 Materials and Experimental Design 
The proposed methodology is evaluated and validated using real-world data from ECG 
sensor networks, available in the PhysioNet database (http://www.physionet.org/) [40]. As shown 
in Figure 4.9, the body area sensor network consists of 120 torso-surface electrodes for recording 
the high-resolution ECG data. The sampling frequency of ECG sensors is 2 kHz. The time length 
of ECG mapping data is about 820 milliseconds, i.e., a full ECG cycle. Figure 4.9 shows detailed 
anatomic locations of 120 ECG electrodes in the body area sensor network.  
 
Figure 4.9 Anatomic locations of sensors in the wearable ECG sensor network.  
First, we evaluated the performance of sparse particle filtering for characterizing and 
modeling the ECG potential mapping data. To improve the model compactness, we optimally 
placed the kernels in the spatial region with the “lazy” greedy algorithm and Levenberg-Marquardt 
Front Body Back Body 
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method. Further, a compact set of latent state variables is identified from the high-dimensional 
parameter space. Then, we developed a particle filtering model to recursively estimate and update 
the latent state variables for predicting nonlinear space-time dynamics over time. In particular, we 
compared the sparse particle filtering model with other alternative methods, including Kalman 
filtering (KF) and autoregressive moving average model (ARMA), to benchmark the performance 
for real-world applications in ECG sensor network. 
Second, because stochastic ECG sensor networks employ a variable degree of contacts 
between the skin surface and sensors, we simulate three experimental scenarios of stochastic 
sensor network, namely, spatially, temporally, and spatiotemporally dynamic networks (also see 
Figure 4.10). Each simulation scenario is detailed as follows: 
 
Figure 4.10 Experimental design of online relax-fit scenarios. 
4.4.1 Spatially Dynamic Network 
As shown in Figure 4.10, the scenario of spatially dynamic network includes 9 levels from 
10% to 90%. For each level, the simulation deactivates or disconnects a certain percentage of 
electrodes out of 120 for the whole time interval of 820 ms. For example, there will be 12 
electrodes (i.e., randomly selected out of 120) inactive for the whole recording period in the level 
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of 10%. We will replicate the experiments for 100 times by randomly choosing the locations of 12 
inactive electrodes.  
4.4.2 Temporally Dynamic Network  
Similarly, the scenario of temporally dynamic network has 9 levels from 10% to 90%. For 
each level, every sensor is inactivated or disconnected from the ECG network for a certain 
percentage of time that is randomly chosen within the whole recording period. For example, the 
level of 10% temporally inactive network indicates there will be 10% of time points for each sensor 
to be inactive in the network. We will replicate the experiments for 100 times by randomly 
choosing 10% temporally missing values for each sensor in the network. 
4.4.3 Spatiotemporally Dynamic Network  
The third scenario of spatiotemporally dynamic network will simulate a random subset of 
sensors to transmit information intermittently at dynamically varying locations within the network 
of sensors. Here, we extended the idea of stochastic Kronecker graphs [101] to generate the time-
varying dynamic network with a non-standard matrix operation, i.e., Kronecker product. Notably, 
prior work shows that Kronecker graphs can effectively model statistical properties of real 
networks, including static properties (heavy-tailed degree distribution, small diameter) and 
temporal properties (densification, shrinking diameter). The Kronecker product of two matrices 𝑨 
and 𝑩 of sizes 𝑁 × 𝑀 and 𝐾 × 𝐿 is defined as 
𝑪 = 𝑨 ⊗ 𝑩 = [
𝑎11𝑩 ⋯ 𝑎1𝑚𝑩
⋮ ⋱ ⋮
𝑎𝑛1𝑩 ⋯ 𝑎𝑛𝑚𝑩
] (16) 
where 𝑨 = [𝑎𝑖𝑗], 𝑖 = 1,… ,𝑁, 𝑗 = 1,… ,𝑀 and 𝑩 = [𝑏𝑖𝑗], 𝑖 = 1,… , 𝐾, 𝑗 = 1, … , 𝐿. To simulate a 
stochastic Kronecker graph, the process starts with a probability matrix 𝑲 and then iterates the 
Kronecker product with itself for 𝑘 times. 
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As shown in Figure 4.11, we used the initiator matrix 𝑲′ of size 2 × 2 with all elements 
0.5 and a random perturbation matrix with elements 𝜀~𝑁(0, 0.022). The probability matrix 𝑲 is 
calculated by adding the random matrix 𝜺 to the initiator matrix 𝑲′. Then we iterate the Kronecker 
product of the probability matrix 𝑲 for 𝑛 times to compute the 𝑛𝑡ℎ Kronecker power 𝑲 𝑛 . Each 
entry 𝑝𝑖𝑗 of 𝑲
 𝑛  indicates the existence of an edge with the probability 𝑝𝑖𝑗. Figure 4.11 shows the 
second Kronecker power 𝑲 2 , and the network adjacency matrix is obtained by thresholding the 
matrix 𝑲 2 . The active sensor nodes are those connected by an edge in the network, while the 
sensors without edge connections are inactive.  
 
Figure 4.11 Stochastic Kronecker graph. 
 
Figure 4.12 Stochastic Kronecker graph based simulations of spatiotemporally dynamic network.  
In order to simulate the spatiotemporally dynamic network, we randomly generate the 
perturbation matrix 𝜺  at each time point and thereby create time-varying Kronecker power 
matrices 𝑲 7 . In addition, we designed three levels of thresholds (20%, 50% and 80%) to simulate 
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low-, median- and high-level dynamics of sensor-skin contacts, each of which also has three 
degrees of variations (1%, 3% and 7%). Figure 4.12 shows the simulated variations of inactive 
sensors in the dynamic network. Note that not only the number of inactive sensors but also their 
locations are varying with respect to time. 
To evaluate and validate the proposed methodology, we utilized the relative prediction 
error (RPE) as the performance metric, which is computed as the ratio of mean absolute error 
(MAE) and mean magnitude (MM). The MAE is a quantity that measures the discrepancy between 
real-world data and model predictions under the variety of experimental scenarios as 
aforementioned, and is defined as: 
𝑀𝐴𝐸 =
1
𝐾𝑇
∑ ∑|𝑌(𝑠𝑘, 𝑡) − ?̂?(𝑠𝑘, 𝑡)|
𝑇
𝑡=1
𝐾
𝑘=1
 (17) 
The mean magnitude of observations from the body area sensor network is defined as: 
𝑀𝑀 =
1
𝐾𝑇
∑ ∑|𝑌(𝑠𝑘, 𝑡)|
𝑇
𝑡=1
𝐾
𝑘=1
 (18) 
4.5 Experimental Results 
4.5.1 Optimal Kernel Placement 
In Section 4.3.2, we propose to identify a parsimonious set of kernels that are sufficient to 
achieve optimal model performance. Figure 4.13(a) shows the model performance with respect to 
sequentially placed kernels. Here, the overall RPE is calculated using the ECG mapping data 
throughout the whole recording period. As the number of kernels is increasing, a monotonically 
decreasing trend of prediction errors is achieved. The increment of model performance is large 
when the number of kernels is increased from 1 to 12. After 12 kernels, the resulting improvement 
on model performance becomes smaller and smaller. This phenomenon is also called “diminishing 
returns”. After 20 kernels, the overall RPE reaches a stable period and is less than 2%. Notably, 
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the overall RPE achieves 0.97% for 60 optimally placed kernels, which indicates an effective 
model for the representation of ECG mapping data.  
 
Figure 4.13 (a) Model performances for sequentially placed kernels, and (b) Location and 
dispersion of the first 10 placed kernels. 
Figure 4.13(b) shows the locations and dispersions of the first 10 placed kernels. Most of 
kernels are centered in the middle area of the front body, which is close to the location of heart. 
Notably, the second, the fourth and the sixth kernels have bigger dispersions than other kernels. 
The second and sixth kernels mainly accounts for the large variations of electrical potentials in the 
body surface due to ventricular depolarization and repolarization. In addition, the fourth one is 
dealing with significant variations between the front and back of the body. The spatial model of 
ECG image is a locally weighted mixture of kernel regressions (also see equations (1) and (3)). 
Figure 4.14 shows the representation performances of the proposed model with 60 kernels 
(180 parameters) at two time points (i.e., resting state before P wave and R peak). Blue dots are 
real-world measurements from 120 electrodes in the ECG sensor network. The contour of 
predicted surface is shown under the 3D colored surface with labels indicating the magnitudes. 
When the heart is in the resting state before P wave (see Figure 4.14(a)), the ECG magnitude is 
within a small range from -0.3 to 0.18. Notably, the RPE reaches 0.40% at this specific time point, 
in spite of high variability in the space. However, the ECG magnitude is within a bigger range 
from -20 to 18 at the time point of R peak (see Figure 4.14(b)). The model RPE is about 2.99%. 
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The small prediction errors (<3%) demonstrated the effectiveness of spatiotemporal model in 
representing the time-varying ECG mapping data.  
 
Figure 4.14 Model performance of 60 kernels at two time points. (a) resting state before P wave 
(RPE=0.40%) and (b) R peak (RPE=2.99%, blue dots are data from 120 electrodes). 
4.5.2 Sparse Particle Filtering Model 
Note that 60 optimally placed kernels yields the overall RPE of 0.97%, but a total of 180 
parameters are involved in the spatial model. This leads to the problem of “curse of dimensionality” 
in process modeling. In section 4.3.3, we proposed the new idea to reduce the dimensionality of 
model parameters with NLPCA, and reconstruct the parameter values by inverse NLPCA. Hence, 
we reduced the high-dimensional set of parameters (i.e., 180) to a low-dimensional set of latent 
variables that represent the hidden states. 
However, the first question is to identify an optimal dimensionality of latent variables. 
Figure 4.15 shows the Pareto chart of the variations of 𝑅2 with respect to the number of principal 
components. Notably, nonlinear PCA transforms the high-dimensional 𝛃 (180 parameters) to the 
low-dimensional latent variables 𝒁  by 𝒁 = Φ(𝜷) . The inverse nonlinear PCA recovers the 
estimate ?̃? from latent variables 𝒁 by ?̃? = Φ−1(𝒁). Hence, we calculated the variations of 𝑅2 
values with respect to the dimensionality of latent variables 𝒁.  
𝑅2 = 1 −
𝑆𝑆residual
𝑆𝑆total
= 1 −
‖𝜷 − Φ−1(𝒁)‖
‖𝜷 − ?̅?‖
 
(a) (b) 
 92 
 
where 𝑆𝑆residual is the residual sum of squares, and 𝑆𝑆total is the total sum of squares. Figure 4.15 
shows that the first principal component (PC) achieves the 𝑅2 value of 53.8% and the first 10 PCs 
reaches the total 𝑅2 value of 95.6%. As such, we selected the low-dimensional set of 10 PCs to 
construct the sparse particle filtering model in this present case study. 
 
Figure 4.15 The Pareto chart of the R2 explained by principal components. 
 
Figure 4.16 Predicted result for principal components (PCs) using particle filtering. (a) The first 
PC. (b) The second PC. 
Figure 4.16 shows the effectiveness of prediction results with the use of sparse particle 
filtering (PF) model. The actual PCs are the solid blue curves and the predicted PCs are the dashed 
red curves. As shown in Figure 4.16, sparse PF model effectively captured nonlinear and 
nonstationary properties in the PCs that are extracted from space-time data of distributed sensor 
network. Due to the limitation in space, the remaining eight plots for PCs 3 to 10 are not shown. 
However, there is a close consistency between the remaining 8 PCs and the predicted results. 
Figure 4.17 shows the comparison of MAE for the prediction of 10 PCs using particle filtering 
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(PF), Kalman filtering (KF) and autoregressive-moving-average model [ARMA(3,3)]. 
Experimental results of MAE between actual and predicted PCs show the superiority of particle 
filtering method over other prediction methods. Note that the first 5 PCs have smaller MAE values 
then the last 5 PCs, because the first 5 PCs show predominant patterns (also see Figure 4.16) and 
the last 5 PCs have more random variations. In nonlinear PCA, the majority of variations in the 
data are captured by a low-dimensional set of PCs. Although the performances of all three models 
degrade for the last 5 PCs, the PF results are shown to be better than KF and ARMA models. 
 
Figure 4.17 Performance comparison for the prediction of 10 PCs using PF, KF and ARMA. 
 
Figure 4.18 Comparison of model performances using various methods. 
Further, we compared the model performances between linear PCA and nonlinear PCA, 
each of which transforms the high-dimensional set of 180 parameters to 10 PCs and then construct 
spatiotemporal models. Figure 4.18 shows experimental results for predicting the real-world data 
from the wearable ECG sensor network. Evidently, nonlinear PCA yields much better results than 
the linear PCA. The relative prediction errors of linear PCA are around 5.5% for the whole space-
time datasets, while nonlinear PCA is about 1.9%. This significant improvement is because 
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spatiotemporal data from ECG sensor network are highly nonlinear and nonstationary. In addition, 
particle filtering also achieves smaller prediction errors than the other two methods, i.e., KF and 
ARMA(3,3). Notably, the sparse particle filtering model achieves the RPE of 1.9% with the low-
dimensional set of 10 PCs as the hidden state variables. 
4.5.3 Stochastic Sensor Network 
Note that stochastic sensor networks employ a variable degree of contacts between skin 
and sensors and thereby generate missing data to some extent. As mentioned in Section 4.4, we 
simulated three scenarios of stochastic sensor network (i.e., spatially, temporally, and 
spatiotemporally dynamic networks). In this section, we compared prediction performances of 
sparse particle filtering in the presence of missing data in three simulation scenarios. 
 
Figure 4.19 Model performances in (a) spatially and (b) temporally dynamic networks. 
Figure 4.19 (a) shows the variations of RPE with respect to the inactivation of a certain 
level of electrodes out of 120 for the whole recording period. In this present investigation, we 
replicated the experiments for 100 times for each level. When the level of inactivation increases 
from 10% to 90%, the RPE monotonically increases from 2.4% to 14.9%. Notably, Figure 4.18 
shows that the model RPE is 1.9% for 120-sensor ECG network without missing data. The RPE is 
only increased to 2.4% for the level of 10% disconnected electrodes, and 5.8% for 50% 
disconnected electrodes. These results show the effectiveness of sparse particle filtering to support 
the stochastic design and harness the uncertain information. 
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Similarly, Figure 4.19(b) shows the variations of RPEs with respect to 9 different levels of 
temporally dynamic network. For each level, every sensor is inactivated or disconnected from the 
ECG network for a corresponding percentage of time that is randomly chosen within the whole 
recording period. Here, we also replicated the experiments for 100 times for each level. When the 
level of temporal inactivation increases from 10% to 90%, the model RPE monotonically increases 
from 2.7% to 15.4%. Notably, the RPEs of sparse particle filtering model for temporal dynamic 
network are slightly higher (0.3%~0.5%) than spatially dynamic network, albeit they share similar 
magnitude and trend. 
 
Figure 4.20 Model performances in the spatiotemporally dynamic network. 
Furthermore, Figure 4.20 shows the distributions of RPEs for 9 different levels of 
spatiotemporally dynamic network (20%±1%, 20%±3%, 20%±7%, 50%±1%, 50%±3%, 50%±7%, 
80%±1%, 80%±3%, and 80%±7%, also see Figure 4.12), which are simulated via stochastic 
Kronecker graph. For each level, we also replicated the experiments for 100 times. For the level 
of 20% spatiotemporal inactivation, the median of RPE distribution is about 3% for all three 
deviations (i.e., ±1%, ±3% and ±7%), but the RPE is around 23.9% if we do not use the algorithm 
of sparse particle filtering. It may also be noted that the median of RPE distribution is about 5.8% 
for the level of 50% spatiotemporal inactivation, but 52.3% without modeling efforts. The median 
is close to 11.4% for 80% spatiotemporal inactivation, but 81% without modeling efforts.  
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Figure 4.19 and Figure 4.20 show that the effectiveness of sparse particle filtering model 
in handling uncertainty data from three scenarios of stochastic sensor network (i.e., spatially, 
temporally, and spatiotemporally dynamic networks). When the level of inactivation is less than 
50%, the median of model RPE is smaller than 6% for all three scenarios. Notably, sparse particle 
filtering can capture the characteristics of time-varying ECG data when half sensors are inactivated 
in the network, albeit at the expense of 6% prediction errors. Hence, this present investigation 
shows the feasibility to realize a highly resilient sensing system with the proposed novel 
technology of stochastic sensor network. 
Furthermore, we evaluated and validated the algorithms of sparse particle filtering on a 
range of heart rates including healthy controls with 73 beats per minutes (bpm), tachycardia (110 
bpm), and bradycardia (49 bpm). It should be noted that sparse particle filtering is a sequential 
Bayesian method with the unique feature of recursive estimation and prediction. Experimental 
results showed that different heart rates have trivial impacts on the performance of proposed 
algorithms. 
4.6 Discussion and Conclusions 
This paper presents a novel approach of sparse particle filtering for the characterization 
and modeling of space-time dynamics in big data emerged from stochastic sensor networks. First, 
we developed the sparse kernel-weighted spatial model based on cross-correlations among spatial 
locations. As opposed to traditional isotropic placement of kernels in the space, we developed a 
lazy greedy algorithm to optimally place a parsimonious set of kernels, thereby achieving a 
compact representation of spatial patterns. Further, the parameters of spatial model are time-
varying, which are sequentially updated when new observations are available at the next time point. 
As such, spatial and temporal processes closely interact with each other. To address data 
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nonlinearity and nonstationarity, we propose the particle filter (PF) to recursively compute the 
estimation and prediction steps, and approximate the posterior distribution of states with a large 
number of particles generated by sequential Monte Carlo sampling. 
However, the dimensionality of parameter vector is large. This poses a significant 
challenge of “curse of dimensionality” for estimation and prediction steps in particle filtering. The 
high-dimensional states will easily cause both overfitting and ill-posed estimation problems. Very 
little work has been done to develop a sparse particle filtering model that identifies a compact set 
of independent states that suffice to represent the nonlinear dynamic process. In this study, we 
integrated the nonlinear PCA with particle filtering for effectively modeling space-time dynamics 
in stochastic sensor networks.  
Experimental results with real-world data from the body area sensor network show that the 
proposed methodology not only resolves the problem of “curse of dimensionality” but also 
effectively handles data uncertainty in the stochastic sensor network. The proposed sparse particle 
filtering model with a low-dimensional set of 10 PCs as the hidden state variables yields the RPE 
of 1.9% for 120-sensor ECG network. In addition, we simulated three scenarios of stochastic 
sensor network (i.e., spatially, temporally, and spatiotemporally dynamic networks). Experimental 
results demonstrated the effectiveness of sparse particle filtering to support the design of stochastic 
sensor networks and exploit spatiotemporal data for information extraction and knowledge 
discovery. When the level of inactivation is less than 50%, the median of model RPE is smaller 
than 6% for all three scenarios. This present investigation demonstrates the feasibility to realize a 
highly resilient sensing system with the new idea of stochastic sensor network. The proposed 
algorithms are very general and can be potentially applicable for stochastic sensor networks in a 
variety of disciplines, e.g., environmental sensor network and battlefield surveillance network.  
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Our future research will continue investigating the application of stochastic sensor 
networks for wearable cardiac monitoring, informatics and diagnostics. For example, optimal 
kernels are adaptively estimated based on the patterns of ECG imaging, which have great potentials 
in identifying the location and extent of infarcts. In addition, we will conduct further experiments 
to evaluate the performance of stochastic ECG sensor networks when the subjects are stationary 
or moving.
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CHAPTER 5: HETEROGENEOUS RECURRENCE QUANTIFICATION OF DYNAMIC 
TRANSITIONS IN CONTINUOUS NONLINEAR PROCESSES4 
 
Many real-world systems are evolving over time and exhibit dynamical behaviors. In order 
to cope with system complexity, sensing technology is commonly deployed to monitor system 
dynamics. Online sensing brings the proliferation of big data that are nonlinear and nonstationary. 
Although there is rich information on nonlinear dynamics, significant challenges remain in 
realizing the full potential of sensing data for system control. This paper presents a new approach 
of heterogeneous recurrence analysis for online monitoring and anomaly detection in nonlinear 
dynamic processes. A partition scheme, named as Q-tree indexing, is firstly introduced to delineate 
local recurrence regions in the multi-dimensional continuous state space. Further, we design a new 
fractal representation of state transitions among recurrence regions, and then develop new 
measures to quantify heterogeneous recurrence patterns. Finally, we develop a multivariate 
detection method for on-line monitoring and predictive control of process recurrences. Case 
studies show that the proposed approach not only captures heterogeneous recurrence patterns in 
the transformed space, but also provides effective online control charts to monitor and detect 
dynamical transitions in the underlying nonlinear processes. 
5.1 Introduction 
Many real-world systems are evolving over time and exhibit dynamical behaviors. As 
complex systems evolve in time, dynamics deal with change. Whether the system settles down to 
                                                          
4 Part of this chapter is previously published in [152]. Permission is included in Appendix A. 
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a steady state, undergoes incipient changes, or deviates into more complicated variations, we can 
leverage dynamics to help analyze system behaviors. Therefore, modern industry is investing in a 
variety of sensor networks and data acquisition devices to monitor system dynamics. It is expected 
that such sensing technologies will increase information visibility and cope with system 
complexity. However, online sensing brings the proliferation of big data that are nonlinear and 
nonstationary. Realizing the full potential of big data depends on the information-processing 
capabilities to harness and exploit nonlinear dynamics in the underlying process. 
Indeed, nonlinear dynamics pose significant challenges for effective process monitoring 
and control. It is well known that nonlinear dynamics defy understanding based on the traditional 
reductionist's approach, in which one attempts to understand a system’s behavior by combining all 
constituent parts that have been analyzed separately. Traditional statistical process control (SPC) 
is not concerned with waveform signals but key process features or characteristics, and is limited 
in its ability to readily address nonlinear dynamics in complex systems. In addition, linear methods 
and tools are widely adopted in data analysis to interpret regular structures (e.g., dominant 
frequencies), but have encountered certain difficulties to capture nonlinear variations [3]. Dealing 
with nonlinear dynamics is a general problem facing both the traditional and next-generation 
innovation practices in process monitoring and control. There is an urgent need to develop new 
monitoring and control schemes that can extract useful information about nonlinear dynamics and 
exploit the acquired information for process control.  
This paper presents a new approach of heterogeneous recurrence analysis for online 
monitoring and anomaly detection in nonlinear dynamic processes. First, we reconstruct the state 
space using sensing data collected from dynamical systems, and then recursively partition this state 
space into a hierarchical structure of local recurrence regions. Second, we develop a new method 
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of fractal representation to characterize heterogeneous recurrence behaviors in the state space and 
further extract statistical quantifiers of recurrence patterns. Third, we integrate multivariate SPC 
methods with heterogeneous recurrence analysis to simultaneously monitor dynamic transitions in 
continuous nonlinear processes.  
Further, we evaluate and validate the developed methodology of heterogeneous recurrence 
analysis with simulation datasets, as well as two real-world case studies in nanoscale machining 
and cardiac operations. Although they are disparate in disciplines, both systems exhibit recurrence 
dynamics and involve greater levels of complexity. Real-time sensing (e.g., cutting force, vibration, 
and acoustic emission) is required mostly to monitor nano-machining dynamics and process-
machine interactions for higher yields and better repeatability [102]. In addition, electrocardiogram 
(ECG) signals are recorded on the body surface to track the continuous dynamic details of cardiac 
functioning [43, 81]. Effective monitoring and control of nonlinear dynamics will increase system 
quality and integrity, thereby leading to significant economic and societal impacts. Experimental 
results demonstrate that the proposed approach not only captures heterogeneous recurrence 
patterns in the transformed space, but also provides effective online control charts to monitor and 
detect dynamical transitions in the underlying nonlinear process. 
The rest of this paper is organized as follows: Section 5.2 introduces the state of the art in 
process monitoring of nonlinear dynamics. Section 5.3 presents the research methodology. Section 
5.4 and 5.5 show the experimental design and results, and Section 5.6 includes the discussion and 
conclusions arising from this investigation. 
5.2 Research Background 
Real-time sensing brings large amounts of sensor signals from complex systems. 
Traditional linear methods and tools focus on the analysis of time-domain signals, and attempt to 
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understand a system’s behavior by breaking it down into parts and then combining all constituent 
parts that have been examined separately.  This idea underlies such methods as principal 
component analysis (PCA), Fourier analysis, and factor analysis. These methods encounter 
difficulties in capturing nonlinear and nonstationary dynamics. The breakthrough in nonlinear 
theory came with Poincaré’s geometric thinking of dynamical systems, which focuses on the 
analysis of geometric properties in the state space.  
Poincaré recurrence theorem [4] shows that if a dynamical system has a measure invariant 
under a transformation, its trajectories eventually reappear in the 𝜀-neighborhood of former states, 
which are commonly referred to be “recurrence dynamics”. Process monitoring of dynamic 
transitions in complex systems (e.g., disease conditions or machine faults) is more concerned with 
aperiodic recurrences and recurrence variations. However, very little has been done to investigate 
different types of recurrences and heterogeneous recurrence variations for process monitoring and 
control. 
Traditional SPC is not concerned with nonlinear dynamics in sensor signals but key process 
characteristics [103-105]. Most previous work mainly focused on the analysis of time-domain 
signals to extract process features or characteristics. Sensing capabilities are not fully utilized to 
investigate nonlinear dynamics such as the variation of recurrence patterns in the state-space 
domain. However, English et al. [106] and Ben-Gal et al. [107] showed that engineering control 
implementations often bring nonlinear dynamics in sensor signals. It is imperative to develop new 
process monitoring and control schemes that consider state-dependent and nonlinear dynamics of 
complex systems. As a result, there is an increasing attention on the analysis of nonlinear dynamics 
in sensor signals for process monitoring and control [108]. Ruschin-Rimini et al. [109] developed 
a fractal-SPC method that uses fractal dimensions to measure the probability of the occurrence of 
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correlated data sequences for process monitoring and change detection. Qiang et al. [110-112] 
considered nonlinear phase synchronization and physical interactions of process variables for 
conditional monitoring and diagnosis in a chemical-mechanical planarization process. In spite of 
these important advances, few, if any, previous approaches investigated heterogeneous recurrence 
variations for on-line process monitoring and control.  
Recurrence is one of the most common phenomena in natural and engineering systems. 
The recurrence plot is a graphical tool to characterize the proximity of two states ?⃗? (𝑖) and ?⃗? (𝑗) in 
the state space, i.e., 𝑅(𝑖, 𝑗) ≔ Θ(𝜀 − ‖?⃗? (𝑖) − ?⃗? (𝑗)‖), where Θ is the Heaviside function and || · || 
is a distance measure [15]. For example, Figure 5.1 shows the recurrence plot of an ECG state 
space. If two states are located close to each other in the 𝑑-dimensional state space (e.g., 3D space 
in Figure 5.1), the color code is black. If they are located farther apart, the color is white. The 
structure of a recurrence plot has distinct topology and texture patterns. These patterns are closely 
pertinent to the properties of system dynamics. For example, ridges locate nonstationarity and/or 
switching between local behaviors. Parallel diagonal lines indicate the near-periodicity of system 
behaviors. 
Recurrence quantification analysis measures intriguing structures and patterns in the 
recurrence plot, including small-structures (e.g., small dots, vertical and diagonal lines), chaos-
order transitions, as well as chaos-chaos transitions (for a comprehensive review, see [15]). 
Examples of recurrence quantifiers include: (1)  determinism (𝐷𝐸𝑇) - the percentage of recurrence 
points which form diagonal lines, DET =
∑ 𝑙𝑃(𝑙)𝑁𝑙=𝑙𝑚𝑖𝑛
∑ 𝑙𝑃(𝑙)𝑁𝑙=1
, where 𝑃(𝑙) is the histogram of diagonal line 
length; (2) laminarity (𝐿𝐴𝑀) - the percentage of recurrence points which form vertical lines, 
𝐿𝐴𝑀 =
∑ 𝑣𝑃(𝑣)𝑁𝑣=𝑣𝑚𝑖𝑛
∑ 𝑣𝑃(𝑣)𝑁𝑣=1
, where 𝑃(𝑣)  is the histogram of vertical line lengths.  Recurrence 
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quantification analysis goes beyond the graphical representation of recurrence plots and provides 
complexity measures of nonlinear dynamics. In addition, our prior work developed new recurrence 
methods (i.e., local recurrence model and multiscale recurrence analysis) for the characterization, 
representation and prediction of nonlinear dynamics in manufacturing assembly lines [22, 113] 
and cardiovascular systems [3, 43, 80]. 
(a)  (b) 
Figure 5.1 An example of the ECG state space (a) and its recurrence plot (b). 
However, traditional recurrence plots treat recurrence states homogeneously using the 
Heaviside function. In other words, if there is a spatial partition of the state space, recurrences in 
one region are treated the same as in other regions. Recurrences can be different in kind because 
of state properties (e.g., state values and relative locations in the state space) and the evolving 
system dynamics (e.g., sequential state transitions before and after). For example, there are two 
recurrence regions A1 and A2 in Figure 5.1. Traditional recurrence methods treat both regions 
homogeneously as black dots in the recurrent plot (see Figure 5.1). However, recurrence states in 
region A1 are pertinent to ventricular activity of the heart, which has different physical meanings 
from recurrence states in region A1 (i.e., atrial activity of the heart). Very little work has been done 
to delineate heterogeneous recurrences (i.e., different kinds of recurrence behaviors in local 
regions of state space). Nonetheless, process monitoring and control are more concerned with 
heterogeneous recurrences and their variations hidden in nonlinear and nonstationary sensor 
signals. We have developed a heterogeneous recurrence model for stochastic Markov processes 
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with a discrete and finite set of states [114]. However, this preliminary work did not specifically 
consider the continuous state space of nonlinear dynamic processes. 
5.3 Heterogeneous Recurrence Analysis 
The present paper proposes an effective partition scheme to delineate local recurrence 
regions in the multi-dimensional continuous state space. Further, we design a new fractal 
representation of state transitions among recurrence regions, and then develop new measures to 
quantify heterogeneous recurrence patterns. Finally, we develop a multivariate detection method 
for on-line monitoring and predictive control of process recurrences. 
5.3.1 State Space Segmentation 
In the theory of nonlinear dynamics, the state evolution of underlying processes is modeled 
by a set of nonlinear differential equations, i.e., ?̇? =
𝑑𝑿
𝑑𝑡
= 𝐹(𝑿, 𝜽), 𝐹 ∈ ℝ𝑛 → ℝ𝑛, where 𝑿 is a 
multi-dimensional state variable, 𝐹 is the nonlinear function, and 𝜽 contains the model parameters. 
Thus, the solution, i.e., 𝑿 = 𝑓(𝑿(0), 𝑡), generates a trajectory representing the state evolution for 
a given initial condition 𝑿(0). When there is a small perturbation in 𝜽 or 𝑿(0), the dynamics of a 
nonlinear process can undergo abrupt changes and reveal complex characteristics such as chaos 
and recurrences. Although sensor observations from complex systems are often chaotic in nature, 
dynamics manifest in the vicinity of an attractor (e.g., ECG attractor shown in Figure 5.1), an 
invariant set defined in a d-dimensional state space. For the time series 𝑿 = {𝑥1, 𝑥2, ⋯ , 𝑥𝑁}
𝑇, a 
state vector ?⃗?  is reconstructed using a delay sequence of {𝑥𝑖} as ?⃗? (𝑖) = [𝑥𝑖, 𝑥𝑖+𝜏,⋯ , 𝑥𝑖+𝜏(𝑑−1)], 
where 𝑑 is the embedding dimension and 𝜏 is the time delay. Here, the embedding dimension 𝑑 is 
determined by the false nearest neighbor algorithm [12], and the time delay parameter τ is 
estimated with the mutual information method [13]. 
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In order to delineate local recurrence regions, it is necessary to segment or decompose the 
state space. Such a segmentation facilitates the clustering of states and the identification of 
heterogeneous recurrence patterns. K-Means clustering is perhaps one of the most popular 
algorithms for data clustering. However, features (or variables) in traditional clustering problems 
are different from the evolving states in the state space. In addition, K-Means clustering has several 
drawbacks for online process monitoring and control. First, dissimilarity computation in each 
iteration is based on all the data.  As such, computation is highly expensive for the time-evolving 
state space. Second, the K-Means algorithm needs all previous states to compute dissimilarity 
measures, as well as recalculate the objective function for assigning a cluster label  to a new state. 
Third, the results of K-Means clustering are also time-varying (i.e., not unique) due to the 
recalculation of the objective function. 
 
Figure 5.2 An illustration of Q-tree segmentation of state space. 
Therefore, we propose a multidimensional indexing method (i.e., Q-tree indexing) to derive 
the hierarchical structure of state space. It is worth mentioning that Q-tree indexing is an effective 
and efficient methodology for multidimensional data indexing in large-scale database management 
[115]. In the present investigation, we bring this new idea to develop Q-tree indexing of the state 
space for delineating heterogeneous recurrence regions. The Q-tree recursively divides the 𝑑-
dimensional state space into 2𝑑 sub-regions. Each sub-region is the 𝑑-dimensional hyperrectangle 
that has the same size as other sub-regions. If a sub-region is further decomposed, the Q-tree 
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generates 2𝑑 new child sub-regions and then distributes states into these child sub-regions. Figure 
5.2 shows an example of the hierarchical partition of a three-dimensional state space. This 
hierarchical partition will continue until the leaf sub-region reaches the capacity, where the 
capacity is the maximal number of states in a sub-region. In other words, the partition stops when 
the number of states in a sub-region is smaller than the capacity. The Q-tree indexing of state space 
provides a hierarchical structure of states and delineates salient patterns pertinent to heterogeneous 
recurrences in the state space.  
5.3.2 Heterogeneous Recurrence Representation 
The Q-tree partitions the state space into sub-regions, each of which contains a number of 
states less than the capacity. If we assign a categorical variable to each nonempty sub-region, we 
obtain a time series of this categorical variable when the system evolves among sub-regions. Here, 
we introduced the iterative function system (IFS) to characterize state transitions and represent 
heterogeneous recurrences in the time series of this categorical variable. For a state space 
segmented with a finite set of sub-regions, a unique value of categorical variable 𝑘 is assigned to 
each sub-region ?⃗? (𝑛), where 𝑘 belongs to a finite set 𝒦 of positive integers. The IFS sequentially 
maps each sub-region ?⃗? (𝑛) to an address [𝑐𝑥(𝑛), 𝑐𝑦(𝑛)] in the 2D coordinate system as: 
?⃗? (𝑛) → 𝑘 ∈ 𝒦 = {1,2,⋯ , 𝐾} 
[
𝑐𝑥(𝑛)
𝑐𝑦(𝑛)
] = 𝜑 (𝑘, [
𝑐𝑥(𝑛 − 1)
𝑐𝑦(𝑛 − 1)
]) = [
𝛼 0
0 𝛼
] [
𝑐𝑥(𝑛 − 1)
𝑐𝑦(𝑛 − 1)
] + [
𝑐𝑜𝑠 (𝑘 ×
2𝜋
𝐾
)
𝑠𝑖𝑛 (𝑘 ×
2𝜋
𝐾
)
] 
(1) 
where [
𝑐𝑥(0)
𝑐𝑦(0)
] = [
0
0
], 𝛼 is a control parameter that prevents overlaps of two sub-regions in the 
graph. If the inequality 
𝛼
1−𝛼
< 𝑠𝑖𝑛 (
𝜋
𝐾
)  is satisfied, 𝐾  sub-regions will not overlap in the IFS 
mapping graph. It may be noted that the IFS of a circle transformation (Eq. 1) is widely used to 
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characterize and model fractal properties of a time series [116, 117].  The iterative contractive 
mapping 𝜑(𝑘, 𝒄) represents the dynamics of state transitions among regions as vectors in ℜ2 . 
Figure 5.3 shows the IFS representation of the time series of categorical variable 𝑘 with 8 sub-
regions via the IFS. Each circle in Figure 5.3b shows the recurrences of one out of 8 possible 
categories in the time series (see Figure 5.3a). These categories are centered around 8 addresses 
that are uniformly distributed on the unit circle. As such, heterogeneous recurrences are effectively 
separated in the 2D graph at the level of 8 individual sub-regions. Zooming into address 1 (i.e., 
marked by the blue rectangle in Figure 5.3b) leads to Figure 5.3c. Every circle in Figure 5.3c 
represents one of eight transition sequences from all sub-regions to sub-region 1, i.e., 11,21,… ,81 
in the time series. Notably, there are four two-region sequences (i.e., 11, 21, 51 and 71) missing in 
Figure 5.3c, i.e., there is a zero transition probability between these two regions. The density of 
points in each circle is pertinent to the frequency of a two-region sequence. As such, the density 
and distribution of points in each circle characterize heterogeneous recurrence variations of the 
dynamics of state transitions among sub-regions in the state space. 
Further, we developed three new quantifiers in our previous work [114] to describe 
heterogeneous recurrence patterns in the IFS representation (see Figure 5.3b and 3c). As the IFS 
clusters the states within the same region in the 2D graph, we denote these clusters as 
heterogeneous recurrence sets, 𝑊𝑘1,𝑘2,…,𝑘𝐿 = {𝜑(𝑘1|𝑘2, … , 𝑘𝐿): ?⃗? (𝑛) → 𝑘1, … , ?⃗? (𝑛 − 𝐿 + 1) →
𝑘𝐿} and 𝑘1, 𝑘2 … , 𝑘𝐿 ∈ 𝒦. In other words, 𝑊𝑘1 denotes the recurrence set of an individual region 
𝑘1 , 𝑊𝑘1,𝑘2  denotes the recurrence set of 2-region sequence  ?⃗? (𝑛) → 𝑘1, ?⃗? (𝑛 − 1) → 𝑘2 , and 
𝑊𝑘1,𝑘2,…,𝑘𝐿 denotes the recurrence set of L-region sequence  ?⃗? (𝑛) → 𝑘1, ?⃗? (𝑛 − 1) → 𝑘2, … , ?⃗? (𝑛 −
𝐿 + 1) → 𝑘𝐿 . As a result, we develop 3 new quantifiers of heterogeneous recurrences, namely 
heterogeneous recurrence rate (HRR), heterogeneous mean (HMean) and heterogeneous entropy 
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(HENT), that are pertinent to the dynamics of a complex system. Where HRR measures the 
percentage of recurrences, HMean provides general information about average distance among 
elements and HENT shows the uncertainty in the heterogeneous recurrence plot, see more details 
in our previous work [114]. 
 
Figure 5.3 (a) Time series of categorical variable 𝑘 when states evolve among regions, where 𝑘 ∈
𝒦 = {1,2,⋯ ,8} . (b) IFS addresses of individual regions. (c) IFS addresses of two-region 
transitions. 
5.3.3 Heterogeneous Recurrence Monitoring 
Heterogeneous recurrence quantification leads to multiple features (or quantifiers), which 
can be utilized for monitoring system dynamics. The aim of a statistical hypothesis test for the 
presence of a dynamic transition is to determine whether there is a significant change in the feature 
vector 𝒚 =  𝑦1, 𝑦2, … , 𝑦𝑝 
𝑇 , where 𝒚  denotes the  𝑝 -dimensional vector of heterogeneous 
recurrence features (i.e., HRR, HMean and HENT). Suppose that 𝒚 is a multivariate random 
variable with population mean 𝝁 and covariance matrix 𝜮. Under the null hypothesis 𝐻0, process 
dynamics does not change over time. Hence, we assume that 𝒚 follows a multivariate normal 
distribution.  If a dynamic transition occurs, the joint distribution of heterogeneous recurrence 
features will change markedly. The hypothesis test is to identify data-driven evidences that reject 
the null hypothesis 𝐻0 at a specific level of significance  [114]. However, population mean 𝝁 and 
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covariance matrix 𝜮 need to be estimated from the data. If we replace 𝝁 by the sample mean ?̅? and 
𝜮 by the sample covariance matrix 𝑺, the test statistic becomes 𝑇2 = (𝒚 − ?̅?)′𝑺−1(𝒚 − ?̅?), named 
Hotelling 𝑇2  statistic. The confidence interval of the Hotelling 𝑇2  statistic is: 𝑈𝐶𝐿 =
𝑝(𝑀+1)(𝑀−1)
𝑀2−𝑀𝑝
𝐹𝛼,𝑝,𝑀−𝑝 , where 𝑀  is the number of samples, and 𝐹𝛼,𝑝,𝑀−𝑝  is the upper 100𝛼% 
percentile of 𝐹 distribution with 𝑝 and 𝑀 − 𝑝 degrees of freedom [114].  
However, a significant challenge resides in the inversion of the sample covariance matrix 
𝑺. Because the transition probability between two regions may be zero, this leads to a singular 
covariance matrix, thereby making the computation of the Hotelling 𝑇2  statistic impractical. 
Hence, we transform the feature matrix 𝒀𝑀×𝑝 into a set of principal components (PCs) that are 
linearly uncorrelated. First, the feature matrix 𝒀𝑀×𝑝 =  𝒚𝟏, 𝒚𝟐, … , 𝒚𝑴 
𝑇 is centered by subtracting 
the column means, i.e., 𝒀∗ =  𝒚𝟏 − ?̅?, 𝒚𝟐 − ?̅?,… , 𝒚𝑴 − ?̅? 
𝑇 . Then, the singular value 
decomposition (SVD) of 𝒀∗ will be 
𝒀∗ = 𝑼𝜳𝑽𝑻                                                                (2) 
where 𝑼 and 𝑽 are 𝑀 × 𝑀 and 𝑝 × 𝑝 orthogonal matrices, 𝜳 is a 𝑀 × 𝑝 diagonal matrix, with 
diagonal entries 𝜆1 ≥ 𝜆2 ≥ ⋯ ≥ 𝜆𝑝 ≥ 0(i.e., the singular values of 𝒀
∗). Hence, the covariance 
matrix 𝒀∗𝑻𝒀∗ is  
𝒀∗𝑻𝒀∗ = 𝑽𝜳𝑼𝑻𝑼𝜳𝑽𝑻 = 𝑽𝜳𝟐𝑽𝑻                                           (3) 
which is the eigen decomposition of 𝒀∗𝑻𝒀∗ . The eigenvectors 𝒗𝑖  are the principal component 
directions of 𝒀∗. As a result, principal components are given as 
𝒁 = 𝒀∗𝑽 = 𝑼𝜳𝑽𝑻𝑽 = 𝑼𝜳                                                    (4) 
The first principal component 𝒁(: ,1) = 𝐘∗𝒗1  has the largest sample variance among all the 
principal components. The sample covariance matrix 𝑺 is easily seen to be:  
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𝑺 =
1
𝑀 − 1
∑(𝒚𝑖 − ?̅?)(𝒚𝒊 − ?̅?)
𝑇
𝑀
𝑖=1
= 𝑽𝑺𝒛𝑽
𝑻 (5) 
Notably, principal components 𝒁(: , 𝑖)  and 𝒁(: , 𝑗)  are mutually orthogonal. Hence, the 
covariance matrix of principal components 𝑺𝒛 is a diagonal matrix with diagonal entries 𝜆1
2 ≥
𝜆2
2 ≥ ⋯ ≥ 𝜆𝑝
2
. The Hotelling 𝑇2 statistic becomes 
𝑇2(𝑖) = (𝒚𝒊 − ?̅?)
𝑇𝑺−1(𝒚𝒊 − ?̅?) = 𝒁(𝑖, : )𝑽
𝑻(𝑽𝑺𝒛𝑽
𝑻)−𝟏𝑽𝒁(𝑖, : )𝑻 
= 𝒁(𝑖, : )𝑺𝒛
−𝟏𝒁(𝑖, : )𝑻 = ∑
𝑍(𝑖, 𝑘)2
𝜆𝑘
2
𝑝
𝑘=1
 
(6) 
where 𝒁(𝑖, : ) is the projection of the 𝑖𝑡ℎ sample on the principal component directions, that is, 
(𝒚𝒊 − ?̅?)′𝑽. In addition, a truncated 𝑀-by-𝑞 score matrix 𝒁𝑞 can be obtained by considering only 
the first 𝑞 eigen values and eigenvectors (𝑞 < 𝑝), which explain the majority of variations in the 
feature matrix 𝒀𝑀×𝑝 . Hence, the Hotelling 𝑇
2  statistic in the reduced dimension 𝑞 is: ?̃?2(𝑖) =
∑
𝑍(𝑖,𝑘)2
𝜆𝑘
2
𝑞
𝑘=1 . The Hotelling 𝑇
2 statistic can be plotted for each sample on a control chart together 
with its confidence interval, which characterizes the differences between multivariate recurrence 
features of different samples. 
5.4 Experimental Design 
Next, we evaluate and validate the proposed methodology with both simulation and real-
world case studies. Materials and experimental details are described in the following two 
subsections. 
5.4.1 Design of Simulation Experiments  
Two models are used in our simulation studies to generate time series: (1) an auto-
regressive model of order 2 - AR(2), 𝑥𝑖 = a𝑥𝑖−1 + 𝑏𝑥𝑖−2 + 𝑐𝜀𝑖, where 𝑖 is the time index, a, b, c 
are model parameters, and 𝜀𝑖~𝑁(0,1) ; (2) the Lorenz system, i.e., ?̇? = 𝜎(𝑦 − 𝑥), ?̇? =
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𝑥(𝜌 − 𝑧) − 𝑦, ?̇? = 𝑥𝑦 − 𝛽𝑧, where (𝑥, 𝑦, 𝑧) is the state vector the Lorenz system, and σ, ρ, β are 
parameters. Here, we assume that dynamic transitions are caused by the drift of model parameters. 
As shown in Figure 5.4, the considered parameters of AR(2) process are a = 1, b = −1, c = 0.5 
and the parameters of the Lorenz system are σ = 10,ρ = 20,β = 1. We will then vary each 
parameter to generate the dynamic transitions for testing the performance of heterogeneous 
recurrence monitoring. 
 
Figure 5.4 Experimental design of the simulation studies. 
Each process is represented by a time series that is a specific realization of the process. For 
each parametric scenario, we generate samples of 1000 independent process realizations. Further, 
the Hotelling 𝑇2 statistic is derived using multivariate recurrence features that are extracted from 
the time series of each realization. To test the monitoring performance, we compute the detection 
power that is the proportion of dynamic transitions correctly detected. In other words, the detection 
power describes how many dynamic transitions are correctly detected from 1000 simulated cases. 
In order to benchmark the performance, we compare the proposed heterogeneous recurrence 𝑇2 
statistic with two traditional recurrence quantifiers: DET and LAM. 
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5.4.2 Real-world Case Studies  
In addition to the artificial data examples, we evaluate the proposed methodology of 
heterogeneous recurrence statistics for real-time monitoring of the characteristics of surface 
finishes in the ultra-precision machining (UPM) process. In our UPM experiments, a polycrystal 
diamond cutting tool (60𝜇𝑚 nose radius) was used for the machining of 36 workpieces (𝛷8𝑐𝑚 ×
3𝑐𝑚 cylindrical aluminum) [118]. Equipped with air-bearing spindles (model Block-Head® 4R) 
and diamond tools, UPM is a direct method to generate optical surfaces for applications such as 
telecommunication, defense, and biomedical product components [102]. In the industry practice, 
real-world uncertainty factors such as microstructure heterogeneity, environmental changes and 
process drifts often cause the variations of surface finishes in UPM machining. We mounted an 
acoustic emission (AE) sensor (R80) from Physical Acoustics on the top of tool holder in the UPM 
machine for in-process monitoring and quality control. The sampling rate of the acoustic emission 
signals is 50𝑘𝐻𝑧.  
Our research objective is to extract recurrence features from sensor signals, and then 
develop real-time monitoring schemes for characterizing the quality of surface finishes. We 
collected acoustic emission (AE) signals from a total of 127 samples in UPM experiments. The 
surface characteristics were measured offline with a confocal optical microscope MicroXAM®. 
There are 116 samples with surface roughness (𝑅𝑎) < 100 nm, which are used as the normal group. 
In turn, there is another group of 11 samples with 𝑅𝑎>100 nm. If the surface finish (Ra) is in the 
range of 1-100 nm, then the machined surface has good quality. This is also the reason to choose 
Ra=100 nm as a boundary to detect the poor quality of surface finishes [119]. Figure 5.5 shows 
two examples of 3D surface profiles that are acquired using the confocal optical microscope 
MicroXAM®. We again compare the heterogeneous recurrence method with conventional RQA 
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measures (DET and LAM) to demonstrate the performance of sensor-based approaches in 
characterizing and modeling the UPM dynamics and its pertinent surface characteristics.  
 
Figure 5.5 3D Profiles of workpieces. (a) Flat surface (Ra<100nm). (b) Rough surface 
(Ra>100nm). 
Finally, we conduct a pilot study on heterogeneous recurrence monitoring of ECG signals 
for the prediction of abnormal heart beats. As there are many different types of heart diseases, this 
pilot study only focuses on a specific cardiac arrhythmia, premature ventricular contractions 
(PVCs). We study two ECG samples from the MIT-BIH Arrhythmia Database 
(https://www.physionet.org/physiobank/database/mitdb/) [40], record 101 with 5500 data points 
and record 116 with 5000 data points. The ECG recordings are digitized at 360 data points per 
second. Heterogeneous recurrence features are extracted from the reconstructed state space of ECG 
signals. We apply sliding windows of size 𝑤 = 500 time steps and a step size of 50 time steps 
along the state space trajectory. Notably, this pilot study is designed to show the potentials of 
heterogeneous recurrence methods for cardiac monitoring, while a systematic investigation with 
more ECG samples will be further conducted to show the statistical validity and significance in 
our future work. 
(a) (b) 
Flat Surface Rough Surface 
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5.5 Experimental Results 
5.5.1 Simulation Studies on AR(2) Model 
 
Figure 5.6 (a) AR(2) time series with varying parameters. The blue segment corresponds to the 
parameters a = 1, b = −1, c = 0.5, and the red one to a = 1.05, b = −1, c = 0.5. In addition, the 
evolution of (b) DET, (c) LAM and (d) heterogeneous recurrence 𝑇2 statistics is shown using 
sliding windows as described in the text. 
Figure 5.6a shows time series of the AR(2) model. The first 10000 data points (blue color) 
are simulated with parameters a = 1, b = −1, c = 0.5, and the next 5000 data points (red color) 
are simulated by slightly changing the parameters to a = 1.05, b = −1, c = 0.5. We use sliding 
windows of size 𝑤 = 1000 and a step size of 50 to compute the recurrence 𝑇2 statistics and the 
two RQA measures DET and LAM from the reconstructed state space of AR(2) time series. Here, 
we use the embedding dimension 3 and time delay 1. The state space is partitioned into 8 sub-
regions for heterogeneous recurrence analysis. When computing RQA measures, the threshold ε 
is chosen to preserve a constant recurrence rate of 5%. As shown in Figure 5.6, the recurrence 𝑇2 
statistics yields a clearly better performance than the traditional RQA measures DET and LAM. 
The red dashed lines in Figure 5.6b-d represent confidence intervals of monitoring statistics, where 
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the confidence intervals of RQA measures are sample mean ±3 × sample standard deviation, and 
the upper confidence bound of T2  statistics is computed as UCL =
p(M+1)(M−1)
M2−Mp
Fα,p,M−p  (see 
Section 5.3.3). See the definition of confidence intervals in [114]. The black dashed line represents 
the time index when model parameters are slighted change.  
 
Figure 5.7 Performance comparison of detection power of DET, LAM and heterogeneous 
recurrence 𝑇2 statistics for AR(2) models with varying parameter (a) 𝑎, (b) 𝑏 and (c) 𝑐. 
Figure 5.7 shows the performance comparison of detection power of DET, LAM and 
heterogeneous recurrence 𝑇2 statistics for AR(2) models with varying parameters. The detection 
power is the proportion of dynamic transitions correctly detected out of 1000 simulated cases. 
Parameter variations are based on the experimental design in Figure 5.4. We used 1000 samples 
for both normal and dynamic transition cases, each of which has 500 data points in the time series. 
As shown in Figure 5.7, the detection power of the proposed recurrence 𝑇2 statistics is much better 
than that of DET and LAM. Figure 5.7a shows the variations of parameter 𝑎 from 1 to 1.5 in the 
AR(2) model with fixed parameters b = −1, c = 0.5 . Notably, the recurrence 𝑇2  statistics 
generates an alarm for the presence of a dynamic transition much earlier than the two RQA 
measures, which indicates an effective monitoring scheme for dynamical transitions in AR(2) 
model. As the parameter 𝑎 gets bigger than 1.4, all three characteristics perform equally well in 
generating an out-of-control alarm. 
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5.5.2 Simulation Studies on the Lorenz Model 
 
Figure 5.8 (a) State space of the Lorenz model with parameter changing from σ = 10, ρ = 28, β =
8/3 (blue dots) to σ = 10, ρ = 27, β = 8/3 (red lines), and evolution of (b) DET, (c) LAM and 
(d) Heterogeneous recurrence 𝑇2 statistics with time. 
Figure 5.8a shows the state space of the Lorenz system with the set of parameters changing 
from σ = 10, ρ = 28, β = 8/3 (blue dots – the first 10000 states) to σ = 10, ρ = 27, β = 8/3 (red 
lines – the next 5000 states). Due to the slight change of parameter ρ, it is difficult to visually 
discern the variations in the state space. Hence, we used the sliding window of size 𝑤 = 1000 and 
a step size of 50 to compute the recurrence 𝑇2 statistics and the RQA measures DET and LAM. 
The state space is partitioned into 15 sub-regions for heterogeneous recurrence analysis. When 
computing RQA measures, the threshold ε is chosen to preserve a constant recurrence rate of 5%. 
As shown in Figure 5.8b-d, the recurrence 𝑇2  statistics yields superior performance to detect 
dynamic transition of Lorenz model than the traditional RQA measures DET and LAM. The red 
dashed lines in Figure 5.8b-d represent confidence intervals, and the black dashed line represents 
the time index when the model parameters change slightly. Notably, the RQA measures do not 
detect the slight change of parameters in the Lorenz system, while the recurrence 𝑇2 statistics 
shows early evidences of an out-of-control alarm. 
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Figure 5.9 Performance comparison of detection power of DET, LAM and heterogeneous 
recurrence 𝑇2 statistics for Lorenz models with varying parameter (a) 𝜎, (b) ρ and (c) β. 
Figure 5.9 shows the performance comparison of detection power of DET, LAM and 
heterogeneous recurrence 𝑇2 statistics for Lorenz models with varying parameters. We used 1000 
samples for both normal and dynamic transition cases, each of which has 500 data points in the 
time series. The detection power is the proportion of dynamic transitions correctly detected out of 
1000 simulated cases. Figure 5.9 shows that the recurrence 𝑇2  statistics yields a better 
performance than DET and LAM regarding the detection power of parametric variations in Lorenz 
models. Figure 5.9(a-c) show the detection power when changing the parameter σ, ρ, β 
respectively, while the other two are fixed. Parameter variations are based on the experimental 
design on Figure 5.4. 
5.5.3 UPM Processes 
Real-time control of UPM processes is critical to ensure the quality of surface finishes, 
improve the manufacturing performance and increase competitive advantage in the global market. 
Currently, offline methods are the common practice in the quality inspection of UPM surface 
finishes, e.g., microscope and profilometer.  Notably, the microscope can only measure the surface 
in a small area. Also, the profilometer measures only a line across the surface, which is not 
sufficient to characterize the surface quality. Existing methods are offline inspection rather than 
real-time monitoring of UPM processes. As the UPM process is highly nonlinear and nonstationary, 
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there is an urgent need to develop new nonlinear methods and tools for detecting dynamic 
transitions in UPM processes.  
 
Figure 5.10 (a) Sensor signals with the transition from stable to unstable cutting at time index of 
8000. (b) IFS addresses of stable cutting. (c) IFS addresses of unstable cutting. 
In this case study, we firstly evaluate the performance of the heterogeneous recurrence 
method in detecting the transition from the regime of stable cutting to unstable cutting. Although 
the range of stable operating conditions can be broadened by an optimal machine design (e.g., 
increased stiffness and damping of the machine tool structure), the change of dynamic regimes can 
limit the range of stable cutting. Unstable cutting is one of the primary detriments to quality 
assurance of UPM surfaces. As shown in Figure 5.10a, the system evolves from stable cutting to 
the regime of unstable cutting at the time point of 8000. Notably, the amplitude of sensor signals 
increases abruptly. Unstable cutting leads to such an abrupt change in the roughness of surface 
finishes. We then reconstructed the state space from sensor signals with the embedding dimension 
𝑑 = 3 and time delay 𝜏 = 5. The state space is partitioned into 8 regions using the Q-tree method 
for heterogeneous recurrence analysis. Figure 5.10 b and c show that fractal representations of 
stable and unstable cuttings are significantly different from each other. Figure 5.11 shows that the 
(a) 
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recurrence 𝑇2 statistics yields superior performance to detect dynamic transition from stable to 
unstable cutting than the traditional RQA measures DET and LAM. Although DET can detect the 
change, it is at a slower rate and smaller magnitude compared to the heterogeneous method. Here, 
we used sliding windows of size 𝑤 = 500 and a step of 50 to compute recurrence 𝑇2 statistics and 
RQA measures (i.e., DET and LAM). When computing RQA measures, the threshold ε is chosen 
to preserve a constant recurrence rate of 5%.  
 
Figure 5.11 Time evolution of (a) DET, (b) LAM and (c) Heterogeneous recurrence 𝑇2 statistics 
during the dynamic transition from stable to unstable cutting in UPM processes. 
Furthermore, we designed a statistical experiment to investigate the relationship between 
heterogenous recurrence 𝑇2 statistics and surface characteristics of 127 aluminum samples. Here, 
acoustic emission (AE) signals are collected with each aluminum sample. Notably, AE signals are 
the high-frequency microelastic pulses that are generated when a metallic material undergo plastic 
deformation. Low levels of plastic deformation cause sharp intermittent pulses, while large 
deformation causes continuous aperiodic emissions with spikes [104]. We reconstruct the AE state 
space with the embedding dimension 𝑑 = 3 and time delay 𝜏 = 1 and then compute recurrence 
𝑇2 statistics and RQA measures DET and LAM. Among the 127 samples, the first 116 samples 
have surface finish 𝑅𝑎 < 100 nm and the last 11 samples have 𝑅𝑎 > 100 nm.  
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As shown in Figure 5.12a-c, the recurrence 𝑇2  statistics yields better performance in 
monitoring UPM dynamics than traditional RQA measures DET and LAM. The red dashed lines 
in Figure 5.12a-c represent confidence intervals of monitoring statistics. Notably, the RQA 
measures cannot detect the change of surface finish between 𝑅𝑎 < 100 nm and 𝑅𝑎 > 100 nm (red 
shaded area). Figure 5.12c shows that the proposed recurrence 𝑇2 statistics is closely pertinent to 
the 𝑅𝑎 values of UPM surface finishes. Heterogeneous 𝑇
2 statistics of rough surface finishes (i.e., 
𝑅𝑎 > 100 nm) are above the upper confidence bound. Experimental results show that the proposed 
recurrence method provides a new and effective means for monitoring UPM machining processes. 
 
Figure 5.12 (a) DET, (b) LAM and (c) Heterogeneous recurrence 𝑇2 statistics for monitoring the 
quality of surface finishes in UPM processes. 
5.5.4 A Pilot Study on Cardiac Monitoring 
Human heart is near-periodically beating to maintain vital living organs. Real-time sensing 
brings the proliferation of ECG data that contain rich signatures and “memories” of recurrence 
dynamics in cardiac operations. As shown in Figure 5.13, ECG signals possess some common 
characteristics: 1) Within one cycle, the waveform at different segments changes significantly. The 
reason is that different ECG segments (e.g., P, QRS and T waves) correspond to different stages 
of cardiac operations. 2) Between cycles, the ECG waveform is similar to each other but with 
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slight variations. Most existing approaches adopt linear methodologies to study recurrences in 
ECG signals. Traditional linear methods interpret the regular structure, e.g., dominant frequencies 
in the signals. They have encountered certain difficulties to capture the nonlinearity, 
nonstationarity and high-order variations. Instead, as shown in Figure 5.13, arrhythmia conditions 
(red/ dashed line) change significantly between cycles compared to normal conditions (blue/ solid 
line), which are more concerned with heterogeneous recurrence variations in cardiac processes.  
 
Figure 5.13 Near-periodic patterns of space-time ECG signals (blue/ solid line) and arrhythmia 
disturbances with recurrence variations (red/ dashed line). 
However, very little work has been done to investigate heterogeneous recurrence variations 
in ECG signals and further conduct real-time monitoring of cardiac process and predict the 
incipience of arrhythmia conditions. As ECG is noninvasive and always obtainable with extremely 
portable equipment, real-time ECG monitoring, in days, months and even years, generates large 
amounts of data that provide an unprecedented opportunity for the early anticipation of rhythm 
disturbances. However, traditional ECG analytics are rooted in the clinic-centered care and have 
been mainly conducted by healthcare professionals empirically. Though it is effective to a certain 
level, cardiologists are not always available for real-time interpretation of ECG signals. In addition, 
big data poses significant challenges for human experts to accurately and precisely inspect all 
generated ECG signals for warning signs. There is an urgent need to develop novel real-time 
monitoring schemes of ECG signals to advance patient-centered cardiac care anytime anywhere.  
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As discussed in Section 5.4.2, this pilot study is aimed at developing the monitoring scheme 
of a specific arrhythmia condition, namely premature ventricular contraction. The incidence of 
PVCs are common for older people above the age of 50 (2.2%) and individuals with a history of 
heart diseases. The PVC is also called “skip a beat” that disrupts the heart rhythm. During the PVC, 
the heartbeat is initiated by Purkinje fibers in the ventricles rather than by the sinoatrial node as in 
the normal cardiac activity. As a result, ventricles contract before the atria fills blood to them, 
resulting in an inefficient circulation. As shown in Figure 5.13, ectopic PVC beats lead to space-
time shifts of cardiac electrical activity. We evaluate the proposed methodology for the detection 
of recurrence variations pertinent to PVC ectopic beats using two ECG samples (record 101 and 
record 116) in the MIT-BIH Arrhythmia Database. The experimental results are shown in Figure 
5.14 and Figure 5.15. 
 
Figure 5.14 (a) ECG signal of record 101 and (b) associated time-variation of the heterogeneous 
recurrence T2 statistics. 
Figure 5.14a shows the ECG signals of record 101 with a time duration of 15.3 seconds. 
Notably, the shadowed area is annotated as “V” (i.e., premature ventricular contraction) by the 
cardiologist. These annotations are publically available in the MIT-BIH Arrhythmia Database. We 
compute the recurrence 𝑇2 statistics from the reconstructed ECG state space with sliding windows 
of size 𝑤 = 500 and a step size of 50 (embedding dimension 𝑑 = 3 and delay 𝜏 = 1). As shown 
in Figure 5.14b, the proposed recurrence 𝑇2 statistics delineates the rhythm disturbances in the 
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heart and shows strong potentials for the detection of abnormal heartbeats in cardiac monitoring. 
Notably, the PVC segment yields larger 𝑇2 statistics than normal heartbeats, which are above the 
upper confidence bound in the shadowed area.  
Figure 5.15a shows another example of heterogeneous recurrence 𝑇2 statistics on ECG 
signals with two annotated “V” (record 116, time duration 13.9 seconds). Similarly, the recurrence 
𝑇2 statistics are obtained from the reconstructed ECG state space with sliding windows of size 
𝑤 = 500 and a step size of 50 (embedding dimension 𝑑 = 3 and delay 𝜏 = 1). Notably, sliding 
window and step size depend on the sampling frequency of the ECG signals. If a different 
frequency is used for the acquisition of ECG signals, sliding window and step size should be 
adjusted accordingly. As shown in Figure 5.15b, the proposed recurrence 𝑇2 statistics effectively 
detects two PVC heartbeats, which yield 𝑇2 statistics higher than the upper confidence bound. This 
pilot study demonstrates the promising potentials of heterogeneous recurrence methods for cardiac 
monitoring, while a systematic investigation with more ECG samples will be conducted in our 
future work. 
 
Figure 5.15 As in Figure 5.14 for ECG record 116.  
5.6 Discussion and Conclusions 
Few, if any, previous approaches investigated heterogeneous recurrence variations for 
online process monitoring and quality control in the literature. The presented work is the first-of-
this-kind to not only extract heterogeneous recurrence patterns inherent in the nonlinear dynamic 
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processes but also develop a recurrence-based 𝑇2 statistics for process monitoring and anomaly 
detection of the underlying process. First, the state space is originally reconstructed by sensing 
data collected from dynamical systems, and then recursively decomposed into hierarchical 
subspaces to delineate local recurrence regions. Second, we extract statistical quantifiers of 
heterogeneous recurrences from a new representation scheme. Third, we propose a novel 
heterogeneous recurrence 𝑇2 statistics to simultaneously monitor two or more related quantifiers. 
Experimental results on simulation studies of auto-regressive and Lorenz model and real-
world case studies (UPM sensor and ECG signals) show that the proposed methodology not only 
captures heterogeneous recurrence patterns, but also effectively detects dynamical transitions in 
the nonlinear processes. In addition, the detection power of recurrence 𝑇2 statistics is shown to be 
better than the traditional recurrence measures DET and LAM. Detecting surface characteristic 
variations in the UPM process and ectopic beats in real-world ECG signals further demonstrated 
that the proposed heterogeneous recurrence 𝑇2 statistics has strong potential in the monitoring of 
manufacturing quality and cardiac conditions. In addition, there are many newly developed 
recurrence characteristics (e.g., recurrence network-based measures [120, 121], recurrence time 
statistics [122]) that may provide useful information on the detection of dynamical transitions. In 
the future work, it will be worthwhile to design a set of experimental studies to make a systematic 
comparison of available recurrence characteristics. 
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CHAPTER 6: SIMULATION MODELING AND PATTERN CHARACTERIZATION OF 
NONLINEAR SPATIOTEMPORAL DYNAMICS ON FRACTAL SURFACES 
 
Engineered and natural systems often involve irregular and self-similar geometric forms, 
which is called fractal geometry. For examples, precision machining produces a visually flat 
surface, while which looks like a rough mountain in the nanometer scale under the microscope. 
Human heart consists of a fractal network of muscle cells, Purkinje fibers, arteries and veins. 
Cardiac electrical activity exhibits highly nonlinear and fractal behaviors. Although space-time 
dynamics occur on the fractal geometry, e.g., chemical etching on the surface of machined parts 
and electrical conduction in the heart, most of existing works modeled space-time dynamics (e.g., 
reaction, diffusion and propagation) on the Euclidean geometry (e.g., flat planes and rectangular 
volumes). This brings inaccurate approximation of real-world dynamics, due to sensitive 
dependence of nonlinear dynamical systems on initial conditions. In this paper, we developed 
novel methods and tools for the simulation modeling and pattern recognition of spatiotemporal 
dynamics on fractal surfaces of complex systems, which include (i) characterization and modeling 
of fractal geometry, (ii) fractal-based simulation and modeling of spatiotemporal dynamics, (iii) 
recognizing and quantifying spatiotemporal patterns. Experimental results show that the proposed 
methods outperform traditional modeling approaches based on the Euclidean geometry, and 
provide effective tools to model and characterize space-time dynamics on fractal surfaces of 
complex systems.  
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6.1 Introduction 
Simulation modeling plays an important role in describing complex phenomena, predicting 
system behaviors and optimizing control actions to improve the performance of system operations. 
However, many natural phenomena occur on complex engineered and natural objects that show 
irregular and self-similar geometric forms, namely fractal geometry. For examples, chemical 
etching is a space-time process on the surface of silicon wafer. Although wafer surface is visually 
flat, it looks like a rough mountain in the nanometer scale under the microscope. Also, cardiac 
electrical activity varies across a fractal network of muscle cells, Purkinje fibers, arteries and veins. 
An anatomically realistic model of human heart involves irregular node spacing, complex 
boundaries, and regionally dependent conductivity. As such, electrical excitation and conduction 
in the human heart exhibit complex spatiotemporal dynamics. Spatiotemporal simulation provides 
a better understanding of natural phenomena and further leads to significant economic and societal 
impacts. For examples, simulation modeling of chemical etching dynamics will enable 
semiconductor manufacturing processes to make products with better quality and higher 
throughput.  Most importantly, heart disease is responsible for 1 in every 4 deaths in the United 
States, amounting to an annual loss of $448.5 billion [1]. Simulation-based optimization of cardiac 
treatments will help improve the quality of healthcare services, reduce healthcare costs and 
promote the health of our society. 
However, most of previous simulation models were developed for space-time dynamics 
(e.g., reaction, diffusion and propagation) on the Euclidean geometry, e.g., flat planes and 
rectangular volumes. Traditional simulation models consider finite-difference schemes for space-
time computation on finely spaced grids in 3-D spatial dimensions. This brings inaccurate 
approximation of real-world dynamics on complex surfaces, due to the sensitive dependence of 
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nonlinear dynamical systems on initial conditions. It is well known that many engineered and 
natural objects show fractal behaviors. For examples, mountain terrain exhibits self-similar 
geometry across spatial scales. Heartbeat time series shows self-similar patterns across temporal 
scales [41]. Also, human heart consists of a fractal network of muscle cells, Purkinje fibers, arteries 
and veins. In the literature, fractal dimension is commonly used to characterize and model the 
complexity of a fractal object or time series.  Fractal dimension describes the degree of self-
similarity and quantifies the fractal patterns. As the complexity of objects increases, a single fractal 
dimension may not be sufficient for system characterization, but rather multi-fractal spectrums are 
used.  Note that very little has been done to investigate the simulation model of spatiotemporal 
dynamics (e.g., cardiac electrical excitation and conduction) on the fractal geometry. There is an 
urgent need to investigate the modeling differences between fractal and Euclidean geometry and 
further develop effective simulation models of space-time dynamics on complex and irregular 
surfaces. 
On the other hand, dimensionality reduction is an effective method to project high-
dimensional data into the low-dimensional space, which is widely used in data analysis. However, 
little has been done to leverage dimensionality-reduction techniques to develop computationally-
efficient simulation models of space-time dynamics on fractal surfaces. Notably, high-dimensional 
fractal surfaces can be isometrically mapped onto a low-dimensional one. As such, space-time 
simulation of system dynamics can be efficiently conducted in the low-dimensional space, which 
can then be one-to-one projected onto the original fractal surface. Nonetheless, traditional 
dimensionality-reduction techniques, e.g., principal component analysis (PCA) and 
multidimensional scaling (MDS), only preserve the data structure lying on a linear subspace of 
high-dimensional objects. For examples, PCA identifies a low-dimensional surface that best 
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preserves the data variance as measured in the high-dimensional surface. Classical MDS finds an 
embedding that preserves inter-point distances, which is equivalent to PCA when those distances 
are Euclidean. However, fractal surfaces in the high-dimensional space have essential nonlinear 
structures that pose significant difficulties to PCA and MDS methods. In other words, both PCA 
and MDS fail to reconstruct true degrees of freedom of fractal surfaces. Notably, isometric feature 
mapping (ISOMAP) is an extended version of PCA and MDS that handles nonlinear surfaces by 
preserving geodesic manifold distances [123]. Therefore, we propose to investigate isometric-
graphing-based simulation models of space-time dynamics on fractal surfaces. 
 
Figure 6.1 Spatiotemporal data of reaction-diffusion dynamics. 
Furthermore, running simulation model of reaction-diffusion dynamics on fractal surfaces 
gives rise to spatiotemporal data {Y(𝒔, 𝑡): 𝒔 ∈ 𝑅 ⊂ ℝ𝑑 , 𝑡 ∈ 𝑇}  (see Figure 6.1), where the 
dependence of spatial domain R on time T symbolizes the condition where the spatial domain 
changes over time [75, 124, 125]. The next step is to extract useful information from 
spatiotemporal data. Traditionally, space-time indexed data is analyzed in two ways: (i) spatially-
varying time series model 𝑌(𝒔, 𝑡)  =  𝑌𝒔(𝑡), which separates the temporal analysis for each spatial 
location; (ii) temporally-varying spatial model 𝑌(𝒔, 𝑡)  =  𝑌𝑡(𝒔), which separates spatial analysis 
for each time point. The first model 𝑌𝒔(𝑡) shows specific interests in time-dependent patterns for 
each spatial location. The second model 𝑌𝑡(𝒔) focuses more on space-dependent patterns for each 
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time point. However, both approaches are conditional methods studying either the space given 
time or time given space, and are limited in capturing space-time correlations [92].  
This paper presents a new approach to simulate spatiotemporal dynamics of spiral wave 
formation and turbulent patterns on fractal surfaces. This present approach involves four key steps, 
namely, (i) fractal surface simulation; (ii) isometric graphing for surface characterization; (iii) 
dimensionality reduction for reaction-diffusion modeling and (iv) Spatiotemporal pattern 
recognition. First, fractal surfaces generated by random midpoint displacement algorithm in step 
(i) are characterized by isometric graph approach to extract geodesic distances (i.e., rough 
estimation of each data point’s neighbor on the surface). Second, we simulate and model reaction-
diffusion dynamics on the two-dimensional isometric graph, including spiral formation and 
turbulent patterns.  Then, spatiotemporal dynamics are one-to-one projected onto the original 
fractal surfaces. Third, reaction-diffusion dynamics are investigated on the 3-D heart model to 
simulate spatiotemporal propagation and conduction of cardiac electrical activity. Finally, we 
developed new methods to quantify spatiotemporal patterns on irregular surfaces and investigate 
how fractal characteristics change these patterns. 
This paper is organized as follows: Section 6.2 presents the research background. Section 
6.3 introduces the research methodology. Section 6.4 shows the materials and experimental design 
used in this investigation. Section 6.5 presents experimental results, and Section 6.6 discusses and 
concludes this investigations.  
6.2 Research Background 
6.2.1 Fractal Characterization and Modeling 
Euclidean geometric objects are comprised of lines, planes, cubes, cylinders, spheres with 
integer dimensions, 1, 2, or 3. However, there are many irregular objects that do not conform to 
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Euclidean geometry. Mandelbrot firstly introduced fractal as “A rough or fragmented geometric 
shape that can be subdivided in parts, each of which is (at least approximately) a reduced/size copy 
of the whole” [126]. Note that fractals are not limited to spatial patterns, but can also describe the 
processes in time. Most of existing works focused on the following two aspects: 
(1) Characterization of fractal dimension:  
The fractal dimension is a statistical measure describing how the patterns change with the 
scale at which it is measured. Monofractal refers to the homogeneous self-similarity across scales, 
characterized by a single fractal dimension. Examples of monofractal dimension used for system 
characterization include physiology [127], gait dynamics [128], and geology [129]. However, 
multifractal signals or objects require an infinite number of indices (i.e., singularity spectrum) to 
characterize their scaling properties. Example applications of multifractal spectrum include heart 
rate variability [41], ECG signals [130], financial markets [131] and material sciences [132]. Note 
that box counting method is widely used to characterize the fractal dimension [126, 133]. In the 
multifractal case, the probability, 𝑃, of a number of measures appearing in a box, 𝑖, varies with the 
box size, 𝜖, according to scaling exponents, 𝛼𝑖 , which changes over the set, as 𝛼𝑖 ∝
log𝑃𝑖,𝜖
log𝜖−1
. In 
contrast, the scaling exponent does not change meaningfully over the set for monofractals.  
(2) Modeling the fractal object or process:  
Fractals are usually modeled with an iterative or recursive construction or algorithm. 
Examples of fractal models to generate rough surfaces include shear displacement algorithm [134], 
diamond-square algorithm [135], and Fourier filtering algorithms [136]. These algorithms are 
widely used in computer games or movies (e.g., star trek II) to simulate realistic mountains or 
landscapes. In addition, structure function method, i.e., the random cascade model was utilized to 
simulate multifractal self-similar behaviors in the heart rate dynamics [137, 138]. Heart rate time 
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series 𝑟(𝑡) are modeled as a product of 𝐽 cascade components: 𝑟𝐽(𝑡) = ∏ 𝜔𝑗(𝑡)
𝐽
𝑗=1  and 𝜔𝑗(𝑡) =
1 + 𝜉𝑗 , where 𝜉𝑗 , 𝑗 = 1,⋯ , 𝐽  are independent Gaussian variables with 〈𝜉𝑗〉 = 0  and 〈𝜉𝑖𝜉𝑗〉 =
𝛿𝑖𝑗𝜎𝑗
2, where 𝛿𝑖𝑗 is the Kronecker delta.  
However, fractal literature focuses on either the extraction of fractal dimensions for system 
characterization, or the modeling of fractal geometry. Few, if any, previous studies investigated 
the simulation model of spatiotemporal dynamics (e.g., cardiac electrical propagation and 
conduction) on fractal geometry. Further, modeling differences between fractal and Euclidean 
geometry have not been fully investigated before. It is critical to investigate how fractal 
characteristics impact the patterns of spatiotemporal dynamics on irregular surfaces. 
6.2.2 Dimensionality Reduction 
Both simulated and real-world spatiotemporal dynamics bring the proliferation of big data, 
which is high-dimensional and difficult to visualize and interpret. In order to explore meaningful 
patterns underlying big data, many previous works developed the methods and tools for 
dimensionality reduction. Examples of dimensionality reduction approaches include principal 
component analysis (PCA) [139], multidimensional scaling (MDS) [140], self-organizing map 
(SOM) [72] and isometric feature mapping (ISOMAP) [123]. PCA uses an orthogonal 
transformation to find the projected data that captures the principal variations in the original high-
dimensional space. Classical MDS transforms the high-dimensional vectors into a low-
dimensional embedding that preserves Euclidean distances. Note that the PCA and MDS methods 
only characterize linear subspaces in the high-dimensional data. However, SOM neural network 
automatically organizes a low-dimensional map according to the inherent structures in the high-
dimensional data. Furthermore, isometric graphing extends the MDS by preserving geodesic 
manifold distances, which better characterize the nonlinear degrees of freedom that underlie 
complex natural observations. 
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However, most of previous studies focused on the reduction of high-dimensional data and 
then the extraction of useful information from the low-dimensional data. Few previous approaches 
considered the construction of simulation models in the low-dimensional space, and further 
investigated the projection onto the original high-dimensional space. This will be an original 
contribution of the present paper that is expected to bring computationally efficient simulation 
models, and potentially be transplanted to other simulation domains. 
6.3 Research Methodology 
 
Figure 6.2 Flow chart of research methodology. 
This present paper studies the simulation modeling of spatiotemporal reaction-diffusion 
dynamics on irregular surfaces that are generated from the fractal geometry, as opposed to 
traditional surfaces in the Euclidean geometry.  Few, if any, previous investigations have focused 
on simulation modeling of fractal surfaces in the reduced-dimension space and further 
characterized the spatiotemporal dynamic patterns on the fractal surfaces. As shown in Figure 6.2, 
this present paper is embodied by four core components focusing on simulation modeling on 
fractal surfaces, including fractal surface simulation, isometric graphing, reaction-diffusion 
modeling, and spatiotemporal pattern recognition. All four components are eventually integrated 
together to develop better simulation models on fractal surfaces and better understanding of 
spatiotemporal phenomena in real-world complex systems.  
Fractal Surface 
Simulation 
Isometric Graphing 
Reaction-Diffusion 
Modeling 
Spatiotemporal Pattern 
Recognition 
Reduce the dimensionality and extract geometric structure 
patterns of fractal surfaces. 
Reaction-diffusion modeling on isometric graphs and then 
one-to-one projection of dynamics to fractal surfaces. 
Statistical quantification of spatiotemporal patterns to 
investigate how fractal characteristics impact space-time 
dynamics on complex and irregular surfaces. 
Simulate the fractal surface and characterize the fractal 
dimension of complex surfaces. 
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6.3.1 Fractal Surface Simulation  
Fractals objects have irregular geometric forms, and cannot be well described using 
topological dimensions. However, fractal objects often look similar regardless of the 
magnification, which is so-called self-similar behaviors. Many real-world objects exhibit self-
similarity, e.g., scribbles, dust, ocean waves, or clouds. If one zooms in or out the fractal set, there 
is a similar appearance in the geometric shape. Hence, fractal dimension is introduced to describe 
such “infinitely complex” fractal objects (or shape). It is worth mentioning that fractal dimension 
is not topological, and needs not to be an integer. Fractal sets have theoretical dimensions that 
exceed their topological dimensions.  
As self-similarity across scales is a typical characteristic of fractals, fractal dimension 
measures the changes of coverings with respect to the scaling factor. It also characterizes the space-
filling capacity of a fractal object. In the literature, the box-counting method is widely used to 
estimate the relationship between scaling and covering so as to estimate the fractal dimension of 
an irregular object [141]. The basic idea is to cover a fractal set with measure elements (e.g., box) 
in different scales and examine how the number of boxes changes with respect to the scaling factor. 
If N(a) is the number of boxes that are needed to cover a fractal object at the scale a, then the 
fractal dimension D𝐹  specifies how N(a) changes with respect to the scaling factor a as: N(a) ∝
(1/𝑎)D𝐹 . In general, the box-counting method defines the fractal dimension as 
D𝐹 ≔ lim
𝑎→0
ln𝑁(𝑎)
ln (1/𝑎)
 
In order to model space-time dynamics on irregular surfaces, we will first need to generate 
the fractals. This present investigation utilizes the random midpoint displacement method [135] to 
generate various types of fractal surfaces. Figure 6.3 shows the detailed steps of the algorithm, 
which starts with a square with pixel values at four corners (green triangles in Figure 6.4a) drawn 
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from a Gaussian distribution 𝑁(𝜇, 𝜎2), where 𝜇 = 0 and 𝜎 = 1. Then, we recursively generate the 
center points and edge points at each step until the stopping criteria is satisfied. The fractal surface 
generated is monofractal and its fractal dimension D𝐹  can be uniquely determined by the 
parameters (i.e., Hurst exponent H) used in the algorithm. 
 
Figure 6.3 Random midpoint displacement algorithm for generating fractal surfaces. 
 
Figure 6.4 Recursive steps to generate fractal surfaces. (a) the first iteration, (b) the second 
iteration, and (c) the fifth iteration. 
Three key steps in this recursive algorithm (i.e., center points, edge points and determining 
fractal dimension) to generate fractal surfaces are described as follows: 
Initialization:  
// Start with an square with pixel values at four corners drawn from a Gaussian 
distribution 𝑁(𝜇, 𝜎2), where 𝜇 = 0 and 𝜎 = 1. 
While 𝑖 ≤ desired iterations 
Center point: 
// The center is the average of its four neighbors plus a random value 𝛿𝑖 
generated from a Gaussian distribution 𝑁(𝜇, 𝜎𝑖
2), where 𝜎𝑖
2 =
1
22𝐻(𝑖+1)
𝜎2. 
Edge point: 
// The edge point is the average of its neighbors plus a random value 𝛿𝑖 
generated from a Gaussian distribution 𝑁(𝜇, 𝜎𝑖
2), where 𝜎𝑖
2 =
1
22𝐻(𝑖+1)
𝜎2. 
𝑖 = 𝑖 + 1 
End 
Calculate the fractal dimension: 
// The simulated fractal surface is monofractal and the fractal dimension D𝐹 is 
determined as D𝐹 = 3 − 𝐻. 
(a) (b) (c) 
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(1) Recursive placement of the center point:  
For each square, a center point (e.g., red dot Figure 6.4a) is placed in the middle of X-Y 
plane, and its height is the average of its four corners (i.e., green triangles in Figure 6.4a) plus a 
random value 𝛿𝑖 generated from a Gaussian distribution 𝑁(𝜇, 𝜎𝑖
2). Notably, the variance 𝜎𝑖
2  of 
random perturbation in the 𝑖th iteration is also recursively modified to obtain a fractal Brownian 
motion (fBm) surface as 
𝜎𝑖
2 =
1
22𝐻(𝑖+1)
𝜎2 (1) 
where 𝐻(0 ≤ 𝐻 ≤ 1) is the Hurst exponent. Then, this process is iteratively repeated for each 
subsquare. Figure 6.4b shows the second iteration to place four center points (i.e., 4 red dots). Each 
subsquare is formed by 4 corner points (i.e., green triangles) in Figure 6.4b. The heights of center 
points are the average of four corners in each subsquare plus a random perturbation. It may be 
noted that the first iteration has the biggest influence to the shape of the simulated surface (i.e., 
large-scale effects), while the following iterations have smaller influence (i.e., small-scale details).  
(2) Recursive placement of edge points:  
The position of an edge point is in the middle of 2 corner points. The heights of edge points 
(blue rectangles in Figure 6.4a) are calculated as the average of neighbors plus a random 
perturbation 𝛿𝑖  generated from a Gaussian distribution 𝑁(𝜇, 𝜎𝑖
2) . The variance 𝜎𝑖
2  is also 
recursively modified as shown in Eq. (1). Figure 6.4a shows the edge points (i.e., 4 blue rectangles) 
whose heights are calculated as the average of three nearest neighbors. This algorithm leads to 
nonstationary steps that iteratively generate the fractal surface. Figure 6.4c shows a fractal surface 
generated from the algorithm with 33 × 33 locations, i.e., 𝒔𝑖 = (𝑥𝑖, 𝑦𝑖, 𝑧𝑖), 𝑖 = 1,2, … ,1069, at the 
fifth iteration. It may be noted that the surface color represents the height. The hotter color indicates 
a higher surface, and the cooler color represents a lower surface.  
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(3) Determine the fractal dimension:  
The fractal surface provides a better approximation of real-world geometric objects and 
landscape. Next, the Hurst exponent H uniquely determines the fractal dimension of generated 
surfaces in the random midpoint displacement algorithm. The singularity spectrum D(H) provides 
a statistical distribution of Hurst exponents H(𝐬)  at the locations 𝒔  such that H(𝒔) = H , i.e., 
D(H) = D𝐹 ({𝒔: H(𝒔) = H}), where D𝐹  is the fractal dimension. As shown in Figure 6.3, the 
algorithm iteratively generates random perturbations on the fBm surface and all the locations 𝐬 
have a single Hurst exponent H (also see Eq. (1)). As such, the fractal dimension D𝐹  of fBm 
surfaces is determined as D𝐹 = 3 − 𝐻. For examples, if the Hurst exponent 𝐻 is 0.05 in Eq. (1), 
then the fractal dimension D𝐹 of fBm surfaces will be 2.95. If the Hurst exponent 𝐻 is 0.95 in Eq. 
(1), then the fractal dimension D𝐹  of fBm surfaces will be 2.05. In this investigation, we will 
generate different types of fractal surfaces with fractal dimensions from 2.05 to 2.95, step size 0.05 
to study how fractal characteristics impact spatiotemporal dynamic patterns on complex surfaces. 
6.3.2 Isometric Graphing for Surface Characterization 
The fractal surface is nonlinear and nonstationary, which significantly challenges the 
characterization of geometric structures and surface patterns. In this present investigation, we 
introduce the isometric graphing approach [123] to extract inherent geodesic properties of the high-
dimensional surface. As shown in Figure 6.5a, the Euclidean distance between two locations is 
represented by the blue dash line, and their geodesic distance is shown as red solid line. It may be 
noted that geodesic distance is the true distance for the reaction-diffusion dynamics (or electrical 
conduction) to travel between two locations instead of the Euclidean distance. As such, it is 
imperative to characterize and quantify the intrinsic geometry for reaction-diffusion modeling on 
the fractal surface. We obtain nonlinear and nonstationary characteristics of fractal surfaces 
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asymptotically by capturing geodesic manifold distances between all the locations. These geodesic 
distances are further utilized to construct the low-dimensional embedding of fractal surfaces. The 
proposed approach not only captures nonlinear degrees of freedom of fractal surfaces, but also 
efficiently yields globally optimal solutions for dimensionality reduction. This greatly facilitates 
the simulation modeling of reaction-diffusion dynamics in the reduced dimension that will be 
detailed in Section 6.3.3.  
The key steps in the isometric graphing algorithm to characterize the fractal surface and 
construct the low-dimensional embedding are described as follows: 
(1) Build the graph of 𝑘 nearest neighbours:  
Define the 𝑘-nearest neighbor graph of the fractal surface by connecting each location 𝒔𝑖 
to its 𝑘 nearest neighbors 𝒔𝑗 , 𝑗 ∈ {𝑘 nearest neighbors of 𝑖}, and compute the distance between 
locations 𝒔𝑖  and 𝒔𝑗  as 𝑑(i, j), i.e., 𝑑(i, j) = ‖𝒔𝑖 − 𝒔𝑗‖ = ( 𝑥𝑖 − 𝑥𝑗 
2
+  𝑦𝑖 − 𝑦𝑗 
2
+  𝑧𝑖 − 𝑧𝑗 
2
)
1
2
. 
Otherwise, spatial locations 𝒔𝑖 and 𝒔𝑗 are disconnected. 
(2) Compute the shortest path between two locations 𝑑𝐺(𝑖, 𝑗) on the surface:  
First, we initialize 𝑑𝐺(𝑖, 𝑗) = 𝑑(𝑖, 𝑗) if locations 𝒔𝑖  and 𝒔𝑗  are connected in the 𝑘-nearest 
neighbor graph; 𝑑𝐺(𝑖, 𝑗) = ∞  otherwise. Then, we utilized the Dijkstra’s algorithm [142] to 
compute the shortest path between any two locations. For each 𝑘 = 1,⋯ ,𝑁, all entries 𝑑𝐺(𝑖, 𝑗) 
are replaced by min {𝑑𝐺(𝑖, 𝑗), 𝑑𝐺(𝑖, 𝑘) + 𝑑𝐺(𝑘, 𝑗)}. The final matrix 𝐷𝐺 = {𝑑𝐺(𝑖, 𝑗)} will contain 
the distance of the shortest path between any two locations on the fractal surface. 
(3) Construct low-dimensional embedding:  
Here, the objective is to derive the isometric graph in the 2-dimensional plane that 
preserves the shortest distance matrix DG on the 3-D fractal surface. It may be noted that we are 
reducing the dimension, while preserving the inherent geodesic properties of fractal surfaces. Let 
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?̃?𝑖  and ?̃?𝑗  denote the locations in the isometric graph in the 2-dimensional plane. Then, the 
objective function is formulated as:  
𝑚𝑖𝑛 ∑(‖?̃?𝑖 − ?̃?𝑗‖ − 𝑑𝐺(𝑖, 𝑗))
𝑖<𝑗
;  𝑖, 𝑗 ∈  1, 𝑵  (2) 
where ‖∙‖ is the Euclidean norm. To solve this optimization problem, the Gram matrix 𝑀 is firstly 
reconstructed from the N×N shortest distance matrix DG: 𝑀 =  −
1
2
𝑄D𝐺
(2)𝑄, where the centering 
matrix Q = {𝛿𝑖𝑗 − 1/𝑁}𝑖,𝑗=1
𝑁
, 𝛿𝑖𝑗 is the Kronecker delta. The D𝐺
(2)
 is a squared matrix and each 
element is {𝑑𝐺
2(𝑖, 𝑗)}𝑖,𝑗=1
𝑁  (i.e., the squares of 𝑑𝐺(𝑖, 𝑗) in the matrix D𝐺
(2)
). The element 𝑀𝑖𝑗  in 
matrix 𝑀 is: 
𝑀(𝑖, 𝑗) = −
1
2
[𝑑𝐺
2(𝑖, 𝑗) −
1
𝑁
∑ 𝑑𝐺
2(𝑖, 𝑘)
𝑁
𝑘=1
−
1
𝑁
∑ 𝑑𝐺
2(𝑘, 𝑗)
𝑁
𝑘=1
+
1
𝑁2
∑ ∑ 𝑑𝐺
2(ℎ, 𝑔)
𝑁
ℎ=1
𝑁
𝑔=1
] (3) 
It is known that the Gram matrix 𝑀 is defined as the scalar product 𝑀 = ?̃??̃?𝑇, where the 
matrix ?̃? minimizes the aforementioned objective function. The Gram matrix 𝑀 can be further 
decomposed as: 𝑀 = 𝑉𝛬𝑉𝑇 = 𝑉√𝛬√𝛬𝑉𝑇 , where 𝑉 =   𝑣1, 𝑣2, … , 𝑣𝐷′  is a matrix of 
eigenvectors and 𝛬 = diag(𝜆1, 𝜆2, … , 𝜆𝐷′) is a diagonal matrix of eigenvalues. Then, the matrix of 
feature vectors is obtained as: ?̃? = 𝑉√𝛬. In this present investigation, the reduced dimensionality 
𝐷′ is 2 because we derive the isometric graph in the 2-dimensional plane from the 3-D fractal 
surface. 
As shown in Figure 6.5, the simulated fractal surface (Figure 6.5a) is converted into a 
isometric graph in the two-dimensional plane (Figure 6.5b), i.e., ?̃?𝒊 = (𝑥𝑖, 𝑦𝑖), 𝑖 = 1,2, … ,𝑁. The 
isometric graph preserves the shortest path matrix of geodesic distances DG, thereby preserving 
the inherent geodesic properties of fractal surfaces. The gray nodes represent all N  spatial 
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locations, and the gray lines show the connections between each pair of neighboring locations 
(with 𝐾 = 4 nearest neighbors and 𝑁 = 1089 data points). Moreover, the geodetic distance of two 
locations in Figure 6.5a is embedded in the isometric graph in the two-dimensional plane (see the 
red solid line in Figure 6.5b), where the blue solid line in Figure 6.5b represents a Euclidean 
approximation to the true geodetic distance. Therefore, the proposed approach of isometric 
graphing algorithm not only characterizes the inherent geodesic structure of fractal surfaces, but 
also provides an optimal solution for dimensionality reduction that facilitates the simulation 
modeling of reaction-diffusion dynamics in the reduced dimension (see next Section 6.3.3). 
 
Figure 6.5 (a) Euclidean distance (blue dash line) and geodesic distance (red solid line) between 
two locations on the fractal surface. (b) Isometric graph in the 2-dimensional plane that preserves 
the geodesic distance on the 3-D fractal surface. 
6.3.3 Reaction-Diffusion Modeling in the Reduced Dimension 
Next, we simulate and model reaction-diffusion dynamics on the two-dimensional 
isometric graph (see Figure 6.5b). This present investigation utilized a two-component reaction-
diffusion model on a bounded domain Ω (i.e., isometric graph) with concentration variables 𝑢, 𝑣 
and nonlinear reaction expressions 𝑓, 𝑔 as  
𝜕𝑢
𝜕𝑡
= 𝑓(𝑢, 𝑣) + 𝒟1∇
2𝑢 
𝜕𝑣
𝜕𝑡
= 𝑔(𝑢, 𝑣) + 𝒟2∇
2𝑣 
(4) 
(a) (b) 
Two-dimensional Isomap embedding (with neighborhood graph).
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where 𝒟1 and 𝒟2 are the diffusion constants of concentration variables 𝑢 and 𝑣, ∇
2≡
𝜕2
𝜕𝑥2
+
𝜕2
𝜕𝑦2
 is 
the Laplacian operator in the two-dimensional space. We discretize the reaction-diffusion model 
at the time index 𝑡 = 1,2, … , 𝑇 and locations 𝑖 = 1,2, … , 𝑁 as 
(𝑢𝑖
𝑡 − 𝑢𝑖
𝑡−1)/δ𝑡 = 𝑓(𝑢𝑖
𝑡−1, 𝑣𝑖
𝑡−1) + 𝒟1∇
2𝑢𝑖
𝑡 
(𝑣𝑖
𝑡 − 𝑣𝑖
𝑡−1)/δ𝑡 = 𝑔(𝑢𝑖
𝑡−1, 𝑣𝑖
𝑡−1) + 𝒟2∇
2𝑣𝑖
𝑡 
(5) 
Then the reaction-diffusion model can be rewritten as follows: 
(1 − 𝒟1δ𝑡 ∙ ∇
2)𝑢𝑖
𝑡 = 𝑢𝑖
𝑡−1 + δ𝑡 ∙ 𝑓(𝑢𝑖
𝑡−1, 𝑣𝑖
𝑡−1) 
(1 − 𝒟2δ𝑡 ∙ ∇
2)𝑣𝑖
𝑡 = 𝑣𝑖
𝑡−1 + δ𝑡 ∙ 𝑔(𝑢𝑖
𝑡−1, 𝑣𝑖
𝑡−1) 
(6) 
The matrix form of differential equations will become 
(
𝑩𝟏 𝟎
𝟎 𝑩𝟐
) (𝑼
𝑡
𝑽𝑡
) = (𝑼
𝑡−1 + δ𝑡 ∙ 𝑭
𝑽𝑡−1 + δ𝑡 ∙ 𝑮
) (7) 
where 𝑼𝑡 =  𝑢1
𝑡 , … , 𝑢𝑁
𝑡  𝑇  and 𝑽𝑡 =  𝑣1
𝑡 , … , 𝑣𝑁
𝑡  𝑇 , {𝑭}𝑖 = 𝑓(𝑢𝑖
𝑡−1, 𝑣𝑖
𝑡−1)  and {𝑮}𝑖 =
𝑔(𝑢𝑖
𝑡−1, 𝑣𝑖
𝑡−1)  for 𝑖 = 1,2, … ,𝑁 , δ𝑡  is the time step, 𝑩𝟏  and 𝑩𝟐  are the matrices of constant 
coefficients pertinent to the domain Ω and diffusion constants 𝒟1, 𝒟2: 
𝑩𝟏 = 𝑰 − 𝒟1δ𝑡 ∙ [
𝛁𝑢1
2
⋮
𝛁𝑢𝑁
2
] , 𝑩𝟐 = 𝑰 − 𝒟2δ𝑡 ∙ [
𝛁𝑣1
2
⋮
𝛁𝑣𝑁
2
] (8) 
where 𝑰  is the identity matrix of size 𝑁 , 𝛁𝑢𝑖
2  and 𝛁𝑣𝑖
2  are scalars of size 1 × 𝑁 , denoting the 
Laplacian operator of 𝑢𝑖  and 𝑣𝑖  respectively, i.e., 𝛁𝑢𝑖
2 ∙ 𝑼𝑡 = ∇2𝑢𝑖
𝑡  and 𝛁𝑣𝑖
2 ∙ 𝑽𝑡 = ∇2𝑣𝑖
𝑡 . Hence, 
concentration variables 𝑼𝑡 and 𝑽𝑡 at time step t can be solved through the linear equations 𝐀 ∙ 𝐱 =
𝐛 , where 𝐀 = (
𝑩𝟏 𝟎
𝟎 𝑩𝟐
)  is a constant matrix and 𝐛 = (𝑼
𝑡−1 + δ𝑡 ∙ 𝑭
𝑽𝑡−1 + δ𝑡 ∙ 𝑮
)  that are from the 
concentration variables 𝑼𝑡−1 and 𝑽𝑡−1 at the previous time step t − 1. Here, the square matrix 𝐀 
can be decomposed as 𝐀 = 𝐋𝐔 through LU factorization, where 𝐋 is a lower triangular matrix and 
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𝐔 is an upper triangular matrix. The linear equation  𝐀 ∙ 𝐱 = 𝐛 can be solved by forward and 
backward substitution [143]. 
 
Figure 6.6 Illustrations of the domain Ω with (a) regular grids and (b) irregular grids. 
However, it is necessary to formulate the matrices 𝑩𝟏 and 𝑩𝟐 for the specific domain Ω 
and diffusion constants 𝒟1, 𝒟2 . As shown in Figure 6.6a, the discrete Laplacian operator at 
different locations, i.e., corner, edge and middle, in the regular grid structure can be written as the 
five-point central difference approximation 
Corner: ∇2𝑢𝑚−1,𝑛−1
𝑡 =
𝑢𝑚,𝑛−1
𝑡 +𝑢𝑚−1,𝑛
𝑡 −2𝑢𝑚−1,𝑛−1
𝑡
(δ𝑥)2
 
Edge: ∇2𝑢𝑚−1,𝑛
𝑡 =
𝑢𝑚−1,𝑛−1
𝑡 +𝑢𝑚,𝑛
𝑡 +𝑢𝑚−1,𝑛+1
𝑡 −3𝑢𝑚−1,𝑛
𝑡
(δ𝑥)2
 
Middle: ∇2𝑢𝑚,𝑛
𝑡 =
𝑢𝑚+1,𝑛
𝑡 +𝑢𝑚−1,𝑛
𝑡 +𝑢𝑚,𝑛+1
𝑡 +𝑢𝑚,𝑛−1
𝑡 −4𝑢𝑚,𝑛
𝑡
(δ𝑥)2
 
(9) 
where 𝛿𝑥 is the differences between two adjacent grids for both x and y directions. Similarly, 
∇2𝑣𝑚,𝑛
𝑡  can be obtained by substituting 𝑣 for 𝑢 in Eq. (9). For a N = J × J regular grid, Eq. (8) can 
be written as 
𝑩𝟏 = 𝑰𝑁 −
𝒟1δ𝑡
(δ𝑥)2
∙
[
 
 
 
 
 
 
 
𝐸 𝑰𝐽
𝑰𝐽 𝐶 𝑰𝐽
      
𝑰𝐽 𝐶
⋱
    
𝑰𝐽
⋱
    
⋱
   
𝑰𝐽
   
𝐶 𝑰𝐽
𝑰𝐽 𝐶 𝑰𝐽
𝑰𝐽 𝐸 ]
 
 
 
 
 
 
 
 (10) 
(b) (a) 
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where 𝑰𝐽 is the identity matrix of size J, E and C are J × J matrices as 
𝐸 =
[
 
 
 
 
−2 1
1 −3 1
⋱ ⋱ ⋱
1 −3 1
1 −2]
 
 
 
 
, 𝐶 =
[
 
 
 
 
−3 1
1 −4 1
⋱ ⋱ ⋱
1 −4 1
1 −3]
 
 
 
 
 (11) 
However, isometric graph in the two-dimensional domain Ω has irregular grid structures. 
As shown in Figure 6.6b, the domain Ω = {Γ𝑙}𝑙=1
𝐿  involves non-overlapping closed triangles Γ𝑙, 
where triangles must intersect along a common edge, a common vertex, or not at all. The five-
point central difference approximation in Eq. (9) is not applicable for the irregular grid. Hence, we 
introduce the finite element method (FEM) to develop approximate solutions for the matrices 𝑩𝟏 
and 𝑩𝟐.  
Let 𝜙1, 𝜙2, … , 𝜙𝑁 be the basis functions satisfying 𝜙𝑖 ?̃?𝑗 = 𝛿𝑖𝑗, where ?̃?𝑗 , 𝑗 = 1,2, … ,𝑁 
are locations (triangle vertices) in the domain Ω and 𝛿𝑖𝑗 is the Kronecker delta function, i.e., 𝛿𝑖𝑗 =
1 when 𝑖 = 𝑗 , otherwise, 𝛿𝑖𝑗 = 0. Then concentration variables 𝑢  and 𝑣  can be rewritten as a 
linear combination of the basis functions, i.e., 𝑢(?̃?) = ∑ 𝑢𝑖𝜙𝑖(?̃?)
𝑁
𝑖=1 . The Laplacian operator of 𝑢𝑖 
is derived as 
∇2𝑢𝑖 = −∑ 𝑢𝑗 ∙ (∫ 𝜙𝑖(?̃?)𝑑Ω
Ω
)
−1
∙ (∫ ∇𝜙𝑖(?̃?) ∙ ∇𝜙𝑗(?̃?)𝑑Ω
Ω
)
𝑁
𝑗=1
= 𝛁𝑢𝑖
2 ∙ 𝑼 (12) 
where 𝑼 =  𝑢1, 𝑢2, … , 𝑢𝑁 
𝑇. The detailed derivation of Eq. (12) is in Appendix B. 
If we define the diagonal lumped mass matrix as 
𝑴 =  𝑀𝑖𝑖 𝑖=1
𝑁 = [∫ 𝜙𝑖𝑑Ω
Ω
]
𝑖=1
𝑁
 (13) 
and the symmetric stiffness matrix as 
𝑲 = [𝐾𝑖𝑗]𝑖,𝑗=1
𝑁
= [∫ ∇𝜙𝑖 ∙ ∇𝜙𝑗𝑑Ω
Ω
]
𝑖,𝑗=1
𝑁
 (14) 
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Then we have [
𝛁𝑢1
2
⋮
𝛁𝑢𝑁
2
] = −𝑴−𝟏𝑲 , and [
𝛁𝑣1
2
⋮
𝛁𝑣𝑁
2
] = −𝑴−𝟏𝑲  according to Eq. (12). The practical 
calculation of matrices 𝑴 and 𝑲 is given in Appendix C. Therefore, the matrices 𝑩𝟏 and 𝑩𝟐 can 
be approximated as 
𝑩𝟏 = 𝑰 + 𝒟1δ𝑡 ∙ 𝑴
−𝟏𝑲,𝑩𝟐 = 𝑰 + 𝒟2δ𝑡 ∙ 𝑴
−𝟏𝑲 (15) 
 
Figure 6.7 Reaction-diffusion modeling on the (a) isometric graph and (b) fractal surface. 
To this end, we can utilize the LU factorization to solve the Eq. (7) and simulate reaction-
diffusion dynamics on the isometric graph with irregular grid structures. Figure 6.7a shows the 
𝑼𝑡 =  𝑢1
𝑡 , … , 𝑢𝑁
𝑡  𝑇  at each location ?̃?𝑖 = (𝑥𝑖 , 𝑦𝑖), 𝑖 = 1,2, … ,𝑁 at a specific time index t on the 
isometric graph. Note that geodesic distances between spatial locations are preserved and these 
locations have the one-to-one correspondence from the isometric graph to the fractal surface. 
Therefore, reaction-diffusion variables 𝑼𝑡 are then one-to-one mapped onto the fractal surface at 
locations 𝒔𝑖 = (𝑥𝑖, 𝑦𝑖 , 𝑧𝑖) (see Figure 6.4b). It may be noted that wave patterns are shown to be 
irregular and chaotic while they are mapped onto the high-dimensional fractal surface. 
6.3.4 Spatiotemporal Pattern Recognition 
New reaction-diffusion model in the reduced dimension provides an effective tool to 
simulate spatiotemporal dynamics on fractal surfaces, e.g., propagation and conduction of cardiac 
electrical activity. Next, it is imperative to quantify such spatiotemporal patterns on irregular 
surfaces and investigate how fractal characteristics change these patterns. In this present paper, we 
(a) (b) 
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propose manifold learning to extract low-dimensional basis for describing space-time dynamics in 
the high-dimensional space. This attractive technique leverages similarity or dissimilarity in the 
spatiotemporal data to make inference about system dynamics that are otherwise not apparent in 
the high-dimensional space. Manifold learning not only facilitates the visualization of high-
dimensional dynamics but also provides statistical quantifiers of spatiotemporal patterns on fractal 
surfaces. Let Y(𝒔𝑖, 𝑡), t = 1,⋯ , T denote the spatiotemporal data, where 𝒔𝑖 is the spatial location 
(𝑥𝑖, 𝑦𝑖 , 𝑧𝑖), i = 1,⋯ , N, for N locations and T is the total number of snapshots forming an ensemble 
with time index t (see Figure 6.8). The similarity or dissimilarity in the spatiotemporal data is 
quantified by the distance matrix D𝑇 between different time indices. 
D𝑇(𝑙, 𝑚) = [∑  Y(𝒔𝑖, 𝑡𝑙) − Y(𝒔𝑖, 𝑡𝑚) 
2𝑁
𝑖=1
]
1/2
 (20) 
where D𝑇(𝑙,𝑚)  is a hyper-distance denoting the spatial dissimilarity between two snapshots 
Y(𝒔𝑖, 𝑡𝑙), Y(𝒔𝑖, 𝑡𝑚) with time indexes 𝑡𝑙, 𝑡𝑚, respectively. 
 
Figure 6.8 Spatiotemporal dynamics on the fractal surface at different time indices. 
The hyper-distance matrix D𝑇  quantifies the dissimilarity of spatial data over time. 
However, it cannot be directly used as statistical quantifiers of spatiotemporal patterns. Therefore, 
we propose to treat spatial data at a specific time point, e.g., Y(𝒔, 𝑡𝑙), as nodes in the network and 
D𝑇 as the edge weight between nodes (i.e., adjacency matrix). Very little work has been done to 
derive the network structure from the hyper-distance matrix D𝑇. This is a new means to visualize 
high-dimensional dynamics in the low-dimensional network. In addition, traditional network 
Y(𝒔, 𝑡𝑚) Y(𝒔, 𝑡1) 
… … … 
Y(𝒔, 𝑡𝑙) Y(𝒔, 𝑇) 
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statistics provide new and effective ways to quantify spatiotemporal patterns on the fractal surface. 
This present investigation is an extension from our previous works in self-organizing topology of 
recurrence networks and variable clustering [144, 145]. 
Hence, network structure will be derived from the hyper-distance matrix D𝑇 through the 
self-organizing process. Let 𝑮 =  {𝑽, 𝑬} be the directed and weighted network, where 𝑽 is the set 
of nodes and 𝑬 is the set of edges. We utilized the spring-electrical model to assign two forces 
(i.e., attractive and repulsive forces) between nodes. The repulsive force is defined as 
𝑓𝑟(𝑙,𝑚) = −
1
‖𝒛𝑙 − 𝒛𝑚‖2
∗ 𝑒D𝑇(𝑙,𝑚) (21) 
where 𝒛𝑙 and 𝒛𝑚 are the locations of network nodes 𝑙 and 𝑚. It may be noted that the repulsive 
force is proportional to the distance between two points. This is because a large repulsive force is 
expected to separate the two points when they have a large distance. The attractive force is defined 
as 
𝑓𝑎(𝑙, 𝑚) = ‖𝒛𝑙 − 𝒛𝑚‖
2 ∗ 𝑒−D𝑇(𝑙,𝑚), 𝑙 ↔ 𝑚 (22) 
The attractive force only exists between two connected nodes and is inversely proportional 
to the distance between them, because a bigger attractive force will pull two nodes closer when 
they have a smaller distance. The combined force on a node 𝑙 is the summation of all repulsive 
forces and attractive forces on the node:  
𝑓(𝑙, 𝒛) = ∑ −
𝑒D𝑇(𝑙,𝑚)
‖𝒛𝑙 − 𝒛𝑚‖3
𝑙≠𝑚
(𝒛𝑙 − 𝒛𝑚) + ∑‖𝒛𝑙 − 𝒛𝑚‖
𝑙↔𝑚
(𝒛𝑙 − 𝒛𝑚) ∗ 𝑒
−D𝑇(𝑙,𝑚) (23) 
where 𝒛𝑙⃗⃗  ⃗ −  𝒛𝑙⃗⃗  ⃗ is the force-directional vector, which is separated from 𝑓𝑟(𝑙, 𝑚) and 𝑓𝑎(𝑙,𝑚) to 
define the direction of combined force 𝑓(𝑙, 𝒛).  
The objective of self-organizing process is to optimize spatial locations of network nodes 
by minimizing the total network energy as: Min𝒛{∑ 𝑓
2
𝑙=1,…,𝑇 (𝑙, 𝒛)}. As a result, the structure of 
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the network is steady with the minimal energy. This, in turn, derives a unique geometry from the 
hyper-distance matrix D𝑇. In other words, the optimization function provides us a unique solution 
for the low-dimensional embedding of spatiotemporal data Y(𝒔, 𝑡) into a network. Furthermore, 
network statistics provide new and effective means to quantify spatiotemporal patterns on the 
fractal surface. For example, the shortest path among nodes is an important measure used in 
network research. A popular question in social network is “What is the shortest distance among 
people?” Milgram’s six-degrees of separation experiment in 1967 showed that people in the US 
were on average 6-steps from any other person [146]. Consider the weighted network 𝑮 formed 
by the set of vertices {𝒛𝑙}𝑙=1
𝑇 . Let d(𝒛𝑙, 𝒛𝑚) denote the shortest path between nodes 𝑙 and 𝑚, which 
is calculated using the Dijkstra’s algorithm [142]. If we assume d(𝒛𝑙, 𝒛𝑚) = 0 for disconnected 
nodes 𝑙 and 𝑚, the average path length 𝑙𝐺 is 
𝑙𝐺 =
1
𝑇(𝑇 − 1)
∑ d(𝒛𝑙, 𝒛𝑚)
𝑙≠𝑚
 (24) 
This average path length 𝑙𝐺 describes the average distance among all nodes in a weighted 
network. This measure can be used to compare networks with different ranges of weights. 
Similarly, we define the median path length 𝑚𝐺 as 
𝑚𝐺 = Median({d(𝒛𝑙, 𝒛𝑚)}𝑙≠𝑚) (25) 
6.4 Materials and Experimental Design 
In this present investigation, we illustrated and evaluated the proposed methodology for 
simulation modeling of spiral wave dynamics and turbulent pattern on fractal surfaces.  First, we 
studied the differences of reaction-diffusion dynamics on regular and fractal surfaces. Second, we 
varied the fractal dimension to generate different types of fractal surfaces. Then we investigated 
how fractal characteristics change spatiotemporal dynamic patterns on complex surfaces. Finally, 
nonlinear modeling of spiral formation and turbulent patterns was investigated on an anatomically 
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realistic heart model. We simulated and compared the propagation and conduction of electrical 
activity between a healthy heart and a heart with arrhythmia. Experimental design is detailed as 
follows. 
6.4.1 Nonlinear Reaction-Diffusion Model 
In order to simulate spatiotemporal dynamics, we utilized nonlinear reaction-diffusion 
model, i.e., Fitzhugh-Nagumo (FHN) model [147], which is widely used to simulate cardiac 
electrical conduction on 2-dimensional tissues. Eq. (4) is a general formulation of reaction-
diffusion model. In this present paper, we specify the functions 𝑓 and 𝑔 in FHN kinetic model Eq. 
(4) as 
𝑓(𝑢, 𝑣) = 𝑐1𝑢(1 − 𝑢)(𝑢 − 𝑎) − 𝑐2𝑢𝑣 
𝑔(𝑢, 𝑣) = 𝑏(𝑢 − 𝑑𝑣) 
(26) 
If we substitute Eq. (26) into Eq. (4), the FHN model becomes 
𝜕𝑢
𝜕𝑡
= 𝑐1𝑢(1 − 𝑢)(𝑢 − 𝑎) − 𝑐2𝑢𝑣 + ∇
2𝑢 
𝜕𝑣
𝜕𝑡
= 𝑏(𝑢 − 𝑑𝑣) 
(27) 
where 𝒟1 = 1 , 𝒟2 = 0 , 𝑎 = 0.13 , 𝑏 = 0.013, 𝑐1 = 0.26, 𝑐2 = 0.1, 𝑑 = 1.0  (also see section 
6.3.3), 𝑢 is the membrane voltage, and 𝑣 is the recovery variable. It may be noted that membrane 
voltage 𝑢 is the dynamic variable used to simulate the electrical propagation and conduction on 
the fractal surfaces. 
In addition to differentiating reaction-diffusion dynamics on regular and fractal surfaces, 
we generate different types of fractal surfaces with a variety of fractal dimensions (i.e., from 2.05 
to 2.95, step size 0.05) to study how fractal characteristics change spatiotemporal dynamic patterns 
on complex surfaces (see Figure 6.9). For each fractal dimension, we generated 10 replicates of 
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surfaces so as to obtain the statistical distribution of modeling performance. Two stimulation 
protocols were used to generate spiral waves: (1) 𝑆1 protocol: A basic stimulation (𝑆1) is applied 
at the center of a 33×33 grid for 20 time steps. (2) 𝑆1 − 𝑆2 protocol: After the 𝑆1 stimulation, a 
second premature stimulation (𝑆2) was applied after 4000 time steps and last for 500 time steps at 
3 grids away from the center. These two protocols generate two different types of spiral waves on 
the fractal surfaces. 
 
Figure 6.9 Experimental design for reaction-diffusion modeling on fractal surfaces. 
6.4.2 Whole Heart Simulation 
Furthermore, we studied the nonlinear modeling of spiral formation and turbulent patterns 
on a whole heart. Note that a healthy heart has near-periodic electrical impulses, while cardiac 
arrhythmia has rapid, disorganized and irregular electrical impulses. Specifically, this study 
focuses on the simulation modeling of electrical activities for healthy controls and arrhythmias. 
Recently, computer simulation of electrical conduction and propagation on a human heart is 
receiving increasing attentions, because it overcomes many practical and ethical limitations in real-
world biomedical experiments. In addition, computer simulation offers greater flexibility for 
biomedical scientists to test their hypothesis and develop new hypotheses for cardiovascular 
research and knowledge discovery. 
Stimulation Protocols Network Statistics 
Fractal Dimensions 
2.95 
2.1 
2.05 
𝑙𝐺  
𝑚𝐺  
S1 
S1-S2  
Performance 
Evaluation 
… 
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Cardiac electrical activity is a series of complex biochemical-mechanical reactions, which 
involves orchestrated transportation of large amounts of ions through various biological channels. 
Electrical activity will also propagate from cell to cell through the entire heart to maintain the vital 
living organism. In the literature, cellular automata and reaction-diffusion models were widely 
used to model cardiac electrical propagation and conduction processes [148-151]. A cellular 
automaton is a discrete model with a regular grid of cells, each has a finite number of states. Every 
cell has the same updating rule based on its neighboring states. Because of its simplicity and 
superior computational speed, cellular automata was popular in whole heart simulation. However, 
simplistic assumptions and rules are limited in their ability to model cardiac electrical activity, 
especially on the irregular surfaces. Reaction-diffusion models describe how dynamic variables 
change the distribution in space and time under two processes, i.e., (i) Reaction process: dynamic 
variables are interacting with each other for conversion, and (ii) Diffusion process: dynamic 
variables spread out in space. Although reaction-diffusion models provide more realistic 
simulation of electrical activity through the whole heart, they are more difficult to model on 
irregular surfaces and more computationally expensive than cellular automata. 
 
Figure 6.10 Whole heart models. (a) Colored components of the human heart, (b) Finite element 
meshes, (c) Electrical conduction on the surface of the human heart. 
This present investigation provides a practical solution to simulate electrical propagation 
and conduction through the heart. However, a significant challenges resides in the representation 
(a) (b) (c) 
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of complex geometry of the heart. This representation must not only characterize geometric 
complexities but also yield sufficient resolution to capture activation wavefronts and cell-to-cell 
propagation dynamics. As shown in Figure 6.10, this present investigation utilized an anatomically 
realistic heart geometry for reaction-diffusion modeling of cardiac electrical activity. However, 
traditional finite-difference methods (FDM) are effective on regular surfaces with orthogonal and 
regular grids by discretizing the diffusion tensor in the domain. The complex geometry and high 
dimensionality of heart (see Figure 6.10b) pose great challenges for FDMs. Therefore, we 
proposed reaction-diffusion modeling in the reduced dimension (see section 6.3.3) that is designed 
and developed for irregular grids of fractal surfaces. This new methodology will be demonstrated 
and evaluated for simulation modeling of space-time electrical dynamics on the complex geometry 
of a 3D heart (see Figure 6.10c). 
6.5 Experimental Results 
6.5.1 Spatiotemporal Simulation on Regular and Fractal Surfaces 
 
Figure 6.11 Snapshots of reaction-diffusion dynamical patterns at different time indices on the 
regular surface (a)-(d), and the fractal surface (e)-(h). 
As shown in Figure 6.11, we simulate the spiral formation and turbulent patterns on both 
regular and fractal surfaces. Figure 6.11a-d shows 2-D snapshots at different time indices of space-
time dynamic variable 𝑢 with spiral formation (which rotates over time) on the regular surface. It 
(a) (b) (c) (d) 
(e) (f) (g) (h) 
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may be noted that reaction-diffusion dynamics on the regular surface exhibits the formation of 
spiral waves and periodic patterns. The reaction-diffusion dynamics start with a semicircular arc 
amid the surface (see Figure 6.11a), and then diffuses to the edges of the surface (see Figure 6.11b). 
The membrane voltage vanishes at the top of the surface but re-circulate at the bottom (see Figure 
6.11c), and finally reforms a semicircle in the middle (see Figure 6.11d). As a result, spiral waves 
periodically rotate on the regular surface. 
On the other hand, Figure 6.11e-h show reaction-diffusion dynamics on the fractal surface. 
It may be noted that spatiotemporal patterns in these snapshots are different due to the geometric 
complexity of the fractal surface. Although there are similar patterns as the regular surface, 
semicircular arcs show distinct patterns in the middle of the surface (see Figure 6.11h). The width 
and length of spiral waves are different. After a sufficiently long time period, spiral wave patterns 
become more chaotic on the fractal surface that are vastly different from periodic patterns on the 
regular surface. 
6.5.2 Spatiotemporal Simulation on the 3-D Heart Surface 
Further, we investigated the excitation and propagation of cardiac electrical activity on the 
3-D heart surface. Because of the complexity of heart geometry, we leveraged the proposed 
methodology to address the issues of irregular node spacing, complex boundaries, and regionally 
dependent conductivities in the 3-D heart model. As shown in Figure 6.12, the propagation and 
conduction of electrical activity were simulated and compared between a healthy heart (see Figure 
6.12a-f) and a heart with arrhythmia (see Figure 6.12g-l). It may be noted that the healthy heart 
yields regular and periodic electrical impulses. In the healthy heart, electrical activity is near-
periodically paced by the sinoatrial node in the right atrium in each cardiac cycle (see Figure 
6.12a). Cardiac electric activity propagates throughout the whole heart (see Figure 6.12b-e) and 
eventually vanishes (see Figure 6.12f), then the next cycle starts. 
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However, electrical excitation doesn't begin from the sinoatrial node in the simulation of 
cardiac arrhythmia. Instead, cardiac cycle initiates from another site of the right atrium or muscle 
cells in the nearby pulmonary veins. As such, the rapid and disorganized electrical impulses occur 
around atria (see Figure 6.12g-l). As shown in Figure 6.12, electrical conduction is different 
between the healthy heart and the arrhythmia one. The snapshots in Figure 6.12g-l are taken at the 
same time indices as Figure 6.12a-f. However, traveling patterns of spatiotemporal electrical 
activity are different. It may be noted that space-time patterns in the arrhythmia heart are more 
disorganized than the healthy heart. In addition, electrical waves can rotate and self-circulate in 
the arrhythmia heart without the second stimulus. As such, this causes the heart to fibrillate 
(commonly known as atrial fibrillations) (see Figure 6.12l). Next section will further details the 
pattern recognition of space-time electrical activities in the whole heart between healthy control 
and cardiac arrhythmia. 
 
Figure 6.12 Spatiotemporal dynamics of electrical conduction at different time indices on the 3-D 
heart that is healthy (a)-(f), or is with cardiac arrhythmia (g)-(l). 
6.5.3 Spatiotemporal Pattern Recognition 
Figure 6.12 shows the frames of electrical conduction on the 3-D heart surface over time. 
As aforementioned, we utilized a hyper-distance matrix D𝑇  to quantify the frame-to-frame 
dissimilarity. Each frame, e.g., Y(𝒔, 𝑡𝑙), is treated as nodes in a network and D𝑇 as the edge weight 
(a) (b) (c) (d) (e) (f) 
(g) (h) (i) (j) (k) (l) 
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between nodes (i.e., adjacency matrix). Then, a self-organizing approach is used to derive the 
network topology by minimizing the energy. Figure 6.13 shows geometric structures of low-
dimensional networks derived from spatiotemporal dynamics of the healthy heart (Figure 6.12a-f) 
and a heart with arrhythmia (Figure 6.12g-l).  
 
Figure 6.13 Self-organizing topology of low-dimensional networks derived from spatiotemporal 
electrical conduction and propagation of (a) a healthy heart and (b) a heart with arrhythmia. 
As shown in Figure 6.13a, network structure of the healthy heart shows a regular and 
periodic pattern. However, network topology of the arrhythmia heart is disorganized and irregular 
(see Figure 6.13b). As such, the proposed approach of self-organizing network provides a new 
means to visualize spatiotemporal dynamics in low-dimensional networks, thereby facilitating the 
characterization and quantification of dynamical properties of the underlying complex processes. 
In addition, we investigated how fractal characteristics of a surface impact the 
spatiotemporal patterns. Figure 6.14a shows an example of simulated fractal surfaces with the 
fractal dimension D𝐹 = 2.05. As the fractal dimension is close to dimension 2, the simulated 
fractal surface is flat and similar to 2D regular surface. We used the S1 stimulation protocol to 
generate reaction-diffusion dynamics on the fractal surface. Figure 6.14b is the 3-dimensional 
topology of self-organizing network. Each green node in the network is pertinent to a frame of 
spatiotemporal images (e.g., Figure 6.14c-f).  The movement of nodes along the network trajectory 
reveals the frame-to-frame differences of spatiotemporal patterns on the fractal surface. The nodes 
corresponding to Figure 6.14c and Figure 6.14f are very close in the network, because Figure 6.14c 
(a) (b) 
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is the basic stimulation (S1) at the beginning and Figure 6.14f is pertinent to the vanish waves at 
the end. Figure 6.14d and Figure 6.14e yield smooth waves in the simulation because the fractal 
dimension 2.05 is close to dimension 2 (i.e., a regular 2-D surface). 
 
Figure 6.14 (a) A simulated fractal surface with fractal dimension D𝐹 = 2.05. (b) 3-dimensional 
topology of self-organizing network. (c)-(f) Frames of spatiotemporal patterns on the fractal 
surface (S1 protocol). Note: Each green node in the network is mapped back to its associated 
frame. 
 
Figure 6.15 (a) A simulated fractal surface with fractal dimension D𝐹 = 2.95. (b) 3-dimensional 
topology of self-organizing network. (c)-(f) Frames of spatiotemporal patterns on the fractal 
surface (S1 protocol). Note: Each green node in the network is mapped back to its associated 
frame. 
On the other hand, Figure 6.15 shows the results from the surface with fractal dimension 
D𝐹 = 2.95. Because the fractal dimension is away from dimension 2 (i.e., a regular 2-D surface), 
the simulated fractal surface is uneven and irregular. As a result, spatiotemporal dynamic patterns 
in Figure 6.15c-f are varied from Figure 6.14c-f, although the same S1 protocol is used. Also, the 
path of network trajectory in Figure 6.15b is visually different from Figure 6.14b, particular in the 
(a) 
(f) 
(e) (d) 
(c) 
(b) 
(f) 
(e) (d) 
(c) 
(b) 
(a) 
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beginning and end of network trajectory. However, Figure 6.14 and Figure 6.15 are only visual 
representations of spatiotemporal dynamics in the low-dimensional networks. It is necessary to 
further characterize and quantify dynamical properties of the underlying processes. 
 
Figure 6.16 Network statistics of spatiotemporal dynamics (S1 protocol) on complex surfaces with 
various fractal dimensions. (a) Average path length 𝑙𝐺 and (b) median path length 𝑚𝐺. 
Figure 6.16 shows the distribution of network statistics, i.e., average path length 𝑙𝐺 and 
median path length 𝑚𝐺, with respect to the variations of fractal dimensions. Notably, we generated 
10 replicate surfaces for each fractal dimension. We took the logarithm of two network statistics 
as shown in the y-axis of the plot (see Figure 6.15). Figure 6.16a shows a decreasing trend of the 
average path length 𝑙𝐺 when the fractal dimension is increased from 2.05 to 2.95. As the fractal 
dimension gets bigger, the variance of the average path length 𝑙𝐺 is also increasing. This is because 
replicate surfaces for a bigger fractal dimension often have large variations. Figure 6.15b shows a 
similar trend for the variations of the median path length 𝑚𝐺  when the fractal dimension is 
increasing. 
In addition to the S1 protocol, we have also investigated reaction-diffusion dynamics with 
the S1-S2 stimulation protocol, i.e., a premature stimulation (S2) after the basic stimulation (S1). 
The fractal surfaces used are the same as in Figure 6.14a (D𝐹 = 2.05) and Figure 6.15a (D𝐹 =
2.95). However, S1-S2 protocol generates spiral waves that are more complex on the surfaces. 
Note that the premature stimulation (S2) is applied at the location that is 3 grids away from the 
center (see Figure 6.17b). As such, a semicircular arc appears in the middle of the surface (see 
(a) (b) 
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Figure 6.17c). This semicircular arc continues to propagate after the basic stimulation (S1) 
vanishes at the boundary (see Figure 6.17d). However, the semicircular arc will not completely 
vanish at the boundary. Instead, it will rotate back to the surface to form continuous or self-
circulating “spiral waves” on the surface (see Figure 6.17e-g). It is worth mentioning that the 
network trajectory (See Figure 6.17a) is vastly different from the one with the S1 protocol in Figure 
6.14b. 
 
Figure 6.17 (a) 3-dimensional topology of self-organizing network with fractal dimension D𝐹 =
2.05 in Figure 6.14a. (b)-(g) Frames of spatiotemporal patterns with the S1-S2 protocol on the 
surface. Note: Each green node in the network is mapped back to its associated frame. 
 
Figure 6.18 (a) 3-dimensional topology of self-organizing network with fractal dimension D𝐹 =
2.95 in Figure 6.15a. (b)-(g) Frames of spatiotemporal patterns with the S1-S2 protocol on the 
surface. Note: Each green node in the network is mapped back to its associated frame. 
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Figure 6.18 shows simulation results of S1-S2 protocol on the complex surface with fractal 
dimensions D𝐹 = 2.95 (i.e., the same surface in Figure 6.15a). Although Figure 6.18b-g are taken 
at exactly the same time indices as Figure 6.17b-g, wave patterns are significantly different with 
the same S1-S2 protocol. Note that the path of network trajectory in Figure 6.18a is varied from 
Figure 6.17a, particular in the end of network trajectory. Finally, we also calculated the distribution 
of network statistics for S1-S2 protocol, including average path length 𝑙𝐺 and median path length 
𝑚𝐺, when the fractal dimension is increased from 2.05 to 2.95. As show in Figure 6.19, both 
network statistics are decreasing monotonically with the increasing fractal dimension. The 
variance of network statistics is increasing as the fractal dimension gets bigger. The consistent 
results in Figure 6.16 and Figure 6.19 show that network statistics such as average path length 𝑙𝐺 
and median path length 𝑚𝐺 effective characterize the complexity of fractal surfaces. As such, the 
approach of self-organizing network provides an effective tool for pattern recognition of 
spatiotemporal dynamics on the fractal surfaces. 
 
Figure 6.19 Network statistics of spatiotemporal dynamics (S1-S2 protocol) on complex surfaces 
with various fractal dimensions. (a) Average path length 𝑙𝐺 and (b) median path length 𝑚𝐺. 
6.6 Discussion and Conclusions 
Simulation modeling provides a better understanding of complex phenomena, and thereby 
enables the prediction of system behaviors and optimal control of system operations. However, 
many engineered and natural systems involve irregular and self-similar geometric forms (i.e., 
fractal geometry). Very little has been done to investigate the simulation model of spatiotemporal 
(a) (b) 
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dynamics (e.g., cardiac electrical excitation and conduction) on the fractal geometry. Most of 
previous simulation models were developed for space-time dynamics (e.g., reaction, diffusion and 
propagation) on the Euclidean geometry, e.g., flat planes and rectangular volumes. This brings 
inaccurate approximation of real-world dynamics on fractal surfaces, due to the sensitive 
dependence of nonlinear dynamical systems on initial conditions. There is an urgent need to 
investigate the modeling differences between fractal and Euclidean geometry. This present paper 
developed a suite of methods and tools for simulation modeling of spatiotemporal dynamics on 
fractal surfaces, including fractal surface simulation, isometric graphing for surface 
characterization, dimensionality reduction for reaction-diffusion modeling and Spatiotemporal 
pattern recognition. 
We illustrated and evaluated the proposed methodology for simulation modeling of 
spatiotemporal dynamics on fractal surfaces. First, we compared the differences of reaction-
diffusion dynamics on regular and fractal surfaces. As the geometric complexity of the fractal 
surface is much higher, spatiotemporal patterns on the fractal surface are vastly different from 
periodic patterns on the regular surface. Second, we generated different types of fractal surfaces to 
investigate how fractal characteristics change spatiotemporal dynamic patterns on complex 
surfaces. We leveraged manifold learning to extract low-dimensional basis for describing space-
time dynamics on the fractal surface. Each frame is treated as a network node. We utilized a self-
organizing approach to derive the network topology from a hyper-distance matrix D𝑇 of the frame-
to-frame dissimilarity between nodes (i.e., adjacency matrix). We showed that the distribution of 
network statistics, i.e., average path length 𝑙𝐺  and median path length 𝑚𝐺 , yields a decreasing 
trend when the fractal dimension is increased from 2.05 to 2.95. The decreasing trend is consistent 
for two different types of spatiotemporal dynamics from S1 and S1-S2 protocols. This experiment 
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showed that self-organizing network provides an effective tool for pattern recognition of 
spatiotemporal dynamics on the fractal surfaces. In addition, network statistics such as average 
path length 𝑙𝐺 and median path length 𝑚𝐺 effective characterize the complexity of fractal surfaces.  
Further, we developed the whole-heart simulation model to investigate the excitation and 
propagation of cardiac electrical activity between a healthy heart and a heart with arrhythmia. The 
proposed simulation methodology effectively addresses the complexity of heart geometry such as 
irregular node spacing, complex boundaries, and regionally dependent conductivities. 
Experimental results showed that space-time patterns in the arrhythmia heart are more 
disorganized than the healthy heart. In addition, electrical waves can rotate and self-circulate in 
the arrhythmia heart without the second stimulus. This research demonstrated that the proposed 
methodology outperforms traditional modeling approaches based on the Euclidean geometry, and 
provide effective tools to model and characterize space-time dynamics on fractal surfaces of 
complex systems.
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CHAPTER 7: CONCLUSIONS AND FUTURE WORK 
 
Real-time sensing brings the proliferation of big data that contains rich information of 
complex systems. It is well known that real-world systems show high levels of nonlinear and 
nonstationary behaviors in the presence of extraneous noise. This brings significant challenges for 
human experts to visually inspect the integrity and performance of complex systems from the 
collected data. My research goal is to develop innovative methodologies for modeling and 
optimizing complex systems, and create enabling technologies for real-world applications. 
Specifically, my research focuses on Mining Dynamic Recurrences in Nonlinear and 
Nonstationary Systems for Feature Extraction, Process Monitoring and Fault Diagnosis. This 
research will enable and assist in (i) sensor-driven modeling, monitoring and optimization of 
complex systems; (ii) integrating product design with system design of nonlinear dynamic 
processes; and (iii) creating better prediction/diagnostic tools for real-world complex processes. 
My research accomplishments include the following. 
(1) Feature Extraction and Analysis:  
I proposed a novel multiscale recurrence analysis to not only delineate recurrence  
dynamics in complex systems, but also resolve the computational issues for the large-scale datasets. 
It was utilized to identify heart failure subjects from the 24-hour heart rate variability (HRV) time 
series and control the quality of mobile-phone-based electrocardiogram (ECG) signals.  
(2) Modeling and Prediction:  
I proposed the design of stochastic sensor network to allow a subset of sensors at varying 
locations within the network to transmit dynamic information intermittently, and a new approach 
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of sparse particle filtering to model spatiotemporal dynamics of big data in the stochastic sensor 
network. It may be noted that the proposed algorithm is very general and can be potentially 
applicable for stochastic sensor networks in a variety of disciplines, e.g., environmental sensor 
network and battlefield surveillance network.  
(3) Monitoring and Control:  
Process monitoring of dynamic transitions in complex systems is more concerned with 
aperiodic recurrences and heterogeneous types of recurrence variations. However, traditional 
recurrence analysis treats all recurrence states homogeneously, thereby failing to delineate 
heterogeneous recurrence patterns. I developed a new approach of heterogeneous recurrence 
analysis for complex systems informatics, process monitoring and anomaly detection.  
(4) Simulation and Optimization:  
Another research focuses on fractal-based simulation to study spatiotemporal dynamics on 
fractal surfaces of high-dimensional complex systems, and further optimize spatiotemporal 
patterns. This proposed algorithm is applied to study the reaction-diffusion modeling on fractal 
surfaces and real-world 3D heart surfaces. 
The results and experience gained from my previous projects lay a solid foundation for my 
continued research and innovation in the interdisciplinary field of manufacturing and healthcare. I 
will focus both on fundamental methodology development on related topics and on solutions to 
challenging questions rising from cutting edge problems in my future research. 
(1) Modeling and Prediction of Spatiotemporal Dynamics: 
A variety of important scientific and data-driven problems involve quantities that vary over 
space and time. Examples include time-varying brain image and fMRI data, nanowire growth 
modeling at multiple spatial scales, and temporal movement of climate data. As the dynamics of 
 163 
 
complex systems vary across both space and time, spatiotemporal data is generated from dynamic 
systems, where the dependence of spatial domain on time symbolizes the changes of spatial 
domain over time. Traditional methodologies characterize and model spatiotemporal data in two 
ways: (i) spatially-varying time series model, which separates the temporal analysis for each 
location; (ii) temporally-varying spatial model, which separates spatial analysis for each time point. 
However, both approaches are conditional methods studying either the space given time or time 
given space, and are limited in their capabilities to characterize and model space-time correlations. 
Space-time interactions bring substantial complexity in the scope of modeling and prediction, 
because of spatial correlation, temporal correlation, as well as how space and time interact. My 
research objective is to develop methods and algorithms that work well in practice for a wide range 
of spatiotemporal dynamics as well as various data types. Specifically, this research aims to 
address three challenging problems in the analysis of spatiotemporal data: (i) learn underlying 
spatiotemporal dynamics, (ii) delineate and model informative spatiotemporal patterns and (iii) 
provide optimal prediction for various type of dynamic systems. This research will provide 
researchers with powerful, principled and highly automatic methods to analyze and optimally 
predict spatiotemporal dynamics of complex systems.  
(2) Multiscale Analysis of Complex Systems: 
Complex systems consist of many interrelated and interdependent components linked 
through numerous relationships and interactions. Therefore, complex systems approaches enable 
researchers to study aspects of the real world for which events and actions have multiple causes 
and consequences, and where order and structure coexist at different scales of time, space, and 
organization. Moreover, with the advancement of microprocessors, miniature sensors, wired and 
wireless digital networks, contemporary monitoring devices collect enormous amount of datasets 
 164 
 
exhibited from complex systems. However, data collected from complex systems typically exhibit 
at least one of the following properties: (i) Nonlinearity: the relationships among components are 
not additive; (ii) Nonstationarity: the statistical properties of the system’s output change with time; 
(iii) Multiscale variability: systems exhibit varying patterns over a range of scales.  
Therefore, complex systems defy understanding based on the traditional reductionist 
approach, in which one attempts to understand a system’s behavior by combining all constituent 
parts that have been analyzed separately. My research objective is to develop nonlinear dynamic 
methodologies that incorporate the concept of scale explicitly, so that different behaviors of signals 
on varying scales will be simultaneously characterized by the same scale-dependent methodology. 
Specifically, this research aims to (i) develop concepts and methodologies (e.g., cellular automata, 
scale-free and small-world network topologies, deterministic chaos and self-organization) under 
the multiscale framework to investigate complex systems; (ii) study complex processes in biology, 
economics, engineering, and many other fields (e.g., Earth's global climate, human brain, social 
organization and ecosystem). This research will provide a deeper understanding of complex 
systems, and facilitate the development of controls and strategies to make systems more efficient.  
(3) Smart Sensor Network for Process Monitoring and Design Optimization: 
Wireless sensor network has emerged as a key technology for monitoring space-time 
dynamics of complex systems, e.g., environmental sensor network, battlefield surveillance 
network, and body area sensor network. Sensors are easily networked through wireless links, 
deployed in large numbers and distributed throughout complex physical systems. Distributed 
sensing provides an unprecedented opportunity to monitor space-time dynamics of complex 
systems and to improve the quality and integrity of operation and services. However, sensor 
failures are not uncommon in traditional sensing systems. In other words, realizing the full 
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potential of sensor network hinges on the development of novel information-processing algorithms 
to support the design and exploit the uncertain information. Moreover, traditional sensing systems 
lack an effective decision-support systems that can make optimal decisions with incomplete 
information. My research objective is to develop a smart sensor network for process monitoring 
and design optimization. By “smart”, I mean the sensor network (i) has the ability to monitor 
complex systems with incomplete sensor information, and (ii) will provide customized 
rehabilitation when systems have ill conditions or even failed. This research will develop 
innovative methodologies and interventions that add intelligence to smart sensor networks for 
improving the functionality of complex systems.  
In summary, my research is aimed at creating a rigorous body of knowledge for complex 
systems analysis, monitoring, modeling, optimization and decision making, which has great 
potentials for both academic intellectual merits and broader societal impact.  
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APPENDIX B: PROOF OF COROLLARY 
 
Corollary: The Laplacian operator of 𝑢𝑖 in the domain Ω with the triangular mesh is 
∇2𝑢𝑖 = −∑ 𝑢𝑗 ∙ (∫ 𝜙𝑖(?̃?)𝑑Ω
Ω
)
−1
∙ (∫ ∇𝜙𝑖(?̃?) ∙ ∇𝜙𝑗(?̃?)𝑑Ω
Ω
)
𝑁
𝑗=1
= 𝛁𝑢𝑖
2 ∙ 𝑼 
where 𝑼 =  𝑢1, 𝑢2, … , 𝑢𝑁 
𝑇. 
Proof: If Φ, 𝑢 ∈ 𝐻(Ω), where 𝐻(Ω) = {𝑓: Ω → ℝ, ∫ 𝑓2𝑑Ω < ∞
Ω
} is a function space that all the 
functions are bounded (i.e., quadratic integrable). The Chain rule from calculus gives that  
∇(Φ ∙ ∇𝑢) = ∇Φ ∙ ∇𝑢 + Φ ∙ ∇2𝑢                                           (B.1) 
Furthermore, using Gauss’s theorem on ∇(Φ ∙ ∇𝑢) we have 
∫ ∇(Φ ∙ ∇𝑢)𝑑Ω
Ω
= ∫ (Φ ∙ ∇𝑢) ∙ ?⃗? 𝑑𝑆
∂Ω
                                       (B.2) 
where 𝑑Ω = dx ∙ dy is a surface element in Ω, ?⃗?  is the unit normal direction pointing outward at 
the boundary ∂Ω with line element 𝑑𝑆. Then, we integrate Eq. (B.1) on both sides and apply Eq. 
(B.2) to get 
∫ ∇(Φ ∙ ∇𝑢)𝑑Ω
Ω
= ∫ Φ ∙ ∇2𝑢𝑑Ω
Ω
+ ∫ ∇Φ ∙ ∇𝑢𝑑Ω = ∫ (Φ ∙ ∇𝑢) ∙ ?⃗? 𝑑𝑆
∂ΩΩ
            (B.3) 
Moreover, in our presented research, we assume that the derivatives of concentration 
variables 𝑢  and 𝑣  vanish at the boundary, i.e., ∇𝑢 = ∇𝑣 = 0  at ∂Ω . Therefore ∫ (Φ ∙ ∇𝑢) ∙
∂Ω
?⃗? 𝑑𝑆 = 0 and Eq. (B.3) becomes to  
∫ Φ ∙ ∇2𝑢𝑑Ω
Ω
= −∫ ∇Φ ∙ ∇𝑢𝑑Ω
Ω
                                      (B.4) 
Let Φ(?̃?) = 𝜙𝑖(?̃?), then Eq. (B.4) can be rewritten as  
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∫ 𝜙𝑖(?̃?) ∙ ∇
2𝑢(?̃?)𝑑Ω
Ω
= −∫ ∇𝜙𝑖(?̃?) ∙ ∇𝑢(?̃?)𝑑Ω
Ω
= −∫ ∇𝜙𝑖(?̃?) ∙ ∇ (∑ 𝑢𝑗𝜙𝑗(?̃?)
𝑁
𝑗=1
)𝑑Ω
Ω
= −∑ 𝑢𝑗 ∙ (∫ ∇𝜙𝑖(?̃?) ∙ ∇𝜙𝑗(?̃?)𝑑Ω
Ω
)
𝑁
𝑗=1
 
(B.5) 
It may be noted that 𝜙𝑖 ?̃?𝑗 = 0 for all 𝑗 ≠ 𝑖. Then, ∇
2𝑢𝑖 from Eq. (B.5) becomes 
∇2𝑢𝑖 = −∑ 𝑢𝑗 ∙ (∫ 𝜙𝑖(?̃?)𝑑Ω
Ω
)
−1
∙ (∫ ∇𝜙𝑖(?̃?) ∙ ∇𝜙𝑗(?̃?)𝑑Ω
Ω
)
𝑁
𝑗=1
= 𝛁𝑢𝑖
2 ∙ 𝑼 (B.6) 
where 𝑼 =  𝑢1, 𝑢2, … , 𝑢𝑁 
𝑇.
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APPENDIX C: NUMERICAL CALCULATION 
 
Numerical calculation of the diagonal lumped mass matrix, 𝑴 =  𝑀𝑖𝑖 𝑖=1
𝑁 =
[∫ 𝜙𝑖𝑑ΩΩ ]𝑖=1
𝑁
, and the symmetric stiffness matrix, 𝑲 = [𝐾𝑖𝑗]𝑖,𝑗=1
𝑁
= [∫ ∇𝜙𝑖 ∙ ∇𝜙𝑗𝑑ΩΩ ]𝑖,𝑗=1
𝑁
. 
First, the integration on domain Ω is approximated by the sum of integrations on each 
nonoverlap triangulation Γ𝑙 , i.e., 𝑀𝑖𝑖 = ∫ 𝜙𝑖𝑑ΩΩ = ∑ ∫ 𝜙𝑖𝑑ΩΓ𝑙
𝐿
𝑙=1  and 𝐾𝑖𝑗 = ∫ ∇𝜙𝑖 ∙ ∇𝜙𝑗𝑑ΩΩ =
∑ ∫ ∇𝜙𝑖 ∙ ∇𝜙𝑗𝑑ΩΓ𝑙
𝐿
𝑙=1 .  
Second, we illustrate the integration of a triangle Γ𝑙  with vertices ?̃?𝑖 = (𝑥𝑖, 𝑦𝑖) , ?̃?𝑗 =
(𝑥𝑗 , 𝑦𝑗) and ?̃?𝑘 = (𝑥𝑘, 𝑦𝑘) as shown in Figure 6.6(b). First, the basis function 𝜙𝑖(∙) associated with 
vertex ?̃?𝑖 can be expressed as 
𝜙𝑖(?̃?) =
𝜓𝑗𝑘(?̃?)
𝜓𝑗𝑘(?̃?𝑖)
 (C.1) 
where 𝜓𝑗𝑘(?̃?) = (𝑥 − 𝑥𝑘) 𝑦𝑗 − 𝑦𝑘 − (𝑦 − 𝑦𝑘) 𝑥𝑗 − 𝑥𝑘 , and the basis functions for vertices ?̃?𝑗 
and ?̃?𝑘  are defined analogously. Therefore, we have elements of two 𝑁 × 𝑁  sparse matrices 
𝑴(Γ𝑙) = 𝑆𝑝𝑎𝑟𝑠𝑒{𝑀𝑝𝑝(Γ𝑙)}𝑝=𝑖,𝑗,𝑘 and 𝑲
(Γ𝑙) = 𝑆𝑝𝑎𝑟𝑠𝑒{𝐾𝑝𝑞(Γ𝑙)}𝑝,𝑞=𝑖,𝑗,𝑘 as  
𝑀𝑝𝑝(Γ𝑙) = ∫ 𝜙𝑝𝑑Ω
Γ𝑙
=
|Γ𝑙|
3
, 𝑝 = 𝑖, 𝑗, 𝑘 
𝐾𝑝𝑞(Γ𝑙) = ∫ ∇𝜙𝑝 ∙ ∇𝜙𝑞𝑑Ω
Γ𝑙
= ∇𝜙𝑝 ∙ ∇𝜙𝑞 ∙ |Γ𝑙|, 𝑝, 𝑞 = 𝑖, 𝑗, 𝑘 
(C.2) 
where |Γ𝑙| = |𝑥𝑗𝑦𝑘 − 𝑥𝑘𝑦𝑗 − 𝑥𝑖𝑦𝑘 + 𝑥𝑘𝑦𝑖 + 𝑥𝑖𝑦𝑗 − 𝑥𝑗𝑦𝑖|/2  is the area of the triangle Γ𝑙 . And 
elementary calculations yield  
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∇𝜙𝑘 ∙ ∇𝜙𝑖 =
 𝑦𝑗 − 𝑦𝑖  𝑦𝑘 − 𝑦𝑗 −  𝑥𝑖 − 𝑥𝑗  𝑥𝑗 − 𝑥𝑘 
𝜓𝑗𝑖(?̃?𝑘)𝜓𝑘𝑗(?̃?𝑖)
 (C.3) 
With similar expressions obtained for ∇𝜙𝑘 ∙ ∇𝜙𝑗, ∇𝜙𝑖 ∙ ∇𝜙𝑗, |∇𝜙𝑖|
2, |∇𝜙𝑘|
2 and |∇𝜙𝑗|
2
.  
Finally, the matrices 𝑴 and 𝑲 can be obtained by summing matrices through all triangles 
{Γ𝑙}𝑙=1
𝐿  as 𝑴 = ∑ 𝑴(Γ𝑙)
𝐿
𝑙=1  and 𝑲 = ∑ 𝑲(Γ𝑙)
𝐿
𝑙=1 . 
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