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INTERIOR-POINT METHODS FOR UNCONSTRAINED
GEOMETRIC PROGRAMMING AND SCALING PROBLEMS
PETER BU¨RGISSER, YINAN LI, HAROLD NIEUWBOER, AND MICHAEL WALTER
Abstract. We provide a condition-based analysis of two interior-point meth-
ods for unconstrained geometric programs, a class of convex programs that
arise naturally in applications including matrix scaling, matrix balancing, and
entropy maximization. Our condition numbers are natural geometric quanti-
ties associated with the Newton polytope of the geometric program, and lead
to diameter bounds on approximate minimizers. We also provide effective
bounds on the condition numbers both in general and under combinatorial
assumptions on the Newton polytope. In this way, we generalize the itera-
tion complexity of recent interior-point methods for matrix scaling and matrix
balancing. Recently, there has been much work on algorithms for certain op-
timization problems on Lie groups, known as capacity and scaling problems.
For commutative groups, these problems reduce to unconstrained geometric
programs, which serves as a particular source of motivation for our work.
1. Introduction
Geometric programming is an optimization paradigm that generalizes linear pro-
gramming and has a wide range of applications [15, 6]. In this paper, we are con-
cerned with unconstrained geometric programs. These are optimization problems
of the form
minimize f(z)
subject to z ∈ Rn, z > 0, (1.1)
where f(z) is a posynomial in positive real variables z1, . . . , zn. That is,
f(z) =
k∑
i=1
qiz
ωi =
k∑
i=1
qi
n∏
j=1
z
ωi,j
j , (1.2)
where the coefficients qi are positive and the exponents ωi,j are real numbers. In
a general geometric program (GP), one adds posynomial inequality and monomial
equality constraints. Although posynomials are non-convex in general, they are con-
vex in x after the change of variables z = ex. As such, they are the simplest family
of geodesically convex programming problems. It is well-known that standard con-
vex programming techniques, like the ellipsoid method or interior-point methods,
can solve GP in polynomial time, see for instance [36, 29, 4, 7, 24, 39, 40, 34, 27].
Furthermore, it has been observed that interior-point methods are also efficient and
robust in practice (cf. [7, 6]). However, explicit iteration complexity bounds are not
readily available in the current literature.
In this paper, we present a detailed analysis of two interior-point algorithms for
unconstrained GP in terms of natural geometric condition numbers. Our first algo-
rithm applies to instances that (roughly speaking) have a well-conditioned Newton
polytope, while our second algorithm has no such assumption but instead relies on
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a novel condition number for the GP. We also provide effective bounds on these
condition numbers both in general and under suitable combinatorial assumptions.
The latter assumptions apply in particular to matrix scaling and balancing and,
as a consequence, we match the iteration complexity of the recent work [12]. In
fact, the recent interest in generalized scaling problems is a particular source of
motivation for this paper, and we expand on this connection in §1.2.3.
1.1. Computational problems. Let us discuss the computational problems as-
sociated with (1.1) in more detail. We first introduce some terminology and no-
tation. We write q = (q1, . . . , qk) ∈ Rk++ for the vector of coefficients and Ω =
{ω1, . . . , ωk} ⊆ Rn for the set of exponents of the posynomial (1.2). By the loga-
rithmic change of variables exj = zj , j ∈ [n], and eF = f , we can write (1.1) as1
F ∗ = inf
x∈Rn
F (x), F (x) = log
k∑
i=1
qie
〈ωi,x〉, (1.3)
where 〈·, ·〉 denotes the standard inner product in Rn. The objective F (x) is a
convex function. It will in general not attain its infimum F ∗, as the domain is un-
bounded. The problem of unconstrained geometric programming is to approximate
the infimum to arbitrary precision:
Problem 1.1 (Unconstrained GP). Given as input the exponents ω1, . . . , ωk ∈ Rn,
coefficients q ∈ Rk++, and a precision δ∈(0, 1), find xδ ∈ Rn such thatF (xδ)≤F ∗+δ.
Clearly, any solution to this problem provides a (1 + 2δ)-multiplicative and a
(2 ‖q‖1 δ)-additive approximation to the value of the original geometric program (1.1).
Problem 1.1 depends crucially on the Newton polytope of f , which is defined as
the convex hull of the exponents Ω = {ω1, . . . , ωk} (recall that all coefficients qj are
assumed nonzero). Two well-known important properties are:
(a) the infimum exists (i.e., F ∗ > −∞) if and only if 0 ∈ conv Ω, and
(b) the infimum is attained (i.e., F ∗ = F (x) for some x ∈ Rn, so in particular
F ∗ is finite) if and only if 0 ∈ relint conv Ω.
Property (a) characterizes when Problem 1.1 has a solution. It follows from the
observation that F is unbounded from below if and only if there exists some x ∈ Rn
such that 〈ωi, x〉 < 0 for all i ∈ [k], which in turn is equivalent to 0 6∈ conv Ω by
Farkas’ lemma. Thus, deciding whether F ∗ is finite or not can be done by testing
membership in the Newton polytope (a linear programming problem).
Property (b) may be interpreted as characterizing when the instance is well-
conditioned. To get some intuition, one can verify that the gradient ∇F (x) is
a convex combination of the exponents ωi, with positive coefficients. Thus if F
has a minimum then 0 is in relative interior of the Newton polytope. We give a
quantitative version of the reverse implication in §2.
By convexity, Problem 1.1 is directly related to the problem of minimizing the
gradient ∇F (x). We refer to this as the associated scaling problem, as it captures
the well-known polynomial scaling and matrix scaling problems as important special
cases (see §1.2.2 for details).
Problem 1.2 (Scaling problem). Given as input the exponents ω1, . . . , ωk ∈ Rn,
coefficients q ∈ Rk++, and a precision ε > 0, find xε ∈ Rn such that ‖∇F (xε)‖2 ≤ ε.
1Throughout this paper log is the natural logarithm (so with respect to base e).
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The scaling problem is feasible for all ε > 0 precisely when F is bounded from
below, that is, when the Newton polytope contains the origin.
In many applications, which we will elaborate on in §1.2, one is naturally inter-
ested in varying a given geometric program by translating all exponents by some
fixed vector θ ∈ Rn. For this, let
F ∗θ = inf
x∈Rn
Fθ(x), Fθ(x) = log
k∑
i=1
qie
〈ωi−θ,x〉 = F (x)− 〈θ, x〉. (1.4)
When we refer to the Newton polytope of such a shifted problem, we always mean
the convex hull of the original exponents Ω = {ω1, . . . , ωk}.
In the remainder of this paper we will focus on solving the following computa-
tional problems, which generalize Problems 1.1 and 1.2:
Problem 1.3 (Unconstrained GP with shift). Given as input a shift θ ∈ Rn,
exponents ω1, . . . , ωk ∈ Rn, q ∈ Rk++, and a precision δ ∈ (0, 1), find xδ ∈ Rn such
that Fθ(xδ) ≤ F ∗θ + δ.
Problem 1.4 (Scaling problem with shift). Given as input a shift θ ∈ Rn, expo-
nents ω1, . . . , ωk ∈ Rn, q ∈ Rk++, and a precision ε > 0, find xε ∈ Rn such that
‖∇Fθ(xε)‖2 = ‖∇F (xε)− θ‖2 ≤ ε.
Throughout we will always assume that the shift is contained in the Newton poly-
tope (i.e., θ ∈ conv Ω). This assumption is natural, since otherwise the two problems
have no solution (the latter for small ε), as follows from properties (a) and (b).
1.2. Motivations and prior work. Before discussing our results we discuss three
important motivations from machine learning and optimization, which reduce to
unconstrained GPs and have been subject of intense recent research. This will also
shed more light on the connection between Problems 1.3 and 1.4.
1.2.1. Entropy maximization. The Lagrange dual of the convex optimization prob-
lem (1.4) is given by an entropy maximization problem. More precisely,
F ∗θ = inf
x∈Rn
Fθ(x) = sup
{
−DKL(p‖q) :
k∑
i=1
piωi = θ,
k∑
i=1
pi = 1, p ≥ 0
}
, (1.5)
where DKL(p‖q) =
∑k
i=1 pi log
pi
qi
denotes the Kullback–Leibler (KL) divergence
between a probability distribution p and the distribution q (which need not be
normalized). Thus, the dual program (1.5) is feasible when θ is in the Newton
polytope, and the optimal solution is a probability distribution on Ω ∼= [k] with
mean θ that minimizes the KL divergence to the initial distribution q. When
q = (1, . . . , 1) is the all-ones vector, −DKL(p‖q) =
∑k
i=1 pi log
1
pi
is the Shannon
entropy of p. In this case, Eq. (1.5) amounts to the discrete entropy maximization
problem which naturally arises in machine learning and statistics, motivated by the
maximum entropy principle [25, 26].
To solve the entropy maximization problem, [39, 40] proposed ellipsoid methods
for the equivalent geometric program (1.4) that are tractable even when k is large.
They focused on the case that Ω consists of integer vectors (which is already of
substantial interest) and gave a priori diameter bounds as required for the ellipsoid
method. In [39], it was shown that if θ is at a distance η > 0 from the boundary of
the Newton polytope then there is a minimizer x∗ of norm ‖x∗‖2 ≤ log kη . In [40], a
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diameter bound was obtained in terms of the unary facet complexity of the Newton
polytope: if conv Ω can be described by linear inequalities with integer coefficients
in {−M, . . . ,M}, then for any θ ∈ conv Ω there is a δ-approximate minimizer xδ
to the problem (1.4) with ‖xδ‖2 ≤ R where R = poly(n,M, log 1δ ). This bound is
particularly useful if θ is very close to (or on) the boundary of the Newton polytope.
Below we show how to generalize these diameter bounds to the case that the Newton
polytope is not integral.
More recently, [11] discusses a second-order box-constrained Newton method for
entropy maximization, based on results from [2]. The number of required iter-
ations for approximately minimizing the objective is polynomial in R, log 1δ and
a parameter known as the robustness parameter of the objective. Robustness of
the objective gives local quadratic approximations, and the robustness parameter
controls the diameter of the region in which these approximations hold. A more
general version of this second-order method is presented in [9].
1.2.2. Matrix scaling. Let M ∈ Rn×n be a matrix with non-negative entries, and
suppose we are given non-negative vectors r, c ∈ Rn with ‖r‖1 = ‖c‖1 = 1. Let r(M)
denote the vector of row sums of M , and let c(M) denote the vector of column sums.
Then the (r, c)-matrix scaling problem asks us to rescale the rows and columns
of M so that its row and column sums are given by r and c, respectively. That is,
we wish to find positive diagonal matrices L,R ∈ Rn such that r(LMR) = r and
c(LMR) = c. This problem is very well-studied and has a wide range of applications
(see, e.g., [2, 12] and references therein). A strongly polynomial algorithm based on
the Sinkhorn-Knopp algorithm is presented in [33], and recent works provide very
fast algorithms [2, 12].
The connection to unconstrained GP is as follows. Consider the objective
f(x1, . . . , xn, y1, . . . , yn) =
n∑
i,j=1
Mije
xi+yj (1.6)
in 2n variables and let θ = (r, c). Then,
∇Fθ(x, y) =
∑
i,j Nij(ei, ej)∑
i,j Nij
− θ =
(
r(N), c(N)
)
‖N‖1
− (r, c),
where N = LMR is the matrix rescaled by L = diag(exi) and R = diag(eyj ). This
shows that finding an approximate (r, c)-matrix scaling is precisely equivalent to
Problem 1.4 and can be achieved by solving a geometric program, as in Problem 1.3.
Indeed, state-of-the-art algorithms for matrix scaling (as well as the very similar
matrix balancing problem) are based on minimizing Fθ or closely related functions,
and our results can be understood as a generalization of the interior point method
of [12] to arbitrary unconstrained GPs.
1.2.3. Optimization over linear group actions. Let G be a continuous group acting
linearly on a complex vector space V = Ck by a representation pi : G → GL(V ),
with GL(V ) the group of invertible linear operators. The action partitions the
vector space into orbits Ov = {pi(g)v : g ∈ G} for v ∈ V . A basic algorithmic
problem is then to compute the smallest norm of any vector in an orbit, known as
the capacity cap(v) = inf{‖w‖2 : w ∈ Ov} of v.
The capacity problem for suitable groups and actions captures natural important
problems in computational complexity, algebra, analysis, quantum information, and
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statistics: see the recent developments [20, 19, 1, 10, 16, 31, 32, 9, 17, 18, 3, 14]. In
the special case when G is commutative, estimating the capacity of a vector can be
recast as an unconstrained GP [9]. We briefly recall the connection. Let G = T(n)
be the group of invertible diagonal complex n × n matrices. Under very mild
assumptions, pi has the following simple form: there exists an orthonormal basis
e1, . . . , ek of V and integer vectors ω1, . . . , ωk ∈ Zn such that pi(g)ei =
∏n
j=1 g
ωi,j
j ei
for any i ∈ [k] and g = diag(g1, . . . , gn) ∈ T(n). Accordingly, given an arbitrary
vector v =
∑k
i=1 viei we have
‖pi(g)v‖22 =
k∑
i=1
|vi|2
n∏
j=1
|gj |2ωi,j ,
By replacing qi = |vi|2 and exj = |gj |2, we see that computing log cap(v) reduces
to solving an unconstrained GP of the form (1.3).
To make this connection concrete, we briefly sketch how the matrix scaling prob-
lem discussed earlier arises as a special case. Consider the group G = T(n)×T(n) ∼=
T(2n) and the vector space V = Cn×n of complex n × n-matrices, endowed with
the Frobenius norm. The action is given by pi(g, h)A = gAh. Then,
‖pi(g, h)A‖2F =
∑
i,j
|giAijhj |2 .
Therefore, substituting |gi|2 = exi , |hj |2 = eyj , and Mij = |Aij |2 returns us pre-
cisely to the situation of Eq. (1.6).
Interestingly, most of the concepts used in the above discussions are not restricted
to the case where G is commutative. We briefly recall some of the concepts and re-
fer the readers to [9] for more details. Consider a ‘nice’ noncommutative group such
as G = GL(n) acting on V by pi : G → GL(V ). The function F (g) = log ‖pi(g)v‖2
is not convex but geodesically convex. Geodesic convexity can be thought of as
a generalization of convexity in Euclidean spaces to arbitrary Riemannian mani-
folds. Here this means that the function F (exp(tH)g) is convex in t ∈ R for any
Hermitian n × n matrix H and g ∈ GL(n), where exp(·) denotes the matrix ex-
ponential map. We can minimize geodesically convex functions on Riemannian
manifolds just as in the Euclidean case by minimizing the gradient ∇F (g), which
in the present context is the Hermitian n × n matrix defined by the property:
Tr(∇F (g)H) = ∂t=0 log ‖pi(exp(tH)gv‖2. A surprising result is that the closure of
the set {spec(∇F (g)) : g ∈ G}, where spec(·) denotes the vector of eigenvalues of a
Hermitian matrix in non-increasing order, is always a convex polytope, known as a
moment polytope [35, 30, 5, 23, 28]! Note that when restricted back to the commuta-
tive group setting, all the aforementioned concepts coincide with the ordinary ones
(geodesically convex → convex, Riemannian gradient → gradient, moment poly-
tope → Newton polytope). Thus, efficient algorithms for solving unconstrained
GP and the corresponding scaling problem are an important step towards a deeper
understanding of the capacity problem of general (noncommutative) group actions.
This serves as an important motivation for our work. In this spirit, we note that
the box-constrained Newton methods of [2, 12, 11] have recently been generalized
to general noncommutative capacity and scaling problems [1, 9].
1.3. Our results. We provide two interior-point algorithms for unconstrained geo-
metric programming and the corresponding scaling problem (Problems 1.1 to 1.4).
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Figure 1. An illustration of rθ and Rθ, the distance from θ to the
boundary and the radius of the smallest containing ball about θ,
respectively.
The two algorithms differ in that the first algorithm assumes well-conditioned in-
stances, where the shift θ is contained in the relative interior of the Newton poly-
tope, while the second algorithm applies to any point in the Newton polytope. For
each algorithm, we give natural condition numbers associated with the input that
allow us to tightly bound the number of iterations required to find an approximate
solution. For rational inputs, we accompany these results with a priori bounds for
these condition numbers that are exponential in the encoding length of the input
(resulting in polynomial-time algorithms), and we explain how to obtain polynomial
bounds in special situations. Our results improve over the optimization algorithms
of [9], which apply to general capacity and scaling problems, and our iteration
complexities generalize recent results for matrix scaling and balancing [12].
1.3.1. Well-conditioned instances. We first discuss our results in the well-conditioned
situation. Here we use the following natural condition measures:
Definition 1.5 (Geometric condition measures). For an instance of the uncon-
strained GP or scaling problem with Ω = {ω1, . . . , ωk} ⊆ Rn and shift θ ∈ conv Ω,
define the distance from θ to the (relative) boundary of the Newton polytope as
rθ = max{r ≥ 0 : B(θ, r) ∩ aff Ω ⊆ conv Ω} = d(θ, ∂ conv Ω)
where B(θ, r) denotes the closed ball centered at θ with radius r, and aff Ω denotes
the affine hull. Equivalently, rθ is the radius of the largest ball about θ contained in
the polytope. Similarly, define the radius of the smallest enclosing ball about θ as
Rθ = min{R ≥ 0 : conv Ω ⊆ B(θ,R)} = max
i∈[k]
‖ωi − θ‖2 . (1.7)
We say that the instance is well-conditioned if rθ > 0, otherwise it is called ill-
conditioned. Thus, the instance is well-conditioned when θ is in the relative interior
of the Newton polytope, and ill-conditioned if it is on the boundary.
We remark that the ratio Rθ/rθ can be understood as a natural scale-invariant
condition number of the instance. See Fig. 1 for an illustration.
The geometric condition measure rθ is closely related to a condition measure due
to Goffin [21], which is widely used in the context of testing polyhedral cone feasi-
bility (e.g., see [8, 13]). Let A ∈ Rn×k be a matrix with nonzero columns a1, . . . , ak,
and let aˆi = ai/‖ai‖2. The Goffin measure ρ(A) of A is defined as
ρ(A) = max
x∈im(A)\{0}
min
j∈[n]
〈aˆj , x〉
‖x‖2
.
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Its inverse has been called the GCC condition number [8, §6.7]. To see the connec-
tion, note that the distance to the boundary can be reformulated as
rθ = min
x∈W\{0}
max
i∈[k]
〈ωi − θ, x〉
‖x‖2
,
where W is the linear span of the ωi − θ in Rn (see Lemma 2.1). Therefore, if
every ωi−θ is a unit vector, then rθ/Rθ = rθ = −ρ(A), where A is the matrix with
columns ai = ωi−θ. As such, rθ can in general be viewed as an unnormalized Goffin
measure. Indeed, while normalizing the vectors ai does not affect the solvability of
the corresponding conic feasibility problem, the relative sizes of the vectors ωi − θ
directly influence the value of the corresponding geometric program, and so it is
natural not to normalize in our setting.
Besides the geometric condition measures, we will also need the following quan-
tity which captures the condition of the distribution q ∈ Rk++:
β =
‖q‖1
mini∈[k] qi
, (1.8)
where ‖q‖1 =
∑k
i=1 qi denotes the `1-norm. In general, k ≤ β ≤
maxi∈[k] qi
mini∈[k] qi
k < ∞.
We note that since θ ∈ conv Ω, it holds that
F ∗θ ≥ log min
i∈[k]
qi, (1.9)
hence Fθ(0)− F ∗θ ≤ log(β).
Our first result is a bound on the number of iteration steps of a natural interior-
point method (IPM) which solves unconstrained GP for well-conditioned instances.
Theorem 1.6. There exists an interior-point algorithm (Algorithm 3.4) that, given
as input a well-conditioned instance of the unconstrained GP problem with shift
(Problem 1.3), returns xδ ∈ Rn such that
Fθ(xδ) ≤ F ∗θ + δ
within
O
(√
k log
(
k
Rθ
rθ
1
δ
log(kβ)
))
iterations, where rθ and Rθ are the geometric quantities from Definition 1.5 and
β is defined in Eq. (1.8). The starting point of the algorithm is determined explicitly
by the input, and every iteration is a Newton step for a known function.
We emphasize that it is not necessary to provide a lower bound on rθ as in-
put. The algorithm follows the interior-point method framework of [36, 37], which
consists of a preliminary stage and a main stage. The preliminary stage uses a
starting point that is easily computed in terms of the input data, and outputs
a starting point for the main stage within O(
√
k log(k Rθrθ log(kβ))) Newton iter-
ations. The main stage then produces a sequence of points x0, x1, . . . such that
Fθ(xj) − F ∗θ ≤ C log(kβ)e−
jc√
k for some constants c, C > 0, implying the claimed
iteration bound.
The same algorithm along with a known result relating the precision for geomet-
ric programming to the precision required to solve the scaling problem gives the
following result (see §3.5).
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Figure 2. An illustration of the facet gap. For each facet of the
Newton polytope, its affine hull is indicated by a solid thin line.
The dashed line segments indicate the shortest distance between
each affine hull and the closest ωi not contained in the affine hull.
The shortest line segment is dotted; its length is the facet gap ϕ.
Corollary 1.7. There exists an algorithm that, given as input a well-conditioned
instance of the scaling problem with shift (Problem 1.4), returns xε ∈ Rn such that
‖∇Fθ(xε)‖2 = ‖∇F (xε)− θ‖2 ≤ ε
within
O
(√
k log
(
k
Rθ
rθ
Rθ
ε
log(kβ)
))
iterations.
1.3.2. General instances. We now discuss our results for general instances (well-
conditioned or not). Here we provide an interior-point algorithm that approximates
the unconstrained GP to arbitrary precision with an iteration complexity bound
that is independent of θ. For this, we prove a θ-independent diameter bound for
approximate minimizers. The quantity that controls our bound is the following.
Definition 1.8 (Facet gap). Let Ω ⊆ Rn be a finite set. The facet gap ϕ > 0 of Ω
is the smallest distance from any ω ∈ Ω to the affine span of any facet of conv Ω
not containing ω. That is, it is the largest ϕ > 0 such that
d(ω, aff F ) ≥ ϕ
for any facet F ⊆ conv Ω and ω ∈ Ω \ F .
See Fig. 2 for an illustration. The facet gap does not just depend on conv Ω,
i.e., it is not a quantity that is purely controlled by the geometry of the Newton
polytope. We provide an example that shows that this is necessary for any diameter
bound in the ill-conditioned setting (Example 2.5).
Our diameter bound in terms of the facet gap (Theorem 2.4) generalizes a θ-
independent diameter bound obtained in [40] for integral Ω ⊆ Zn to arbitrary
Ω ⊆ Rn, with only small modifications to the proof. The quantity that controls
their diameter bound is called the unary facet complexity of the Newton polytope,
denoted by ufc. We recover their diameter bound by showing that, in the integral
case, the facet gap and the unary facet complexity are related by ϕ−1 ≤ √n · ufc.
See §2 for details. Finally, we denote the diameter of the Newton polytope by
N = max
i 6=j
‖ωi − ωj‖2 . (1.10)
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Our algorithmic result is then the following.
Theorem 1.9. There is an interior-point algorithm (Algorithm 3.3) that, given as
input an instance of the unconstrained GP problem (Problem 1.3) with shift θ ∈
conv Ω and a lower bound 0 < ϕ0 ≤ ϕ on the facet gap, returns xδ ∈ Rn such that
Fθ(xδ) ≤ F ∗θ + δ
within
O
(√
k log
(
kn
N
ϕ0
1
δ
log
(
kβ
δ
)))
iterations. The starting point is determined explicitly by the input, and every iter-
ation is a Newton step with respect to a known function that depends on ϕ0.
Theorem 1.9 applies to arbitrary points θ in the Newton polytope and achieves an
iteration complexity that is fully independent of θ. In contrast, Theorem 1.6 applies
only to well-conditioned instances and its complexity is sensitive to the distance
of θ to the boundary of the Newton polytope. However, the former algorithm relies
crucially on an a priori lower bound on the facet gap of Ω, while the latter has no
such requirement. As such, our two algorithmic results are incomparable.
As in the well-conditioned case, our algorithm also allows one to solve the scaling
problem with a similar iteration complexity bound.
Corollary 1.10. There exists an algorithm that, given as input an instance of
the scaling problem (Problem 1.4) with shift θ ∈ conv Ω as well as a lower bound
0 < ϕ0 ≤ ϕ on the facet gap, returns xε ∈ Rn such that
‖∇Fθ(xε)‖2 = ‖∇F (xε)− θ‖2 ≤ ε
within
O
(√
k log
(
kn
N
ϕ0
Rθ
ε
log
(
kβRθ
ε
)))
iterations.
The algorithm in Corollary 1.10 can also solve the weak membership problem for
the Newton polytope or any other convex polytope given in V-representation [22].
Suppose one is given Ω ⊆ Qn, θ ∈ Qn, and ε > 0, without assuming that θ ∈ conv Ω.
The weak membership problem asks to assert either that d(θ, conv Ω) ≤ ε or that
the ball B(θ, ε) is not contained in conv Ω (these conditions are not mutually ex-
clusive). One can run the algorithm from Corollary 1.10 with q = (1, . . . , 1) ∈ Rk,
precision ε, and the lower bound on the facet gap given below in (1.12). If the algo-
rithm does not terminate within the stated (polynomial) number of iterations, or if
the returned point xε ∈ Rn does not satisfy ‖∇F (xε)− θ‖2 ≤ ε, one may conclude
that θ 6∈ conv Ω, hence B(θ, ε) is not contained in conv Ω either. Otherwise, we
obtain a point xε ∈ Rn such that ‖∇F (xε)− θ‖2 ≤ ε; since ∇F (xε) ∈ conv Ω, one
can therefore safely assert that d(θ, conv Ω) ≤ ε.
1.3.3. Bounds on condition measures. Up to now, instances of the GP and scaling
problems were allowed to be given by arbitrary real vectors. We now discuss how
our condition measures (and thereby the iteration complexity) can for rational
instances be effectively bounded in terms of the encoding length. We will focus
our attention on rθ and ϕ since the other condition measures β, Rθ, and N can be
straightforwardly bounded from their definition (see Eqs. (1.7), (1.8) and (1.10)).
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Throughout, we follow the conventions of [22] for the encoding length: we encode
rational numbers (and rational vectors) in binary, and write 〈·〉 for the encoding
length.
We first consider the distance of θ to the boundary of the Newton polytope
(Definition 1.5). In §4.1, we prove the following upper bound on the distance to
the boundary for well-conditioned rational instances:
log2 r
−1
θ ≤ 6n2 max
i∈[k]
〈ωi〉+ 〈θ〉. (1.11)
This bound implies that the iteration complexity of the interior-point method in
Theorem 1.6 is bounded by a polynomial in the encoding length of the instance.
In the (not necessarily commutative) setting of [9], where Ω ⊆ Zn is integral, a
first-order method was found which solves the scaling problem in poly(1/ε,Rθ)
iterations. They also developed a second-order method for the unconstrained GP
problem based on the recently introduced notion of robustness whose iteration
complexity is poly(log(1/δ), Rθ/rθ, n) (cf. [2, 12, 11]). Our results therefore improve
upon both, as we have a logarithmic dependence on 1/ε (for the scaling problem)
and 1/δ (for the geometric program), and logarithmic dependence on Rθ/rθ.
We provide a bound similar to Eq. (1.11) on the facet gap. For rational instances,
log2 ϕ
−1 ≤ (6n2 + 1) max
i∈[k]
〈ωi〉. (1.12)
This bound implies that the iteration complexity of the interior-point method in
Theorem 1.9 is bounded by a polynomial in the encoding length of the instance
(without any dependence on θ).
The preceding bounds allow us to compare the performance of Theorem 1.6 and
Theorem 1.9 on well-conditioned instances. We find that the second algorithm
typically has lower iteration complexity, since it is independent of the encoding
length of θ while the dependence on the other parameters is comparable. We
note that the first algorithm has the advantage that by running the main stage
for a sufficient number of iterations we can approximate the geometric program to
arbitrary precision (see discussion below Theorem 1.6). This is not the case for the
second algorithm, which depends nontrivially on the desired accuracy.
The general bounds on the condition measures in terms of the encoding length
can be improved under a combinatorial hypothesis. Let us say that an instance
is totally unimodular if the exponents ωi are all integral and the matrix A whose
columns are given by the ωi is totally unimodular, i.e., every subdeterminant is ±1
or 0. Then the facet gap can be polynomially bounded as (see Theorem 4.5)
ϕ−1 ≤ n3/2. (1.13)
We can similarly bound the distance to the boundary for well-conditioned instances
as r−1θ ≤ 2〈θ〉n3/2. The latter bound appears in [9] in the special case where θ = 0;
there, the quantity rθ is known as the weight margin. The total unimodularity
also implies a polynomial bound on Rθ and N . As such, for totally unimodular
instances, the interior point algorithm in Theorem 1.9 can solve the unconstrained
GP problem in O˜(
√
k log( 1δ )) iterations and the scaling problem in O˜(
√
k log( 1ε ))
iterations. The O˜ notation hides a poly(input length) term inside the logarithm.
As an important source of totally unimodular instances, suppose that G is a
directed graph with vertex set V = [n], edge set E of size k, and edge weights qij > 0
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for ij ∈ E. Since the incidence matrix of a directed graph is totally unimodular [38,
§19.3, Example 2], the associated geometric program
FG,θ(x) = log
∑
ij∈E
qije
xi−xj − 〈θ, x〉 (1.14)
is totally unimodular.
Many widely studied applications fall into this setting. For example, recall the
matrix scaling problem from §1.2.2. If G is a complete bipartite directed graph,
then Eq. (1.14) recovers the matrix scaling objective function in Eq. (1.6) up to
a trivial change of variables y → −y. Thus our interior point algorithm requires
O˜(
√
k log( 1ε )) iterations for finding an ε-approximate (r, c)-scaling of a non-negative
matrix with k non-zero entries (if such a scaling exists). The matrix balancing
problem can similarly be modeled by taking G to be a complete directed graph.
Unconstrained GPs of the form Eq. (1.14) can in general be related to nonlinear
flow problems on directed graphs [12].
The iteration complexity that we obtain for matrix scaling and balancing slightly
improves over (but is essentially the same as) the one given in [12] for an interior-
point method designed specifically for these problems. It is natural to ask whether
we can also meet the time complexity of the latter, which relied on a slightly different
objective function and a clever implementation of approximate Newton iterations
by using Laplacian solvers. We leave this question for future investigation.
1.4. Organization of the paper. The rest of this paper is organized as follows. In
§2 we discuss the condition numbers defined in Definitions 1.5 and 1.8 in detail and
show how they imply diameter bounds on (approximate) minimizers of the GP. In §3
we explain how to use these diameter bounds together with the general framework
of interior-point methods to prove Theorems 1.6 and 1.9 and their corollaries. In
§4, we give a priori bounds on the condition numbers in terms of the encoding
length of the input and we also provide better condition number bounds when the
geometric program is totally unimodular.
1.5. Acknowledgments. We would like to thank Daniel Dadush for inspiring dis-
cussions, and Sander Gribling for helpful feedback. MW acknowledges support
through an NWO Veni grant no. 680-47-459. PB was partially funded by the Eu-
ropean Research Council (ERC) under the European’s Horizon 2020 research and
innovation programme (grant agreement No 787840).
2. Condition measures and diameter bounds
In this section, we discuss the condition measures defined in Definitions 1.5
and 1.8 in more detail and show how they imply diameter bounds on the geomet-
ric program. Throughout, we fix an instance of the unconstrained GP or scaling
problem with Ω = {ω1, . . . , ωk} ⊆ Rn, q ∈ Rk++, and shift θ ∈ conv Ω. Recall from
Eq. (1.4) that the objective function Fθ : Rn → R is given by
Fθ(x) = log
k∑
i=1
qie
〈ωi−θ,x〉.
We denote its infimum by F ∗θ = infx∈Rn Fθ(x). The promise that θ ∈ conv Ω
guarantees that F ∗θ is finite. We further note that
Fθ(x) = Fθ(x+ h) ∀h ∈W⊥, (2.1)
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where W denotes the linear span of the ωi − θ in Rn. Since θ ∈ conv Ω, this
is the same as the direction vector space of aff Ω and hence independent of θ.
Equation (2.1) implies that we can restrict the optimization problem to W .
2.1. Well-conditioned instances. We first consider the case that the instance
is well-conditioned. Recall that this means that θ is in the relative interior of the
Newton polytope, so rθ > 0, where
rθ = d(θ, ∂ conv Ω) = max{r ≥ 0 : B(θ, r) ∩ aff Ω ⊆ conv Ω}
denotes the distance from θ to the (relative) boundary of the Newton polytope, as
in Definition 1.5. We have the following useful dual expression.
Lemma 2.1. Let θ ∈ relint conv Ω. Then,
rθ = min
x∈W
‖x‖2=1
max
u∈conv Ω
〈u− θ, x〉 = min
x∈W\{0}
max
i∈[k]
〈ωi − θ, x〉
‖x‖2
.
Proof. The second equality is clear. To see the first equality, note that for any
vector x ∈ W with ‖x‖2 = 1, maxu∈conv Ω 〈u − θ, x〉 is the distance from θ to the
face of conv Ω determined by the vector x. Now minimizing over all such x results
in the shortest distance from θ to any face of the polytope conv Ω, that is, in rθ. 
Alternatively, Lemma 2.1 can be proved by using polar duality. We now state
our diameter bound for well-conditioned instances. In addition to the distance rθ,
we also need the quantity
β =
‖q‖1
mini∈[k] qi
,
from Eq. (1.8) which captures the condition of the coefficients q in the GP.
Lemma 2.2. Let θ ∈ relint conv Ω. For all x ∈W with norm ‖x‖2 > log(cβ)rθ , where
c > 0, there exists i0 ∈ [k] such that
qi0e
〈ωi0−θ,x〉 > c ‖q‖1 .
In particular, Fθ(x) > Fθ(0) + log c.
Proof. Let x ∈W be such that ‖x‖2 > log(cβ)rθ . By Lemma 2.1,
rθ ≤ max
i∈[k]
〈ωi − θ, x〉
‖x‖2
,
and hence there exists i0 ∈ [k] such that
〈ωi0 − θ, x〉 ≥ rθ ‖x‖2 > log(cβ).
This establishes the first claim, since now
qi0e
〈ωi0−θ,x〉 > qi0e
log(cβ) = cqi0β ≥ c ‖q‖1 .
The second claim follows from this, since eFθ(x) ≥ qi0e〈ωi0−θ,x〉 and eFθ(0) = ‖q‖1.

Corollary 2.3 (Well-conditioned diameter bound). Let θ ∈ relint conv Ω. Then
there exists x ∈W with ‖x‖2 ≤ log βrθ such that
Fθ(x) = F
∗
θ .
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In the case where Ω ⊆ {0, 1}n and q = (1, . . . , 1) is the all-ones vector, the
diameter bound ‖x‖2 ≤ nrθ was obtained in [39]. Ref. [40] improves this bound to
‖x‖2 ≤ log krθ for general Ω but the same q (a special case of Corollary 2.3).
2.2. General instances. In this subsection we allow θ to be an arbitrary point in
the Newton polytope. Here, the central quantity is the facet gap of Ω, which we
recall was defined as the largest constant ϕ > 0 such that
d(ω, aff F ) ≥ ϕ
for any facet F ⊆ conv Ω and ω ∈ Ω \ F (see Definition 1.8).
The following theorem improves upon [40, Thm. 4.1], as we will discuss below
Proposition 2.7. Its proof follows essentially the same argument, with a slight
modification that also avoids the recursion and leads to a slightly better bound.
Theorem 2.4 (Diameter bound via facet gap). For any 0 < δ < 2β and θ ∈ conv Ω,
there exists x ∈W such that
‖x‖2 ≤
m
ϕ
log
(
2β
δ
)
and
Fθ(x) ≤ F ∗θ + δ,
where m = dim aff Ω ≤ n.
Proof. To start, choose vectors aj ∈W with ‖aj‖2 = 1 and scalars bj ∈ R for j ∈ J
some finite index set, such that the Newton polytope is defined by
conv Ω = {p ∈ aff Ω : 〈p, aj〉 ≤ bj ∀j ∈ J} .
We assume each inequality defines a facet of the polytope. Define the normal
cone Nω at a vertex ω to be Nω = {
∑
j∈Jω cjaj : cj ≥ 0} where Jω = {j ∈ J :
〈aj , ω〉 = bj} is the set of tight constraints at ω. It is well-known that W =
⋃
ω Nω,
where ω ranges over the vertices of conv Ω (the normal fan is complete).
Now fix θ ∈ conv Ω and let x∗ ∈W be such that
Fθ(x
∗) ≤ F ∗θ +
δ
2
.
Then x∗ ∈ Nω′ for some vertex ω′ ∈ Ω of conv Ω, hence there exists a sub-
set J ′ ⊆ Jω′ ⊆ J and non-negative numbers {cj}j∈J′ such that x∗ =
∑
j∈J′ cjaj .
By Carathe´odory’s theorem, we may assume |J ′| ≤ m = dimW . Now define
∆ :=
1
ϕ
log
(
2β
δ
)
,
which is positive by the assumption that δ < 2β, and set
x :=
∑
j∈J′
min(cj ,∆)aj .
Since ‖aj‖2 = 1, we have ‖x‖2 ≤ |J ′| · ∆ ≤ m∆, so x satisfies the desired norm
bound.
To complete the proof, it therefore suffices to show that
Fθ(x) ≤ Fθ(x∗) + δ
2
. (2.2)
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We start by setting c′j = min(cj ,∆) for convenience, so that x =
∑
j∈J′ c
′
jaj . Let J0
consist of those j ∈ J ′ such that c′j 6= cj , i.e., cj > ∆ and c′j = ∆. We may assume
there exists at least one j0 ∈ J0; otherwise, cj ≤ ∆ for every j ∈ J ′, so we have
x = x∗ and Eq. (2.2) holds trivially. Now consider the intersection of Ω with the
face defined by the constraints J ′,
Ω′ = {ω ∈ Ω : 〈aj , ω〉 = bj ∀j ∈ J ′},
If ω ∈ Ω \ Ω′, then ω 6∈ aff Ω′, and
〈ω, x〉 − 〈ω′, x〉 =
∑
j∈J′
c′j〈ω − ω′, aj〉 =
∑
j∈J′
c′j (〈ω, aj〉 − bj)
≤ c′j0 (〈ω, aj0〉 − bj0) = ∆ (〈ω, aj0〉 − bj0)
≤ −ϕ∆ = log
(
δ
2β
)
.
The first inequality holds since each term in the sum is non-positive. The second
inequality follows from the observation that the distance from ω to the affine span
of the facet defined by aj0 and bj0 is
bj0 − 〈ω, aj0〉
‖aj0‖2
= bj0 − 〈ω, aj0〉 ≥ ϕ
by definition of the facet gap. So we obtain for ω ∈ Ω \ Ω′ that
βe〈ω−ω
′,x〉 ≤ δ
2
. (2.3)
On the other hand, if ω ∈ Ω′, then
〈ω − θ, x〉 = 〈ω − θ, x∗〉 −
∑
j∈J0
(cj − c′j)〈ω − θ, aj〉 ≤ 〈ω − θ, x∗〉 (2.4)
since cj ≥ c′j and 〈θ, aj〉 ≤ bj = 〈ω, aj〉 for all j ∈ J ′. Therefore, we now obtain
Fθ(x) = log
( ∑
i:ωi∈Ω′
qie
〈ωi−θ,x〉
)
+ log
(
1 +
∑
i:ωi 6∈Ω′ qie
〈ωi−θ,x〉∑
i:ωi∈Ω′ qie
〈ωi−θ,x〉
)
≤ log
( ∑
i:ωi∈Ω′
qie
〈ωi−θ,x〉
)
+
∑
i:ωi 6∈Ω′ qie
〈ωi−θ,x〉∑
i:ωi∈Ω′ qie
〈ωi−θ,x〉
≤ log
( ∑
i:ωi∈Ω′
qie
〈ωi−θ,x〉
)
+
∑
i:ωi 6∈Ω′ qie
〈ωi−θ,x〉
qi′e〈ω
′−θ,x〉
≤ log
( ∑
i:ωi∈Ω′
qie
〈ωi−θ,x∗〉
)
+
δ
2
≤ Fθ(x∗) + δ
2
.
In the second inequality we denote by i′ ∈ [k] an index such that ωi′ = ω′, observing
that ω′ ∈ Ω′. The third inequality follows from Eqs. (2.3) and (2.4). 
In contrast with the diameter bound for well-conditioned instances, which is in
terms of the distance of θ to the boundary of the Newton polytope, the diameter
bound in Theorem 2.4 is independent of the shift θ. However, the facet gap is not
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an intrinsic property of the Newton polytope conv Ω but rather depends on the
entire set of exponents Ω, so the same is true for the diameter bounds in terms of
the facet gap. The following example shows that this is necessary.
Example 2.5. Consider for ϕ ∈ (0, 1/2] the instance with Ω = {0, ϕ, 1} ⊆ R,
q = (1, 1, 1) ∈ R3, and θ = 0. It is clear that conv Ω = [0, 1] and that Ω has facet
gap equal to ϕ. Furthermore, we have
Fθ(x) = log (1 + e
ϕx + ex) ≥ 0
and limx→−∞ Fθ(x) = 0, so F ∗θ = 0. On the other hand,
Fθ(x) ≥ log (1 + eϕx) ,
so any δ-approximate minimizer for δ ∈ (0, 1) must satisfy |x| ≥ −x ≥ 1ϕ log 12δ .
We now explain how Theorem 2.4 implies the diameter bound of [40, 11]. We
first recall a definition from [40].
Definition 2.6 (Unary facet complexity). Let P ⊆ Rn be an integral polytope.
The unary facet complexity ufc(P ) is the smallest integer M ≥ 0 such that P can
be described as the intersection of the affine span of P with half-spaces 〈p, a〉 ≤ b,
where a ∈ Zn, b ∈ R, and ‖a‖∞ ≤M .
The following proposition shows that the facet gap can be bounded in terms of
the unary facet complexity.
Proposition 2.7. Let Ω ⊆ Zn. Then the facet gap ϕ of Ω satisfies
1
ϕ
≤ √n · ufc(conv Ω).
Proof. For any facet F ⊂ conv Ω there exists a corresponding half-space 〈·, a〉 ≤ b
defined by a ∈ Zn, b ∈ R, and ‖a‖∞ ≤ ufc(conv Ω). Then the affine span of the
facet is given by aff F = aff Ω ∩H, where H is the affine hyperplane
H = {p ∈ Rn : 〈a, p〉 = b} .
As a consequence, the distance from any ω ∈ Ω \ F to aff F can be lower bounded
by the distance of ω to the affine hyperplane H, that is,
d(ω, aff F ) ≥ b− 〈a, ω〉‖a‖2
=
〈a, ω′〉 − 〈a, ω〉
‖a‖2
≥ 1√
n · ufc(conv Ω) ,
where ω′ is an arbitrary point in Ω ∩ F . To see the inequality, note that the
numerator is positive and an integer since a, ω, ω′ ∈ Zn, so at least 1, whereas the
denominator is at most
√
n · ufc(conv Ω). 
Thus, Theorem 2.4 and Proposition 2.7 imply the following diameter bound: For
integral Ω ⊆ Zn, there exists a δ-approximate minimizer of Fθ of norm
‖x‖2 ≤ n3/2 ufc(conv Ω) log
(
2kmax qimin qi
δ
)
≤ n3/2 ufc(conv Ω)
(
2Lp + log
(
2k
δ
))
,
where Lp = maxi |log qi| and we used that β ≤ kmax qimin qi ≤ ke2Lp . The right-hand side
bound is essentially the original diameter bound from [40] with a logarithmically
improved dependence on n. The middle bound is very similar to a bound stated in
an older version of [11].
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3. Interior-point methods and complexity analysis
In this section, we show that approximate minimizers of Fθ may be found ef-
ficiently using interior-point methods (IPM). The idea is to rewrite the geometric
program as a linear optimization over a (more complicated) convex domain, for
which we know an explicit self-concordant barrier functional. The domain and
the corresponding barrier will be slightly different in the well-conditioned and the
general case.
3.1. Background: the barrier method. We recall the standard interior-point
formalism for solving a convex program
minimize 〈c, p〉
subject to p ∈ D, (3.1)
where c ∈ E and D ⊆ E is a closed convex set of some Euclidean space E, and 〈·, ·〉
is the inner product on E. We follow the exposition in [37] and omit most proofs;
another source on interior-point methods is [36].
Let us first fix some notation and language. We denote by val the optimal value
of Eq. (3.1), and we say pδ ∈ D is a δ-minimizer of Eq. (3.1) if
〈c, pδ〉 ≤ val + δ.
We say a functional Ψ: int(D) → R is twice continuously differentiable if its gra-
dient and Hessian, which we shall always denote by
g(p) = ∇Ψ(p), H(p) = ∇2Ψ(p),
are well-defined at any point p ∈ int(D), and H(p) depends continuously on p.
Recall that such a function is strictly convex if for any p ∈ D, the Hessian H(p)
is positive definite. In this case, the Hessian H(p) defines a local norm on E for
any p ∈ D: for v ∈ E, we write
‖v‖(p) =
√
〈v,H(p)v〉 .
We also write B◦p(p, 1) = {p′ ∈ E : ‖p′ − p‖(p) < 1} for the open ball with radius 1
centered at some point p ∈ D, measured in the local norm ‖·‖(p) at the same point.
The following notion is central in interior-point methods.
Definition 3.1. Let D ⊆ E be closed convex with non-empty interior. A (strongly
non-degenerate) self-concordant barrier functional for D is a strictly convex and
twice continuously differentiable function Ψ: int(D) → R, satisfying the following
additional properties:
(a) For any p ∈ int(D), the open ball B◦p(p, 1) is contained in int(D). Moreover,
for any p′ ∈ B◦p(p, 1), we have
1− ‖p′ − p‖(p) ≤
‖v‖(p′)
‖v‖(p)
≤ 1
1− ‖p′ − p‖(p)
for all v ∈ E \ {0}.
(b) The complexity parameter ν of the barrier, defined by
ν := sup {∥∥H(p)−1g(p)∥∥2
(p)
: p ∈ int(D)},
is finite.
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One can show that a self-concordant barrier Ψ blows up at the boundary of its
domain: if pi ∈ int(D) converges to p ∈ ∂D, then Ψ(pi) → ∞ and ‖g(pi)‖2 → ∞
for i→∞; see [37, Thm 2.2.9]. An instructive example is the barrier Ψ(p) = − log p
for the half-line R+ ⊆ R, which has complexity parameter ν = 1. Self-concordance
can also be defined in terms of an estimate of the third derivatives by the second
derivatives.
We now return to the convex program in Eq. (3.1) and suppose that the do-
main D is bounded and admits a self-concordant barrier functional Ψ as above.
Standard barrier methods consist of a main stage and a preliminary stage. In
the main stage, one follows the central path, which consists of the minimizers
z(η) ∈ int(D) of the self-concordant functionals
Ψη(p) := η〈c, p〉+ Ψ(p)
for every η ∈ R++. These minimizers exist, since the domain is bounded and
Ψ blows up at its boundary, and they are unique, since Ψ is strictly convex. It is
well-known (cf. [37, (2.12)]) that
〈c, z(η)〉 ≤ val + ν
η
, (3.2)
so following the central path as η → ∞ guarantees convergence of z(η) to a mini-
mizer z of the objective. The preliminary stage is used beforehand to find a point
sufficiently close to the central path to start the main stage.
The main stage is described in Algorithm 3.1. One assumes to have a starting
parameter η0, and a starting point p0 ∈ int(D), which is an approximate minimizer
of Ψη0 , so in particular close to z(η0). Then, for i ≥ 1, one chooses an appropri-
ate ηi > ηi−1 such that a single Newton step for the function Ψηi at point pi−1
produces a point pi that is guaranteed to remain close to the central path. Since
∇Ψηi(p) = ηic+∇Ψ(p) = ηic+ g(p) and ∇2Ψηi(p) = ∇2Ψ(p) = H(p), the point pi
obtained by taking a single Newton step is given by
pi = pi−1 − (∇2Ψηi(pi−1))−1∇Ψηi(pi−1) = pi−1 −H(pi−1)−1(ηic+ g(pi−1)).
If we write
αi(p) :=
∥∥H(p)−1(ηic+ g(p))∥∥(p) ,
then the length of the Newton step, measured in the local norm at pi−1, is αi(pi−1).
Furthermore, one can show that αi(p) is directly related to the distance of p to the
minimizer z(ηi) of Ψηi (cf. [37, Thm. 2.2.5]). Therefore, by choosing the ηi such
that αi(pi) stays small, we guarantee that the iterates pi remain close to the central
path. This is achieved by first estimating αi(pi−1) in terms of αi−1(pi−1), the ra-
tio ηi/ηi−1, and the complexity parameter ν of the barrier, and then bounding αi(pi)
in terms of αi(pi−1) using self-concordance [37, (2.15)–(2.16)]. Provided ηi → ∞
as i→∞, Eq. (3.2) suggests that the pi converge to a minimizer of the objective.
A suitable choice of the ηi, along with a quantitative guarantee on the precision
achieved by any particular pi is given by the following theorem.
Theorem 3.2 (Main stage, [37, p. 46 and (2.14)]). Let Ψ: int(D)→ R be a strongly
non-degenerate self-concordant barrier functional for D with complexity parameter
ν ≥ 1. Let η0 > 0 be given, and suppose p0 ∈ int(D) satisfies
α0(p0) =
∥∥H(p0)−1(η0c+ g(p0))∥∥(p0) ≤ 19 . (3.3)
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Algorithm 3.1: MainStage
Input: starting point p0 ∈ D, starting parameter η0 > 0, objective c ∈ E,
iteration count T ≥ 0, complexity parameter ν ≥ 1 and oracle access
to gradient g(p) and Hessian H(p) of barrier Ψ: int(D)→ R
1 for i = 1, . . . , T do
2 ηi ←
(
1 + 1
8
√
ν
)
ηi−1;
3 pi ← pi−1 −H(pi−1)−1 (ηic+ g(pi−1)) ; . Newton step for Ψηi at pi−1
4 end
5 return pT ;
Then the iterations of Algorithm 3.1 are well-defined and we have, for all i ∈ [T ],
that αi(pi) ≤ 19 , ‖pi − z(ηi)‖(z(ηi)) ≤ 15 , and 〈c, pi〉 ≤ val + 65ηi ν.
In particular, for T ≥ 10√ν log( 65 νη0δ ), Algorithm 3.1 returns a point pT ∈ int(D)
satisfying
〈c, pT 〉 ≤ val + δ.
The goal of the preliminary stage is to find a starting point and a starting
parameter satisfying the hypotheses of Theorem 3.2. The algorithm is presented
in Algorithm 3.2. One starts from an arbitrary point p′0 ∈ int(D) and follows the
central path associated with the objective −g(p′0) and the same self-concordant
barrier. This objective is chosen because p′0 is the minimizer of −µ〈g(p′0), p〉+ Ψ(p)
when µ = 1, i.e., p′0 is exactly on the central path at time 1. Now one decreases the
parameter µ, rather than increasing it, until one obtains an approximate minimizer
of Ψ = Ψ0. Finally, one chooses an appropriate η0 > 0 and performs a single
Newton step for Ψη0 that is guaranteed to yield a point p0 satisfying Eq. (3.3).
Only this last step depends on the objective c of the convex program (3.1). The
following definition and theorem bound the number of iterations of Algorithm 3.2
and give a lower bound on η0.
Definition 3.3 (Symmetry). Let D ⊆ E be a compact convex subset, and let
p ∈ int(D). The symmetry of D with respect to p is defined by
sym(p) = max {a ≥ 0 : p+ a(p−D) ⊆ D}.
If L is an affine line through p, then L ∩ D consists of two chords from p to the
boundary of D; the symmetry parameter sym(p) is the smallest possible ratio of
the lengths of the smallest and longest chord. Therefore, the symmetry is always at
most 1, and from this description, it is also clear that one can bound the symmetry
by providing a ball centered at p contained in the interior of D, and another ball
centered at p containing all of D; see Lemma 3.8.
Theorem 3.4 (Preliminary stage, [37, (2.19)]). Let Ψ: int(D) → R be a strongly
non-degenerate self-concordant barrier functional for D with complexity parameter
ν ≥ 1, let p′0 ∈ int(D) be a starting point, and let c ∈ E be the objective. Then Al-
gorithm 3.2 with this choice of starting point p′0 outputs a vector p0 ∈ int(D) and
η0 > 0 satisfying Eq. (3.3), i.e.,∥∥H(p0)−1(η0c+ g(p0))∥∥(p0) ≤ 19 ,
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Algorithm 3.2: PreliminaryStage
Input: starting point p′0 ∈ D, objective c ∈ E, complexity parameter ν ≥ 1
and oracle access to gradient g(p) and Hessian H(p) of barrier
Ψ: int(D)→ R
1 µ0 ← 1;
2 g0 ← g(p′0);
3 i← 0;
4 while
∥∥H(p′i)−1g(p′i)∥∥(p′i) > 16 do
5 i← i+ 1;
6 µi ←
(
1− 1
8
√
ν
)
µi−1;
7 p′i ← p′i−1 −H(p′i−1)−1(−µig0 + g(p′i−1)); . Newton step for −µig0+Ψ at p′i−1
8 end
9 η0 ← (12
∥∥H(p′i)−1c∥∥(p′i))−1 ;
10 p0 ← p′i −H(p′i)−1(η0c+ g(p′i)) ; . Newton step for Ψη0 at p′i
11 return (p0, η0);
after at most
log(18ν(1 + 1sym(p′0)
))
− log(1− 1
8
√
ν
)
≤ 8√ν log
(
36ν
sym(p′0)
)
iterations. Moreover, we have the lower bound η0 ≥ 112(V−val) , where V = maxp∈D 〈c, p〉.
Together, Theorems 3.2 and 3.4 can be summarized as follows:
Theorem 3.5 (Theorem 2.4.1 in [37]). Let D ⊆ E be a compact convex subset
with non-empty interior. Assume Ψ: int(D)→ R is a strongly non-degenerate self-
concordant barrier functional for D with complexity parameter ν ≥ 1. Furthermore,
for c ∈ E, define val = minp∈D 〈c, p〉 and V = maxp∈D 〈c, p〉. Finally, let 0 <
δ < V − val be the desired precision and let p′0 ∈ int(D) be a starting point for
the preliminary stage. Then, Algorithm 3.2 outputs a point p0 ∈ int(D) and a
parameter η0 ≥ 112(V−val) satisfying the hypotheses of Theorem 3.2. Algorithm 3.1
with inputs p0, η0 and T ≥ 10
√
ν log( 65
ν
η0δ
) outputs a point pT satisfying
〈c, pT 〉 − val ≤ δ.
The total number of iterations is upper bounded by
18
√
ν log
(
36ν
sym(p′0)
V − val
δ
)
and each iteration involves computing the gradient and Hessian of the self-concordant
barrier Ψ and basic matrix arithmetic.
3.2. Barrier method for unconstrained geometric programming. We now
return to our concrete situation, and show how to apply the general framework
to the unconstrained GP problem. Fix Ω = {ω1, . . . , ωk} ⊆ Rn, q ∈ Rk++, and a
shift θ ∈ conv Ω. Following the general strategy outlined above, we first relate the
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geometric program to the minimization of a linear function over a compact convex
domain. For R > 0, define
Dθ,R =
{
(x, z, t) ∈W × Rk × R :
k∑
i=1
zi ≤ 1, qie〈ωi−θ,x〉 ≤ ziet ∀i ∈ [k],
t ≤ log(5k ‖q‖1), ‖x‖2 ≤ R
}
.
(3.4)
Here we recall that W is the span of the vectors ωi−θ or, equivalently, the direction
vector space of aff Ω. Note (x, z, t) ∈ Dθ,R implies zi > 0 for all i ∈ [k]. The
convexity of the domain Dθ,R follows from the convexity of the exponential map and
of the `2-norm ball. Let c = (0, . . . , 0; 0, . . . , 0; 1). Then, any point p = (x, z, t) ∈
Dθ,R consists of a vector x with norm ‖x‖2 ≤ R and value
Fθ(x) = log
k∑
i=1
qie
〈ωi−θ,x〉 ≤ log
k∑
i=1
zie
t ≤ 〈c, p〉 = t. (3.5)
In fact, if (x, z, t) is a δ-approximate minimizer of (3.1) with domain Dθ,R and the
above objective, then x is a δ-approximate minimizer of Fθ(x), restricted to vectors
of norm ‖x‖2 ≤ R. This is implied by the following lemma.
Lemma 3.6 (Value). For any R > 0, we have
val := min
(x,z,t)∈Dθ,R
t = min
‖x‖2≤R
Fθ(x) (3.6)
V := max
(x,z,t)∈Dθ,R
t = log(5k ‖q‖1). (3.7)
As a consequence,
log(5k) ≤ V − val ≤ log(5kβ) (3.8)
Proof. For the first claim, note that Eq. (3.5) implies that
val ≥ min
‖x‖2≤R
Fθ(x).
Now consider a minimizer x of the right-hand side, which we by Eq. (2.1) can take
in W . Then, t := Fθ(x) is such that
t ≤ Fθ(0) = log ‖q‖1 ≤ log(5k ‖q‖1),
and if we set zi := qie
〈ωi−θ,x〉−t then
k∑
i=1
zi =
k∑
i=1
qie
〈ωi−θ,x〉e−t = eFθ(x)e−Fθ(x) = 1.
Thus we find that (x, z, t) ∈ Dθ,R, with t = Fθ(x), and Eq. (3.6) follows.
To see that Eq. (3.7) holds, note that the upper bound V ≤ log(5k ‖q‖1) follows
directly by the constraint on the t variable, and is achieved for the point
p =
(
0, . . . , 0;
1
k
, . . . ,
1
k
; log(5k ‖q‖1)
)
.
Now Eq. (3.8) follows from the preceding, along with the estimate
log min
i∈[k]
qi ≤ F ∗θ ≤ val ≤ Fθ(0) = log ‖q‖1 ,
where the lower bound on F ∗θ is from Eq. (1.9). 
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The key to applying interior-point methods to unconstrained geometric program-
ming is the following result, which gives an explicit barrier functional for Dθ,R. It
is well-known to experts and follows from standard barrier functionals and combi-
nation rules.
Proposition 3.7 (Barrier). The compact domain Dθ,R ⊆ W × Rk × R has non-
empty interior. Moreover, it admits the self-concordant barrier functional
Ψθ,R(x, z, t) =−
k∑
i=1
log zi −
k∑
i=1
log (log zi − 〈ωi − θ, x〉+ t− log qi)
− log(log(5k ‖q‖1)− t)− log(1−∑ki=1 zi)− log(R2 − ‖x‖22),
with complexity parameter ν = 2k + 3.
Proof. It is clear that Dθ,R has non-empty interior (for example, Eq. (3.10) below
gives a point in the interior). We now derive the barrier functional. It is well-known
that the epigraph of the exponential, given by
{(y, z) ∈ R× R : ey ≤ z},
admits the self-concordant barrier functional (y, z) 7→ − log z − log(log z − y), with
complexity parameter 2; see [36, Prop. 5.3.3]. Recall also that the logarithmic
barrier functional τ 7→ − log τ for the half line R+ ⊆ R has complexity parameter 1.
Then the closed convex set{
(y, z, τ) ∈ Rk × Rk × R : eyi ≤ zi for all i ∈ [k], τ ≥ 0
}
(3.9)
is simply the product of k copies of the epigraph of the exponential and the half
line, so a barrier functional Ψ′ is given by the sum of the barrier functionals for
each term in the product (cf. [36, Prop. 2.3.1 (iii)]), i.e.,
Ψ′(y, z, τ) = −
k∑
i=1
log zi −
k∑
i=1
log(log zi − yi)− log τ.
The complexity parameter is then at most the sum of the individual complexity
parameters, i.e., 2k + 1. Next, note that{
(x, z, t) ∈W × Rk × R : qie〈ωi−θ,x〉 ≤ ziet for all i ∈ [k], t ≤ log(5k ‖q‖1)
}
is the preimage of Eq. (3.9) under the injective affine transformation
A : W × Rk × R→ Rk × Rk × R, (x, z, t) 7→ (〈ω1 − θ, x〉 − t+ log q1, . . .
. . . , 〈ωk − θ, x〉 − t+ log qk; z1, . . . , zk; log(5k ‖q‖1)− t
)
,
hence by [36, Prop. 2.3.1 (i)] admits the self-concordant barrier functional
(Ψ′ ◦A)(x, z, t) = −
k∑
i=1
log zi −
k∑
i=1
log (log zi − 〈ωi − θ, x〉+ t− log qi)
− log(log(5k ‖q‖1)− t)
with the same complexity parameter 2k+ 1. Finally, we may incorporate the linear
constraint
∑k
i=1 zi ≤ 1 by adding the logarithmic barrier − log(1 −
∑k
i=1 zi), and
the `2-norm constraint ‖x‖2 ≤ R by adding the barrier − log(R2 − ‖x‖22); see [37,
Prop. 2.3.1 (ii)]. This increases the complexity parameter to 2k + 3 and results in
the desired domain and barrier. 
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Next we need to bound the symmetry of a suitable starting point. For this, we
will use the following lemma.
Lemma 3.8. Let D ⊆ E be a closed convex subset, and let p ∈ D. Suppose that
r < R are two radii such that B(p, r) ⊆ D ⊆ B(p,R), where the closed balls are
taken with respect to an arbitrary norm on E. Then, D is bounded, p ∈ int(D), and
sym(p) ≥ r
R
.
Proof. Clearly D is bounded and contains p in its interior. For the symmetry claim,
note that for any u ∈ D, we have u ∈ B(p,R), so p− u ∈ B(0, R), and hence
p+
r
R
(p− u) ∈ B(p, r) ⊆ D.
This shows that
p+
r
R
(p−D) ⊆ D,
which implies the desired lower bound on the symmetry (cf. Definition 3.3). 
One important aspect of Lemma 3.8 is the freedom in choosing a norm; in particular,
we do not assume that the norm comes from the inner product on E. We will now
use this freedom to bound the symmetry of the following starting point:
p′0 =
(
0, . . . , 0;
1
2k
, . . . ,
1
2k
; log(4k ‖q‖1)
)
, (3.10)
which is clearly contained in the interior of Dθ,R.
Proposition 3.9 (Symmetry bound). For any R > 0, we can bound the symmetry
of Dθ,R with respect to the point p
′
0 by
1
sym(p′0)
≤ 10 max(RθR, k, log(4kβ)),
where we recall that Rθ = maxi∈[k] ‖ωi − θ‖2 as defined in Eq. (1.7).
Proof. We wish to apply Lemma 3.8 using the following norm on W × Rk × R:
|||(x, z, t)||| := max
{‖x‖2
R
,
2
3
‖z‖∞ ,
|t|
log(4kβ)
}
.
We first show that
|||(x, z, t)− p′0||| ≤ 1 (3.11)
for any (x, z, t) ∈ Dθ,R. By definition ‖x‖2 ≤ R. Moreover, zi > 0, so
2
3
∣∣∣∣zi − 12k
∣∣∣∣ ≤ 23
(
zi +
1
2k
)
≤ 2
3
(
k∑
i=1
zi +
1
2k
)
≤ 2
3
(
1 +
1
2k
)
≤ 1.
Moreover, by Eqs. (1.9), (3.6) and (3.7) it holds that
log min
i∈[k]
qi ≤ F ∗θ ≤ val ≤ t ≤ V = log(5k ‖q‖1),
hence
|t− log(4k ‖q‖1)|
log(4kβ)
≤ max{log(5k ‖q‖1)− log(4k ‖q‖1), log(4k ‖q‖1)− log mini∈[k] qi}
log(4kβ)
=
max{log 54 , log(4kβ)}
log(4kβ)
≤ 1.
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Thus we have proved Eq. (3.11).
We now show that Dθ,R contains any point (x, z, t) ∈W × Rk × R in the ball
|||(x, z, t)− p′0||| ≤
1
10 max(RθR, k, log(4kβ))
<
1
10
. (3.12)
The latter implies that ‖x‖2 ≤ R10 ≤ R, so x certainly satisfies the norm bound.
Moreover, Eq. (3.12) ensures that ‖x‖2 ≤ 110Rθ , and so
qie
〈ωi−θ,x〉 ≤ qieRθ‖x‖2 ≤ qie1/10 ≤ e1/10 ‖q‖1 (3.13)
for all i ∈ [k]. Next, we also have 23
∣∣zi − 12k ∣∣ ≤ 110k , hence
7
20k
≤ zi ≤ 13
20k
, (3.14)
which implies that
k∑
i=1
zi ≤ 13
20
≤ 1.
Finally, note that Eq. (3.12) entails
|t− log(4k ‖q‖1)|
log(4kβ)
≤ 1
10 log(4kβ)
,
hence |t− log(4k ‖q‖1)| ≤ 110 , which implies that
log(e−1/104k ‖q‖1) ≤ t ≤ log(e1/104k ‖q‖1) ≤ log(5k ‖q‖1).
On the one hand, this yields the desired upper bound on t. On the other hand, the
lower bound, along with the lower bound in Eq. (3.14), implies that
zie
t ≥ 7
20k
e−1/104k ‖q‖1 =
7
5
e−1/10 ‖q‖1 ≥ e1/10 ‖q‖1 . (3.15)
Together, Eqs. (3.13) and (3.15) show that qie
〈ωi−θ,x〉 ≤ ziet, as desired. Thus we
have proved that (x, z, t) ∈ Dθ,R for any point in the ball (3.12). Now Lemma 3.8
implies the bound on the symmetry. 
In the remainder we consider two different situations. For general instances, we
choose R according to a given lower bound on the facet gap, using Theorem 2.4.
In the well-conditioned case, where θ is contained in the relative interior of the
Newton polytope, we see that the upper bound on the zi variables already leads
to a bounded domain; this allows us to obtain an algorithm that is independent of
any explicit radius bound.
3.3. General instances. Suppose the facet gap of the instance is lower bounded
by some ϕ0 > 0. Then, Theorem 2.4 and Eq. (3.6) show that for δ < 4β and
R =
n
ϕ0
log
(
2β
δ/2
)
the value of the convex program (3.1) with objective c = (0, . . . , 0; 0, . . . , 0; 1) and
domain Dθ,R is at most
val = min
‖x‖2≤R
Fθ(x) ≤ F ∗θ +
δ
2
.
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Algorithm 3.3: IPM for unconstrained GP: general case
Input: exponents ω1, . . . , ωk ∈ Rn, coefficients q ∈ Rk++, shift θ ∈ conv Ω,
precision 0 < δ < 1, lower bound ϕ0 on facet gap
Domain: Dθ,R = {(x, z, t) ∈W × Rk × R : qie〈ωi−θ,x〉 ≤ ziet ∀i ∈ [k],∑k
i=1 zi ≤ 1, ‖x‖2 ≤ R and t ≤ log(5k ‖q‖1)}, where
W = span{ω1 − θ, . . . , ωk − θ}, and R = nϕ0 log(
2β
δ/2 )
Barrier: Ψθ,R(x, z, t) =
− log(R2 − ‖x‖22)− log(1−∑ki=1 zi)− log(log(5k ‖q‖1)− t)+∑k
i=1− log zi − log
(
log zi − 〈ωi − θ, x〉 − log qi + t
)
Complexity parameter: ν = 2k + 3
1 p′0 ←
(
0, . . . , 0; 12k , . . . ,
1
2k ; log(4k ‖q‖1)
)
;
2 c← (0, . . . , 0; 0, . . . , 0; 1);
3 (p0, η0)← PreliminaryStage(p′0, c);
4 (x, z, t)← MainStage(p0, η0, T = 10
√
ν log( 65
ν
η0δ/2
), c);
5 return t
Therefore, in order to obtain a δ-approximate minimizer for the geometric program,
it suffices to find a δ/2-approximate minimizer of the convex program (3.1). The
latter is achieved by Algorithm 3.3, which is an interior-point algorithm for the
self-concordant barrier functional Ψθ,R derived above. Its iteration complexity is
bounded by the following theorem.
Theorem 1.9 (restated). There is an interior-point algorithm (Algorithm 3.3)
that, given as input an instance of the unconstrained GP problem (Problem 1.3)
with shift θ ∈ conv Ω and a lower bound 0 < ϕ0 ≤ ϕ on the facet gap, returns
xδ ∈ Rn such that
Fθ(xδ) ≤ F ∗θ + δ
within
41
√
k log
(
3600 k2n
N
ϕ0
1
δ
log2
(
5kβ
δ
))
= O
(√
k log
(
kn
N
ϕ0
1
δ
log
(
kβ
δ
)))
iterations. The starting point is determined explicitly by the input, and every iter-
ation is a Newton step with respect to a known function that depends on ϕ0.
Proof. The result follows from applying Theorem 3.5 to find a δ2 -approximate min-
imizer, with the closed convex domain Dθ,R, the self-concordant barrier func-
tional Ψθ,R from Proposition 3.7 with complexity parameter ν = 2k + 3, the
symmetry bound given by Proposition 3.9, and the starting point (3.10), along
with the estimate log(5k) ≤ V − val ≤ log(5kβ) from Eq. (3.8) and the bound
Rθ = maxi ‖ωi − θ‖2 ≤ N = maxi 6=j ‖ωi − ωj‖2 which holds for any θ ∈ conv Ω. 
If all the inputs for Algorithm 3.3 are rational and encoded in binary, then
‖q‖1, β, and ϕ0 are at most exponentially large in the encoding length. Since the
iteration complexity depends logarithmically (or even doubly logarithmically) on
these quantities, the resulting iteration complexity is at most polynomial in the
encoding length of the input. See §4 for details.
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3.4. Well-conditioned instances. Now assume the instance is well-conditioned,
so θ is contained in the relative interior of the Newton polytope. Here, we consider
Dθ =
{
(x, z, t) ∈W × Rk × R :
k∑
i=1
zi ≤ 1, qie〈ωi−θ,x〉 ≤ ziet ∀i ∈ [k],
t ≤ log(5k ‖q‖1)
}
,
which looks just like Dθ,R except that we omitted the norm bound on x. We claim
that the two domains coincide for any
R ≥ log(5kβ)
rθ
. (3.16)
Indeed, if there were some (x, z, t) ∈ Dθ with ‖x‖2 > R then Lemma 2.2 would
show that qi0e
〈ωi0−θ,x〉 > 5k ‖q‖1 for some i0 ∈ [k]. This is a contradiction, since
for any (x, z, t) ∈ Dθ we have
qi0e
〈ωi0−θ,x〉 ≤
k∑
i=1
qie
〈ωi−θ,x〉 ≤
k∑
i=1
zie
t ≤ et ≤ 5k ‖q‖1 .
Thus we see that, indeed, Dθ = Dθ,R for any R as in Eq. (3.16).
As a consequence, the value of the convex program for the domain Dθ is exactly
equal to F ∗θ , as follows from Eq. (3.6). Moreover, the domain Dθ is bounded and
satisfies the symmetry bound given in Proposition 3.9, namely,
1
sym(p′0)
≤ 10 max(log(5kβ)Rθ
rθ
, k, log(4kβ)
)
= 10 max
(
log(5kβ)
Rθ
rθ
, k
)
(3.17)
Moreover, since Dθ no longer depends explicitly on the radius bound, we can use
the self-concordant barrier functional
Ψθ(x, z, t) =−
k∑
i=1
log zi −
k∑
i=1
log (log zi − 〈ωi − θ, x〉+ t− log qi)
− log(log(5k ‖q‖1)− t)− log(1−∑ki=1 zi)
(3.18)
with complexity parameter ν = 2k+2. Using this modification we readily obtain an
interior-point algorithm for well-conditioned instances. Importantly, this algorithm
does not explicitly depend on rθ or any other condition measure. By contrast,
Algorithm 3.3 required as input a lower bound on the facet gap. The algorithm is
stated in Algorithm 3.4, and the following theorem gives a precise iteration bound.
Theorem 1.6 (restated). There exists an interior-point algorithm (Algorithm 3.4)
that, given as input a well-conditioned instance of the unconstrained GP problem
with shift (Problem 1.3), returns xδ ∈ Rn such that
Fθ(xδ) ≤ F ∗θ + δ
within
36
√
k log
(
1440k2
Rθ
rθ
1
δ
log2(5kβ)
)
= O
(√
k log
(
k
Rθ
rθ
1
δ
log(kβ)
))
iterations, where rθ and Rθ are the geometric quantities from Definition 1.5 and
β is defined in Eq. (1.8). The starting point of the algorithm is determined explicitly
by the input, and every iteration is a Newton step for a known function.
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Algorithm 3.4: IPM for unconstrained GP: well-conditioned case
Input: exponents ω1, . . . , ωk ∈ Rn, coefficient vector q ∈ Rk++,
shift θ ∈ relint conv Ω, precision 0 < δ < 1
Domain: Dθ = {(x, z, t) ∈W × Rk × R : qie〈ωi−θ,x〉 ≤ ziet ∀i ∈ [k],∑k
i=1 zi ≤ 1 and t ≤ log(5k ‖q‖1)}, where W = span{ωi − θ}
Barrier: Ψθ(x, z, t) = − log
(
1−∑ki=1 zi)− log(log(5k ‖q‖1)− t)+∑k
i=1− log zi − log
(
log zi − 〈ωi − θ, x〉 − log qi + t
)
Complexity parameter: ν = 2k + 2
1 p′0 ←
(
0, . . . , 0; 12k , . . . ,
1
2k ; log(4k ‖q‖1)
)
;
2 c← (0, . . . , 0; 0, . . . , 0; 1);
3 (p0, η0)← PreliminaryStage(p′0, c);
4 (x, z, t)← MainStage(p0, η0, T = 10
√
ν log( 65
ν
η0δ
), c);
5 return t
Proof. Apply Theorem 3.5 to find a δ-approximate minimizer, with the closed con-
vex domain Dθ, the self-concordant barrier functional Ψθ given in Eq. (3.18) with
complexity parameter ν = 2k + 2, the symmetry bound given in Eq. (3.17), and
the starting point (3.10), along with the estimate on (V − val) from Eq. (3.8). 
As in the situation of Theorem 1.9, if all the inputs in Algorithm 3.4 are rational,
then the iteration complexity is again at most polynomial in the encoding length
of the inputs. Again see §4 for details.
3.5. Geometric programming and scaling. In this section, we show that in
order to solve the scaling problem with precision ε > 0, it suffices to solve the
corresponding unconstrained geometric program with some precision δ = δ(ε). The
results in this section are well-known (see, e.g., [40, Lem. 5.3] or [9, Cor. 1.18]), but
stated and proven for completeness.
Lemma 3.10 (Smoothness). For any ω1, . . . , ωk, θ ∈ Rn and q ∈ Rk++, the function
Fθ : Rn → R, Fθ(x) = log
k∑
i=1
qie
〈ωi−θ,x〉
is L-smooth with L = R2θ, where Rθ = maxi ‖ωi − θ‖2. Recall that this means that
its gradient is L-Lipschitz or, equivalently, that its Hessian has eigenvalues ≤ L.
Proof. The gradient ∇Fθ(x) ∈ Rn is given by
∇Fθ(x) =
∑k
i=1 qie
〈ωi−θ,x〉(ωi − θ)∑k
i=1 qie
〈ωi−θ,x〉
.
Therefore, its Hessian ∇2Fθ(x) : Rn → Rn is given by
∇2Fθ(x) =
∑k
i=1 qie
〈ωi−θ,x〉(ωi − θ)(ωi − θ)T∑k
i=1 qie
〈ωi−θ,x〉
− (∇Fθ(x))(∇Fθ(x))T .
Hence we see that the eigenvalues of the Hessian can be upper bounded by the
eigenvalues of the left-hand side matrix, since the matrix that is subtracted is
positive semidefinite. As the left-hand side matrix is a convex combination of the
rank-one matrices (ωi − θ)(ωi − θ)T , we can bound its eigenvalues by R2θ 
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The following proposition then shows that the scaling problem can be solved by
solving the corresponding geometric program with sufficient precision.
Proposition 3.11 (Scaling from optimization). Assume that θ ∈ conv Ω, and let
x ∈ Rn be such that Fθ(x) ≤ F ∗θ + δ for some δ > 0. Then,
‖∇Fθ(x)‖22
2R2θ
≤ δ.
In particular, to solve the scaling problem with precision ε > 0 it suffices to find a
solution for the unconstrained GP with accuracy δ = ε2/(2R2θ).
Proof. A standard argument shows that an L-smooth function can always be de-
creased in controlled way by following a gradient step. Namely, if we define
x′ = x − 1L∇Fθ(x) then, using Taylor’s expansion to second order and bounding
the quadratic contribution using smoothness,
Fθ(x
′)− Fθ(x) ≤ − 1
L
‖∇Fθ(x)‖22 +
1
2L
‖∇Fθ(x)‖22 = −
1
2L
‖∇Fθ(x)‖22 .
As x is a δ-approximate minimizer of Fθ, we must have
1
2L
‖∇Fθ(x)‖22 ≤ δ.
The desired bound follows since we have L = R2θ by Lemma 3.10. 
Corollaries 1.7 and 1.10 follow directly from Theorems 1.6 and 1.9, respectively,
by using Proposition 3.11. Interestingly, the above results also hold in the more
general ‘non-commutative’ setting discussed in §1.2.3; see [9] for details.
4. Bounds on condition measures
In this section, we give bounds on the condition measures from §2 for rational
instances in terms of their binary encoding length. These bounds show that our
interior-point algorithms have polynomial iteration complexity. We also explain
how to obtain tighter estimates under a total unimodularity assumption on the
Newton polytope. Throughout this section, we follow the conventions of [22]: we
encode rational numbers and vectors in binary, and write 〈·〉 for the encoding length.
4.1. General bounds. We first give lower bounds on rθ and ϕ, the distance of θ
to the boundary of the Newton polytope and the facet gap of Ω, respectively. All
other condition measures can be directly bounded in terms of the input length. The
following bound on rθ implies Eq. (1.11) in the introduction.
Lemma 4.1. Let Ω ⊆ Qn and θ ∈ Qn ∩ relint conv Ω. Then,
log2
1
rθ
≤ 6n2 max
i∈[k]
〈ωi〉+ 〈θ〉 − n.
If θ = 0, the upper bound can be improved to 3n2 maxi∈[k] 〈ωi〉 − n.
Proof. The polytope conv Ω has vertex complexity at most ν := maxi∈[k] 〈ωi〉, so
by [22, Lem. 6.2.4], it has facet complexity at most φ := 3n2ν. This means that
the polytope can be defined by inequalities of the form 〈·, a〉 ≤ b for a ∈ Qn, b ∈ Q
with encoding length 〈a〉+ 〈b〉 ≤ φ.
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As a consequence, if F is any facet of conv Ω then its distance to θ can be lower
bounded as
d(θ, F ) ≥ d(θ, aff F ) ≥ b− 〈θ, a〉‖a‖2
for certain a ∈ Qn, b ∈ Q with 〈a〉 + 〈b〉 ≤ φ. Now we have ‖a‖2 ≤ 2〈a〉−n by
[22, Lem. 1.3.3], while b− 〈θ, a〉 is a positive rational number with denominator of
absolute value at most 2〈a〉+〈b〉+〈θ〉 ≤ 2φ+〈θ〉. We conclude that the distance from θ
to the facet F is at least
b− 〈θ, a〉
‖a‖2
≥ 1
2φ+〈θ〉2〈a〉−n
≥ 1
22φ+〈θ〉−n
=
1
26n2 maxi〈ωi〉+〈θ〉−n
.
Since the facet was arbitrary this implies the desired bound.
If θ = 0, then we can instead estimate
b− 〈θ, a〉
‖a‖2
=
b
‖a‖2
≥ 1
2〈b〉2〈a〉−n
≥ 1
2φ−n
≥ 1
23n2 maxi〈ωi〉−n
,
which proves the second claim. 
A completely similar argument shows the following lemma, which implies Eq. (1.12)
in the introduction.
Lemma 4.2. Let Ω ⊆ Qn. Then the facet gap ϕ of Ω satisfies
log2
1
ϕ
≤ (6n2 + 1) max
i∈[k]
〈ωi〉 − n.
Proof. The argument is exactly the same as in the proof of Lemma 4.1, but with θ
replaced by any ωi not on the facet under consideration, noting that the proof in
fact established a lower bound on the distance to the affine span of the facet. 
Finally, we show that the unary facet complexity of an integral polytope can be
similarly bounded in terms of the encoding length. Via Proposition 2.7, this also
implies a bound on the facet gap, albeit with a worse polynomial scaling in the
dimension n.
Lemma 4.3. Let Ω ⊆ Zn. Then the unary facet complexity of conv Ω satisfies
log2 ufc(conv Ω) ≤ 3n3 max
i∈[k]
〈ωi〉 − n.
Proof. Again by [22, Lem. 6.2.4], the polytope conv Ω may be described by in-
equalities of the form 〈p, a〉 ≤ b with a ∈ Qn, b ∈ Q of total encoding length
〈a〉 + 〈b〉 ≤ φ := 3n2 maxi∈[k] 〈ωi〉. Multiplying by the denominators of a gives
a′ ∈ Zn, b′ ∈ Q such that a′ has encoding length at most nφ = 3n3 maxi∈[k] 〈ωi〉.
Now the desired inequality follows from the bound ‖a′‖∞ ≤ ‖a′‖2 ≤ 2〈a
′〉−n. 
4.2. Total unimodularity. We now show how to improve the bounds given above
in case the set of exponents Ω satisfies a total unimodularity hypothesis. This is
the case in many interesting applications, including the geometric programs (1.14)
associated with directed graphs, which in particular capture the matrix scaling and
matrix balancing problems.
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Definition 4.4 (Total unimodularity). An integer matrix A ∈ Zn×k is called totally
unimodular if every square submatrix of A has determinant 0, 1 or −1. We say
that Ω = {ω1, · · · , ωk} ⊆ Zn is totally unimodular if the associated matrix
AΩ =
[
ω1
∣∣ · · · ∣∣ωk]
with columns ω1, . . . , ωk is totally unimodular.
If Ω is totally unimodular, every ωi has entries only in {±1, 0}. Therefore, we
can bound the radius of the smallest enclosed ball around any θ ∈ conv Ω, as well
as the diameter of the Newton polytope by
Rθ = min
i∈[k]
‖ωi − θ‖2 ≤ N = max
i6=j
‖ωi − ωj‖2 ≤ 2
√
n. (4.1)
We now show that the inverse distance to the boundary and the inverse facet gap
can similarly be upper bounded by a polynomial in n, which is an exponential
improvement over the general bounds of Lemmas 4.1 and 4.2. The proposition
establishes in particular Eq. (1.13) in the introduction.
Theorem 4.5 (Totally unimodular bounds). Let Ω ⊆ Zn be totally unimodular.
Then the unary facet complexity ufc(conv Ω) is at most n. As a consequence, the
facet gap ϕ of Ω satisfies
ϕ ≥ n−3/2.
Furthermore, if θ ∈ Qn ∩ relint conv Ω, then
rθ ≥ 2−〈θ〉 n−3/2.
If θ = 0, the latter lower bound can be improved to n−3/2.
Proof. Assume first that conv Ω is a full-dimensional polytope. Then every facet of
conv Ω is the convex hull of some affinely independent v1, . . . , vn ∈ Ω. By Cramer’s
rule, the affine hyperplane spanned by the facet consists of all x ∈ Rn such that
det

1 1 . . . 1
x1
... v1 . . . vn
xn
 = 0.
Expanding the determinant along the first column gives the linear equation
n∑
i=1
(−1)i det(Di)xi = − det(D0) (4.2)
where Di is obtained by deleting the (i+ 1)-th row from the matrix
D =

1 . . . 1
v1,1 . . . vn,1
...
...
v1,n . . . vn,1
 .
For i, j ∈ [n], let Dji be obtained by deleting the first row and the j-th column from
Di; then expanding the determinant det(Di) along the first row gives
|det(Di)| ≤
n∑
j=1
∣∣∣det(Dji )∣∣∣ ≤ n (4.3)
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since Dji is a submatrix of AΩ and hence submodular. By replacing the equality in
Eq. (4.2) by an inequality and varying over all facets, we obtain a complete set of
defining inequalities for the polytope. This shows that the unary facet complexity
ufc(conv Ω) is at most n. The lower bound on the facet gap now follows at once
using Proposition 2.7.
We now consider an arbitrary θ ∈ Qn in the interior of conv Ω and bound its
distance to the boundary. Set a = [det(D1), . . . ,det(Dn)]
T and b = −det(D0), so
that the hyperplane defined by Eq. (4.2) reads 〈x, a〉 = b. The distance from θ to
the facet is then lower bounded by
|b− 〈θ, a〉|
‖a‖2
≥ |b− 〈θ, a〉|
n3/2
,
where we used that ‖a‖2 ≤
√
n ‖a‖∞ ≤ n3/2 by Eq. (4.3). Note that 〈θ, a〉 6= b, since
θ is not contained in the hyperplane. Moreover, a ∈ Zn and b ∈ Z. Therefore, if
θ = 0 then |b− 〈θ, a〉| = |b| is an integer (in fact, equal to 1 by total unimodularity),
while in general it is a rational number with denominator at most 2〈θ〉. In either
case we obtain the desired lower bound on rθ.
Finally, suppose that conv Ω has dimension r < n. Then there exists a set of
vectors U = {u1, . . . , un−r} in {0, e1, . . . , en} such that conv(Ω∪U) has dimension n.
Moreover, Ω∪U is still totally unimodular. Hence by the previous part of the proof,
conv(Ω ∪ U) has unary facet complexity at most n. Every facet of conv Ω is now
the intersection of some facet of conv(Ω∪U) with the affine span of Ω, so the unary
facet complexity of conv Ω is also at most n. Furthermore, since the distance from θ
to any facet of conv Ω is at least as large as the distance from θ to any facet of
conv(Ω ∪ U) not containing θ, we also inherit the lower bound on rθ. 
The lower bound r−10 ≥ n−3/2 when θ = 0 already appears in [9, Cor. 6.11] as
a lower bound on the weight margin γ(pi) of a representation pi : T(n) → GL(V )
whose weights are exactly Ω. The proof given there is similar to the one we give
(as well as to the proof of [22, Lem. 6.2.4], which is also a key ingredient for
Lemma 4.1): both use Cramer’s rule to express equations for facets of conv Ω
in terms of subdeterminants of the matrix AΩ, which are bounded by the total
unimodularity.
The following corollary specializes Theorem 1.9 and Corollary 1.10 to the to-
tally unimodular case, using Eq. (4.1) and the lower bound on the facet gap from
Theorem 4.5.
Corollary 4.6. There is an interior-point algorithm (Algorithm 3.3) that, given as
input an instance of the unconstrained GP problem with shift and totally unimodu-
lar Ω ⊆ Zn, returns xδ ∈ Rn such that Fθ(xδ) ≤ F ∗θ + δ within
O
(√
k log
(
kn
1
δ
log
(
kβ
δ
)))
= O˜
(√
k log
(
1
δ
))
iterations. Similarly, given an instance of the scaling problem with totally unimod-
ular Ω ⊆ Zn, the same algorithm returns xε ∈ Rn such that ‖∇Fθ(xε)‖2 ≤ ε within
O
(√
k log
(
kn
1
ε
log
(
knβ
ε
)))
= O˜
(√
k log
(
1
ε
))
iterations. Here, the notation O˜ hides poly(input) terms inside the logarithm.
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In particular, this theorem applies to matrix scaling, as discussed below Eq. (1.14),
by using the following geometric program which is totally unimodular:
Fθ(x, y) = log
∑
i,j
qije
xi−yj−〈r,x〉+〈c,y〉 = log
(∑
i,j
qije
xi−yj
)
− 〈r, x〉+ 〈c, y〉.
Here, slightly stronger bounds can be obtained: the diameter of the Newton poly-
tope is N = 2 and the facet gap satisfies ϕ ≥ n−1/2, since the unary facet complexity
of the Newton polytope is in fact equal to 1 [40]. However, this does not impact
the iteration count up to logarithmic factors in the encoding length.
For matrix scaling, the state of the art for general matrices is a recent interior-
point method given in [12, Thm. 6.1], which obtains an iteration complexity of
O˜
(√
k log
(‖q‖1
ε
))
(4.4)
to find an (r, c)-scaling of a nonnegative matrix. They use an objective that is
slightly different from our Fθ, namely
f˜θ(x, y) =
∑
i,j
qije
xi−yj − 〈r, x〉+ 〈c, y〉,
that is, the ‘shift’ is done additively instead of in the exponent. We see that the
iteration complexity in Corollary 4.6 slightly improves over Eq. (4.4).
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