Low-power and Lossy Networks (LLNs), like wireless networks based upon the IEEE 802.15.4 standard, have strong energy constraints, and are moreover subject to frequent transmission errors, not only due to congestion but also to collisions and to radio channel conditions. This paper introduces an analytical model to compute the total energy consumption in an LLN due to the TCP protocol. The model allows us to highlight some tradeoffs as regards the choice of the TCP maximum segment size, of the Forward Error Correction (FEC) redundancy ratio, and of the number of link-layer retransmissions, in order to minimize the total energy consumption.
I. INTRODUCTION
IP-based Low-power and Lossy Networks (LLNs) are composed of (possibly many) nodes which are subject to strong constraints on power and computing capabilities. Besides, linklayer technologies like IEEE 802.15.4 [9] , often used for building wireless LLNs, impose very low limits on link frame sizes.
Many usual applications for LLNs (e.g., wireless sensor networks) do not always require full reliability. However, there exist several use-cases for LLNs where the reliability of data delivery can be critical, like over-the-air software updates [16] . In such cases, the Transmission Control Protocol (TCP) [12] is a common choice for ensuring an end-to-end reliable transport in IP-based LLNs.
This paper focuses on the energy cost of reliability when TCP is used in multi-hop wireless LLNs. We illustrate here some main issues by considering the case of TCP in IPv6enabled LLNs based on the 6LoWPAN protocols [10] . The IETF 6LoWPAN working group has defined a new protocol layer between the IPv6 and the medium access control (MAC) layers, that compresses the IPv6 header and fragments IPv6 packets into short MAC frames. So, if the size of a TCP segment exceeds the maximum allowed length, the 6LoW-PAN layer fragments it to make it fit into link-layer frames. Therefore, sending short TCP segments does not require any fragmentation, while the use of a small maximum segment size 1 (MSS) increases the number of TCP segments and, thus, 1 The TCP MSS option refers to the maximum amount of data a TCP segment can carry, i.e., excluding the TCP header and any options that might be present. the number of TCP acknowledgements and the corresponding MAC frames sent. Besides, with small MSS values the overhead due to TCP headers becomes larger; this, coupled with the small size of MAC frames, may result in a very low protocol efficiency.
This paper introduces a mathematical model aimed at predicting the energy consumed by the wireless nodes of an LLN in a bulk-data transfer scenario, with TCP used as a reliable transport layer. The model estimates TCP energy performance based on the bit error rate, the maximum number of retransmissions at the link layer, the number of hops between the sender and the receiver, the amount of FEC, and the TCP maximum segment size.
The proposed model allows us to study the tradeoffs involved in sending short versus long TCP segments. We assume that the energy consumed in a data transfer depends mainly on the number of bits sent. Thus, our analytical model estimates the number of bits sent by all nodes in the network, taking into account the cumulated cost of all link-layer transmissions.
We apply the model to study the energy efficiency of TCP over an LLN using 6LoWPAN and 802.15.4 protocols, and study the effect of the TCP segment size, of the FEC redundancy ratio, and of the maximum link layer retransmission on the total energy consumption. Numerical results produced by the model are compared to simulation results obtained with the OMNet++ network simulator [15] .
There exist many studies of the performance of TCP in multi-hop wireless networks (see for example [7] and references therein), though many of them are concerned mostly with metrics like TCP throughput, and with protocol enhancements aimed at improving such performance measures. Another amount of work focuses on the computational cost of TCP (e.g., [17] ), or on the comparison of the energy efficiency for different TCP congestion control algorithms (like SACK, Tahoe, Reno and NewReno) over wireless networks (e.g., [8] , [14] , [18] ). In [5] , Fu et al. study in the impact of the MAC layer protocol on the TCP throughput over wireless multihop networks. The authors show that, in contrast to wired networks, the TCP throughput does not increase by increasing the window size, and that (under the conditions of the study) better performance is achieved with a window size equal to the number of hops divided by four.
Bansal et al. [2] propose an analytical model to compute the energy consumed for carrying a TCP flow over a multihop wireless network, but neglecting the cost of sending link-layer acknowledgements and the cost of transport-layer acknowledgements, which we add in the model introduced here. Besides, we explicitly consider the impact of lower-layer fragmentation and of error correction, as well as different perlink error rates on the energy-efficiency of TCP. Barman et al. [3] and Gallucio et al. [6] present an analytical study of a TCP optimization problem in an hybrid wired/wireless network where the last hop is a wireless link. The authors of both papers define an utility function which is the ratio of the throughput to the cost of a TCP connection. Our work completes these studies by introducing a multi-hop model for computing the energy consumption.
The remainder of the paper is organized as follows. Section II presents the derivation of our analytical model. In Section III, we validate the model through simulations for a TCP-over-6LoWPAN scenario, and apply the analytical results to derive the best TCP segment size strategy in terms of energy consumption. Finally, in Section IV, we give our conclusions and provide directions for future work.
II. TCP ENERGY CONSUMPTION MODEL
This section introduces a mathematical model to estimate the energy consumed by a TCP transmission in a wireless LLN. We assume that such energy mainly corresponds to data emission and reception, and thus directly depends on the number of bits sent by all nodes. Due to lack of space, the model is presented very briefly. Some more details on the derivations can be found in [1] .
For the convenience of the reader, Table I lists most of the variables used in this paper. Expected number of bits sent for a successful end-toend packet transmission knowing that it has succeeded S Average number of bits sent for successfully transmitting a TCP segment
A. Link layer: one-hop model
We first focus on modeling the link-layer energy consumption, considering a CSMA-CA network with error correction control techniques combining Automatic Repeat Request (ARQ) and Forward Error Correction (FEC).
Consider a transmission between two immediate neighbors, without intermediate nodes. In CSMA-CA, two types of messages are used during data transmission: the data message (i.e., the message that contains the useful data), and the acknowledgement message sent by the receiving node. We assume that all bits undergo independent random errors with a given bit error rate B, each bit being correctly received with a probability 1 − B. Moreover, we assume that a frame transmission fails as soon as the number of bits erroneously received exceeds the number of correctable bits (that we take to half the number of FEC redundancy bits [13] ).
In case of link-layer transmission failure, the number of bits sent is H f := r × D. On the other hand, conditioned on the receiver getting the data frame within the r link-layer attempts, the expected total number of bits sent H s is:
with
the variable names from Table I , and
Note that we assume that acknowledgement frames are sent without adding redundancy. This is a reasonable assumption, given the current practices in most wireless technologies.
B. Multi-hop model
Let us now focus on the multi-hop case. An end-to-end transmission succeeds if the message reaches the destination after a certain number h of hops. We assume that link layer transmissions on each hop are independent, and denote by B i the bit error rate of the i th hop.
Again, we express the expected number of bits sent, conditioned on the success of the end-to-end transmission (encompassing possible link-layer retransmissions, within the limit of r total attempts per hop).
• Knowing that the destination node correctly receives the message, the expected number of bits sent by all network nodes is simply
• Knowing that the message was lost in one of the h hops, the number of bits sent depends on the hop where the loss (i.e., the failure of all r attempts) occurs. The expected value then equals
where F k = (P fail,k ) r .
C. TCP performance
We now study the energy consumption of TCP in a multihop wireless network, taking into account the fact that TCP segments may be fragmented by lower layers if the total size of data frames (that depends on the TCP maximum segment size (MSS)) exceeds the MTU of those layers.
Intuitively, the MSS choice can have opposite effects: i) If TCP segments are fragmented, the loss of one fragment leads to the loss of the original TCP segment and therefore a new TCP end-to-end retransmission. Further, using short TCP segments (i.e., a small MSS) saves CPU power associated to fragmentation and reassembly. Moreover, sending several fragments (treated independently by lower layers) increases the probability of collision between two TCP data fragments, due to the hidden-node problem. ii) On the other hand, the use of long TCP segments reduces the number of TCP segments sent by the source, and thus, the TCP header overhead (which can be very large, for small MTU values) and the number of TCP acknowledgements.
To analyze that trade-off, we now apply the model presented in Section II-B. Our objective here is to determine an MSS choice that optimizes TCP performance, in terms of energy consumption.
Let us consider that the MSS of TCP and the MTU of the MAC layer are such that each TCP segment is fragmented into m link-layer frames. This encompasses the particular case when no fragmentation occurs, that simply corresponds to m = 1. We will make the assumption that TCP ACKs always fit in a single MAC frame, though it would be easy to consider a more general case in which TCP ACKs are also fragmented. Note finally that we do not take into account the use of the delayed ACKs mechanism by the TCP receiver; including the effect of such a mechanism is left to future work.
To simplify the analysis, we assume that all fragments of a TCP data segment have the same total size D DATA , and all TCP acknowledgement frames have the same total size D ACK . Further, we consider that the number of TCP retransmissions is not limited; that is, the TCP source keeps on sending a segment until it receives a TCP acknowledgement from the TCP receiver.
In our model, each TCP data fragment transmission succeeds or fails independently of the others. Knowing that a transmission is successful at the TCP level (i.e., the TCP ACK is correctly received by the TCP source, which implies that all m fragments correctly reached the destination), the expected total number of bits sent by all nodes equals:
As above, E s and E s,ack are obtained from (2) using D DATA and D ACK , respectively, as the size of a frame. Likewise, we also define E f,ack from (3).
Knowing that a TCP transmission attempt has failed, the expected number of bits sent end-to-end by all nodes is:
end-to-end transmission failure of one or more of the m fragments
To simplify the analysis, we will assume that the TCP window is equal to one TCP segment. This assumption is justified because a small window is a sensible choice for networks with a moderate number of hops [5] . Moreover, such small windows are typical of current TCP implementations for LLNs (e.g., Contiki OS [4] ), since the memory and CPU constraints of wireless embedded devices make it difficult to fully implement TCP's congestion control mechanisms.
We can now compute the total number of bits that have to be sent by all nodes, to successfully transmit both a TCP segment and its corresponding TCP ACK. Assuming that the number of TCP retransmissions is unbounded (i.e., the TCP sender keeps on retrying until the transmission succeeds), the expected total number of bits sent (per segment) is
Finally, to successfully send a given amount M of application ("useful") data, the expected number of bits sent by all wireless nodes is the number of segments M/MSS , multiplied by the expected number of bits sent for a successful segment transmission.
III. RESULTS AND DISCUSSION
We apply our model to study the energy consumption of TCP on IPv6 over Low-Power Wireless Personal Area Networks [10] , considering IEEE 802.15.4 [9] as the link-layer technology. The maximum link-layer frame size is thus equal to 127 bytes. The 6LoWPAN layer adapts the IPv6 datagrams to the link-layer MTU, as explained in [10] .
We consider two MSS choices (MSS=64 and MSS=512 bytes) for a given TCP session. When the MSS is 64 bytes, no fragmentation is performed by the 6LoWPAN layer, whereas in the case where MSS=512 bytes, this adaptation layer splits each segment into 8 frames.
A. Energy model
To compute the energy consumed by wireless nodes to successfully send a data frame, we specify in this section a simple energy model. We denote by n the average number of neighbors of each node (n = 2 in our curves). If a frame is sent by a wireless node, it is received by its n neighbors (assumed thus to be in an active listening state). Therefore the energy consumed to send a link-layer frame equals
The numerical values correspond to a transmit and receive consumption currents of 20 mA and 17.7 mA, respectively, a tension of 3V and a transmission rate of 250 kbit/s (thus, a per-bit transmission duration of 4 μs). Such figures are typical of low-power wireless modules currently on the market (e.g., Crossbow TelosB 2 ) .
B. Model assessment
We first validate the results of our analytical model, through the simulation of the following scenario. A TCP sender sends a short file (51.2 Kbytes) to a TCP receiver. We consider an average size of 20 bytes for IPv6 headers, thanks to the LOWPAN IPHC [11] compression. The simulation results plotted are average values after 30 simulation runs. Unless indicated otherwise, the parameters used in simulations and in numerical computations correspond to the default values shown in Table II , where the bit-error rate B is the same on all links. Figure 1 shows that analytical results closely match simulations results when a short TCP segment size is chosen. However, we can see that with long TCP segments, the model tends to underestimate the energy consumption. This difference comes from the presence of collisions between fragments of a given TCP data segment, that are not taken into account in the analytical model but do occur in simulation.
Moreover, Fig. 1 shows that using short TCP segments becomes interesting, from an energy point of view, when the bit-error rate is high (above 10 −4 ). For example, for a BER of 4.10 −4 , the total consumed energy with MSS = 512 bytes is three times larger than with MSS = 64 bytes. For low values of B, the number of retransmissions is small, hence the energy consumption becomes roughly independent of B.
We remark that simulation results fit better our analytical results when no fragmentation is performed by the link layer. This is again due to collisions that occur in the large-MSS case and are not encompassed by our model.
In the following, we study the impact of the other system parameters on the energy consumption, based on the model only. We should therefore stay aware that the energy consumption may be a little underestimated for large values of the MSS.
C. FEC redundancy ratio and energy consumption
We first study the impact of FEC on the energy consumption. Fig. 2 shows that there seems to be an optimal amount of redundancy, in terms of energy consumption. Below the optimal value, adding redundancy reduces the probability of losses, and thus reduces the energy consumption. When α is above such optimal value, however, energy expenditure steadily increases because of the redundancy overhead.
Recall that the MTU being fixed, the number of frames to send depends on the redundancy ratio according to a stairstep function, hence the discontinuities in the figure.
D. Selecting the TCP MSS to minimize energy consumption
Depending of the numerous parameters of a given scenario, it appears that the same MSS value is not always the most efficient one in terms of energy. We now intend to summarize the effect of all parameters, by focusing on the best MSS strategy to implement. In the following figures, we compare the two values MSS = 64 and MSS = 512, and we concentrate on the boundary values, that delimitate zones where one MSS value outperforms the other.
We plot those frontier curves in Fig. 3 . In each figure, the area above the curve represents the case where a TCP MSS value of 64 bytes consumes less energy than an MSS of 512 bytes, while the opposite holds below the curves. Figure 3 shows the two zones, depending on the transmission distance and the BER. We remark that for a given BER, short MSSs tend to outperform long MSSs when the distance grows: it is more and more interesting to use short MSS values instead of long ones. Indeed, for large networks the cost of end-to-end retransmissions will exceed the potential economy in terms of TCP header overhead. For a given distance, short MSSs are better suited for large BER environments since (energy-spending) segment retransmissions tend to occur more frequently. Moreover, as could be expected, increasing the maximum number of link layer attempts r reduces the onehop transmission failures, and thus limit the effects of errors, hence favoring long MSSs: Indeed, giving the link layer more chances to send a data frame to its next-hop node reduces the discard probability of TCP segments, and therefore the number of end-to-end retransmissions. .
IV. CONCLUSIONS AND FUTURE WORK
In this paper, we have proposed an analytical model to estimate the number of bits sent by all wireless nodes in a TCP session in a Low power and Lossy Network, in order to evaluate the overall energy consumption.
Our main outcomes regard the choice of an energy-saving Maximum Segment Size (MSS) for TCP. We have shown that using a large TCP segment size is less energy-consuming in small, low-error networks, while it becomes interesting to reduce the MSS when the network is large or very lossy. The impact of the number of attempts at the link layer, as well as the use of FEC, has also been studied.
The work presented here could be extended in several ways. A first interesting direction would be to model the collision process, that has been observed in our simulations for large MSS values. We would also like to consider the case when duplicate frames are not detected at the link layer; likewise, the transport layer modeling could be extended to encompass TCP's delayed acknowledgement mechanism, and also larger TCP windows. Finally, we are currently investigating an adaptation algorithm which dynamically adjusts the TCP segment size to the optimal MSS value.
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