The paper is devoted to the study of representation of complex powers of closed linear operators whose negatives generate equicontinuous (g α , C)-regularized resolvent families (0 < α ≤ 2) on sequentially complete locally convex spaces. Several interesting formulas regarding powers and their domains are proved.
Introduction and preliminaries
The main purpose of this paper is to present some results on representation of fractional powers of C-sectorial operators. From the beginning, we restrict ourselves to the case that the operator −A generates an equicontinuous (g α , C)-regularized resolvent family (S α (t)) t≥0 for some α ∈ (0, 2]. In such a way, we continue the researches contained in our recent papers [10] - [11] as well as in the papers of A.V. Balakrishnan [5] - [6] , H. Berens, P.L. Butzer, U. Westphal [7] , H. Komatsu [23] , S. Samko [39] and some other authors mentioned later (cf. also the monograph [35] by C. Martínez -M. Sanz [35] for comprehensive exposition of results), established for strongly continuous semigroups of operators, and H.O. Fattorini [17] - [18] , R.H.W. c 2014 Diogenes Co., Sofia pp. 827-854 , DOI: 10.2478/s13540-014-0200- 6 Hoppe [15] - [16] , established for strongly continuous cosine operator functions. We shall represent in Example 2.1 fractional powers of (almost) C-sectorial operators using the recent approach of J.E. Galé, P.J. Miana and R.P. Stinga [19] . Furthermore, in Theorem 2.4 -Theorem 2.5, we shall prove C-regularized analogues of V. Keyantuo's results [22] on the generation of fractionally integrated semigroups and cosine functions. Concerning the purely fractional case α ∈ (0, 2) \ {1}, it is worth noting that we have faced a great deal of serious problems during our research (cf. the list of open problems stated at the end of paper); perhaps it would not be wrong if we say that the genesis of this paper is motivated by the fact that fractional resolvent families have not been used in the theory of sectorial operators so far. Now we shall briefly explain the notation used throughout the paper. By E we denote a Hausdorff sequentially complete locally convex space over the field of complex numbers, SCLCS for short, and by L(E) we denote the space which consists of all continuous linear mappings from E into E. The abbreviation stands for the fundamental system of seminorms which defines the topology of E. By 1 we denote the identity operator on E. The domain, range and resolvent set of a closed linear operator A Given s ∈ R in advance, set s := inf{l ∈ Z : s ≤ l}. The Gamma function is denoted by Γ(·) and the principal branch is always used to take the powers. Set C + := {z ∈ C : z > 0} and g α (t) := t α−1 /Γ(α) (α > 0, t > 0). If δ ∈ (0, π] and d ∈ (0, 1], then we define Σ δ := {λ ∈ C : λ = 0, | arg λ| < δ} and B d := {z ∈ C : |z| ≤ d}.
In this paper, all considered operator families will be non-degenerate. The reader may consult [25] - [26] for a fairly complete information about various types of (a, k)-regularized C-resolvent families in SCLCSs; the notions of C-regularized semigroups, fractionally integrated C-semigroups, C-regularized semigroups of growth order r > 0, and their integral generators, will be taken in the sense of [11, Definition 1.1-Definition 1.3]. For a brief introduction to the theory of abstract fractional differential equations, we refer the reader to Bazhlekova [4] and references cited there. From the sake of convenience, we shall repeat the following definition of a global (g α , C)-regularized resolvent family:
regularized resolvent family iff the following conditions hold:
The integral generator A of (S α (t)) t≥0 is defined by setting
Then A is a closed linear operator on E and C −1 AC = A. Furthermore, A is a subgenerator of a (g α , C)-regularized resolvent family (S α (t)) t≥0 in the sense of [26, Definition 2.1] (with a(t) = g α (t) and k(t) = 1), and
The notion of (exponential) analyticity of (R(t)) t≥0 will be understood in the sense of [26, Definition 3.1] . The reader may consult [10] for definitions of C-nonnegative, C-positive and C-sectorial operators. If (0, ∞) ⊆ Ω ⊆ ρ C (−A), then we shall always assume in the sequel that the mapping λ → (λ + A) −1 Cx, λ ∈ Ω is continuous for every element x ∈ E given in advance.
Let 0 ≤ ω < ϕ ≤ π and 0 < d ≤ 1. We need the following condition.
Representation formulae for fractional powers
The standard theory of fractional powers of negative generators of bounded strongly continuous semigroups on Banach spaces originated with the early works of A. V. Balakrishnan [5] , T. Kato [21] , E. Nelson [37] , M.A. Krasnoselskii -P.E. Sobolevskii [28] , H. Komatsu [24] and J.L. Lions -J. Peetre [34] (cf. also [35, Subsect. 3.2] and [31] ). We also want to mention the works of W. Lamb [29, 30] on fractional powers of operators on Frechét spaces following that of A.C. McBride [36] .
For example, A.V. Balakrishnan defined in [5] the power A γ , 0 < γ < 1, by the formula
with D(A γ ) taken to be the set of those elements x ∈ E for which the above integral converges and (T (t)) t≥0 being the strongly continuous semigroup generated by −A. In this section, we will take up the problem of how to study representations of fractional powers of closed linear operators whose negatives generate equicontinuous (g α , C)-regularized resolvent families (0 < α ≤ 2). As announced before, we shall work in the setting of sequentially complete locally convex spaces.
Proposition 2.1. Let 0 < α ≤ 2, and let −A generate the equicontinuous (g α , C)-regularized resolvent family (S α (t)) t≥0 . Then the following statements hold.
P r o o f. Let γ ∈ C + satisfy γ < 1, and let x ∈ D(A). Observe that the integral
dt t is convergent since, for every q ∈ , there exist c q > 0 and r q ∈ such that:
From the proof of [11, Theorem 4.7(i)], we know that
Hence,
CAx dλ
finishing the proof of (i). In order to prove (ii), observe first that the functional equation of (S α (t)) t≥0 implies that, for every k ∈ N 0 and t ≥ 0,
As an immediate consequence of this equality, we get that, for every q ∈ and k ∈ N 0 , there exist c q,k > 0 and r q,k ∈ such that, for every t ≥ 0 and
which clearly implies that the first integral in (2.1) converges for γ = 1, γ = 1. For fixed x ∈ D(A 2 ) and a > 0, denote the right hand side of (2.1) by G(γ); then the mapping γ → G(γ) is analytic for 0 < γ < 2, γ = 1, and a straightforward computation shows that the equality A γ Cx = G(γ) holds for every γ ∈ C + with γ < 1. By [11, Proposition 2.6(ii)], we have that the mapping γ → A γ Cx (0 < γ < 2) is also analytic, so that the formula (2.1) follows from an application of the uniqueness theorem for analytic functions. 
and
which clearly implies that for each x ∈ C(D(A k )) we can simply represent A γ x in terms of (S α (t)) t≥0 . Suppose now y = (μ + A) −k Cx for some x ∈ E and μ ∈ Σ απ/2 . If γ / ∈ N, then we obtain from (2.4)-(2.5) and (2.1):
A similar representation formula can be obtained in the case that γ ∈ N.
(ii) Suppose, for the time being, n ∈ N, n−1 < γ < n, x ∈ D(A n ), and consider the formula (2.1) with γ and x replaced respectively by γ − (n − 1) and A n−1 x therein. In the case of semigroups (α = 1), the estimate (2.3) shows that we can apply integration by parts (n − 1)-times in this formula. In such a way, we obtain that
which is a generalization of the formula [35, (3.15) , p. 66]. Suppose now that 0 < γ < n, γ / ∈ N, a > 0, x ∈ D(A n ) and α = 1. Since the mapping
is analytic for 0 < γ < n, γ / ∈ N, and equals A γ Cx for n−1 < γ < n, the uniqueness theorem for analytic functions implies that A γ Cx is given by F (γ) for those values of γ; this is an extension of the formula [35, (3.14) ]. Observe also that a similar analysis can be carried out in the case that α = 1. For example, one can use the estimate (2.3) and the same trick as above so as to conclude that the following formula holds: 
Replacing γ and x in (2.6) with γ − (n − 1) and A n−1 x, we obtain that
Since the repeated partial integration can be applied in the first integral of (2.1), we obtain similarly that, for every n ∈ N and for every γ ∈ C + with γ = n, the following formula holds:
and let m ≥ n > γ > 0. Then it can be easily verified that
On the other hand, [26, Theorem 2.7] implies that (0, ∞) ⊆ ρ C (−A) and
Making use of the equality [27, (5)], we get that
for λ > 0, x ∈ E, j ≥ 2, with c k 0 ,k,α being the numbers defined at the beginning of [27, Section 2]. Plugging (2.8)-(2.9) into (2.7), we obtain that
In the following theorem we shall prove a slight generalization of the formulae [35, 
where
This implies that, for every q ∈ ,
Therefore, the integral appearing in (2.10) is convergent. For the rest of proof of this equality, it suffices to consider the case in which x ∈ C m+2 (D ∞ (A)); then (2.10) is equivalent with
Observing that the functions
vanish when t goes to zero or to infinity, (2.11) simply follows from the arguments given in the proof of [35, Theorem 3.2.2] . The remaining part of proof can be deduced by making use of the inclusion C −1 J γ C ⊆ A γ and an insignificant modification of the corresponding parts of the proof of aforementioned theorem.
2
We continue by stating the following useful lemma.
where m ∈ N 0 satisfies that α ≥ 1/(m + 1). In particular, the second equality holds for each
P r o o f. The equality (2.12) has been already proved. In order to prove the equality (2.13), observe that for each t ≥ 0 one has:
(2.14)
Therefore, (2.14) implies
and the equality (2.13) follows immediately from (2.12) by integrating by parts. 2
Before we state some special consequences of Lemma 2.1, observe that the analyticity of (S α (t)) t≥0 implies that the integral 
where (T (t)) t≥0 is the bounded C 0 -semigroup generated by −A. This is the well known result in the theory of C 0 -semigroups of operators, already mentioned at the beginning of this section.
(ii) Plugging α = 2 in Lemma 2.1, we obtain
where (C(t)) t≥0 is the bounded cosine operator function generated by −A. The first of these two equalities has been proved by R.H.W. Hoppe in [16] . Further on, by taking γ = 1/2 in the second of these equalities, we get an old result of H.O. Fattorini [18] :
In the following extension of [35, Lemma 6.1.5], we shall explicitly represent powers with exponents of negative real part.
Lemma 2.2. Let α ∈ (0, 2], let γ ∈ C + such that 0 < γ < 1, and let −A generate an equicontinuous (g α , C)-regularized resolvent family (S α (t)) t≥0 on E. Suppose that A is injective.
(i) For every x ∈ R(A), the following holds:
(ii) Suppose additionally 1 ≤ α ≤ 2. Then, for every x ∈ R(A), the following holds:
(iii) If α = 1 and the family {e ηt S α (t) : t ≥ 0} is equicontinuous for some η > 0, then (2.16) holds for any γ ∈ C + and x ∈ E. P r o o f. Suppose that x = Ay for some y ∈ E. Making use of [11, Theorem 3 .16], we get that
Therefore, the assertion (i) is an immediate consequence of Proposition 2.1. we would like to mention the papers [7] by H. Berens, P.L. Butzer, U. Westphal and [39] by S. Samko. Making use of the method proposed in [7] , one can prove the following: Suppose 0 < γ < r, where r ∈ N, and −A is the integral generator of an equicontinuous C-regularized semigroup (T (t)) t≥0 . Then, for every x ∈ D(A γ ), we have that the limit y = lim
exists in E. Furthermore,
Albeit it seems very plausible to be true, it is not clear whether a modification of the above result continues to hold if γ ∈ C + \ (0, ∞) and γ < r, since it is not clear whether in this case we have that ∞ 0 |q γ,r (u)| du < ∞, with q γ,r (u) being the function defined in the fundamental lemma of [7] . Theorem 2.2. Let n ∈ N 0 , α ∈ (0, 2], let γ ∈ C + such that n < γ < n + 1, and let −A generate an equicontinuous (g α , C)-regularized resolvent family (S α (t)) t≥0 on E. Put
Then the following holds:
Then it is not difficult to prove (see e.g. the proof of [1, Proposition 4.1.3] or apply [26, Theorem 3.6, Theorem 3.9]) that lim μ→+∞ P μ x = Cx for all x ∈ E. Let x ∈ K. Then P μ x ∈ D(A n+1 ) and it follows from (2.12) that
as μ → +∞. Therefore, the closedness of A γ taken together with the equality
and (2.17), finishing the proof of (i). Suppose now x ∈ D(A γ ) ∩ D(A n ). Then it is not difficult to see that
x ∈ K and that (2.17) holds iff
Let 0 < ζ < 1/2, and let the function f ζ (·, ·) be defined by
Multiplying the both sides of (2.18) with the operator
for t > 0 and l ≥ 2 sufficiently large, and using the procedure described in Remark 3.13(i) of [11] , it suffices to prove the validity of (2.18), or equivalently (2.17), for Corollary 2.1. Let n ∈ N 0 , α ∈ (0, 2], let γ ∈ C + such that n < γ < n + 1, and let −A generate an equicontinuous (g α , 1)-regularized resolvent family (S α (t)) t≥0 on E. Then
Corollary 2.2. Let n ∈ N 0 , α ∈ (0, 2], let γ ∈ C + such that n < γ < n+ 1, and let −A generate an equicontinuous (g α , C)-regularized resolvent family (S α (t)) t≥0 on E. Then the following statements hold.
(2.19) (ii) Let x ∈ D(A n ) satisfy that the mapping t → S α (t)A n x, t ∈ (0, 1] is continuously differentiable and that the limit lim
and 
Applying integration by parts in the last integral, we obtain that:
(2.20)
The remaining part of proof follows from Theorem 2.2(i). 2 Remark 2.4. (i) Let x ∈ D(
A n ) satisfy that the mapping t → S α (t)A n x, t > 0 is continuously differentiable and that the limit
exists in E. Due to Corollary 2.2(ii), we have that Cx ∈ D(A γ ); if this is the case, then one can prove that the following equality holds:
In connection with (2.21), we want also to mention in passing that the following result holds (cf. (ii) Let α ∈ (1, 2], and let −A generate an equicontinuous (g α , C)-regularized resolvent family (S α (t)) t≥0 on E. Set
Then Corollary 2.2(ii) implies that, for every x ∈ F, one has Cx ∈ D(A 1/α ). Consider now the most important case C = 1. Even then, the space {x ∈ E : S α (·)x ∈ C 1 ((0, ∞) : E)} does not necessarily belong to D(A 1/α ) and we can easily give a counterexample in the case α = 2; if, additionally, E is a UMD Banach space, then we have the following obvious inclusion
In the following theorem, we shall further analyze domains of powers whose exponents have positive integers as real parts.
Then the following statements hold:
P r o o f. We will prove (i) and (iii) only in the case that n = 1; the proof of (ii) is similar to that of Theorem 2.2(ii) and therefore omitted.
First of all, notice that Proposition 2.1(ii) implies C(D(A 2 )) ⊆ D(A γ ) and
and (2.23) holds with x replaced by P μ x, we get that:
In (2.24) we can take the limit as μ approaches +∞. Using after that the equality
and (2.22) holds. In the case that the limit lim
in E, we have the following equality:
, so that the proof of (iii) now follows along the same lines as the proof of (i). 2
J.E. Galé, P.J. Miana and R.P. Stinga have recently extended in [19] results of Caffarelli -Silvestre and Stinga -Torrea regarding a representation of fractional powers of differential operators via an extension problem. Although the main results of above-mentioned paper can be reformulated and proved for certain classes of fractionally integrated C-semigroups and cosine functions with corresponding growth order, we shall briefly explain in the subsequent example how one can express the element A σ Cx of E (x ∈ D(A)) in terms of solutions of the following incomplete abstract Cauchy problem:
where 0 < μ < σ < 1 and −A generates a global C-regularized semigroup (T (t)) t≥0 satisfying that the family {(1 + t μ ) −1 T (t) : t ≥ 0} is equicontinuous (cf. [41, Theorem 1.5.10] for examples of differential operators with this property). In order to do that, observe first that we have defined the power A σ in [10] - [11] only if μ = 0, or if μ > 0 and A is injective. In these two cases, the following equality holds: 25) if μ > 0 and A is not injective, then the integral appearing in (2.25) converges absolutely so that the value of A σ Cx can be understood in the same way. Then the proof of Proposition 2.1 shows that, for every x ∈ D(A),
Example 2.1. Using the computations given in [19] , it is clear that an analytic solution of the problem (P) can be obtained through the formula
Furthermore, this solution is bounded on closed subsectors of Σ π/4 and the following equalities hold: (2.27) and
(2.28) Making use of the formulae (2.27)-(2.28), (2.12) as well as the dominated convergence theorem, it readily follows that, for every x ∈ D(A),
on closed subsectors of Σ π/4 . In this place, we would like to observe that it would be very interesting to know whether the assumption x ∈ D(A σ ) implies the existence of limit lim z→0+ z −2σ (u(z) − Cx) appearing in (2.27); of course, it is not difficult to prove (cf. the proofs of Theorem 2.2 and Corollary 2.1(i)) that the existence of above limit implies Cx ∈ D(A σ ) and
It is also clear that the operator A + is C-sectorial of angle π/2 and that (cf. Lemma 2.2) 
Using the estimates
Since the operator B = 0 generates a C 0 -semigroup (S(t) ≡ 1) t≥0 on C, and lim →0+ ( + B) −(σ+μ) B σ+μ z = z, z ∈ C, we obtain similarly that lim →0+ I 3, = 0. Hence,
which further implies that
In combination with the following obvious equality
30) shows that
Cu(z) = lim
Further on, it is not difficult to prove that
Taking into account (2.31)-(2.32), we get that
In such a way, we have proved an extension of [19, Theorem 2.1].
We continue by observing that V. Keyantuo has investigated in [22] the generation of fractionally integrated semigroups and cosine functions by using some results from the theory of interpolation of semigroups; cf. [2] - [3] and [12] for some pioneering results in this direction. In the remaining part of this section, we shall continue the research contained in [22] , our basic concepts are given as follows. By X we denote another SCLCS that is continuously imbedded in E, the symbol X stands for the fundamental system of seminorms which defines the topology of X. Suppose that −A is the integral generator of an equicontinuous C-regularized semigroup (T (t)) t≥0 on E, and C(X) ⊆ X. Define the operator A X by
Then it is checked at once that A X is a closed linear operator on X. Since we have assumed that C(X) ⊆ X, the operator C X , defined in a similar fashion, is a bounded linear operator on X.
The proof of Lemma 2.3 below follows immediately from the argumentation given in the proof of [22, Lemma 2.4], taken together with Corollary 2.2(i) and the equality C −1 A α C = A α ; notice only that the assumption 0 < α < β ≤ 1 implies that, for every p ∈ , s > 0 and x ∈ E, we have the following estimate:
(2.33)
Now we are in a position to state the following theorem.
Theorem 2.4. Suppose that −A is the integral generator of an equicontinuous C-regularized semigroup (T (t)) t≥0 on E, and
is equicontinuous, and the operator A X is the integral generator of (U β (t)) t≥0 .
P r o o f. The proof is very similar to that of [22, Theorem 2.5], and we will only outline the main details. By Lemma 2.3 and (2.35), we have that the operator U β (t) belongs to the space L(X) for all t ≥ 0. The equicontinuity of operator family {(1 + t β ) −1 U β (t) : t ≥ 0} ⊆ L(X) is a consequence of (2.35) and a straightforward computation involving (2.34). Furthermore, it is not difficult to prove, with the help of (2.33)-(2.35) and the dominated convergence theorem, that (U β (t)) t≥0 is a strongly continuous operator family in L(X), so that the verification of fact that (U β (t)) t≥0 is a non-degenerate β-times integrated C X -semigroup with the integral generator A X , in the sense of [11, Definition 1.2], becomes almost trivial. 2
The situation is a little complicated in the case that D(A n+α ) ⊆ X for some n ∈ N and α ∈ (0, 1). In order to better explain this, assume also that β > α and that the condition (H) holds with ω = π/2 and some d ∈ (0, 1]. It is clear that (2.34) has to be adapted in such a way that for each p X ∈ X there exist c p X > 0 and q p X ∈ such that p X (x) ≤ c p X q p X (x) + q p X A n+α x , x ∈ D A n+α . 
