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Résumé
La simulation numérique des phénomènes physiques est devenue un élément in-
contournable dans la boite à outils de l’ingénieur mécanicien. Des outils robustes
et modulables, basés sur les méthodes classiques d’approximation, sont désormais
couramment utilisés dans l’industrie. Cependant, ces outils nécessitent des moyens
de calculs importants lorsqu’ils sont utilisés pour résoudre des problèmes complexes.
Même si les progrès remarquables de l’industrie informatique rendent de tels moyens
de calcul toujours plus abordables, il s’avère aujourd’hui nécessaire de proposer des
méthodes d’approximation innovantes permettant de mieux exploiter les ressources
informatiques disponibles. Les méthodes de réduction de modèle sont présentées
comme un candidat idéal pour atteindre cet objectif. Parmi celles-ci, les méthodes
basées sur la construction d’une approximation à variables séparées se sont révélées
être très efficaces pour approcher la solution d’une grande variété de problèmes, ré-
duisant les coûts numériques de plusieurs ordres de grandeur. Néanmoins, l’efficacité
de cesméthodes dépend considérablement du problème traité. Dans cemanuscrit, on
se propose d’évaluer l’intérêt d’une approximation à variables séparées espace-temps
dans le cadre de problèmes académiques de dynamique transitoire.
On définit tout d’abord lameilleure approximation (au sens d’un problème demin-
imisation) de la solution d’un problème transitoire, sous la forme d’une représenta-
tion à variables séparées espace-temps. Le calcul de cette approximation étant basé
sur l’hypothèse que la solution du problème de référence est connue (méthode a
posteriori), la suite du manuscrit est dédiée à la construction d’une telle approxima-
tion sans autres connaissances a priori sur la solution de référence, que les opéra-
teurs du problème espace-temps dont elle est solution (méthode a priori). Un formal-
isme générique, basé sur une représentation tensorielle des opérateurs du problème
espace-temps est alors introduit dans un cadre multichamps. On développe ensuite
un solveur exploitant ce format générique, pour construire une approximation à vari-
ables séparées espace-temps de la solution d’un problème transitoire. Ce solveur est
basé sur la décomposition généralisée propre de la solution (Proper Generalized De-
composition - PGD). Un état de l’art des algorithmes existants permet alors d’évaluer
l’efficacité des définitions classiques de la PGD pour approcher la solution de prob-
lèmes académiques de dynamique transitoire. Les résultats obtenusmettant en défaut
l’optimalité de la PGD la plus robuste, une nouvelle définition, récemment introduite
dans la littérature, est appliquée dans un cadremultichamps à la résolution d’un prob-
lème d’élastodynamique 2D. Cette nouvelle définition, basée sur la minimisation du
résidu dans une norme idéale, permet finalement d’obtenir une très bonne approxi-
mation de la meilleure approximation de rang donné, sans avoir à calculer un grand
nombre de modes espace-temps.
MOTS CLÉS: dynamique transitoire, séparation de variables espace-temps,
POD/PGD
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Introduction
Des outils robustesmais nécessitant desmoyens de calculs importants
Les outils de simulation sont aujourd’hui suffisamment robustes pour être ex-
ploités dans un contexte industriel. Ils sont devenus indispensables pour valider,
voir certifier la conception des produits, ou bien permettre leur optimisation. Les
phénomènes physiquesmodélisés sont de plus en plus complexes. Cependant, la com-
plexité desmodèles qu’il est possible de développer à l’aide des outils de simulation est
limitée par les moyens de calcul dont on dispose. On est ainsi rapidement confronté
à deux problèmes : la durée de la simulation et l’espace mémoire nécessaire pour ef-
fectuer le calcul et stocker les résultats.
Un exemple est la simulation du comportement dynamique d’une structure
soumise à un choc. Pour ce type de problème, la méthode des éléments finis et les
schémas d’intégration en temps sont des outils très robustes. Ils requièrent cependant
des discrétisations spatiale et temporelle très fines, pour représenter les variations lo-
cales du champ de déplacement avec une précision raisonnable. Supposons que l’on
ait discrétisé le champ de déplacement de la structure avec nS dégrés de liberté et que
la simulation de son évolution au cours du temps nécessite nT pas de temps. On est
alors ammené à résoudre des systèmes linéaires de très grande taille (nS ×nS), un très
grand nombre de fois (nT fois). Et le temps nécessaire pour effectuer la simulation de-
vient trop long dès lors que les dimensions nS et nT sont importantes. Le stockage de
la solution sur le domaine espace-temps est tout aussi problématique (on doit stocker
nSnT valeurs).
Les progrès remarquables réalisés dans l’industrie informatique ont permis de
traiter des problèmes toujours plus grands avec les méthodes classiques d’approxi-
mation. Cependant, il s’avère aujourd’hui nécessaire de proposer des méthodes d’ap-
proximation innovantes permettant de mieux exploiter les ressources informatiques
disponibles.
Une ruptureméthodologique : la réduction demodèle par séparation de variables
Les méthodes de réduction de modèle ont été introduites pour atteindre cet
objectif. Parmis celles-ci, les méthodes basées sur la construction d’une approx-
imation à variables séparées se sont révélées être très efficaces pour approcher
11
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Introduction
la solution d’une grande variété de problèmes [Ladevèze, 1999, Ammar et al., 2006,
Nouy, 2007, Chinesta et al., 2011]. Dans certains cas, elles ont permis de réduire les
coûts numériques de plusieurs ordres de grandeur. Néanmoins, l’efficacité de ces
méthodes dépend considérablement du problème traité. Aussi, l’objectif poursuivi de
ce manuscrit est d’évaluer l’intérêt d’une approximation à variables séparées espace-
temps dans le cadre de problèmes académiques de dynamique transitoire.
La stratégie proposée repose sur deux points clés :
• Le premier point concerne la représentation d’un champ défini sur le domaine
espace-temps, sous la forme d’une somme de produits de fonctions définies
sur l’espace et le temps, chaque produit de fonctions pouvant être interprété
comme un mode espace-temps. De cette manière, on remplace le stockage de
nSnT valeurs par le stockage de M(nS + nT ) valeurs, où M est le nombre de
modes espace-temps utilisés. Une telle représentation à variables séparées per-
mettra donc de réduire considérablement l’espacemémoire nécessaire au stock-
age d’un champ sur le domaine espace-temps dès lors que le nombre de modes
espace-tempsM sera très faible par rapport aux dimensions nS et nT . L’enjeu est
alors de savoir quel est la valeur de M qui permette d’approcher précisemment
un champ connu, sous la forme d’une représentation à variables séparées.
• Le second point concerne le développement d’un solveur non-incrémental per-
mettant d’approcher la solution (non connue) d’un problème transitoire sous
la forme d’une représentation à variables séparées espace-temps. Le solveur
développé dans ce manuscrit est basé sur la décomposition généralisée pro-
pre, mieux connue sous son acronyme anglais PGD (« Proper Generalized De-
composition »). L’idée est d’exploiter le caractère séparable des opérateurs d’un
problème transitoire, de façon à remplacer la résolution du problème sur le do-
maine espace-temps par une succession de résolutions alternatives d’un prob-
lème spatial et d’un problème temporel. On remplace ainsi la résolution de nT
systèmes linéaires de taille nS ×nS par Mξ résolutions d’un système linéaire de
taille nS×nS et d’un autre de taille nT ×nT , où ξ est un nombre d’itérations. Dans
le cas où n =nS =nT , un tel solveur permettra donc de réduire le temps de calcul
siMξ<<n.
L’objectif général poursuivi dans ce manuscrit est d’évaluer l’efficacité de ces deux
points clés dans le cas de problèmes académiques de dynamique transitoire.
Organisation dumanuscrit
Le manuscrit est organisé autour de la réalisation de cet objectif.
• Dans le Chapitre 1, on présente tout d’abord les techniques d’approximation
classiquement utilisées pour approcher la solution d’unproblèmede dynamique
transitoire. Le problèmede référence est introduit, puis les techniques d’approxi-
mation spatiale et temporelle sont détaillées et leurs propriétés numériques sont
12
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Introduction
commentées.
• Le Chapitre 2 est consacré à l’évaluation du premier point clé de la stratégie.
On définit la meilleure approximation d’un champ (connu) sous la forme d’une
représentation à variables séparées espace-temps, au sens d’un problème de
minimisation. Les outils permettant de construire cette meilleure approxima-
tion sont rapidement présentés, puis on évalue l’efficacité d’une telle approxi-
mation en terme de gain mémoire, dans le cas de problème unidimensionnel de
dynamique transitoire.
La construction de l’approximation à variables séparées présentée dans le Chapitre
2 est appelée la décomposition a posteriori d’un champ, car celui-ci est calculé (et
donc également stocké) dans une étape préliminaire avant d’être approché par une
représentation à variables séparées. Aussi, un problème plus difficile est de construire
une approximation à variables séparées de ce champ, sans autres connaissances a pri-
ori sur celui-ci que les opérateurs du problème espace-temps dont il est solution. On
verra qu’un problème encore plus difficile est de trouver a priori une bonne approx-
imation de la meilleure approximation à variables séparées introduite au Chapitre 2.
Ces aspects sont l’objet du second point de la stratégie proposée et les chapitres suiv-
ants y sont dédiés.
• Le Chapitre 3 est une parenthèse dans la présentation de la stratégie suivie. On
évalue l’efficacité des méthodes de réduction de modèle les plus simples et les
plus populaires, classiquement utilisées en dynamique des structures. Cesméth-
odes sont basées sur la projection du problème de référence sur une base de
fonctions spatiales de dimension réduite par rapport à la dimension de l’espace
d’approximation. Elles aboutissent également à une approximation à variables
séparées espace-temps et peuvent donc être comparées à la meilleure approxi-
mation définie au Chapitre 2. Très efficaces dans le cadre de problèmes basses
fréquences, ces méthodes de réduction de modèle le sont beaucoupmoins pour
approcher la solution d’un problème de choc, justifiant ainsi le développement
de nouvelles stratégies.
• Le Chapitre 4 est le plus technique du manuscrit. On introduit un formalisme
général pour représenter les opérateurs d’un problème espace-temps sous la
forme d’une somme de produits tensoriels d’opérateurs spatiaux et temporels.
Ce formalisme est étendu dans le cas d’un problème à F -champs. La construc-
tion des opérateurs du problème dans ce format est illustrée pour les différentes
méthodes d’approximation introduites au Chapitre 1 (méthodes éléments finis
en espace et en temps, schéma d’intégration en temps). Une attention partic-
ulière est apportée à la prise en compte des conditions aux limites et initiales
dans le cadre d’une telle représentation.
La représentation tensorielle des opérateurs introduite au Chapitre 4 peut ensuite
être exploitée pour développer des solveurs génériques, capables de construire une
13
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approximation à variables séparées de la solution d’un problème donné sous format
tensoriel. Le développement de tels solveurs est l’objet des deux derniers chapitres.
• Le Chapitre ?? est un état de l’art des algorithmes utilisés dans le cadre de la
méthode de décomposition généralisée propre (PGD). Les définitions classiques
de la PGD, ainsi que les algorithmes de construction associés, sont décrits dans
le cas d’un problème espace-temps à un champ, puis dans le cas d’un problème
multichamps. L’efficacité de l’ensemble des algorithmes présentés est alors éval-
uée dans le cas de différents problèmes académiques de dynamique transitoire.
• Les résultats obtenus dans le Chapitre ?? mettant en défaut l’optimalité de la
PGD la plus robuste, le Chapitre 6 est consacré à la présentation d’une nouvelle
définition, récemment introduite dans la littérature [Billaud-Friess et al., 2013].
Cette nouvelle définition est appliquée dans un cadre multichamps à la résolu-
tion d’un problème d’élastodynamique bidimensionnel. Basée sur la minimisa-
tion du résidu dans une norme idéale, elle permet finalement d’obtenir une très
bonne approximation de la meilleure approximation définie au Chapitre 2, sans
avoir à calculer plus de modes espace-temps que nécessaires.
Des conclusions et perspectives à ces travaux sont finalement proposées.
Les notations et le point de vue adopté pour la définition des espaces produits ten-
soriels sont précisés dans l’Annexe A.
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Chapitre 1
Méthodes classiques d’approximation
en dynamique transitoire
Ce chapitre présente les méthodes d’approximation spatiale et
temporelle, classiquement utilisées pour approcher la solution d’un
problème de dynamique transitoire.
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1. Méthodes classiques d’approximation en dynamique transitoire
1.1 Problème de référence
Afin de simplifier la présentation, on décrit dans ce chapitre la modélisation du
problème d’élastodynamique dans un milieu unidimensionnel. La modélisation dans
unmilieu bidimensionnel est présentée dans le Chapitre 4.
1.1.1 Formulation forte
On cherche à prédire la réponse dynamique d’une poutre occupant le domaine
spatial Ω = [0,L], au cours de l’intervalle de temps I = [0,T ]. On considère la réponse
de la poutre en traction-compression. Celle-ci est décrite par les champs scalaires de
déplacement longitudinal, noté u(x, t ) et de contrainte de traction, notéσ(x, t ) en tout
point (x, t ) de Ω× I . La poutre est soumise, au cours de l’intervalle de temps I , à un
déplacement g (t ) imposé sur son extrémité ∂Ωu et à un effort ponctuel p(t ) imposé
son extrémité ∂Ωσ, avec la partition suivante ∂Ω= ∂Ωu ∪∂Ωσ et ∂Ωu ∩∂Ωσ =∅. L’état
à l’instant initial est connu et décrit par les champs de déplacement u0(x) et de vitesse
v0(x), définis sur Ω. Le matériau est caractérisé par sa densité ρ et son module d’élas-
ticité E . La section de la poutre est notée A. Dans ce cadre, la réponse de la poutre est
gouvernée par les équations suivantes qui constituent le problème de référence :
Problème 1.1. Le problème de référence consiste à trouver les champ de déplace-
ment u(x, t ) et de contrainte σ(x, t ) suffisamment réguliés, qui vérifient :
• les équations de liaisons et conditions initiales,
u = g , ∀(x, t ) ∈ ∂Ωu × I , (1.1a)
u = u0 , ∀(x, t ) ∈Ω× {0} , (1.1b)
∂u
∂t
= v0 , ∀(x, t ) ∈Ω× {0} , (1.1c)
• les équations d’équilibre,
∂σ
∂x
= ρ∂
2u
∂t2
, ∀(x, t ) ∈Ω× I , (1.1d)
σ= p
A
, ∀(x, t ) ∈ ∂Ωσ× I , (1.1e)
• et la relation de comportement,
σ= E ² , ∀(x, t ) ∈Ω× I , (1.1f)
où le champ de déformation ² est donné par ²(u)= ∂u∂x .
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Problème de référence
Remarque 1.1. Lorsque la relation de comportement contient un terme d’amortisse-
ment, la réponse de la structure peut être décomposée en la somme d’une composante
transitoire et d’une composante stabilisée. Du fait de l’amortissement, la composante
transitoire s’annulle au bout d’un certain temps. La réponse stabilisée de la structure est
alors essentiellement due aux sollicitations extérieures. Dans le cadre de ces travaux, on
s’intéresse à la réponse transitoire de la structure (la durée de la simulation est telle que
l’on peut considérer un comportement purement élastique (non-amorti) du matériau).
Dans ce cas, il est naturel d’adopter une démarche de modélisation en variables espace-
temps. Cependant, lorsque l’on cherche à prédire la réponse stabilisée de la structure (et
donc que la loi de comportement contient un terme d’amortissement), il est peut-être
avantageux de considérer une modélisation du problème en variables espace-fréquence
[Ohayon et Soize, 1998].
1.1.2 Comportement dynamique suite à un choc
On s’intéresse plus particulièrement à la réponse dynamique d’une structure
soumise à un choc. Un choc est caractérisé par une sollicitation d’une durée finie,
notée∆T , rapide par rapport à une durée caractéristique de la structure. La chute d’un
objet sur une structure, un choc pyrotechnique, ou encore un déplacement imposé
du à un séisme sont des exemples d’une telle sollicitation. On considère ici une mod-
élisation simplifiée et on représente une sollicitation de choc à l’aide de la fonction
suivante :
choc(x, t ;∆T )= chocS(x)chocT (t ;∆T )
avec chocT (t ;∆T )=
{
1
2
(
1−cos( 2pi
∆T
t )
)
si t ∈ [0,∆T ]
0 si t ∉ [0,∆T ] , (1.2)
où la fonction chocS(x) est la composante spatiale du choc (dont le support est en
général localisé sur une petite portion de la frontière de la structure), et la fonction
chocT (t ) est sa composante temporelle (dont le support est localisé sur l’intervalle de
temps [0,∆T ], voir la Figure 1.1).
FIGURE 1.1: Représentation simplifiée de la composante temporelle d’une sollicitation
de choc.
Un choc est à l’origine de la propagation d’une onde dans la structure. C’est-à-dire
qu’il initie une perturbation locale du milieu qui n’est pas détectée instantanément
dans le reste de la structure. Cette perturbation se propage de proche en proche à une
17
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1. Méthodes classiques d’approximation en dynamique transitoire
vitesse c qui dépend des propriétés d’élasticité et d’inertie du matériau. Une structure
étant un domaine borné, la perturbation « rebondit » lorsqu’elle atteint une extrémité
du domaine. On observe alors différents comportements dynamiques, selon que la
durée ∆T caractérisant la sollicitation est plus ou moins longue par rapport au temps
que la perturbation qu’elle provoque, met pour se propager le long d’une dimension
caractéristique de la structure (notée L). On choisit, dans cemanuscrit, de caractériser
la réponse de la structure suite à un choc, à l’aide du nombre adimensionné κ, défini
comme suit :
κ=
(
L
c∆T
)2
. (1.3)
La structure est décrite par la durée L/c où L est une distance caractéristique entre le
point d’application du choc et un point de la frontière ∂Ω, et c est la célérité des ondes
dans le milieu. Le nombre κ compare donc la durée du choc ∆T à la durée nécessaire
à l’onde (provoquée par le choc) pour se propager d’un bout à l’autre de la structure.
Une interprétation géométrique du nombre κ est donnée dans l’Exemple 1.1.
L’exposant dans la définition (1.3) provient du lien entre le nombre κ et les équa-
tions du problème de référence. En recombinant l’équation d’équilibre (1.1d) et la loi
de comportement (1.1f) en privilégiant le déplacement, on montre facilement que le
champ de déplacement, solution du problème de référence, vérifie l’équation des on-
des suivante :
∂2u
∂x2
= 1
c2
∂2u
∂t2
, (1.4)
où c =
√
E/ρ est la célérité des ondes dans le milieu. En reformulant cette équation
avec les coordonnées adimensionnelles x˜= x
L
et t˜ = t
∆T
, on obtient l’équation suivante,
faisant intervenir le nombre adimensionné κ :
∂2u
∂x˜2
= κ∂
2u
∂t˜2
. (1.5)
Ainsi lorsque κ << 1, le terme d’accélération dans l’équation (1.5) est négligeable de-
vant le terme laplacien. Dans ce cas, la réponse de la structure est quasi-statique : le
déplacement est nul à partir du moment où la structure n’est plus sollicitée et une
modélisation dynamique n’a alors pas d’intérêt. Par contre, si le nombre κ est du
même ordre de grandeur ou supérieure à l’unité, alors le terme d’accélération devient
prépondérant par rapport au terme laplacien et une modélisation dynamique est in-
contournable. Cet aspect est illustré dans l’Exemple 1.1.
Remarque 1.2. Dans le cas d’un milieu bi- ou tri-dimensionnel, le champ de déplace-
ment, solution du problème d’élastodynamique, peut être représenté par l’intermédiaire
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Problème de référence
des potentiels de Lamé,ΨL etΨT , vérifiant les équations des ondes suivantes :
∆(ΨL)=
1
c2
L
∂2ΨL
∂t2
avec c2L =
λ+2µ
ρ
, (1.6a)
et ∆(ΨT )=
1
c2
T
∂2ΨT
∂t2
avec c2T =
µ
ρ
. (1.6b)
Ces potentiels caractérisent différents modes de propagation des ondes dans le milieu
[Achenbach, 1973]. Un champ de déplacement de la forme ∇(ΨL) décrit ainsi des on-
des longitudinales se propageant à la célérité cL alors qu’un champ de déplacement
de la forme rot(ΨT ) décrit des ondes transversales se propageant à la célérité cT . On
peut alors introduire comme pour le cas unidimensionnel, les nombres sans dimension
κL = ( LcL∆T )
2 et κT = ( LcT∆T )
2, caractérisant le comportement dynamique de la structure
en réponse à un choc.
Exemple 1.1. (Régimes basse etmoyenne fréquences)Dans cet exemple, on illustre le
comportement dynamique d’une poutre en réponse à un choc pour différentes valeurs
du nombre sans dimension κ. Le problème considéré est représenté sur la Figure 1.2.
Le déplacement est imposé nul au point x = L et les conditions initiales sont nulles.
Un déplacement g (t ;∆T ) de la forme de (1.2), d’une durée caractéristique ∆T , est ap-
pliqué au point x = 0. Dans ce cas, le nombre κ =
(
L
c∆T
)2
compare la durée de la sol-
licitation ∆T et le temps L
c
mis par l’onde provoquée par le choc pour atteindre l’autre
extrémité de la poutre. Plus le nombre κ est grand et plus l’aire colorée en bleu sur la
Figure 1.2 est réduite par rapport au reste du domaine espace-temps.
Déplacement 
imposé de type 
encastrement
Conditions initiales nulles
Déplacement 
imposé de type 
choc
FIGURE 1.2: Description espace-temps de la propagation d’ondes dans un milieu 1D.
La zone bleutée correspond aux portions dudomaine espace-temps où le déplacement
est non-nul.
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La modélisation du problème consiste à trouver le déplacement u(x, t ) en tout
point (x, t ) ∈ [0,L]× [0,T ] qui vérifie :
∂2u
∂x2
= 1
c2
∂2u
∂t2
avec

u(0, t ) = g (t ;∆T )
u(L, t ) = 0
u(x,0) = 0
∂u/∂t (x,0) = 0
. (1.7)
La solution exacte de ce problème peut être obtenue analytiquement en appliquant
la transformée de Laplace en temps à l’équation d’équilibre [Géradin et Rixen, 1997].
Après application de la transformée inverse, on obtient la solution du problème sous
la forme d’une somme finie de termes :
u(x, t )=
n+∑
n=0
g
(
t − x+2Ln
c
;∆T
)
−
n−∑
n=0
g
(
t + x−2L(n+1)
c
;∆T
)
, (1.8)
où les entiers n+ et n− sont bornés par 0 ≤ n+ ≤ cT−x2L et 0 ≤ n− ≤ cT+x2L − 1 pour tout
x ∈ [0,L]. Pour simplifier l’analyse, on choisit L = 1m, c = 1m/s et T = 10s.
Afin de caractériser le comportement dynamique de la structure, on représente la
solution sur le domaine espace-temps pour les valeurs de κ = 0.01−0.1−1−10−100
(voir la Figure 1.3). Pour des valeurs de κ très faibles, on constate que la solution est
très proche de la solution quasi-statique (voir la solution pour κ= 0.01 qui correspond
à ∆T = 10). L’amplitude du déplacement est négligeable dès lors que la sollicitation
s’annule. Pour les valeurs de κ plus grandes, la réponse dynamique est totalement dif-
férente de la solution quasi-statique (voir la solution pour κ = 100 qui correspond à
∆T = 0.1). À partir des valeurs de κ ≥ 1, on distingue clairement la propagation de
la perturbation dans le domaine espace-temps : la solution présente de forts gradients
par rapport aux variables spatiale et temporelle, dont le support est localisé à différents
lieux du domaine espace-temps.
Afin de qualifier le comportement oscillant de la réponse, on calcule également la
transformée de Fourier discrète de la solution, par rapport à la variable temporelle,
pour chaque valeur de x ∈Ω. On obtient alors le champ complexe û(x,ω) dont le mod-
ule est représenté dans le domaine espace-fréquence (pour les valeurs de ω telles que
ω
2pi = nT avec n = 1,2, · · · ) sur la Figure 1.3. On observe alors différents pics pour les
valeurs de ω2pi correspondant aux fréquences propres de vibration de la structure (pour
ω
2pi = n2 ). À chaque fréquence propre est associée un mode propre de vibration de la
structure. Ainsi, pour des faibles valeurs de κ, seulement les premiers modes de vi-
bration contribuent à la réponse de la structure. On appellera ce comportement dy-
namique de la structure, le régime basse fréquence et on le caractérisera par les valeurs
de κ ∈ [0.01;1]. Lorsque la valeur de κ augmente et devient grande devant l’unité, de
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plus en plus demodes contribuent de façon non négligeable à la réponse. On appelera
ce comportement dynamique le régime moyenne fréquence et on le caractérisera par
les valeurs de κ ∈ [1;100].
0.01 0.1 1 10 100
Régime Basse fréquence Moyenne fréquence
Espace
T
e
m
p
s
F
ré
q
u
e
n
ce
Espace
FIGURE 1.3: Comparaison des régimes dynamiques basse & moyenne fréquence pour
l’équation des ondes 1D. Le déplacement u(x, t ) est représenté sur le domaine espace-
temps et le module de sa transformée de Fourier û(x,ω) est représenté sur le domaine
espace-fréquence, pour différentes valeurs de κ=
(
L
c∆T
)2
.
Le Problème 1.1 ne peut être résolu analytiquement que pour des géométries et des
conditions aux limites simplifiées. Dans le cas général, la solution du problème est ap-
proximée en espace et en temps à l’aide d’outils numériques. Les deux prochaines sec-
tions présentent les techniques classiques d’approximation, respectivement en espace
et en temps, que l’on utilise dans la suite dumanuscrit pour résoudre numériquement
le problème d’élastodynamique.
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1. Méthodes classiques d’approximation en dynamique transitoire
1.2 Approximation du problème en espace
Dans cette section, on montre comment construire une approximation spatiale de
la solution (en déplacement) du problème d’élastodynamique, par laméthode des élé-
ments finis. On introduit pour cela une formulation faible du problème à chaque in-
stant. On cherche alors une approximation de la solution exacte dans un espace de
dimension finie, construit à partir d’une base de fonctions de type éléments finis. On
aboutit ainsi au problème semi-discrétisé en espace et continue en temps.
1.2.1 Formulation faible
Les équations d’équilibre (1.1d) et (1.1e) sont définies localement. Une formula-
tion faible du problème consiste à écrire ces équations sous la forme d’une intégrale
sur le domaineΩ, à chaque instant. Cette formulation, dite globale, peut être obtenue
directement à partir du principe des puissances virtuelles, ou bien en intègrant les
équations d’équilibre sur Ω après les avoir multipliées par une fonction test u?(x).
Différentes stratégies peuvent alors être employées pour imposer les équations de li-
aison et conditions initiales. On choisit ici d’imposer les équations de liaison de façon
forte : le champ inconnu u(x, t ) est cherché, à chaque instant, dans l’espace des fonc-
tions définies de Ω dans R et satisfaisant a priori l’équation (1.1a). Cet espace, noté 1
U
S(Ω;g ) est appelé l’espace des fonctions cinématiquement admissibles à g et est
défini par
U
S(Ω;g )=
{
u ∈U S(Ω) | u(x)= g (x) , ∀x ∈ ∂Ωu
}
, (1.9)
où U S(Ω) est l’ensemble des fonctions définies de Ω dans R, continues et suffisam-
ment régulières. Le champ test u?(x) est pris dans l’espace U S(Ω;0) des fonctions
cinématiquement admissibles à zéro, permettant ainsi d’annuler la puissance virtuelle
des efforts de liaison agissant sur ∂Ωu . La variable temps est ici prise comme un
paramètre, c’est-à-dire que l’on identifie le champ u(x, t ) à une fonction définie de
I dans U S(Ω;g (t )) (continue et suffisamment régulières).
Problème 1.2. Une formulation faible en espace du Problème 1.1 consiste à trou-
ver le champ de déplacement u : I →U S(Ω;g (t )) qui vérifie :
m(u?,
∂2u
∂t2
)+k(u?, u)= f (u?; t ) , ∀u? ∈U S(Ω;0) , (1.10a)
avec u(x,0)= u0 , pour x ∈Ω , (1.10b)
et
∂u
∂t
(x,0)= v0 , pour x ∈Ω . (1.10c)
1. L’exposant « S » dans la notation des espaces fonctionnels indique des fonctions définies sur le do-
maine spatialΩ. On notera U S (sans mentionner les détails) lorsqu’il n’y a pas d’ambiguïté sur l’espace
considéré.
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Approximation du problème en espace
où les produits scalaires m(., .) et k(., .), et la forme linéaire f (.; t ) sont définis
comme suit :
m(u?,u)=
∫
Ω
ρ Au?u dx, (1.10d)
k(u?,u)=
∫
Ω
EA
du?
dx
du
dx
dx, (1.10e)
et f (u?; t )= u?(x)p(x, t ) pour x ∈ ∂Ωσ . (1.10f)
Remarque1.3. La régularité imposée dans les espaces fonctionnelles n’a pas été précisée.
Ce choix peut être relié à des considérations énergétiques : grossièrement, on impose que
l’énergie libre et l’énergie cinétique du système aient des valeurs finies sur le domaineΩ
à tout instant t ∈ I . On suppose dans ce manuscrit que le problème est bien posé et qu’il
admet une unique solution, sans plus entrer dans les détails [Allaire, 2005].
Remarque 1.4. En pratique, on construit un champ u, cinématiquement admissible à
g , à partir d’un champ u˜ (inconnu) cinématiquement admissible à zéro, et d’un champ
g˜ (connu) défini surΩ et égale à g sur ∂Ωu , c’est-à-dire :
u ∈U S(Ω;g )⇔ u = u˜+ g˜ avec
{
u˜ ∈U S(Ω;0)
g˜ = g sur ∂Ωu
. (1.11)
La formulation faible que l’on résoud en pratique, consiste donc à trouver u˜ : I →
U
S(Ω;0) tel que
m(u?,
∂2u˜
∂t2
)+k(u?, u˜)= f˜ (u?; t ) , ∀u? ∈U S(Ω;0) , (1.12a)
avec u˜(x,0)= u˜0 , pour x ∈Ω , (1.12b)
et
∂u˜
∂t
(x,0)= v˜0 , pour x ∈Ω , (1.12c)
où le produit scalaire f˜ (.; t ) est défini par
f˜ (u?; t )= f (u?; t )−m(u?, ∂
2g˜
∂t2
)−k(u?, g˜ ) , (1.13)
et les champs initiaux u˜0 et v˜0 proviennent de la décomposition des champs u0 et v0 sous
la forme de (1.11).
1.2.2 Semi-discrétisation
Un des intérêts d’une formulation faible est de pouvoir se ramener à la résolution
d’un système d’équations linéaires. On utilise pour cela la méthode de Galerkin qui
consiste à remplacer l’espace U S par un sous-espace de dimension finie, noté 2 U S
h
.
2. L’indice « h » dans la notation des espaces fonctionnels indique un espace de dimension finie nS
avec dans le cas général h = 1/nS .
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1. Méthodes classiques d’approximation en dynamique transitoire
Cet espace d’approximation est construit de la façon suivante :
U
S
h =
{
u ∈U S | u(x)=
nS∑
i=1
Uiφi (x)
}
, (1.14)
où les éléments [φ1, · · · ,φnS ] forment une famille libre de U S . On obtient alors une
approximation u˜h de u˜ en substituant U
S par U S
h
dans les équations (1.12). Cette ap-
proximation peut s’écrire sous la forme u˜h(x, t )=φ(x).U (t ) oùU (t ) est le vecteur des
coordonnées du champ u˜h dans la base d’approximation φ = [φ1, · · · ,φnS ], à chaque
instant. En exprimant demême, le champ test dans l’espace d’approximation et en re-
marquant que l’équation (1.12a) est vrai quel que soit le champ test, on aboutit à un
système d’équations différentielles ordinaires du second ordre, dont l’inconnue est le
vecteur U (t ). Le système d’équations obtenu est appelé le problème semi-discrétisé
en espace.
Problème 1.3. Le problème semi-discrétisé en espace consiste à trouver le vecteur
déplacementU : I →RnS tel que
M.U¨ (t )+K .U (t )=F (t ) , (1.15a)
avec U (0)=U0 , (1.15b)
et U˙ (0)=V0 , (1.15c)
où la matrice de masse est donnée par M = m(φ,φ), la matrice de raideur par
K = k(φ,φ), et le vecteur des efforts extérieurs est donné par F (t ) = f˜ (φ; t ). Les
vecteurs U0 et V0 sont les coordonnées des champs initiaux u˜0 et v˜0 dans la base
d’approximation. Les conventions U˙ = dUdt et U¨ = d
2U
dt2
sont utilisées.
Différentes méthodes peuvent être utilisées pour construire l’espace d’approxima-
tion. Le choix d’une méthode par rapport à une autre est dicté par un compromis
entre la précision de l’approximation et le coût de calcul associé à l’assemblage des
matricesM et K, et à la résolution d’un système linéaire de taille nS ×nS à chaque in-
stant (la meilleure méthode donnant l’approximation la plus précise à moindre coût).
Dans ce manuscrit, on utilise la méthode des éléments finis, décrite par exemple dans
[Hughes, 1987]. Le principe est de décomposer le domaine Ω en un ensemble de do-
maines élémentaires fermés de géométrie très simple. La base d’approximation est
alors construite à l’aide de fonctions polynomiales dont le support est localisé sur un
ou quelques éléments (voir l’Exemple 1.2). Le support des fonctions de base étant lo-
calisé, la plupart des coefficients des matrices M et K sont nuls, permettant ainsi de
stocker ces matrices en mémoire même pour des valeurs de nS très grandes, et d’u-
tiliser des solveurs de système linéaire exploitant le caractère creux des matrices.
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Approximation du problème en espace
Exemple 1.2. (Construction de l’approximation éléments finis) Dans cet exemple,
on décrit la construction de l’espace d’approximation U S
h
(Ω;0) par la méthode des
éléments finis. Dans une première étape, le domaine Ω est décomposé en NS sous-
domaines fermés de la façon suivante :
Ω=
NS⋃
e=1
Ωe avec Ωe = [xe−1,xe ] , (1.16)
où x0 = 0 et xNS = L. On considère ici un maillage uniforme, c’est-à-dire que l’on im-
pose xe − xe−1 = h pour e = 1, · · · ,NS . On construit ensuite, l’espace d’approximation
U
S
h
(Ω) (sans se soucier des conditions aux limites), comme suit :
U
S
h (Ω)=
{
u ∈U S(Ω) | u ∈
NS⋃
e=1
L
p(Ωe)
}
, (1.17)
où L p(Ωe) est l’espace des polynômes de Lagrange de degré p définis de Ωe dans R,
dont la définition classique est la suivante [Prenter, 1975] :
L
p(Ωe)=
{
u :Ωe →R | u(x)=
p+1∑
i=1
Ui li (x)
}
avec li (x)=
p+1∏
j=1
j 6=i
(
x−x j
xi −x j
)
, (1.18)
où {x1, · · · ,xp+1} forme une partition uniforme de Ωe . Puis, on partitionne la base de
U
S
h
(Ω) de la façon suivante :
uh ∈U Sh (Ω)⇔ uh =φ.U +φg .U g , (1.19)
où le vecteurφ contient les fonctions de la base d’approximation qui s’annulent sur les
noeuds du maillage appartenant à ∂Ωu . On construit alors l’espace d’approximation
U
S
h
(Ω;0) à partir de φ. Finallement, pour construire un champ cinématiquement ad-
missible à g , on approche la fonction g˜ décrite dans la Remarque 1.4 avec les fonctions
de formes contenues dansφg , soit g˜ ' g˜h =φg .U g où les composantes du vecteurU g
sont identifiées en imposant g˜h(xi )= g (xi ) pour tous les noeuds i appartenant à ∂Ωu .
Dans le cas d’un problème de propagation d’ondes, la précision de la base élé-
ments finis dépend du nombre d’ondes k (voir l’Exemple 1.3). Pour les problèmes
où le nombre d’ondes est grand (typiquement pour k = 100), une approximation
par éléments finis linéaires requère une discrétisation très fine du domaine spa-
tial, et n’est pas utilisable en pratique [Ihlenburg et Babuška, 1995]. Une solution
consiste à augmenter le degré des polynômes utilisés pour construire la base élé-
ments finis [Ihlenburg et Babuška, 1997]. De nombreuses méthodes ont été et sont
développées afin d’améliorer la précision de l’espace d’approximation tout en ré-
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duisant sa dimension. On cite ici à titre d’exemple : l’utilisation de fonctions B−spline
[Hughes et al., 2008], l’enrichissement de la base éléments finis à l’aide de fonctions
harmoniques [Ham et Bathe, 2012] ou encore l’utilisation de méthodes de Galerkin
discontinues en espace [Giorgiani et al., 2013].
Remarque 1.5. Dans le cas d’une sollicitation de choc, la réponse de la structure est
caractérisée par de forts gradients par rapport à la variable spatiale. Comme on peut le
voir sur la Figure 1.4, le support de cette perturbation est localisé, à un instant donné,
sur une portion du domaine Ω dont la longueur est donnée par c∆T (où on rappelle
que c est la célérité des ondes dans le milieu et ∆T la durée caractéristique du choc). La
discrétisation du domaine spatial doit alors être choisie de façon à pouvoir représenter
cette perturbation. Il faut au minimum deux éléments linéaires 3 dans la longueur c∆T
pour « voir » la perturbation. Notons dès à présent que la même remarque peut être faite
pour la discrétisation du domaine temporel. Pour une position donnée dans le domaine
spatial, la durée de la perturbation est de ∆T et la durée du pas de temps ne doit donc
pas excéder ∆T /2.
FIGURE 1.4: Propagation d’une onde sur un maillage espace-temps. La zone bleutée
représente une zone de fort gradient par rapport aux variables spatiale et temporelle.
3. Pour des approximations de degré élevé, il faut au moins deux subdivisions d’un élément dans
la longeur c∆T . Ceci permet d’utiliser un pas h de discrétisation plus grand que dans le cas d’élément
linéaire.
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Approximation du problème en espace
Exemple 1.3. (Précisionde l’approximation spatiale) La précision de l’approximation
spatiale peut être jugée en évaluant la capacité de la base d’approximation à approcher
la solution de l’équation d’Helmholtz, pour différentes valeurs du nombre d’ondes.
Dans le cas unidimensionnel décrit dans l’Exemple 1.1, cette équation s’obtient en
postulant un champ de déplacement de la forme w(x)e iωt , où w(x) et ω sont des in-
connues. En remplaçant cette expression dans l’équation des ondes (1.7) et en divisant
par e iωt , on obtient alors l’équation d’Helmholtz :
d2w
dx2
+k2w = 0, (1.20)
où k = ω
c
est le nombre d’ondes. Dans le cas particulier de l’Exemple 1.1,w(x) doit véri-
fier les conditions aux limites w(0) = 0 et w(L) = 0 (voir la Remarque 1.4). La solution
générale de l’équation (1.20) est alors donnée parwn(x)= sin(ωnc x) avecωn = npicL pour
n = 1,2, · · · . Le scalaire ωn est appelé la pulsation propre de la structure et le champ
wn(x) est le mode propre de vibration associé.
On peut alors chercher une approximation de w(x) dans un espace d’approxima-
tion éléments finis de dimension nS . On note wh(x) = φ(x).W cette approximation
avecW ∈ RnS , et ωh la pulsation propre associée. En multipliant l’équation (1.20) par
une fonction test cinématiquement admissible à zéro, puis en intégrant sur le domaine
Ω et en appliquant la formule de Green, on obtient le problème aux valeurs propres
suivant :
(K−ω2hM).W = 0. (1.21)
où les matrices K et M sont les matrices de raideur et de masse. Les solutions Wn
et ω2
hn
de l’équation (1.21) sont les vecteurs et valeurs propres de l’opérateur M−1.K.
En résolvant numériquement ce problème aux valeurs propres, on peut comparer les
valeurs exactes des pulsations ωn avec leurs approximations ωhn pour n = 1, · · · ,nS .
Les résultats sont présentés sur la Figure 1.5. Pour les premières pulsations propres
(pour n < nS2 ), on observe une convergence à l’ordre 2p de ωhn vers ωn (voir le cas
représenté sur la figure de droite qui correspond à n/nS = 0.05 sur la figure de gauche).
La figure de gauche montre que l’erreur dépend de la pulsation propre considéré. Plus
la pulsation propre est élevée et plus l’erreur est importante. De plus, pour les pul-
sations propres les plus élevées, on observe que l’approximation est d’autant moins
précise que le degré p de l’approximation éléments finis est grand. Ceci traduit le fait
que l’approximation éléments finis introduit des vecteurs propres associés aux hautes
fréquences, qui n’ont pas de réalité physique.
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Degré des polynômes de Lagrange :
FIGURE 1.5: Erreur entre la pulsation propre ωn et son approximation ωhn pour dif-
férentes valeurs de n (à gauche) et convergence de l’approximation ωh10 vers ω10
lorsque h = 1/nS → 0 (à droite).
1.3 Approximation du problème en temps
Dans cette section, on montre comment résoudre le problème semi-discrétisé en
espace à l’aide d’une méthode incrémentale en temps. On présente tout d’abord les
schémas classiques d’intégration en temps, puis on décrit différentes méthodes élé-
ments finis en temps.
1.3.1 Schémas d’intégration en temps
Dans le cas des schémas d’intégration en temps, on cherche une approximation du
vecteur U (t ) en un nombre fini d’instants t ∈
{
ti = i∆t pour i = 0, · · · ,NT
}
de tel sorte
que t0 = 0 et tNT = T et où ∆t est l’incrément de temps (pris ici constant). L’idée est
alors d’approcher le vecteur déplacement et ses dérivées à l’instant ti à l’aide de leurs
valeurs calculées à des instants antérieurs ti−1, ti−2, · · · . Les méthodes diffèrent sur la
façon de construire ces approximations et de résoudre l’équation de mouvement à
l’instant ti . On pourra consulter la deuxième partie du livre de [Hughes, 1987] pour
une présentation détaillée des méthodes classiques. On trouvera dans la référence
[Mahjoubi et al., 2011], un formalisme général permettant d’implémenter de façon
unifiée un ensemble de familles de schémas numériques, incluant les schémas les plus
récents.
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Approximation du problème en temps
Schéma de Newmark
Dans ce manuscrit, on utilise le schéma d’intégration de Newmark (introduit dans
[Newmark, 1959]) qui est souvent choisi comme référence. En pratique, ce schéma est
l’un des plus utilisés dans les codes industriels. L’idée est d’utiliser un développement
limité de Taylor des vecteurs déplacement et vitesse. L’approximation de Newmark est
ainsi donnée par les développements suivants des vecteurs déplacement et vitesse,
pris à l’instant ti = ti−1+∆t ,
U (ti )=U (ti−1)+∆tU˙ (ti−1)+ ∆t
2
2 U¨ (ti−1)+β∆t2
(
U¨ (ti )− U¨ (ti−1)
)
, (1.22a)
U˙ (ti )= U˙ (ti−1)+∆tU¨ (ti−1)+γ∆t
(
U¨ (ti )− U¨ (ti−1)
)
, (1.22b)
où les constantes β et γ sont des paramètres associés à l’approximation du reste des
développements limités. En introduisant les approximations (1.22a) et (1.22b) dans
l’équation de mouvement prise à l’instant ti , soit
M.U¨ (ti )+K.U (ti )=F (ti ) , (1.23)
on obtient alors une formule de récurrence qui peut être initialisée à l’aide des condi-
tions initiales et de l’équation de mouvement prise à l’instant initial :
U (t0)=U0 , (1.24a)
U˙ (t0)=V0 , (1.24b)
et U¨ (t0)=M−1.(F (t0)−K.U (t0)) . (1.24c)
Cette formule de récurrence est généralement écrite en prévilégiant le vecteur ac-
célération.
Schéma 1.1. Le schéma de Newmark consiste à calculer U (ti ),U˙ (ti ) et U¨ (ti ) en
répétant les étapes suivantes pour i = 1, · · · ,NT :
1. l’étape de prédiction,
U p(ti )=U (ti−1)+∆tU˙ (ti−1)+∆t2(12 −β)U¨ (ti−1) , (1.25a)
U˙ p(ti )= U˙ (ti−1)+∆t (1−γ)U¨ (ti−1) , (1.25b)
2. l’étape de résolution,(
M+β∆t2K
)
.U¨ (ti )=F (ti )−K.U p(ti ) , (1.25c)
3. l’étape de correction,
U (ti )=U p(ti )+β∆t2U¨ (ti ) , (1.25d)
U˙ (ti )= U˙ p(ti )+γ∆tU¨ (ti ) , (1.25e)
où les vecteursU (t0),U˙ (t0) et U¨ (t0) sont donnés par les conditions initiales (1.24a)
et (1.24b) et l’équation d’équilibre (1.24c).
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1. Méthodes classiques d’approximation en dynamique transitoire
Les schémas d’intégration en temps sont classiquement analysés en termes de sta-
bilité, de dissipation des hautes fréquences, de précision, de procédure d’initialisation
ou encore de coût de calcul [Hilber et Hughes, 1978]. Le comportement du schéma de
Newmark vis-à-vis de ces propriétés est illustré dans l’Exemple 1.4. Pour les problèmes
de choc, la dissipation des hautes fréquences est une propriété importante. En effet,
la discrétisation spatiale de la structure par la méthode des éléments finis, introduit
des modes propres de vibration associés aux hautes fréquences, qui n’ont pas de réal-
ité physique (voir l’Exemple 1.3). Or pour les problèmes de choc, ces modes sont sol-
licités de façon non négligeable, et ils sont à l’origine d’oscillations parasites hautes
fréquences dans la solution temporelle du problème semi-discrétisé. Il s’avère alors
nécessaire d’introduire un amortissement numérique dans le schéma d’intégration en
temps afin de supprimer la contribution des modes hautes fréquences, tout en con-
servant la contribution des modes de plus basses fréquences, et ceci sans dégrader
l’ordre de convergence du schéma. C’est typiquement dans ce cas que le schéma de
Newmark est mis en défaut. Aussi, de nombreuses méthodes (voir l’état de l’art dans
[Hulbert, 2004]) ont été développées afin d’améliorer cet aspect. Parmi celles-ci, les
méthodes éléments finis en temps ont de nombreux avantages (voir la comparaison
de leurs propriétés avec celles du schéma de Newmark dans l’Exemple 1.4).
1.3.2 Méthodes éléments finis en temps
Les méthodes éléments finis en temps sont basées sur une formulation faible
(en temps) du problème semi-discrétisé. Différentes méthodes variationnelles peu-
vent être utilisées pour construire cette formulation faible (on pourra consulter
[Aharoni et Bar-Yoseph, 1992] et [Cannarozzi et Mancuso, 1995] pour différents ex-
emples). Dans ce manuscrit, on s’intéresse plus particulièrement aux méthodes
de Galerkin discontinues en temps à un champ (déplacement) et deux champs
(déplacement-vitesse), introduites pour les problèmes hyperboliques du second or-
dre par [Hughes et Hulbert, 1988, Hulbert et Hughes, 1990, Hulbert, 1992]. L’implé-
mentation de ces méthodes a notamment été détaillée par [Li et Wiberg, 1996,
Li et Wiberg, 1998]. On notera également que les méthodes de Galerkin discontinues
en temps peuvent être vues comme un cas particulier d’un schéma plus général con-
struit à partir d’éléments finis étendus en temps [Rethore et al., 2005].
FIGURE 1.6: Exemple de fonction continue par morceaux.
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Méthode de Galerkin discontinue en temps à un champ
Les méthodes de Galerkin discontinues en temps 4 sont basées sur une discrétisa-
tion du domaine temporel par intervalles de temps ouverts. Le domaine I est décom-
posé comme suit :
I =
NT⋃
e=1
Iˇe avec Iˇe =]te−1, te [ , (1.26)
où t0 = 0 et tNT = T . On considère une partition uniforme du domaine temporel, c’est-
à-dire te − te−1 =∆t pour e = 1, · · · ,NT . Chaque composanteUi (t ) du vecteur déplace-
ment U (t ) est alors cherchée dans l’espace des fonctions continues par morceaux
définies de I dans R. Cet espace, noté 5 U Tˇ (I ), est défini par :
U
Tˇ (I )=
{
u ∈
NT⋃
e=1
U
T (Iˇe)
}
, (1.27)
où U T (I ) est l’espace des fonctions définies de I dans R, continues et suffisamment
régulières. Le vecteur déplacement (ou sa dérivée temporelle) peut donc être discon-
tinue à l’instant te . Onutilise les notationsU (t±e )= limε→0+U (t±ε). La continuité entre
les intervalles de temps est alors imposée de façon faible.
Problème1.4. La formulation faible associée à laméthode deGalerkin discontinue
en temps à un champ consiste à trouver le vecteur déplacementU ∈
(
U
Tˇ
)nS tel que
∀U? ∈
(
U
Tˇ
)nS , on ait :
BTDG−Ue
(
U?,U
)
= LTDG−Ue
(
U?
)
, pour e = 1, · · · ,NT , (1.28a)
avec BTDG−Ue
(
U?,U
)
=
∫
Iˇe
U˙?(t ).
(
M.U¨ (t )+K.U (t )
)
dt
+ U˙?(t+e−1).M.U˙ (t+e−1)+U?(t+e−1).K.U (t+e−1) , (1.28b)
et LTDG−Ue
(
U?
)
=
∫
Iˇe
U˙?(t ).F (t ) dt
+ U˙?(t+e−1).M.U˙ (t−e−1)+U?(t+e−1).K.U (t−e−1) ,
pour e = 2, · · · ,NT , (1.28c)
et LTDG−U1
(
U?
)
=
∫
Iˇ1
U˙?(t ).F (t ) dt
+ U˙?(t+0 ).M.V0+U?(t+0 ).K.U0 . (1.28d)
4. On utilisera l’acronyme anglais « TDG » pour Time Discontinuous Galerkin.
5. L’exposant « T » dans la notation des espaces fonctionnels indique des fonctions définies sur le
domaine temporel I . L’exposant « Tˇ » indique des fonctions continues par morceaux. On notera U T ou
U
Tˇ (sans mentionner les détails) lorsqu’il n’y a pas d’ambiguïté sur la définition de l’espace considéré.
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Dans cette formulation, les termes intégrales dans les équations (1.28b), (1.28c) et
(1.28d) permettent d’imposer l’équation de mouvement sur chaque intervalle de
temps Iˇe pour e = 1, · · · ,NT . La continuité du vecteur déplacement, ainsi que de sa
dérivée temporelle, est imposée à chaque instant te−1 avec les autres termes. En parti-
culier, les conditions initiales en déplacement et vitesse sont imposées de façon faible.
Une approximation de la solution du Problème 1.4 est ensuite obtenue en intro-
duisant une base d’approximation éléments finis en temps. Pour cela, l’espace U Tˇ est
remplacé par l’espace de dimension finie U Tˇ
∆t défini par :
U
Tˇ
∆t (I )=
{
u ∈U Tˇ (I ) | u ∈
NT⋃
e=1
L
p(Iˇe)
}
, (1.29)
où L p(Iˇe) est l’espace des polynômes de Lagrange 6 de degré p définies de Iˇe dans R.
La dimension de l’espace d’approximation est donnée par nT = dim(U Tˇ∆t )= (p+1)NT .
Le vecteur déplacementU (t ) est alors approché sous la formeU (t )'∑nT
i=1Ui ψˇi (t ) où
[ψˇ1, · · · ,ψˇnT ] est la base éléments finis (discontinus) en temps. On utilise lamême base
d’approximation en temps pourU (t ),U?(t ) et F (t ) (et donc la même numérotation).
On associe à chaque élément Iˇe , le vecteur le = [l1, · · · , lp+1] contenant les fonctions
de forme locales 7. La formulation faible étant écrite sur chaque intervalle de temps,
on peut construire un schéma incrémental, en résolvant les équations (1.28a) l’une
après l’autre, pour e = 1, · · · ,NT . En supposant que l’équation e−1 a été résolu, on peut
exprimer, à partir de l’équation e, les vecteurs (inconnus) [U(p+1)(e−1)+1, · · · ,U(p+1)e ]
en fonction des vecteurs (connus) [U(p+1)(e−2)+1, · · · ,U(p+1)(e−1)]. On aboutit alors à un
système linéaire dont la résolution permet de passer à l’incrément suivant.
Schéma 1.2. Le schéma incrémental associé à laméthode de Galerkin discontinue
en temps à un champ, construit avec une base éléments finis de degré p (on note
n = p+1), consiste à calculerUn∗(e−1)+1, · · · ,Un∗e en répétant pour e = 2, · · · ,NT[
(1+a11)K+b11M ··· a1nK+b1nM
...
.. .
...
an1K+bn1M ··· annK+bnnM
]
.
[
Un∗(e−1)+1
...
Un∗e
]
=
[
F˜1
...
F˜n
]
+
[
c11M ··· c1nM+K
...
.. .
...
cn1M ··· cnnM
]
.
[
Un∗(e−2)+1
...
Un∗(e−1)
]
,
où a=
∫te
te−1 l˙e ⊗ le dt, b=
∫te
te−1 l¨e ⊗ l˙e dt+ l˙e(te−1)⊗ l˙e(te−1), c= l˙e(te−1)⊗ l˙e−1(te−1) et
F˜i =
∑n
j=1 ai jFn∗(e−1)+ j pour i = 1, · · · ,n. Le schéma incrémental est initialisé par[
(1+a11)K+b11M ··· a1nK+b1nM
...
. ..
...
an1K+bn1M ··· annK+bnnM
]
.
[
U1
...
Un
]
=
[
F˜1+d1M.V0+K.U0
...
F˜n+dnM.V0
]
, où d= l˙1(t0).
6. Cet espace est défini de la même façon que dans le cas d’une approximation spatiale, voir l’équa-
tion (1.18).
7. Sur chaque élément Iˇe , on a ψˇ(p+1)(e−1)+i = li pour i = 1, · · · ,p+1, et ψˇi = 0 pour i ∉ [(p+1)(e−1)+
1,(p+1)(e)] (voir la Figure 1.7).
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FIGURE 1.7: Implémentation de la méthode de Galerkin discontinue en temps.
Méthode de Galerkin discontinue en temps à deux champs
Dans la méthode de Galerkin discontinue en temps à deux champs, le vecteur
vitesse est considéré comme un champ à part entière. Comme pour la méthode à un
champ, chaque composante Vi (t ) du vecteur vitesse V (t ) est cherchée dans l’espace
des fonctions continues par morceaux, noté U Tˇ . L’égalité entre la dérivée temporelle
du vecteur déplacement U (t ) et le vecteur vitesse V (t ) est alors imposée de façon
faible sur chaque intervalle de temps.
Problème1.5. La formulation faible associée à laméthode deGalerkin discontinue
en temps à deux champs, consiste à trouver les vecteurs déplacement et vitesse
(U ,V ) ∈ (U Tˇ )nS × (U Tˇ )nS tel que ∀(U?,V ?) ∈ (U Tˇ )nS × (U Tˇ )nS , on ait :
BTDG−UVe
(
(U?,V ?), (U ,V )
)
= LTDG−UVe
(
(U?,V ?)
)
,
pour e = 1, · · · ,NT , (1.30a)
avec BTDG−UVe
(
(U?,V ?), (U ,V )
)
=
∫
Iˇe
V ?(t ).
(
M.V˙ (t )+K.U (t )
)
dt
+
∫
Iˇe
U?(t ).K.
(
U˙ (t )−V (t )
)
dt
+V ?(t+e−1).M.V (t+e−1)+U?(t+e−1).K.U (t+e−1) ,
(1.30b)
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et LTDG−UVe
(
(U?,V ?)
)
=
∫
Iˇe
V ?(t ).F (t ) dt
+V ?(t+e−1).M.V (t−e−1)+U?(t+e−1).K.U (t−e−1) ,
pour e = 2, · · · ,NT , (1.30c)
et LTDG−UV1
({
U?,V ?
})
=
∫
Iˇ1
V ?(t ).F (t ) dt
+V ?(t+0 ).M.V0+U?(t+0 ).K.U0 . (1.30d)
Le second terme intégral dans (1.30b) permet d’imposer l’égalité entre la dérivée
temporelle du vecteur déplacement et le vecteur vitesse de façon faible, sur chaque in-
tervalle Iˇe . Les autres termes sont similaires à ceux de la formulation à un champ. On
introduit ensuite une base d’approximation éléments finis en temps pour approcher
la solution du Problème 1.5. On peut alors choisir des espaces d’approximation dif-
férents pour le vecteur déplacement et le vecteur vitesse. Cependant, les propriétés de
la méthode ne sont pas améliorées par un tel choix [Hulbert, 1992]. On choisit donc en
pratique les mêmes espaces d’approximation pour U (t ) et V (t ) (c’est-à-dire l’espace
U
Tˇ
∆t décrit précédemment), et on procède comme pour la méthode à un champ pour
construire le schéma incrémental.
Schéma 1.3. Le schéma incrémental associé à laméthode de Galerkin discontinue
en temps à deux champs, construit avec la même base éléments finis de degré p
(on note n = p + 1) pour les vecteurs déplacement et vitesse, consiste à calculer
Un∗(e−1)+1, · · · ,Un∗e et Vn∗(e−1)+1, · · · ,Vn∗e en répétant pour e = 2, · · · ,NT
(1+a11)K ··· a1nK −b11K ··· −b1nK
...
. ..
...
...
. ..
...
an1K ··· annK −bn1K ··· −bnnK
b11K ··· b1nK (1+a11)M ··· a1nM
...
. ..
...
...
. ..
...
bn1K ··· bnnK an1M ··· annM
 .

Un∗(e−1)+1
...
Un∗e
Vn∗(e−1)+1
...
Vn∗e
=

0
...
0
F˜1
...
F˜n
+

0 ··· K 0 ··· 0
...
.. .
...
...
.. .
...
0 ··· 0 0 ··· 0
0 ··· 0 0 ··· M
...
.. .
...
...
.. .
...
0 ··· 0 0 ··· 0
 .

Un∗(e−2)+1
...
Un∗(e−1)
Vn∗(e−2)+1
...
Vn∗(e−1)
 ,
où a =
∫te
te−1 le ⊗ l˙e dt, b =
∫te
te−1 le ⊗ le dt et F˜i =
∑n
j=1bi jFn∗(e−1)+ j pour i = 1, · · · ,n.
Le schéma incrémental est initialisé par
(1+a11)K ··· a1nK −b11K ··· −b1nK
...
. ..
...
...
. ..
...
an1K ··· annK −bn1K ··· −bnnK
b11K ··· b1nK (1+a11)M ··· a1nM
...
. ..
...
...
. ..
...
bn1K ··· bnnK an1M ··· annM
 .

U1
...
Un
V1
...
Vn
=

K.U0
...
0
M.V0+F˜1
...
F˜n
 .
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Méthode de Galerkin continue en temps à deux champs
Une autre stratégie consiste à imposer la continuité entre les intervalles de temps
de façon forte. On obtient alors une méthode de Galerkin continue en temps, par
exemple décrite par [French et Peterson, 1996], ou plus récemment dans une version
modifiée par [Idesman, 2007]. On considère ici laméthode classique. Le domaine tem-
porel est décomposé en NT intervalles fermés, comme suit :
I =
NT⋃
e=1
Ie avec Ie = [te−1, te ] , (1.31)
où t0 = 0 et tNT = T . On choisit te − te−1 = ∆t pour e = 1, · · · ,NT . La principale dif-
férence avec les méthodes de Galerkin discontinues en temps est que les conditions
initiales sont imposées de façon forte : chaque composante du vecteur déplacement
est cherchée dans l’espace des fonctions (continues et régulières) qui vérifient a priori
la condition initiale en déplacement (et de façon similaire pour le vecteur vitesse). Cet
espace, noté U T (I ;g0), est appelé l’espace des fonctions cinématiquement admissi-
bles (en temps) à la condition initiale g0. Il est défini comme suit :
U
T (I ;g0)=
{
u ∈U T (I ) | u(0)= g0
}
. (1.32)
Ainsi, le vecteur déplacement U (t ) est cherché dans l’espace U T (I ;U0) ={
U (t ) |Ui ∈U T (I ;Ui0) pour i = 1, · · · ,nS
}
où le scalaire Ui0 est la i -ème composante
du vecteur déplacement initial U0. Le vecteur vitesse V (t ) est cherché de façon sim-
ilaire dans l’espace U T (I ;V0) où V0 est le vecteur vitesse initiale. On choisit alors les
fonctions testsU?(t ) et V ?(t ) dans l’espace U T (I ;0) des fonctions cinématiquement
admissibles à zéros. Dans ce cadre, la formulation faible du problème consiste sim-
plement à imposer, sur le domaine temporel I , l’équation de mouvement, et l’égalité
entre le vecteur vitesse et la dérivée temporelle du vecteur déplacement.
Problème1.6. La formulation faible associée à laméthode deGalerkin continue en
temps à deux champs consiste à trouver le couple (U ,V ) ∈U T (I ;U0)×U T (I ;V0)
tel que ∀(U?,V ?) ∈U T (I ;0)×U T (I ;0), on ait :
BTG−UV
(
(U?,V ?), (U ,V )
)
= LTG−UV
(
(U?,V ?)
)
, (1.33a)
avec BTG−UV
(
(U?,V ?), (U ,V )
)
=
∫
I
V ?(t ).
(
M.V˙ (t )+K.U (t )
)
dt
+
∫
I
U?(t ).K.
(
U˙ (t )−V (t )
)
dt, (1.33b)
et LTG−UV
(
(U?,V ?)
)
=
∫
I
V ?(t ).F (t ) dt . (1.33c)
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Une approximation de la solution du Problème 1.6 peut alors être obtenue en
introduisant un espace d’approximation par éléments finis (continus) en temps. La
démarche est la même que dans le cas d’une approximation spatiale 8. Cependant,
cette démarche aboutit à la résolution d’un système linéaire de dimension n×n avec
n = nSnT oùnS etnT sont les dimensions des espaces d’approximation spatiale et tem-
porele respectivement. En pratique, ce système est bien trop grand pour qu’il soit pos-
sible de le résoudre avec un solveur classique 9. Aussi, afin de permettre une résolution
incrémentale, le Problème 1.6 est reformulé sur chaque intervalle de temps Ie , en sup-
posant que les conditions initiales sont les valeurs des vecteurs déplacement et vitesse
calculées à la fin de l’intervalle de temps Ie−1, à l’incrément précédent. En notant
U (te−1) =Ue−1 et V (te−1) = Ve−1 les nouvelles conditions initiales sur l’intervalle Ie ,
le problème consiste alors à trouver le couple (U ,V )
∣∣
Ie
∈U T (Ie ;Ue−1)×U T (Ie ;Ve−1)
tel que ∀(U?,V ?) ∈U T (Ie ;0)×U T (Ie ;0), on ait pour e = 1, · · · ,NT :
BTG−UVe
(
(U?,V ?), (U ,V )
)
= LTG−UVe
(
(U?,V ?)
)
, (1.34a)
avec BTG−UVe
(
(U?,V ?), (U ,V )
)
=
∫
Ie
V ?(t ).
(
M.V˙ (t )+K.U (t )
)
dt
+
∫
Ie
U?(t ).K.
(
U˙ (t )−V (t )
)
dt, (1.34b)
et LTG−UVe
(
(U?,V ?)
)
=
∫
Ie
V ?(t ).F (t ) dt . (1.34c)
La restriction du vecteur déplacement sur l’intervalle de temps Ie , pour e = 1, · · · ,NT ,
est ensuite approchée sous la formeU |Ie '
∑p+1
i=1 Up(e−1)+i−1li (t ) où [l1, · · · , lp+1] est la
base de L p(Ie) qui sert à définir l’espace d’approximation éléments finis en temps. La
numérotation est illustrée sur la Figure 1.8. Les fonctions de forme li sont partition-
nées 10 comme suit : l ge = l1 et le = [l2, · · · , lp+1]. La même base d’approximation est
utilisée pour le vecteur vitesse V (t ) et le vecteur des efforts extérieurs F (t ). Les fonc-
tions testsU?(t ) et V ?(t ) sont approchées sur la base le .
8. En suivant la Remarque 1.4, une fonction de U T (I ;g0) est construite comme la somme d’une
fonction (inconnue) deU T (I ;0) et d’une fonction g˜0 définie sur I et égale à g0 à l’instant initial. Puis un
espace d’approximation U T
∆t (I ;0) est construit en partitionnant la base de l’espace U
T
∆t (I ) de la même
façon que dans l’Exemple 1.2.
9. Un des objectifs de cette thèse est justement de permettre, grâce à la méthode de séparation de
variables, de trouver une approximation de la solution de ce système linéaire « espace-temps », à moin-
dre coût.
10. Sur chaque intervalle Ie , les fonctions [l1, · · · , lp+1] permettent de construire l’espace d’approxima-
tionU S
∆t
(Ie ). Les fonctions [l2, · · · , lp+1] permettent de construire l’espace d’approximationU S∆t (Ie ;0) et
la fonction l1 permet de construire la fonction g˜ définie sur Ie et qui est égale à la condition initiale à
l’instant te−1.
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Schéma 1.4. Le schéma incrémental associé à la méthode de Galerkin continue
en temps à deux champs, construit avec une base éléments finis de degré p
pour les vecteurs déplacement et vitesse, consiste à calculer Up∗(e−1)+1, · · · ,Up∗e
et Vp∗(e−1)+1, · · · ,Vp∗e en répétant pour e = 1, · · · ,NT
a11K ··· a1pK −b11K ··· −b1pK
...
. ..
...
...
.. .
...
ap1K ··· appK −bp1K ··· −bppK
b11K ··· b1pK a11M ··· a1pM
...
. ..
...
...
.. .
...
bp1K ··· bppK ap1M ··· appM
 .

Up∗(e−1)+1
...
Up∗e
Vp∗(e−1)+1
...
Vp∗e
=

0
...
0
F˜1
...
F˜p
−

c1K −d1K
...
...
cpK −dpK
d1K c1M
...
...
dpK cpM
 .
[
Up∗(e−1)
Vp∗(e−1)
]
,
(1.35)
où a =
∫te
te−1 le ⊗ l˙e dt, b =
∫te
te−1 le ⊗ le dt, c =
∫te
te−1 le l˙
g
e dt, d =
∫te
te−1 le l
g
e dt et F˜i =
diFp∗(e−1)+
∑p
j=1bi jFp∗(e−1)+ j pour i = 1, · · · ,p.
Numérotation 
globale
Numérotation 
locale
Discrétisation
FIGURE 1.8: Implémentation de la méthode de Galerkin continue en temps.
Exemple 1.4. (Propriétés des méthodes d’approximation en temps) Dans cet exem-
ple, on compare les propriétés des méthodes d’approximation en temps introduites
précédemment, à savoir : le schéma de Newmark, les méthodes de Galerkin discon-
tinues en temps à un champ (TDG-U) et deux champs (TDG-UV), et la méthode de
Galerkin continue en temps à deux champs (TG-UV). Les méthodes de Galerkin en
temps sont discrétisées à l’aide d’éléments finis dont les fonctions de forme sont des
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polynômes de Lagrange de degré p. Pour les formulations en déplacement-vitesse,
le même degré d’approximation est utilisé pour chaque champ. On note « TDG Pp »,
« TDG Pp-Pp » et « TG Pp-Pp » les méthodes TDG-U, TDG-UV et TG-UV, respective-
ment, avec approximation polynomiale de degré p. On compare les propriétés de sta-
bilité, de dissipation des hautes fréquences, d’ordre de convergence et de coût de cal-
cul associées à chacune de ces méthodes.
Équation modale. Pour étudier les propriétés des méthodes d’approximation en
temps, il est commode de remplacer l’équation de mouvement (1.15a) par un sys-
tème d’équations découplées. Ce système d’équations est obtenu en remplaçant l’es-
pace U S
h
par l’espace construit à partir des modes propres de la structure. Les pro-
priétés d’orthogonalité des modes par rapport aux matrices de masse et de raideur,
permettent alors d’écrire le problème semi-discrétisé sous la forme d’un système de
nS équations découplées, où chaque équation décrit le mouvement d’une coordonnée
du vecteur déplacement dans la basemodale. En notant q(t ) la coordonnéemodale du
vecteur déplacement, associé à la pulsation propreωh , on aboutit à une équation de la
forme :
q¨(t )+ω2hq(t )= f (t ) avec
{
q(0)= q0
q˙(0)= q˙0
, (1.36)
où f , q0 et q˙0 sont respectivement les coordonnées (associées à la pulsation propre
ωh) des vecteurs de forces extérieures, de déplacement initial et vitesse initiale dans la
base modale. L’équation (1.36) est appelée équation modale.
Stabilité. La stabilité d’un schéma numérique permet de garantir que la solution
reste bornée à chaque instant ti , notamment si des perturbations dues aux erreurs
d’arrondis sont introduites durant la résolution. Un schéma est dit stable si le rayon
spectral de sa matrice d’amplification est inférieur ou égal à un. La matrice d’amplifi-
cation (notée A) est obtenue en exprimant le schéma incrémental sous la forme :
yi =A.yi−1+bi , (1.37)
où yi est le vecteur d’état à l’incrément i . Ce vecteur d’état dépend de la méth-
ode d’approximation en temps utilisée. Pour le schéma de Newmark, on prend yi =
[q(ti ), q˙(ti )], pour le schéma TDG-U yi = [q(t+i−1), · · · ,q(t−i )], pour le schéma TDG-UV
yi = [q(t−i ),∆t q˙(t−i )] et pour le schéma TG-UV on prend yi = [q(ti ),∆t q˙(ti )]. Le rayon
spectral de la matrice d’amplification est alors défini par ρ(A) = max
i
(|λi (A)|) où les
scalaires λi (A) sont les valeurs propres de A. Finalement, pour étudier la stabilité du
schéma, on représente le rayon spectral de la matrice d’amplification en fonction des
valeurs de ∆tωh/(2pi), pour les différentes méthodes (voir la Figure 1.9).
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FIGURE 1.9: Rayon spectral de la matrice d’amplification en fonction du pas de temps
et de la pulsation propre du problème semi-discrétisé.
Pour les méthodes TDG-U et TDG-UV avec p = 1, · · · ,5, pour la méthode TG-UV
avec p = 1,2 et pour le schéma de Newmark avec 2β ≥ γ ≥ 12 , on observe que le rayon
spectral est inférieur ou égal à un, quelles que soient les valeurs de ∆tωh/(2pi). La sta-
bilité du schéma est dite inconditionnelle. Pour la méthode TG-UV avec p > 2 et le
schéma deNewmark avec γ≥ 12 etβ<
γ
2 , on observe que le rayon spectral est supérieur
à un pour certaines valeurs de ∆tωh/(2pi). La stabilité du schéma est dite condition-
nelle. Dans ce cas, pour que la solution converge, le pas de temps doit être choisi de
façon à ce que∆tωh ≤Ωcrit oùΩcrit est un seuil qui dépend des paramètres du schéma
(et éventuellement de l’amortissement physique de la structure).
La plus grande valeur de ωh peut être bornée par la pulsation propre du plus pe-
tit des éléments du maillage de la structure. Aussi, dans le cas où le maillage spatial
contient de très petits éléments, l’utilisation d’un schéma conditionnellement stable
peut nécessiter des pas de temps inutilement très faibles. Cependant, dans le cas d’un
problème de choc, le choix du pas de temps est également contraint par la durée ∆T
de la sollicitation (on doit pouvoir représenter correctement le chargement au cours
du temps, voir la Remarque 1.5). Dans ce cas, l’utilisation d’un schéma conditionnelle-
ment stable n’est pas forcément désavantageux (le maillage spatial et le pas de temps
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1. Méthodes classiques d’approximation en dynamique transitoire
doivent être choisis de façon à pouvoir représenter des variations locales du champ de
déplacement, qui nécessitent de toute façon un pas de temps très fin).
TG-UV (P1-P1)
TDG-UV (P1-P1)
TDG-U (P1)
Newmark
solution exacte
solution approchée TDG-U (P5)
TDG-UV (P5-P5)
TG-UV (P5-P5)
Newmark
espace
te
m
p
s
FIGURE 1.10: Champ de déplacement obtenu avec le même maillage espace-temps
pour toutes les méthodes représentées (espace : h = L/100 (éléments de degré 5),
temps : ∆t = T /100). Le cas test est décrit dans l’Exemple 1.1 avec κ= 10.
Dissipation des hautes fréquences. Dans le cas des problèmes de choc, les modes
propres associés aux vibrations hautes fréquences sont sollicités de façon non néglige-
able. Or, comme on l’a vu dans l’Exemple 1.3, l’utilisation de la méthode des éléments
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Approximation du problème en temps
finis (en espace) introduit des modes hautes fréquences qui ne sont pas physiques.
Ces modes sont à l’origine d’oscillations parasites hautes fréquences dans la réponse
temporelle du problème semi-discrétisé (ce phénomène est illustré sur la Figure 1.10).
Ainsi, la méthode d’approximation en temps doit permettre de filtrer ces oscillations
parasites, sans pour autant atténuer les modes de plus basses fréquences. Idéalement,
cette propriété se traduit par un rayon spectral qui tend vers zéro lorsque ∆tωh/(2pi)
tend vers l’infini et qui est égal à un lorsque ∆tωh/(2pi)≤ 1.
Pour le schéma de Newmark, le choix des paramètres γ> 12 et β= (γ+ 12 )2/4 permet
d’amortir les modes hautes fréquences (voir le rayon spectral pour ∆tωh/(2pi)→∞
sur la Figure 1.9). Cependant, l’amortissement introduit pour les hautes fréquences
a tendance à attenuer également les modes basses fréquences (voir le rayon spec-
tral pour ∆tωh/(2pi) ∈ [0.1,1]). Comme on peut l’observer sur la Figure 1.9, la méth-
ode TDG-UV présente un comportement quasiment idéal en terme de dissipation des
hautes fréquences dès lors que l’on augmente le degré de l’approximation. Laméthode
TG-UV présente un comportement similaire à celui de la méthode TDG-UV. Cepen-
dant, pour un degré d’approximation supérieure à deux, le schéma devient instable.
Aussi, seulement les schémas TG-P1P1 et TG-P2P2 peuvent être utilisés en pratique.
Dans [Idesman, 2007], un amortissement numérique controlé est introduit pour pal-
lier à ce problème. Enfin, la méthode TDG-U ne permet d’amortir que certaine bande
de fréquence. L’ajout d’opérateurs de stabilisation dans la formulation faible permet
d’obtenir un comportement proche de celui de la méthode TDG-UV [Hulbert, 1992].
p=1 p=2 p=3 p=4 p=5
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FIGURE 1.11: Erreur relative
∥∥q − q∆t ∥∥ener /∥∥q ∥∥ener en fonction du pas de temps ∆t ,
pour le problème modal avec condition initiale en déplacement (t ∈ [0,T ] avec T = 10
et ω= 10pi).
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1. Méthodes classiques d’approximation en dynamique transitoire
Ordre de convergence. Lorsque l’on introduit de l’amortissement numérique pour
supprimer les hautes fréquences parasites, la difficulté est de conserver un ordre de
convergence élevé de la méthode. Typiquement, le schéma de Newmark converge à
l’ordre deux si et seulement si γ = 12 et il converge à l’ordre un sinon. L’introduc-
tion d’amortissement numérique (pour les valeurs de γ > 12 ) dégrade donc la conver-
gence du schéma de Newmark. Pour les méthodes éléments finis en temps, une éval-
uation numérique de l’ordre de convergence est présentée sur la Figure 1.11. L’erreur
est calculée avec la norme énergétique
∥∥ ∥∥
ener définie (avec l’équation modale) par∥∥q ∥∥2ener= ∫I 12 (k q2+mq˙2) dt où m et k sont la masse modale et la raideur modale,
associées à la pulsation propre ω. On résout l’équation modale avec f (t ) = 0, q0 = 1
et q˙0 = 0 pour les différentes méthodes d’approximation en temps (la solution ap-
prochée est notée q∆t ). La solution exacte est donnée par q(t )= sin(ωt ). Puis, on trace∥∥q−q∆t ∥∥ener /∥∥q ∥∥ener pour différentes valeurs du pas de temps∆t . Avec la norme én-
ergétique, on observe une convergence asymptotique à l’ordre p pour les méthodes
TDG-U et TG-UV et à l’ordre p+1 pour la méthode TDG-UV.
Coût de calcul. Afin de comparer la complexité des différentes méthodes, on note
lin (n) la complexité associée à la résolution d’un système linéaire de taille n ×n, et
mv (n) la complexité associée au calcul d’un produit matrice-vecteur dont la matrice
est de taillen×n. On suppose que lamatrice (du système linéaire que l’on doit résoudre
à chaque incrément) à une largeur de bande (et un conditionnement) similaire pour
les différentes méthodes.
Pour le schéma de Newmark, le cas le plus favorable est obtenu lorsque β = 0 et
que lamatrice demasse est diagonalisée. On parle dans ce cas de schéma explicite. Un
schéma explicite nécessite de l’ordre deNT mv (nS) opérations pour obtenir la solution
espace-temps.Dans le cas oùβ 6= 0, on parle de schéma implicite et un système linéaire
doit être résolu à chaque instant. La compléxité du schéma implicite est de l’ordre de
NT lin (nS), ce qui donne clairement l’avantage auxméthodes explicites. Cependant les
méthodes implicites permettent d’utiliser un pas de temps plus large.
Les méthodes éléments finis en temps sont également des méthodes implicites. La
taille du système linéaire à résoudre pour chaque intervalle de temps, augmente avec
le degré de l’approximation. Ceci est le principal inconvénient de ces méthodes. Ainsi
pour la méthode TDG-U, la complexité du schéma est de l’ordre de NT lin
(
(p+1)nS
)
,
pour la méthode TDG-UV, elle est de l’ordre de NT lin
(
2(p+1)nS
)
et pour la méth-
ode TG-UV de NT lin
(
2pnS
)
. Néanmoins le nombre d’intervalles de temps NT , néces-
saire pour obtenir la solution à une précision donnée, est beaucoup plus faible pour les
méthodes éléments finis de degré élevé que pour le schéma deNewmark (par exemple,
pour le cas test représenté sur la Figure 1.10, il faut 23660 intervalles de temps avec le
schéma de Newmark β = 1/4 et γ = 1/2 pour obtenir la solution avec une erreur rela-
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Conclusion
tive inférieure à 10−2 (dans la norme énergétique), alors que seulement 273 intervalles
de temps suffisent pour le schéma TDG P5-P5).
Finalement, on notera que desméthodes basées sur une résolution itérative du sys-
tème linéaire à chaque intervalle de temps, ont été proposées pour réduire le coût de
calcul associé aux méthodes éléments finis en temps de degré élévé (voir par exem-
ple les stratégies proposées dans [Kunthong et Thompson, 2005] ou [Idesman, 2007]
pour les méthodes TDG-UV et TG-UV respectivement). La complexité est alors ra-
menée à un ordre de grandeur de NT ξ lin (nS) où ξ est un nombre d’itérations (dans
[Kunthong et Thompson, 2005], les valeurs ξ= 2 ou ξ= 3 sont suffisantes pour des ap-
proximations de degré un ou deux, cependant des valeurs de ξ plus grandes doivent
être utilisées pour préserver les propriétés des méthodes TDG lorsque le degré de l’ap-
proximation augmente). La stratégie proposée dans la suite de ce manuscrit peut être
vue comme une alternative à ces travaux.
1.4 Conclusion
Dans ce chapitre, lamodélisation en variables espace-temps du problème d’élasto-
dynamique a été présentée. Cette modélisation est basée sur une semi-discrétisation
du problème en espace et une résolution incrémentale en temps. Les principales pro-
priétés des méthodes d’approximation en espace et en temps ont été décrites. Notam-
ment, la discrétisation spatiale par la méthode des éléments finis, introduit des modes
hautes fréquences qui n’ont pas de réalité physique. Pour les problèmes de choc, ces
modes sont excitées de façon non négligeable et introduisent des oscillations parasites
dans la solution du problème semi-discrétisé. Aussi, les méthodes de Galerkin discon-
tinues en temps, permettent de supprimer ces oscillations parasites tout en préservant
un ordre de convergence élevé de l’approximation en temps.
Le potentiel des méthodes de Galerkin discontinues en temps de degré élévé est
cependant limité par le coût de calcul associé au système linéaire qu’il est nécessaire
de résoudre à chaque intervalle de temps. Cette limite est clairement liée à la nature
incrémentale de la stratégie de résolution.Dans la suite de ce manuscrit, on propose
une stratégie de résolution non-incrémentale qui doit permettre notamment, de ré-
duire les coûts de calcul associés auxméthodes éléments finis en temps de degré élevé.
La complexité de cette stratégie est de l’ordre de grandeur de M ξ
(
lin (nS)+ lin (nT )
)
où nS est la dimension de l’espace d’approximation spatiale et nT celle de l’espace
d’approximation temporelle, ξ est un nombre d’itérations et M un nombre de modes
espace-temps.
Toute la stratégie est basée sur une approximation du champ de déplacement
(ou de vitesse) sous la forme d’une représentation à variables séparées espace-temps.
Cette représentation peut être vue comme une somme deM modes espace-temps. La
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1. Méthodes classiques d’approximation en dynamique transitoire
question est donc de savoir quel est la valeur de M qui permette d’obtenir une bonne
approximation de la solution d’un problème de dynamique transitoire. Répondre à
cette question est l’objet du chapitre suivant.
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Chapitre 2
Compression de données par
séparation de variables espace-temps
Dans ce chapitre, on évalue l’efficacité de la méthode de séparation de
variables espace-temps, en terme de compression de la mémoire
nécessaire au stockage de la solution sur le domaine espace-temps, de
problèmes académiques de dynamique transitoire.
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2. Compression de données par séparation de variables espace-temps
2.1 Motivations
La modélisation classique des phénomènes de propagation d’ondes dans des
structures complexes requère des discrétisations spatiales et temporelles très fines
pour représenter le phénomène avec une précision raisonnable. Aussi, le stockage
des résultats devient rapidement un problème. Supposons par exemple qu’un mail-
lage espace-temps avec un million de degrés de liberté en espace et un million de pas
de temps soit nécessaire pour simuler la réponse transitoire d’une structure. Alors, le
stockage de la solution sur ce maillage espace-temps demanderait environ 7500 Go.
Un tel espace mémoire ne paraît pas si impressionnant au vu des capacités actuelles
desmoyens informatiques et on peut penser qu’une tellemémoire sera abordable aisé-
ment dans une dizaine d’années. Cependant, la demande enmoyen de calculs dépasse
toujours les capacités disponibles à une époque donnée. Le réel enjeu est donc de per-
mettre une meilleure exploitation des ressources disponibles.
Lorsque l’espacemémoire nécessaire pour stocker les résultats sur tout le domaine
espace-temps est trop important, une solution consiste à ne sauvegarder qu’une partie
des résultats (la partie complémentaire étant effacée au cours du calcul). Cette solu-
tion, bien que non satisfaisante puisqu’une partie des résultats est perdue, est adoptée
dans tous les codes de calculs industriels. Ainsi, après avoir réalisé la mise en données,
l’analyste doit sélectionner, avant de lancer la simulation, quels résultats post-traiter,
sur quels degrés de liberté et à quels instants. Ce choix repose sur son expertise et
sa connaissance du phénomène modélisé ou encore sur des résultats expérimentaux.
Cependant, lorsque le phénomènemodélisé est complexe oumal connu, il s’avère dif-
ficile de savoir quelle partie de la structure sera la plus sollicitée et à quel instant, avant
de lancer la simulation. Dans ce cas, pouvoir visualiser les résultats sur tout le domaine
espace-temps est un réel avantage, ne serait-ce que pour déboguer un modèle. Com-
presser les résultats de la simulation est alors indispensable.
La séparation de variables s’avère une piste très prometteuse pour atteindre un tel
objectif. Pour une grande variété de problèmes, l’approximation de la solution sous la
forme d’une représentation à variables séparées permet de réduire la mémoire néces-
saire au stockage des résultats de plusieurs ordres de grandeur [Chinesta et al., 2011].
Cependant la précision d’une telle approximation dépend du problème considéré, et
pour le problème de dynamique transitoire, l’intérêt d’une représentation à variables
séparées espace-temps reste à démontrer. Dans ce chapitre, on se concentre sur cet
aspect. On suppose que la solution (discrète) du problème est connue sur le domaine
espace-temps. On définit alors la meilleure approximation (au sens d’un problème
de minimisation) de cette solution sous la forme d’une représentation à variables sé-
parées espace-temps. On évalue ensuite le gain mémoire, associé au stockage des ré-
sultats sous format séparé ou non, pour des problèmes académiques de dynamique
transitoire.
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Séparation de variables espace-temps
Remarque 2.1. La séparation de variables, vue comme outil de compression de don-
nées, nécessite de repenser les outils de visualisation des résultats. Le format utilisé pour
stocker une représentation à variables séparées diffère des formats usuels et il est donc
nécessaire d’adapter les outils existants à ce type de représentation [Bordeu, 2013]. Dans
un logiciel standard, le post-traitement (par exemple le calcul du champ de contraintes
à partir du champ de déplacement) et le stockage des résultats interviennent durant l’é-
tape de résolution du problème, typiquement à la fin de chaque pas de temps. L’utilisa-
tion d’un outil efficace de compression de données permettrait de différencier compléte-
ment les étapes de résolution et de post-traitement. En autorisant le stockage du champ
solution sur tout le domaine de calcul, on peut concevoir un logiciel de post-traitement
« intelligent », qui ne se limite pas à la visualisation de données mais qui puisse calculer
d’autres quantités, en temps réel, telles que des champs de déformation ou de contrainte
à partir de la donnée d’un champ de déplacement sous format séparé. De telles modifi-
cations sont lourdes du point de vue développement logiciel. L’objectif de ce chapitre est
d’évaluer l’intérêt de tels développements, sur des cas tests académiques de dynamique
transitoire.
2.2 Séparation de variables espace-temps
Soit u(x, t ) un champ scalaire, supposé connu, défini sur le domaine espace-temps
Ω×I et appartenant à un espace produit tensorielU S⊗U T . Laméthode de séparation
de variables espace-temps consiste à chercher une approximation, notée uM ∈ U S ⊗
U
T , du champ u, sous la forme suivante [Ladevèze, 1999] :
u(x, t )'uM (x, t )=
M∑
m=1
wm(x)λm(t ) . (2.1)
Chaque fonctionwm ∈U S est appelée unmode en espace et chaque fonctionλm ∈U T
est appelée un mode en temps. Le produit wmλm est appelé un mode espace-temps.
Le nombre de modes espace-temps, notéM , est appelé le rang de l’approximation.
Exemple 2.1. (Intérêt en dimension finie) En pratique, le champ que l’on cherche à
approximer sous la forme d’une représentation à variables séparées appartient à un
espace de dimension finie. On note ce champ uh,∆t et U S
h
⊗U T
∆t l’espace de dimen-
sion finie auquel il appartient. Ce champ peut s’exprimer dans une base de U S
h
⊗U T
∆t
construite par tensorisation de bases, c’est-à-dire
uh,∆t (x, t )=φ(x)⊗ψ(t )D. U avec U ∈RnS ⊗RnT , (2.2)
où φ = [φ1, · · · ,φnS ] est une base de U Sh et ψ = [ψ1, · · · ,ψnT ] est une base de U T∆t . Le
produit « D. » est le produit scalaire canonique entre tenseurs d’ordre D (ici D = 2) in-
troduit dans l’Annexe A. Dans le cas où la base φ⊗ψ est construite par la méthode
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des éléments finis, le tenseur U contient la valeur du champ uh,∆t en tout noeud du
maillage espace-temps, c’est-à-dire
U=
 u
h,∆t (x1, t1) · · · uh,∆t (x1, tnT )
...
. . .
...
uh,∆t (xnS , t1) · · · uh,∆t (xnS , tnT )
 . (2.3)
C’est la mémoire nécessaire au stockage de U que l’on cherche à compresser à l’aide
d’une approximation à variables séparées espace-temps. Cette approximation (noté
uh,∆t
M
) appartient également à l’espaceU S
h
⊗U T
∆t et peut donc être exprimée sur la base
φ⊗ψ comme suit
uh,∆t
M
(x, t )=φ(x)⊗ψ(t )D.
( M∑
m=1
Wm ⊗Λm︸ ︷︷ ︸
UM
)
avec
{
Wm ∈RnS
Λm ∈RnT
. (2.4)
En regroupant (2.2) et (2.4) dans (2.1), on peut alors écrire laméthode de séparation de
variables espace-temps sous forme discrète :
U'UM =
M∑
m=1
Wm ⊗Λm . (2.5)
On comprend ainsi l’intérêt d’une approximation de U par une représentation à vari-
ables séparées : dans sa représentation complète, il faut nS nT nombres réels pour
stocker U, alors que le stokage de sa représentation sous format séparé UM demande
M (nS +nT ) nombres réels. Dans le cas où M << nSnTnS+nT , on aura besoin de beaucoup
moins de mémoire pour stocker UM que pour stocker U. L’enjeu est donc de savoir
s’il est possible d’approcher U de façon précise par UM avec un rangM suffisamment
faible devant nSnT
nS+nT .
FIGURE 2.1: Approximation d’un tenseurU par un autre tenseurUM de rangM stocké
sous format séparé.
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Afind’évaluer s’il est possible de représenter de façon précise la solution d’un prob-
lème de dynamique transitoire avec une représentation à variables séparées espace-
temps de faible rang, il est tout d’abord nécessaire de définir quelle est la meilleure
approximation de rangM et comment la calculer.
2.2.1 Meilleure approximation de rangM
On cherche une approximation du champ u dans le sous-ensemble RM des
représentations à variables séparées espace-temps de rangM , défini par
RM =
{
u ∈U S ⊗U T | u(x, t )=
M∑
m=1
wm(x)λm(t ) avec wm ∈U S , λm ∈U T
}
. (2.6)
Afin de définir la notion de meilleure approximation, il est nécessaire d’introduire une
mesure de l’erreur entre le champ u et une décomposition de rang M appartenant à
RM . Pour cela, on note 〈 , 〉 un produit scalaire sur U S ⊗U T et
∥∥ ∥∥ la norme associée.
On définit alors la meilleure approximation de rang M comme solution du problème
de minimisation suivant [Hackbusch, 2012] :
Définition 2.1. Soit u ∈ U S ⊗U T un champ connu. La meilleure approximation
uM de u dans RM , par rapport à la norme
∥∥ ∥∥, est définie par
uM ∈ arg min
u?∈RM
∥∥u−u?∥∥ . (2.7)
Remarque 2.2. Dans le cas d’un espace de dimension finie, on note Rh,∆t
M
le sous-
ensemble des représentations à variables séparées espace-temps de rang M, défini par :
R
h,∆t
M
=
{
u ∈U Sh ⊗U T∆t | u(x, t )=φ(x)⊗ψ(t )D. U avec U ∈RM
}
, (2.8)
où RM est le sous-ensemble des décompositions espace-temps de rang M défini par :
RM =
{
U ∈RnS ⊗RnT |U=
M∑
m=1
Wm ⊗Λm avecWm ∈RnS ,Λm ∈RnT
}
. (2.9)
Remarque 2.3. Lorsque la norme utilisée pour définir le problème demeilleure approx-
imation vérifie la propriété de séparabilité suivante :∥∥w λ∥∥= ∥∥w ∥∥S∥∥λ∥∥T ,∀w ∈U S ,∀λ ∈U T , (2.10)
où
∥∥ ∥∥
S et
∥∥ ∥∥
T sont des normes définies sur U
S et U T respectivement, alors la solu-
tion uM du problème de meilleure approximation (2.7) est appelée la décomposition
orthogonale propre (POD) de u (également appelée décomposition de Karhunen-Loève
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2. Compression de données par séparation de variables espace-temps
(KLD) ou analyse en composantes principales (PCA) ou décomposition en valeur sin-
gulière (SVD), voir [Liang et al., 2002] pour une comparaison) 1.
Remarque 2.4. Si la propriété (2.10) n’est pas vérifiée, alors uM est appelé la décomposi-
tion généralisée propre (PGD) de u (également appelée décomposition spectrale général-
isée (GSD), voir [Nouy, 2007, Nouy, 2010a]).
Remarque 2.5. L’approximation uM est appelée la décomposition « a posteriori » de u
lorsque le champ u est connu. C’est le cas traité dans ce chapitre. Elle est appelée décom-
position « a priori » lorsque le champ u n’est pas connu.
2.2.2 Construction a posteriori
On détaille ici la construction a posteriori de la solution du problème de meilleure
approximation (2.7) dans le cas où la norme
∥∥ ∥∥ vérifie la propriété de séparabilité
(2.10) et que le champ que l’on cherche à décomposer appartient à un espace de di-
mension finie. Dans ce cas, la meilleure approximation de rangM peut être construite
avec la décomposition en valeurs singulières du tenseur U ∈ RnS ⊗RnT . La forme dis-
crète du problème (2.7) consiste à trouverUM ∈RM tel que
UM ∈ arg min
U?∈RM
∥∥U−U?∥∥ , (2.11)
où la représentation discrète de la norme
∥∥ ∥∥ est définie sur RnS ⊗RnT et associée au
produit scalaire 2 〈 , 〉 tel que
〈U , V〉=UD. (NS ⊗NT )D. V , (2.12)
avec NS = 〈φ ,φ〉S et NT = 〈ψ ,ψ〉T . Les matrices NS ∈ RnS ⊗RnS et NT ∈ RnT ⊗RnT sont
symétriques définies positives.
Cas de la norme canonique
Lorsque les matrices NS et NT sont des matrices identités, la représentation dis-
crète de la norme
∥∥ ∥∥ correspond à la norme canonique 3 pour les tenseurs d’ordre
deux, que l’on notera
∥∥ ∥∥
2. Dans ce cas, le théorème d’approximation de Schmidt
4
[Schmidt, 1907] montre qu’une solutionUM du problème demeilleure approximation
(2.11) est donnée par la SVD deU tronquée au rangM .
1. Les acronymes sont donnés en anglais
2. Pour tout u,v ∈U S
h
⊗U T
∆t , on a 〈u , v〉= 〈φ⊗ψD. U ,φ⊗ψD. V〉=UD. 〈φ ,φ〉S⊗〈ψ ,ψ〉T D. V= 〈U , V〉.
3. La norme canonique pour les tenseurs d’ordre deux est donnée par
∥∥U∥∥2=√UD. U.
4. On le trouve également sous le nom de théorème d’Eckart-Young [Eckart et Young, 1936].
50
Cette thèse est accessible à l'adresse : http://theses.insa-lyon.fr/publication/2013ISAL0118/these.pdf 
© [L. Boucinha], [2013], INSA de Lyon, tous droits réservés
Séparation de variables espace-temps
Définition 2.2. Soit un champ connu uh,∆t (x, t )=φ(x)⊗ψ(t )D. U ∈U S
h
⊗U T
∆t . Une
meilleure approximation de ce champ dans Rh,∆t
M
, par rapport à la norme
∥∥ ∥∥
2, est
donnée par
uh,∆t
M
(x, t )=
M∑
m=1
σmw
h
m(x)λ
∆t
m (t ) avec
{
whm(x) =φ(x).Wm
λ∆tm (t ) =ψ(t ).Λm
, (2.13)
où {σm ,Wm ,Λm}
M
m=1 sont lesM premiers éléments singuliers deU. Cette solution
est unique si σ1 >σ2 > ·· · >σM > 0. De plus, pourM = rang(U), on a uh,∆t = uh,∆tM .
Dans ce manuscrit, on utilise l’algorithme du logicielMatlab, basé sur la librairie LA-
PACK [Anderson et al., 1999], pour calculer la SVD deU.
Remarque 2.6. Le rang de U est défini par le nombre de ses valeurs singulières stricte-
ment positives.
Remarque 2.7. Les éléments singuliers {σm ,Wm ,Λm}
rang(U)
m=1 de U ∈RnS ⊗RnT sont con-
struits à partir des éléments propres de lamatrice de corrélation spatialeU.U′ si nS < nT
et de la matrice de corrélation temporelle U′.U si nT < nS . Notamment, chaque valeur
singulière σm est associée à la racine carré d’une valeur propre de la matrice de corréla-
tion. Les éléments singuliers sont ordonnés de la plus grande valeur singulière à la plus
petite.
Remarque 2.8. Les modes en espace sont orthogonaux deux à deux par rapport au pro-
duit scalaire 〈 , 〉S et les modes en temps le sont par rapport au produit scalaire 〈 , 〉T . De
plus, dans le cas où les modes sont normalisés, on a la propriété suivante :
∥∥u−uM ∥∥2= ∥∥u∥∥2− M∑
m=1
σ2m . (2.14)
Cas d’une norme pondérée
La construction de la meilleure approximation est similaire dans le cas où les ma-
trices NS et NT sont différentes des matrices identités. Ces matrices étant symétriques
définies positives, une méthode est de les décomposer sous la forme NS =N1/2S .N1/2S et
NT = N1/2T .N1/2T . La meilleure approximation de rang M est alors construite à partir de
la SVD de
(
N1/2
S
⊗N1/2
T
)
D. U (voir [Volkwein, 2008]). Dans ce manuscrit, on utilise une
approche qui ne nécessite pas de décomposer les matrices NS et NT. Le problème de
minimisation (2.11) est résolu avec un algorithme glouton avec orthogonalisation des
modes. La construction gloutonne d’une approximation de rangM est décrite dans le
Chapitre 5.
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2. Compression de données par séparation de variables espace-temps
Exemple 2.2. (Choix d’une norme) La meilleure approximation de rangM dépend de
la norme utilisée dans la Définition 2.1. Dans cette exemple, on compare les approxi-
mations obtenues avec deux normes différentes, définies sur un espace de dimension
finie. On noteφ⊗ψ une base éléments finis espace-temps de cet espace. On compare
les normes suivantes :∥∥u∥∥L2= (∫
I
∫
Ω
u2(x, t ) dx dt
)1/2 et ∥∥u∥∥2= ( nS∑
i=1
nT∑
j=1
u2(xi , t j )
)1/2 , (2.15)
où les points (xi , t j ) sont les coordonnées des noeuds du maillage espace-temps, et
nS = dim(U Sh ) et nT = dim(U T∆t ). Ces deux normes permettent de minimiser l’erreur
de façon équivalente en tout point du domaine espace-temps. Aussi, elles vérifient la
propriété de séparabilité (2.10). Leurs représentations discrètes sont données par :∥∥U∥∥L2= (UD. (NS ⊗NT )D. U)1/2 et ∥∥U∥∥2= (UD. (IS ⊗ IT )D. U)1/2 , (2.16)
avecNS =
∫
Ω
φ⊗φ dx etNT =
∫
Ω
ψ⊗ψ dt, et IS et IT les matrices identités (on rappelle
que la base éléments finis est interpolante en tout point du maillage espace-temps).
Pour comparer ces deux normes, on suppose que la champ connu que l’on cherche
à approcher est la solution exacte (notée u) de l’équation des ondes, donnée dans l’Ex-
emple 1.1. On projette tout d’abord ce champ surU S
h
⊗U T
∆t . Le champ projeté est noté
Π(u) oùΠ :U S⊗U T →U S
h
⊗U T
∆t est l’opérateur de projection orthogonale au sens du
produit scalaire 〈 , 〉2. On calcule ensuite la meilleure approximation de rangM ,
uh,∆t
M
= arg min
u?∈Rh,∆t
M
∥∥Π(u)−u?∥∥2 ou L2 , (2.17)
dans les deux normes considérées. L’erreur (mesurée dans chacune des normes) entre
Π(u) et la meilleure approximation de rang M est présentée sur la Figure 2.2. Bien sûr,
pour toutes les valeurs du rangM , la meilleure approximation au sens d’une des deux
normes minimise l’erreur mesurée dans cette norme : la courbe rouge est en dessous
de la courbe noire sur la figure de gauche et vice versa sur la figure de droite. Cepen-
dant, les courbes rouge et noire sont quasiment superposées sur les deux figures. Les
approximations uh,∆t
M
définies dans chacune des normes sont donc aussi proches de
Π(u), ceci que l’on mesure la distance dans l’une ou l’autre des normes.
Les approximations obtenues dans chacune des normes étant similaires, on choisit
la méthode la moins coûteuse. Le calcul de la meilleure approximation étant moins
coûteux dans la norme
∥∥ ∥∥
2, on utilise cette normepour définir lameilleure approxi-
mationde rangM , dans tout lemanuscrit.Ce choix permet également de calculer une
norme dans l’espace dual sans avoir à inverser dematrice (voir le Chapitre 6). Le choix
de la norme
∥∥ ∥∥
L2 nécessite en effet de calculer l’inverse de NS et NT pour calculer la
norme associée dans l’espace dual. L’inconvénient de la norme
∥∥ ∥∥
2 est qu’elle dépend
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Efficacité en dynamique transitoire
de la discrétisation (la norme de
∥∥Π(u)∥∥2 augmente lorsque l’on raffine le maillage).
Aussi, on utilisera toujours unemesure relative pour comparer des distances calculées
sur différents maillages.
FIGURE 2.2: Comparaison des meilleures approximations de rang M définies dans
deux normes différentes.
2.3 Efficacité en dynamique transitoire
Dans la section précédente, on a défini la meilleure approximation de rang M et
décrit comment la construire. On peut maintenant évaluer si une approximation à
variables séparées espace-temps est efficace dans le cas d’un problème de dynamique
transitoire. On montre tout d’abord que le nombre de modes espace-temps, permet-
tant d’approcher la solution d’un problème de choc à une erreur donnée, dépend du
régime dynamique transitoire considéré. On introduit ensuite une démarche perme-
ttant d’évaluer un gain mémoire, qui sert de critère pour quantifier l’efficacité de la
méthode de séparation de variables en terme de compression des résultats.
Remarque 2.9. Dans toute cette section, l’efficacité de laméthode est illustrée avec le cas
test unidimensionnel présenté dans l’Exemple 1.1. On rapelle qu’il s’agit d’une poutre
Ω = [0,L] encastrée au point x = L, et soumise à un déplacement imposé de type choc
au point x = 0. La durée caractéristique du choc est notée ∆T . On considère la réponse
transitoire de la poutre en tout point deΩ sur l’intervalle de temps I = [0,T ]. La réponse
transitoire est caractérisée par le nombre sans dimension κ = ( L
c∆T
)2 où c est la célérité
des ondes dans le milieu. Pour simplifier l’analyse, on prend c = 1m/s et L = 1m.
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2. Compression de données par séparation de variables espace-temps
2.3.1 Description qualitative
On présente ici des résultats concernant la meilleure approximation de rangM de
la solution exacte du problème de choc. Cette solution (notée u) est donnée dansU S⊗
U
T par l’équation (1.8). La construction de sa meilleure approximation (notée uM )
dans RM est décrite dans l’Exemple 2.3. L’erreur relative entre la solution exacte et sa
meilleure approximation de rangM est donnée par :
errrom-exact(M)=
∥∥u−uM ∥∥2∥∥u∥∥2 . (2.18)
On notera que cette erreur est uniquement due au rang de l’approximation.
Influence du régime dynamique transitoire
On décrit tout d’abord l’influence du régime dynamique transitoire sur l’efficacité
de la méthode de séparation de variables. Pour cela, on calcule la meilleure approx-
imation de rang M de la solution exacte, pour différentes valeurs du nombre κ. Les
résultats sont présentés sur la Figure 4.1. On peut faire les commentaires suivants :
• L’erreur due à une approximation de rang M pour les différentes valeurs de κ
peut être approchée par la fonction ²(M ,κ) définie par :
²(M ,κ)=C
(
κa
M
)b
, (2.19)
où les constantesC et b sont indépendantes deM et κ, et la constante a dépend
uniquement de κ. On obtient les valeurs suivantes : C = 1.1, b = 2.64, et a = 0.37
pourκ< 1 ou a = 0.48 pourκ≥ 1 (voir la comparaison sur la Figure 2.4). Cette for-
mule peut être utilisée 5 pour déterminer le nombre de modes nécessaires pour
obtenir une approximation d’une précision donnée en fonction du nombre κ.
• Pour les valeurs de κ< 1, l’erreur due à une approximation de rang un, tend vers
zéro lorsque que κ diminue (voir les points M = 1 sur la Figure 4.1). Ceci illustre
le fait que la solution du problème dynamique tend vers la solution du problème
quasi-statique lorsque κ tend vers zéro. On verra en effet dans la Remarque 4.2,
que la solution du problème quasi-statique admet une représentation exacte en
variables séparées espace-temps de rang un 6. Pour les faibles valeurs deκ, seule-
ment quelques modes espace-temps sont donc nécessaires pour approcher la
solution avec une très bonne précision.
5. Bien sûr, la formule (2.19) n’est valable que pour le cas test considéré. On notera cependant que la
même allure des courbes (de convergence de l’erreur en fonction du rang et du nombre κ) est observée
pour un cas test avec condition aux limites de Neumann.
6. Cette remarque est valable lorsque le chargement peut semettre sous la forme f (x, t )= f S(x) f T (t )
(« chargement radial »), ce qui est le cas ici si on néglige le terme d’accélération dans l’équation d’équili-
bre.
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FIGURE 2.3: Erreur relative entre la solution exacte u(x, t ) et sa meilleure approximation de rangM pour différentes valeurs du
nombre κ.
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FIGURE 2.4: Comparaison entre les courbes de la Figure 4.1 et la fonction ²=C
(
κa
M
)b .
FIGURE 2.5:Matrice de corrélation spatiale pour différentes valeurs de κ.
• Pour les valeurs de κ ≥ 1, les premiers modes espace-temps ne diminuent pas
l’erreur due à l’approximation de rang M . Puis, à partir d’une certaine valeur
M0, on observe une convergence linéaire (en échelles logarithmiques) de l’er-
reur d’approximation en fonction du rang M , dont la pente ne dépend pas de
κ. En revanche, le rang minimum M0 (à partir duquel l’erreur diminue de façon
significative) dépend du nombre κ. Avec la formule (2.19), on montre que cette
valeur de M0 est proportionnelle à κa '
p
κ. Techniquement, la convergence de
l’erreur en fonction du rang peut s’expliquer en analysant la matrice de corréla-
tion U.U′ pour les différentes valeurs de κ. Cette matrice tend vers une matrice
« bande » dont la largeur est de plus en plus faible lorsque κ tend vers l’infini.
Aussi, la diagonale de cette matrice est caractérisée par des valeurs constantes
presque partout, sauf dans la « longueur c∆T » caractérisant le support spatial
de la perturbation provoquée par le choc (voir la Figure 2.5). Ainsi, lorsque κ
tend vers l’infini, les valeurs propres de la matrice de corrélation tendent vers
une unique valeur propre de multiplicité infinie. On comprend alors que l’er-
reur due à l’approximation de rang M diminue très lentement dans ce cas (voir
l’équation (2.14)).
• On observe clairement une zone de transition pour les valeurs de κ ∈ [0.1,100],
qui correspond au régime moyenne fréquence (voir la zone bleutée sur la Figure
56
Cette thèse est accessible à l'adresse : http://theses.insa-lyon.fr/publication/2013ISAL0118/these.pdf 
© [L. Boucinha], [2013], INSA de Lyon, tous droits réservés
Efficacité en dynamique transitoire
T=1
T=2
T=4
T=8
T=0.5
T=0.25
T=0.125
T=8
0 1
4
2
1
0.5
0.25 0.125
FIGURE 2.6: Influence de la duréeT de la simulation sur l’erreur entre la solution exacte
et son approximation de rangM (avec κ= cst= 10).
FIGURE 2.7: Construction de la matrice de corrélation spatiale.
4.1). Pour ce régime dynamique, l’efficacité de la méthode de séparation de vari-
ables espace-temps fait débat. Aussi, on se concentre sur cette zone dans la suite
du manuscrit.
Influence de la durée de la simulation
Intuitivement, on pourrait penser que l’erreur entre la solution exacte et son ap-
proximation de rangM dépend du nombre de fois que l’onde parcourt le milieu. Pour
évaluer cet aspect, on représente sur la Figure 2.6 l’erreur due à une approximation de
rangM obtenue, à κ constant, pour différentes valeurs de la durée T de la simulation.
Pour des durées inférieures à T = 1, l’erreur obtenue pour un nombre de modes M
constant, diminue avec la durée de la simulation. Dans ce cas, la simulation est trop
courte pour que l’onde atteigne l’autre extrémité de la poutre, et la portion [cT,L] de
la poutre n’est pas sollicitée. Le cas test est ainsi équivalent au cas où la longueur de
la poutre est fixée à cT , ce qui revient à diminuer la valeur de κ, et explique donc que
l’erreur d’approximation àM constant diminue avec la durée de simulation T . À l’op-
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FIGURE 2.8: Erreurs dues à une approximation de rangM pour les méthodes de sépa-
rations de variables espace-temps et espace-fréquence.
posé, on observe qu’à partir de T = 1, qui correspond à l’arrivée de l’onde en bout de
poutre, l’erreur due à une approximation de rangM est très semblable quelque soit la
durée T de la simulation. Techniquement, on observe que les parcours successifs de
l’onde dans le domaine spatiale ne modifie pas la structure de la matrice de corréla-
tion spatialeU.U′ (voir l’illustration de sa construction sur la Figure 2.7). À κ constant,
la méthode de séparation de variables sera donc d’autant plus efficace que la simula-
tion durera longtemps.
Séparations de variables espace-temps & espace-fréquence
Dans cemanuscrit, le problèmede dynamique estmodélisé sur le domaine espace-
temps. Aussi, il est intéressant d’évaluer l’efficacité de la méthode de séparation de
variables dans le cas d’une modélisation en variables espace-fréquence. Pour cela,
on calcule la meilleure approximation de rang M (en variables séparées espace-
fréquence) de la transformée de Fourier uˆ(x,ω) de la solution exacte, introduite dans
l’Exemple 1.1. Le champ uˆ(x,ω) est un champ complexe. Aussi, on calcule la meilleure
approximation de rangM de la partie réelle de ce champ. La même allure des courbes
est obtenue pour la partie imaginaire. Les résultats obtenus pour κ= 1−10−100 sont
présentés sur la Figure 2.8. On observe que le rang nécessaire pour obtenir une erreur
d’approximation donnée, est très similaire que l’on considère une séparation espace-
temps ou espace-fréquence. L’efficacité d’une approche par rapport à l’autre dépend
alors du choix des espaces d’approximation utilisés pour approcher les modes espace-
temps ou espace-fréquence. Dans la section suivante, on étudie l’influence de ce choix
dans le cas d’une modélisation en variables espace-temps.
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Exemple 2.3. (Construction de la meilleure approximation dans RM ) Dans cet ex-
emple, on décrit la construction (de l’approximation de) de la meilleure approxima-
tion de rang M d’une fonction u appartenant à un espace de dimension infinie, noté
U
S ⊗U T . La meilleure approximation de cette fonction dans RM est notée uM . L’idée
est simplement d’approcher uM dans un espace de dimension finie que l’on note
U
S
l
⊗U T
l
. Le sous-ensemble de U S
l
⊗U T
l
contenant les représentations à variables
séparées espace-temps de rang M est noté RM ,l . L’espace d’approximation d’indice l
est construit par la méthode des éléments finis avec un pas de discrétisation égale à h
2l
en espace et ∆t
2l
en temps. La démarche est schématisée sur la Figure 2.9. On répète les
étapes suivantes en commençant à la grille l = 0 :
1. on calculeΠ(u), la projection de u sur l’espace U S
l
⊗U T
l
,
2. on calcule uM ,l , la meilleure approximation de rangM deΠ(u) dans RM ,l ,
3. on calcule dl (M), l’erreur relative définie par dl (M)=
∥∥Π(u)−uM ,l ∥∥2/∥∥Π(u)∥∥2,
4. si |dl (M)−dl−1(M)|
dl (M)
< tolérance alors on considère que uM ,l ∈ RM ,l est une bonne
approximation de uM ∈RM . Sinon on passe à la grille l = l +1.
M=1
M=2
M=4
M=8
M=16
FIGURE 2.9: Convergence de uM ,l vers uM ∈RM ⊂U S ⊗U T lorsque l augmente.
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2.3.2 Description quantitative
Dans le cas général, la solution exacte du problème considéré n’est pas connue. On
connait seulement une approximation de celle-ci, calculée dans un espace de dimen-
sion finie. C’est la mémoire nécessaire au stockage de cette solution discrète que l’on
souhaite réduire à l’aide d’une représentation à variables séparées. Aussi, pour évaluer
l’efficacité de la méthode, on doit prendre en compte (et comparer) deux sources d’er-
reur, liées d’une part à la discrétisation et d’autre part au rang M de l’approximation
à variables séparées. On introduit ici un critère prenant en compte ces deux sources
d’erreur pour déterminer le gain mémoire relatif au stockage des résultats sous format
séparé.
Différentes sources d’erreurs
Pour expliciter ces deux sources d’erreur, on note u ∈U S⊗U T la solution exacte du
problème considéré, uh,∆t ∈U S
h
⊗U T
∆t l’approximation de u, qui est connue et que l’on
souhaite compresser, et uh,∆t
M
∈Rh,∆t
M
la meilleure approximation de rang M de uh,∆t ,
que l’on appelle la solution compressée. L’erreur entre la solution exacte et la solution
compressée peut être décomposée comme suit 7 :
∥∥Π(u)−uh,∆t
M
∥∥
2︸ ︷︷ ︸
erreur totale
≤
∥∥Π(u)−uh,∆t ∥∥2︸ ︷︷ ︸
erreur de discrétisation
+
∥∥uh,∆t −uh,∆t
M
∥∥
2︸ ︷︷ ︸
erreur de décomposition
. (2.20)
On définit les erreurs relatives suivantes qui sont schématisées sur la Figure 2.10 :
errtot(M ,h,∆t ) =
∥∥Π(u)−uh,∆t
M
∥∥
2∥∥Π(u)∥∥2 (erreur totale) , (2.21a)
errdisc(h,∆t ) =
∥∥Π(u)−uh,∆t ∥∥2∥∥Π(u)∥∥2 (erreur de discrétisation), (2.21b)
errrom(M ,h,∆t ) =
∥∥uh,∆t −uh,∆t
M
∥∥
2∥∥Π(u)∥∥2 (erreur de décomposition). (2.21c)
L’évolution de ces erreurs en fonction du rang M et de la dimension de l’espace d’ap-
proximation est représentés sur la Figure 2.11. L’espace d’approximation U S
h
⊗U T
∆t est
construit avec la méthode des éléments finis P1 en espace et différentes méthodes
d’approximation en temps : le schéma de Newmark (avec β= 1/4 et γ= 1/2), la méth-
ode de Galerkin discontinue en temps à un champ (TDG P2) et deux champs (TDG
P1-P1), et la méthode de Galerkin continue en temps à deux champs (TG P1-P1)). Le
cas test est toujours celui de l’Exemple 1.1 avec κ= 10 et T = 1s.
7. On rappelle queΠ(u) est la projection orthogonale de u ∈U S ⊗U T sur l’espace U S
h
⊗U T
∆t .
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Efficacité en dynamique transitoire
FIGURE 2.10: Décomposition de l’erreur totale en une partie due à la discrétisation et
une partie due à l’approximation de rangM .
On observe que l’erreur totale (courbes bleues) diminue lorsque le rang M aug-
mente. Puis, à partir d’une certaine valeur du rang, l’erreur totale stagne au niveau
de l’erreur de discrétisation (courbes vertes). Il est alors inutile de calculer d’autres
modes espace-temps puisqu’à partir de cette valeur du rang, l’erreur de décomposi-
tion (courbes noires) devient négligeable devant l’erreur de discrétisation. Sur cette
figure, on représente également l’erreur entre la solution exacte u et son approxima-
tion uM dansRM (courbe rouge). On rappelle que cette erreur dépend uniquement du
rangM de l’approximation (et pas de la discrétisation). Elle est définie par :
errrom-exact(M)=
∥∥u−uM ∥∥2∥∥u∥∥2 (erreur exacte de décomposition). (2.22)
Quelle que soit la méthode d’approximation choisie, l’erreur errtot(M ,h,∆t ) converge
vers l’erreur errrom-exact(M) lorsque les paramètres h et ∆t tendent vers zéro. Ainsi,
pour une erreur de discrétisation suffisamment faible, l’erreur totale dépend unique-
ment du rangM (et pas du choix de la méthode d’approximation).
Gainmémoire
Pour un espace d’approximation donné, il est inutile de choisir un rang M tel que
l’erreur de décomposition soit très faible devant l’erreur de discrétisation (et vice-
versa). On propose alors la démarche suivante pour évaluer l’efficacité de la méth-
ode de séparation de variables en terme de compression de données. On cherche tout
d’abord les paramètres de discrétisation h et∆t tels que l’erreur errdisc(h,∆t ) soit égale
à une certaine valeur ²± ²tol (voir l’étape 1 sur la Figure 2.12). Puis on cherche le rang
minimumMmin tel que l’erreur errrom(Mmin,h,∆t ) soit inférieure à ² (voir l’étape 2 sur
la Figure 2.12). La solution compressée obtenue de cette façon est aussi précise 8 que
la solution discrète par rapport à la solution exacte. On définit alors le « gainmémoire »
8. On a dans ce cas d tot ≤ 2²±²tol .
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2. Compression de données par séparation de variables espace-temps
FIGURE 2.11: Évolution des différentes sources d’erreur en fonction du rang M , des
paramètres de discrétisation h et ∆t , et de la méthode d’approximation en temps.
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1
2
FIGURE 2.12: Démarche suivie pour évaluer le gain mémoire associé à la méthode de
séparation de variables.
comme le rapport entre la mémoire nécessaire au stockage de la solution discrète et
la mémoire nécessaire au stockage de la solution compressée. Si ce gain mémoire est
supérieur à un, alors la méthode de séparation de variables est un outil efficace pour
compresser les résultats de la simulation considérée.
Définition 2.3. Soit une approximation de la solution d’un problème donné, ap-
partenant à un espace de dimension finieU S
h
⊗U T
∆t et telle que l’erreur entre cette
solution discrète et la solution exacte soit égale à ². Alors, le gain mémoire apporté
par la méthode de séparation de variables est défini par
gain mémoire= nS ×nT
Mmin× (nS +nT )
, (2.23)
où nS = dim(U Sh ) et nT = dim(U T∆t ), et Mmin est le rang minimum tel que l’erreur
entre la solution discrète et sa meilleure approximation dans Rh,∆t
M
soit inférieure
à ².
Gainmémoire pour différentesméthodes d’approximation
On compare ici le gain mémoire obtenu avec différentes méthodes d’approxima-
tion espace-temps, à savoir :
• la méthode des éléments finis P1 en espace avec l’approximation de Newmark
en temps (β= 1/4 et γ= 1/2),
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2. Compression de données par séparation de variables espace-temps
• les méthodes des éléments finis espace-temps (discontinue en temps) à un
champ (TDG U) et deux champs (TDG UV) avec des polynômes de Lagrange
de degré p en espace et en temps.
On utilise le cas test de l’Exemple 1.1 avec κ= 1−10−100 et T = 10s. Le gain mémoire
est calculé pour une erreur relative de discrétisation égale à 0.1±0.05% pour toutes les
valeurs de κ et pour toutes les méthodes d’approximation. Les résultats sont présentés
dans le Tableau 2.1. On peut faire les remarques suivantes :
• À précision équivalente, la dimension de l’espace d’approximation est plus
grande avec le schéma de Newmark qu’avec les méthodes éléments finis espace-
temps, tranduisant le fait que le schéma de Newmark est moins précis que les
méthodes élements finis espace-temps. La différence entre les deux classes de
méthodes est accentuée lorsque l’on augmente la valeur de κ. Par exemple, pour
κ= 100, la dimension nSnT de l’espace d’approximation est 288 fois plus grande
avec le schéma de Newmark qu’avec la méthode TDG UV de degré p = 5.
• Pour toutes les valeurs de κ, approximativement le même nombre de modes
espace-temps Mmin est obtenu pour les différentes méthodes d’approximation.
Dans tous les cas considérés, le rangMmin est inférieur au rang théorique 9 donné
par la formule (2.19).
• Comme le rang Mmin dépend très peu de la méthode d’approximation choisie,
le gain mémoire est logiquement le plus élevé pour la méthode d’approximation
la moins précise. Dans tous les cas, on observe un gain supérieur à 4. Pour le
schéma de Newmark, on observe un gain de plus d’un ordre de grandeur. Pour
κ = 100, il faut par exemple 58 fois moins de mémoire pour stocker la solution
compressée que pour stocker la solution discrète, à précision équivalente. De
plus, le gain mémoire est plus important pour κ = 1 que pour κ = 100. Ceci s’-
explique par le fait que le rang Mmin augmente de façon moins importante que
la dimension de l’espace d’approximation, lorsque κ augmente. On observe en
effet que Mmin augmente de façon proportionnelle à κ0.5, alors que nSnT aug-
mente proportionnellement à κ1.28.
• Finalement, même si le gain mémoire est plus important pour les méthodes
d’approximation les moins précises, la mémoire compressée reste moins grande
pour les méthodes d’approximation les plus précises. Par exemple, pour κ= 100,
il faut 4 Mo pour stocker la solution compressée avec la méthode TDG P5-P5
alors que le stockage de la solution compressée avec le schéma de Newmark né-
cessite 82 Mo, soit 20 fois plus de mémoire.
9. La formule (2.19) donne le rang M en fonction de l’erreur errrom-exact et du nombre κ. Pour
errrom-exact = 1e−3, on obtientM = 14−43−129 pour κ= 1−10−100 respectivement.
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κ→ 1 10 100 1 10 100 1 10 100 1 10 100 1 10 100
Schéma p nS/10 nT /100 Mmin Gain mémoire Mémoire compressée (Mo)
TDG-UV
2 8 24 97 6 26 131 11 35 112 6.8 6.3 8.1 5.9e-02 7.7e-01 1.2e+01
3 13 23 61 5 19 73 12 36 108 8.6 5.6 5.2 6.0e-02 5.9e-01 6.5e+00
4 12 17 56 5 15 56 12 35 107 8.1 4.4 4.7 5.3e-02 4.4e-01 5.0e+00
5 12 17 48 4 12 45 11 34 105 8.4 4.3 4.2 4.1e-02 3.4e-01 4.0e+00
TDG-U
2 24 69 289 18 78 393 12 35 107 17.7 18.1 25.1 1.9e-01 2.3e+00 3.4e+01
3 20 35 94 8 29 116 12 34 103 13.3 9.3 8.4 9.0e-02 8.5e-01 9.9e+00
4 17 21 70 6 18 70 12 33 102 11.0 5.7 6.2 6.8e-02 5.0e-01 6.0e+00
5 15 26 60 5 18 54 12 36 102 9.7 6.3 5.3 5.7e-02 5.5e-01 4.7e+00
Newmark 1 50 167 806 34 150 772 13 42 126 33.9 35.7 57.9 3.9e-01 5.3e+00 8.2e+01
TABLE 2.1: Influence du choix du l’espace d’approximation sur l’efficacité de la méthode de séparation de variables.
Les colonnes nS et nT sont les dimensions spatiale et temporelle de l’espace d’approximation, Mmin est le rang minimum décrit
dans la Définition 2.3 du Gain mémoire, et la Mémoire compressée est donnée par Mmin(nS +nT ) en mégaoctets (Mo).
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2. Compression de données par séparation de variables espace-temps
Exemple 2.4. (Complexité & Résolution incrémentale) Dans cet exemple, on com-
pare la complexité associée à une résolution incrémentale du problème espace-temps,
avec les différentes méthodes d’approximation utilisées dans le Tableau 2.1.
Comme on l’a vu au Chapitre 1, la complexité d’un schéma incrémental implicite
est donnée par NT lin (n) où NT est le nombre d’intervalles de temps et n la taille du
système linéaire que l’on doit résoudre à chaque incrément de temps. Ce système
linéaire dépend de la méthode considérée (de part sa taille, sa population ou encore
son conditionnement). Aussi, pour comparer les différentesméthodes, il est nécessaire
de pouvoir évaluer la complexité associée à la résolution d’un système linéaire.
Une telle évaluation dépend d’une part du solveur de système linéaire utilisé et
d’autre part du problème considéré. On choisit ici d’évaluer simplement la complex-
ité d’une itération d’un solveur itératif préconditionné, en suivant la démarche pro-
posée par [Huerta et al., 2013]. Cette évaluation prend en compte le calcul d’un pro-
duit matrice-vecteur creux et le préconditionnement du système par une factorisation
incomplète de type LU. La complexité de ces opérations est donnée par
Gi t = 4nnz+ndof, (2.24)
où nnz est le nombre d’entrées différentes de zéros dans la matrice et ndof le nom-
bre d’équations du système linéaire. On suppose alors que la résolution nécessite au-
tant d’itérations pour les différentes méthodes comparées. De cette façon, le ratio
Gméthode 1
i t
/Gméthode 2
i t
donne un critère de comparaison entre les méthodes.
On compare ici le schéma de Newmark avec éléments finis de degré pS en espace
et les méthodes TDG U et TDG UV avec éléments finis de degré pS en espace et pT en
temps. Les valeurs de nnz et ndof, associées à la matrice du système linéaire que l’on
doit résoudre à chaque incrément de temps, sont présentées dans le Tableau 2.2 pour
ces différentes méthodes. On note NS le nombre d’éléments du maillage spatial et on
néglige la substitution associée aux conditions de Dirichet.
Méthode nnz ndof
Newmark (p2S +2pS)NS +1 pSNS +1
TDG U (pT +1)2((p2S +2pS)NS +1) (pT +1)(pSNS +1)
TDG UV 4(pT +1)2((p2S +2pS)NS +1) 2(pT +1)(pSNS +1)
TABLE 2.2: Caractéristique du problème spatial à chaque incrément de temps.
On utilise alors les valeurs de NS et NT que l’on a identifiées dans le Tableau
2.1 pour calculer NTGi t . On rappelle que ces paramètres du maillage espace-temps
sont tels que l’erreur de discrétisation est identique pour toutes les méthodes. En
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Conclusion
comparant alors la valeur de NTGi t pour les différentes méthodes, on peut estimer
(grossièrement) quelle est la méthode la plus coûteuse en terme de complexité. Les ra-
tios obtenus en prenant le schéma de Newmark comme référence sont reportés dans
le Tableau 2.3.
Méthode pS = pT = p NS NT (NTGi t )Newmark/(NTGi t )Méthode
Newmark 1 8065 77185 1
TDG UV
2 485 4373 3.3
3 205 1825 5.6
4 139 1111 5.4
5 97 745 5.5
TDG U
2 1444 13108 1.5
3 313 2905 9.1
4 175 1393 13.8
5 121 898 14.7
TABLE 2.3: Complexité associée à une résolution incrémentale.
Les résultats obtenus montrent que les méthodes de Galerkin discontinues en
temps sont plus rapides que le schéma de Newmark. On notera que le meilleur ratio
est obtenu avec la méthode TDG P5 et que la méthode TDGUV est pénalisée par le fait
que l’on ait à résoudre un problème à deux champs. Cependant, l’estimation effectuée
ici est assez grossière et une mesure expérimentale du temps de calcul permettrait de
confirmer le ratio estimé. On suppose notamment que le solveur itératif converge avec
le même nombre d’itérations pour les différentes méthodes. Ceci sous entend que le
conditionnement du système linéaire est similaire et avantage clairement les méth-
odes de Galerkin discontinues de degré élevé. Pour ce cas test, le conditionnement
(mesuré avec Matlab) du système linéaire à résoudre à chaque incrément de temps
est en effet inférieure à 10 pour le schéma de Newmark et de l’ordre de 107 pour les
méthodes TDG de degré 5 en espace et en temps.
2.4 Conclusion
Dans ce chapitre, on a évalué l’intérêt de laméthode de séparation de variables à ré-
duire la mémoire nécessaire au stockage des résultats d’une simulation de dynamique
transitoire sur le domaine espace-temps. On a tout d’abord défini la meilleure approx-
imation de rang M d’un champ connu, au sens d’un problème de minimisation dans
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une certaine norme. La construction de cette meilleure approximation à l’aide de la
décomposition en valeur singulière (SVD) a été précisée.
En pratique, le champ que l’on cherche à compresser est la solution discrète du
problème de référence. Cette solution discrète est une approximation de la solution
exacte de ce problème. Aussi, pour évaluer l’efficacité de la méthode de séparation de
variables, le point clé est de comparer l’erreur entre la solution exacte et la solution
discrète (appelée l’erreur de discrétisation) avec l’erreur entre la solution discrète et
sa meilleure approximation de rang M (appelée l’erreur de décomposition). Pour un
espace d’approximation de dimension donnée, il est en effet inutile de choisir un rang
M tel que l’erreur de décomposition soit très faible devant l’erreur de discrétisation (et
vice-versa).
Un critère basé sur l’identification du rangminimumMmin tel que la solution com-
pressée soit aussi précise que la solution discrète, a été proposé pour comparer le gain
mémoire obtenu pour différents régimes dynamiques transitoires et différentes méth-
odes d’approximation. Au vue des gains obtenus (réduction de la mémoire d’un fac-
teur variant de 4 à 58), on peut conclure que la méthode de séparation de variables
permet de réduire efficacement la mémoire nécessaire au stockage des résultats du
problème de dynamique transitoire considéré.
Jusqu’ici on a supposé que le champ que l’on cherche à décomposer est connu. On
a donc calculé puis stocké ce champ avant de le compresser. Cette démarche nécessite
d’une part d’avoir le temps de calculer ce champ, et d’autre part de disposer de suff-
isamment demémoire vive pour le stocker. Aussi, dans la suite dumanuscrit, l’objectif
est de calculer lameilleure approximation de rangM (ou tout dumoins une bonne ap-
proximation de celle-ci) sans avoir à calculer explicitement le champ que l’on cherche
à décomposer, ni à stocker un champ sous format non séparé. La démarche proposée
pour atteindre cet objectif est basée sur les méthodes de réduction de modèle.
Les méthodes de réduction demodèle classiquement utilisées en dynamique tran-
sitoire, sont basées sur la projection des équations de mouvement sur une base de
fonctions spatiales, de dimension réduite par rapport à la dimension de l’espace d’ap-
proximation. Ces méthodes sont présentées dans le chapitre suivant et leur perfor-
mance est évaluée dans le cas d’un problème académique de choc. On compare
notamment l’approximation à variables séparées obtenue avec ces méthodes, à la
meilleure approximation de rangM introduite dans ce chapitre.
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Chapitre 3
Méthodes de réduction demodèle par
projection sur une base réduite
Dans ce chapitre, on compare l’efficacité des méthodes de réduction de
modèle classiquement utilisées en dynamique transitoire, avec la
meilleure approximation de rang M introduite dans le chapitre
précédent.
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3. Méthodes de réduction de modèle par projection sur une base réduite
3.1 Introduction
Dans le chapitre précédent, on a supposé que le champ que l’on cherche à décom-
poser est connue. On a donc calculé puis stocké celui-ci sur tout le domaine espace-
temps avant de le compresser. En pratique, le calcul et le stockage de ce champ sont
trop coûteux pour être réalisés. Aussi, l’objectif des méthodes de réduction de modèle
est de calculer une bonne approximation de ce champ à moindre coût. Ces méthodes
aboutissent également à une approximation de la solution de référence sous la forme
d’une représentation à variables séparées espace-temps. On peut alors s’interroger sur
l’optimalité de cette approximation à variables séparées par rapport à la meilleure ap-
proximation de rang M introduite précédemment. On établit une telle comparaison
dans ce chapitre.
En dynamique des structures, le concept de modèle réduit est généralement asso-
cié à la projection du problème semi-discrétisé sur une base de fonctions spatiales,
dont la dimension est réduite par rapport à la dimension de l’espace d’approximation
U
S
h
. Le point clé réside dans le choix de cette base réduite. La méthode la plus pop-
ulaire est la méthode de réduction modale, dans laquelle la base réduite est contru-
ite à partir des modes propres de la structure [Qu, 2004]. Plus récemment, des méth-
odes exploitant une connaissance partielle de la solution du problème de référence
ont été proposées [Antoulas, 2005]. La base réduite est alors construite à partir de la
POD du vecteur déplacement pris à différentes instants. De nombreuses variantes de
ces méthodes ont été développées. Elles sont notamment détaillées dans les ouvrages
mentionnés ci-dessus. Dans ce chapitre, on illustre le comportement des méthodes
de réduction de modèle les plus simples lorsqu’elles sont appliquées à un problème
académique de choc.
3.2 Projection sur une base réduite
Enpratique, le problème dont on cherche à réduire le coût de calcul est le problème
semi-discrétisé en espace, dont la construction est décrite dans la Section 1.2.2. On
rappelle que la solution de ce problème (noté uh) est cherchée, à chaque instant, dans
un espace d’approximation U S
h
de dimension finie notée nS .
Les méthodes de réduction de modèle par projection consistent à trouver une ap-
proximation de uh , à chaque instant, dans un sous-espace deU S
h
dont la dimensionM
est réduite par rapport à nS . Ce sous-espace est construit à partir deM modes linéaire-
ment indépendants, notéswh1 ,w
h
2 , · · · . Cesmodes sont calculés dans une étape prélim-
inaire que l’on détaillera dans la suite de cette section. L’espace réduit (noté U rom
h
) est
alors défini par
U
rom
h =
{
u ∈U Sh | u(x)=
M∑
m=1
λmw
h
m(x)
}
. (3.1)
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Projection sur une base réduite
L’approximation de uh dans U rom
h
peut s’écrire à chaque instant sous la forme :
uh(x, t )' uhM (x, t )=
M∑
m=1
(φ(x).Wm)λm(t ) , (3.2)
où l’on a notéφ une base deU S
h
etWm les coordonnées dumodewhm dans cette base.
Les fonctionsλm(t ) sont appelées les coordonnéesmodales. Elles ont ici stockées dans
le vecteurλ= [λ1, · · · ,λM ]. Le problème réduit est alors obtenu en remplaçant l’espace
U
S
h
par l’espace réduit U rom
h
dans la formulation faible du problème.
Problème 3.1. Le problème réduit sur la baseW= [W1, · · · ,WM ] consiste à trouver
le vecteur des coordonnées modales λ : I →RM qui vérifient
Mrom.λ¨(t )+Krom .λ(t )=F rom(t ) , (3.3a)
avec λ(0)=U rom0 , (3.3b)
et λ˙(0)=V rom0 . (3.3c)
Les matrices de masse et de raideur du modèle réduit sont respectivement don-
nées parMrom =W′.M.W et Krom =W′.K.W. Les projections du vecteur des efforts
extérieurs et des vecteurs déplacement initial et vitesse initiale sur la base réduite
sont respectivement données parF rom =W′.F ,U rom0 =W′.U0 et V rom0 =W′.V0.
Le problème réduit est finalement résolu à l’aide d’une méthode d’approximation en
temps. En utilisant par exemple une méthode éléments finis en temps, chaque coor-
donnée λm(t ) peut être approchée sous la forme ψ(t ).Λm où ψ est une base de l’es-
pace d’approximation U T
∆t . On aboutit finalement à une approximation de la solution
exacte du problème (notée u), sous la forme
u(x, t )'uh,∆t
M
=φ(x)⊗ψ(t )D. UM avec UM =
M∑
m=1
Wm ⊗Λm . (3.4)
L’intérêt d’un tel modèle réduit est de pouvoir diminuer la mémoire nécessaire au
stockage de la solution, ainsi que le coût de calcul associé à la résolution de l’équation
demouvement. Bien sûr, l’efficacité de laméthode dépend du choix de la base réduite.
Dans la suite de cette section, on compare deux méthodes, classiquement utilisées en
dynamique des structures pour construire une base réduite, à savoir la méthode de
réduction modale et la méthode dite des instantanés (« snapshot method »).
3.2.1 Méthode de réductionmodale
Pour les problèmes de dynamique, la base modale est généralement privilégiée
pour construire le modèle réduit, de part la signification physique des modes qui
71
Cette thèse est accessible à l'adresse : http://theses.insa-lyon.fr/publication/2013ISAL0118/these.pdf 
© [L. Boucinha], [2013], INSA de Lyon, tous droits réservés
3. Méthodes de réduction de modèle par projection sur une base réduite
peut aider l’analyste à construire une base réduite adaptée au problème qu’il souhaite
traiter. On considère ici la variante la plus simple de la méthode 1. On calcule les
premiers modes propres de la structure discrétisée (qui sont les vecteurs propres
W bm1 , · · · ,W bmnS de la matrice M−1.K ordonnés de la valeur propre la plus faible à la
plus grande). Puis, on choisit les M modes de la base réduite comme les M premiers
modes propres de la structure, c’est-à-dire,Wm =W bmm pourm = 1, · · · ,M . Dans le cas
de la basemodale, le problème réduit (3.3a) est un système deM équations découplées
qui peut donc être résolu très rapidement.
Lien avec la décomposition en valeurs singulières
Le lien entre les modes propres de la structure et les modes spatiaux as-
sociés à la meilleure approximation 2 de rang M a notamment été étudié par
[Feeny et Kappagantu, 1998] et [Kerschen et Golinval, 2002]. Dans ces travaux, les au-
teurs montrent que ces modes sont identiques dans le cas d’un problème de vibration
libre (qui correspond à F (t ) = 0 dans l’équation de mouvement). Par contre, dès lors
que le chargement extérieur est non nul, les modes propres de la structure ne coïn-
cident plus avec les modes spatiaux de la meilleure approximation de rang M . Pour
illuster cet aspect, on applique la méthode de réduction modale à un problème de vi-
bration libre présenté dans l’Exemple 3.1 ainsi qu’au problème de choc décrit dans
l’Exemple 1.1.
Comparaison pour un problème de vibration libre
On considère tout d’abord un problème de vibration libre. La solution exacte de ce
problème est présentée dans l’Exemple 3.1. On compare les approximations de rang
M de cette solution, obtenues par la méthode de réduction modale et par la meilleure
approximation de rang M introduite au chapitre précédent 3. La comparaison est ef-
fectuée avec l’indicateur d’erreur relative totale errtot(M ,h,∆t ) définie à l’équation
(2.21a).
L’erreur obtenue est présentée sur la Figure 3.1. On observe effectivement que l’ap-
proximation de rang M construite avec la base modale, et la meilleure approxima-
tion de rang M construite avec la SVD de la solution discrète, convergent toutes les
deux vers la même décomposition. Les modes en espace et en temps obtenus par les
deux méthodes sont présentés sur la Figure 3.2. On observe que les modes propres de
la structure ainsi que leurs coordonnées modales coïncident respectivement avec les
modes en espace et en temps associés à la meilleure approximation de rang M . Sur
1. Une alternative est par exemple la méthode des vecteurs de Ritz qui permet d’améliorer la préci-
sion de la base modale en introduisant des modes dépendant du chargement[Qu, 2004].
2. On rappelle que la meilleure approximation de uh,∆t dans RM ,h,∆t est construite avec la SVD de
U tronquée au rangM .
3. L’espace d’approximation U S
h
est construit par la méthodes des éléments finis P2 et le problème
est résolu en temps avec le schéma TDG P2.
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FIGURE 3.1: Erreur entre la solution exacte et la solution dumodèle réduit en fonction
du nombreM de modes, pour le problème de vibration libre de l’Exemple 3.1.
la Figure 3.2, on observe une différence entre les deux méthodes, seulement pour les
modesm ≥ 16 à partir desquels l’erreur de décomposition devient inférieure à l’erreur
de discrétisation. On observe pour les deux méthodes, que les modes en espace et en
temps convergent vers la solution analytique décrite dans l’Exemple 3.1 lorsque l’on
augmente la dimension de l’espace d’approximation.
Comparaison pour un problème de choc
On effectue la même comparaison dans le cas d’un problème de choc. On reprend
le cas test de l’Exemple 1.1 avec différentes valeurs de κ et pour L = 1m, T = 1s et
c = 1m/s. L’erreur obtenue pour κ = 0.1− 1− 10− 100 est présentée sur la Figure 3.3.
Pour toutes les valeurs de κ, le nombre de modes nécessaires pour obtenir une préci-
sion de 0.1% est environ un ordre de grandeur plus grand avec la méthode de réduc-
tion modale qu’avec la meilleure approximation de rang M . Pour κ = 100, il faut par
exemple 1413 modes propres de la structure pour obtenir une solution espace-temps
précise à 0.1%, alors qu’il faut seulement 127 modes espace-temps de la meilleure ap-
proximation de rangM pour obtenir la même précision.
Intuitivement, on aurait pu penser que l’erreur obtenue pour un problème basse
fréquence est similaire pour les deux méthodes. Or, on observe pour les valeurs de
κ = 0.1−1, que la meilleure approximation de rang M est beaucoup plus précise que
la méthode de réduction modale. On observe à l’opposé, que plus la valeur de κ aug-
mente et plus l’erreur obtenue pour les premiers modes est similaire. Puis, à partir
d’un certain nombre de modes, l’erreur entre les deux méthodes diffèrent complète-
ment (voir les courbes sur la Figure 3.3 pour κ= 100 à partir deM ' 30). On retrouve ce
comportement en comparant les modes obtenus par les deuxméthodes (voir la Figure
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m=1
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m=8
m=16
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SVD
FIGURE 3.2:Modes en espace et en temps obtenus dans le cas du problème de vibra-
tion libre décrit dans l’Exemple 3.1.
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FIGURE 3.3: Erreur entre la solution exacte et la solution dumodèle réduit en fonction
du nombreM de modes, pour le problème de choc de l’Exemple 1.1.
3.4). Pour κ= 100, les premiersmodes sont assez similaires (voir lesmodesm = 1 à 16),
alors que les modes associées aux plus hautes fréquences sont très différents (voir les
modesm = 32 à 128).
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FIGURE 3.4:Modes en espace et en temps obtenus dans le cas du problème de choc décrit dans l’Exemple 1.1 avec κ= 1 et 100.
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Exemple 3.1. (Solution analytique d’un problème de vibration libre) Dans cet ex-
emple, onmontre comment construite la solution analytique d’un problème de vibra-
tion libre par la méthode de séparation de variables. On considère ici une poutre de
longueur L encastrée au point x = L et libre au point x = 0. Cette poutre est soumise à
un déplacement initial de type compression. On s’intéresse à la réponse transitoire de
la poutre sur l’intervalle de temps I = [0,T ]. Dans ce cas, la modélisation du problème
consiste à trouver le déplacement u(x, t ) en tout point (x, t ) ∈ [0,L]× [0,T ] qui vérifie :
∂2u
∂x2
= 1
c2
∂2u
∂t2
avec

∂u
∂x (0, t ) = 0
u(L, t ) = 0
u(x,0) =u0(x)=U0(x/L−1)
∂u/∂t (x,0) = 0
. (3.5)
La solution exacte de ce problème (obtenue par la méthode des caractéristiques) est
représentée sur la Figure 3.5. La méthode de séparation de variables permet de trou-
ver analytiquement une représentation à variables séparées espace-temps de cette so-
lution [Zauderer, 1989]. On suppose tout d’abord que la solution peut s’écrire sous
la forme u(x, t ) = w(x)λ(t ). Puis on remplace cette expression de u dans l’équation
d’équilibre de façon à la découpler. En divisant par wλ, on obtient les deux équations
suivantes,
d2w(x)
dx2
+ ω
2
c2
w(x)= 0, (3.6a)
d2λ(t )
dt2
+ω2λ(t )= 0, (3.6b)
qui sont simplement reliées par l’intermédiaire de la constante ω. Avec les conditions
aux limites introduites précédemment, on montre que la solution de l’équation (3.6a)
est donnée sous forme générale par,
wn(x)= cos(
ωn
c
x) avec ωn =
(2n−1)pi
2
c
L
pour n ≥ 1. (3.7)
En remplaçant ω par ωn dans l’équation (3.6b), on montre que la solution générale de
l’équation (3.6b) s’écrit sous la forme suivante,
λn(t )=αn cos(ωn t )+βn sin(ωn t ) pour n ≥ 1. (3.8)
La solution générale du problème de vibration libre est alors exprimée sous la forme,
u(x, t )=
∞∑
m=1
wm(x)λm(t ) . (3.9)
Il reste à déterminer les coefficients αn et βn tels que cette solution vérifie les con-
ditions initiales. Pour cela, on orthonormalise les fonctions wn au sens d’un certain
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produit scalaire, que l’on note 〈 , 〉. Puis, on obtient les coefficients en projetant les
conditions initiales sur la base des fonctions w1,w2, · · · . On obtient dans le cas traité
ici, αn = 〈u0 ,wm〉 et βn = 0 pour tout n ≥ 1.
10
1
FIGURE 3.5: Solution exacte du problème de vibration libre avec L = 1m , T = 1s et
c = 1m/s.
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3.2.2 Méthode POD-Snapshot
Plus récemment, des méthodes de réduction de modèle basées sur une connais-
sance partielle de la solution ont été proposées. Le principe est de construire la base
réduite à partir d’un nombre fini d’instantannés (appelés en anglais « snapshots ») qui
sont obtenus soit à partir de mesures expérimentales, soit en résolvant le problème
semi-discrétisé à différents instants. On utilise alors la décomposition orthogonale
propre (POD) de ces instantannés pour construire la base réduite. Les modes spati-
aux sont sélectionnés de façon à ce que le modèle réduit est un contenu énergétique
équivalent à celui du modèle complet. Ces méthodes de réduction de modèle sont
appelées « a posteriori » car la base réduite est construite dans une première étape,
précédent le calcul du modèle réduit. Tout d’abord introduite en mécanique des flu-
ides 4, les méthodes de réduction de modèle a posteriori ont été plus récemment ap-
pliquées en dynamique des structures 5. Une nouvelle fois, de nombreuses variantes
existes [Antoulas, 2005] et on ne considère ici qu’une approche simplifiée.
Méthode des snapshots
La méthode des snapshots consiste à résoudre le problème de référence (appelé
« Full Order Model (FOM) ») en un nombre réduit d’instants 0≤ t ′1 < t ′2 < ·· · < t ′Ms ≤ T .
Le vecteur déplacement calculé à ces différents instants est stocké dans la « matrice
des snapshots », notée S = [U (t ′1), · · · ,U (t ′Ms)] ∈ R
nS ⊗RMs . On construit alors la base
réduite avec les M premiers vecteurs singuliers à gauche de la matrice des snapshots.
En notant,W snap1 , · · · ,W
snap
rang(S) les vecteurs singuliers à gauche de S, on choisitWm =
W
snap
m pourm = 1, · · · ,M avec M ≤ rang(S). La résolution temporelle du model réduit
donne finalement les modes en tempsΛm , pourm = 1, · · · ,M .
Remarque 3.1. La meilleure approximation de rang M correspond au cas limite où la
matrice des snapshots contient le vecteur déplacement pris à tous les instants de la par-
tition de référence du domaine temporel, c’est-à-dire S =U ∈ RnS ⊗RnT où nT est la di-
mension de l’espace d’approximation en temps.
4. On pourra consulter les travaux précurseurs de [Berkooz et al., 1993]. On pourra également con-
sulter la revue récente de [Lassila et al., 2013] où les auteurs donnent de nombreux conseils et explica-
tions concernant l’efficacité de laméthode. Notamment, on pourra consulter dans cette revue, la section
intitulée «Never try to reduce the irreducible » qui donne des arguments pourmontrer qu’une approche
a posteriori n’est pas adaptée pour réduire des problèmes de propagation d’ondes. Pour ce type de prob-
lèmes, ils expliquent que l’utilisation d’un maillage grossier en temps pour calculer les snapshots, im-
plique que les valeurs propres de la matrice de corrélation décroissent très lentement. Cet argument
justifie cependant l’utilisation d’une méthode de réduction de modèle a priori où le maillage utilisé
pour calculer le modèle réduit est le même que celui utilisé pour calculer la solution de référence.
5. On pourra consulter la revue de [Kerschen et al., 2005] ou les applications plus récentes proposées
par [Placzek et al., 2008, Bamer et Bucher, 2012, Eftekhar Azam et Mariani, 2013], ou encore le commen-
taire de [Glösmann et Kreuzer, 2009] sur l’efficacité de la méthode.
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0 T
Snapshotsa) b) Snapshots
0 T
FIGURE 3.6:Méthodes des snapshots : a) construction sur les premiers instants, et b)
construction sur unmaillage grossier en temps.
Stratégies pour le calcul des snapshots
La précision dumodèle réduit dépend du nombre de snapshots (notéMs), du nom-
bre de modes dans la base réduite (noté M), ainsi que de la stratégie qui est utilisée
pour calculer les snapshots. On compare ici deux méthodes, schématisées sur la Fig-
ure 3.6. Dans la première méthode (notée méthode t1t2), les snapshots sont calculés
auxMs premiers instants du maillage temporel de référence. Dans la deuxième méth-
ode (notéeméthode∆t ), ils sont calculés àMs instants pris sur unmaillage grossier en
temps. Dans ce cas, on note ∆ts le pas de temps de ce maillage grossier.
Pour comparer ces deux méthodes, on reprend le problème de choc de l’Exemple
1.1 avec différentes valeurs de κ et pour L = 1m, T = 1s et c = 1m/s. On rappelle que le
problème est discrétisé en espace avec des éléments finis P2 et résolu en temps avec
le schéma TDG P2. On fixe ici les paramètres du maillage de façon à ce que l’erreur
relative de discrétisation (notée errdisc, voir l’équation (2.21b)) soit égale à 0.1% pour
tous les cas tests. L’erreur due à une approximation de rangM est calculée par rapport
à la solution exacte du problème de référence (on calcule l’erreur relative entre u et
uh,∆t
M
, notée errtot, voir l’équation (2.21c)). On compare alors, pour un rang M donné,
la valeur de errtot obtenue avec les méthodes des snapshots à celle obtenue avec la
meilleure approximation de rangM .
Méthode t1t2
La matrice des snapshots calculés aux premiers instants du maillage temporel de
référence, est représentée sur la Figure 3.7 pour le cas test à κ = 10 et pour différents
choix du temps t ′Ms . Avec cette stratégie, les snapshots sont calculés avec la même pré-
cision que lemodèle de référence. Cependant, on ne voit que les premiers évènements
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FIGURE 3.7:Matrice des snapshots calculés sur les premiers pas de temps (κ= 10).
FIGURE 3.8: Erreur entre la solution exacte et une approximation de rangM dans le cas
où les snapshots sont calculés sur les premiers pas de temps
81
Cette thèse est accessible à l'adresse : http://theses.insa-lyon.fr/publication/2013ISAL0118/these.pdf 
© [L. Boucinha], [2013], INSA de Lyon, tous droits réservés
3. Méthodes de réduction de modèle par projection sur une base réduite
se produisant au cours de la simulation 6. La valeur de l’erreur due à une approxima-
tion de rang M (errtot) est représentée en fonction du rang M sur la Figure 3.8, pour
les différents cas tests et différents choix du temps t ′Ms . On observe que le modèle ré-
duit échoue à représenter précisémment la solution de référence dans tous les cas où
t ′Ms 6= T .
On peut expliquer cet échec en regardant la définition de κ (on rappelle que κ =
( L
c∆T
)2). Comme la durée de la simulation est choisie égale au temps que l’onde met
pour parcourir une fois la longueur L, choisir une durée t ′Ms < T revient à diminuer la
longueur L (un point du domaine spatial situé après la distance ct ′Ms n’est pas sollicité).
Les snapshots sont donc représentatifs du champ de déplacement associé à une valeur
de κ plus faible que celle du problème de référence.
Méthode∆t
La matrice des snapshots calculés sur un maillage grossier en temps, est représen-
tée sur la Figure 3.9 pour le cas test à κ = 10 et pour différents choix du pas de temps
∆ts . Avec cette stratégie, la matrice des snapshots est moins précise que le modèle de
référence. On peut cependant voir tous les évènements (d’une durée caractéristique
supérieure à ∆ts) se produisant au cours de la simulation. La valeur de l’erreur (errtot)
est représentée en fonction du rang M sur la Figure 3.10, pour les différents cas tests
et différents choix du pas de temps ∆ts . Les résultats obtenus avec cette stratégie sont
bienmeilleurs que ceux obtenus avec la stratégie t1t2. On observe que lemodèle réduit
est assez proche de la meilleure approximation de rang M et ce pour des valeurs rela-
tivement grossières de ∆ts . Ces résultats peuvent être expliqués par le fait que lorsque
l’on calcule la POD de la solution d’un problème donné sur deux maillages différents,
on observe que les premiers modes sont très similaires entre les deux maillages.
Pour un choix de ∆ts donné, on observe que le modèle réduit de rang maximal est
plus précis que la solution donnée par les snapshots (calculée sur le maillage grossier
en temps). Par exemple, pour le cas test à κ = 100 et le choix ∆ts = 16∆t , l’erreur de
discrétisation pour la solution grossière est errdisc(h,∆ts) = 31% et l’erreur du modèle
réduit de rang maximal est errtot(Ms ,h,∆t ) = 2.9%. La projection sur la base réduite,
puis la résolution sur unmaillage fin en temps, améliore donc la précision d’une solu-
tion calculée sur un maillage grossier en temps 7.
Cependant, on doit calculer les snapshots sur une maillage en temps quasiment
aussi fin que le maillage de référence si l’on souhaite obtenir un modèle réduit aussi
précis que la solution discrète de référence. Il faut en effet choisir ∆ts = 2∆t si on veut
avoir errtot(Ms ,h,∆t )' errdisc(h,∆t )(= 0.1%).
6. Typiquement, on ne verra pas un chargement extérieur survenant après le temps t ′Ms = (Ms−1)∆t
où ∆t est le pas de temps dumodèle de référence.
7. On pourrait également appliquer cette stratégie dans le cas d’une solution grossière en espace et
en temps.
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FIGURE 3.9:Matrice des snapshots calculés sur unmaillage grossier en temps (κ= 10).
FIGURE 3.10: Erreur entre la solution exacte et une approximation de rang M dans le
cas où les snapshots sont calculés sur un maillage grossier en temps
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3.3 Conclusion
Dans ce chapitre, les méthodes de réduction de modèle classiquement utilisées en
dynamique des structures ont été présentées. Cesméthodes reposent sur la projection
du problème semi-discrétisé sur une base de fonctions spatiales dont la dimension
est réduite par rapport à la dimension de l’espace d’approximation. Le modèle réduit
est ensuite résolu en temps. On aboutit ainsi à une approximation de la solution de
référence sous la forme d’une représentation à variables séparées espace-temps.
La précision de ces méthodes dépend du choix de la base réduite. On a comparé
dans ce chapitre les bases réduites les plus populaires et les plus simples, à savoir la
base modale, et la base extraite de la POD du vecteur déplacement pris à différents
instants (dite méthode des snapshots). Les résultats suivants ont été obtenus :
• Pour un problème de vibration libre, la base modale est optimale (au sens de la
meilleure approximation de rang M). Pour un problème de choc, ce n’est cepen-
dant plus le cas et la meilleure approximation de rangM est beaucoup plus pré-
cise (de un à trois ordres de grandeur pour les cas testés et en fonction du rang
M).
• Pour un problème de choc, la base réduite construite à partir de la POD du
vecteur déplacement pris à différents instants, est représentative de la solution
du problème de référence seulement si les instantanés sont calculés sur unmail-
lage grossier du domaine temporel. Dans ce cas, la méthode permet de constru-
ire un modèle réduit peu précis par rapport à la précision de la solution discrète
de référence.
Pour les problèmes de choc, il s’avère donc que lesméthodes classiques de réduc-
tion demodèle échouent à construire une bonne approximation de lameilleure ap-
proximationde rangM , sans avoir à calculer ni stocker, soit la quasi totalité desmodes
structuraux (pour la méthode de réduction modale), soit une solution sur un mail-
lage temporel presqu’aussi fin que le maillage temporel de référence (pour la méthode
POD-Snapshots).
Aussi, de nouvelles stratégies doivent être proposées. Dans la suite du manuscrit,
on se tourne vers les méthodes de réduction de modèle dites a priori, qui ne né-
cessitent aucune connaissance supplémentaire sur la solution de référence que les
opérateurs du problème espace-temps dont elle est solution. Dans l’esprit des méth-
odes de réduction de modèle par projection sur une base de fonctions spatiales,
une stratégie consiste à construire de façon adaptative, une base réduite enrichie à
l’aide d’un sous-espace de Krylov [Ryckelynck, 2005, Ryckelynck et al., 2006]. On se
concentre dans ce manuscrit sur un autre type de méthodes de réduction de mod-
èle a priori, où les modes en espace et en temps sont les inconnues du problème
[Ladevèze, 1999, Chinesta et al., 2011]. Ce type de méthodes exploite la structure ten-
sorielle des opérateurs du problème espace-temps. La construction de ces opérateurs,
dans un format adapté, est l’objet du prochain chapitre.
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Chapitre 4
Représentation du problème
d’élastodynamique sous format
tensoriel
Dans ce chapitre, on montre comment écrire le problème
d’élastodynamique, discrétisé en espace et en temps, sous la forme
d’un unique système linéaire dont les opérateurs sont donnés sous
format tensoriel.
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4. Représentation du problème d’élastodynamique sous format tensoriel
4.1 Principe
La discrétisation en espace et en temps du problème d’élastodynamique aboutit
classiquement à un schéma incrémental, qui permet de calculer les coordonnées du
champ de déplacement dans une base d’approximation spatiale, à chaque instant.
Ces coordonnées sont stockées dans un tenseur du second ordre, que l’on note ici
u ∈ RnS ⊗RnT . Aussi, le processus incrémental consiste à calculer chaque colonne de
u, l’une après l’autre en résolvant nT fois, un système linéaire de taille nS ×nS . Dans
ce chapitre, on montre comment écrire le problème discrétisé en espace et en temps
sous la forme d’un unique système linéaire, que l’on appellera le « problème espace-
temps » et dont la résolution donne le tenseur u en une seule fois. Bien sûr, une réso-
lution brutale du problème espace-temps (à l’aide d’un solveur classique de système
linéaire) n’est pas envisageable puisqu’elle nécessite de résoudre un sytème linéaire de
taille n×n avec n = nSnT , ce qui est beaucoup plus coûteux qu’une résolution incré-
mentale.
Cependant, on peut exploiter la structure tensorielle du problème espace-temps
pour réduire la complexité des opérations algébriques usuelles. C’est la construction
de cette représentation tensorielle du problème espace-temps que l’on illustre dans ce
chapitre. On verra alors dans le prochain chapitre, comment tirer parti de ce format
pour implémenter des solveurs génériques, donnant une approximation de la solution
du problème espace-temps, à moindre coût.
4.1.1 Problème à un champ
L’objectif de ce chapitre est d’aboutir à une représentation des opérateurs du prob-
lème espace-temps sous la forme de l’équation (4.1). Le formalisme utilisé dans ce
chapitre est décrit en détail dans l’Annexe A.
AD. u= b , (4.1)
où les opérateurs A ∈RnS⊗RnS⊗RnT ⊗RnT et b ∈RnS⊗RnT sont donnés sous format
tensoriel par
A=
MA∑
k=1
ASk ⊗ATk et b=
Mb∑
k=1
bSk ⊗bTk . (4.2)
Ce type de représentation des opérateurs est classiquement utilisé pour formuler des
problèmes d’équations aux dérivées partielles sur des espaces produits tensoriels. Il a
notamment été introduit par [Friedman et Kline, 1955] dans le contexte de la méthode
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Principe
de séparation de variables. Il est également utilisé par [Cannarozzi et Mancuso, 1995]
pour formuler le problème d’élastodynamique sur le domaine espace-temps.
Limitations
Les principales limitations associées à l’écriture du problème espace-temps sous la
forme de (4.2) sont les suivantes :
• le maillage espace-temps doit être structuré 1 2,
• le domaine spatial et la partition de sa frontière ne doivent pas évoluer au cours
du temps 3,
• la formulation faible du problème sur le domaine espace-temps doit pouvoir
s’écrire sous la forme d’une somme de produits d’intégrales respectivement
définies sur l’espace et sur le temps 4 5.
4.1.2 Problèmemultichamps
Dans le cas d’un problème à F champs 6 7 8, on peut généraliser l’équation (4.1)
sous la forme de l’équation (4.3) en introduisant la notion de F−tuple de tenseurs d’or-
dreD (définie dans l’Annexe A).
1. Ceci n’est pas très contraignant puisque le domaine espace-temps est généralement construit
par « extrusion » du domaine spatial le long du domaine temporel. Cependant, l’utilisation d’un es-
pace produit tensoriel implique que le maillage ne peut pas être rafiné localement dans le domaine
espace-temps, comme c’est le cas dans les stratégies espace-temps développées dans [Aubry et al., 1999,
Cavin et al., 2005, Abedi et al., 2006].
2. On peut cependant coupler une approximation à variables séparées avecméthodes des classiques
d’approximation pour rafiner localement le maillage [Ammar et al., 2011] ou introduire une discontinu-
ité [Niroomandi et al., 2012, Giner et al., 2013].
3. On pourra cependant consulter [Leygue et Verron, 2010, Nouy et al., 2011, Ammar et al., 2013a,
Ammar et al., 2013b] qui proposent différentes stratégies permettant de traiter le cas où la partition des
frontières et la géométrie du domaine de calcul dépendent de paramètres.
4. On notant a(, ) une forme bilinéaire sur U S ⊗U T , on doit pouvoir écrire a(w?λ?,w λ) =∑MA
k=1 a
S
k
(w?,w)aT
k
(λ?,λ) où aS
k
(, ) et aT
k
(, ) sont des formes bilinéaires respectivement sur U S et U T .
Et de même pour la forme linéaire.
5. Si une telle décomposition n’est pas connue a priori, on peut la calculer a posteriori (voir par
exemple [Van Loan et Pitsianis, 1992, Beylkin et Mohlenkamp, 2002, Hackbusch, 2012]). Cependant, les
rangs MA ou MB doivent être suffisamment faibles pour que la résolution du problème sous format
tensoriel soit efficace.
6. Ces champs peuvent être associés à différentes physiques (par exemple le déplacement et la
vitesse) ou bien, ils peuvent être les composantes d’un champ de vecteurs.
7. Tous les champs sont définis sur le domaine espace-tempsΩ× I .
8. Chaque champ peut être pris dans un espace d’approximation de dimension différente, c’est-à-
dire ui ∈RnS (i )⊗RnT (i ) pour i = 1, · · · ,F où on peut avoir nS(i ) 6=nS( j ) et nT (i ) 6=nT ( j ) pour i 6= j .
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4. Représentation du problème d’élastodynamique sous format tensoriel
dimension
position dans la 
décomposition
champ
vecteur de 
taille          
dimension
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champs position dans la 
décomposition
FIGURE 4.1: Définitions des indices des composantes des tuples [[A]] et [a] données
sous format séparé par Ai j =
∑MA(i , j )
m=1 A
S
i jm
⊗AT
i jm
et ai =
∑Ma(i )
m=1 a
S
im
⊗aT
im
.
[[A]]D. . [u]= [b] ⇔

A11 D. u1+·· ·+A1F D. uF = b1
|
AF1 D. u1+·· ·+AFF D. uF = bF
, (4.3)
où les opérateurs Ai j ∈RnS (i )⊗RnS ( j )⊗RnT (i )⊗RnT ( j ) et bi ∈RnS (i )⊗RnT (i ) sont don-
nés sous format tensoriel pour i , j = 1, · · · ,F par
Ai j =
MA(i , j )∑
k=1
ASi jk ⊗ATi jk et bi =
Mb(i )∑
k=1
bSik ⊗bTik . (4.4)
Remarque 4.1. Le système linéaire (4.3) généralise le système linéaire (4.1), autrement
dit, le système (4.3) n’est pas un cas particulier du système (4.1).
4.1.3 Stratégies de résolution
On trouve dans la littérature de nombreuses stratégies pour résoudre les systèmes
linéaires (4.1) et (4.3). On peut distinguer deux grandes classes de stratégies.
Dans la première, l’opérateur b est donné sous format non séparé et le système
linéaire (4.1) est écrit sous la forme d’un problème d’équations matricielles linéaires
(« linear matrix equations ») [Ding et Chen, 2005] :
AD. u= b ⇔
MA∑
k=1
ASk .u.(A
T
k )
′ = b , (4.5)
également appelé équations de Sylvester généralisées (« generalized Sylvester equa-
tions ») dans le cas où MA = 2. Le système linéaire (4.3) correspond à un prob-
lème d’équations matricielles linéaires couplées (« coupled linear matrix equa-
tions »)[Ding et Chen, 2006], écrit dans une forme aussi générale que celle proposée
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Principe
dans [Zhou et al., 2009] 9. Une très vaste littérature existe pour résoudre ce type de
problème, notamment dans la communauté du contrôle de systèmes. Cependant, ces
méthodes donnent la solution du système linéaire sous format non-séparé. Et le stock-
age de cette solution (demêmeque lemembre de droite) n’est pas possible dès lors que
la dimension du problème espace-temps est trop grande.
Aussi, on s’intéresse dans le cadre de cemanuscrit, à une deuxième classe deméth-
ode, où les opérateurs A et b ainsi que la solution u sont donnés sous format séparé.
L’objectif est de ne jamais avoir à stocker les tenseurs A, u ou b (ou une autre quan-
tité 10) sous format non séparé. Dans certains cas particuliés, la solution sous format
séparé peut être obtenue de façon directe [Friedman et Kline, 1955, Lynch et al., 1964].
Dans le cas général, des méthodes itératives sont utilisées. On peut alors distinguer
une nouvelle fois deux classes de méthodes. Dans la première, l’idée générale est
d’utiliser les solveurs itératifs classiques (écrits sous format tensoriel) et de tronquer
l’itéré courant à un rang donné [Kressner et Tobler, 2010, Khoromskij et Schwab, 2011,
Matthies et Zander, 2012, Ballani et Grasedyck, 2013, Giraldi et al., 2013]. Dans ces
stratégies, les itérations sont menées jusqu’à ce que le système linéaire soit ré-
solu à précision machine. Aussi, une autre classe de méthodes consistent à calculer
seulement une approximation de la solution sous format séparé [Ladevèze, 1999,
Beylkin et Mohlenkamp, 2005, Ammar et al., 2006, Nouy, 2007, Chinesta et al., 2008,
Espig et al., 2012]. C’est dans l’esprit de ces stratégies que l’on se place dans la suite
du manuscrit.
Remarque 4.2. Dans le cas d’un problème de quasi-statique, l’opérateur A du problème
espace-temps est de rang un. Aussi, le système linéaire s’écrit sous la forme,
(K⊗ I)D. u=
Mb∑
k=1
bSk ⊗bTk , (4.6)
où K est la matrice de raideur et I la matrice identité en temps. Lorsque de plus, le rang
Mb = 1, la solution u s’écrit exactement sous la forme d’une décomposition de rang un,
donnée par
u=w⊗λ avec w =K−1.bS et λ= bT . (4.7)
On peut alors imaginer différentes stratégies basées sur ce principe, pour trouver très
rapidement la meilleure approximation de rang M de u lorsque Mb > 1 et que A est de
rang un.
9. La publication de [Zhou et al., 2009] est en accord avec la Remarque 4.1.
10. Notamment, le stockage du résidu dans un algorithme itératif peut poser problème (voir le
Chapitre 5).
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4. Représentation du problème d’élastodynamique sous format tensoriel
Exemple 4.1. (Stockage des opérateurs & Opérations algébriques en format séparé)
Dans cet exemple, on décrit le stockage des opérateurs sous format séparé. On com-
mente également le résultat obtenu suite à des opérations algébriques usuelles entre
des objets donnés sous format séparé.
Stockage des opérateurs - Le format de stockage des opérateurs est schématisé sur
la Figure 4.2. En pratique, l’implémentation est réalisée sousMatlab pour des systèmes
linéaires à F champs dont les représentations discrètes sont des tenseurs d’ordre D .
Dans ce cas, la représentation sous format séparé des opérateurs est donnée par
[[A]] avec Ai j =
MA(i , j )∑
m=1
D⊗
d=1
Adi jm et [a] avec ai =
Ma(i )∑
m=1
D⊗
d=1
adim , (4.8)
où pour i , j = 1, · · · ,F , les composantes des opérateurs sont telles que Ad
i jm
∈ Rnd (i )⊗
R
nd ( j ) et ad
im
∈Rnd (i ).
cell(F,D) matrix(n(i,d),M(i))
i
d
sparse(n(i,d),n(j,d))cell(D,M(i,j))
d
m
cell(F,G)
i
j
FIGURE 4.2: Implémentation des opérateurs sous format séparé (avec Matlab).
Opérations algébriques - Il est important de noter que les composantes Ai j et ai
des opérateurs [[A]] et [a] appartiennent à des sous-ensembles de tenseurs qui ne for-
ment pas des espaces vectoriels. Ces composantes appartiennent aux sous-ensembles
des décompositions canoniques de rangMA(i , j ) ouMb(i ), respectivement (voir le ré-
cent ouvrage d’[Hackbusch, 2012] pour la théorie). Aussi, les opérations algébriques
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Application à l’équation des ondes
entre ces opérateurs doivent être regardées avec précautions. En notant RM le sous-
ensemble des décompositions canoniques de rang M , on a notamment les résultats
suivants sur les opérations courantes :
• étant donnés deux F -tuples [a] et [b], la somme
[a]+ [b] , (4.9)
est un F -tuple [c] dont les composantes ci appartiennent à RMc (i ) avec
Mc(i )=Ma(i )+Mb(i ) pour i = 1, · · · ,F , (4.10)
• étant donnés un (F ×G)-tuple [[A]] et unG-tuple [a], le produit
[[A]]D. . [a] , (4.11)
est un F -tuple [c] dont les composantes ci appartiennent à RMc (i ) avec
Mc(i )=
G∑
j=1
MA(i , j )Ma( j ) pour i = 1, · · · ,F . (4.12)
Aussi, on ne peut pas « écraser » le résultat d’une de ces opérations sur les cases mé-
moires utilisées pour stocker l’un des opérandes. Ceci peut notamment poser prob-
lème dans le cadre d’un processus itératif, où l’on souhaite par exemple mettre à jour
un résidu sous la forme
[r]= [r]− [[A]]D. . [u] . (4.13)
Dans ce cas, l’espace mémoire utilisé pour stocker [r] augmentera à chaque itération
(de même que la complexité de l’opération). Une solution peut être de tronquer le
résidu courant à un certain rang [Ballani et Grasedyck, 2013].
4.2 Application à l’équation des ondes
Dans cette section, on détaille la construction des opérateurs A et b dans le cas
d’une discrétisation espace-temps de l’équation des ondes. Une première illustration
est donnée en partant du problème semi-discrétisé en espace puis approché en temps
à l’aide d’un schéma d’intégration. La démarche est ensuite détaillée dans le cas où
l’on connait une formulation faible du problème sur le domaine espace-temps. Des
exemples à un champ et deux champs sont proposés. Enfin, pour chacun des cas, une
attention particulière est portée à la prise en compte de conditions aux limites de types
Dirichlet ou Neumann, et des conditions initiales en déplacement et vitesse.
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4. Représentation du problème d’élastodynamique sous format tensoriel
Remarque 4.3. Le problème de référence, ainsi que les notations utilisées dans cette sec-
tion, sont détaillés dans le Chapitre 1.
4.2.1 Construction à partir d’un schéma incrémental
Dans ce premier exemple, on montre comment construire la représentation ten-
sorielle de opérateurs A et b dans le cas où le problème de référence est semi-discrétisé
en espace par éléments finis, et approcher en temps à l’aide du schéma de Newmark.
Dans ce cas, les opérateurs sont identifiés en écrivant l’ensemble des équations à tous
les pickets de temps.
On suppose que le champ de déplacement a d’ores et déjà été approché en espace,
sur une base de type éléments finis. Aussi, le point de départ est le problème semi-
discrétisé en espace, dont on rappelle qu’il consiste à trouver le vecteur déplacement
U : I →RnS qui vérifie
M.U¨ (t )+K .U (t )=F (t ) , (4.14a)
avec U (0)=U0 , (4.14b)
et U˙ (0)=V0 , (4.14c)
où M et K sont les matrices de masse et de raideur, F (t ) est le vecteur des efforts ex-
térieurs à un instant donné, etU0 et V0 sont les vecteurs déplacement initial et vitesse
initiale.
Approximation temporelle avec le schéma de Newmark
Jusqu’ici la construction est tout à fait classique. En discrétisant le domaine tem-
porel par I =
{
ti | ti = i∆t pour i = 0, · · · ,nT
}
avec t0 = 0 et tnT = T , puis en insérant
les approximations de Newmark (1.22) dans l’équation de mouvement (4.14a) prise à
l’instant ti pour i = 1, · · · ,nT , on obtient une formule de récurrence qui permet de ré-
soudre le problème de façon incrémentale (voir le Schéma 1.1). La différence ici est
que l’on écrit le schéma de Newmark comme un schéma à deux pas en privilégiant le
déplacement. L’écriture du schéma sous cette forme est détaillée dans l’Exemple 4.2.
Pour simplifier les notations, on noteU (ti )=Ui et F (ti )=Fi .
Définition 4.1. Le schéma de Newmark peut s’écrire sous la forme d’un schéma à
deux pas, comme suit : calculerUi pour i = 2, · · · ,nT en répétant :( 1
∆t2
M+βK
)
.Ui = bFi−2+aFi−1+βFi −
( 1
∆t2
M+bK
)
.Ui−2−
( −2
∆t2
M+aK
)
.Ui−1 ,
avec a = 12 −2β+γ et b = 12 −γ+β . (4.15)
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Application à l’équation des ondes
Pour initialiser la formule de récurrence (4.15), on peut réaliser le premier incré-
ment du schéma deNewmark écrit sous la forme du Schéma 1.1. On obtient pour i = 1,( 1
∆t2
M+βK
)
.U1 =βF1+ 1
∆t2
M.U0+ 1∆tM.V0+ (12 −β)M.U¨0 , (4.16)
oùU0 et V0 sont les vecteurs déplacement initial et vitesse initiale, donnés par (4.14b)
et (4.14c) (respectivement). On rappelle que l’accélération initiale U¨0 est donnée par
l’équation de mouvement prise à l’instant t = 0, c’est-à-direM.U¨0 =F0−K.U0.
Remarque 4.4. La forme à deux pas du schéma deNewmark estmentionnée à titre d’ex-
emple dans [Hughes, 1987] à la page 527.
Reformulation espace-temps sous format tensoriel
On reformule maintenant le problème incrémental sous la forme d’un unique sys-
tème linéaire. Pour cela, on stocke le vecteur déplacementUi à tous les intants ti dans
le tenseur du second ordreU ∈RnS ⊗RnT , comme suit :
U= [U1, · · · ,UnT ] . (4.17)
De la même façon, la i -ème colonne du tenseur F ∈ RnS ⊗RnT correspond au vecteur
des efforts extérieurs Fi pris à l’instant ti . On écrit ensuite la formule d’initialisation
(4.16) et le schéma incrémental (4.15) à tous les instants pour obtenir un unique sys-
tème d’équations. En regroupant les termes inconnus dans le membre de gauche et
les termes connus dans lemembre de droite, ce système d’équations s’écrit de la façon
suivante :
( 1
∆t2
M+βK
)
.U1 =βF1+ 1
∆t2
M.U0+ 1∆tM.V0+ (12 −β)M.U¨0 ,( −2
∆t2
M+aK
)
.U1+
( 1
∆t2
M+βK
)
.U2 = aF1+βF2− 1
∆t2
M.U0+bM.U¨0 ,( 1
∆t2
M+bK
)
.U1+
( −2
∆t2
M+aK
)
.U2+
( 1
∆t2
M+βK
)
.U3 = bF1+aF2+βF3 ,
...( 1
∆t2
M+bK
)
.UnT−2+
( −2
∆t2
M+aK
)
.UnT−1+
( 1
∆t2
M+βK
)
.UnT =
bFnT−2+aFnT−1+βFnT .
(4.18)
Le système (4.18) regroupe l’ensemble des équations à résoudre, pour obtenir l’ap-
proximation de Newmark de la solution (du problème (4.14a)) sur tout le domaine
espace-temps, c’est-à-dire pour obtenir le tenseur U. Pour écrire ce système sous for-
mat tensoriel, il suffit d’identifier les opérateurs AS
k
, AT
k
, bS
k
et bT
k
de l’équation (4.2). En
remarquant que le système linéaire (AS ⊗AT )D. U= bS ⊗bT peut s’implémenter sous la
forme [Van Loan, 2000], A
T
11A
S AT1nTA
S
|  |
ATnT 1A
S ATnTnTA
S
 .
 U1|
UnT
=
 bT1 bS|
bTnT b
S
 , (4.19)
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et en utilisant la propriété suivante,(
AS1 ⊗AT1 +AS2 ⊗AT2
)
D. U=
(
AS1 ⊗AT1
)
D. U+
(
AS2 ⊗AT2
)
D. U , (4.20)
on peut facilement identifier les opérateurs de Newmark associés à la discrétisation du
problème sur tout l’intervalle de temps.
Problème 4.1. Le problème espace-temps associé à une discrétisation en temps
avec le schéma de Newmark, consiste à trouverU ∈RnS ⊗RnT tel que(
K⊗N1+M⊗N2
)
D. U= (I⊗N1)D. F
+ (M.U0)⊗N3
+ (M.V0)⊗N4
+ (F0−K.U0)⊗N5 , (4.21)
avec les définitions suivantes des opérateurs en temps associés aux approxima-
tions de Newmark :
N1 =

β 0 · · · 0
a
. . . 0
...
b
. . . . . . 0
0 b a β
 , N2 = 1∆t2

1 0 · · · 0
−2 . . . 0 ...
1
. . . . . . 0
0 1 −2 1

N3 = 1
∆t2

1
−1
0
...
 , N4 = 1∆t
10
...
 et N5 =

1
2 −β
b
0
...
 ,
où a = 12 −2β+γ et b = 12 −γ+β.
Remarque 4.5. Dans la publication [Boucinha et al., 2013b], on a identifié les (mêmes)
opérateurs en temps en partant des approximations de Newmark sous la forme (1.22), et
en écrivant le problème espace-temps commeunproblème à trois champs (déplacement,
vitesse, accélération).
Remarque 4.6. La formalisation du problème sur tous les pickets de temps a également
été considérée par [Gravouil, 2000] en prévilégiant le vecteur accélération dans les ap-
proximations de Newmark.
Remarque 4.7. En utilisant le produit de Kronecker [Van Loan, 2000], le système (4.21)
peut être implémenté sous la forme d’un système linéaire A.u = b avec A ∈ Rn ⊗Rn et
u,b ∈Rn oùn = nSnT . On obtient alors lamême solution (aux erreurs d’arrondis près) en
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résolvant ce système linéaire à l’aide d’un solveur classique d’algèbre linéaire ou en util-
isant le schéma incrémental. Cependant, une résolution brutale de ce système linéaire est
bien plus coûteuse qu’une résolution incrémentale. Très grossièrement 11, si lin (n) est la
complexité associée à la résolution d’un système linéaire de taille n×n, il faut lin (nSnT )
opérations pour résoudre le problème espace-temps avec un solveur classique d’algèbre
linéaire alors que seulement nT lin (nS) opérations sont nécessaires avec le schéma incré-
mental.
Conditions aux limites et initiales
En regardant le second membre de l’équation (4.21), on peut voir que les condi-
tions initiales en déplacement et vitesse sont imposées naturellement, avec la procé-
dure d’initialisation classique associée au schéma de Newmark. On notera également
que ces conditions sont imposées de façon forte 12.
Dans ce second membre, on a volontairement écrit le tenseur F sous format non-
séparé. Ce tenseur est associé aux efforts extérieurs et peut être séparé comme suit :
F= Fp − (Fg +Fg¨ ) , (4.22)
où Fp est la contribution due à l’effort ponctuel p(t ) imposé au point x ∈ ∂Ωσ, et Fg+Fg¨
sont les contributions dues au déplacement g (t ) imposé au point x ∈ ∂Ωu . On regar-
dant l’équation (1.13), on peut exprimer ces tenseurs sous format séparé de la façon
suivante :
Fp =φ|Ωσ ⊗p, Fg =Kg ⊗g, et Fg¨ =Mg ⊗ g¨ , (4.23a)
avec Kg = k(φ, φg ), Mg =m(φ, φg ) (4.23b)
et p=
[
p(t1)
|
p(tnT )
]
, g =
[
g (t1)
|
g (tnT )
]
, g¨ =
[
g¨ (t1)
|
g¨ (tnT )
]
. (4.23c)
où on rappelle que φ est la base éléments finis de U S
h
(Ω;0) et φg est la fonction de
forme associée au singleton ∂Ωu .
Remarque 4.8. Dans le cas général, si une fonction f (x, t ) associée aux conditions aux
limites, est connue sous la forme
∑M f
k=1 f
S
k
(x) f T
k
(t ), alors le tenseur F peut aisément se
décomposer sous la forme
∑M f
k=1F
S
k
⊗F T
k
. Si cette fonction n’est pas connue explicite-
ment dans cette forme (par exemple dans le cas d’une charge mobile), on peut toujours
calculer une meilleure approximation de celle-ci dans RM f (en adaptant M f pour que
l’approximation soit suffisamment précise).
11. Dans cette évaluation, on ne tient pas compte de la largeur de bande de la matrice considérée, ni
de son conditionnement, qui de toute façon avantagent le schéma incrémental.
12. On impose a priori que le vecteur déplacement, et ses dérivées en temps vérifient les conditions
initiales, c’est-à-dire que l’instant initial ne fait pas parti du domaine de calcul.
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Exemple 4.2. (Schéma de Newmark à deux pas) Dans cet exemple, on montre com-
ment écrire le schéma de Newmark sous la forme d’un schéma incrémental à deux pas
en déplacement. Les étapes du calcul sont les suivantes :
1. L’objectif est d’obtenir une formule qui permette de relier : le vecteur déplace-
ment Ui+1 vérifiant l’équation de mouvement à l’instant ti+1, avec les vecteurs
déplacements Ui et Ui−1 vérifiant l’équation de mouvement aux instants ti et
ti−1. Pour cela, on écrit tout d’abord l’équation de mouvement (4.14a) aux in-
stants ti−1, ti et ti+1, soit :
M.U¨i−1+K .Ui−1 =Fi−1 , (4.24a)
M.U¨i +K .Ui =Fi , (4.24b)
M.U¨i+1+K .Ui+1 =Fi+1 . (4.24c)
2. Pour relier les différentes quantités entre deux instants, on utilise les approxi-
mations de Newmark (1.22), que l’on écrit ici à l’instant ti+1, en privilégiant le
vecteur déplacement, c’est-à-dire
U˙i+1 = γβ∆t
(
Ui+1−Ui
)
+ (1− γβ )U˙i +∆t (1−
γ
2β )U¨i , (4.24d)
U¨i+1 = 1β∆t2
(
Ui+1−Ui
)
− 1β∆t U˙i + (1− 12β )U¨i . (4.24e)
3. On relit dans un premier temps les équations de mouvement prises aux instants
ti+1 et ti . Pour cela, on remplace l’approximation de Newmark de U¨i+1 donnée
par l’équation (4.24e) dans l’équation de mouvement (4.24c). On obtient l’ex-
pression suivante,( 1
∆t2
M+βK
)
.Ui+1 =βFi+1+ 1
∆t2
M.Ui + 1∆tM.U˙i + (12 −β)M.U¨i , (4.24f)
qui peut s’écrire, en remarquant que M.U¨i = Fi −K .Ui d’après (4.24b), sous la
forme :( 1
∆t2
M+βK
)
.Ui+1 =βFi+1+ (12 −β)Fi +
( 1
∆t2
M+ (β− 12 )K
)
.Ui + 1∆tM.U˙i .
(4.24g)
4. On établit maintenant le lien entre les équations de mouvements prises aux in-
stants ti et ti−1. En répétant l’étape précédente en remplaçant ti+1 par ti et ti par
ti−1, on obtient :( 1
∆t2
M+βK
)
.Ui =βFi + (12 −β)Fi−1+
( 1
∆t2
M+ (β− 12 )K
)
.Ui−1+ 1∆tM.U˙i−1 .
(4.24h)
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5. Il reste alors à relier les équations (4.24g) et (4.24h) entre elles. Pour cela, on
utilise l’approximation de Newmark de U˙i donnée par l’équation (4.24d) prise
à l’instant ti . En multipliant cette équation par
1
∆t
M, on a :
1
∆t
M.U˙i = γβ∆t2M.
(
Ui −Ui−1
)
+ ( 1
∆t
− γβ∆t )M.U˙i−1+ (1−
γ
2β )M.U¨i−1 . (4.24i)
En remplaçant alors l’expression de 1
∆t
M.U˙i−1 donnée par (4.24h) dans l’équa-
tion (4.24i), et en remarquant que M.U¨i−1 = Fi−1 −K .Ui−1 d’après (4.24a), on
obtient l’expression suivante de 1
∆t
M.U˙i :
1
∆t
M.U˙i =
( 1
∆t2
M+ (β−γ)K
)
.Ui −
( 1
∆t2
M+bK
)
.Ui−1+ (γ−β)Fi +bFi−1 ,
avec b = 12 −γ+β . (4.24j)
6. Finalement, en remplaçant l’expression de 1
∆t
M.U˙i donnée par (4.24j) dans
l’équation (4.24g), on obtient l’algorithme à deux pas du schéma de Newmark
écrit en déplacement :( 1
∆t2
M+βK
)
.Ui+1 = bFi−1+aFi +βFi+1−
( 1
∆t2
M+bK
)
.Ui−1−
( −2
∆t2
M+aK
)
.Ui ,
avec a = 12 −2β+γ . (4.24k)
4.2.2 Construction avec une formulation faible espace-temps
Dans ce deuxième exemple, on montre comment construire les opérateurs A et b
lorsque l’on connait une formulation faible duproblème sur le domaine espace-temps.
Dans ce cas, le formalisme tensoriel peut être introduit dès l’étape de discrétisation
espace-temps et l’identification des opérateurs est simplifiée. La stratégie est esquis-
sée dans un cadre général pour une formulation à F champs. Les opérateurs obtenus
en appliquant cette stratégie dans le cas desméthodes éléments finis en temps présen-
tées dans le Chapitre 1 sont ensuite précisés. Des détails supplémentaires peuvent être
trouvés dans [Boucinha et al., 2013b].
Méthode éléments finis espace-temps à F champs
Dans un cadre général d’un problème à F -champs, une formulation faible espace-
temps consiste à trouver les champs u j ∈U j (Ω× I ) pour j = 1, · · · ,F qui vérifient
F∑
i=1
F∑
j=1
ai j (u
?
i ,u j )=
F∑
i=1
bi (u
?
i ) , ∀u?i ∈Ui (Ω× I ) pour i = 1, · · · ,F , (4.25)
où les termes ai j ( , ) sont des formes bilinéaires définies sur Ui ×U j et les termes bi ( )
sont des formes linéaires définies surUi . On supposemaintenant que tous les espaces
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Ui (Ω× I ) sont des espaces produits tensoriels, c’est-à-direUi (Ω× I )=U Si (Ω)⊗U Ti (I ).
Alors, les composantes des opérateurs du problème espace-temps peuvent être iden-
tifiées directement dans tous les cas où les formes ai j ( , ) et bi ( ) vérifient les propriétés
de séparabilité suivantes ∀w?
i
∈U S
i
,∀w j ∈U Sj et ∀λ?i ∈U Ti ,∀λ j ∈U Tj :
ai j (w
?
i λ
?
i ,w jλ j )=
MA(i , j )∑
k=1
aSi jk(w
?
i ,w j )a
T
i jk(λ
?
i ,λ j ) , (4.26a)
et bi (w
?
i λ
?
i )=
Mb(i )∑
k=1
bSik(w
?
i )b
T
jk(λ
?
i ) , (4.26b)
où les termes aS
i jk
( , ) et aT
i jk
( , ) désignent des formes bilinéaires définies respective-
ment sur U S
i
×U S
j
et U T
i
×U T
j
, et les termes bS
ik
( ) et bT
ik
( ) sont des formes linéaires
définies respectivement sur U S
i
et U T
i
. La méthode des éléments finis espace-temps
consiste alors à remplacer les espaces U S
i
⊗U T
i
par des espaces de dimension finie 13
(noté U S
h,i ⊗U T∆t ,i ) construit par tensorisation de bases éléments finis en espace (noté
φi ) et en temps (noté ψi ). En écrivant alors la formulation faible sur les espaces
U
S
h,i ⊗U T∆t ,i et en remarquant qu’elle est vérifiée quelles que soient les fonctions tests,
on aboutit finalement à un système linéaire de la forme [[A]]D. . [u] = [b], dont les com-
posantes des opérateurs (donnés sous la forme de l’équation (4.4)) peuvent être iden-
tifiées par
AS
i jk
= aS
i jk
(φi ,φ j ) , ATi jk = aTi jk(ψi ,ψ j ) , pour k = 1, · · · ,MA(i , j ) ,
et bS
ik
= bS
ik
(φi ) , bTik = bTik(φi ) , pour k = 1, · · · ,Mb(i ) .
(4.27)
Application auxméthodes éléments finis en temps du Chapitre 1
Lesméthodes éléments finis en tempsprésentées auChapitre 1 peuvent être écrites
sous la forme de l’équation (4.25) en partant du problème continu en espace 14 15. L’i-
dentification des termes de l’équation (4.26a) ne pose pas de problème technique par-
ticulier. Les opérateurs obtenus pour les trois méthodes présentées au Chapitre 1 (à
savoir TDG-U, TDG-UV et TG-UV) sont regroupés dans le Tableau 4.1. Tous les détails
concernant leur identifiaction peuvent être trouvés dans [Boucinha et al., 2013b].
L’identification des termes de l’équation (4.26b) est un peu plus technique. Le point
clé concerne le choix des espaces pour imposer les conditions aux limites (Dirichlet
13. On autorise des espaces d’approximation de tailles différentes pour chaque champ.
14. La formulation originale de [Hulbert et Hughes, 1990] est une formulation faible espace-temps,
écrite par tranche de temps. Il suffit d’écrire cette formulation sur toutes les tranches de temps pour se
mettre sous la forme générale de l’équation (4.25).
15. Pour la méthode de Galerkin continue en temps, il suffit d’écrire l’équation (1.34a) en partant du
problème continu en espace
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Méthode éléments finis espace-temps
0 L
T
x
t
Discontinue en temps
0 L
T
x
t
Continue en temps
FIGURE 4.3: Base éléments finis espace-temps pour différentes méthodes.
et Neumann) et les conditions initiales (en déplacement et vitesse). On précise ici ce
choix pour les trois méthodes éléments finis en temps du Chapitre 1. La Figure 4.3
pourra aider à la compréhension.
• (TDG-U) Pour la méthode de Galerkin discontinue en temps, les conditions ini-
tiales sont imposées de façon faible dans la formulation. Aussi, on doit seulement
imposer la condition de Dirichlet dans l’espace fonctionnel, c’est-à-dire que le
champ de déplacement est cherché dans l’espace
U (Ω× I ;g )=
{
u ∈U (Ω× I ) | u(x, t )= g (x, t ) ∀(x, t ) ∈ ∂Ωu × I
}
. (4.28)
En suivant la Remarque 1.4 et en introduisant les espaces d’approximation élé-
ments finis U S
h
(Ω;0) et U Tˇ
∆t (I ) (respectivement continus en espace et disconti-
nus en temps), on approche alors le champ de déplacement u ∈U (Ω× I ;g ) sous
la forme
u ' uh,∆t + gˇ avec
{
uh,∆t ∈U Sh (Ω;0)⊗U Tˇ∆t (I )
gˇ (x, t )= g (x, t ) ∀(x, t ) ∈ ∂Ωu × I
. (4.29)
En introduisant les bases éléments finis φ de U S
h
(Ω;0) et ψˇ de U Tˇ
∆t (I ), ainsi que
les fonctions de formeφg décritent dans Exemple 1.2, cette approximation s’écrit
également 16
u(x, t )'φ(x)⊗ ψˇ(t )D. Uˇ+φg (x)⊗ ψˇ(t )D. gˇ . (4.30)
Finalement, la fonction test u? est prise dans U S
h
(Ω;0)⊗U Tˇ
∆t (I ), c’est-à-dire
u?(x, t )=φ(x)⊗ ψˇ(t )D. Uˇ? . (4.31)
16. Lorsque ∂Ωu est un singleton, on a directement gˇ (x, t )=φg (x)⊗ (ψˇ(t ).gˇ) avec g (t )' (ψˇ(t ).gˇ).
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Il reste alors à discrétiser d’une part, le déplacement initial u0(x) et la vitesse
initiale v0(x) (on choisit simplement 17 u0(x) ' φ(x).U0 et v0(x) ' φ(x).V0) et
d’autre part, le chargement extérieur p(t ) (on choisit p(t )' ψˇ(t ).pˇ).
• (TDG-UV) Pour la méthode de Galerkin discontinue en temps à deux champs
(déplacement-vitesse), le choix des espaces d’approximation est très similaire à
celui de la méthode TDG-U. On notera cependant que le champ de vitesse est ici
un champ à part entière. Aussi, on impose également une condition de Dirich-
let en vitesse dans l’espace fonctionnel, c’est-à-dire que le champ de vitesse est
cherché dans l’espace
V (Ω× I ; g˙ )=
{
v ∈ V (Ω× I ) | v(x, t )= g˙ (x, t ) ∀(x, t ) ∈ ∂Ωu × I
}
, (4.32)
avec g˙ = dgdt . Le choix des espaces d’approximation pour les champs de déplace-
ment et de vitesse est ensuite similaire 18 à celui de la méthode TDG-U.
• (TG-UV) Dans le cas de la méthode de Galerkin continue en temps, on doit im-
poser les conditions initiales, en plus de la condition de Dirichlet, dans l’espace
fonctionnel 19. Ondétaille cet aspect pour le champdedéplacement, la construc-
tion étant similaire pour le champ de vitesse. Aussi, on cherche le champ de dé-
placement dans l’espace
U (Ω× I ;g ,u0)=
{
u ∈U (Ω× I ;g ) | u(x,0)= u0(x) ∀x ∈Ω
}
. (4.33)
En suivant de nouveau la Remarque 1.4 et en introduisant les espaces d’approx-
imation éléments finis U S
h
(Ω;0) et U T
∆t (I ;0) (respectivement continus en espace
et en temps), on approche alors le champ de déplacement u ∈ U (Ω× I ;g ,u0)
sous la forme
u ' uh,∆t + g˜ + u˜0 avec

uh,∆t ∈U Sh (Ω;0)⊗U T∆t (I ;0)
g˜ (x, t )= g (x, t ) ∀(x, t ) ∈ ∂Ωu × I
u˜0(x,0)= u0(x) ∀x ∈Ω
. (4.34)
En introduisant les bases éléments finisφ deU S
h
(Ω;0) etψ deU T
∆t (I ;0), ainsi que
les fonctions de forme φg et ψ0 représentées sur la Figure 4.3, cette approxima-
tion s’écrit également 20
u(x, t )'φ(x)⊗ψ(t )D. U+φg (x)⊗ψ(t )D. g+ (φ(x).U0)ψ0(t ) . (4.35)
17. Pour être précis, on doit écrire u0 ∈U S(Ω) sous la forme u0(x)'φ(x).U0+φg (x)ug0 . Mais le terme
φg (x)u
g
0 s’annulera dans la formulation avec le terme gˇ (x,0) si lamise en données vérifie u0(x)= g (x,0),
∀x ∈ ∂Ωu . Et de même, pour la vitesse initiale.
18. La formulation à deux champs impose la continuité entre le champ de vitesse et la dérivée tem-
porelle du champ de déplacement de façon faible. Aussi, lorsque la mise en donnée vérifie exactement
dg
dt = g˙ , alors les termes permettant d’imposer la continuité entre
dgˇ
dt et
˙ˇg (liés à l’écriture du champ de
déplacement et de vitesse sous la forme de l’équation (4.29)) s’annulent.
19. Dans [Boucinha et al., 2013b], les conditions initiales sont imposées de façon faible pour la méth-
ode TG-UV.
20. Pour être précis, on devrait également ajouter un terme (φg (x).g0)ψ0(t ) (associé à g (x,0) pour
x ∈ ∂Ωu). On suppose ici que ce terme est nul (c’est-à-dire que g (x,0)= 0 pour x ∈ ∂Ωu).
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On prend finalement la fonction test u? dans U S
h
(Ω;0)⊗U T
∆t (I ;0), c’est-à-dire
u?(x, t )=φ(x)⊗ψ(t )D. U? . (4.36)
Il reste alors à discrétiser le chargement extérieur p(t ) sur I , on choisit p(t ) '
ψ(t ).p+ψ0(t )p0.
Les opérateurs de l’équation (4.26b) obtenus de cette façon pour les trois méthodes,
sont regroupés dans le Tableau 4.2. Afin de simplifier les notations, les opérateurs
en temps sont donnés, pour les formulation à deux champs (déplacement-vitesse),
dans le cas où les mêmes espaces d’approximation ont été utilisés pour discrétiser ces
champs.
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Méthode [[A]] [u] Définition des opérateurs en temps
Newmark K⊗N1+M⊗N2 U N1 =
β 0 − 0a  0 |
b   0
0 b a β
 N2 = 1
∆t2
[
1 0 − 0
−2  0 |
1   0
0 1 −2 1
]
N3 = 1
∆t2
[ 1
−1
0
|
]
N4 = 1∆t
[1
0
|
]
N5 =
 12−βb
0
|

TDG-U K⊗ (Qˇ10+ Pˇ00)+M⊗ (Qˇ12+ Pˇ11) Uˇ Qˇkl =∑NT
i=1
∫
Ii
dkψˇ
dtk
⊗ d
l ψˇ
dt l
dt
TDG-UV
K⊗ (Qˇ01+ Pˇ00) −K⊗ Qˇ00 Uˇ Pˇkl = d
kψˇ(t+0 )
dtk
⊗ d
l ψˇ(t+0 )
dt l
+∑NT
i=2
(dkψˇ(t+
i−1)
dtk
⊗ d
l ψˇ(t+
i−1)
dt l
− d
kψˇ(t+
i−1)
dtk
⊗ d
l ψˇ(t−
i−1)
dt l
)
K⊗ Qˇ00 M⊗ (Qˇ01+ Pˇ00) Vˇ Pˇ k = d
kψˇ(t+0 )
dtk
TG-UV
K⊗Q01 −K⊗Q00 U Qkl =
∫
I
dkψ
dtk
⊗ d
lψ
dt l
dt
K⊗Q00 M⊗Q01 V P kl =
∫
I
dkψ
dtk
dlψ0
dt l
dt
TABLE 4.1:Opérateurs du problème espace-temps pour différentes méthodes d’approximation en temps.
• Le problème espace-temps est donné par [[A]]D. . [u]= [b].
• φ est une base éléments finis continus en espace de U S
h
(Ω;0) et φg la fonction de forme associée au degré de liberté imposé non nul.
• ψˇ est une base éléments finis discontinus en temps de U Tˇ
∆T (I ) avec NT le nombre d’intervalles de temps.
• ψ est une base éléments finis continus en temps de U T (I ;0) etψ0 la fonction de forme associée au noeud situé à t = 0.
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[b]
Méthode [u] Neumann Dirichlet Dplct. init. Vitesse init.
Newmark U φ|∂Ωσ ⊗ (N1.p) −Kg ⊗ (N1.g)−Mg ⊗ (N1.g¨) (M.U0)⊗N3+ (F0−K.U0)⊗N5 (M.V0)⊗N4
TDG-U Uˇ φ|∂Ωσ ⊗ (Qˇ10.pˇ) −Kg ⊗ (Qˇ10.gˇ)−Mg ⊗ (Qˇ12.gˇ) (K.U0)⊗ Pˇ 0 (M.V0)⊗ Pˇ 1
TDG-UV
Uˇ {} {} (K.U0)⊗ Pˇ 0 {}
Vˇ φ|∂Ωσ ⊗ (Qˇ00.pˇ) −Kg ⊗ (Qˇ00.gˇ)−Mg ⊗ (Qˇ01. ˙ˇg) {} (M.V0)⊗ Pˇ 0
TG-UV
U {} {} −(K.U0)⊗P 01 +(M.V0)⊗P 00
V φ|∂Ωσ ⊗ (Q00.p+P 00p0) −Kg ⊗ (Q00.g)−Mg ⊗ (Q01.g˙) −(K.U0)⊗P 00 −(M.V0)⊗P 01
TABLE 4.2: (suite)
• Les opérateurs en espace sont donnés parM=m(φ,φ),Mg =m(φ,φg ), K= k(φ,φ) etKg = k(φ,φg ).
• Les vecteurs p, pˇ et p0 sont les coordonnées de p(t ) dansψ,ψˇ etψ0 (respectivement).
• Les vecteurs g, gˇ sont les coordonnées de g (t ) dansψ,ψˇ (respectivement). Et de façon similaire pour g˙, ˙ˇg et g¨.
• Les vecteursU0,V0 sont les coordonnées de u0(x),v0(x) (respectivement) dansφ.
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4.3 Application en élastodynamique
Dans cette section, on illustre la construction des opérateurs [[A]] et [b] dans le
cas du problème d’élastodynamique bidimensionnel. La principale différence avec le
cas unidimensionnel (présenté dans la section précédente) concerne la définition des
opérateurs en espace. Aussi, on détaille seulement la construction de ces opérateurs.
Le problème espace-temps est alors précisé dans le cas de la méthode de Galerkin dis-
continue en temps formulée en déplacement-vitesse. On présente ensuite un exemple
académique de propagation d’ondes dans unmilieu bidimensionnel. La géométrie du
cas testé étant très simplifiée, onmontre alors comment décomposer les opérateurs en
espace, en plus de la décomposition espace-temps.
Remarque4.9. Dans le cas duproblème d’élastodynamique (bidimensionnel), le champ
de déplacement u(x, t ) est un champ de vecteurs. Il s’exprime en fonction de ses com-
posantes dans un repère (O,e1,e2) de R2 de la façon suivante :
u(x, t )= u1(x, t )e1+u2(x, t )e2 . (4.37)
Dans cette section, chaque composante ui (x, t ) est traitée de façon indépen-
dante. Et de même pour le champ de vitesse notée v(x, t ). Aussi, la formulation
en déplacement-vitesse est vue comme un problème à quatres champs, à savoir
u1(x, t ),u2(x, t ),v1(x, t ),v2(x, t ).
4.3.1 Décomposition espace-temps
Dans cette section, on prend Ω ⊂ R2. On note (x1,x2) les coordonnées d’un point
x ∈Ω. Pour simplifier la présentation, on considère seulement le cas où les conditions
de Dirichlet et les conditions initiales sont homogènes. On note p(x, t ) une densité
linéïque d’effort 21 appliquée sur la portion ∂Ωσ de la frontière ∂Ω, et on note n la
normale unitaire sortante en tout point de ∂Ω.
Problème de référence
Dans ce cadre, le problème d’élastodynamique consiste à trouver les champs de
déplacementu(x, t )(∈R2) et de contrainteσ(x, t )(∈R2⊗R2) suffisamment réguliés qui
vérifient :
• les équations de liaisons et conditions initiales,
u= 0 ∀(x, t ) ∈ ∂Ωu × I , (4.38a)
u= 0 ∀(x, t ) ∈Ω× {0} , (4.38b)
∂u
∂t
= 0 ∀(x, t ) ∈Ω× {0} , (4.38c)
21. À ne pas confondre avec le vecteur p de la section précédente.
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• les équations d’équilibre,
div(σ)= ρ∂
2u
∂t2
∀(x, t ) ∈Ω× I , (4.38d)
σ.n=p ∀(x, t ) ∈ ∂Ωσ× I , (4.38e)
• et la relation de comportement,
σ =λtr()I +2µ ∀(x, t ) ∈Ω× I , (4.38f)
où le champ de déformation  ∈R2⊗R2 est donné par la relation suivante :
= 12 (∇(u)+∇(u)′) . (4.38g)
Construction des opérateurs en espace
En suivant la même démarche que dans le Chapitre 1, la formulation faible du
problème fait intervenir les produits scalairesm(, ), k(, ) et f (; t ), qui sont définis dans
le cas bidimensionnel par
m(u?,u)=
∫
Ω
ρu?.u dΩ , (4.39a)
k(u?,u)=
∫
Ω
(u?) :σ(u) dΩ , (4.39b)
et f (u?; t )=
∫
∂Ωσ
u?.p(x, t ) dS. (4.39c)
On se focalise ici sur la construction des opérateurs spatiaux. Chaque composante ui
du vecteur u est exprimée sur la baseφ de l’espace d’approximation U S
h
(Ω;0), soit 22
u(x)= (U1.φ(x))e1+ (U2.φ(x))e2 . (4.40)
(et idem pouru?). On obtient alors les expressions suivantes des matrices de masse et
de raideur :
M=
[
M11 0
0 M22
]
et K=
[
K11 K12
sym. K22
]
(4.41a)
avec
K11=
∫
Ω
(
(λ+2µ) dφdx1⊗
dφ
dx1
+µ dφdx2⊗
dφ
dx2
)
dΩ ,
K22=
∫
Ω
(
(λ+2µ) dφdx2⊗
dφ
dx2
+µ dφdx1⊗
dφ
dx1
)
dΩ ,
K12=
∫
Ω
(
λ
dφ
dx1
⊗ dφdx2+µ
dφ
dx2
⊗ dφdx1
)
dΩ ,
M11=M22=
∫
Ω
ρφ⊗φ dΩ .
(4.41b)
La construction du vecteur des efforts extérieurs est similaire à celle du cas unidimen-
sionnel et n’est donc pas détaillée ici.
22. Avec le choix que l’on a fait pour les conditions de Dirichlet (on impose le déplacement nul dans
toutes les directions aux poinsx ∈ ∂Ωu), on peut prendre lemême espace d’approximation pour chaque
composante ui du vecteur déplacement.
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Problème espace-temps avec laméthode TDG-UV
En considérant chaque composante des vecteurs déplacement et vitesse comme
des champs à part entière, le problème espace-temps formulé avec la méth-
ode TDG-UV s’écrit alors sous la forme du problème à quatres champs suivant
[Boucinha et al., 2013a] :K11⊗(Qˇ
01+Pˇ00) K12⊗(Qˇ01+Pˇ00) −K11⊗Qˇ00 −K12⊗Qˇ00
K′12⊗(Qˇ01+Pˇ00) K22⊗(Qˇ01+Pˇ00) −K′12⊗Qˇ00 −K22⊗Qˇ00
K11⊗Qˇ00 K12⊗Qˇ00 M11⊗(Qˇ01+Pˇ00) 0
K′12⊗Qˇ00 K22⊗Qˇ00 0 M22⊗(Qˇ01+Pˇ00)
 D. .
 Uˇ1Uˇ2
Vˇ1
Vˇ2
=
 0ˇ0ˇ
I1⊗Qˇ00 D. Fˇ1
I2⊗Qˇ00 D. Fˇ2
 (4.42)
où l’on a noté Uˇ1,Uˇ2,Vˇ1 et Vˇ2 les coordonnées des champs u1(x, t ), u2(x, t ), v1(x, t ) et
v2(x, t ) dans la base d’approximationφ(x)⊗ ψˇ(t ) de U Sh (Ω;0)⊗U Tˇ∆t (I ).
Exemple 4.3. (Propagation d’ondes dans un milieu 2D) Dans cet exemple, on décrit
un cas test académique de propagation d’ondes dans unmilieu bidimensionnel. Ce cas
test a été utilisé dans la publication [Boucinha et al., 2013a]. Le domaine spatial est un
domaine rectangulaireΩ=Ω1×Ω2 avecΩ1 = [0,L1] etΩ2 = [0,L2]. Les conditions aux
limites sont choisies de façon à simuler un impact provenant de la gauche de la struc-
ture, le bord situé à l’opposé étant encastrée (voir la Figure 4.4). Une densité linéïque
d’efforts notée p(x, t ) est appliquée au centre du bord situé à gauche de la structure
(pour x1 = 0, x2 ∈ [L24 ,
3L2
4 ]). Cette effort est donné sous la forme p(x, t )= pS(x)pT (t )e1.
La composante spatiale pS(x) est fixée constante, et la composante temporelle pT (t )
est prise sous la forme d’un choc d’une durée ∆T , c’est-à-dire :
pT (t )=
{
1
2 (1−cos( 2pi∆T t )) si t ∈ [0,∆T ] ,
0 sinon.
(4.43)
0
T
L1
L2
0
FIGURE 4.4:Description du cas test bidimensionnel.
Les paramètres géométriques sont fixés à L1 = 1m et L2 = 0.5m. Le module d’élasticité
est pris à E = 200GPa et le coefficient de poisson à ν = 0.3 , la masse volumique ρ =
8000kg/m3. Avec ces paramètres, les ondes longitudinales se propage à la vitesse cL '
5800m/s et les ondes transversales à la vitesse cT ' 3100m/s. La simulation est réalisée
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sur une durée T = 1ms. De cette façon, une onde longitudinale parcours environ 6 fois
la longueur L1.
Afin de comparer différents régimes dynamiques, on fait varier la durée ∆T du
choc. En suivant la démarche proposée au Chapitre 1, on introduit le nombre sans
dimension, noté κ tel que
κ=
( L1
cL∆T
)2 , (4.44)
qui caractérise le régime dynamique transitoire, associé à la propagation d’une onde
longitudinale suivant e1. Les valeurs de κ obtenues avec les valeurs de ∆T prises dans
[Boucinha et al., 2013a] sont données dans le Tableau 4.3.
∆T (ms) κ N1×N2×NT err
di sc(%)
u v
1 0.03 8×4×40 < 2 < 2
0.2 0.7 32×16×160 < 2 < 5
0.05 12 128×64×640 < 2 < 9
0.01 298 320×160×1600 < 4 < 25
TABLE 4.3: Paramères du cas test bidimensionnel.
Le problème est résolu avec des éléments finis P1 en espace (éléments rectangu-
laires) et le schéma TDG P1-P1 en temps. Aussi, pour chaque valeur de κ, on fixe les
paramètres du maillage espace-temps de façon à ce que l’erreur de discrétisation (sur
le champ de déplacement) soit inférieure à 4%. Cette erreur est évaluée, sur tout le
domaine espace-temps, de la façon suivante :
errdi sc =
√∥∥u1−uh,∆t1 ∥∥22+∥∥u2−uh,∆t2 ∥∥22√∥∥u1∥∥22+∥∥u2∥∥22 , (4.45)
où u1 et u2 sont les composantes d’une solution de référence u calculée sur un mail-
lage très fin, et
∥∥ ∥∥
2 est la norme canonique définie au Chapitre 2. Le nombre d’élé-
ments du maillage spatial (N1 dans la direction e1 et N2 dans la direction e2) ainsi
que le nombre d’intervalle de temps (NT ) sont donnés dans le Tableau 4.3 pour les
différentes valeurs de κ. L’erreur de discrétisation sur le champ de vitesse obtenue
avec ces paramètres du maillage est également précisée dans le Tableau 4.3. On re-
marquera que l’erreur sur le champ de vitesse est plus importante que l’erreur sur le
champ de déplacement. Il serait donc intéressant d’utiliser des espaces d’approxima-
tion différents pour chaque champ. On se contente ici de prendre le même maillage
espace-temps pour ces deux champs.
Les résultats obtenus pour les différentes valeurs de κ sont présentés sur la Figure
4.5 et la Figure 4.6. Sur la Figure 4.5, les amplitudes du champ de déplacement et de
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vitesse sont représentées sur le domaine espace-temps. Plus κ augmente et plus on
observe de forts gradients par rapport aux variables spatiales et temporelle.
FIGURE 4.5: Amplitudes des champs de déplacement et de vitesse dans le domaine
espace-temps.
La Figure 4.6 montre les isovaleurs de l’amplitude du champ de déplacement à dif-
férents instants, pour les valeurs de κ= 0.7−12−298. L’amplitude vaut zéro pour l’iso-
valeur verte et un pour l’isovaleur rouge foncée. Les instants t = 2.5 à t = 20∗1e −5s
correspondent au premier trajet d’une onde longitudinale dans la direction e1. Glob-
alement, on observe que l’augmentation de la valeur de κ fait apparaître des motifs
dont la forme est de plus en plus complexes, et peut évoluer très soudainement au
cours du temps (voir les instants t > 20).
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FIGURE 4.6: Isovaleurs de l’amplitude du champ de déplacement, représentées à dif-
férents instants dans le domaine spatialΩ1×Ω2, pour κ= 0.7−12−298.
4.3.2 Décomposition espace-espace-temps
Onmontre ici comment construire une représentation séparée des opérateurs spa-
tiaux. Une telle représentation peut notamment être utilisée pour construire des élé-
ments finis structuraux à comportement volumique [Bognet et al., 2012]. Elle est sim-
plement utilisée ici pour calculer les matrices de masse et de raideur de façon analy-
tique. La construction est détaillée en se focalisant sur les variables spatiales (on omet
le temps).
L’idée est d’approcher chaque composante ui (x1,x2) du champ de déplacement
sous la forme
ui (x1,x2)=φ1(x1)⊗φ2(x2)D. ui avec ui ∈RnS (1)×nS (2) , (4.46)
où φ1(x1) est une base de l’espace 23 d’approximation U S1(Ω1), et φ2(x2) est une base
de l’espace d’approximation U S2(Ω2). En d’autres termes, l’espace U S(Ω1 ×Ω2) est
construit par tensorisation des espaces U S1(Ω1) et U S2(Ω2).
En remplaçant cette expression du champ de déplacement (et en prenant la même
représentation pour le champ test) dans les produits scalaires m( , ) et k( , ), on peut
23. On omet ici l’indice h utilisé dans le manuscrit pour spécifier un espace de dimension finie.
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alors montrer que les composantes desmatrices demasse et de raideur s’écrivent sous
la forme séparée suivante :
K11 = (λ+2µ)S1(11)⊗S2(00)+µS1(00)⊗S2(11) , (4.47a)
K22 = (λ+2µ)S1(00)⊗S2(11)+µS1(11)⊗S2(00) , (4.47b)
K12 =λS1(10)⊗S2(01)+µS1(01)⊗S2(10) , (4.47c)
M11 =M22 = ρS1(00)⊗S2(00) , (4.47d)
avec l’expression suivante de la matrice Sd(pq)
Sd(pq) =
∫
Ωd
dp(φd )
dxp
d
⊗ d
q (φd )
dxq
d
dxd .
Remarque 4.10. Ce type de représentation peut être appliqué seulement sur des
géométries particulières. Grossièrement, on doit pouvoir séparer une intégrale définie sur
Ω en un produit de deux intégrales définies sur Ω1 et Ω2, respectivement
24. On pourra
consulter les travaux de [Bognet et al., 2012] où les auteurs introduisent une fonction
indicatrice permettant de prendre en compte des géométries plus compliquées.
Remarque 4.11. La représentation du champ de déplacement sur la forme de l’équa-
tion (4.46) rend plus difficile la prise en compte de conditions de Dirichlet dans l’es-
pace d’approximation. Notamment, on ne peut pas appliquer une condition de Dirich-
let localisé sur un bord du domaine Ω. Des stratégies permettant de s’affranchir de
cette contrainte ont notamment été proposées par [González et al., 2010]. Une autre so-
lution est d’imposer les conditions de Dirichlet de façon faible, comme proposée par
[Ammar et al., 2012].
Remarque 4.12. La condition de Dirichlet utilisée dans l’Exemple 4.3 peut être imposée
en prenant U S(Ω;0)=U S1(Ω1;0)×U S2(Ω2).
Remarque 4.13. En pratique, la matrice Sd(pq) est calculée analytiquement, puis on
utilise le produit de Kronecker pour assembler les matrices de masse et de raideur sous
la forme de (4.41b).
4.4 Conclusion
Dans ce chapitre, un formalisme générique, basé sur une représentation tensoriel
du problème espace-temps, a été introduit dans un cadre multichamps. La construc-
tion des opérateurs du problème espace-temps a été illustrée dans le cas d’une dis-
crétisation de l’équation des ondes et du problème d’élastodynamique, à l’aide des
24. Si une telle séparation est possible par l’intermédiaire d’un changement de variables, on doit pou-
voir également écrire le jacobien sous la forme d’un produit de fonctions définies sur Ω1 et Ω2 respec-
tivement.
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méthodes classiques d’approximation introduites dans le Chapitre 1 (méthode élé-
ments finis en espace et en temps, schéma d’intégration de Newmark). Une atten-
tion particulière a été apportée au traitement des conditions aux limites (conditions
de Dirichlet et Neumann, conditions initiales en déplacement et vitesse). Un exem-
ple académique de propagation d’ondes dans un milieu bidimentionnel a ensuite été
présenté.
De cette façon, le problème de dynamique discrétisé en espace et en temps s’écrit
sous la forme d’un unique système linéaire. Bien sûr, la résolution de ce système
linéaire à l’aide des solveurs classiques n’est pas envisageable puisque le système
linéaire à résoudre est de taille nSnT ×nSnT , où nS et nT sont les dimensions des es-
paces d’approximation spatiale et temporelle respectivement. Aussi, dans le chapitre
suivant, on montre comment construire une approximation de la solution de ce sys-
tème linéaire sous la forme d’une représentation à variables séparées espace-temps.
Cette construction est basée sur la décomposition généralisée propre d’un tenseur,
mieux connue sous son acronyme anglais PGD «Proper Generalized Decomposition ».
Les paramètres d’entrée du solveur proposé sont les opérateurs du problème
espace-temps donnés sous la forme de l’équation (4.4). Ce solveur peut alors être util-
isé comme une « boîte noire » pour obtenir une approximation de rang M , dans une
complexité de l’ordre deMξ
(
lin (nS)+ lin (nT )
)
opérations, où ξ est un nombre d’itéra-
tions et lin (n) est la complexité de la résolution d’un système linéaire de taille n×n.
Ce solveur est clairement compétitif par rapport à une résolution brutale du problème
espace-temps.
L’objectif du prochain chapitre est d’évaluer l’efficacité d’un tel solveur dans le cas
d’un problème de choc. On ouvre la boîte noire et on décortique tous les composants.
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Chapitre 5
État de l’art sur la décomposition
généralisée propre
Dans ce chapitre, on établit un état de l’art des algorithmes utilisés,
dans le cadre de la méthode de décomposition généralisée propre
(PGD), pour construire une approximation à variables séparées
espace-temps, de la solution d’un système linéaire lui même donné
sous format tensoriel.
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5. État de l’art sur la décomposition généralisée propre
Dans le chapitre précédent, on a montré comment écrire le problème de dy-
namique transitoire, discrétisé en espace et en temps, sous la forme d’un unique sys-
tème linéaire, dont les opérateurs sont donnés sous format tensoriel. On montre ici
comment approcher la solution de ce problème, sous la forme d’une représentation à
variables séparées espace-temps, sans connaissance a priori sur la solution du prob-
lème. La construction de cette approximation est basée sur la décomposition général-
isée propre (PGD).
5.1 Introduction
La PGD a été initiée dans le cadre de la méthode à grand incrément de
temps (méthode LATIN) pour résoudre efficacement des problèmes de mécaniques
non linéaires [Ladevèze, 1999]. Dans ce cadre, elle permet de diminuer les coûts
numériques associés à des résolutions répétées d’un problème linéaire global défini
sur le domaine espace-temps. Dans les premiers travaux [Dureisseix et al., 2003,
Ladevèze et Nouy, 2003], la construction de l’approximation à variables séparées
espace-temps est associée à un critère de Galerkin. Ce critère permet de séparer le
problème espace-temps (linéaire) en deux problèmes (non-linéaires) définis l’un en
espace et l’autre en temps. On remplace de cette façon la résolution d’un problème
de taille nSnT × nSnT par plusieurs résolutions alternatives de deux problèmes de
tailles nS ×nS et nT ×nT respectivement. L’efficacité de la méthode dépend alors du
nombre de fois que l’on résoud ces problèmes de plus petites tailles. En pratique, la
convergence (partielle) est obtenue après quelques itérations (deux ou trois), et on
passe au calcul du mode espace-temps suivant. Pour les problèmes non-symétriques,
la robustesse de la méthode est améliorée en introduisant la notion de meilleure
approximation au sens de la minimisation de l’erreur en relation de comportement
[Nouy et Ladevèze, 2004, Ladevèze et al., 2010, Passieux et al., 2010]. Dans le cadre de
la méthode LATIN, l’efficacité de la PGD tient également au fait que l’on ait à résoudre
plusieurs fois, un système linéaire global dont la solution varie peu entre les différentes
résolutions. Aussi, on peut tirer parti de l’approximation de la solution du système
linéaire précédent, pour initialiser la nouvelle approximation à variables séparées du
problème courant.
Depuis une dizaine d’années, le potentiel de la PGD a été révélé dans de nom-
breux domaines [Chinesta et al., 2011]. Une approximation à variables séparées plus
générale a notamment été considérée par [Ammar et al., 2006] sous la forme,
u(x1, · · · ,xD)' uM (x1, · · · ,xD )=
M∑
m=1
D∏
d=1
wdm(xd ) , (5.1)
pour approcher la solution de problèmes multidimensionnels. Pour ce type de prob-
lèmes, les méthodes classiques d’approximation se heurtent rapidement à la «malé-
diction de la dimensionnalité » et l’approximation à variables séparées s’avère des plus
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adaptée [Chinesta et al., 2008]. On pourra consulter [Chinesta et al., 2010] pour une re-
vue des techniques récemment développées, ainsi que [Nouy, 2010b] pour la formali-
sation de la PGD dans le cadre des problèmes stochastiques en dimensions élévées.
Très peu de travaux existent, concernant des applications de la PGD à des prob-
lèmes de dynamique des structures ou de propagation d’ondes. On citera : l’approche
de [Chevreuil et Nouy, 2012] pour la quantification d’incertitudes en dynamique des
structures 1, le couplage entre la PGD et la théorie variationnelle des rayons com-
plexes (TVRC) 2 proposé par [Barbarulo, 2012] dans le cadre de problème d’acoustique
moyenne fréquence, l’application à l’équation d’Helmholtz 3 par [Modesto et al., 2012]
dans le cadre d’études paramétriques de problèmes réalistes de propagation d’on-
des. L’approximation à variables séparées espace-temps a été appliquée à la résolution
de problèmes d’évolution de type parabolique par [Ammar et al., 2007, Nouy, 2010a,
Bonithon et al., 2011]. Elle a été appliquée, dans le cadre des présents travaux, à la ré-
solution de l’équation des ondes [Boucinha et al., 2013b] et du problème d’élastody-
namique 2D [Boucinha et al., 2013a], formulés sur le domaine espace-temps.
Remarque 5.1. Un des points clés des stratégies basées sur la PGD, concerne le choix du
rang M de l’approximation. Dans ce manuscrit, on suppose que le rang M est connu a
priori, et fixé une fois pour toute. Ce choix est très restrictif si l’on considère des appli-
cations réelles. Dans ce cas, il s’avère indispensable d’introduire des estimateurs d’erreur
permettant de comparer l’erreur due à l’approximation de rang M, à celle due à la dis-
crétisation. La mise en oeuvre des méthodes classiques de construction d’un estimateur
d’erreur dans le cadre de la PGD a notamment été considérée par [Ammar et al., 2010a,
Ladevèze et Chamoin, 2011, Almeida, 2013, Billaud-Friess et al., 2013].
5.2 Définitions de la PGD
Différentes définitions de la PGD ont été proposées dans la littérature. Les défini-
tions classiques, basées sur un critère de Galerkin [Ladevèze, 1999, Ammar et al., 2006,
Ammar et al., 2007, Nouy, 2007, Nouy, 2008] ou bien sur la minimisation du résidu
[Nouy et Ladevèze, 2004, Beylkin et Mohlenkamp, 2005, Ammar, 2010], ainsi qu’une
nouvelle définition basée sur un critère de Petrov-Galerkin ont été formalisées par
[Nouy, 2010a] dans le cadre des problèmes d’évolution. Pour chacune de ces défini-
1. Le problème est formulé en fréquence, et pour une fréquence donné, le champ de déplacement
(complexe) est approché sous la forme uM (x,p)=
∑M
m=1wm(x)λm(p) où x représente l’espace physique
et p un paramètre aléatoire modélisant les incertitudes.
2. Le vecteur des inconnuesU (ω) associé à la formulation TVRC (qui sont les amplitudes des rayons
de vibration) est approché sous la formeUM (ω)=
∑M
m=1Xmλm(ω), où ω est la fréquence associée à un
problème de vibrations forcées.
3. L’amplitude du champ de déplacement est approchée sous la forme uM (x,k,θ) =∑M
m=1w
x
m(x)w
k
m(k)w
θ
m(θ) où x représente l’espace physique, k est le nombre d’onde et θ un paramètre
lié aux conditions aux limites.
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5. État de l’art sur la décomposition généralisée propre
tions, de nombreux algorithmes ont été proposés. Les algorithmes utilisés dans la suite
du manuscrit sont présentés dans cette section.
Dans cette présentation, on se place du point de vue discret. On suppose que le
problème de référence a été discrétisé en espace et en temps, et que les opérateurs du
système linéaire espace-temps sont donnés sous format tensoriel. On rappelle que le
problème espace-temps consiste à trouver u ∈RnS ⊗RnT tel que
AD. u= b , (5.2)
où les opérateurs 4 A ∈L (RnS ⊗RnT ) et b ∈RnS ⊗RnT sont donnés sous la forme
A=
MA∑
k=1
ASk ⊗ATk et b=
Mb∑
k=1
bSk ⊗bTk . (5.3)
L’objectif de la PGD est alors de trouver une approximation uM de u, sans autres
connaissances a priori sur le tenseur u que les opérateurs du problème dont il est solu-
tion. Cette approximation est cherchée, dans le sous-ensemble, noté RM , des décom-
positions espace-temps de rangM , défini par
RM =
{
u ∈RnS ⊗RnT | u=
M∑
m=1
wm ⊗λm avecwm ∈RnS ,λm ∈RnT
}
. (5.4)
Afin de simplifier la présentation, les différentes définitions de la PGD vont être intro-
duites dans le cas d’une approximation de rang un. La construction d’une approxima-
tion dans RM sera ensuite précisée.
Enfin, on rappelle que lameilleure approximationuM deudans RM a été définie, au
Chapitre 2, comme la solution d’un problème de minimisation par rapport à la norme∥∥ ∥∥
2 (associée au produit scalaire canonique
5), c’est-à-dire,
uM = arg min
u?∈RM
∥∥u−u?∥∥2 . (5.5)
La PGD va également être définie au sens d’un problème de meilleure approximation,
mais par rapport à une norme plus générale (qui ne vérifie pas nécessairement la pro-
priété de séparabilité (2.10)). On comparera à la fin de ce chapitre, l’approximation
obtenue avec la PGD et la meilleure approximation de rang M au sens de la norme∥∥ ∥∥
2, qui est la meilleure approximation de référence.
4. On note L (RnS ⊗RnT ) l’espace des opérateurs linéaires sur RnS ⊗RnT .
5. On rappelle que 〈u , v〉2=uD. v=
∑nS
i=1
∑nT
j=1ui j vi j , ∀u,v ∈RnS ⊗RnT .
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5.2.1 Critère d’orthogonalité de Galerkin
La façon la plus naturelle de définir la PGD du tenseur u est d’imposer l’annulation
du résidu au sens d’un critère d’orthogonalité de Galerkin. On note cette définition
(G)PGD. L’approximation de rang un est alors définie comme le mode espace-temps
w⊗λ qui vérifie le critère d’orthogonalité suivant ∀w? ∈RnS , ∀λ? ∈RnT ,
〈w?⊗λ+w⊗λ? , AD.w⊗λ−b〉2= 0 . (5.6)
Lorsque l’opérateur A est symétrique définie positif, on peut lui associer le produit
scalaire 〈 , 〉A définie sur RnS ⊗RnT par 〈u , v〉A= 〈u , AD. v〉2∀u,v. On note
∥∥ ∥∥
A la norme
associée. Dans ce cas, le mode espace-tempsw⊗λ définie par le critère d’orthogonal-
ité (5.6) est également la meilleure approximation de u dans R1 au sens du problème
de minimisation suivant :
w⊗λ= arg min
u?∈R1
∥∥u−u?∥∥A . (5.7)
Remarque 5.2. La PGD associée au critère d’orthogonalité de Galerkin est définie a pri-
ori par l’équation (5.6) et a posteriori par l’équation (5.7). On peutmontrer l’équivalence
entre les deux définitions en introduisant la fonctionnelle J : u?→ 12
∥∥u−u?∥∥2A associée
au problème deminimisation (5.7). La condition de stationnarité de J enw⊗λ est don-
née par :
δJ(w⊗λ)
δ(w⊗λ)
D. δ(w⊗λ)= 0, ∀δ(w⊗λ) ,
⇔ δJ(w⊗λ)
δw
.δw+ δJ(w⊗λ)
δλ
.δλ= 0, ∀δw,∀δλ ,
⇔ 〈δw⊗λ+w⊗δλ ,w⊗λ−u〉A= 0, ∀δw,∀δλ ,
⇔ 〈δw⊗λ+w⊗δλ , AD.w⊗λ−b〉2= 0, ∀δw,∀δλ .
Le mode espace-temps, solution de (5.6), vérifie donc également la condition de station-
narité associée au problème de minimisation (5.7).
Remarque 5.3. La définition (5.6) est également équivalente au problème deminimisa-
tion suivant :
w⊗λ= arg min
u?∈R1
1
2〈u? , u?〉A−〈u? , b〉2 . (5.8)
5.2.2 Minimisation du résidu
Lorsque l’opérateur A est non-symétrique, une définition plus robuste de la PGD
est obtenue en minimisant le résidu dans une certaine norme. Classiquement, on
choisit la norme
∥∥ ∥∥
2. On notera (R)PGD cette définition. L’approximation de rang un
est alors définie comme le mode espace-tempsw⊗λ qui vérifie
w⊗λ= arg min
u?∈R1
∥∥b−AD. u?∥∥2 . (5.9)
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Cette définition est donnée a priori. Une définition a posteriori équivalente peut être
obtenue en remplaçant b par AD. u dans (5.9). En notant A′ l’opérateur transposée de
A et en introduisant la norme
∥∥ ∥∥
A′D. A associée au produit scalaire 〈 , 〉A′D. A défini par
〈u , v〉A′D. A= 〈u , A′D. AD. v〉2 ∀u,v, on obtient
∥∥b−AD. u?∥∥2= ∥∥u−u?∥∥A′D. A. Aussi, la défi-
nition a posteriori de la PGD enminimum de résidu est donnée par :
w⊗λ= arg min
u?∈R1
∥∥u−u?∥∥A′D. A . (5.10)
5.2.3 Critère de Petrov-Galerkin
Les approximations obtenues avec les définitions précédentes peuvent être as-
sez éloignées de la meilleure approximation définie dans la norme
∥∥ ∥∥
2. Aussi, une
nouvelle définition a été introduite par [Nouy, 2010a] afin d’améliorer la précision de
l’approximation PGD, par rapport à la meilleure approximation dans une norme de
référence (qui est ici la norme
∥∥ ∥∥
2). Cette nouvelle définition est basée sur un critère
de Petrov-Galerkin (on l’a notera (PG)PGD). L’idée est d’imposer l’orthogonalité du
résidu par rapport à un autre ensemble de modes espace-temps (pris également de
rang un), que l’on obtient en résolvant un problème adjoint. On cherche alors le mode
w⊗λ, ainsi qu’un autre mode w˜⊗ λ˜ qui vérifient les critères d’orthogonalité suivants
∀w? ∈RnS , ∀λ? ∈RnT , ∀w˜? ∈RnS , ∀λ˜? ∈RnT ,
〈w˜?⊗ λ˜+w˜⊗ λ˜? , AD.w⊗λ−b〉2 = 0, (5.11a)
〈A′D. w˜⊗ λ˜−w⊗λ ,w?⊗λ+w⊗λ?〉2 = 0. (5.11b)
Remarque 5.4. Le critère de Petrov-Galerkin peut également être appliqué en consid-
érant que le problème espace-temps est le problème symétrisé défini par
A′ D. AD. u=AD. b . (5.12)
On appelera cette définition (PGsym)PGD.
5.2.4 Bilan
Dans un cadre général, les différentes définitions de la PGD peuvent s’écrire sous
la forme d’un problème de minimisation. La meilleure approximation de rangM de u
est cherchée dans RM , comme solution du problème de minimisation suivant :
uM = arg min
u?∈RM
J(u?) , (5.13)
où la fonctionnelle J est donnée, sous forme a priori ou a posteriori, dans le Tableau 5.1
pour les définitions classiques 6 de la PGD. On peut comparer les définitions a posteri-
ori de la PGD, avec les décompositions classiques (SVD et POD). Alors que la SVD et la
6. Le critère de Petrov-Galerkin est associé à un problème de «min-max » (voir [Nouy, 2010b]) et n’est
pas inséré dans le tableau.
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a priori a posteriori
J(u?;A,b) J(u?;u)
(G)PGD 12〈u? , u?〉A−〈u? , b〉2 12
∥∥u−u?∥∥2A
(R)PGD 12
∥∥b−AD. u?∥∥22 12∥∥u−u?∥∥2A′D. A
SVD 12
∥∥b−AD. u?∥∥2(AD. A′)−1 12∥∥u−u?∥∥22
POD 12
∥∥b−AD. u?∥∥2(AD. N−1 D. A′)−1 12∥∥u−u?∥∥2N
TABLE 5.1:Définitions a priori et a posteriori de la fonctionnelle J associée à différentes
décompositions.
PODdéfinissent lameilleure approximation au sens d’une norme vérifiant la propriété
de séparabilité (2.10) (l’opérateurN est tel queN=NS⊗NT ), la PGD définit lameilleure
approximation au sens d’une norme plus générale associée à l’opérateur du problème
(dans le cas général, A 6= AS ⊗AT ). D’autre part, la SVD, qui est classiquement définie
a posteriori, peut également être définie a priori en choisissant une norme adéquate
pour minimiser le résidu (et de même pour la POD). On verra dans le chapitre suivant
comment tirer parti de cette définition.
À la question quelle définition utiliser pour calculer la PGD, on pourra répon-
dre de tester toutes les définitions et de choisir la plus efficace (c’est ce que l’on
fera à la fin de ce chapitre pour des problèmes de propagation d’ondes). En ef-
fet, la convergence de la PGD a été prouvée pour des problèmes symétriques avec
la définition (G)PGD [Le Bris et al., 2009, Cancès et al., 2011, Falco et Nouy, 2011] et
pour des problèmes non-symétriques avec la définition (R)PGD [Ammar et al., 2010b,
Falcó et Nouy, 2012, Cancès et al., 2012]. Cependant, la convergence de la définition
(G)PGD a été observée numériquement pour des problèmes non-symétriques (voir
les résultats obtenus par [Ammar et al., 2007, Nouy, 2010a] dans le cas de problèmes
d’évolution de type parabolique). La définition (R)PGD demande, à chaque itération,
plus d’effort numérique que la définition (G)PGD. Aussi, on privilégiera la PGD avec
critère de Galerkin (lorsqu’elle converge) dans le cas d’un problème non-symétrique.
Enfin, la définition avec critère de Petrov-Galerkin a été proposée dans le but de ré-
soudre des problèmes non-symétriques (il n’y a pas de résultat général de convergence
pour cette définition). Cette définition a conduit à une approximationplus précise (que
celles données par les définitions (G)PGD et (R)PGD) dans les cas qui ont été testés par
[Nouy, 2010a].
Remarque 5.5. Dans le cas de tenseurs d’ordre élevé (D ≥ 3), la PGD consiste à chercher
une approximation de rang M dans le sous-ensemble RDM des décompositions canon-
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iques de rang M, défini par
RDM =
{
u ∈
D⊗
d=1
R
nd | u=
M∑
m=1
D⊗
d=1
wdm avec w
d
m ∈Rnd
}
. (5.14)
Dans le cas de décomposition a posteriori, ce format de tenseur a été introduit par
[Carroll et Chang, 1970, Harshman, 1970] dans le but d’approcher un tenseur u ∈⊗D
d=1R
nd (connu), par un tenseur de faible rang cherché dans RDM , de façon très
similaire à la PGD 7. Cependant, dans le cas où D ≥ 3 et M > 1 cet ensemble
n’est pas fermé, et le problème de meilleure approximation dans RDM n’a pas néces-
sairement de solution [De Silva et Lim, 2008]. En pratique, ceci se traduit par la non
convergence de l’algorithme ALS dans de nombreux cas 8. Différentes stratégies ont
été proposées pour s’affranchir de cette difficulté [Acar et al., 2011, Espig et al., 2012,
De Sterck, 2012, De Sterck et Miller, 2013]. Dans le cadre de la PGD, cette difficulté est
surmontée en exploitant une stratégie gloutonne (voir la suite de cette section) où le
problème de minimisation 9 est (bien) posé dans RD1 . La démonstration de la con-
vergence de cette stratégie est notamment l’objet des publications déjà mentionnées
de [Le Bris et al., 2009, Ammar et al., 2010b, Cancès et al., 2011, Falco et Nouy, 2011,
Falcó et Nouy, 2012, Cancès et al., 2012]. Une alternative, proposée dans la communauté
a posteriori, est de changer de format de tenseurs (voir la revue de [Kolda et Bader, 2009]
et l’ouvrage de [Hackbusch, 2012] pour un bestiaire des formats les plus récents). De
cette façon, on peut définir un problème de meilleure approximation « bien posé » dans
un sous-ensemble fermé de tenseurs de rang M (et éviter les difficultés numériques
rencontrées sinon). Parmis les plus populaires, on citera les formats de Tucker et
Tucker hiérarchique [Hackbusch et Kühn, 2009]. On pourra consulter la revue récente
de [Grasedyck et al., 2013] sur les techniques de construction associées à une approxi-
mation de faible rang dans ce format. Dans la communauté a priori, de tels formats de
tenseurs ont été couplés aux méthodes classiques de projection [Kressner et Tobler, 2010,
Khoromskij et Schwab, 2011, Matthies et Zander, 2012, Ballani et Grasedyck, 2013]. Les
formats de Tucker et Tucker hiérarchique ont été introduits, dans le cadre d’approxima-
tions de type PGD, par [Giraldi, 2012].
7. La meilleure approximation dans RDM est définie a posteriori au sens d’un problème de minimi-
sation. Un algorithme de minimisation alternée, appelé « Alternative Least Square (ALS) », est introduit
pour calculer la décomposition. La minimisation est effectuée alternativement sur tous les modes dans
une dimension donnée.
8. L’algorithme peut par exemple converger pour un rang donné mais pas pour un autre rang in-
férieur ou supérieur.
9. La stratégie gloutonne ne permet cependant pas d’obtenir un minimum global. Aussi des straté-
gies demise à jour doivent être employées pour améliorer la précision de l’approximation [Nouy, 2010a,
Falcó et Nouy, 2012].
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5.3 Algorithmes
Dans cette section, on présente les prototypes des algorithmes classiquement util-
isés pour résoudre le problème de minimisation (5.13) associé aux définitions clas-
siques 10 de la PGD. Globalement, on peut distinguer deux types de stratégie, à savoir
la construction directe et la construction gloutonne, pour lesquelles le problème (5.13)
est défini respectivement dans RM ou R1.
Remarque 5.6. Pour ces deux types de construction, le problème (5.13) est résolu à l’aide
d’une stratégie de minimisation alternée. Les mappings définis dans le cadre de cette
stratégie, sont détaillés pour la PGD associée au critère d’orthogonalité de Galerkin. La
PGD en minimum de résidu (dans la norme
∥∥ ∥∥
2) peut être implémentée à partir de ces
mappings en remplaçant simplement les opérateurs A et b du problème par les opéra-
teurs A′D. A et A′D. b associés au problème symétrisé (à gauche). On pourra en effet vérifier
l’égalité suivante pour tout u? ∈RM ,
δ(12
∥∥b−AD. u?∥∥22)
δu?
D. δu? =
δ(12〈u? , u?〉A′D. A−〈u? , A′D. b〉2)
δu?
D. δu? . (5.15)
De façon équivalente, les mappings associés au critère d’orthogonalité de Petrov-
Galerkin peuvent être appliqués directement aux opérateurs du problème symétrisé.
5.3.1 Construction directe
La construction directe consiste à minimiser la fonctionnelle J par rapport à tous
les modes, en alternant la minimisation par rapport aux modes spatiaux et temporels.
Cette minimisation alternée s’écrit :
• connaissant [λ1, · · · ,λM ] ∈RnT×M , trouver [w1, · · · ,wM ] ∈RnS×M tels que :
[w1, · · · ,wM ]= arg min
[w?1 ,··· ,w?M ]∈RnS×M
J(
M∑
m=1
w?m ⊗λm) , (5.16a)
• connaissant [w1, · · · ,wM ] ∈RnS×M , trouver [λ1, · · · ,λM ] ∈RnT×M tels que :
[λ1, · · · ,λM ] ∈RnT×M = arg min
[λ?1 ,··· ,λ?M ]∈RnT ×M
J(
M∑
m=1
wm ⊗λ?m) . (5.16b)
On répète alors successivement ces deux étapes jusqu’à convergence de la méthode.
Chaque étape de (5.16) est associée à la résolution d’un système linéaire. Celui-ci est
obtenu en écrivant la condition de stationnarité associée au problème de minimisa-
10. L’implémentation de la définition avec critère de Petrov-Galerkin n’est pas détaillée. On pourra
consulter [Nouy, 2010a] pour les détails concernant la définition des mappings.
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tion. Pour la définition (G)PGD, les conditions de stationnarité associées aux prob-
lèmes de minimisation (5.16a) et (5.16b) aboutissent aux mappings suivants :
SMdirect :
{
R
nT×M →RnS×M
[λ1, · · · ,λM ] 7→ [w1, · · · ,wM ]
tel que
[
S11 − S1M
|  |
SM1 − SMM
]
.
[ w1
|
wM
]
=
[
fS1
|
fS
M
]
, (5.17a)
TMdirect :
{
R
nS×M →RnT×M
[w1, · · · ,wM ] 7→ [λ1, · · · ,λM ]
tel que
[
T11 − T1M
|  |
TM1 − TMM
]
.
[
λ1
|
λM
]
=
[
fT1
|
fTM
]
, (5.17b)
où les opérateurs Smn et Tmn sont donnés pourm = 1, · · · ,M et n = 1, · · · ,M par
Smn =
MA∑
k=1
(λm .A
T
k .λn)A
S
k et Tmn =
MA∑
k=1
(wm .A
S
k .wn)A
T
k , (5.17c)
et les vecteurs f Sm et f
T
m sont donnés pourm = 1, · · · ,M par
f Sm =
Mb∑
k=1
(λm .b
T
k )b
S
k et f
T
m =
Mb∑
k=1
(wm .b
S
k)b
T
k . (5.17d)
La construction directe est résumée dans l’Algorithme 1. Cet algorithme permet
de trouver la solution optimale (qui minimise la fonctionnelle par rapport à tous les
modes) du problème demeilleure approximation (5.13). Cependant, il nécessite de ré-
soudre des problèmes spatiaux et temporels dont la taille (respectivement donné par
MnS ×MnS et MnS ×MnT ) dépend du rang M de l’approximation. Aussi, bien que
cet algorithme donne la meilleure approximation de rang M (au sens de la norme de
l’opérateur), il est inutilisable en pratique dès lors que le rang M devient trop impor-
tant.
Algorithm 1 Construction directe (PGD-S)
Entrées : A=∑MA
k=1A
S
k
⊗AT
k
, b=∑Mb
k=1b
S
k
⊗bT
k
Sortie : u=∑Mm=1wm ⊗λm
Paramètres : M ,ξmax,²max
1: Initialiser [λ1, · · · ,λM ]
2: for ξ= 1 to ξmax
3: [w1, · · · ,wM ]= SMdirect([λ1, · · · ,λM ])
4: [λ1, · · · ,λM ]= TMdirect([w1, · · · ,wM ])
5: Normaliser
6: Vérifier la convergence par rapport à ²max
7: end
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5.3.2 Constructions gloutonnes
La construction la plus simple et la moins coûteuse de la PGD est basée sur un
algorithme glouton (« greedy algorithm »). Cette construction est résumée dans l’Al-
gorithme 2. Pour construire l’approximation de rang m, on suppose que l’on connait
l’approximation de rangm−1, puis on calcule le meilleure enrichissement de rang un,
notéw⊗λ, quiminimise le résidu courant. C’est-à-dire, connaissant um−1, on cherche
w⊗λ ∈R1 tel que
w⊗λ= arg min
u?∈R1
J(um−1+u?) . (5.18)
Un fois cet enrichissement calculé, on met à jour la décomposition courante, c’est-à-
dire um =um−1+w⊗λ, puis on incrémente le rangm jusqu’à obtenir le décomposition
de rangM cherchée.
Le problème (5.18) deminimisation dans R1 est résolue avec la stratégie deminimi-
sation alternée 11. En écrivant la condition de stationnarité associée au problème (5.18)
alternativement par rapport aux modes spatial et temporel, on aboutit aux mappings
suivants :
Sglouton :
{
R
nT →RnS
λ 7→w tel que S.w =f
S , (5.19a)
Tglouton :
{
R
nS →RnT
w 7→λ tel que T.λ= f
T , (5.19b)
où les opérateurs S et T sont donnés par
S=
MA∑
k=1
(λ.ATk .λ)A
S
k et T=
MA∑
k=1
(w.ASk .w)A
T
k , (5.19c)
et les vecteurs f S et fT sont donnés en fonction du résidu r=∑Mr
k=1r
S
k
⊗rT
k
par
f S =
Mr∑
k=1
(λ.rTk )r
S
k et f
T =
Mr∑
k=1
(w.rSk )r
T
k . (5.19d)
Remarque 5.7. On remarquera dans l’Algorithme 2 que les étapes de résolution des
mappings (étapes (5) et (6)) dépendent du résidu courant r, qui est actualisé à l’étape
(10). Aussi, cette étape d’actualisation du résidu doit être regardée avec précautions. En
effet, le rang du résidu courant (noté Mr ) augmente à chaque fois que cette étape est
réalisée. Le sous-ensemble RMr des décompositions canoniques de rang Mr n’étant pas
un espace vectoriel, on ne peut pas « écraser » la variable utilisée pour le stockage du
11. On fixe λ et on minimise dans RnS ⊗ {λ} pour obtenir w, puis on fixe w et on minimise dans
{w}⊗RnT pour obtenir λ, et ainsi de suite.
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résidu par sa valeur actualisée. Aussi, la somme dans l’étape (10) doit être vue comme
une étape de stockage du résidu sous la forme
∑Mr
k=1r
S
k
⊗rT
k
+∑MA
k=1A
S
k
.w⊗AT
k
.λ. Cette
stratégie permet de calculer une fois pour toute, les (nombreux) produitsmatrice-vecteur
que l’on rencontre aumoment de l’assemblage desmappings des étapes (5) et (6). Le rang
du résidu à l’itération m est cependant donné par Mr =Mb + (m−1)MA et son stockage
peut rapidement devenir coûteux si m devient trop grand.
Algorithm 2 Construction gloutonne (PGD-P)
Entrées : A=∑MA
k=1A
S
k
⊗AT
k
, b=∑Mb
k=1b
S
k
⊗bT
k
Sortie : u=∑Mm=1wm ⊗λm
Paramètres : M ,ξmax,²max
1: r= b
2: form = 1 toM
3: Initialiser λ
4: for ξ= 1 to ξmax
5: w = Sglouton(λ;r)
6: λ= Tglouton(w;r)
7: Normaliser
8: Vérifier la convergence par rapport à ²max
9: end
10: r= r−AD.w⊗λ
11: wm =w, λm =λ
12: end
Construction gloutonne avecmises à jour
L’approximation de rangM obtenue à la fin de la construction gloutonne n’est pas
optimale (on minimise seulement le problème (5.13) par rapport au mode courant).
Aussi, des stratégies de mise à jour de toute la décomposition courante, ont été pro-
posées afin d’améliorer la précision de l’approximation gloutonne. La plus part des
stratégies proposées 12 consiste à effectuer quelques résolutions alternatives des map-
pings Smdirect et T
m
direct en les initialisants avec la décomposition courante de rang m,
avant de passer au calcul du mode suivant [Nouy, 2010a, Falcó et Nouy, 2012]. Cette
stratégie nécessite cependant de pouvoir résoudre ces mappings, ce qui n’est plus
possible dès lors que m devient trop grand. On propose ici une approche légère-
ment différente qui permet demettre à jour les modes même lorsquem devient grand
12. Une autre approche consiste à exploiter les itérés du processus de minimisations alternées (don-
nés par w(0) et w(ξ) = S1glouton(T 1glouton(w(ξ−1))) pour ξ = 1, · · · ,M) pour constuire un sous-espace de
modes spatiaux (qui peut être vue comme un sous-espace de Krylov), puis de mettre à jour les modes
temporels sur ce sous-espace avec le mapping TMdirect [Nouy, 2008, Tamellini et al., 2012].
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[Boucinha et al., 2013b]. L’idée est d’effectuer ξudp itérations d’un algorithme de min-
imisations alternées dans Rm , qui peut être vue comme une approche de type Gauss-
Seidel par blocs 13 pour résoudre les mappings Smdirect et T
m
direct. La construction glou-
tonne avec cette stratégie de mise à jour est résumée dans l’Algorithme 3.
Algorithm 3 Construction gloutonne avecmise à jour (PGD-P+upd)
Entrées : A=∑MA
k=1A
S
k
⊗AT
k
, b=∑Mb
k=1b
S
k
⊗bT
k
Sortie : u=∑Mm=1wm ⊗λm
Paramètres : M ,ξmax,²max,ξupd
1: r= b
2: form = 1 toM
3: Faire les étapes (3) à (11) de l’Algorithme 2
4: for ξ= 1 to ξupd
5: for i = 1 tom
6: r= b−∑mj=1, j 6=i AD.w j ⊗λ j
7: wi = Sglouton(λi ;r)
8: λi = Tglouton(wi ;r)
9: Normaliser
10: end
11: end
12: r= b−∑mi=1AD.wi ⊗λi
13: end
Remarque 5.8. On remarquera dans l’Algorithme 3, que la boucle de mise à jour de la
décomposition courante (étape (4)) nécessite de re-calculer le résidu courant. De ce fait,
l’assemblage des mappings (7) et (8) est plus coûteux que dans le cas d’une construction
gloutonne pure.
Construction gloutonne avec projection
Dans l’approche initiale proposée par [Ammar et al., 2007], une étape de projection
sur une base réduite est ajoutée à l’algorithme glouton. Supposons que l’on connaisse
M modes espace-tempsw1⊗λ1, · · · ,wM ⊗λM , et que l’on puisse construire un espace
réduit 14 (notéUM ) à partir de cesmodes. Dans ce cas la projectionuM deu sur l’espace
réduit UM s’écrit sous la forme,
uM =
M∑
m=1
αmwm ⊗λm avec αm ∈R , (5.20)
13. On écrit le problème de minimisation dans Rm mode par mode, en alternant l’espace et le temps.
14. On suppose que dim(UM )=M <<nSnT
125
Cette thèse est accessible à l'adresse : http://theses.insa-lyon.fr/publication/2013ISAL0118/these.pdf 
© [L. Boucinha], [2013], INSA de Lyon, tous droits réservés
5. État de l’art sur la décomposition généralisée propre
et les coefficients αm sont obtenus en résolvant le système linéaire suivant :
M∑
n=1
〈wm ⊗λm ,wn ⊗λn〉Aαn = 〈wm ⊗λm , b〉2, pourm = 1, · · · ,M . (5.21)
En pratique, on observe peu de différence entre l’approximation de rangM construite
de cette façon et celle obtenue avec une construction gloutonne pure. Une améliora-
tion de cette stratégie a été proposée par [Giraldi, 2012]. L’idée est de construire un
espace réduit « plus riche ». On suppose cette fois que l’on connaitM modes en espace
et M modes en temps, et on définit deux espaces réduits à partir de ces modes, notés
respectivement US
M
et UTM . L’espace réduit espace-temps (noté U
ST
M
) est alors construit
par tensorisation de ces espaces, soit UST
M
=US
M
⊗UTM . Dans ce cas, la projection uM de
u sur UST
M
s’écrit sous la forme,
uM =
M∑
mS=1
M∑
mT=1
αmSmTwmS ⊗λmT , (5.22)
et les coefficients αmSmT sont obtenus en résolvant le système linéaire
M∑
nS=1
M∑
nT=1
〈wmS ⊗λmT ,wnS ⊗λnT 〉AαnSnT = 〈wmS ⊗λmT , b〉2 , (5.23)
pourmS = 1, · · · ,M , etmT = 1, · · · ,M .
L’utilisation de cette projection dans le cadre d’une construction gloutonne de la base
réduite est résumée dans l’Algorithme 4. Les étapes (4) et (5) nécessitent de définir
un produit scalaire pour orthogonaliser les modes. On choisit ici le produit scalaire
canonique.
Remarque 5.9. En pratique, on stoppe l’algorithme à l’étape (4) ou (5) si rang(USm−1)=
rang(USm) ou rang(U
T
m−1)= rang(UTm).
Remarque 5.10. Le système linéaire associé à la projection peut rapidement devenir
coûteux lorsque le rang m augmente. On doit en effet résoudre un système linéaire de
taille m2×m2, dont la matrice est entièrement peuplée.
Remarque 5.11. La décomposition écrite sous la forme de l’équation (5.22) appartient
au sous-ensemble des tenseurs de Tucker. L’utilisation de ce format dans le cadre des
algorithmes PGD nécessite une implémentation spécifique. On notera que des implé-
mentations Matlab pour l’approximation a posteriori de tenseur dans ce type de format
(Tucker, Tucker hiérarchique,...) ont notamment été proposées par [Bader et al., 2012].
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Algorithm 4 Construction gloutonne avec projection (PGD-P+proj)
Entrées : A=∑MA
k=1A
S
k
⊗AT
k
, b=∑Mb
k=1b
S
k
⊗bT
k
Sortie : u=∑Mi=1∑Mj=1αi jwi ⊗λ j
Paramètres : M ,ξmax,²max
1: r= b
2: form = 1 toM
3: Faire les étapes (3) à (11) de l’Algorithme 2
4: Orthonormaliserwm àw1, · · · ,wm−1
5: Orthonormaliser λm à λ1, · · · ,λm−1
6: Résoudre la projection (5.23)
7: r= r−AD. ∑mi=1∑mj=1αi jwi ⊗λ j
8: end
5.3.3 Commentaires
Certains détails techniques n’ont pas été mentionnés dans la description des al-
gorithmes. Ces points concernent l’initialisation des modes, le critère d’arrêt pour les
itérations de minimisations alternées et la normalisation des modes. Ils sont rapide-
ment précisés dans cette partie. Pour simplifier la lecture, on introduit les acronymes
suivants de façon similaire à ceux proposés par [Nouy, 2010a] :
• PGD-S désigne l’algorithme de construction directe 15,
• PGD-P désigne l’algorithme de construction gloutonne pure 16,
• PGD-P+upd désigne l’algorithme de construction gloutonne avec mise à jour,
• PGD-P+proj désigne l’algorithme de construction gloutonne avec projection.
Initialisation desmodes
Pour tous les algorithmes gloutons, l’initialisation du mode en temps est réalisée
avec un vecteur peuplé de uns, que l’on normalise. L’initialisation pour l’algorithme
PGD-S doit être effectuée avec plus de précautions. On peut par exemple utiliser un
des algorithmes gloutons pour calculer une approximation de rang M qui serve d’ini-
tialisation pour les modes en temps. Cependant, les modes en temps obtenus de cette
façon peuvent être linéairement dépendants, et l’algorithme ne converge pas dans ce
cas. Aussi, la stratégie la plus robuste est d’initialiser l’algorithme PGD-S en procédant
de façon progressive : on calcule u1, u2 jusqu’à uM (avec l’algorithme PGD-S à chaque
fois) en initialisant la décomposition de rangm avec la décomposition de rangm−1,
le dernier mode étant initialisé avec un vecteur de uns normalisé.
15. Cet algorithme peut être vue comme un algorithme d’itérations du sous-espace, d’où le S pour
« Subspace iterations ».
16. Cet algorithme peut être vue comme un algorithme de puissances itérées avec déflation, d’où le P
pour « Power iterations ».
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Critère d’arrêt pour les itérations deminimisations alternées
Pour tous les algorithmes, le critère d’arrêt pour les itérations de minimisations
alternées, est basé sur la stagnation de la fonctionnelle que l’on cherche à minimiser.
Ce critère s’écrit à l’itération ξ de la façon suivante :
²(ξ)= |J
(ξ)− J (ξ−1)|
J (ξ)
, (5.24)
avec J (ξ) =
{
J(u(ξ)
M
) (PGD-S)
J(um−1+w(ξ)⊗λ(ξ)) (PGD-P)
.
On stoppe les itérations de minimisations alternées lorsque ²(ξ)≤ ²max.
Normalisation desmodes
La normalisation des modes, entre les étapes du processus de minimisations al-
ternées, permet d’éviter un phénomène rencontré assez fréquemment lorsque les
modes ne sont pas normalisés. Dans ce cas, on observe que la norme du mode spatial
tend vers zéros alors que la norme du mode en temps tend vers l’infini (ou inverse-
ment). Pour éviter ce phénomène, on normalise les modes (spatiaux et temporels)
après chaque résolution d’un mapping. Puis à la fin d’une itération donnée, on redis-
tribue la norme du mode espace-temps sur chaque mode en espace et en temps 17.
C’est-à-dire, que pour chaque itération de minimisations alternées, on réalise les
étapes suivantes :
1: w = S(λ)
2: αS =
∥∥w∥∥2
3: w =w/αS
4: λ= T (w)
5: αT =
∥∥λ∥∥2
6: λ=λ/αT
7: α=αTαS
8: w =pαw
9: λ=pαλ
Remarque 5.12. Le choix de la norme
∥∥ ∥∥
2 est purement pratique (c’est la normalisation
la moins coûteuse). Cependant, il peut être intéressant de normaliser les modes espace-
temps (à convergence du processus de minimisation alternées) dans la norme associée
à la définition a posteriori de la décomposition. Dans ce cas, le scalaire α peut être util-
isé pour évaluer la précision de l’approximation de rang M obtenue. On a en effet la
propriété suivante pour toutes les définitions a posteriori du Tableau 5.1,
∥∥u−uM ∥∥2= ∥∥u∥∥2− M∑
m=1
α2m , (5.25)
17. Cette procédure est notamment utilisée dans la toolbox Matlab de [Bader et al., 2012].
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où le scalaire αm est la norme du m
ième mode espace-temps à la sortie du processus de
minimisation alternée, et
∥∥ ∥∥ est la norme de la définition a posteriori. Une stratégie
grossière pour choisir le rang M de l’approximation de façon adaptative, est ainsi de
comparer les valeurs de αm .
Exemple 5.1. (Complexité des algorithmes PGD ) Dans cet exemple, on évalue la
complexité des algorithmes PGD. Pour tous les algorithmes, l’étape la plus coûteuse
est la résolution des mappings.
Dans le Tableau 5.2, on a regroupé la complexité de cette étape, on supposant
que l’on cherche une approximation de rang M et que le processus de minimisa-
tions alternées converge en ξmax itérations. On rappelle que lin (n) est la complexité
associée à la résolution d’un système linéaire de taille n×n. Pour les mêmes valeurs
de M et ξmax, les constructions gloutonnes pure et avec projection sont les moins
coûteuses. La mise à jour de la contruction gloutonne ajoute un coût de l’ordre de
M2
2 ξupd(lin (nS)+ lin (nT )) qui n’est donc pas négligeable lorsqueM est grand. Enfin, le
coût de la construction directe devient rapidement prohibitif lorsque le rang M aug-
mente (les systèmes linéaires à résoudre sont de taillesMnS ×MnS ouMnT ×MnT ).
Algorithme Complexité de la résolution des mappings
PGD-P Mξmax
(
lin (nS)+ lin (nT )
)
PGD-P+proj Mξmax
(
lin (nS)+ lin (nT )
)
PGD-P+upd
(
Mξmax+ M(M+1)2 ξupd
)(
lin (nS)+ lin (nT )
)
PGD-S ξmax
(
lin (MnS)+ lin (MnT )
)
TABLE 5.2: Complexité associé à la résolution des mappings pour différents algo-
rithmes PGD.
À la complexité de la résolution des mappings, on doit également ajouter la com-
plexité de leur assemblage. Les opérations associées sont des produitsmatrice-vecteur
(on compte (2nnz−n) opérations), des produits scalaires (on compte n opérations) et
des sommes de matrices (on compte nnz opérations), où on a noté nnz= nnzS +nnzT
avec nnzS et nnzT les nombres moyens d’entrées différentes de zéros dans les opéra-
teurs AS
k
et AT
k
respectivement, et n =nS+nT avec nS et nT les dimensions des espaces
d’approximation. En supposant que l’on stocke le résidu courant sous la forme décrite
dans la Remarque 5.7, on obtient les complexités présentées dans le Tableau 5.3 pour
les constructions gloutonne pure et directe.
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Algorithme Complexité de l’assemblage des mappings
PGD-P ξmax(3MMAnnz+M(M −1)MAn+2MMbn)+MMA(2nnz−n)
PGD-S ξmax(3M2MAnnz+2MMbn)
TABLE 5.3: Complexité associé à l’assemblage des mappings pour différents algo-
rithmes PGD.
En supposant que nnz >> n, l’assemblage des mappings nécessite de l’ordre de
3ξmaxMMAnnz pour l’algorithme PGD-P et de l’ordre de 3ξmaxM2MAnnz pour l’algo-
rithme PGD-S. On comprend donc que cette étape n’est pas négligeable dès lors que
ξmax,M ouMA sont grands. Notamment pour le problème symétrisé, on aMA′A =M2A.
Pour cette raison, la définition PGD en minimum de résidu est plus coûteuse que la
définition avec critère de Galerkin. On notera cependant que toutes ces opérations
peuvent être parallélisées avec un gain quasiment linéaire.
5.4 Extension pour les problèmesmultichamps
Dans cette section, on précise la définition de la PGD (ainsi que les algorithmes
associés) dans le cas de problèmes multichamps. On rappelle que dans notre implé-
mentation, le problème à F champs consiste à trouver le F -tuple de tenseurs [u] tel
que
[[A]]D. . [u]= [b] , (5.26)
où les composantes Ai j et bi sont données pour i , j = 1, · · · ,F sous format séparé par
Ai j =
MA(i , j )∑
k=1
ASi jk ⊗ATi jk et bi =
Mb(i )∑
k=1
bSik ⊗bTik . (5.27)
Séparation de variables dans le casmultichamps
Dans le cadre de la PGD, la séparation de variables espace-temps a été
utilisée pour traiter des problèmes multichamps par [Dureisseix et al., 2003,
Néron et Dureisseix, 2008, Néron, 2010, Beringhier et al., 2010] 18. Dans toutes ces
contributions, chaque composante ui du F -tuple [u] est approchée avec une dé-
composition différente, c’est-à-dire que les modes espace-temps sont différents
18. Une séparation en variables spatiales a également été appliquée pour approcher des champs de
vecteurs par [Dumon et al., 2011, Bognet et al., 2012].
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d’un champ à un autre. Une approximation [u]M de [u] est donc cherchée dans le
sous-ensemble RF,M défini par
RF,M =
{
[u] | ui ∈RnS (i )⊗RnT (i ) et ui =
M∑
m=1
wim ⊗λim pour i = 1, · · · ,F
}
, (5.28)
où on utilise le même rangM pour approcher chaque tenseur ui 19.
Définition de lameilleure approximation dans la norme canonique
Afin de définir la meilleure approximation de rang M , on introduit la « norme
canonique » (notée
∥∥ ∥∥
2) dans le cas multichamps. Cette norme est définie (sur
l’ensemble des F -tuples de tenseurs d’ordreD = 2) par
∥∥ [u]∥∥2= ([u]D. . [u])1/2 = ( F∑
i=1
ui D. ui
)1/2 . (5.29)
On définit alors la meilleure approximation [u]M de [u] dans RF,M au sens de cette
norme par
[u]M = arg min
[u]?∈RF,M
∥∥ [u]− [u]?∥∥2 . (5.30)
Remarque 5.13. Avec le choix de la norme
∥∥ ∥∥
2, le problème (5.30) revient à appliquer
le problème (5.5) pour chaque composante ui , pour i = 1, · · · ,F . Dans la suite de cette
section, on verra que la définition de la meilleure approximation est moins triviale dans
le cas d’une norme énergétique.
Remarque 5.14. Les composantes du F-tuple [u] peuvent être associées à différentes
physiques. La norme définie à l’équation (5.29) implique donc la sommation de quan-
tités qui ne sont pas nécessairement homogènes en termes d’unités physiques. Aussi, un
changement de variables doit être effectué afin de garantir l’homogénéité des différentes
quantités sommées dans la norme multichamps 20.
Procédures de partitionnement ou approchesmonolithiques
On distingue traditionnellement, deux grandes classes de méthodes pour ré-
soudre des problèmes multi-champs, à savoir les procédures de partitionnement et
les approches monolithiques. Dans les procédures de partitionnement, les différentes
19. Dans le cas où l’erreur due à une approximation de rangM est très différente pour chaque champ,
il serait avantageux de considérer des rangs différents pour approcher chaque champ. Une telle ap-
proche nécessiterait cependant de « casser » la procédure monolitique décrite dans la suite de section.
Elle demanderait également de pouvoir évaluer l’erreur de décomposition, à une itération donnée, pour
chaque champ. On se contente ici d’utiliser le même rang pour chaque champ.
20. Le changement de variables utilisé pour les formulations en déplacement-vitesse utilisées dans ce
manuscrit, sera précisé à la fin du chapitre.
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a priori a posteriori
J([u]?; [[A]], [b]) J([u]?; [u])
(G)PGD 12〈[u]? , [u]?〉[[A]]−〈[u]? , [b]〉2 12
∥∥ [u]− [u]?∥∥2[[A]]
(R)PGD 12
∥∥ [b]− [[A]]D. . [u]?∥∥22 12∥∥ [u]− [u]?∥∥2[[A]]′D. . [[A]]
SVD 12
∥∥ [b]− [[A]]D. . [u]?∥∥2([[A]]D. . [[A]]′)−1 12∥∥ [u]− [u]?∥∥22
POD 12
∥∥ [b]− [[A]]D. . [u]?∥∥2([[A]]D. . [[N]]−1 D. . [[A]]′)−1 12∥∥ [u]− [u]?∥∥2[[N]]
TABLE 5.4: Définitions a priori et a posteriori de la fonctionnelle J dans le cas multi-
champs.
physiques du problème sont traitées séparément [Felippa et al., 2001]. Ces approches
ont notamment été couplées avec la PGD par [Dureisseix et al., 2003, Néron, 2010].
Un des principaux avantages des procédures de partitionnement est la possibilité
d’utiliser différentes discrétisations en espace et en temps pour chaque physique
[Néron et Dureisseix, 2008]. La deuxième classe de méthode concerne les approches
monolithiques. Ces approches reposent sur une formulation du problème sous la
forme d’un unique système d’équations. Le problème (5.26) est par exemple formulé
de façon monolithique (sur le domaine espace-temps). Les méthodes monolitiques
sont généralement préférées pour leurs propriétés numériques (convergence, stabilité,
précision), notamment lorsque les différentes physiques présentent un couplage fort
[Michler et al., 2004]. Une des principales limitations de ces méthodes est rencontrée
lorsque le problème est formulé de façon monolitique en espace et que l’on souhaite
utiliser une discrétisation en temps différente pour chaque physique. Cette difficulté
est levée en écrivant le problème de façon monolitique sur le domaine espace-temps,
comme c’est le cas dans ce manuscrit.
D’autre part, la définition d’un résidu multichamps n’est pas triviale dans le cas
d’une procédure de partitionnement. Aussi, on privilégie ici une approche monoli-
tique sur le domaine espace-temps, pour laquelle la définition du résidumultichamps
est plus naturelle.
Définition de lameilleure approximation dans une norme énergétique
Toutes les définitions introduites dans le cas à un champ, peuvent être généralisées
dans le cas multichamps sous la forme : trouver [u]M ∈RF,M tel que
[u]M = arg min
[u]?∈RF,M
J([u]?) , (5.31)
où la fonctionnelle J est donnée dans le cas multichamps dans le Tableau 5.4.
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Le point clé concerne la procédure de minimisation alternée que l’on choisit pour
résoudre ce problème. On adopte ici une procédure monolithique, alternativement en
espace et en temps. C’est-à-dire que l’on minimise alternativement la fonctionnelle
par rapport à tous les modes en espace et à tous les modes en temps. Dans le cas d’une
approximation de rang un, cette procédure s’écrit de la façon suivante :
• connaissant
[
λ1
|
λF
]
∈RnT (1)+···+nT (F ), trouver
[w1
|
wF
]
∈RnS (1)+···+nS (F ) tels que :
[w1
|
wF
]
= arg minw?1|
w?F
∈RnS (1)+···+nS (F )
J(
[
w?1 ⊗λ1
|
w?F⊗λF
]
) , (5.32a)
• connaissant
[w1
|
wF
]
∈RnS (1)+···+nS (F ), trouver
[
λ1
|
λ1
]
∈RnT (1)+···+nT (F ) tels que :
[
λ1
|
λF
]
= arg minλ?1|
λ?F
∈RnT (1)+···+nT (F )
J(
[
w1⊗λ?1
|
wF⊗λ?F
]
) , (5.32b)
La procédure est similaire dans le cas d’une approximation dans RF,M .
Remarque 5.15. Les problèmes de minimisation (5.32) conduisent à la résolution
alternative de systèmes linéaires de tailles respectives (
∑F
i=1nS(i )) × (
∑F
i=1nS(i )) et
(
∑F
i=1nT (i ))× (
∑F
i=1nT (i )). On pourrait partitionner ces problèmes de façon à n’avoir
à résoudre que des systèmes de tailles nS(i )×nS(i ) ou nT (i )×nT (i ) pour i = 1, · · · ,F . En
pratique, on observe cependant qu’un tel partitionnement dégrade la vitesse de conver-
gence du processus de minimisations alternées.
Algorithmes dans le casmultichamps
Les prototypes des algorithmes utilisés pour calculer l’approximation de rang M
sont très similaires au cas d’un problème à un champ. Aussi, ils ne sont pas détaillés
dans le cas de problèmes multichamps. Les principales différences sont les suivantes :
• Les mappings sont écrits dans le cas multichamps. Pour la définition (G)PGD et
la construction gloutonne, on a par exemple :
Sglouton :
R
nT (1)+···+nT (F )→RnS (1)+···+nS (F )[
λ1
|
λF
]
7→
[w1
|
wF
] tel que [ S11 − S1F|  |
SF1 − SFF
]
.
[w1
|
wF
]
=
[
fS1
|
fS
F
]
,
(5.33a)
Tglouton :
R
nS (1)+···+nS (F )→RnT (1)+···+nT (F )[w1
|
wF
]
7→
[
λ1
|
λF
]
tel que
[
T11 − T1F
|  |
TF1 − TFF
]
.
[
λ1
|
λF
]
=
[
fT1
|
fTF
]
,
(5.33b)
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où les opérateurs Si j et Ti j sont donnés pour i , j = 1, · · · ,F par
Si j =
MA(i , j )∑
k=1
(λi .A
T
ki j .λ j )A
S
ki j et Ti j =
MA(i , j )∑
k=1
(wi .A
S
ki j .w j )A
T
ki j , (5.33c)
et les vecteurs f S
i
et fT
i
sont donnés pour i = 1, · · · ,F en fonction du résidu [r]
(où ri =
∑Mr (i )
k=1 r
S
ki
⊗rT
ki
) par
f Si =
Mr (i )∑
k=1
(λi .r
T
ki )r
S
ki et f
T
i =
Mr (i )∑
k=1
(wi .r
S
ki )r
T
ki . (5.33d)
• Les opérateurs du problème symétrisé sont donnés par [[A]]′D. . [[A]] et [[A]]′D. . [b].
• Pour la construction gloutonne avec projection, chaque composante ui est ap-
prochée sous la forme de l’équation (5.22).
• La procédure de normalisation est appliquée sur chacune des composantes wi
et λi pour i = 1, · · · ,F .
• Le critère d’arrêt est appliqué sur la fonctionnelle du problèmemultichamps.
Remarque 5.16. Dans le cas d’un problème multichamps, l’étude de la complexité
des algorithmes est similaire au cas à un champ décrit dans l’Exemple 5.1. On notera
cependant que la taille des mappings dépend du nombre de champs (voir la Re-
marque 5.15). Une autre différence concerne le rang des composantes de l’opérateur
du problème symétrisé. Dans le cas d’un problème multichamps, on a MA′A(i , j ) =∑F
k=1MA(k, i )MA(k, j ) et l’assemblage des mappings peut donc rapidement devenir très
coûteux.
Remarque 5.17. En pratique, tous les algorithmes ont été implémentés de façon
générique (avec le logiciel Matlab) pour un problème à F-champs et l’approximation
de tenseurs d’ordre D dans RDF,M .
134
Cette thèse est accessible à l'adresse : http://theses.insa-lyon.fr/publication/2013ISAL0118/these.pdf 
© [L. Boucinha], [2013], INSA de Lyon, tous droits réservés
Application à l’équation des ondes
5.5 Application à l’équation des ondes
Dans cette section, les différentes définitions de la PGD sont appliquées à l’équa-
tion des ondes. On présente tout d’abord les différents cas tests étudiés. Puis la con-
vergence de l’algorithme glouton est analysée pour toutes les définitions de la PGD
introduites précédemment. On compare ensuite les différents algorithmes pour la déf-
inition enminimumde résidu de la PGD. Quelques remarques sont émises concernant
le cas des problèmes multichamps. Enfin, la précision de l’approximation de rang M
obtenue avec la PGD est comparée avec la meilleure approximation de rangM au sens
de la norme
∥∥ ∥∥
2.
Description des cas tests
La PGD est ici appliquée à l’équation des ondes dans un milieu unidimensionnel
de longueur L = 1m et sur une durée de T = 5s. La célérité des ondes dans le milieu
est fixée à 1m/s. De cette façon, une onde parcourt 5 fois la distance L. On considère
les quatre configurations présentées sur la Figure 5.3. Chacune d’elles correspond à
l’activation d’une condition aux limites ou initiale différente, à savoir :
• un effort ponctuel p(t ) imposé au point x = 0 de type choc d’une durée ∆T telle
que κ= 10 (on rappelle que ∆T = L
c
p
κ
),
• un déplacement g (t ) imposé au point x = 0 de type choc d’une durée telle que
κ= 10,
• un déplacement initial u0(x) de type compression (on prend u0(x)= xL −1),
• une vitesse initiale v0(x) constante (on prend v0(x)= v0 pour x ∈ [0,L[ et v0(L)=
0 6= v0).
Pour tous les cas tests, une condition de Dirichlet est imposée nulle au point x = L.
Le problème espace-temps est discrétisé avec les méthodes d’approximation
présentées au Chapitre 1. Sauf mention contraire, on utilise des éléments finis P1 en
espace et les méthodes d’approximation en temps suivantes : le schéma de Newmark
(avec β = 1/4,γ = 1/2), les méthodes de Galerkin discontinues en temps à un champ
(TDG P2) et deux champs (TDG P1-P1), et la méthode de Galerkin continue en temps
à deux champs (TG P1-P1). Pour tous les cas tests, on utilise les mêmes paramètres du
maillage espace-temps, à savoir NS = 50 éléments en espace et NT = 100 intervalles de
temps (sauf mention contraire).
La solution du problème espace-temps obtenue pour les différents cas tests et
les différentes méthodes d’approximation est représentée sur la Figure 5.2 (on a
représenté seulement le champ de déplacement).
On conserve le point de vue discret dans les notations. On rappelle que U est la
représentation discrète du champ de déplacement, et V la représentation discrète du
champ de vitesse. On noteUM (resp. VM ) l’approximation de rangM deU (resp. V).
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L=10
t
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FIGURE 5.1: Conditions aux limites et initiales pour les différents cas tests.
Remarque 5.18. Dans le cas d’un problème multichamps faisant intervenir des quan-
tités physiques différentes (ici le déplacement et la vitesse), la norme associée à l’opéra-
teur du problème espace-temps engendre la sommation de quantités qui ne sont pas
homogènes en termes d’unités (voir la Remarque 5.14). Aussi, on remplace ici le champ
de vitesse V par V˜= θV et on procède de même pour le champ test V?. Cette stratégie re-
vient à remplacer les opérateurs [[A]] et [b] du problèmemultichamps par [[P]]D. .[[A]]D. .[[P]]
et [[P]]D. . [b] avec
[[P]]=
[
I 0
0 1θ I
]
, (5.34)
où I et 0 sont les tenseurs identités et zéros respectivement. Différents choix sont alors
possibles pour le paramètre θ. On prend ici θ =∆t . On trouvera des détails supplémen-
taires dans [Boucinha et al., 2013b] concernant les unités physiques des modes spatiaux
et temporels. Dans la suite de cette section, on note indifféremment V et V˜.
5.5.1 Comparaison des définitions
On compare ici les différentes définitions de la PGD introduites dans ce chapitre, à
savoir :
• la décomposition avec critère d’orthogonalité de Galerkin (G)PGD,
• la décomposition avec critère d’orthogonalité de Petrov-Galerkin (PG)PGD,
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• la décomposition avec critère d’orthogonalité de Petrov-Galerkin, appliquée sur
le problème symétrisé (PGsym)PGD,
• la décomposition en minimum de résidu dans la norme canonique (R)PGD,
• la décomposition enminimumde résidu dans une norme idéale (IMR)PGD (voir
le chapitre suivant) 21.
On utilise l’algorithme de construction gloutonne pure pour calculer l’approxima-
tion de rang M associée à chacune de ses définitions. Les paramètres de l’algorithme
sont fixés à ξmax = 50 et ²max = 10−3. Pour chacune des définitions, on évalue l’erreur
relative entre la solution discrète en déplacement (U) et son approximation de rangM
(UM ) définie par
err(UM )=
∥∥U−UM ∥∥2∥∥U∥∥2 . (5.35)
La construction est stoppée à un rangM tel que :
• err(UM )> 101 (l’algorithme diverge),
• err(UM )≤ 2.10−7 (l’algorithme a totalement convergé),
• 2.10−7 < err(UM )< 101 etM ≥ 500 (l’algorithme converge très lentement).
Afin de comparer la robustesse des différentes définitions de la PGD, les cal-
culs sont réalisés pour tous les cas tests et toutes les méthodes d’approximation
décrites précédemment. Les résultats obtenus sont présentés sur la Figure 5.2 où l’on
a représenté l’erreur err(UM ) en fonction du rang M . Les courbes noires représentent
les approximations PGD et les courbes rouges la meilleure approximation de rangM .
On peut faire les commentaires suivants :
• La définition (G)PGD diverge dans tous les cas testés.
• La définition (PG)PGD converge si l’équation des ondes est discrétisée avec la
méthode TG P1-P1. On observe cependant de fortes oscillations de l’erreur en
fonction du rangM . Cette définition diverge dans tous les autres cas testés.
• La définition (PGsym)PGD converge dans tous les cas testés. Pour lamajorité des
cas, il faut un rangM > 500 pour que l’erreur soit inférieure à 2.10−7. On observe
également de fortes oscillations de l’erreur en fonction du rangM .
• La définition (R)PGD converge dans tous les cas testés. L’erreur 2.10−7 est
obtenue pour presque tous les cas avec un rang M < 500. La convergence de
l’erreur en fonction du rang M est marquée par une succession de phases de
stagnation puis convergence très rapide 22.
21. Pour cette définition, on utilise une construction gloutonne avec un seul mode auxiliaire.
22. Grossièrement, on observe « des marches » sur les courbes de convergence.
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FIGURE 5.2: Erreur relative entre la solution (en déplacement) du problème espace-temps et son approximation de rangM .
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• La définition (IMR)PGD converge dans tous les cas testés. L’erreur 2.10−7 est
obtenue dans tous les cas avec un rang M < 500. Pour les faibles valeurs de M
(typiquement M ≤ 10), l’erreur obtenue avec cette définition de la PGD est très
proche de l’erreur obtenue avec la SVD.
Pour les problèmes de dynamique transitoire testés, les définitions de la PGD les
plus robustes sont donc celles en minimum de résidu 23. Dans la suite de ce chapitre,
on analyse plus en détails la définition en minimum de résidu dans la norme canon-
ique (R)PGD. La description de la définition en minimum de résidu dans une norme
idéale est l’objet du chapitre suivant.
5.5.2 Comparaison des algorithmes
On compare ici les différents algorithmes présentés dans ce chapitre pour calculer
la PGD. On considère uniquement la définition en minimum de résidu (R)PGD. On
compare les constructions gloutonne pure (PGD-P), gloutonne avec projection (PGD-
P+proj), gloutonne avec mise à jour (PGD-P+upd avec ξupd = 1 ou 5), et directe (PGD-
S). Les calculs sont réalisés pour tous les cas tests et toutes les méthodes d’approxima-
tion. La construction est stoppée lorsque le résidu relatif est inférieur à 2.10−7 ou que
le rangM ≥ 50. Pour l’algorithme PGD-S, on calcule la décomposition jusqu’àM = 20.
La convergence des algorithmes est analysée en terme du résidu relatif ou de l’erreur
relative.
Convergence du résidu
Dans le cas d’un problème à un champ (déplacement), le résidu relatif est donné
en fonction du rangM par
res(UM )=
∥∥b−AD. UM ∥∥2∥∥b∥∥2 . (5.36)
Dans le cas d’un problème à deux champs (déplacement-vitesse), on note [u]= [U,V]
et [u]M = [UM ,VM ], et le résidu relatif est donné en fonction du rangM par
res(UM ,VM )=
∥∥ [b]− [[A]]D. . [u]M ∥∥2∥∥ [b]∥∥2 . (5.37)
Les résultats obtenus pour tous les algorithmes et les différents cas tests sont présentés
sur la Figure 5.3 dans le cas d’un problème à un champ et sur la Figure 5.4 dans le cas
d’un problème à deux champs. On se concentre ici sur l’analyse de la convergence en
terme de résidu relatif en fonction du rangM .
On peut faire les commentaires suivants :
23. Cette conclusion semble naturelle dans la mesure où ce type de problème est non-symétrique.
On rappelle que la convergence de la PGD n’a été démontrée pour des problèmes non-symétriques que
pour la définition enminimum de résidu.
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5. État de l’art sur la décomposition généralisée propre
• Pour tous les algorithmes (R)PGD, le résidu décroît de façonmonotomne lorsque
la rangM augmente.
• L’algorithme (R)PGD-S donne la meilleure approximation de rang M au sens de
la minimisation du résidu (on pourra notamment comparer le résidu à un rang
donné, obtenu avec l’algorithme PGD-S ou avec la SVD).
• À un rang donné, l’algorithme (R)PGD-P est le moins précis.
• À un rang donné, la projection sur une base réduite (algorithme (R)PGD+proj)
améliore légèrement le résidu par rapport à l’algorithme de construction glou-
tonne pure.
• La mise à jour de la construction gloutonne (algorithme (R)PGD+upd) permet
d’obtenir une très bonne approximation de la meilleure approximation de rang
M (au sens du minimum de résidu) donnée par l’algorithme (R)PGD-S. L’aug-
mentation du nombre d’itérations de mise à jour (ξupd) améliore légèrement la
précision de cette approximation.
Convergence de l’erreur
On analyse maintenant la convergence de l’approximation de rang M en terme
d’erreur relative. L’évolution de l’erreur relative est représentée sur la Figure 5.3 pour le
champ de déplacement (err(UM )) et sur la Figure 5.4 pour les champs de déplacement
et de vitesse (err(UM ) et err(VM )). On peut faire les commentaires suivants :
• L’algorithme (R)PGD-S donne une bonne approximation de la SVD (qui est la
meilleure approximation de rang M au sens de la minimisation de l’erreur dans
la norme
∥∥ ∥∥
2). Notamment, la minimisation du résidu multichamps permet
d’obtenir une bonne approximation de la SVD du champ de déplacement et de
vitesse.
• Globalement, l’analyse de la convergence de l’erreurmet en évidence des phases
de stagnation-convergence rapide, que l’on ne retrouve pas dans les courbes de
convergence du résidu. Cette observation traduit le fait que la minimisation du
résidu engendre des modes qui sont peu contribuants en terme de minimisa-
tion de l’erreur. On doit donc calculer de nombreux modes intermédiaires avant
d’obtenir un mode contribuant au sens de la minimisation de l’erreur.
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FIGURE 5.3: Erreur et résidu relatifs pour une approximation de rangM dans le cas de
problèmes à un champs et de la définition (R)PGD.
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FIGURE 5.4: Erreur et résidu relatifs pour une approximation de rang M dans le cas de problèmes à deux champs et de la
définition (R)PGD.
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Influence des paramètres ξmax et ²max
Les paramètres ξmax et ²max, qui contrôlent la convergence du processus de min-
imisations alternées, jouent un rôle clé concernant la complexité des algorithmes PGD.
Pour tous les cas testés, l’approximation de rang M obtenue avec ξmax = 10 itérations
est quasiment identique à celle obtenue avec ξmax =∞ et ²max = 10−6. Une étude dé-
taillée a été effectuée dans [Boucinha et al., 2013b] sur cet aspect et n’est pas représen-
tée ici.
Efficacité par rapport à une résolution incrémentale
L’efficacité de la PGD en terme de temps de calcul, doit être comparée à la méth-
ode de référence utilisée pour résoudre le problème espace-temps. On doit donc com-
parer la complexité des algorithmes PGD à la complexité d’une résolution incrémen-
tale. On réalise ici une telle comparaison pour le cas test avec condition de Dirichlet et
le schéma TDG P1-P1. On fixe tout d’abord les paramètres du maillage espace-temps
de façon à ce que l’erreur de discrétisation soit égale à 1%. Pour le cas test choisi et
le schéma TDG P1-P1, il faut NS = 224 éléments pour le maillage spatial et NT = 1024
intervalles de temps. Puis, on cherche le rangMmin tel que l’erreur due à une approxi-
mation de ce rang soit inférieure ou égale à 1%. En utilisant l’algorithme (R)PGD-P avec
ξmax = 10, on obtient Mmin = 293. En mesurant le temps cpu avec le logiciel Matlab, il
faut alors 6s pour obtenir la solution avec le schéma incrémental alors que la résolu-
tion de tous les mappings demande 39s et leur assemblage prend 75s. Pour ce cas test,
le solveur (R)PGD-P est donc bien plus coûteux que le solveur incrémental.
La même étude avec l’algorithme (R)PGD-P+upd1 aboutit à Mmin = 115. Cepen-
dant, la résolution de tous les mappings (y compris ceux de l’étape de mise à jour) de-
mande 112s et leur assemblage 107s. Une nouvelle fois, cet algorithme n’est pas com-
pétitif par rapport à une résolution incrémentale.
5.5.3 Optimalité de l’approximation PGD
L’algorithme (R)PGD-S donne la meilleure approximation de rang M au sens de la
minimisation de l’erreur dans la norme
∥∥ ∥∥
A′D. A. Cependant, l’objectif poursuivit dans
ce manuscrit est de calculer une bonne approximation de la meilleure approximation
de rangM au sens de laminimisation de l’erreur dans la norme
∥∥ ∥∥
2 (qui est la SVDdeU
tronquée au rangM). La comparaison effectuée sur les Figures 5.3 et 5.4 montre que la
décomposition calculée avec l’algorithme (R)PGD-S est une relativement bonne esti-
mation de la SVD.Néanmoins, lemaillage espace-temps utilisé pour tracer ces courbes
est très grossier. Et, lorsque l’on raffine celui-ci, on observe, pour une valeur du rangM
fixé, que l’approximation calculée avec l’algorithme (R)PGD-S est de moins en moins
précise en comparaison de la SVD tronquée au rang M (voir les résultats du Tableau
5.5).
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∥∥U−U10∥∥2/∥∥U∥∥2
NS ×NT SVD (R)PGD-S
50×100 2e-02 6e-01
100×200 4e-02 9e-01
200×400 6e-02 9e-01
400×800 6e-02 1e+00
TABLE 5.5: Erreur relative due à une approximation de rang M = 10 en fonction des
paramètres dumaillage espace-temps (cas test avec condition de Dirichlet et discrétisation
en temps avec TDG P1-P1, NS et NT sont le nombre d’éléments dans le maillage spatial et
temporel respectivement).
Dès lors que la dimension de l’espace de discrétisation est grande, la définition clas-
sique de la PGD en minimum de résidu échoue donc à fournir une bonne approxima-
tion de la meilleure approximation de rang M au sens de la norme
∥∥ ∥∥
2. Quel que soit
l’algorithme utilisé, l’approximation obtenue avec cette définition de la PGD ne sera
pas optimale au sens de la norme
∥∥ ∥∥
2. De plus, pour un rang M donné, l’approxima-
tion (R)PGD sera d’autantmoins précise que la dimension de l’espace de discrétisation
sera grande.
Un moyen de résoudre ce problème d’optimalité, consiste à utiliser un algorithme
de type (R)PGD pour construire une approximation non-optimale mais suffisamment
précise de la solution, puis à calculer a posteriori une SVD de l’approximation PGD
obtenue. On peut ensuite tronquer cette SVD de façon à supprimer les modes non
contribuants au sens de la norme
∥∥ ∥∥
2 (voir la Figure 5.5). Cette stratégie n’est cepen-
dant pas une méthode de réduction de modèle a priori, puisque l’on doit, dans une
première étape, calculer une bonne approximation de la solution de référence (sous la
forme d’une PGD contenant un nombre inutilement grand de modes espace-temps),
avant de calculer la meilleure approximation de rang M de cette approximation au
sens de la norme
∥∥ ∥∥
2. Dans le cas d’un problème de dynamique transitoire, le coût as-
socié au calcul d’une bonne approximation de la solution avec un algorithme de type
(R)PGD est prohibitif (dans le cas représenté sur la Figure 5.5 plus de 75% des modes
espace-temps sont inutiles).
5.6 Conclusion
Dans ce chapitre, un état de l’art desméthodes de réductionmodèle apriori, basées
sur la décomposition généralisée propre (PGD) a été proposé. Les définitions clas-
siques de la PGD, ainsi que les algorithmes de construction associés, ont été détaillés
dans un cadre générique à un champ puis étendus dans un cadre multichamps.
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Conclusion
FIGURE 5.5: Illustration d’une procédure permettant d’obtenir une bonne approxima-
tion de la SVD de U à partir d’une approximation PGD non-optimale mais suffisam-
ment précise.
Toutes les méthodes présentées ont été comparées sur quatres cas tests
académiques de propagation d’ondes. Chaque cas test a été choisi de façon à activer
une condition aux limites ou initiale différente (conditions de Dirichlet et de Neu-
mann, conditions initiales en déplacement et en vitesse) permettant ainsi de valider
la stratégie utilisée pour imposer ces conditions dans le cadre de la construction d’une
approximation à variables séparées espace-temps.
Les résultats obtenus ont montré que l’approximation PGD minimisant la norme
canonique du résidu est la plus robuste, pour approcher la solution d’un problème de
dynamique transitoire. Cependant, quel que soit l’algorithme utilisé, cette approxima-
tion n’est pas optimale, ni même précise, en comparaison de l’approximation de rang
M qui minimise l’erreur dans la norme
∥∥ ∥∥
2. Aussi, cette définition classique de la PGD
échoue à approcher efficacement la solution d’un problème de dynamique transitoire
sous la forme d’une représentation à variables séparées espace-temps. On doit calculer
un (trop) grand nombre demodes espace-temps pour obtenir une approximation suff-
isamment précise.
Cet échec est clairement lié à la dégradation de la précision de l’approximation
(R)PGD, pour un rang M donné, lorsque la dimension de l’espace d’approximation
augmente. On peut relier cette dégradation de la précision au mauvais condition-
nement de l’opérateur du problème espace-temps. Récemment, certains auteurs ont
proposé des stratégies de préconditionnement du système linéaire afin d’améliorer la
précision de l’approximation PGD 24. Dans le chapitre suivant, une nouvelle approche,
introduite par [Billaud-Friess et al., 2013] est présentée.
24. On pourra notamment consulter l’approche simplifiée proposée par [Barbarulo, 2012], ou les pré-
conditionneurs plus génériques développés par [Giraldi et al., 2013].
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Chapitre 6
PGD parminimisation du résidu dans
une norme idéale
Dans ce chapitre, une nouvelle définition de la PGD, récemment
introduite par [Billaud-Friess et al., 2013], est appliquée à un
problème académique d’élastodynamique transitoire. Cette nouvelle
définition permet d’obtenir, a priori, une très bonne approximation
de la meilleure approximation de rang M introduite au Chapitre 2.
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6. PGD par minimisation du résidu dans une norme idéale
6.1 Introduction
La définition classique de la PGD, par minimisation du résidu dans la norme
canonique, permet d’obtenir a priori une approximation à variables séparées espace-
temps de la solution du problème de dynamique transitoire. Cependant, l’approxima-
tion obtenue de cette façon est très peu précise en comparaison de la meilleure ap-
proximation de rang M définie au Chapitre 2. Pour obtenir une approximation suff-
isamment précise de la solution de référence, un trop grand nombre demodes espace-
temps doivent être calculés et stockés pour que la PGD classique soit efficace par rap-
port à un solveur incrémental. Dans ce chapitre, on présente une nouvelle stratégie, in-
troduite par [Billaud-Friess et al., 2013], qui permet d’obtenir, a priori, une très bonne
approximation de la meilleure approximation de rang M définie au Chapitre 2, sans
avoir à calculer un grande nombre de modes. Cette stratégie est ici appliquée, dans le
cadre d’une formulation multi-champs, à la résolution d’un problème académique de
dynamique transitoire dans unmilieu bidimentionnel [Boucinha et al., 2013a].
Définir a priori la meilleure approximation de rangM
On rappelle que la meilleure approximation de rang M de u ∈ RnS ⊗RnT consiste à
trouver uM ∈RM tel que
uM = arg min
u?∈RM
∥∥u−u?∥∥2 , (6.1)
où RM est le sous-ensemble des décompositions espace-temps de rang M et
∥∥ ∥∥
2 est
la norme canonique sur RnS ⊗RnT . Aussi, l’objectif poursuivi dans ce manuscrit est de
trouver cette meilleure approximation, sans connaitre le tenseur u. Les seules don-
nées dont on dispose sur le tenseur u, sont les opérateurs A et b du système linéaire
dont il est solution (qui sont donnés sous format tensoriel). L’opérateur A étant non-
symmétrique, on cherche, pour atteindre cet objectif, à définir un problème de min-
imisation du résidu dans une certaine norme.
L’idée générale est d’introduire une norme, telle que la minimisation du résidu
dans cette norme, soit équivalente àminimiser l’erreur dans la norme
∥∥ ∥∥
2. On cherche
donc un opérateur symétrique défini positif N (définissant la « norme idéale »
∥∥x∥∥N=√
xD. ND. x) tel que ∥∥u−u?∥∥2= ∥∥b−AD. u?∥∥N (6.2)
Clairement, le choix N = (AD. A′)−1 vérifie ces conditions. Le problème (6.1) est donc
équivalent à trouver uM ∈RM tel que
uM = arg min
u?∈RM
∥∥b−AD. u?∥∥(AD. A′)−1 . (6.3)
Le problème deminimisation (6.3) peut être interprété comme la définition a priori de
la décomposition en valeur singulière (SVD) du tenseur u, dans le cas où ce tenseur est
solution d’un problème non-symétrique.
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Description de l’algorithme
6.2 Description de l’algorithme
Bien sûr, le calcul de l’opérateur (AD. A′)−1 est au moins aussi coûteux qu’une ré-
solution directe du système linéaire. Aussi, l’objectif est maintenant, de trouver une
bonne approximation de la solution du problème (6.3) sans avoir à calculer explicite-
ment cet opérateur. L’algorithme introduit par [Billaud-Friess et al., 2013] et présenté
dans cette section, permet d’obtenir une telle approximation.
6.2.1 Construction directe
Pour résoudre la problème (6.3), [Billaud-Friess et al., 2013] introduisent tout
d’abord un algorithme de type gradient, qui peut être vue comme une extension
au problème d’approximation non-linéaire dans RM , des approches proposées par
[Cohen et al., 2012, Dahmen et al., 2012].
Algorithme de type gradient
Àune itération ξ donnée, on suppose que l’on connait une approximationu(ξ)
M
∈RM
de uM . Puis, pour éviter d’avoir à calculer explicitement l’opérateur de la norme idéale,
on introduit une variable auxiliaire y(ξ) ∈RnS ⊗RnT , telle que
y(ξ) = (AD. A′)−1 D. (b−AD. u(ξ)
M
) . (6.4a)
On calcule alors l’itéré suivant u(ξ+1)
M
∈RM en résolvant
u(ξ+1)
M
= arg min
u?∈RM
∥∥u(ξ)
M
+A′D. y(ξ)−u?
∥∥
2 . (6.4b)
On peut vérifier que si l’équation (6.4a) est résolu exactement, alors cette algorithme
converge vers la meilleure approximation de rang M en une itération, quelle que soit
l’initialisation u(0)
M
. Cependant, la résolution exacte de l’équation (6.4a) demande au-
tant d’efforts que la résolution du système linéaire AD. u = b, et ne peut donc pas être
réalisée en pratique. Aussi, l’idée proposée par [Billaud-Friess et al., 2013] est d’intro-
duire une perturbation de cette approche idéale.
Perturbation de l’algorithme de type gradient
Dans l’approche perturbée, l’étape (6.4a) est remplacée par une approximation de
faible rang (noté y(ξ)
R
∈ RR) de (AD. A′)−1 D. (b−AD. u(ξ)M ). Différentes stratégies peuvent
alors être employées pour calculer cette approximation. Le problème auxiliaire étant
symétrique, on choisit ici de calculer celle-ci avec la PGD de type Galerkin. Pour ré-
duire les coûts de calcul, on utilise une construction gloutonne. L’approche perturbée
obtenue de cette façon est appelée (IMR)PGD (« Ideal Minimal Residual PGD »). Elle
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s’écrit : connaissant u(ξ)
M
∈RM , trouver u(ξ+1)M ∈RM tel que
r(ξ) = b−AD. u(ξ)
M
, (6.5a)
y(ξ)
R
= (G)PGD-P(AD. A′, r(ξ),R) , (6.5b)
u(ξ+1)
M
= arg min
u?∈RM
∥∥u(ξ)
M
+A′D. y(ξ)
R
−u?
∥∥
2 , (6.5c)
où l’opérateur (G)PGD-P(A,b,M) donne une approximation de rangM de A−1 D. b, cal-
culée avec l’algorithme glouton de la PGD de type Galerkin.
Convergence de l’algorithme
Dans l’algorithme proposé par [Billaud-Friess et al., 2013], le rang R est choisi
adaptativement (à chaque itération ξ) de façon à respecter une certaine précision.
De cette manière, les auteurs ont démontré la converge de u(ξ)
M
vers un voisinage
de uM , dont la précision peut être contrôlée en adaptant le rang R. Cependant, le
critère permettant d’arrêter cette procédure engendre un coût supplémentaire non-
négligeable 1. Aussi, dans la stratégie présentée ici, le rang R est pris constant pour
toutes les itérations et la convergence de l’algorithme est vérifiée numériquement.
Estimateur d’erreur
Un autre aspect important de la stratégie proposée par [Billaud-Friess et al., 2013],
est de pouvoir estimer l’erreur
∥∥u−u(ξ)
M
∥∥
2 par une simple évaluation de
∥∥y(ξ)
R
∥∥
AD. A′ . Ils
montrent en effet, sous les hypothèses suivantes,
1. à chaque itération (ξ), l’approximation y(ξ)
R
de y(ξ) vérifie∥∥y(ξ)−y(ξ)
R
∥∥
AD. A′≤ δ
∥∥y(ξ)∥∥AD. A′ avec 0< δ< 12 , (6.6)
2. et le problème (6.5c) est résolu exactement,
que l’erreur
∥∥u−u(ξ)
M
∥∥
2 est bornée par
1
1+δ
∥∥y(ξ)
R
∥∥
AD. A′≤
∥∥u−u(ξ)
M
∥∥
2≤
1
1−δ
∥∥y(ξ)
R
∥∥
AD. A′ . (6.7)
Le respect de la première hypothèse nécessite cependant de choisir le rangR adaptive-
ment (ce qui engendre un coût non négligeable).
Remarque 6.1. On a présenté ici un algorithme de construction directe de l’approx-
imation de rang M. Aussi, une construction gloutonne peut également être utilisée
[Billaud-Friess et al., 2013]. On pourra voir sur la Figure 5.2, les résultats obtenus avec
une telle construction gloutonne et un rang R = 1 pour les cas tests unidimensionnels
utilisés dans le chapitre précédent.
1. L’évaluation du critère d’arrêt nécessite de pouvoir calculer
∥∥y(ξ)−y(ξ)
R
∥∥
AD. A′ . La variable auxiliaire
y(ξ) n’étant pas connue, la stratégie proposée est de calculer, pour une valeur de R donné, R ′ modes
supplémentaires de façon à ce que y(ξ)
R+R ′ ' y(ξ).
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Algorithm 5 Construction directe (IMR)PGD
Entrées : A=∑MAm=1ASm ⊗ATm , b=∑Mbm=1bSm ⊗bTm
Sortie : u=∑Mm=1wm ⊗λm
Paramètres : M ,R,ξmax,²max,ξauxmax,²
aux
max,ξ
svd
max,²
svd
max
1: uM = 0 (∈RM )
2: for ξ= 1 to ξmax
3: r= b−AD. uM
4: yR = (G)PGD-P(AD. A′, r, R, ξauxmax, ²auxmax)
5: uM = SVD(uM +A′D. yR ,M , ξsvdmax, ²svdmax)
6: Verifier la convergence de uM par rapport à ²max
7: end
8: u=uM
Exemple 6.1. (Complexité de l’algorithme IMR-PGD) Dans cet exemple, on décrit la
complexité de l’algorithme (IMR)PGD introduit dans ce chapitre.
L’étape la plus coûteuse est l’étape (4) associée à la construction d’une approxima-
tion de rang R de la solution courante du problème auxiliaire. On utilise ici une con-
struction gloutonne pure et le coût de cette étape est donc de l’ordre de ξauxmaxR(lin (nS)+
lin (nT )).
Vient ensuite l’étape (5) qui peut être vue comme une projection de l’itéré courant
(uM +A′D. yR ) sur le sous-ensemble RM . Cette projection étant définie au sens de la
norme
∥∥ ∥∥
2, elle peut être résolue à l’aide d’un processus de minimisations alternées
qui ne nécessite de calculer que des produits scalaires. Le terme uM +A′D. yR étant
donné sous format séparé, cette étape est peu coûteuse en comparaison de l’étape (4).
On utilise ici un algorithme de construction gloutonne pure qui nécessite de l’ordre de
ξsvdmaxM(M +MAR)(nS +nT ) opérations.
L’Algorithme 5 est associé à une construction directe d’une approximation de u
dans RM (on minimise par rapport à tous les modes dans chaque dimension). Cepen-
dant, cette algorithme nécessite seulement de résoudre des systèmes linéaires de taille
nS ×nS ou nT ×nT (et non pas de taille MnS ×MnS ou MnT ×MnT comme c’était le
cas pour l’algorithme PGD-S introduit dans le chapitre précédent). Aussi, un avantage
important de cet algorithme est qu’il peut être utilisé même pour de grandes valeurs
du rangM .
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6.2.2 Extension pour les problèmesmulti-champs
Dans le cas de problèmesmultichamps et avec le formalisme introduit au Chapitre
4, l’algorithme s’écrit simplement : connaissant [u](ξ)
M
∈ RF,M , trouver [u](ξ+1)M ∈ RF,M tel
que
[r](ξ) = [b]− [[A]]D. . [u](ξ)
M
, (6.8a)
[y](ξ)
R
= (G)PGD-P([[A]]D. . [[A]]′, [r](ξ),R) , (6.8b)
[u](ξ+1)
M
= arg min
[u]?∈RF,M
∥∥ [u](ξ)
M
+ [[A]]′D. . [y](ξ)
R
− [u]?
∥∥
2 , (6.8c)
où l’opérateur (G)PGD-P([[A]], [b],M) donne une approximation de rang M de
[[A]]−1 D. . [b], calculée avec l’algorithme glouton de la PGD de type Galerkin.
6.3 Application au problème d’élastodynamique 2D
Dans cette section, on évalue la capacité de l’algorithme (IMR)PGD à calculer une
bonne approximation de la meilleure approximation de rang M au sens de la norme∥∥ ∥∥
2. L’algorithme est appliqué sur le problème d’élastodynamique bidimensionnel
présenté dans l’Exemple 4.3. Les résultats sont principalement extraits de la publica-
tion [Boucinha et al., 2013a].
Description du cas test
Le cas test est décrit en détails dans l’Exemple 4.3. On rappelle que le problème
espace-temps est formulé avec la méthode de Galerkin discontinue en temps à deux
champs (déplacement-vitesse). Le problème étant bidimensionnel, les champs de dé-
placement et de vitesse sont des champs de vecteurs. Aussi, le problème espace-
temps est vu comme un problème à quatres champs, à savoir u1(x, t ),u2(x, t ),v1(x, t )
et v2(x, t ), où u1,u2 sont les composantes du vecteur déplacement et v1,v2 celles
du vecteur vitesse. On note U1, U2, V1 et V2 les représentations discrètes de ces
champs 2, etU1M ,U2M , V1M et V2M leurs approximations de rangM dans RM . Le prob-
lème est discrétisé en espace et en temps avec des éléments finis linéaires (discon-
tinus en temps). Les conditions aux limites de Dirichlet et les conditions initiales en
déplacement-vitesse sont prises homogènes. Une condition deNeumann de type choc
est appliquée sur l’un des bords de la structure. Afin de caractériser différents régimes
dynamiques transitoires, la durée de ce choc est choisie en fonction du nombre sans
dimension κ défini de façon similaire au cas d’un problème unidimensionnel. Les ré-
sultats sont présentés pour des valeurs de κ égales à 0.03−0.7−12−298. Enfin pour
chaque valeur de κ, les paramètres du maillage espace-temps sont choisis de façon
à ce que l’erreur de discrétisation (sur tout le domaine espace-temps et évaluée avec
2. Tous les champs sont approchés dans l’espace d’approximation U S
h
⊗U Tˇ
∆t avec dim(U
S
h
) = nS et
dim(U Tˇ
∆t )=nT .
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Application au problème d’élastodynamique 2D
le champ de déplacement) soit inférieur à 4% pour tous les cas tests. Les solutions
obtenues pour les différentes valeurs de κ sont représentées dans le domaine espace-
temps sur la Figure 6.1.
6.3.1 Décomposition a posteriori
On évalue tout d’abord l’efficacité d’une représentation à variables séparés espace-
temps en terme de gain mémoire, dans le cas de ce problème bidimensionnel. Ayant
résolu le problème espace-temps dans une première étape, on calcule a posteriori les
meilleures approximations de rangM (au sens de la norme
∥∥ ∥∥
2) des composantesU1,
U2 et V1,V2 des vecteurs déplacement et vitesse. On définit alors l’erreur due à une
approximation de rangM (par rapport à la solution discrète) de la façon suivante
err(U1M ,U2M )=
√∥∥U1−U1M ∥∥22+∥∥U2−U2M ∥∥22√∥∥U1∥∥22+∥∥U2∥∥22 , (6.9)
dans le cas du champde déplacement, et on note de façon similaire err(V1M ,V2M ) dans
le cas du champ de vitesse. L’erreur obtenue en fonction du rangM est présentée pour
tous les cas tests sur la Figure 6.1. En suivant l’approche proposée dans le Chapitre 2,
on cherche alors le rangMmin tel que l’erreur due à une approximation de ce rang, soit
inférieure à l’erreur de discrétisation. On évalue alors le gain mémoire par
gain mémoire= nS ×nT
Mmin× (nS +nT )
, (6.10)
où nS et nT sont les dimensions de l’espace d’approximation tels que l’erreur de dis-
crétisation soit égale à 4%. Les gains obtenus pour les différents cas tests sont reportés
dans le Tableau 6.1. Même si le rang Mmin augmente avec la valeur de κ, on observe
que le gain mémoire est d’autant meilleur que la valeur de κ est grande. Ce qui s’-
explique par l’augmentation plus importante de la dimension de l’espace d’approxi-
mation (nécessaire pour obtenir une erreur de discrétisation donnée) lorsque κ aug-
mente.
κ nS nT Mmin Gainmémoire
0.03 40 80 2 13
0.7 544 320 6 34
12 8320 1280 32 35
298 51520 3200 81 37
TABLE 6.1: Gain mémoire obtenu avec la meilleure approximation de rang Mmin du
champ de déplacement.
Aussi, une représentation à variables séparées espace-temps permet de réduire
l’espace mémoire nécessaire au stockage de la solution de ce problème bidimen-
tionnel de propagation d’ondes. La question est maintenant de savoir si l’algorithme
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(IMR)PGD introduit dans ce chapitre permet de calculer une bonne approximation de
la meilleure approximation de rangM (au sens de la norme
∥∥ ∥∥
2) sans avoir à calculer
un grand nombre de mode espace-temps.
6.3.2 Décomposition a priori quasi-optimale
On compare ici les approximations de rang M obtenues d’une part avec l’algo-
rithme (R)PGD-S présenté dans le chapitre précédent et d’autre part avec l’algorithme
(IMR)PGDprésenté dans ce chapitre, à lameilleure approximation de rangM (calculée
a posteriori et définie par rapport à la norme
∥∥ ∥∥
2).
Influence des paramètres de discrétisation
On compare tout d’abord la précision de l’approximation, à un rang M = 10 fixé,
pour le cas test avec κ = 0.7. Les résultats sont regroupés dans le Tableau 6.2. Comme
dans le cas unidimensionnel présenté dans le chapitre précédent, on observe que l’al-
gorithme (R)PGD-S donne une approximation non-optimale et peu précise par rap-
port à lameilleure approximation donnée par la SVD. De plus, la précision de l’approx-
imation (R)PGD-S se détériore rapidement lorsque la dimension de l’espace d’approx-
imation augmente. On observe au contraire, que l’algorithme (IMR)PGD calcule une
très bonne approximation de lameilleure approximation donnée par la SVD, et ce pour
le champdedéplacement et de vitesse.Mêmepour une valeur du rang auxiliaireR rela-
tivement faible (voir l’erreur pour R = 5), l’approximation obtenue est quasi-optimale.
De plus, la précision de l’approximation (IMR)PGD est beaucoup moins affectée par
l’augmentation de la dimension de l’espace d’approximation.
Convergence de l’algorithme (IMR)PGD
Le paramètre clé de l’algorithme (IMR)PGD, tant en terme de précision que de coût
de calcul, est le rang R de l’approximation de la solution du problème auxiliaire. Aussi,
on compare ici la précision de l’approximation obtenue pour différentes valeurs du
rang R (on prend R = 1−2−4−8−16) et pour les cas tests à κ = 0.03−0.7−12 (pour
lesquels l’erreur de discrétisation est fixée à 4%). Pour chaque valeur de R, on calcule
la décomposition de rang M = 1−2−4−8−16−32−64 avec l’algorithme (IMR)PGD
(chaque décomposition de rangM est calculée indépendemment l’une de l’autre). Les
résultats obtenus sont présentés sur la Figure 6.2. Pour tous les cas tests et toutes les
valeurs de M choisies, on observe que l’algorithme (IMR)PGD permet de trouver une
très bonne approximation de la décomposition optimale avec un très faible nombre
de modes auxiliaires. Par exemple, on obtient une très bonne approximation de la
meilleure approximation de rang M = 64 pour le cas test κ = 12 avec seulement un
mode auxiliaire.
Cependant, la convergence de l’algorithme dépend beaucoup du choix de R et il
faut d’autant plus d’itérations pour converger que la valeur de R est faible. Un com-
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FIGURE 6.1: Erreur due à une approximation de rangM des composantes des champs
de déplacement et de vitesse pour les cas tests de l’Exemple 4.3.
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err(U1M ,U2M ) pourM = 10
nS ×nT SVD (R)PGD-S (IMR)PGD
R=5 R=10 R=20 R=40
144×160 2.5e-03 3.5e-02 3.4e-03 2.9e-03 2.6e-03 2.5e-03
544×320 3.5e-03 3.9e-02 4.8e-03 3.9e-03 3.6e-03 3.5e-03
2112×640 3.6e-03 9.8e-02 4.4e-03 4.0e-03 3.8e-03 3.7e-03
8320×1280 3.6e-03 1.0e+00 4.4e-03 4.0e-03 3.7e-03 3.6e-03
err(V1M ,V2M ) pourM = 10
nS ×nT SVD (R)PGD-S (IMR)PGD
R=5 R=10 R=20 R=40
144×160 1.4e-02 1.3e-01 1.8e-02 1.6e-02 1.5e-02 1.4e-02
544×320 2.0e-02 1.4e-01 2.7e-02 2.4e-02 2.1e-02 2.1e-02
2112×640 2.2e-02 3.1e-01 3.0e-02 2.6e-02 2.3e-02 2.2e-02
8320×1280 2.1e-02 9.7e-01 4.5e-02 3.2e-02 2.4e-02 2.2e-02
TABLE 6.2: Erreur due à une approximation de rang M = 10 en fonctions de la di-
mension de l’espace d’approximation, pour différentes décompositions et le cas test
κ= 0.7.
promis doit donc être trouvé entre le choix du paramètre R et le nombre d’itérations
nécessaires à l’algorithme (IMR)PGD pour converger. Une étude détaillée a été réal-
isée à ce sujet dans [Boucinha et al., 2013a] et n’est pas reportée ici. On retiendra que
la vitesse de convergence de l’algorithme dépend du nombre demodes auxiliairesR, et
que pour une valeur de R fixée, il faut d’autant plus d’itérations (pour atteindre la con-
vergence) que le rangM de l’approximation que l’on cherche est grand. Typiquement,
pour le cas test κ= 12, la décomposition de rangM = 16 est obtenue en ξmax ' 30 itéra-
tions en choisissantR = 1 alors que seulement ξmax ' 5 itérations sont nécessaires avec
le choix R = 16. Encore avec ce choix (R = 16), il faut ξmax ' 10 itérations pour obtenir
la décomposition de rangM = 32.
Un autre point concerne le critère d’arrêt utilisé pour stopper les itérations. Comme
on ne peut pas évaluer exactement la fonctionnelle que l’on minimise (qui n’est autre
que
∥∥ [u]− [u]M ∥∥2), le choix du critère d’arrêt est moins naturelle que pour les al-
gorithmes PGD présentés dans le chapitre précédent. On peut cependant utiliser la
valeur de Jξ
R
=
∥∥ [y](ξ)
R
∥∥
[[A]]D. . [[A]]′ qui donne une bonne estimation de
∥∥ [u]− [u](ξ)
M
∥∥
2 si le
rang R est suffisamment grand (voir la Figure 6.3). Néanmoins, lorsque le rang R est
faible, la valeur de Jξ
R
est très oscillante et il est difficile de détecter la stagnation de
cette fonctionnelle. Ces oscillations peuvent être attenuées en choisissant le rang R de
manière adaptative comme proposée par [Billaud-Friess et al., 2013], mais il n’existe
pas (à ce jour) de procédure efficace pour choisir le rang R de manière adaptative.
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FIGURE 6.2: Erreur due à une approximation de rang M calculée avec l’algorithme
(IMR)PGD en fonction du rang auxiliaire R et comparaison avec la SVD.
157
Cette thèse est accessible à l'adresse : http://theses.insa-lyon.fr/publication/2013ISAL0118/these.pdf 
© [L. Boucinha], [2013], INSA de Lyon, tous droits réservés
6. PGD par minimisation du résidu dans une norme idéale
FIGURE 6.3: Estimation de l’erreur due à une approximation de rang M (donnée par∥∥ [u]− [u](ξ)
M
∥∥
2) avec la fonctionnelle J
ξ
R
=
∥∥ [y](ξ)
R
∥∥
[[A]]D. . [[A]]′ en fonction du rang R et des
paramètres de discrétisation (pour le cas test avec κ= 0.7).
6.4 Conclusion
Dans ce chapitre, une nouvelle approche, récemment introduite par
[Billaud-Friess et al., 2013] a été présentée. Cette approche permet de calculer a
priori une approximation de faible rang quasi-optimale (au sens d’une norme choisie)
de la solution d’un problème donné sous format tensoriel. Cette approche est basée
sur la perturbation d’un problème de minimisation dans RM d’une norme idéale
du résidu. Un algorithme, appelé (IMR)PGD (« Ideal Minimal Residual PGD »), a été
implémenté dans le cadre d’un problème générique à F−champs. L’efficacité de cet
algorithme a été illustrée dans le cas d’un problème académique de propagation
d’ondes dans un milieu bidimensionnel. Pour le problème traité, cet algorithme a
permis d’obtenir une très bonne approximation de la meilleure approximation de
rangM au sens de la norme
∥∥ ∥∥
2.
La précision de l’approximation obtenue dépend d’une approximation de faible
rang de la solution d’un problème auxiliaire. Les résultats numériques ontmontrés que
l’algorithme développé converge vers une approximation quasi-optimale même pour
de très faibles valeurs du rang auxiliaire, témoignant du fait que la solution du prob-
lème auxiliaire peut être approchée précisémment avec très peu de modes espace-
temps. Cependant, la vitesse de convergence de l’algorithme dépend fortement du
nombre de modes auxiliaires utilisés, et un plus grand nombre de modes auxiliaires
doivent être utilisés pour diminuer le nombre d’itérations nécessaires à l’algorithme
pour converger. On notera également que l’approximation de la solution du problème
auxiliaire peut être utilisée pour calculer une bonne estimation de l’erreur due à une
approximation de rangM , si le rang auxiliaire est suffisament grand.
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Dans ce manuscrit, une stratégie de calcul innovante a été appliquée à la résolu-
tion de problèmes de dynamique transitoire. Cette stratégie repose sur la construction
d’une approximation à variables séparées espace-temps, à l’aide d’un solveur non-
incrémental exploitant la structure tensorielle des opérateurs du problème espace-
temps. En notant nS et nT les dimensions des espaces d’approximation spatiale et
temporelle respectivement, la stratégie permet de remplacer les nSnT valeurs néces-
saires au stockage d’une approximation classique d’un champ défini sur le domaine
espace-temps, par le stockage deM(nS +nT ) valeurs dans le cas d’une approximation
à variables séparées espace-temps, oùM est un nombre demodes espace-temps. Une
résolution incrémentale d’un problème transitoire nécessite de résoudre nT fois un
système linéaire de taille nS ×nS . Le solveur développé permet d’obtenir une approxi-
mation à variables séparées espace-temps enMξ résolutions alternatives d’un système
linéaire de taille nS×nS et d’un autre de taille nT ×nT , où ξ est un nombre d’itérations.
L’efficacité de cette stratégie a été évaluée pour des problèmes académiques de
dynamique transitoire (de type propagation d’ondes dans un milieu uni- et bidimen-
sionnel consécutive à un choc). Les résultats obtenus montrent qu’une représenta-
tion à variables séparées espace-temps permet d’approcher présicemment la solution
des problèmes traités (dans le domaine basse et moyenne fréquence). Le nombre de
modes espace-temps, nécessaires pour obtenir une approximation aussi précise que
la solution discrète du problème, est suffisamment faible pour que la représentation à
variables séparées espace-temps permette de réduire la mémoire nécessaire au stock-
age de la solution sur le domaine espace-temps, de plus d’un ordre de grandeur. La
géométrie des cas étudiés étant très simplifiée, des gains encore plus significatifs de-
vraient être obtenus dans le cas de géométries complexes. L’approximation a posteri-
ori d’un champ sous la forme d’une représentation à variables séparées (espace-temps
ou plus générale) apparaît donc comme un outil de compression de données très ef-
ficace, ouvrant la voie au développement d’outils de post-traitement intelligents, qui
incorporent, en plus de leur fonctionnalité de visualisation des résultats, des outils de
calculs et de représentation de données dans ce format innovant.
Dans le cas d’une unique résolution d’un problème transitoire, l’efficacité du
solveur développé est plus discutable. Un état de l’art des algorithmes existants a per-
mis d’évaluer l’efficacité des définitions classiques de la PGD dans le cas des prob-
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lèmes académiques de dynamique transitoire mentionnés. Les résultats obtenus ont
mis en défaut l’optimalité de la PGD la plus robuste. Le nombre de modes espace-
temps nécessaires pour obtenir une approximation suffisamment précise de la solu-
tion est alors trop grand pour que le solveur permette de réduire le temps de cal-
cul. Aussi, nos efforts se sont portés sur le développement d’un nouvel algorithme,
proposé par [Billaud-Friess et al., 2013], et permettant d’obtenir une approximation à
variables séparées quasi-optimale sans avoir à calculer un grand nombre de modes
espace-temps . Les résultats obtenus avec ce dernier solveur ont montré qu’il est pos-
sible de calculer a priori une très bonne approximation de la meilleure approximation
à variables séparées au sens d’une norme choisie à l’avance. Ces derniers résultats per-
mettent d’envisager de nombreuses perspectives.
Disposer d’un solveur non-incrémental efficace, permet tout d’abord d’envisager le
développement de nouveaux espaces d’approximation temporelle, dont la conception
ne soit pas limitée par le caractère incrémental des stratégies classiquement utilisées
pour résoudre des problèmes transitoires. Des méthodes spectrales en espace et en
temps sont par exemple tout à fait envisageables si l’on dispose d’un solveur efficace
pour résoudre le problème espace-temps [Dumon et al., 2013].
L’efficacité d’un solveur basé sur la PGD doit être comparée à la méthode de
référence utilisée pour résoudre le problème considéré. Dans le cas d’un problème
de dynamique transitoire, discrétisé avec les méthodes classiques d’approximation,
la méthode de référence est la stratégie incrémentale. Ces méthodes d’approximation
ayant été developpées pour permettre une telle résolution, le problème espace-temps
obtenu, a une structure particulière (tridiagonale inférieure) qui rend sa résolution
peu naturelle avec un solveur itératif. Aussi, le solveur PGD doit être utilisé dans le
cas où il n’existe pas de stratégie de résolution efficace pour résoudre le problème de
référence. Pour réaliser une étude paramétrique, on souhaitera par exemple simuler
np fois un problème transitoire (où np est la dimension de l’espace paramétrique)
et la méthode de référence nécessitera une complexité de l’ordre de npnT lin (nS)
opérations (où lin (n) est la complexité associée à la résolution d’un système linéaire
de taille n × n). Dans ce cas, un solveur PGD permettra d’obtenir une approxima-
tion à variables séparées espace-temps-paramètre avec une complexité de l’ordre de
Mξ(lin (nS)+ lin (nT )+ lin
(
np
)
) et on peut raisonnablement espérer qu’il permette
de réduire le temps de calcul dans ce cas [Chinesta et al., 2013]. Un autre exemple
concerne le développement d’éléments finis structuraux à comportement volumique
pour des applications de dynamique transitoire. Pour de nombreuses géométries
d’intérêt, on peut construire une approximation à variables séparées espace-espace
[Bognet et al., 2012]. Dans le cas d’une application en dynamique transitoire, la com-
plexité de la méthode de référence est alors de l’ordre de nT lin (nS1nS2) (où nS1 et nS2
sont les dimensions des espaces d’approximation définies sur des domaines spatials
Ω1 etΩ2 respectivement). Dans ce cas, le solveur PGD donnera une approximation en
Mξ(lin (nS1)+ lin (nS2)+ lin (nT )) et on peut de nouveau espérer une diminution du
temps de calcul.
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Ces exemples nécessitent cependant de calculer une approximation de faible
rang d’un tenseur d’ordre élevé (D ≥ 3). Dans ce cas, le problème de minimisation
dans le sous-ensemble des décompositions canoniques de rang M > 1 est mal posé
[De Silva et Lim, 2008]. En pratique, ceci se traduit par des difficultés numériques pour
construire une approximation d’un tenseur dans ce sous ensemble. La stratégie de
construction gloutonne pure permet d’éviter ces problèmes. Cependant, elle nécessite
des mises à jour très coûteuse pour améliorer la précision de l’approximation de rang
M . Aussi, d’autres sous-ensembles de tenseurs (tels que les sous-ensembles de Tucker
ou de Tucker hiérarchique [Hackbusch, 2012]) doivent être considérés dans le cadre
de stratégies de construction a priori d’une approximation de faible rang d’un tenseur
d’ordre élevé. Dans cet esprit, la stratégie de projection sur un espace réduit obtenu
par construction gloutonne, proposée par [Giraldi, 2012], s’est révélée très efficace et
des développements dans cette direction mériteraient d’être entrepris.
Enfin, les résultats obtenus dans ce manuscrit laissent à penser qu’une stratégie
de résolution multigrille espace-temps permettrait de réduire considérablement
la complexité associée à la construction d’une approximation à variables sé-
parés espace-temps. Une telle stratégie a notamment été appliquée avec succès
par [De Sterck et Miller, 2013] dans le cas d’une construction a posteriori. Clas-
siquement, un solveur multigrille nécessite trois ingrédients principaux qui sont
[Hackbusch, 2003] :
• une hiérarchie de systèmes linéaires,
• des opérateurs de changement d’échelle (sur les quantités primales et duales),
• et un algorithme itératif, dit « lisseur », qui doit posséder la propriété de réduire
les erreurs hautes fréquences en quelques itérations.
Dans le cadre d’une approximation à variables séparées espace-temps, la construction
d’une hiérarchie de grilles est facilitée par la nature tensorielle de l’approximation. La
construction d’opérateurs de changement d’échelle ne pose pas non plus de problème
particulier (on peut définir un opérateur de changement d’échelle espace-temps par
tensorisation d’opérateurs de changement d’échelle en espace et en temps). Le choix
d’un lisseur est plus délicat. En effet, le sous-ensemble des décompositions canon-
iques de rang M > 1 n’est pas un espace vectoriel. Aussi, l’utilisation d’un lisseur clas-
sique augmente le rang du nouvel itéré, et celui-ci doit être tronqué d’une manière
ou d’une autre. Des simulations ont été menées dans le cadre d’une telle stratégie,
en choisissant le solveur PGD comme lisseur. Les résultats préliminaires ont montré
que l’erreur introduite par la troncature de la correction de l’itéré courant détériore la
vitesse de convergence de l’algorithme PGD.
Néanmoins, l’initialisation de l’algorithme PGD à l’aide de la prolongation d’une
décomposition calculée sur une grille grossière a permis de diminuer le nombre
d’itérations ξ nécessaires pour que le processus de minimisations alternées converge.
Le développement de stratégies basées sur ce principe permettrait donc d’accélérer
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Conclusions et perspectives
la convergence du processus de minimisations alternées. Un autre aspect concerne le
choix des espaces d’approximation pour les différents modes en espace et en temps.
Il s’avère en effet inutile de choisir le même espace d’approximation pour tous les
modes. Une représentation à variables séparées où chaque mode serait cherché dans
un espace d’approximation différent permettrait ainsi de réduire considérablement les
coûts de calcul.
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Annexe A
Notations &Opérations algébriques
On décrit, dans cette annexe, les principales notations utilisées dans le
manuscrit, ainsi que les règles de calcul entre les différents objets
mathématiques manipulés.
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A. Notations & Opérations algébriques
A.1 Notations
Les principales notations sont résumées dans le Tableau A.1. On respecte globale-
ment les conventions suivantes :
• les scalaires sont notés en italique ou classiquement : a,b,A,B ,φ,ψ, · · · ,a,b,· · · ,
• les vecteurs (tenseurs d’ordre 1) sont notés en italique gras : a,b,A,B,φ,ψ, · · · ,
• les tenseurs d’ordreD ≥ 2 sont notés en gras : a,b,A,B,Φ,Ψ, · · · .
Symbole Désignation Symbole Désignation
a Scalaire [[ ]] F ×F− tuple
a Vecteur u(x, t ) Champ scalaire
a Tenseur d’ordreD ≥ 2 u(x, t ) Champ vectoriel
[ ] F− tuple U (Ω) Espace fonctionnel
TABLE A.1: Principales notations
A.1.1 Vecteurs & Tenseurs d’ordreD
On se reporte à l’ouvrage récent de [Hackbusch, 2012] pour une définition détaillée
du concept d’espace produit tensoriel. On se contente ici de la définition suivante :
étant donnés D espaces vectoriels, E1, · · · ,ED de dimensions finies avec dim(Ed )= nd
pour d = 1, · · · ,D , on peut définir le produit tensoriel ⊗ et l’espace produit tensoriel
E1⊗·· ·⊗ED comme suit :
DéfinitionA.1. (Produit tensoriel &Espaceproduit tensoriel &Tenseur) Soit une
application ⊗ : E1×·· ·×ED → E vérifiant les propriétés suivantes :
1. ⊗ est multilinéaire,
2. si les vecteurs ed1 , · · · ,ednd forment une famille libre de Ed pour d = 1, · · · ,D ,
alors les éléments⊗(e1
i1
, · · · ,eD
iD
) avec id = 1, · · · ,nd pour d = 1, · · · ,D forment
une famille libre.
Alors l’application ⊗ est appelé produit tensoriel. Un élément e1 ⊗ ·· · ⊗ eD =
⊗(e1, · · · ,eD ) est appelé un tenseur élémentaire. L’espace E = E1⊗ ·· · ⊗ED , défini
par
E = span
{
⊗(e1, · · · ,eD ) ; ed ∈ Ed pour d = 1, · · · ,D
}
, (A.1)
est appelé espace produit tensoriel et dim(E) = ∏D
d=1dim(E
d ) = ∏D
d=1nd . Un élé-
ment v ∈ E est appelé un tenseur et peut s’écrire sous la forme :
v=
n1∑
i1=1
· · ·
nD∑
iD=1
vi1···iDe
1
i1
⊗·· ·⊗eDiD . (A.2)
164
Cette thèse est accessible à l'adresse : http://theses.insa-lyon.fr/publication/2013ISAL0118/these.pdf 
© [L. Boucinha], [2013], INSA de Lyon, tous droits réservés
Notations
Le choix pour les espaces Ed n’est pas fixé a priori. Dans ce manuscrit, on adopte
le point de vue de l’implémentation : on considère les vecteurs comme des tableaux
à une dimension, et de façon générale, les tenseurs d’ordre D comme des tableaux
à D dimensions 1. Plus précisément, on désigne par vecteur, un élément de Rn et
par tenseur d’ordre D , un élément de
⊗D
d=1R
nd . Bien sûr, on peut également con-
sidérer un élément d’un espace de fonctions (par exemple le champ scalaire de dé-
placement u(x, t ) défini sur le domaine espace-tempsΩ× I ) comme un vecteur ou un
tenseur. Cependant, pour simplifier les notations, on réserve les appellations vecteur
ou tenseur aux coordonnées de ce champ dans une base de l’espace fonctionnel
auquel il appartient. Par exemple, le champ scalaire u(x, t ) appartenant à l’espace pro-
duit tensorielU (Ω× I )=U S(Ω)⊗U T (I ) peut être vu comme un tenseur d’ordre deux.
En effet, en supposant que les espaces U S et U T sont de dimensions finies (notées nS
etnT respectivement), on peut exprimer ce champ sur une base deU par tensorisation
des bases
(
φ1, · · · ,φnS
)
de U S et
(
ψ1, · · · ,ψnT
)
de U T , comme suit :
u(x, t )=
nS∑
i=1
nT∑
j=1
ui j φi (x)⊗ψ j (t ) . (A.3)
Dans ce cas, le produit tensoriel est défini sur U S(Ω)×U T (I ). Il est équivalent à la
multiplication classique des fonctions φi etψ j , c’est-à-dire φi (x)⊗ψ j (t )=φi (x)ψ j (t ).
Le champ u(x, t ) est, de ce point de vue, un tenseur d’ordre deux et devrait être, selon
la convention du Tableau A.1, écrit en gras. Cependant, dans ce manuscrit, on choisit
d’écrire l’équation (A.3) de la façon suivante :
u(x, t )=
nS∑
i=1
nT∑
j=1
ui j φi (x)ψ j (t )=uD. (φ⊗ψ) , (A.4)
où le produit scalaire « D. » est défini dans la section suivante. Dans ce cas, le produit
tensoriel est défini sur RnS ×RnT et ce sont les coordonnées du champ dans la base
de U (noté u) qui constituent un tenseur d’ordre deux. Le tenseur u ∈ RnS ⊗RnT sera
également appelé la représentation discrète du champ u ∈U S(Ω)⊗U T (I ). C’est cette
représentation discrète que l’on cherchera à calculer numériquement.
A.1.2 F -Tuples
Dans le cadre de ces travaux, on sera également amené à utiliser la notion de tuple.
Un tuple, noté sous forme condensée [ ], est un élément d’un produit d’espaces E1×
·· ·×EF , où chaque espace Ei peut contenir des objets de nature différente de ceux des
autres espaces E j . Un tuple possédant F éléments est appelé F -tuple. On le note sous
1. Undes objectifs de cette thèse est de réduire l’espacemémoire nécessaire au stockage des tableaux
à plusieurs dimensions. On cherchera, pour cela, à approximer un tenseur donné, par un tenseur ex-
primé dans un autre format (sous la forme d’une représentation séparée de faible rang), moins coûteux
en espace mémoire.
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forme développée, [a] = [a1, · · · ,aF ] où ai ∈ Ei pour i = 1, · · · ,F . Deux tuples [a] et [b]
d’un même produit d’espaces vérifient les propriétés suivantes :
[a]+α[b]= [a1+αb1, · · · ,aF +αbF ] , (A.5)
où le tuple [c]= [a]+α[b] appartient également au produit d’espaces considéré. Un ex-
emple simple de tuple est le choix Ei =R pour i = 1, · · · ,F qui permet de construire des
vecteurs de RF . On donne un exemple plus complexe dans la suite de ce paragraphe.
De nombreux langages de programmation permettent de travailler avec des objets de
type tuple. Dans le langageMatlab, un tuple peut être défini avec le type cell 2.
Dans cemanuscrit, on utilise la notion de tuple pour simplifier l’écriture des équa-
tions associées à la discrétisation des problèmes multi-champs, ou des problèmes
faisant intervenir un champ vectoriel. Dans ce dernier cas, chaque composante d’un
champ vectoriel est considérée comme un champ (scalaire) à part entière. Prenons
par exemple, le champ vectoriel de déplacement u(x, t ) défini de Ω× I dans R3 et ex-
primé sur la base canonique (e1,e2,e3) de R3 comme suit :
u(x, t )=u1(x, t )e1+u2(x, t )e2+u3(x, t )e3 . (A.6)
Alors, chaque composante ui (x, t ) est considérée comme un champ scalaire appar-
tenant à un espace fonctionnel Ui (Ω× I ), pour i = 1, · · · ,3. En introduisant une base
de Ui (Ω× I ), notée (sous format tensoriel) φi (x)⊗ψi (t ), la discrétisation du champ
ui (x, t ) est donnée par :
ui (x, t )=ui D. (φi (x)⊗ψi (t )) . (A.7)
Alors, on introduira le tuple [u] = [u1,u2,u3] pour simplifier l’écriture des équations
d’un problème faisant intervenir le champ u(x, t ) sous forme discrétisée. L’objet [u]
sera considéré comme la représentation discrète du champ vectoriel u(x, t ). C’est un
F -tuple (avec F = 3) de tenseurs d’ordreD , où chaque tenseur ui appartient à l’espace
produit tensoriel
⊗D
d=1R
n(i ,d).
Remarque A.1. Il est à noter que chaque tenseur ui peut appartenir à un espace de
dimension différente : on a dim(Ui ) =
∏D
d=1n(i ,d). Ceci permettra notamment de for-
muler un problème d’évolutionmulti-champs de façonmonolithique tout en autorisant
une discrétisation différente de chaque champs en espace et en temps, levant ainsi
une des principales limitations des formulations monolithiques de ce type de problème
[Hübner et al., 2004].
Remarque A.2. Avec les conventions de notation adoptées, les composantes ui d’un F-
tuple [u] s’obtiennent en supprimant la notation [] et en ajoutant un indice à u. On rap-
pelle que les composantes ui1···iD d’un tenseur u d’ordre D sont obtenues en supprimant
la notation en gras et en ajoutant D indices (les composantes ui1···iD sont des scalaires).
2. Le type cell du langageMatlab peut être vue comme un tuple dans le sens où il permet de constru-
ire un tableau dont chaque case peut contenir un objet de nature différente. Cependant, les opérations
algébriques (comme par exemple l’opération de l’équation (A.5)) entre deux objets de type cell ne sont
pas définies et doivent être programmées explicitement.
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A.2 Opérations algébriques
Les principales opérations algébriques sont résumées dans le Tableau A.2. Elles
sont détaillées dans la suite de cette section.
Opération Désignation
⊗ Produit tensoriel
. Produit scalaire canonique entre vecteurs
: Produit scalaire canonique entre tenseurs d’ordre 2
D. Produit scalaire canonique entre tenseurs d’ordreD
D. . Produit scalaire canonique entre F -tuples de tenseurs d’ordreD
′ Transposé
−1 Inverse
TABLE A.2:Opérations algébriques
A.2.1 Produit scalaire canonique
• Le produit scalaire sur l’espace des vecteurs de Rn est noté « . » et défini par :
a.b=
n∑
i=1
aibi , ∀a,b ∈Rn . (A.8)
• Le produit scalaire sur l’espace ⊗D
d=1R
nd des tenseurs d’ordre D est noté « D. »
(ou également « : » dans le casD = 2 ) et défini par :
aD. b=
n1∑
i1=1
· · ·
nD∑
iD=1
ai1···iDbi1···iD , ∀a,b ∈
D⊗
d=1
R
nd . (A.9)
• Le produit scalaire sur le produit d’espaces produits tensoriels E1 × ·· · ×EF où
chaque Ei =
⊗D
d=1R
n(i ,d) est un espace de tenseurs d’ordre D , est noté « D. . » et
défini par :
[a]D. . [b]=
F∑
i=1
ai D. bi , ∀[a], [b] ∈ E1×·· ·×EF . (A.10)
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A.2.2 Système linéaire
• Étant donnés la matrice A ∈Rm⊗Rn et les vecteurs u ∈Rn et b ∈Rm , on définit le
système d’équations linéaires suivant :
A .u= b ⇔
n∑
j=1
Ai ju j = bi , ∀i = 1, · · · ,m . (A.11)
• Étant donnés le tenseur A ∈ ⊗D
d=1
(
R
md ⊗Rnd
)
, et les tenseurs u ∈ ⊗D
d=1R
nd et
b ∈⊗D
d=1R
md , on définit le système d’équations linéaires suivant :
AD. u= b ⇔
n1∑
j1=1
· · ·
nD∑
jD=1
Ai1 j1···iD jDu j1··· jD = bi1···iD ,
{
∀id = 1, · · · ,md
∀d = 1, · · · ,D .
(A.12)
• Étant donnés le F ×F -tuple 3 [[A]] de tenseurs Ai j ∈
⊗D
d=1
(
R
m(i ,d)⊗Rn( j ,d)
)
, et les
F -tuples [u] et [b] de tenseurs u j ∈
⊗D
d=1R
n( j ,d) et bi ∈
⊗D
d=1R
m(i ,d), pour i , j =
1, · · · ,F respectivement, on définit le système d’équations linéaires suivant :
[[A]]D. . [u]= [b] ⇔
F∑
j=1
Ai j D. u j = bi , ∀i = 1, · · · ,F . (A.13)
A.2.3 Transposée
• La transposée d’un tenseur A ∈ ⊗D
d=1
(
R
md ⊗ Rnd
)
est le tenseur noté A′ ∈⊗D
d=1
(
R
nd ⊗Rmd
)
défini par :
A′j1i1··· jD iD = Ai1 j1···iD jD ,

∀id = 1, · · · ,md
∀ jd = 1, · · · ,nd
∀d = 1, · · · ,D
. (A.14)
• La transposée d’un F ×F -tuple [[A]] de tenseurs Ai j ∈
⊗D
d=1
(
R
m(i ,d)⊗Rn( j ,d)
)
est
le F ×F -tuple noté [[A]]′ défini par :
A′j i =Ai j ,
{
∀i = 1, · · · ,F
∀ j = 1, · · · ,F . (A.15)
3. Un F×F -tuple de tenseur d’ordreD est un tableau à deux dimensions de taille F×F et dont chaque
case contient un tenseur d’ordreD.
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A.2.4 Inverse
• L’inverse d’un tenseur A ∈⊗D
d=1
(
R
nd ⊗Rnd
)
est le tenseur noté A−1 ∈⊗D
d=1
(
R
nd ⊗
R
nd
)
défini par :
A−1 D. A= I , (A.16)
où I est le tenseur identité sur
⊗D
d=1
(
R
nd ⊗Rnd
)
défini par
I=
D⊗
d=1
Id , (A.17)
avec Id la matrice identité sur Rnd ⊗Rnd pour d = 1, · · · ,D , et l’opération AD. B est
définie par
AD. B=C ⇔
∑
k1
· · ·
∑
kD
Ai1k1···iDkDBk1 j1···kD jD =Ci1 j1···iD jD , ∀id ,∀ jd ,∀d .
(A.18)
• L’inverse d’un F×F -tuple [[A]] de tenseursAi j ∈
⊗D
d=1
(
R
n(i ,d)⊗Rn( j ,d)
)
est le F×F -
tuple noté [[A]]−1 défini par :
[[A]]−1 D. . [[A]]= [[I]] , (A.19)
où [[I]] est F ×F -tuple identité défini par
Ii j =
{
Ii pour i = j
0i j pour i 6= j
pour i , j = 1, · · · ,F (A.20)
avec Ii est le tenseur identité sur
⊗D
d=1
(
R
n(i ,d)⊗Rn(i ,d)
)
et 0i j est le tenseur nul
sur
⊗D
d=1
(
R
n(i ,d)⊗Rn( j ,d)
)
, et l’opération [[A]]D. . [[B]] est définie par
[[A]]D. . [[B]]= [[C]] ⇔
∑
k
Aik D. Bk j =Ci j , ∀i ,∀ j . (A.21)
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