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Re´sume´
Le spectre du Laplacien sans signe a fait l’objet de beaucoup d’attention dans la com-
munaute´ scientifique ces dernie`res anne´es. La principale raison est l’intuition, base´e sur
une e´tude des petits graphes et sur des proprie´te´s valides pour des graphes de toutes
tailles, que plus de graphes sont de´termine´s par le spectre de cette matrice que par celui
de la matrice d’adjacence et du Laplacien.
Les travaux pre´sente´s dans cette the`se ont apporte´ des e´le´ments nouveaux sur les
informations apporte´es par le spectre cette matrice. D’une part, on y pre´sente des re-
lations entre les invariants de structure et une valeur propre du Laplacien sans signe.
D’autre part, on pre´sente des familles de graphes extreˆmes pour deux de ses valeurs
propres, avec et sans contraintes additionnelles sur la forme de graphe. Il se trouve que
ceux-ci sont tre`s similaires a` ceux obtenus dans les meˆmes conditions avec les valeurs
propres de la matrice d’adjacence. Cela aboutit a` la de´finition de familles de graphes
pour lesquelles, le spectre du Laplacien sans signe ou une de ses valeurs propres, le
nombre de sommets et un invariant de structure suffisent a` de´terminer le graphe. Ces
re´sultats, par leur similitude avec ceux de la litte´rature viennent confirmer l’ide´e que
le Laplacien sans signe de´termine probablement aussi bien les graphes que la matrice
d’adjacence.
Tous les apports nouveaux de cette the`se ont e´te´ publie´s dans des journaux scien-
tifiques ou des rapports techniques et sont rapporte´s dans leur inte´gralite´ dans ce ma-
nuscrit.
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Abstract
In the last five years, much attention was devoted to the signless Laplacian of a graph by
the scientific community. One of the main reasons for this interest is the intuition, shared
by many researchers on the basis of studies concerning small graphs, that more graphs
are determined by their signless Laplacian spectrum than by those of the adjacency and
Laplacian matrices.
Results presented in this thesis brought new elements on the informations hidden in
the spectrum of this matrix. On the one hand, we present relations between structural
graph invariants and an eigenvalue of the signless Laplacian. On the other hand, we
present families of extremal graphs for two of its eigenvalues, with and without addi-
tional constraints on the shape of the graph. The families obtained for these problems
are very similar to the ones defined in the same conditions for the adjacency matrix
eigenvalues.
This lead to the definition of families of graphs for which the signless Laplacian
spectrum or one of its eigenvalues together with the number of vertices and a structural
invariant are sufficient to determine the graph. These results are very similar to those
concerning the adjacency matrix spectrum and then support the idea that the signless
Laplacian spectrum might determine graph at least as well as the adjacency matrix
spectrum.
All the innovative contributions of this thesis were published in scientific journals or
in technical reports and are reported entirely in this manuscript.
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Chapitre 1
Introduction
De nombreuses matrices permettant de de´crire un graphe existent. La plus naturelle
est, bien suˆr la matrice d’adjacence Aij , qui pour deux sommets vi et vj d’un graphe G
indique si un arc ou une areˆte relie vi a` vj . D’autres matrices, le Laplacien, le Laplacien
sans signe, les matrices d’adjacence ge´ne´ralise´es, etc. repre´sentent elles aussi des graphes,
dans le sens ou` la fonction qui, a` un graphe G quelconque a` n sommets, associe une
matriceM(G) parmi celles pre´cite´es, est injective. Ces repre´sentations ont le de´savantage
d’eˆtre peu compactes et une fac¸on de les re´duire est de ne conside´rer que les spectres de
ces matrices. Ainsi, a` un graphe, est associe´ un vecteur s a` n e´le´ments. Le proble`me d’une
telle repre´sentation est qu’un meˆme vecteur s peut eˆtre la repre´sentation de plusieurs
graphes non-isomorphes. On dit alors que ces graphes ne sont pas de´termine´s par leurs
spectres pour la matriceM , note´e nonM -DS ou encore non-DS, lorsque cela ne pre´sente
pas d’ambigu¨ıte´. Dans le cas contraire, on dira qu’un graphe est de´termine´ par son
spectre pour la matrice M , et on le notera M -DS ou encore DS.
La pertinence de la repre´sentation d’un graphe par le spectre d’une matrice M
de´pend donc de la proportion de graphes non-DS pour cette matrice. Nous savons que
tous les graphes ne sont de´termine´s par leur spectre, ni pour la matrice d’adjacence, ni
pour le Laplacien, ni pour le Laplacien sans signe, toutefois la proportion de graphes
DS et non-DS est inconnue.
La question de savoir quels graphes sont de´termine´s par leur spectre a d’abord
concerne´ la matrice d’adjacence. Cette interrogation a e´te´ souleve´e de`s 1956, par Gu¨n-
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thard et Primas [62] dans le cadre de l’e´tude de la the´orie de Hu¨ckel, une proble´matique
de chimie, par le biais de la the´orie spectrale des graphes. Un second exemple d’appari-
tion de cette question provient de la physique, en 1966, en re´ponse a` la question de Kac,
“Can one hear the shape of a drum?” [80], Fischer avait propose´ une mode´lisation de la
forme d’un tambour sous la forme d’un graphe, le son de celui-ci e´tant alors caracte´rise´
par le spectre du Laplacien du graphe [58].
On connait de´sormais de nombreuses familles de graphes cospectraux non isomorphes
pour la matrice d’adjacence et le Laplacien. En particulier, on sait que presque tous les
arbres sont cospectraux et pour la matrice d’adjacence [99] et pour le Laplacien [90].
De plus des transformations locales permettent , dans certains cas,dans certains cas, de
construire des graphes cospectraux pour la matrice d’adjacence et le Laplacien [40,61].
Cependant la fraction des graphes a` n sommets non-DS identifie´s pour ces matrices tend
vers 0 lorsque n tend vers l’infini.
On a aussi identifie´ un certain nombre de familles de graphes de´termine´es par leur
spectre : les graphes usuels comme le chemin ou le graphe complet pour la plupart
des matrices utilise´es en the´orie spectral de graphes, les starlike trees pour la matrice
d’adjacence, le Laplacien et, une partie, pour le Laplacien sans signe [19, 82, 95], les
sucettes pour la matrice d’adjacence et le Laplacien sans signe [66, 112], les papillons
pour la matrice d’adjacence, le Laplacien et le Laplacien sans signe [87, 107], etc. La`
encore, la proportion de ces graphes parmi l’ensemble des graphes a` n sommets tend
vers 0 lorsque n tend vers l’infini.
Dans cette the`se, nous nous sommes inte´resse´s au spectre du Laplacien sans signe.
Le but poursuivi par les travaux qui y sont pre´sente´s est de de´terminer les informa-
tions contenues par le spectre de cette matrice. Nous avons utilise´e principalement trois
approches.
Une premie`re e´tape exploratoire a consiste´ a` ge´ne´rer des conjectures mettant en
relation une valeur propre du Laplacien sans signe, parmi la plus grande, la seconde
plus grande et la plus petite, avec un invariant de structure du graphe et le nombre
de ses sommets au moyen d’ine´galite´s. Concernant la plus petite valeur propre, la non-
bipartition du graphe a e´te´ impose´e, pour e´viter que les graphes extreˆmes ne soient
toujours les graphes bipartis. Seules les conjectures portant sur la plus grande valeur
3propre ont e´te´ pour partie de´montre´es, ces re´sultats sont pre´sente´s dans le chapitre 2.
Les conjectures concernant la seconde plus grande et la plus petite valeur propre sont
e´nonce´es en annexes B et C.
Dans un second temps, nous avons tente´ de de´terminer quels graphes maximisent ou
minimisent une valeur propre q du Laplacien sans signe lorsqu’un invariant structurel
i est fixe´. Connaitre la famille des graphes extreˆmes peut permettre de borner q en
fonction de l’invariant i fixe´, ainsi connaitre q permet d’encadrer i. A` l’inverse, on peut
parfois de´terminer si un graphe est extreˆme pour q en connaissant q, i et le nombre de
ses sommets, et ainsi savoir a` quelle famille de graphes il appartient. Des re´sultats de ce
type, portant sur la plus grande valeur propre avec un invariant de distance fixe´, sont
pre´sente´s dans le chapitre 3.
Enfin, nous avons cherche´ a` de´terminer les familles de graphes extreˆmes pour des
valeurs propres peu e´tudie´es a` l’e´poque, notamment la seconde plus grande, q2. Cette
de´marche s’inscrit dans la recherche des familles de graphes de´termine´es par leur spectre
pour le Laplacien sans signe. En effet, connaitre la valeur de q2 permet de de´terminer si
un graphe appartient ou non a` cette famille, le graphe exact peut ensuite eˆtre identifie´
a` l’aide des autres valeurs propres. Ces travaux sont pre´sente´s dans le chapitre 4 de ce
manuscrit.
La forme retenue pour la re´daction de ce manuscrit est celle de la the`se par articles.
Les re´sultats pre´sente´s dans les chapitres 2, 3 et 4 ont e´te´ publie´s, soit dans des revues
scientifiques, soit dans des rapport techniques. Ils sont rapporte´s dans cette the`se dans
leur version originale et dans leur inte´gralite´. Aussi, certaines parties sont re´dige´es en
langue anglaise et des conside´rations, de´finitions et re´sultats pre´liminaires sont re´pe´te´s
dans chaque introduction de section. Cette redondance et ces changements de langue
sont inhe´rents au format choisi. Nous espe´rons que ces spe´cificite´s de re´daction ne geˆ-
neront pas le lecteur et nous l’invitons a` ne pas s’appesantir sur ces introductions de
section si cela ne lui semble pas ne´cessaire.
Dans la suite de cette introduction nous pre´senterons le contexte des travaux qui sont
pre´sente´s dans cette the`se. Nous donnerons d’abord un aperc¸u des notions de base de
la the´orie des graphes en ge´ne´ral et de la the´orie alge´brique des graphes en particulier.
Ensuite, nous pre´senterons des outils et des me´thodes pouvant aider a` la recherche
de relations en the´orie des graphes. Nous montrerons comment un logiciel permettant
de re´soudre heuristiquement des proble`mes de calcul de graphes extreˆmes peut eˆtre
utilise´ pour l’e´tude du spectre d’une matrice associe´e aux graphes, notamment pour la
comparaison de ses valeurs propres avec d’autres invariants graphiques, structuraux ou
alge´briques.
1.1 The´orie des graphes et the´orie alge´brique des graphes :
notions de base
1.1.1 De´finitions et proprie´te´s usuelles en the´orie des graphes
Un graphe est une repre´sentation de relations entre les e´le´ments, appele´s sommets,
d’un ensemble discret V . Ces relations peuvent eˆtre oriente´es ou non, et sont, selon le
cas, repre´sente´es par des arcs ou par des areˆtes. Un arc est une paire ordonne´e (u, v)
d’e´le´ments de V et traduit une relation asyme´trique, ou oriente´e, entre les deux sommets
u et v, alors qu’une areˆte est une paire non-ordonne´e {u, v} d’e´le´ments de V et traduit
une relation syme´trique entre ces deux sommets. Un graphe ne contentant que des arcs
est appele´ graphe oriente´, un graphe ne contentant que des areˆtes est appele´ graphe
non-oriente´. Notons qu’au sens le plus ge´ne´ral, un graphe peut contenir des arcs et des
areˆtes multiples, ainsi que des boucles, c’est-a`-dire des areˆtes ou des arcs dont les deux
extre´mite´s sont identiques. On les repre´sente souvent sous la forme d’une figure dans
laquelle les points, ou nœuds, repre´sentent des sommets, les fle`ches, des arcs et les traits
simples des areˆtes.
Selon les applications, on peut associer des poids aux areˆtes ou aux arcs d’un graphe
pour graduer la “force” des relations que ceux-ci repre´sentent. On parle alors de graphe
ponde´re´. Dans le cas contraire, si on conside`re qu’une relation entre deux sommets est
binaire, un arc ou une areˆte ne peut qu’exister ou eˆtre absent, on parle alors de graphe
non-ponde´re´.
Dans la suite de ce manuscrit, nous nous restreindrons a` l’e´tude des graphes simples
non-oriente´s, c’est -a`-dire aux graphes non-oriente´s, non-ponde´re´s, sans boucles ni areˆtes
multiples et ayant un nombre fini de sommets. En l’absence d’ambigu¨ıte´, nous utiliserons
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le terme graphes plutoˆt que graphes simples pour de´signer ces objets. On notera G =
(V,E), un tel graphe, V de´signant l’ensemble de ses sommets et E, l’ensemble de ses
areˆtes. Les cardinaux de V et E seront note´s respectivement n = |V |, le nombre de
sommets, aussi appele´ ordre, et m = |E|, le nombre d’areˆtes, aussi appele´ taille. Deux
sommets relie´s par une areˆte sont adjacents l’un a` l’autre, et sont dits incidents a` cette
areˆte.
Les graphes peuvent eˆtre repre´sente´s a` l’aide d’outils mathe´matiques. Nous nous
restreindrons aux repre´sentations matricielles, bien que d’autres structures de donne´es,
telles que les listes d’adjacence, permettent de repre´senter les graphes de fac¸on tout a`
fait pratique et pertinente.
La matrice d’adjacence d’un graphe simple G non-oriente´ et non-ponde´re´ est une
matrice 0-1 carre´e, A(G) = (aij)1≤i,j ≤n de taille n dans laquelle aij = 1 si et seulement si
les sommets vi et vj sont adjacents. Cette repre´sentation peut eˆtre e´tendue aux graphes
simples ponde´re´s et/ou oriente´s : aij sera alors e´gal au poids de l’areˆte incidente a` vi
et vj ou au poids de l’arc sortant de vi joignant vi a` vj s’ils existent et sera nulle en
l’absence d’arc entre vi et vj .
La matrice d’incidence R d’un graphe simple non-oriente´ est aussi une matrice 0-1.
C’est une matrice rectangulaire a` n lignes et m colonnes, dans laquelle Rik = 1 si et
seulement si le sommets vi est incident a` l’areˆte ek. Encore une fois, cette repre´senta-
tion peut eˆtre e´tendue aux graphes ponde´re´s et aux graphes oriente´s, graphes a` areˆtes
multiples inclus : Rik sera e´gal au poids de l’areˆte ek incidente au sommet vi, au poids
de l’arc ak entrant en vi, ou a` l’oppose´ du poids de l’arc ak sortant de vi s’ils existent
et vaudra 0 sinon.
Dans un graphe simple G, le degre´ d’un sommet vi ∈ V est le nombre di d’areˆtes
qui y sont incidentes. Il est e´gal a` la somme des e´le´ments de la ie`me ligne de la matrice
d’adjacence ou de la matrice d’incidence du graphe. On notera D = diag(d1, d2, . . . , dn)
est la matrice diagonale. Les matrices L = D − A et Q = D + A sont appele´es respec-
tivement le Laplacien et le Laplacien sans signe d’un graphe. Nous donnerons plus de
de´tails sur leurs proprie´te´s dans la section suivante.
Un sous-graphe d’un graphe G = (V,E) est lui-meˆme un graphe H ′ = (V ′, E′),
tel que V ′ ⊆ V et E′ ⊆ E. Le sous-graphe induit par G sur V ′′ ⊆ V est le graphe
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H ′′ = (V ′′, E′′) tel que e ∈ E′′, si et seulement si les deux extre´mite´s de e sont dans V ′′
et e ∈ E. La matrice d’adjacence de H ′′ est alors une sous-matrice de celle de G.
Un chemin entre deux sommets u et v de G est une suite d’areˆtes conse´cutives
({u, u(1)}{u(1), u(2)} . . . {u(k), v}) menant de u a` v. La longueur d’un chemin est la lon-
gueur de cette suite, la distance d(u, v) entre deux sommets u et v est le minimum des
longueurs des chemins de u a` v, si u et v sont distincts, et 0 si u = v. La distance
maximale d’un sommet v aux autres sommets du graphe est appele´e l’excentricite´ de
v, on la note ecc(v). Une composante connexe d’un graphe est le sous-graphe induit
H = (V ′, E′), maximal au sens de l’inclusion, tel que, pour toute paire de sommets u
et v de V ′, il existe un chemin allant de u a` v. Un graphe est connexe si et seulement
si, il n’a qu’une composante connexe. Dans ce cas, on peut de´finir la matrice de dis-
tance Dist = (distij). C’est la matrice n × n a` valeurs dans N dont les entre´es sont
distij = dist(vi, vj).
Un certain nombre de graphes, tels que les arbres, les e´toiles, les chemins, les cycles,
les graphes complets, les graphes e´clate´s complets et les graphes multi-partis complets
apparaissent souvent dans les the´ore`mes et les preuves de the´orie des graphes. Ce sont, en
particulier des graphes extreˆmes ou des familles de graphes extreˆmes pour de nombreux
invariants graphiques. Nous donnerons, pour chacun d’eux, une de´finition formelle et
une illustration.
Un arbre a` n sommets est un graphe connexe a`, exactement, n − 1 areˆtes. Les
e´toiles et les chemins sont des arbres particuliers. L’e´toile a` n sommets est un arbre
avec un sommet dominant, c’est-a`-dire un sommet de degre´ n − 1 ; on la note Sn.
Le chemin Pn a` n sommets est l’arbre dont les areˆtes forment la se´quence suivante :
({v1, v2}, {v2, v3}, . . . , {vn−1, vn}), a` isomorphisme des sommets pre`s.
Le cycle Cn est le graphe a` n sommets et n areˆtes formant (a` renume´rotation des
sommets pre`s) la se´quence ({v1, v2}, {v2, v3}, . . . , {vn−1, vn}, {vn, v1}).
Le graphe complet a` n sommets Kn est le graphe dans le lequel tous les sommets
sont adjacents deux a` deux. Le graphe e´clate´ complet SKk,α est le graphe a` k + α
sommets obtenu a` partir d’un graphe vide a` α sommets et d’un graphe complet a` k
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Figure 1.1 – Un arbre Figure 1.2 – S9
Figure 1.3 – P6 Figure 1.4 – C8
sommets en ajoutant toutes les areˆtes possibles entre ces deux ensembles de sommets.
Le graphe k-parti complet Kp1,...,pk , k ≥ 2, est le graphe a` p1+ . . .+pk sommets, obtenu
a` partir de k graphes vides a` p1, p2, . . . , pk sommets en ajoutant toutes les areˆtes entre
ces k graphes.
Figure 1.5 – K8 Figure 1.6 – SK4,4 Figure 1.7 – K4, 2, 2
Enfin, des graphes moins usuels, les bestioles, les sac, les sucettes et les navets, sont
souvent des graphes extreˆmes, notamment pour des relations impliquant un invariant
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de distance. Une bestiole Bugp,s,t est un graphe obtenu a` partir du graphe complet a`
p sommets en supprimant une areˆte uv et en fusionnant le sommet u avec l’extre´mite´
d’un chemin d’ordre s et le sommet v avec l’extre´mite´ d’un chemin d’ordre t. Un sac
Bagp,q est un graphe obtenu a` partir du graphe complet a` p sommets en supprimant une
areˆte uv et la remplac¸ant par un chemin d’ordre q. Une sucette Loln,g est un graphe a`
n sommets obtenu a` partir d’un cycle g sommets en fusionnant un de ses sommets avec
l’extre´mite´ d’un chemin d’ordre n− g + 1 . Un navet Tun,g est un graphe a` n sommets
obtenu a` partir d’un cycle g sommets en attachant n− g sommets pendants a` un de ses
sommets.
Un isomorphisme de graphe est une bijection des sommets d’un graphe G = (V,E)
sur les sommets d’un grapheH = (V ′, E′), pre´servant l’adjacence des paires de sommets.
Cela correspond en fait a` une ope´ration de renume´rotation des sommets d’un graphe.
Deux graphes G et H sont dits isomorphes s’il existe un isomorphisme φ tel que φ(G) =
H (et donc φ−1(H) = G). Sur leur matrice d’adjacence, cela ce traduit par l’existence
d’une permutation pi appartenant au groupe syme´trique Sn, le groupe de syme´tries
contenant toutes permutations de n e´le´ments, tel que le re´sultat d’une permutation des
lignes puis des colonnes de A(G) suivant pi soit A(H), c’est-a`-dire piA(G)pi = A(H). Un
isomorphisme ϕ tel que ϕ(G) = G est appele´ automorphisme du graphe G. L’ensemble
de tous les automorphismes de graphe d’un graphe G est un groupe pour l’ope´ration de
composition et est appele´ le groupe d’automorphisme de G.
Bien entendu, deux graphes isomorphes ont le meˆme nombre de sommets et le meˆme
nombre d’areˆtes. Beaucoup de proprie´te´s des graphes, appele´es invariants graphiques
sont identiques pour deux graphes isomorphes. Formellement, un invariant graphique
est une fonction f dont le domaine de de´finition est l’ensemble des graphes, satisfaisant,
pour tout graphe G = (V,E), et pour tout graphe H isomorphe a` G, f(G) = f(H).
Lorsque cela ne preˆtera pas a` confusion, nous e´crirons f au lieu de f(G).
Les invariants graphiques ont fait l’objet de nombreuses e´tudes en the´orie des graphes.
Nous pre´sentons ceux qui, dans cette the`se ont e´te´ utilise´s pour e´tudier le spectre du
Laplacien sans signe, a` commencer par ceux qui sont en lien direct avec les notions que
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Figure 1.8 – Bug5,3,3 Figure 1.9 – Bag5,6
Figure 1.10 – Lol9,6 Figure 1.11 – Tu9,6
nous venons d’introduire : les invariants de degre´ et les invariants de distance.
Les degre´s minimum, maximum et moyen d’un graphe G (resp. δ(G), ∆(G), d¯(G))
sont respectivement les valeurs minimum, maximum et moyenne des degre´s des sommets
de G.
La distance moyenne l¯, est la moyenne des distances entre les paires de sommets dis-
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tincts d’un graphe. La proximite´ et l’e´loignement sont le minimum et le maximum des
distances moyennes d’un sommet a` tous les autres. Le diame`tre D est la plus grande
distance entre deux sommets d’un graphe G ; ou, de fac¸on e´quivalente, l’excentricite´
maximum des sommets de G . Le rayon r et l’excentricite´ moyenne ecc sont respective-
ment le minimum et la moyenne des excentricite´s des sommets de G. Enfin, la maille g
est la longueur du plus petit cycle du graphe ; i.e. la longueur du plus court chemin de
G (de longueur supe´rieure a` 1) ayant des extre´mite´s identiques.
La connectivite´ des sommets ν (respectivement la connectivite´ des areˆtes κ) est
le plus petit nombre de sommets (resp. areˆtes) de G a` supprimer pour rendre G non-
connexe. Ce sont des indicateurs de la force de la connexite´ du graphe. Un autre invariant
de connexite´ est la connectivite´ alge´brique a, la seconde plus petite valeur propre du
Laplacien, qui est nulle lorsque le graphe est non-connexe.
D’autres invariants sont base´s sur la taille de certains sous-ensembles de sommets.
Un stable est un ensemble de sommets non-adjacents deux a` deux, une clique est un
ensemble de sommets tous adjacents deux a` deux. L’indice d’inde´pendance α et l’indice
de clique ω sont respectivement les cardinaux du plus grand ensemble de sommets
inde´pendants et de la plus grande clique. Le nombre de domination β est le cardinal
du plus petit ensemble dominant S, au sens du nombre d’e´le´ments ; c’est-a`-dire du plus
petit ensemble de sommets tel que pour tout sommet v du graphe, soit v ∈ S, soit v est
adjacent a` un sommet u de S. Si β = 1, alors un des sommet du graphe est adjacent a`
tous les autres, on parle alors de sommet dominant.
Parmi les nombreux invariants existants, on avons aussi utilise´ le nombre chroma-
tique χ, nombre couplage µ et l’indice de Randic´ Ra. Le nombre chromatique est le plus
petit nombre d’ensembles que peut contenir une partition des sommets V en ensembles
de sommets inde´pendants. En d’autres termes, c’est le nombre minimum de couleurs
que l’on peut attribuer aux sommets de G de manie`re que deux sommets adjacents ne
soient pas de la meˆme couleur. Cet invariant fait l’objet de beaucoup de the´ore`mes, no-
tamment le tre`s ce´le`bre the´ore`me des quatre couleurs, e´tablissant le fait que les graphes
planaires peuvent eˆtre colore´s a` l’aide de 4 couleurs. L’indice de couplage est le cardi-
nal maximum des ensembles d’areˆtes non-incidentes deux a` deux. Pour finir, l’indice de
Randic´ est la somme des poids des areˆtes de G, lorsque le poids d’une des areˆtes est
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l’inverse de la racine carre´e du produit des degre´s de ses extre´mite´s,
Ra =
∑
{ij}∈E
1√
didj
.
C’est un invariant tre`s utilise´ en chimie, qui estime la tendance du squelette d’atomes
de carbone des hydrocarbures sature´s a` cre´er des liaisons.
Tous ces invariants procurent des informations sur la structure du graphe, nous les
appellerons invariants structuraux ou invariants de structure dans la suite de ce ma-
nuscrit. Une partie de cette the`se pre´sente des recherches de liens nume´riques entre ces
invariants, maintenant relativement bien connus et des invariants alge´briques, autrement
dit des valeurs propres de matrices associe´es aux graphes.
1.2 The´orie spectrale des graphes a` travers le Laplacien
sans signe
Le but de la the´orie spectrale des graphes est d’e´tudier les proprie´te´s des graphes en uti-
lisant leur spectre. Cela couvre des proble´matiques telles que l’identification de familles
cospectrales, la reconstruction de graphes, la recherche de relations entre les invariants
graphiques, des proble`mes de combinatoire sur les graphes et le calcul de bornes pour
des algorithmes d’approximation.
Dans cette the`se, nous nous inte´resserons principalement au spectre d’une matrice,
le Laplacien sans signe Q = D+A, ainsi que, lorsque la comparaison s’ave`re pertinente,
a` celui de deux autres matrices, la matrice d’adjacence A et le Laplacien L = D −A.
Rappelons que le spectre d’une matrice carre´e de taille n a` coefficients re´els est
l’ensemble des racines re´elles et/ou complexes de son polynoˆme caracte´ristique :
PM (λ) = |λI −M | ,
ou` I est la matrice identite´. Dans l’ensemble de ce manuscrit les valeurs propres,
λ1(M), λ2(M), . . . , λn(M), d’une matrice syme´trique de taille n a` coefficients re´els se-
ront toujours indexe´s dans l’ordre de´croissant :
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λ1(M) ≥ λ2(M) ≥ . . . ≥ λn(M),
et la plus grande valeur propre λ1(M) sera souvent appele´e index de la matrice M . Le
Laplacien sans signe a e´te´ introduit en 2005 par Dragos Cvetkovic´. Depuis beaucoup
d’attention a e´te´ porte´e par la communaute´ scientifique a` l’e´tude son spectre et des
dizaines d’articles ont e´te´ publie´s sur ce the`me. Beaucoup de ces re´sultats concernent les
valeurs extreˆmes d’une des valeurs propres du Laplacien sans signe et la de´termination
du graphe extreˆme correspondant lorsqu’un invariant de structure est fixe´, par exemple,
la se´quence des degre´s [111], le couplage [109], ou encore, le nombre de sommets pendants
[51].
Nous ne pre´senterons dans cette partie, qu’une introduction succincte a` la the´orie
alge´brique des graphes a` travers le Laplacien sans signe. Aussi, malgre´ l’inte´reˆt de ces
re´sultats, nous n’en feront pas l’expose´ dans cette the`se. Le lecteur inte´resse´ trouvera
un tre`s bon aperc¸u des re´sultats re´cents concernant le spectre du Laplacien sans signe
dans l’un articles que lui a consacre´ Dragos Cveckovic´ [38]. Les lemmes et the´ore`mes
indispensables a` la bonne compre´hension de cette the`se seront e´nonce´s lorsque leur
utilisation sera requise.
1.2.1 Liens avec la matrice d’adjacence et le Laplacien
Pour de´marrer cette introduction a` la the´orie spectrale des graphes, rappelons quelques
re´sultats de base concernant le spectre du Laplacien sans signe. Avant toute chose, nous
pre´senterons des re´sultats permettant de lier le spectre du Laplacien sans signe Q avec
celui de la matrice d’adjacence A et du Laplacien L.
Tout d’abord, A, L et Q sont des matrices re´elles syme´triques, toutes leurs valeurs
propres sont elles-aussi re´elles. De plus, pour tout graphe G = (V,E), le Laplacien et le
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Laplacien sans signe sont des matrices semi-de´finies positives. En effet, pour tout ∈ Rn :
x⊤Lx = x⊤Dx− x⊤Ax
=
∑
i∈V
dix
2
i + 2
∑
{i,j}∈E
xixj
=
∑
i∈V
∑
j∼i
x2i − 2
∑
{i,j}∈E
xixj
=
∑
{i,j}∈E
x2i − 2xixj + x2j
=
∑
{i,j}∈E
(xi − xj)2
≥ 0,
(1.1)
et
x⊤Qx = x⊤Dx+ x⊤Ax
=
∑
{i,j}∈E
(xi + xj)
2
≥ 0.
(1.2)
La relation la plus e´vidente entre les spectres de ces trois matrices concerne les
graphes re´guliers. En effet, pour un tel graphe G, la matrice diagonale des degre´s vaut
D = dI ou` d est le degre´ du graphe. Alors,
Q = dI +A = 2dI − L.
Pour un tel graphe, q ∈ R est une valeur propre de Q si et seulement si q − d est une
valeur propre de A et 2d− q est une valeur propre de L.
Pour les graphes bipartis les spectres du Laplacien et du Laplacien sans signe sont
e´gaux. En effet, soit G = (V,E) un graphe biparti et S1 et S2 deux stables de V tels que
S1∩S2 = ∅ et S1∪S2 = V . Soit λ une valeur propre de L et x son vecteur propre associe´.
Nous noterons xS1 (resp. xS2) les coordonne´es de x correspondant aux sommets de S1
(resp. S2) et e´crirons x = (xS1 , xS2). Alors x
′ = (xS1 , (−xS2)) est un vecteur propre de
Q correspondant a` la valeur propre λ.
Un paralle`le est souvent e´tabli entre la seconde plus petite valeur propre du Laplacien
et la plus petite valeur propre du Laplacien sans signe. Il est, en partie, base´ sur la
similitude de leur valeurs lorsque le graphe a plusieurs composantes connexes d’une
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part et plusieurs composantes biparties d’autre part.
La plus petite valeur propre du Laplacien est nulle pour tous les graphes, la seconde,
souvent note´e λ2 et appele´e connectivite´ alge´brique, en revanche ne l’est pas toujours.
La multiplicite´ de la plus petite valeur propre du Laplacien, 0, est e´gale au nombre k de
composantes connexes du graphe G. Les k vecteurs propres sont les vecteurs indicateurs
de chacune de ses composantes, autrement dit, ce sont les vecteurs dont les coordonne´es
sont valent 1 pour tous les sommets d’une meˆme composante connexe et 0 pour tous
les autres. Ils forment une base orthogonale du noyau du Laplacien. Remarquons que
la multiplicite´ de 0 n’est pas supe´rieure a` k. En effet, si x = (x1, . . . , xn) ∈ Rn est un
vecteur propre associe´ a` la valeur propre 0, alors le long de tous les chemins du graphe,
les coordonne´es de x doivent eˆtre e´gales. Par conse´quent, sur une composantes connexe
du graphes, les coordonne´es de x son e´gales et x est une combinaison line´aire des k
vecteurs propres de´finis ci-dessus.
La plus petite valeur propre qn du Laplacien sans signe d’un graphe G, est le pendant
de la seconde plus petite valeur propre du Laplacien, en ce qui concerne la bipartition.
En effet, qn est une mesure de bipartitionG, au meˆme titre que λ2 mesure sa connectivite´
[56]. Elle est borne´e supe´rieurement et infe´rieurement par une fonction d’un parame`tre
ψ mesurant la non-bipartition d’un graphe. Soit S un sous-ensemble de V , cut(S) le
nombre d’areˆtes ayant une extre´mite´ dans S et une autre dans V \S, et em(S) le nombre
d’areˆtes a` supprimer pour que le sous graphe induit par S soit biparti. Le parame`tre ψ
est de´fini comme e´tant le minimum de
em(S) + cut(S)
|S| ,
ou` S est parmi les sous ensemble de V . C’est a` dire, le nombre minimum d’areˆtes a` oˆter
de G pour obtenir une composante bipartie, ponde´re´ par la taille de cette composante.
Cvetkovic´ a montre´ dans [34] que
ψ2
∆
≤ qn ≤ 4ψ.
La nullite´ de qn correspond a` l’existence d’une composante bipartie au sein du
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graphe. Dans ce cas, sa multiplicite´ est e´gale au nombre de composantes connexes bipar-
ties du graphe, a` l’instar de la plus petite valeur propre du Laplacien, qui est toujours
nulle et dont la multiplicite´ est e´gale au nombre du composante connexes du graphe .
Les vecteurs dont les coordonne´es valent 1 pour les sommets d’un stable d’une compo-
sante bipartie, −1 sur l’autre et 0 ailleurs forment une base orthogonale du noyau du
Laplacien sans signe.
De plus, parmi les graphes non-bipartis, qn atteint son unique minimum pour le
graphe unicyclique de maille 3 obtenu a` partir d’un chemin en attachant un triangle a`
l’une de ses extre´mite´s [24].
Par ailleurs, pour tous les graphes, le Laplacien sans signe ve´rifie,
Q = RR⊤.
Comme
R⊤R = A(L(G)) + 2I,
les valeurs propres non-nulles de A(L(G)) + 2I, ou` L(G) de´signe le line graph de G, et
Q co¨ıncident. On obtient donc
PA(L) = (x+ 2)
m−nPQ(x+ 2). (1.3)
Cette relation met en exergue le lien tre`s fort entre la the´orie spectrale base´e sur la
matrice d’adjacence et la the´orie spectrale base´e sur le Laplacien sans signe. Nous ne
de´taillons pas leur similitudes plus avant car nous aurons l’occasion de nous y attarder
a` nouveau au cours de ce manuscrit.
1.2.2 Ope´rations sur les graphes
Nous introduisons maintenant une se´rie de re´sultats portant sur les variations de la
valeur d’une valeur propre d’un graphe en re´ponse a` une modification de celui-ci. Ce
type de re´sultat est particulie`rement utile dans des preuves d’extre´malite´ d’une valeur
propre lorsque qu’un autre invariant est fixe´.
Rappelons que, de fac¸on ge´ne´rale, il n’est pas possible d’e´tablir une comparaison a
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priori des spectres de deux graphes. On peut parfois pre´dire les variations de certaines
valeurs propres suite a` une modification de sa structure, mais nous verrons que ce n’est
pas toujours le cas, y compris pour des modifications tre`s simples du graphe.
Par exemple, soit G = (V,E1 ∪ E2) l’union de deux graphes G1 = (V,E1) et
G1 = (V,E2) partageant le meˆme ensemble de sommets et ayant des ensembles d’areˆtes
disjoints. Alors, les matrices associe´es a` G, A(G), L(G) et Q(G) sont les sommes de
celles de G1 et G2. Les ine´galite´s de Courant-Weyl fournissent des bornes sur les valeurs
propres de la somme de deux matrices syme´triques mais on ne peut pas pour autant sa-
voir clairement si une valeur propre a augmente´ ou non, et ce meˆme lorsque les matrices
en question sont non-ne´gatives
The´ore`me 1.2.1 (Ine´galite´s de Courant-Weyl). Soit M1 et M2 deux matrices re´elles
syme´triques de taille n. Soit M =M1 +M2, alors
λi+j+1(M) ≤ λi+1(M1) + λj+1(M2) (1.4)
λn−i−j(M) ≤ λn−i(M1) + λn−j(M2), (1.5)
pour 0 ≤ i, j, i+ j + 1 ≤ n.
Cela permet de connaitre le sens de variation d’une valeur propre du Laplacien ou du
Laplacien sans signe d’un graphe lorsqu’une areˆte est ajoute´e. En effet, pour un graphe
a` n sommets ayant une seule areˆte, ln = 0 et qn = 0. Ainsi d’apre`s l’ine´galite´ (1.5) on
sait que, pour tout graphe, chaque valeur propre croˆıt (pas ne´cessairement strictement)
suite addition d’une areˆte. On peut donc formuler un the´ore`me d’entrelacement pour L
et Q [34].
The´ore`me 1.2.2 (The´ore`me d’entrelacement). Soit G un graphe a` n sommets et m
areˆtes, soit e une areˆte de G et G − e le graphe obtenu a` partir de G en supprimant
l’areˆte e.
Soient l1, l2, . . . , ln et h1, h2, . . . , hn les valeurs propres respectives du Laplacien de
G et G− e. Alors,
0 ≤ hn ≤ ln ≤ · · · ≤ h2 ≤ l2 ≤ h1 ≤ l1. (1.6)
Soient q1, q2, . . . , qn et s1, s2, . . . , sn les valeurs propres respectives du Laplacien sans
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signe de G et G− e. Alors,
0 ≤ sn ≤ qn ≤ · · · ≤ s2 ≤ q2 ≤ s1 ≤ q1. (1.7)
Comme le spectre d’un graphe a` n sommets et une areˆte est (1, 0(n−2),−1), ces
re´sultats ne peuvent , en ge´ne´ral, pas eˆtre applique´s a` la matrice d’adjacence. Pour cette
matrice, les encadrements les plus pre´cis que l’on puisse trouver, a` l’aide des ine´galite´s
de Courant-Weil, sont les suivants :
λi(G− e)− 1 ≤ λi(G) ≤ λi(G− e) + 1, ∀1 ≤ i ≤ n,
λi+1(G− e) ≤ λi(G) ≤ λi−1(G− e), ∀2 ≤ i ≤ n− 1,
ce qui ne permet pas de conclure quant au sens de variation d’une valeur propre de A
suite a` la suppression d’une areˆte.
La suppression d’un sommet (et de toutes ses areˆtes incidentes) est aussi une modifi-
cation courante des graphes. Elle provoque la de´croissance de toutes les valeurs propres
de valeurs propres de A, L et Q. C’est une conse´quence directe des remarques pre´ce´dem-
ment e´nonce´es pour L et Q, et du the´ore`me de se´paration de Cauchy-Poincare´, cf. [98],
par exemple.
The´ore`me 1.2.3 (The´ore`me de se´paration de Cauchy-Poincare´). SoientM une matrice
carre´e hermitienne de taille n et λ1(M) ≥ λ2(M) ≥ · · · ≥ λn(M), ses valeurs propres.
Pour un entier donne´ r, 1 ≤ r ≤ n, notons Mn−r, toute sous-matrice n − r par n − r
principale de M (obtenue en supprimant n − r lignes et les colonnes associe´es de M).
Alors, pour tout 1 ≤ i ≤ n− r,
λi(M) ≥ λi(Mn−r) ≥ λi+r(M).
En appliquant ce the´ore`me a` A on obtient un the´ore`me d’entrelacement pour la
matrice d’adjacence.
The´ore`me 1.2.4. Soit G un graphe a` n sommets et m areˆtes, soit v un sommet de G
et soit G − v le graphe obtenu a` partir de G en supprimant le sommet v et toutes les
areˆtes qui y sont incidentes. Soit λ1, λ2, . . . , λn et µ1, µ2, . . . , µn, les valeurs propres des
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matrices respectives de d’adjacence de G et G− v. Alors,
0 ≤ µn ≤ λn ≤ · · · ≤ µ2 ≤ λ2 ≤ µ1 ≤ λ1. (1.8)
Dans le cas, tre`s ge´ne´ral, des graphes connexes, on a des informations plus pre´cises
sur les variations de λ1 et q1. Ainsi, supprimer une areˆte ou un sommet d’un graphe
connexe G = (V,E) diminue strictement la valeur de q1, l’index du Laplacien sans
signe et supprimer un sommet d’un graphe connexe, diminue strictement la valeur de
λ1, l’index de la matrice d’adjacence. En effet, comme dans ce cas, A(G) et Q(G) sont
des matrices irre´ductibles non-ne´gatives on peut leur appliquer le the´ore`me de Perron-
Frobenius. On en de´duit que leurs index respectifs sont des valeurs propres simples (i.e.
de multiplicite´ 1) et que leurs vecteurs propres associe´s, appele´s vecteurs propres de
Perron, sont positifs.
The´ore`me 1.2.5 (The´ore`me de Perron-Frobenius). Soit M une matrice carre´e non-
ne´gative. Alors,
• son rayon spectral ρ(M) est positif et est une valeur propre simple.
• les vecteurs propres associe´s a` ρ(M) a` droite et a` gauche sont positifs,
• pour toute autre valeur propre µ de M , |µ(M)| ≤ ρ(M).
On en de´duit que
λ1(G) = 2 max
x∈Sn
∑
{ij}∈E
xixj > 2 max
x∈Sn
∑
{ij}∈E\{e}
xixj = λ1(G− e)
et
q1(G) = max
x∈Sn
∑
{ij}∈E
(xi + xj)
2 > max
x∈Sn
∑
{ij}∈E\{e}
(xi + xj)
2 = q1(G− e)
pour toute areˆte e de E. Le re´sultat pour la suppression d’un sommet suit.
Un raisonnement similaire permet de connaitre, dans certaines conditions, la varia-
tion des valeurs de q1 et λ1 suite a` la rotation d’une areˆte autour d’un sommet. La
rotation d’une areˆte uv autour d’un sommet u est la suppression de l’areˆte uv suivie
de l’addition d’une nouvelle areˆte incidente a` u. Cette modification ne peut, bien suˆr,
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exister que si u n’est pas un sommet dominant, i.e. n’est pas adjacent a` tous les autres
sommets.
Lemme 1.2.6. ( [35] [76]) Soit G′ un graphe obtenu a` partir d’un graphe connexe
G a` n sommets par la rotation d’une areˆte rs autour de r vers la position de l’areˆte
non pre´-existante rt. Soit x = (x1, x2, . . . , xn)
T (resp. y = (y1, y2, . . . , yn)
T ) le vecteur
propre associe´ a` la plus grande valeur propre de A(G) (resp. de Q(G)). Si xt ≥ xs alors
λ1(G
′) > λ1(G) et q1(G′) > q1(G).
Preuve : Soit x le vecteur propre de Perron de A(G). Alors, on a x⊤A(G′)x ≤ λ1(G′)
et
λ1(G
′)− λ1(G) ≥ x⊤A(G′)x− x⊤A(G)x = xr(xt − xs) > 0.
La preuve pour q1 est quasi-identique.
La dernie`re modification locale de graphes que nous conside´rerons est la subdivision
d’une areˆte. Cette transformation consiste a` remplacer une areˆte uv par deux areˆtes
uw, wv, avec un nouveau sommet w. Le sens de variation des valeurs propres de A, L
et Q suite a` cette transformation du graphe n’est pas connu en ge´ne´ral. Il est connu
uniquement dans le cas de la subdivision d’une areˆte dans un chemin interne. Cette
proprie´te´, qui peut sembler marginale, s’ave`re en re´alite´ tre`s utile lorsque l’on cherche
des relations entre une valeur propre d’un graphe et un invariant de distance.
De´finition 1.2.7 (Chemin interne). Soit G un graphe. Un chemin interne de G est
une se´quence de sommets v0v1 . . . vk+1 k ≥ 2, ou` v0, v1, . . . vk sont distincts, vk+1 et v0
sont de degre´ au moins 3, pas ne´cessairement distincts et dvi = 2, et vi−1 et vi sont
adjacents, pour i = 1, . . . , k.
Lemme 1.2.8. ( [52] ) Soit G un graphe connexe et uv une areˆte de G . Si on subdivise
uv, c’est-a`-dire, si on substitue a` uv les areˆtes uw, wv avec un nouveau sommet w, alors
λ1(Guv) ≤ λ1(G), ou` Guv est le nouveau graphe obtenu par subdivision de uv. De plus
si uv est sur un chemin interne, alors q1(Guv) < q1(G).
Nous nous inte´ressons maintenant a` deux ope´rations sur des graphes ayant des en-
sembles de sommets disjoints, la somme directe et le produit complet. Soit G1 = (V1, E1)
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et G2 = (V2, E2) deux graphes ayant des ensembles de sommets disjoints. La somme
directe de G1 et G2 est le graphe G = (V1 ∪ V2, E1 ∪E2). On le note G = G1+˙G2. Bien
e´videmment, le spectre (resp. le spectre du Laplacien et le spectre du Laplacien sans
signe) de G est l’union des spectres (resp. spectre du Laplacien et spectre du Laplacien
sans signe) de G1 et G2. Le produit complet de G1 et G2 est le graphe G = (V1 ∪V2, E)
obtenu a` partir de G1+˙G2 en ajoutant toutes les areˆtes possibles entre V1 et V2. On le
note G = G1∇G2. Par exemple, le produit complet, note´ ∇, du graphe sans areˆtes En
et du graphe complet Kn, En∇Kn, est SKn,n et En∇En est Kn,n.
Le graphe comple´mentaire G¯ = (V, E¯) d’un graphe G = (V,E) est le graphe ayant
le meˆme ensemble de sommets V tel que deux sommets de G¯ sont adjacents dans G¯ si
et seulement ils ne le sont pas dans G. Alors
A(G¯) = J − I −A(G),
L(G¯) = nI − J − L(G),
Q(G¯) = (n− 2)I + J −Q(G),
ou` J est la matrice carre´e de taille n dont toutes les entre´es sont e´gales a` 1.
Les spectres de A(G¯) et L(G¯) peuvent pour partie eˆtre de´duits de ceux de G. Si λ
est une valeur propre de G de multiplicite´ p > 1, alors −λ− 1 est une valeur propre de
G¯ de multiplicite´ q, ou` p−1 ≤ q ≤ p+1 [40] (page 56). En ce qui concerne le Laplacien,
le polynoˆme caracte´ristique LG¯ de L(G¯) est [40] (page 58) :
LG¯ = (−1)n
λ
n− λLG(n− λ).
Notons que comme 0 est une valeur propre de L(G), n − λ divise LG(n − λ) et n une
valeur propre de L(G¯) si et seulement si G est non-connexe.
Enfin, le line graphe LG de G = (V,E) est le graphe dont les sommets repre´sentent
les areˆtes de G, tel que deux sommets de LG sont adjacents si et seulement si les areˆtes de
G correspondantes sont incidentes a` un meˆme sommet dans G. Sa matrice d’adjacence
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est relie´e a` la matrice d’incidence de de G par la relation
R⊤(G)R(G) = A(LG) + 2Im.
D’autres ope´rations sur les graphes et leurs incidences sur les spectres des diffe´rentes
matrices associe´es aux graphes peuvent eˆtre consulte´es dans le deuxie`me chapitre de [40].
Leur connaissance n’est pas requise pour la compre´hension des prochains chapitres de
cette the`se.
1.3 De´couverte automatise´e en the´orie des graphes
1.3.1 AutoGraphiX : outil de recherche de graphes extreˆmes par re-
cherche a` voisinages variables
Une grande partie des re´sultats de cette the`se concernant le Laplacien sans signe ont
e´te´ conjecture´s en utilisant le logiciel d’aide a` la de´couverte en the´orie des graphes,
AutoGraphiX, soit dans le cadre de l’e´tude syste´matique d’un type de relations, soit
comme support pour la ve´rification d’une intuition [1,4,5,7–9,15,20–23,28,65,70]. Aussi,
bien qu’il existe d’autres outils performants d’aide a` la de´couverte, citons par exemple,
Graffiti [47], Graph Theorist [46], ou encore Ingrid [44], nous nous restreindrons a` la
pre´sentation de celui-ci.
Les principes ge´ne´raux de fonctionnement de ce logiciel et les me´thodes d’utilisation
introduits succinctement dans cette partie devraient donner a` un lecteur inte´resse´ par
ce syste`me les bases lui permettant d’en tirer le meilleur parti pour la ge´ne´ration de
conjecture en the´orie alge´brique des graphes. Le lecteur de´sirant un expose´ plus de´taille´
sur le fonctionnement d’AGX et son fonctionnement, notamment pour un usage de´pas-
sant la the´orie alge´brique des graphes est invite´ a` consulter les articles publie´s sur ce
sujet [1, 8, 22,23].
Le syste`me AutoGraphiX, aussi appele´ AGX, repose sur une me´taheuristique bien
connue, la recherche a` voisinage variable (RVV ou VNS, pour variable neighborhood
search). L’ide´e de base de cette me´taheuristique est celle d’une succession de descentes
vers des optima locaux avec des de´finitions diffe´rentes de voisinages a` chaque e´tape, dans
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l’espoir d’aboutir a` un optimum global, sans assurance que ce soit effectivement le cas.
Dans AGX, la recherche a` voisinage variable est adapte´e pour re´soudre les proble`mes
d’optimisation combinatoire correspondant a` la maximisation ou a` la minimisation d’un
invariant graphique. Le syste`me fournit des solutions heuristiques a` des proble`mes de
recherche de graphes extreˆmes et les utilise pour ge´ne´rer des conjectures.
AutoGraphiX a sans conteste rencontre´ un grand succe`s au sein de la communaute´
des the´oriciens des graphes. En te´moignent les nombreux articles base´s sur des conjec-
tures ge´ne´re´es a` l’aide de ce syste`me durant les quinze dernie`res anne´es. Une revue de
litte´rature exhaustive sur ce sujet a e´te´ e´crite par Mustapha Aouchiche, Gilles Capo-
rossi, Pierre Hansen et moi-meˆme [8]. Nous ne la reprendrons pas dans cette the`se, le
lecteur inte´resse´ par les re´sultats d’AGX est invite´ a` s’y re´fe´rer.
Cette partie est organise´e comme suit. Dans la section 1.3.2, nous pre´sentons une
courte introduction a` la recherche a` voisinage variable en ge´ne´ral et la fac¸on dont elle
a e´te´ adapte´e a` la recherche de graphes extreˆmes dans la premie`re version d’AGX et la
suivante, AGX2. Ensuite, dans la section 1.3.3, nous montrerons comment AGX peut
eˆtre utilise´ pour rechercher des bornes supe´rieures et infe´rieures d’invariants graphiques.
1.3.2 Principe de fonctionnement
Conside´rons un proble`me d’optimisation combinatoire ge´ne´ral :
min f(x) (1.9)
sous contrainte (s.c) x ∈ X. (1.10)
ou` f , la fonction objectif du proble`me est une fonction re´elle et X est l’ensemble discret
des solutions re´alisables. Une solution optimale, si elle existe est un e´le´ment x∗ de X tel
que
f(x∗) ≤ f(x), ∀x ∈ X.
Un algorithme de re´solution exacte est un algorithme qui calcule une solution exacte et
donne la preuve de son optimalite´ ou prouve que le proble`me n’a pas de solution. De
nombreux proble`mes de recherche ope´rationnelle et de the´orie des graphes peuvent eˆtre
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exprime´s sous cette forme, et des algorithmes exacts permettant de les re´soudre peuvent
eˆtre mis au point, i.e. par e´nume´ration, algorithme du simplexe, ge´ne´ration de colonnes,
etc. Cependant, la taille des proble`mes, autrement dit, la dimension de l’ensemble X et
la complexite´ de tels algorithmes, rend souvent irre´aliste toute tentative de re´solution
exacte en un temps raisonnable.
Pour e´viter ce proble`me, on peut se contenter de rechercher une solution heuristique,
i.e. solution obtenue a` l’aide d’un algorithme heuristique. On appelle heuristique, un al-
gorithme qui calcule, en un temps assez court, une solution re´alisable dont la valeur
objectif est de bonne qualite´, c’est-a`-dire, proche de la valeur optimale lorsque celle-
ci existe. L’e´cart entre la valeur de cette solution et la valeur optimale du proble`me
peut parfois eˆtre estime´, on parle alors d’algorithme d’approximation. Dans les cas
des proble`mes de recherche ope´rationnelle, une bonne solution heuristique est souvent
suffisante. En effet, le proble`me d’optimisation a` re´soudre est lui meˆme une approxima-
tion d’un proble`me pratique. Par conse´quent, si la mode´lisation est valide, une solution
exacte du mode`le the´orique est une bonne solution au proble`me pratique mais n’est pas
ne´cessairement optimale. Dans le cas qui nous inte´resse, celui de l’aide a` la recherche
de relations en the´orie des graphes, on cherche a` obtenir en un temps raisonnable des
graphes probablement extreˆmes et des ine´galite´s probablement valides pour un nombre
fini de valeurs d’un ou plusieurs parame`tres, incluant souvent le nombre de sommets du
graphe n. A` partir de cela, on tente d’exprimer une conjecture pour toutes les valeurs
possibles des parame`tres et en ve´rifier l’exactitude the´oriquement. Le calcul exact d’un
graphe extreˆme est souvent long, meˆme avec un nombre de sommets relativement faible.
De plus, pour espe´rer exprimer une conjecture valide, on doit rechercher de tels graphes
pour un nombre suffisant de valeurs des parame`tres. Il est donc pertinent d’avoir re-
cours a` une heuristique, plutoˆt qu’a` un algorithme exact pour re´soudre le proble`me
d’optimisation combinatoire sous-jacent.
Recherche a` Voisinage Variable La recherche a` voisinage variable est une me´-
taheuristique, elle offre une trame pour la conception d’heuristiques de re´solution de
proble`mes d’optimisation combinatoire. Elle exploite de fac¸on syste´matique les trois
observations suivantes :
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• un minimum local pour un voisinage, ne l’est pas ne´cessairement pour un autre,
• un optimum global est un optimum local quel que soit le voisinage de´fini,
• dans de nombreux proble`mes, on remarque que les optima locaux pour diffe´rents
voisinages sont relativement proches les uns des autres.
La recherche a` voisinage variable combine deux phases, la recherche d’un point de de´-
part prometteur, dite brassage, et des phases de descente, dites recherche locale, toutes
deux re´alise´es a` l’aide de voisinages variables. La trame des heuristiques construites sur
la RVV est pre´sente´e dans la figure 1.12. Pour une introduction e´tendue, des exemples
d’applications diverses et des discussions sur l’efficacite´ de la recherche a` voisinage va-
riable, le lecteur est invite´ a` se re´fe´rer a` l’un des articles de Hansen, Mladenovic´ et al.
sur ce sujet [71,72,92].
RVV pour la recherche de graphes extreˆmes Les proble`mes traite´s par AGX
peuvent eˆtre e´crit sous forme d’un proble`me d’optimisation combinatoire de la fac¸on
suivante :
min f(i1, i2, ..., ik, n,G)
s.c i1 ≤ g1(i1, i2, ..., ik, n,G)
i2 ≤ g2(i1, i2, ..., ik, n,G)
...
ik ≤ g(i1, i2, ..., ik, n,G)
ord(G) = n
G est un graphe.
(1.11)
ou` n est le nombre de sommets du graphe G et i1, i2, ..., ik, des invariants graphiques.
L’usage de la recherche a` voisinage variable pour la re´solution d’un tel proble`me
ne´cessite la de´finition de notions de voisinages idoines, le choix d’une solution initiale
et de conditions d’arreˆt. Nous pre´senterons les de´finitions de ces parame`tres dans les
deux versions d’AGX. La premie`re, bien que de´sue`te, est plus intuitive. Sa pre´sentation
permet de mieux comprendre la version 2 d’AGX (AGX2), c’est pourquoi nous ne l’avons
pas omise.
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Initialisation : De´finir les ensembles Nk, k ∈ {1, ..., kmax} et Ml, l ∈ {1, ..., lmax} de
structures de voisinage qui seront utilise´es respectivement dans les phases de brassage et
les phases de descente. De´finir deux conditions d’arreˆt, une pour la recherche a` voisinage
variable re´duite (RVR), une pour le brassage et la descente a` voisinage variable. Choisir
une solution initiale x et la perturber a` l’aide de la RVR :
Re´pe´ter jusqu’a` ce que la premie`re condition d’arreˆt soit atteinte,
(1) k ← 1,
(2) Tant que k ≤ kmax,
(a) Ge´ne´rer ale´atoirement un point x′ du k-ie`me voisinage de x, Nk.
(b) Si f(x′) < f(x), effectuer les affectations x ← x′, et k ← 1 et recommencer la
recherche, sinon k ← k + 1.
Re´pe´ter jusqu’a` ce que la seconde condition d’arreˆt soit atteinte,
(1) k ← 1,
(2) Tant que k ≤ kmax,
(a) Brassage : Ge´ne´rer ale´atoirement un point x′ du k-ie`me voisinage de x, Nk.
(b) Recherche locale par descente a` voisinage variable
(b1) l← 1,
(b2) Tant que l ≤ lmax,
· Explorer le voisinage l-ie`me voisinage Nl(x′) de x′. Soit x′′ =
argmax y ∈ Nl(x′)f(y)
· Si f(x′′) < f(x′), effectuer l’affectation x′ ← x′′, l← l + 1.
(b3) Si l’optimum local x′ est meilleur que x, effectuer les affectations x ← x′
et k ← 1 et recommencer la recherche, sinon k ← k + 1.
Figure 1.12 – Recherche a` voisinage variable
Le graphe utilise´ comme solution initiale du proble`me peut eˆtre soit choisi au hasard,
soit de´fini par l’utilisateur, soit choisi parmi une liste de graphes qui sont souvent des
graphes extreˆmes, a` savoir le chemin, le cycle, l’e´toile, le graphe biparti complet, le
comple´mentaire d’un couplage parfait, un graphe e´clate´ complet, le graphe complet, etc.
Les voisinages Nk, k ∈ {1, ..., kmax}, utilise´s pour le brassage, sont des perturbations
de taille mk, c’est-a`-dire des de´placements de mk-areˆtes. La valeur minimale vmin et
la valeur maximale vmax de mk ainsi que l’e´cart e entre mk et mk+1 sont de´finis par
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Suppression d’areˆte
Ajouˆt d’areˆte
De´placement
De´tour
Raccourci
2-Opt
Insertion d’un sommet pendant
Ajout d’un sommet pendant
Suppression d’un sommet
Figure 1.13 – Voisinages imple´mente´s dans la premie`re version d’AGX [22]
l’utilisateur.
Les voisinages de´finis pour la phase de descente dans la premie`re version d’AGX
correspondent a` des transformations classiques du graphe, l’ajout ou la suppression
d’une areˆte, l’ajout d’un sommet pendant, la suppression d’un sommet, et a` une se´rie
de cinq transformations moins usuelles, baptise´es mouvement, de´tour, raccourci, 2-Opt
et insertion d’un sommet pendant. Une illustration en est pre´sente´e en figure 1.13. Ces
voisinages sont utilise´s dans la phase de descente a` voisinage variable.
Dans la seconde version d’AGX, les voisinages sont de´finis au moyen de graphes
e´tiquete´s a` quatre sommets. Une transformation correspond au remplacement d’un sous-
graphe induit sur quatre sommet par un autre graphe a` quatre sommets. Notons que
ces graphes sont aux nombre de 26. Le remplacement du motif 60 par le motif 27 sur
le sous graphe induit par les sommets 1,3,5 et 6 est pre´sente´ en figure 1.14. Pour e´viter
d’explorer syste´matiquement tous ces voisinages, la recherche locale, toujours effectue´
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Figure 1.14 – Illustration de la transformation du motif 60 en motif 27 [8]
par descente a` voisinage variable, est double´e d’un apprentissage des voisinages les plus
pertinents. On parle alors de descente avec apprentissage. Concre`tement, une matrice
64× 64 Tij = tij , repre´sentant la performance du remplacement du motif i par le motif
j est entretenue durant l’exe´cution de l’algorithme. Cette quantite´ est ensuite utilise´e
pour de´finir la probabilite´ pij =
1
1+e−tij
qu’une transformation du motif i en j soit teste´e
par l’algorithme. Si elle l’est et ame´liore la valeur de la fonction objectif, la valeur de tij
est augmente´e. En revanche, si elle de´te´riore la valeur de la fonction objectif, la valeur
de tij est diminue´e.
Enfin, les conditions d’arreˆt sont de´finies par l’utilisateur, il s’agit d’un temps maxi-
mum sans ame´lioration et un temps total d’exe´cution. Si l’une de ces conditions est
re´alise´e, l’optimisation s’arreˆte et la valeur de la fonction objectif et le graphe pour
lequel cette valeur a e´te´ obtenue sont enregistre´s.
1.3.3 Recherche de bornes supe´rieures et infe´rieures d’invariants gra-
phiques
Le syste`me AutoGraphiX a e´te´ de´veloppe´ pour de´terminer des familles finies de graphes
extreˆmes F = {Gp1,..,pk |p1 ∈ E1, ..., pk ∈ Ek}, ou` p1, .., pk sont des parame`tres du
proble`me d’optimisation (en ge´ne´ral p1 est le nombre de sommets et, si k ≥ 2, p2 est le
nombre d’areˆtes du graphe) et E1, .., Ek leurs ensembles de re´alisation, pour un invariant
graphique classique donne´ ou une combinaison alge´brique d’invariants. Une fois la famille
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de graphes extreˆmes de´termine´e, on cherche une borne supe´rieure, si on a formule´ un
proble`me de maximisation, ou infe´rieure, si on a formule´ un proble`me de minimisation.
Cette borne sera exprime´e comme une fonction des parame`tres p1, .., pk. Cette e´tape
peut, bien suˆr, eˆtre re´alise´e de fac¸on autonome par l’utilisateur ou avec l’outil d’aide
a` la formulation de conjectures d’AGX. Celui-ci utilise alors une me´thode nume´rique,
base´e sur l’analyse en composante principale pour de´terminer en temps polynomial des
relations affines entre des invariants de´finis par l’utilisateur et tenter de formuler une
conjecture [23].
Il n’est pas rare que cette me´thode e´choue et que la formulation automatique de
conjectures soit infructueuse. Dans ce cas, s’il est possible d’estimer les valeurs des
invariants qui nous inte´ressent, en ge´ne´ral en fonction de l’ordre n du graphe pour
toute valeur de n, on peut formuler une ine´galite´ stricte pour toute valeur de n. Si
on peut borner de fac¸on assez proche les invariants, on peut formuler une ine´galite´
large, e´ventuellement stricte pour un nombre infini de valeurs de n. Enfin, si on ne
sait pas calculer de borne suffisamment proche du maximum ou du minimum pour eˆtre
pertinente, on se contente d’e´noncer pour quelle famille de graphes, l’invariant ou la
combinaison d’invariants atteint son optimum. Dans les deux premiers cas, on parle de
conjecture alge´brique, dans le dernier cas, on parle de conjecture structurelle.
C’est ce qui s’est produit, la plupart du temps lorsque nous avons utilise´ AGX pour
e´tudier le Laplacien sans signe des graphes. Les relations e´tablies dans cette the`se,
en particuliers les ine´galite´s strictes atteintes par une famille de graphes, devraient
permettre d’enrichir la base de donne´es d’ine´galite´s entre, une combinaison alge´brique
d’une valeur propre du Laplacien sans signe et un invariant graphique, et une fonction
de l’ordre du graphe.
La varie´te´ des ope´rations, sous-ensembles de sommets, matrices et invariants pre´-
de´finis dans AGX laisse une grande liberte´ quant a` la forme des proble`mes d’optimi-
sation combinatoire que l’on peut e´tudier, cf. page Invariants du site internet d’AGX
http ://www.gerad.ca/agx. Lorsqu’AGX est utilise´ pour formuler de nouvelles conjec-
tures dans une optique exploratoire, il convient de s’interroger sur la forme des conjec-
tures que l’on de´sire ge´ne´rer. En premier lieu, quels invariants seront utilise´s dans les
bornes et donc quels parame`tres aura le proble`me. De´sire-t-on que le graphe satisfasse
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certaines proprie´te´s ? Auquel cas, il faudra ajouter des contraintes au proble`me d’opti-
misation correspondant. Enfin et surtout, quelle combinaison d’invariants voulons nous
borner ?
Borne d’un invariant simple avec et sans contraintes Lorsque l’on cherche a`
ge´ne´rer des bornes sur un invariant i(G) ine´dit ou peu e´tudie´ au pre´alable, la simple
recherche d’une borne supe´rieure b(n) ou infe´rieure b(n) de celui-ci en fonction du
nombre n de sommets peut avoir un inte´reˆt. Les re´sultats nume´riques et structuraux
inte´ressants ont ainsi e´te´ obtenus par AGX pour un certain nombre d’invariants de
distance [10–13, 16]. Une fois qu’une famille de graphes extreˆmes est de´termine´e, on
peut chercher si la borne obtenue est atteinte par d’autres graphes que celui-ci, ou
s’il existe une autre famille F = {Gn, n ∈ N} de graphes non-extreˆmes satisfaisant
i(Gn) −−−→
n→∞ b(n). Cette approche a permis de progresser sur la question des graphes
maximisant la deuxie`me plus grande valeur propre du Laplacien sans signe q2. Cela nous
a aussi permis de remarquer qu’aucune famille de graphes, autre que les e´toiles et les
e´toiles auxquelles on ajoute´ une areˆte, ne permettent d’approcher la borne infe´rieure de
q2, q2(Sn) = 1, et de remarquer ite´rativement qu’il en e´tait de meˆme pour toutes les
valeurs de q2 situe´es entre 1 et 3. Ces re´sultats sont pre´sente´s dans le chapitre 4.
Si l’on suppose qu’un lien fort doit exister entre deux invariants i1 et i2, on peut
fixer la valeur de l’un des deux, e.g. i2 = i
0
2, et chercher a` majorer i1 en fonction de n
ou tout simplement rechercher la famille de graphes extreˆmes qui maximisent i1 lorsque
i2 est fixe´ a` i
0
2. Parmi les re´sultats de la litte´rature, on trouve de nombreux exemples
d’applications de cette de´marche. Concernant la the´orie alge´brique des graphes, on peut
citer, entre autres, des re´sultats portant sur les valeurs propres, de diverses matrices,
matrice d’adjacence, Laplacien, Laplacien sans signe et distance, d’un arbre [50, 57,
63, 76, 88], d’un graphe unicyclique [17, 33, 49, 55, 77, 78, 85, 86, 100, 107], ou bicyclique
[48,75,79,84,86,96,101,110]. Les articles faisant e´tat de tels re´sultats sont trop nombreux
dans la litte´rature pour en donner une liste exhaustive. Insistons cependant sur le fait
que, malgre´ leur profusion, beaucoup de ces re´sultats sont souvent cite´s et inspirent
parfois d’autres e´tudes avec des choix de i1 diffe´rents, des contraintes additionnelles,
etc.
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En fixant i2 a` diffe´rentes valeurs, on peut parfois de´terminer des bornes inte´ressantes
sur i1 en fonction de n et i2. En utilisant cette me´thode, nous avons pu formuler une
conjecture reliant la plus grande valeur propre du Laplacien sans signe q1 et le nombre
chromatique χ, pour des graphes connexes, ainsi que q1 et le cardinal de la plus grande
clique ω,
q1 ≤ 2n(1− 1
χ
), (1.12)
q1 ≤ 2n(1− 1
ω
). (1.13)
Les preuves de ces re´sultats sont pre´sente´es dans la section 2.2. On peut ainsi borner
des valeurs d’un graphe a` l’aide d’invariants aussi divers que le degre´ maximum, moyen
et minimum, le diame`tre, le nombre d’inde´pendance, le nombre de clique ou le nombre
chromatique.
Forme 1 d’AGX AutoGraphiX a e´te´ largement utilise´ pour obtenir des re´sultats dit
de la forme 1 d’AGX, c’est-a` dire des bornes infe´rieures b(n) et/ou supe´rieures b(n) en
fonction du nombre de sommets n, sur la somme, la diffe´rence, le produit ou le quotient
de deux invariants i1 et i2 pour un ensemble de graphes donne´s.
Forme 1 d’AGX et forme de Nordhaus-Gaddum
b(n) ≤ i1 ⊕ i2 ≤ b(n), (1.14)
b(n) ≤ i(G)⊗ i(G) ≤ b(n). (1.15)
ou` ⊕ est l’une des ope´ration +, −, ×, / et ⊗ de´signe + ou ×.
Cette forme, a` l’origine une extension de la forme de Nordhaus-Gaddum, permet de
mettre en lien des invariants. On peut ainsi avoir une meilleure ide´e de la fac¸on dont
ils varient l’un par rapport a` l’autre et si leurs valeurs restent proches ou non. C’est,
en particulier un bon moyen d’e´tudier un invariant i1 sur lequel on sait peu de choses.
Le mettre en relation avec une se´rie d’invariants permet d’en apprendre plus sur les
informations contenues par i1.
Notons aussi que lorsque l’on cherche a` maximiser (resp. minimiser) i1× i2, et que i1
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et i2 varient dans des sens “diffe´rents”, i.e., lorsque la valeur maximale (resp. minimale)
de i1 lorsque i2 est fixe´, diminue (resp. augmente) si i2 augmente (resp. diminue), on
obtient un graphe qui fait un compromis entre les valeurs de i1 et i2. La structure
de ce graphe permet d’avoir une ide´e de la famille de graphes qui maximisent (resp.
minimisent) i1 lorsque i2 est fixe´. Cette approche permet parfois d’obtenir des re´sultats
que l’on ne peut atteindre avec AGX en se contentant de fixer i2 sans ide´e pre´alable car
les voisinages n’ont pas toujours l’amplitude ne´cessaire pour faire augmenter i1 tout en
satisfaisant i2 = I, I ∈ R.
Ainsi pour la maximisation de q1 parmi les graphes connexes a` 20 sommets et de
diame`tre 5, la solution donne´e par AGX est le graphe GheurD pour lequel q1 = 29, 79, voir
figure 1.16, alors que la solution optimale est la bestiole Bug17,2,1 pour lequel q1 = 31, 89,
voir figure 1.16. En revanche, les graphes renvoye´s par AGX pour la maximisation de
q1 ×D parmi les graphes connexes sont bien des bestiole, voir conjecture 2.1.17. Pour
n = 20, la solution trouve´e par AGX pour ce proble`me est le sac Bug10,5,5, voir figure
1.17.
Figure 1.15 – GheurD Figure 1.16 – Bug17,2,1 Figure 1.17 – Bug10,5,5
Les performances d’AGX sur la forme 1 d’AGX sont tre`s satisfaisantes. Les invariants
le plus souvent utilise´s dans la forme 1 d’AGX sont les degre´s minimum, moyen et
maximum note´s respectivement δ, d¯ and ∆, la distance moyenne l¯, le diame`tre D, le
rayon r, l’excentricite´ moyenne ecc, la maille g, la proximite´ Π, l’e´loignement ρ, la
connectivite´ des sommets ν, la connectivite´ des areˆtes κ, la connectivite´ alge´brique a, la
cardinalite´ du plus grand ensemble stable α, la cardinalite´ de la plus grande clique ω, le
nombre de domination β, le nombre chromatique χ, la taille du plus grand couplage µ et
l’indice de Randic´ Ra. Une se´rie de the´ore`mes et conjectures de la forme 1 d’AGX pour
lesquels i1 et i2 sont des invariant de cette liste ont e´te´ ge´ne´re´s. Un travail similaire
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a e´te´ effectue´ avec i1 et i2 dans la pre´ce´dente liste ou i1 = λ1 l’index de la matrice
d’adjacence [3, 5] . Enfin durant cette the`se, on a ge´ne´re´ des conjectures pour i1 = q1,
i1 = q2 et i1 = qn et i2 dans la meˆme liste les re´sultats. Ceux-ci sont pre´sente´ dans la
section 2.1, pour i1 = q1 et dans les annexes B et C pour i1 = q2 et i1 = qn.
AutoGraphiX : quinze ans plus tard La premie`re version d’AutoGraphiX a e´te´
imple´mente´e par Gilles Caporossi au Groupe d’E´tudes et de Recherches en Analyses
des De´cisions, en 1997 durant son doctorat. Cela fait maintenant quinze ans que les
versions successives de ce logiciel sont a` disposition de la communaute´ scientifique. Il
a connu grand succe`s, en te´moignent les nombreux articles qui de´coulent de son usage,
ceux de la se´rie Variable Neigborhood Search for Extremal Graphs, des articles faisant
e´tat de sont usage, et quelques autres. Un article de synthe`se sur ce sujet a re´cemment
e´te´ soumis pour publication par Mustapha Aouchiche, Gilles Caporossi, Pierre Hansen
et moi-meˆme. [8]. Il peut eˆtre consulte´ dans les Cahiers du GERAD [8] jusqu’a` son
e´ventuelle publication.
Chapitre 2
Ine´galite´s et conjectures impliquant le
rayon spectral du Laplacien sans signe
La plus grande valeur propre du Laplacien sans signe q1 pre´sente des caracte´ristiques
qui en font un point de de´part incontournable dans l’e´tude du spectre de cette matrice.
Rappelons que le Laplacien sans signe d’un graphe est une matrice semi-de´finie positive
et que, pourvu que ce graphe n’ait pas plus d’une composante bipartie, elle est aussi
non-ne´gative et irre´ductible. Cela implique, d’une part, que son spectre est re´el et non-
ne´gatif, donc que q1 est le rayon spectral de la matrice, et d’autre part que le the´ore`me
de Perron-Fro¨benius s’y applique, donc que q1 est une valeur propre simple avec un
vecteur propre associe´ positif.
Ces proprie´te´s permettent de de´terminer les variations strictes de la valeur de q1 pour
certaines ope´rations de base : la suppression d’un sommet, l’ajout et la suppression d’une
areˆte, la rotation d’une areˆte ou encore la compression d’un chemin interne. Comme ces
ope´rations font partie des voisinages de´finis dans AutoGraphiX, l’e´tude de la plus grande
valeur propre du Laplacien sans signe a` l’aide de ce logiciel laisse espe´rer des re´sultats
probants. De plus, vu que les variations dues a` des ope´rations de base sont strictes, on
s’attend a` ce que les extrema locaux pour q1 soient isole´s.
Dans la section 2.1, on pre´sente une se´rie d’ine´galite´s et de conjectures de la forme
1 d’AGX,
l(n) ≤ q1 ⊕ i(G) ≤ u(n) (2.1)
34 Chapitre 2. Ine´galite´s et conjectures impliquant le rayon spectral du Laplacien sans signe
impliquant la plus grande valeur propre du Laplacien sans signe q1 et un autre invariant
graphique i(G) parmi les suivants : degre´ minimum, degre´ moyen et degre´ maximum ;
distance moyenne, diame`tre, rayon, maille, proximite´, e´loignement ; connectivite´ des
sommets, connectivite´ des areˆtes et connectivite´ alge´brique ; nombre de stabilite´, nombre
d’inde´pendance, clique maximum, nombre chromatique et le couplage ; indice de Randic´.
Les bornes infe´rieures et supe´rieures l(n) et u(n) sont des fonctions du nombre de
sommets n du graphe conside´re´ et sont atteintes quel que soit le nombre de sommets.
Dans toutes les ine´galite´s pre´sente´es dans cette section, le graphe extreˆme pour un
nombre de sommets donne´ est unique.
Dans un certain nombre de cas les graphes extreˆmes et les bornes obtenues sont
triviaux. En effet, pour un nombre de sommets donne´, le graphe qui minimise la valeur
de q1 est le chemin Pn de longueur n−1. Ainsi, si Pn minimise (respectivement maximise)
i(G), comme c’est le cas pour les invariants de degre´, les invariants de connectivite´, la
clique maximum et le nombre chromatique (resp. les invariants de distance, sauf la
maille, et le couplage), alors Pn minimise q1 + i(G) et q1 · i(G) (resp. q1 − i(G) et
q1/i(G)). A` l’inverse, pour un nombre de sommets n donne´, le graphe qui maximise la
valeur de q1 est le graphe complet Kn, donc si Kn maximise (respectivement minimise)
i(G) alors Kn maximise q1 + i(G) et q1 · i(G) (resp. q1 − i(G) et q1/i(G)). C’est le cas
si i(G) est un invariant de degre´, un invariant de connectivite´, la clique maximum, le
couplage, le nombre chromatique ou l’indice de Randic´ (resp. un invariant de distance
ou le nombre de stabilite´). Les ine´galite´s qui re´sultent de ces observations sont triviales
et ne sont pas e´nonce´es ici.
Il arrive que la borne infe´rieure ou supe´rieure pour q1 ⊕ i(G) ne soit pas calcule´e,
mais qu’une famille de graphes extreˆmes soit de´termine´e a` l’aide d’AutoGraphiX. Dans
ce cas le re´sultat ou la conjecture est dit structurel. Ce cas de figure est assez rare, il se
produit, en ge´ne´ral, lorsque la valeur du rayon spectral du graphe est particulie`rement
difficile a` e´valuer.
Dans certains cas, la recherche de graphes extreˆmes a` l’aide d’AutoGraphiX est
infructueuse. Les graphes extreˆmes obtenus sont disparates, et aucune structure de
graphe extreˆme ne se de´gage. Il y a trois raisons possibles a` cela. En premier lieu, cela
peut eˆtre duˆ a` un effet de bord, le nombre de sommets est, en the´orie, limite´ a` 64, en
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pratique, on a surtout e´tudie´ des graphes a` moins de 20 sommets, pour des raisons de
temps de calcul. Dans ce cas, les graphes obtenus par la recherche a` voisinage variable
sont peut-eˆtre les graphes extreˆmes mais ne sont pas repre´sentatifs de la famille des
graphes extreˆmes pour un nombre quelconque de sommets. Une autre raison possible
est la multiplicite´ des extrema locaux. Dans ce cas, certains des graphes obtenus a`
l’aide d’AutoGraphiX ne sont pas des graphes extreˆmes. Une solution, simple mais
souvent efficace, a` cela est de lancer la recherche a` voisinage variable avec des points de
de´parts diffe´rents, voire avec un des graphes obtenus heuristiquement lors d’un premier
calcul d’AutoGraphiX pour un nombre de sommets diffe´rent. Cette technique n’est
pas toujours probante et est accompagne´e du risque de produire une conjecture fausse.
En effet, en partant syste´matiquement proche du meˆme extremum local, on court le
risque de trouver des graphes appartenant a` la meˆme famille a` l’aide de la recherche
a` voisinage variable, sans que ceux-ci soient re´ellement des optima globaux. Une autre
solution consiste a` adjoindre un crite`re secondaire dans la fonction objectif, dans le but
d’orienter la recherche a` voisinage variable [22].
Enfin, il est possible que l’invariant conside´re´ n’ait aucun lien avec q1, dans ce cas il
est normal qu’on ne puisse de´gager aucune ine´galite´ de la forme 1 d’AGX.
Ce travail a fait l’objet d’une publication dans la revue Linear Algebra and its Ap-
plications en juillet 2010, sous le titre original de Bounds and conjectures for the signless
Laplacian index of graphs [69]. J’ai e´te´ charge´e de ge´ne´rer des conjectures en utilisant
AutoGraphiX et suis auteur de la plupart des preuves pre´sente´es dans cet article. En
paralle`le, j’ai travaille´ a` la preuve d’une ine´galite´ concernant la plus grande valeur propre
du Laplacien sans signe q1 et le nombre chromatique χ d’une autre forme que la forme
1 d’AGX,
q1 ≤ 2n(1− 1
χ
). (2.2)
Cette dernie`re ine´galite´ peut eˆtre exprime´e de fac¸on e´quivalente comme une borne in-
fe´rieure su la valeur de χ,
χ ≥ 1 + q1
2n− q1 . (2.3)
Ce travail a e´te´ publie´ dans la revue Graph Theory Notes of New-York en de´cembre
2009, sous le titre An inequality for the signless Laplacian index of a graph using the
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chromatic number [68].
La relation 2.2 a e´te´ conjecture´e en meˆme temps que les ine´galite´s de la section 2.1,
a` l’aide d’AGX en fixant n et χ. Elle renforce la relation e´tablie par Cvetkovic´ [40] pour
la plus grande valeur propre de la matrice d’adjacence λ1,
λ1 ≤ n(1− 1
χ
), (2.4)
puisque 2λ1 ≤ q1.
L’ine´galite´ 2.3 a depuis e´te´ ame´liore´e en utilisant d’autres invariants spectraux et
on a la chaˆıne d’ine´galite´ suivante :
χ ≥ 1 + λ1
λ1 + µ1 − q1 ≥ 1 +
q1
2µ1 − q1 ≥ 1 +
q1
2n− q1 . (2.5)
La premie`re borne de cette chaˆıne est due a` Elphick et Wocjan [106] la seconde a`
Kolotilina [81].
Enfin, une ine´galite´ plus forte sur q1 impliquant l’indice de clique,
q1 ≤ 2n(1− 1
ω
), (2.6)
est prouve´e a` l’issue de la section 2.2.
Les sections 2.1 et 2.2 sont pre´sente´es telles qu’elles ont e´te´ publie´es, respectivement
dans Linear Algebra and its Applications [69] et Graph Theory Notes of New-York [68].
Les mots paper et section doivent eˆtre perc¸us comme signifiant section et subsection.
2.1 Bounds and conjectures for the signless Laplacian in-
dex of graphs
Using the AutoGraphiX system, we obtain conjectures of the form l(n) ≤ q1 ⊕ i(G) ≤
u(n) where q1 denotes the signless Laplacian index of graph G, ⊕ is one the four opera-
tions +,−,×, /, i(G) is another invariant chosen among minimum, average and maxi-
mum degree, average distance, diameter, radius, girth, proximity, remoteness, vertex,
edge and algebraic connectivities, independence number, domination number, clique
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number, chromatic number and matching number, Randic´ index, l(n) and u(n) are best
possible lower and upper bounds function of the order n of G. Algebraic conjectures are
obtained in 120 cases out of 152 and structural conjectures in 12 of the remaining cases.
These conjectures are known, immediate or proved in this paper, except for 17 of them,
which remain open.
2.1.1 Introduction
Spectral graph theory ( [27, 40, 104]) studies properties of graphs using the spectrum
of related matrices. Let G = (V,E) denote a simple undirected graph without loops
connected graph with n = |V | vertices and m = |E| edges. The oldest and most studied
matrix associated with G appears to be the adjacency matrix A = (ai,j) where ai,j = 1
if vertices vi and vj of the graph G are adjacent and 0 otherwise. Another much studied
matrix is the Laplacian, defined by L = D − A where D is the diagonal matrix with
degrees of the vertices on the main diagonal. Recently, increasing attention has been
devoted to the signless Laplacian matrix defined by Q = D + A [24, 26, 34, 35, 37–39].
One reason for this is that the signless Laplacian spectrum seems to be determine more
graphs than the other commonly used graph matrices [35].
Before proving theorems, conjectures are needed. The computer can help in obtaining
them, and in some cases do that job on its own. In the case of the signless Laplacian
spectrum, two systems were used to obtain conjectures. On the one hand, NewGraph
[102], developed by Stevanovic´, which is a new and streamlined version of the system
GRAPH [32] developed by Cvetkovic´ and his collaborators, was used interactively. On
the other hand, the system AutoGraphiX [1, 22, 23])developed in Montreal, was used
more systematically. A first series of 29 conjectures were obtained by Aouchiche. They
are presented, and several of them proved in [34] , [30]. Some of these conjectures are
on spectral eigenvalues of two and sometimes all three of the matrices described above,
including in all cases the signless Laplacian. Although some of them could be proved,
several appear to be difficult and are still open. Cvetkovic´ [31] suggested to use AGX
in order to find relations on one or more eigenvalues of the signless Laplacian and one
or more graphical invariants among the most studied. We begin this task in the present
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paper. To that effect, we consider relations of the following form :
l(n) ≤ q1 ⊕ i(G) ≤ u(n) (2.7)
where q1 denotes the signless Laplacian index of graph G, ⊕ is one the four opera-
tions +,−,×, /, i(G) is another invariant chosen among minimum, average and maxi-
mum degree, average distance, average eccentricity diameter, radius, girth, proximity,
remoteness, algebraic connectivity, vertex and edge connectivity, independence number,
domination number, clique number, chromatic number, matching number, and Randic´
index, l(n) and u(n) are best possible lower and and upper bounds function of the order
n of G. This form corresponds to the so-called AGX form 1 [6] for conjectures, after
fixing the first invariant at q1.
As observed by an anonymous referee AGX can also be used to obtain formulas which
are non-linear in q1 and possibly the second invariant i also. Reasons to consider relations
of the form (2.7) only in the paper are (i) their simplicity, which could make them useful
in automated proof systems such as the INGRID system [45] due to Brigham, Dutton
and Gomez and the unnamed system of Gernert [60], (ii) their proximity to the form of
the much studied Nordhaus-Gaddum relations i.e. l(n) ≤ i(G)⊗ i(G¯) ≤ u(n), where i is
a graphical invariant, G¯ is the complementary graph of G and ⊗ denotes the operation
+ or ×.
The paper is organized as follows. Preliminary results are given in the next section.
They concern the spectra of the signless Laplacian matrix of several families of extremal
graphs, often encountered by AGX. We also recall there a few important results needed
in the proofs. Section 2.1.3 compares the signless Laplacian index q1 of G with its mini-
mum, average and maximum degree, denoted respectively by δ, d¯ and ∆. Section 2.1.4
compares q1 with metric invariants : average distance l¯, diameter D, radius r, average
eccentricity ecc, girth g, proximity Π, and remoteness ρ. Recall that the eccentricity of
a vertex is the largest distance (or length of a shortest path) from it to another one.
The maximum eccentricity is the diameter and the minimum the radius. The girth is
the length of the smallest cycle. Finally, the proximity is the minimum average distance
from a vertex to all others, and the remoteness the maximum average distance from a
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vertex to all others. In Section 2.1.5, q1 is compared with connectivity invariants : vertex
connectivity ν, edge connectivity κ and algebraic connectivity a. Recall that the vertex
connectivity (respectively edge connectivity) is the smallest number of vertices (resp.
edges) to be removed in order to disconnect G. The algebraic connectivity is the second
smallest eigenvalue of the Laplacian matrix. In Section 2.1.6, q1 is compared with inva-
riants based on the size of subsets of G : the independence number α, the clique number
ω, and the domination number β. Recall that the independence number is the largest
number of pairwise non-adjacent vertices. The clique number is the largest number of
pairwise adjacent vertices. The domination number is the smallest number of vertices
in a set such that any vertex belongs to that set or is adjacent to a vertex of that set.
Miscellaneous invariants are compared with q1 in Section 2.1.7 : the chromatic number
χ, the matching number µ and the Randic´ index Ra. Recall that the chromatic number
is the smallest number of independent sets in a partition of V (or in other words, the
minimum number of colors to be given to G’s vertices in order that no two adjacent ver-
tices receive the same color). The matching number is the maximum number of pairwise
non-incident edges. The Randic´ index is the sum of weights of the edges of G, defined
by the inverse of the square root of the product of their end-degrees. Some easy results
have been confined to a more detailed preliminary version of this paper ( [67]). Brief
conclusions are drawn in Section 2.1.8.
2.1.2 Preliminary results
In this section, we give a few more definitions and introduce the corresponding notations.
We then gather results from the literature used in the proofs of the conjectures found.
The simplest of these proofs will also use characterizations of extremal graphs for each
of the invariants considered. A list of these invariants is given in [6].
2.1.2.1 Definitions and notations
In this paper, we denote the complete graph by Kn, the path by Pn, the cycle by Cn,
and the star by Sn, where n is the number of vertices of the graph. We denote by Kp,q
the complete bipartite graph, p and q being the cardinalities of its independent sets.
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We next define less usual graph classes which appear as extremal graphs in a number
of conjectures. A lollypop Loln,g is a graph obtained from a cycle on g vertices by
attaching a pendant path on n − g vertices to one of its vertices. A turnip Tun,g is a
graph obtained from a cycle on g vertices by attaching n − g pendant edges to one of
its vertices. A kite Kin,ω is a graph obtained from a clique on ω vertices by attaching a
pendant path on n− ω vertices to one of its vertices. A bag Bagp,q is a graph obtained
from a complete graph Kp by replacing an edge uv by a pathPq. A bug Bugp,q1,q2 is a
graph obtained from a complete graph Kp by deleting an edge uv and attaching paths
Pq1 and Pq2 at u and v, respectively. A complete split graph SKn,α is a graph obtained
from an empty graph on α vertices and a clique on n − α vertices by adding all edges
between them.
2.1.2.2 Some useful lemmas
Lemma 2.1.1. ( [26]) Let G be a graph on n ≥ 4 vertices. Then
2 + 2 cos
pi
n
≤ q1 ≤ 2n− 2,
with equality if and only if G is the path Pn for the lower bound, and if and only if G is
the complete graph Kn for the upper bound.
Lemma 2.1.2. ( [35]) Let q1 be the largest eigenvalue of the signless Laplacian of a
graph G. The following statements hold :
(i) q1 = 0 if and only if G has no edges,
(ii) 0 < q1 < 4 if all the components of G are paths,
(iii) for a connected graph G, we have q1 = 4 if and only if G is a cycle or the complete
bipartite graph K1,3.
Lemma 2.1.3. ( [34]) Let T be a tree on n vertices. Then
2 + 2 cos
pi
n
≤ q1 ≤ n,
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with equality if and only if G is the path Pn for the lower bound,and if and only if G is
the star Sn for the upper bound.
Lemma 2.1.4. ( [34]) Let S+n denote the graph consisting of a star on n vertices and
an additional edge. Let G be a unicyclic graph on n vertices. Then
4 ≤ q1 ≤ q1(S+n ),
with equality if and only if G is the cycle Cn for the lower bound, and if and only if G
is S+n for the upper bound.
Lemma 2.1.5. ( [35]) Let G be a graph on n vertices with minimum, average and
maximum vertex degrees δ,d¯ and ∆. Then
2δ ≤ 2d¯ ≤ q1 ≤ 2∆,
The equalities hold if and only if G is regular.
Lemma 2.1.6. ( [35]) Let G be a graph on n vertices with vertex degrees d1, d2, . . . , dn.
Then
min
i∼j
(di + dj) ≤ q1 ≤ max
i∼j
(di + dj),
where (i, j) runs over all pairs of adjacent vertices of G (as indicated by the notation
i ∼ j). For a connected graph G, equality holds in either of these inequalities if and only
if G is regular or semi-regular bipartite, i.e is a bipartite graph such that all vertices of
an independant set have the same degree.
Lemma 2.1.7. ( [94]) Let G be a graph on n vertices. Then
q1 ≤ max(di +mi),
where i runs over the vertices of G, di denotes the degree of the vertex vi and mi =∑
vj∼vi(dj/di) denotes the average degree of the neighbors of vi.
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Lemma 2.1.8. [34] Let G be a graph on n vertices with maximum degree ∆. Then
q1 ≥ ∆+ 1.
Equality holds if and only if G is the star Sn.
Lemma 2.1.9. Let G be a graph on n vertices. Then
q1 ≤ λ1 +∆,
where λ1 denotes the spectral radius of G. The equality holds if and only if G is regular.
Proof : Let G be a graph on n vertices. Let Q, A and D be respectively its signless
Laplacian, adjacency and degrees diagonal matrices, and x be a normalized eigenvector
corresponding to q1. Then
〈x, q1x〉 = 〈x,Dx〉+ 〈x,Ax〉 ≤ λ1 +∆.
Moreover, as the adjacency matrix A is a non-negative irreducible matrix, its largest
eigenvalue λ1 is simple and has a positive eigenvector . Hence if 〈x,Ax〉 = λ1, and G is
not regular then 〈x,Dx〉 < ∆. The equality when G is regular is obvious.
Lemma 2.1.10. ( [34], [26]) Let G be a graph on n vertices. Then
2λ1 ≤ q1,
where λ1 denotes the spectral radius of G. The equality holds if and only if G is regular.
Lemma 2.1.11. (Interlacing theorem) ( [34]) Let G be a graph on n vertices and m
edges and let e be an edge of G. Let q1, q2, . . . , qn (q1 ≥ q2 ≥ · · · ≥ qn) and s1, s2, . . . , sn
(s1 ≥ s2 ≥ · · · ≥ sn) be the signless Laplacian eigenvalues of G and G− e respectively.
Then,
0 ≤ sn ≤ qn ≤ · · · ≤ s2 ≤ q2 ≤ s1 ≤ q1.
From the Perron-Frobenius theory on non-negative matrices (see for example [59])
follow further properties concerning q1. For a connected graph, q1 is a simple eigenvalue
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and its corresponding eigenvector is positive. Moreover, deleting an edge or a vertex of
G strictly decreases q1.
Lemma 2.1.12. [35, 76] Let G′ be a graph obtained from a connected graph G (on n
vertices) by rotating the edge rs around r to the position of a non-edge rt.. Let x =
(x1, x2, . . . , xn)
T be the Perron-eigenvector associated to the largest Q-eigenvalue of G.
If xt ≥ xs then q1(G′) > q1(G).
Definition 2.1.13. ( [55]) Let G be a graph. An internal path of G is a sequence of
vertices v0v1 . . . vk+1 k ≥ 2, where v0, v1, . . . vk are distinct, vk+1 and v0 of degree a least
3 and not necessarily distinct, dvi = 2, and vi−1 and vi are adjacent, for i = 1, . . . , k.
Lemma 2.1.14. ( [55] ) Let G be connected graph and uv be some edge on the internal
path of G as defined above. If we subdivide uv, that is, substitute it by uw,wv, with a
new vertex w, and denote the new graph by Guv, then q1(Guv) < q1(G).
2.1.2.3 Signless Laplacian spectra of some graphs
We know review or compute the signless Laplacian spectrum for several families of
graphs.
The complete graph Let G be the complete graph Kn on n vertices. Its signless
Laplacian is Q = J + (n− 2)I and the Q-spectrum is composed of a simple eigenvalue
q1 = 2(n− 1) and an eigenvalue qn = n− 2 with multiplicity n− 1.
The complete bipartite graph The signless Laplacian spectrum of the complete
bipartite graph Kp,q is (0)
1, (p)q−1, (q)p−1, (p+q)1. An eigenvector corresponding to 0 is
x = (x1, x2, . . . , xn), where xi = 1 for i = 1, 2, . . . , p and xi = −1 for i = p+1, p+2, . . . , n.
An eigenvector corresponding to n is x = (x1, x2, . . . , xn), where xi = 1 for i = 1, 2, . . . , p
and xi =
p
q for i = p+ 1, p+ 2, . . . , n. The eigenspace Vp (resp Vq) corresponding to the
eigenvalue p (resp q) is defined by Vp = {x ∈ Rn|
∑p
i=1 xi = 0, xi = 0 for i ≥ p + 1}
(resp Vq = {x ∈ Rn|xi = 0 for i ≤ p,
∑n
i=p+1 xi = 0}).
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The complete split graph The signless Laplacian spectrum of the complete split
graph Kn,α is 3n/2 − α − 1 −
√
n2 + 4nα− 4α2 − 4n+ 4, (n − α)α−1, (n − 2)n−α−1,
3n/2− α− 1 +√n2 + 4nα− 4α2 − 4n+ 4.
The short kite, Kin,n−1 The signless Laplacian spectrum of the kite Kin,n−1 is
(n− 3/2−√4n2 − 20n+ 33/2)1, (n− 3)n−3, (n− 2)1, (n− 3/2+√4n2 − 20n+ 33/2)1.
The complete graph less an edge, Kn − e The signless Laplacian spectrum of
Kn − e is (3n/2− 3−
√
n2 + 4n− 12/2)1, (n− 2)n−2, (3n/2− 3 +√n2 + 4n− 12/2)1.
The cycle Let G be the cycle Cn on n vertices. The signless Laplacian eigenvectors
are (1, ζ, ζ2, . . . , ζn−1)T where ζn = 1, and the corresponding eigenvalues are 2 + ζ +
ζ−1. So the signless Laplacian spectrum consists of the numbers 2 + 2 cos(2pij/n) (j =
0, 1, 2, . . . , n − 1). When n is even then 2 + 2 cos(2pij/n) = 0 for j = n/2, otherwise
2 + 2 cos(2pij/n) > 0 for all j ∈ {0, 1, 2, . . . , n}.
The path Let G be the path Pn on n vertices. Its signless Laplacian spectrum consists
of the numbers 2 + 2 cos(pij/n) (j = 1, 2, . . . , n).
2.1.3 Bounds using degrees
In this section, we begin the systematic study of bounds by considering, together with
q1, the minimum, average and maximum degree, δ, d¯ and ∆, respectively.
Proposition 2.1.15. Let G be a connected graph on n ≥ 4 vertices with signless La-
placian index q1, minimum degree δ and average degree d¯. Then
2 ≤ q1 − δ ≤ n− 5
2
+
√
4n2 − 20n+ 33
2
, (2.8)
2 ≤ q1 − d¯, (2.9)
q1/δ ≤ n− 3
2
+
√
4n2 − 20n+ 33
2
, (2.10)
q1/d¯ ≤ n
2
2n− 2 , . (2.11)
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The lower bounds for (2.8) and (2.9) are attained by and only by the cycle Cn.
The upper bounds for (2.8) and (2.10) are attained by and only by the kite Kin,n−1.
The upper bound for (2.11) is attained by and only by the star Sn.
Proof : Let G be a connected graph on n vertices.
(a) Lower bound for (2.8). It is known that for any connected graph, q1 ≥ 2δ, so the
inequality is obvious when δ ≥ 2.
If G has minimum degree δ = 1 then q1 − δ ≥ 1 + 2 cos(pi/n) > 2 for all n ≥ 4. If
δ = 2 then q1 ≥ 4 and is minimum if and only if G is a cycle.
(b) Lower bound for (2.9). It is known that q1 ≥ 2d¯ [35]. The result is obvious for
d¯ ≥ 2.. Let G be a connected graph with d¯ < 2, then G is a tree. In this case,
q1− d¯ ≥ 2 cos(pi/n)+2/n, which is attained for the path. The series (un)n≥2 defined
by un = 2 cos(pi/n) + 2/n decreases for n ≤ 9 and increases for n ≥ 10. Moreover
u9 = 2.1016 > 2 and u10 = 2.1021 > 2. This completes the proof.
(c) Upper bound for (2.8). It is obvious that, for δ = 1, q1 is maximum for the kite
Kin,n−1. Indeed, if G is not Kin,n−1 , it is possible to strictly increase q1 by adding
edges, without changing δ. Moreover q1(Kin,n−1) = n−3/2+
√
4n2 − 20n+ 33/2 >
2n−4 by the interlacing theorem. Hence, for δ ≥ 3, q1−δ ≤ 2n−5 < q1(Kin,n−1)−1.
For δ = 2, q1 is maximum for Ki
+
n,n−1, the graph obtained from Kin,n−1 by adding
an edge. We have q1(Ki
+
n,n−1) = n − 1 +
√
n2 − 6n+ 13 < 2n − 3, for all n ≥ 5.
Hence q1(Ki
+
n,n−1)− 2 < 2n− 5 < q1(Kin,n−1)− 1.
For n = 4, q1(Kin,n−1)− 1 = 3.562 and q1(Ki+n,n−1)− 2 = 3.236.
(d) Upper bound for (2.10). We use the same method as above.. We have q1(Kin,n−1) >
2n− 4, and if δ ≥ 2, then q1/δ ≤ n− 1 < 2n− 4.
(e) Upper bound for (2.11). Let G be a graph on n vertices. If G is a tree d¯ = 2− 2/n
and q1 ≤ n with equality if and only if G is the star Sn, hence q1/d¯ ≤ n2/(2n− 2).
It is known that q1−d¯ ≤ n−1 (a known conjecture [34] recently proved by Feng [54])..
So we have
q1
d¯
≤ n− 1
d¯
+ 1 ≤ n+ 1
2
,
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Now
(n+ 1)(2n− 2)
2n2
=
n2 − 1
n2
< 1,
thus q1/d¯ ≤ n2/(n− 2) with equality for and only for the star Sn.
Other known or easy results involving degrees are described in [67].
2.1.4 Bounds using metric invariants
In this section, we first consider bounds involving q1 and several well-known metric
invariants : average distance l¯, diameter D, radius r, average eccentricity ecc, and girth
g. We also consider two recently introduced invariants, proximity Π and remoteness ρ
(citeaouchichephd,aouchiche2007vns20.
Proposition 2.1.16. Let G be a connected graph on n ≥ 4 vertices with signless La-
placian index q1 , average distance l¯, diameter D, radius r and eccentricity ecc. Then
q1 + l¯ ≤ 2n− 1, (2.12)
q1 +D ≤ 3
2
n− 1 +
√
n2 + 4n− 12
2
, (2.13)
q1 + r ≤ 2n− 1, (2.14)
q1 + ecc ≤ 2n− 1, . (2.15)
The bounds for (2.12), (2.14) and (2.15) are attained by and only by the complete
graph Kn. The bound for (2.13) is attained by and only by Kn − e, the graph obtained
from Kn by deleting an edge.
Proof :
(a) Upper bound for (2.12). From Lemma 2.1.9, we have q1 + l¯ = (q1 − λ1) + (λ1 + l¯),
where λ1 denotes the index of the adjacency matrix of G. It is proved in [3] that
λ1+ l¯ ≤ n, with equality if and only if G is a complete graph. Moreover, q1−λ1 ≤ ∆
and equality holds in particular for the complete graph. The result follows.
(b) Upper bound for (2.13). Let G be a graph on n vertices, with maximum degree ∆
and diameter D.
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If D = 1, q1 +D ≤ 2n− 1.
If D = 2, q1 is maximum for Kn − e and, for n ≥ 4, we have
q1(Kn − e)− 2 = 3
2
n− 1 +
√
n2 + 4n− 12
2
> 2n− 1.
If D ≥ 3, as it is known [3] that ∆ ≤ n+ 1−D, it follows that
q1 +D ≤ 2n+ 2−D ≤ 2n− 1.
This completes the proof.
(c) Upper bound for (2.14). We have q1+ r = (q1−∆)+ (∆− r). Moreover it is known
that
q1 −∆ ≤ n− 1 and ∆ + r ≤ n.
In the first inequality the bound is reached by and only by the complete graph. In
the second inequality ( [3] p.193), the bound is reached if and only if G satisfies
∆ = n− 1 or r = 2 and ∆ = n− 2. Hence q1 − r ≤ 2n− 1 with equality if and only
if G is the complete graph.
(d) Upper bound for (2.15). Let G be a graph on n vertices, with average degree d¯ and
diameter D. Let di and mi denote respectively the degree of the vertex vi and the
average degree of the neighbors of vi.
If D = 1, then G is the complete graph Kn, and q1 + ecc = 2n− 1.
If G is not the complete graph, then ecc ≤ D − 1/n. Hence, if D ≥ 3, q1 + ecc ≤
2n− 1− 1/n.
If D = 2 and if di + mi is maximum for a non-dominating vertex vi, then, from
Lemma 2.1.7, q1 ≤ di +mi ≤ 2n− 3 and q1 + ecc ≤ 2n− 1− 1/n.
If D = 2 and if di+mi is maximum for a dominating vertex vi, then q1 ≤ di+mi ≤
n− 1 + (nd¯− (n− 1))/(n− 1) = n− 2 + d¯+ d¯/(n− 1). Recall that d¯+ ecc ≤ n [3],
hence q1 + ecc ≤ n − 2 + d¯ + ecc + d¯/(n − 1) ≤ 2n − 2 + d¯/(n − 1) < 2n − 1, as
d¯ < n− 1.
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Conjecture 2.1.17. Let G be a connected graph on n ≥ 9 vertices with signless La-
placian index q1 and diameter D. Then, q1 · D is maximum for and only for the bug
Bug⌈n/2⌉,p,q with diameter D = ⌈(n+ 1)/2⌉, p = ⌊D/2⌋ and q = ⌈D/2⌉.
Conjecture 2.1.18. Let G be a connected graph on n ≥ 4 vertices with signless Lapla-
cian index q1 and radius r. Then, if n ≥ 13, q1 · r is maximum for and only for the bag
Bagn−2r+3,2r−1 with radius r = ⌊(n+ 3)/4⌋.
Moreover, if 4 ≤ n ≤ 12, q1 · r is maximum for and only for the complement of a
perfect matching if n is even, and for and only for the complement of a perfect matching
on n− 3 vertices and a triangle on the 3 remaining vertices if n is odd.
Some further easy results involving metric invariants are given in [67]
Before discussing relations on the girth, we present two preliminary results which
may be of interest in their own right.
Proposition 2.1.19. Let G be a graph such that ∆ ≥ 3 with an induced pending path P .
Let x = (x1, x2 . . . xn) be the Perron-eigenvector corresponding to q1. Let P = v1v2 . . . vk
where v1 is a pending vertex. Then
xv1 ≤ xv2 ≤ . . . ≤ xvk .
Proof : We prove this by induction on j (j = 1, 2, . . . , k). For j = 1 the eigenvalue
equation applied to the vertex v1 gives
q1xv1 = xv1 + xv2 ,
as x is the Perron-eigenvector, xi ≥ 0 for i = 1, 2, . . . n, and
xv2 = (q1 − 1)xv1 ≥ ∆xv1 > xv1 .
Now suppose that xvj−1 ≤ xvj . From the eigenvalue equation we have,
q1xvj = 2xvj + xvj−1 + xvj+1 ,
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hence,
xvj+1 = (q1 − 2)xvj − xvj−1 ,
By our induction hypothesis xvj−1 ≤ xvj , we have
xvj+1 ≥ (q1 − 2)xvj − xvj = (q1 − 3)xvj > xvj (as q1 > 4).
The result follows.
Proposition 2.1.20. Let G be a graph with an induced subgraph T which is a pending
tree and not a path. Let G′ be the graph obtained from G by replacing the tree T by a
path P with an equal number of edges, then q1(G) > q1(G
′).
Proof : Let v be a vertex of T with degree dv ≥ 3 different from the root vr of T such
that, for all vertices u ( 6= v) reachable from vr via v, du ≤ 2. We denote by v1 the vertex
adjacent to v in one of the paths attached to v and by v2 the pending vertex of another
such path.
Let G′ be a graph obtained G by rotating the edge v1v around v1 to the position of a
non-edge v1v2. Let x
′ = (x′1, x
′
2 . . . x
′
n) be the Perron eigenvector of Q(G
′) corresponding
to q1. From lemma 2.1.19, we have xv ≥ xv2 , hence from lemma 2.1.12, q1(G) > q1(G′). It
is possible to repeat this operation until obtaining a path. This completes the proof.
Theorem 2.1.21. Let G be a connected graph on n ≥ 4 vertices with signless Laplacian
index q4 and girth g. Then
4− n ≤ q1 − g ≤ 2n− 5, (2.16)
q1(Kin,3) + 3 ≤ q1 + g ≤ 2n+ 1, (2.17)
4
n
≤ q1/g ≤ (2n− 2)/3, (2.18)
3q1(Kin,3) ≤ q1 · g. ≤


6n− 6, if 4 ≤ n ≤ 15
q1(Tun,⌊n/2⌋+2)(⌊n/2⌋+ 2), if n ≥ 16
or q1(Tun,n/2+1)(n/2 + 1), if n ≥ 16
and n is even.
(2.19)
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The lower bounds for (2.16) and (2.18) are attained by and only by the cycle Cn.
The lower bounds for (2.17) and (2.19) are attained by and only by the kite Kin,3.
The upper bounds for (2.16), (2.17) and (2.18) are attained by and only by the
complete graph Kn. The upper bound for q1 · g is attained by the complete graph Kn, if
4 ≤ n ≤ 15. Moreover, q1 · g is maximal for and only for the turnip Tun,⌊n/2⌋+2 with
girth g = ⌊n/2⌋ + 2, if n ≥ 17 and n is odd, and for the turnip Tun,n/2+2 or possibly
for Tun,n/2+1, if n ≥ 16 is even.
Proof :
(a) The upper bounds for (2.16) and (2.18) and the characterizations of the correspon-
ding extremal graphs are immediate.
(b) Lower bounds for (2.16) and (2.18). For the girth to be defined G is not a tree.
Then, q1 is minimum for the cycle and g is maximum for the cycle. The results
follow.
(c) Upper bound for (2.17). We have q1+ g = (q1−∆)+ (∆+ g). Moreover it is known
that
q1 −∆ ≤ n− 1 and ∆ + g ≤ n+ 2.
In the first inequality, the bound is reached by and only by the complete graph. In
the second inequality, the bound is reached by the complete graph, among others.
The result follows.
(d) Lower bounds for (2.17) and (2.19). It is easy to see that q1+g and q1 ·g are minimal
for g = 3. Indeed, from lemma 2.1.6, q1(Kin,3) < max(di + dj) = 5, and for g ≥ 4,
q1 + g ≥ 8 > q1(Kin,3) + 3 and q1 · g ≥ 16 > 3q1(Kin,3).
Moreover, it is well known that q1 ≥ ∆ + 1, with equality for and only for the
star. Then, for a connected graph on n vertices with g = 3 and ∆ ≥ 4,we have
q1 > 5. Hence, if G is a connected graph on n ≥ 3 vertices with g = 3 whose largest
eigenvalue q1 is minimal, then ∆ = 3.
It is obvious that the graph that minimizes q1, under the constraints g = 3, is a
unicyclic graph, otherwise it is possible to strictly decrease q1 by removing edges
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without changing g. In what follows we consider a unicyclic connected graph G on
n vertices, with ∆ = 3 and g = 3. We regard G as constructed from the cycle C3 by
attaching a (possibly trivial) rooted tree to each vertex. Let Ti be the rooted tree
attached by its root ri to the i-th vertex of C3 (i = 1, 2, 3). If q1 is minimal for G
then, Ti is a path (i=1,2,3), this is a direct consequence of proposition 2.1.20.
Moreover, G does not contain as an induced subgraph a triangle with a pending
edge attached to each vertex (denoted by G1), or a triangle with two paths of
length 2 attached to two distinct vertices (denoted by G2). Indeed G1 has largest
Q-eigenvalue q1 = 5.236 > 5 > q1(Kin,3) and G2 has largest Q-eigenvalue q1 =
5.022 > 5 > q1(Kin,3).
Finally, let G3 be the graph G on n vertices, obtained from Kin−1,3 by attaching
a pending edge to one vertex of degree 2 of the triangle. Let the vertices in Kin,3
be labelled as follows (possibly after renumbering), the vertices v4 and v5 are the
two vertices of degree v2 in the triangle, the vertex v3 is the vertex of degree 3, the
vertex v2 is the vertex in the path that is adjacent to v3 and the vertex v1 is the
vertex in the path that is adjacent to v2.
Figure 2.1 – Labels in Kin,3
Let x = (x1, x2, . . . , xn) be the Perron eigenvector corresponding to q1. From the
eigenvalue equation we have
q1x2 = 2x2 + x1 + x3, (2.20)
q1x4 = 2x4 + x3 + x5, (2.21)
q1x5 = 2x5 + x3 + x4. (2.22)
As q1 > 2 we deduce from (2.21) and (2.22) that x4 = x5. Hence x3 = (q1 − 3)x4.
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Moreover, from proposition 2.1.19, we have x1 ≤ x2, hence
(q1 − 3)x2 ≤ x3 = (q1 − 3)x4.
We obtain G3 from Kin,3 by rotating the edge v1v2 around v1 to the position of a
non-edge v1v4. We have x2 ≤ x4, hence, from proposition 2.1.12, q1(G3) > q1(Kin,3).
Moreover, among the graphs on n vertices with girth g = 3, q1 is minimal for Kin,3.
This completes the proof.
(e) Upper bound for (2.19) when 4 ≤ n ≤ 15 and n ≥ 17 odd.
(e1) We first give a lower bound on q1 · g for the turnip Tun,⌊n/2⌋+2 which will be
compared with upper bounds obtained later. Using the fact that q1 ≥ ∆+1 [34],
simple computations give :
q1(Tun,⌊n/2⌋+2) · g ≥ (∆ + 1)g =

 ((n+ 3)
2 − 1)/4, if n is even,
(n+ 3)2/4, if n is odd.
(e2) We next examine conditions for the extremal graph to be unicyclic. Let G
be a graph on n ≥ 7 vertices, with girth g ≥ 4 and C of length gc ≥ g a
cycle containing the two adjacent vertices vk and vl such that max(di+dj)i∼j .
If G contains another cycle C ′ of length g′, then g′c ≥ g. Consider G′, the
subgraph of G induced by C ∪ C ′. We can assume, without loss of generality,
that C ′ has at most ⌊max(gc, g′c)/2⌋ + 1 vertices in common with C. Hence
|G \G1| ≤ n− 2g+ ⌊g/2⌋+1. It is not possible to link a vertex of G \G1 to a
pair of adjacent vertices of G1.
We first consider the case where C and C ′ have at most two common vertices.
Then |G \ G1| ≤ n − 2g + 6. As, from Lemma 2.1.6, q1 ≤ max(di + dj)i∼j
, we obtain q1 · g ≤ g(2 + |G \ G1|) ≤ g(n − 2g + 8) ≤ (n + 8)2/8. For
n ≥ 10, we have (n+ 8)2/6 < ((n+ 3)2 − 1)/4. If C and C ′ have more than 3
vertices in common, then no two adjacent vertices in G′ have degree 3. Hence
q1 ≤ 5 + |G \G1|, and, q1 · g ≤ g(n− 3g/2 + 6) ≤ (n+ 6)2/6. For n ≥ 11, we
have (n+ 6)2/6 < ((n+ 3)2 − 1)/4.
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Hence if G is a graph on n ≥ 11 vertices with g ≥ 4 and maximal value for
q1 · g, then G is unicyclic.
(e3) Now we show that an extremal unicyclic graph is a turnip. Let G be a unicyclic
graph on n ≥ 5, vertices with fixed girth g ≥ 4 and maximal value for q1, then
G is a turnip. This last result can be obtained by adapting the proof technique
of theorem 1.1 in [55]. From [94], we have q1(Tun,g) ≤ max(di + mi) where
mi is the average degree of the neighbors of the vertex i.. Let G be Tun,g, the
turnip on n vertices with girth g.
If vi is a vertex of degree 2, then di + mi ≤ 2 + (n − g + 4)/2. If vi is a
vertex of degree 1, then di + mi = n − g + 3. If vi is the vertex of degree
n− g+2, then di+mi = n− g+3+2/(n− g+2). So we have max(di+mi) =
n− g + 3 + 2/(n− g + 2).
Hence q1 · g ≤ g · (n − g + 3 + 2/(n − g + 2). The series defined by un(g) :=
g ·(n−g+3+2/(n−g+2) is increasing until g = (n+3)/2 and decreasing after.
Computing gives un(n/2) < (n+3)
2/4− 1/4, u((n+8)/2) ≤ (n+3)2/4− 1/4,
and un((n + 7)/2) < (n + 3)
2/4. Hence, if n is odd and g ≤ (n − 1)/2 or
g ≥ (n+7)/2, then q1(Tun,g) · g ≤ q1(Tun,⌊n/2⌋+2) · g. If n is even and g ≤ n/2
or g ≥ (n+ 8)/2, then q1(Tun,g) · g ≤ q1(Tun,⌊n/2⌋+2) · g.
Moreover, from lemma 2.1.14, we have q1(Tun,g) ≤ q1(S+n−g+3). Then compu-
ting the characteristic polynomial for (S+n−g+3) and majorizing gives the upper
bound q1(S
+
n−g+3) ≤ n − g + 3 + 1/(2(n − g + 3)) for n − g ≥ 8. Hence for
n ≥ 17, q1(Tun,(n+1)/2) ≤ (n + 5)/2 + 1/(n + 5)) and q1(Tun,(n+1)/2) · (n +
1)/2 < (n + 3)2/4. For n ≥ 21, q1(Tun,(n+5)/2) ≤ (n + 1)/2 + 1/(n + 1)) and
q1(Tun,(n+5)/2)·(n+5)/2 < (n+3)2/4. For n ≥ 22, q1(Tun,(n+6)/2) ≤ n/2+1/n
and q1(Tun,(n+6)/2) · (n+ 6)/2 < (n+ 3)2/4− 1/4.
Computing remaining particular values with AGX gives, for n odd, q1(Tu17,11)×
11 = 99.40, q1(Tu17,10)×10 = 100.20, q1(Tu19,12)×12 = 120.34, and q1(Tu19,11)×
11 = 121.25. For n even, q1(Tu16,10) × 10 = 90.37, q1(Tu16,11) × 11 = 88.54,
q1(Tu18,11)×11 = 110.31, q1(Tu18,12)×12 = 108.44, q1(Tu20,12)×12 = 132.27,
q1(Tu20,13)× 13 = 130.36.
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Hence, among the unicyclic graphs on n ≥ 5 vertices, if n odd, q1 ·g is maximal
for the turnip Tun,⌊n/2⌋+2, if n is even, q1 ·g is maximal for the turnip Tun,n/2+2
or Tun,n/2+1.
(e4) Finally, we consider the case g = 3. If g = 3, q1 is maximal for the complete
graph and q1 · g ≤ 6n − 6. For n ≥ 16, 6n − 6 ≤ (n + 3)2/4 − 1/4. Hence for
n ≥ 17, n odd, q1 · g is maximal for the turnip Tun,⌊n/2⌋+2, and for n ≥ 16,
and even, q1 · g is maximal for the turnip Tun,n/2+2 or Tun,n/2+1.
For 4 ≤ n ≤ 15, we have 6n − 6 ≥ un((n + 3)/2). As q1 · g ≤ un(n + 3)/2 for
all unicyclic graph G on n ≥ 4 vertices with g ≥ 4, we have q1 · g ≤ 6n− 6, for
all graphs on 11 ≤ n ≤ 15 vertices and for all unicyclic graphs on 4 ≤ n ≤ 10
vertices. If G is a graph on n = 4 or n = 5 vertices with g ≥ 4, then G is
unicyclic. Now, let G be a non-unicyclic graph on 6 ≤ n ≤ 10 vertices with
g ≥ 4. We have q1 · g ≤ g(n − 3g/2 + 6) ≤ g(16 − 3g/2) ≤ 42 − 1/3. Hence,
for 8 ≤ n ≤ 10, q1 · g is maximal for the complete graph. For n = 6, if G is
not unicyclic, then g = 4, and q1 · g ≤ 24 ≤ 3q1(K6) = 30. For n = 7, if G is
not unicyclic, then g = 4 or g = 5, and q1 · g ≤ 28 ≤ 3q1(K7) = 36. Hence, for
all graphs G on 4 ≤ n ≤ 15 vertices, q1 · g ≤ 6n− 6, and equality holds if and
only if G is the complete graph Kn.
Remark 2.1.22. We have checked that the turnip Tun,n/2+2 gives a larger value to
q1 · g than Tun,n/2+1, for 16 ≤ n ≤ 64 and even.
The study of the proximity Π and the remoteness ρ gave the two following conjec-
tures. Easy results were found for the lower and upper bounds of q1 − Π, q1/Π, q1 − ρ
and q1/ρ [67].
Conjecture 2.1.23. Let G be a connected graph on n ≥ 4 vertices with signless Lapla-
cian index q1 and proximity Π. Then, for 4 ≤ n ≤ 13,
q1 ·Π ≤ 2n− 2. (2.23)
The bound is attained by and only by the complete graph Kn.
For n ≥ 14, q1 ·Π is maximum for and only for the kite Kin,⌊n/2⌋.
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Conjecture 2.1.24. Let G be a connected graph on n ≥ 4 vertices with signless Lapla-
cian index q1 and remoteness ρ. Then
4 +


n+1
4 , if n is odd
n2
4(n−1) , if n is even
≤ q1 + ρ (2.24)
(2.25)
The bound for (2.24) is attained by and only by the cycle Cn.
For, n ≥ 10, q1 · ρ is maximum for and only for the kite Kin,⌈n/2⌉+3 or the kite
Kin,⌈n/2⌉+2
2.1.5 Bounds using connectivity invariants
We next consider bounds involving q1 and three well-known connectivity invariants :
vertex connectivity ν, edge connectivity κ, and algebraic connectivity a.
Proposition 2.1.25. Let G be a connected graph on n ≥ 4 vertices with signless La-
placian index q1 and vertex connectivity ν. Then
2 ≤ q1 − ν ≤ n− 5
2
+
√
4n2 − 20n+ 33
2
, (2.26)
2 ≤ q1/ν ≤ n− 3
2
+
√
4n2 − 20n+ 33
2
, . (2.27)
The lower bound for (2.26) is attained by and only by the cycle Cn. The lower bound
for (2.27) is attained by Cn,Kn for all n, the complete bipartite graph Kn/2,n/2, when n
is even, and possibly others.
The upper bound for (2.26) and (2.27) are attained by and only by the kite Kin,n−1.
Proof :
(a) Upper bound for (2.26) and (2.27). Let G be a connected graph on n vertices.
If ν = 1, then q1 is maximum for a graph formed by two cliques with a common
vertex. Indeed, from any graph with ν = 1 it is possible to obtain such a graph
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and increase q1 by adding edges. Then it is not possible to add an edge without
changing ν.
Let ω be the cardinality of the maximum clique of this graph, from lemma 2.1.6 we
have q1 < max(di + dj) = n + ω − 2. Then, for ω ≤ n − 2, q1 < 2n − 4. Moreover,
by the interlacing theorem, q1(Kin,n−1) > q1(Kn−1) = 2n− 4. Hence, for ν = 1, q1
is maximum for Kin,n−1.
If ν ≥ 2, then q1/ν ≤ n− 1. This completes the proof for (2.27).
If ν = 2, then q1 is maximum for a graph obtained from two cliques on n1 and
n2 vertices (n = n1 + n2 + 2, n1 ≤ n2) and two isolated vertices, by linking each
isolated vertex to all the other vertices. We have q1 ≤ max(di +mi) = n− 1+ (n−
1 + n1(n1 + 1) + (n− n1 − 2)(n− n1 − 1))/(n− 1), which is maximum for n1 = 1.
Then, for n ≥ 3 and ν = 2, q1 − ν ≤ 2n− 6 + 4/(n− 1) ≤ 2n− 5.
If ν ≥ 3, then q1/ν ≤ 2n− 5. This completes the proof for (2.26).
(b) Lower bound for (2.26). Let G be a connected graph on n vertices. Recall that for
all graphs, δ ≥ ν.
If ν = 1, then q1 − ν ≥ 1 + 2 cos(pi/n) with equality for and only for the path Pn.
Hence q1 − ν = 2 for P3 and q1 − ν > 2 for n ≥ 4.
If ν = 2, then q1 − ν ≥ 2 with equality for and only for the cycle Cn.
If ν ≥ 3, then q1 − ν ≥ 2δ − ν ≥ δ ≥ 3.
(c) Lower bound for (2.27). For all graphs we have, q1/ν ≥ 2δ/ν ≥ 2. For the cycle
Cn and for the complete graph Kn, q1/ν = 2. When n is even, for the complete
bipartite graph Kn
2
n
2
we also have q1ν = 2.
Turning to the edge connectivity κ we obtain the same lower and upper bounds than
for ν. All of them are proved in [67] with arguments similar to those of the proof of
Proposition 2.1.25.
Easy results are obtained in five cases for the algebraic connectivity [67].
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Conjecture 2.1.26. Let G be a connected graph on n ≥ 5 vertices with signless Lapla-
cian index q1 and algebraic connectivity a. Then
2 + 2 cos
2pi
n
≤ q1 − a ≤ n− 5
2
+
√
4n2 − 20n+ 33
2
. (2.28)
The lower bound is attained by and only by the cycle Cn and the upper bound is attained
by and only by the kite Kin,n−1.
Moreover, q1/a is maximum for and only for the kite Kin,⌈n/3⌉+1, for all n ≥ 6.
2.1.6 Bounds using subsets cardinality
In this section we study bounds involving q1 and three well-known invariants expressed
as cardinalities of subsets of vertices of G : the independence number α, the clique
number ω and the domination number β.
Proposition 2.1.27. Let G be a connected graph on n ≥ 4 vertices with signless La-
placian index q1, independence number α and domination number β. Then
q1 + α ≤


3n−2√2n2−4n+4
2 if n is even,
3n−2√2n2−6n+3
2 if n is odd,
(2.29)
q1 + β ≤ 2n− 1, (2.30)
q1 · α ≤ n(n− 1) (2.31)
n ≤ q1 · β. . (2.32)
The lower bound for (2.32) is attained by and only by the star Sn.
The upper bound for (2.29) is attained by and only by the complete split graph
SKn,n/2 if n is even, and the complete split graphs SKn,⌊n/2⌋ and SKn,⌈n/2⌉ if n is
odd. The upper bound for (2.31) is attained by and only by the star Sn. The upper
bound for (2.30) is attained by and only by the complete graph Kn.
Proof :
(a) Upper bound for (2.29) and (2.31). It is obvious that, for a given independence
number α, the graph that maximizes q1 is the complete split graph SKn,α. For
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SKn,α, we have
q1 =
√
n2 + 4n(α− 2)− 4α2 + 4 + 3n− 2α− 2
2
.
Hence q1+α is maximum for α = n/2 if n is even, and for α = ⌊n/2⌋ and α = ⌈n/2⌉
if n is odd. Moreover, q1 · α is maximum for α = n− 1, i.e., for the star Sn.
(b) Upper bound for (2.30). Let G be a graph on n vertices with signless Laplacian index
q1, maximum degree ∆ and domination number β. It is known [18] that ∆+β ≤ n,
with equality if G is the complete graph. Moreover, q1 ≤ 2∆, with equality for and
only for regular graphs. The result follows.
(c) Lower bound for (2.32). It is a direct consequence of the fact that β ≥ n/(∆+1).
Conjecture 2.1.28. Let G be a connected graph on n ≥ 4 vertices with signless Lapla-
cian index q1 and independence number α. Then
4 +
⌊n
2
⌋
≤ q1 + α, if n is odd, (2.33)
2n− 2 ≤ q1 · α. (2.34)
The bound for (2.33) is attained by and only by the cycle Cn when n is odd. Moreover,
if n is even, then q1 + α is minimal for the graph on n ≥ 8 vertices obtained from two
cycles of cardinality 2⌊n/6⌋+ 1 by linking them by a path.
The bound for (2.34) is attained by the complete graph Kn, and the odd cycle Cn
when n is odd.
Proposition 2.1.29. Let G be a connected graph on n ≥ 4 vertices with signless La-
placian index q1 and clique number ω. Then
q1(Kin,3)− 3 ≤ q1 − ω, (2.35)
q1(Kin,3)
3
≤ q1/ω, . (2.36)
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The bounds are attained by and only by the kite Kin,3.
Proof : Minimal graphs for (2.35) and (2.36). If ω = 3, q1 is minimal for the kite
Kin,3. Let G1 be the graph on 7 vertices obtained from Ki6,3 by attaching a pending
vertex to the penultimate vertex of the pending path. From Lemmas 2.1.14 and 2.1.20,
for all n ≥ 7 we have q1(Kin,3) ≤ q1(G1) < 4.71 and q1(Kin,3)/3 ≤ 1.57 . If ω ≥ 4,
we have q1 − ω ≥ ω − 2 ≥ 2. If ω = 2, q1 is minimal for the path, and for n ≥ 6,
q1(Pn)− 2 = 2 cos(pi/n) ≥ 1.73 ≥ q1(Kin,3)− 3.
In the same way, if n ≥ 5, we have q1/ω ≥ 2 − 2/ω ≥ 1.6. if ω = 2 and n ≥ 6,
q1/ω ≥ 1+ cos(pi/n) ≥ 1.86. Finally, let G2 be the graph on five vertices consisting of a
clique on four vertices and a pendant edge. Then, for all graphs on n ≥ 5 vertices, with
ω = 3, q1ω ≥ q1(G2)/4 > 1.59..
Conjecture 2.1.30. Let G be a connected graph on n ≥ 4 vertices with signless Lapla-
cian index q1 and clique number ω. Then
q1 − ω ≤ 3
2
n− 4, if n ≥ is even, (2.37)
q1/ω ≤ n
2
. (2.38)
The bound for (2.37) is attained by and only by the complement of a perfect matching
when n ≥ 6 is even. Moreover, when n ≥ 9 is odd, q1 − ω is maximum for and only for
the complement of a perfect matching on n−3 vertices and a triangle on the 3 remaining
vertices. The bound for (2.38) is attained by and only by the complete bipartite graphs
Kp,q.
Some further easy results involving α, β and ω are described in [67].
2.1.7 Bounds using miscellaneous invariants
Finally, in this section, we consider bounds involving three well-known invariants : the
chromatic number χ, the matching number µ and the Randic´ index Ra.
Proposition 2.1.31. Let G be a connected graph on n ≥ 4 vertices with signless La-
placian index q1 and chromatic number χ. Then
60 Chapitre 2. Ine´galite´s et conjectures impliquant le rayon spectral du Laplacien sans signe
1 ≤ q1 − χ, (2.39)
4
3
≤ q1/χ ≤ n
2
. (2.40)
The lower bounds for (2.39) and (2.40) are attained by and only by the odd cycle Cn
when n is odd.
The upper bound for (2.40) is attained by and only by the complete bipartite graphs
Kp,q.
Proof :
(a) Lower bounds for (2.39) and (2.40).
If χ = 2, q1 − χ ≥ 2 cos(pi/n) > 1 and q1/χ ≥ 1 + cos(pi/n) > 4/3 for all n ≥ 4.
If χ = 3, then G is not a path and q1 ≥ 4. If n is odd, the bound is reached for an
odd cycle. If n is even the bound cannot be reached.
If χ ≥ 4, it is known that λ1 ≥ χ− 1 [103]. Thus
q1 − χ ≥ 2λ1 − χ ≥ χ− 2 ≥ 2 and q1
χ
≥ 2λ1
χ
≥ 2− 2
χ
≥ 3
2
.
Hence q1 − χ ≥ 1 and q1/χ ≥ 4/3. The equalities hold if and only if G is an odd
cycle
(b) Upper bound for (2.40).
If χ = 2, q1 is obviously maximum for the complete bipartite graphs and q1(Kp,q) =
n.
If χ = 3, then q1 ≤ 4/3 and q − 1/χ ≤ 4n/9 < n/2.
If χ ≥ 4, then q − 1/χ ≤ (n− 1)/2. This completes the proof..
Remark 2.1.32. In fact, it is possible to identify the extremal graphs for (2.39) and
(2.40) when n is even. Let G be the connected graph on n ≥ 4 vertices, n even, that
minimizes q1 − χ. Then G is a unicyclic graph consisting of a cycle on n − 1 vertices
and a pending edge Loln,n−1.
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First, for a lollypop Loln,g different from Cn,
q1 − χ < max
i∼j
(di + dj)− χ = 2,
where (i, j) runs over all pairs of adjacent vertices of G and d1, d2, . . . , dn denote vertex
degrees of G.
Second, from Lemma 2.1.14, it is possible to strictly reduce q1 by subdividing an edge
of the cycle and deleting a pending vertex. For any initial unicyclic graph G which is not
a cycle, it is possible to obtain Loln,n−1 by repeating this operation. Hence for n even
and χ = 3, q1 is minimum for Loln,n−1.
Conjecture 2.1.33. Let G be a connected graph on n ≥ 6 vertices with signless Lapla-
cian index q1 and chromatic number χ. Then
q1 − χ ≤ 3
2
n− 4 if n is even. (2.41)
The bound is attained by and only by the complement of a perfect matching when n is
even. Moreover, when n ≥ 9 is odd, q1−χ is maximum for and only for the complement
of a perfect matching on n− 3 vertices and a triangle on the three remaining vertices.
Lemma 2.1.34. [109] Let G be a graph on n vertices with signless Laplacian index q1
and matching number µ. Then,
(i) If n = 2µ, or 2µ + 1, then q1(G) ≤ q1(Kn) = 2n − 2, with equality if and only if
G is Kn.
(ii) If 2µ + 2 ≤ n ≤ (5µ + 3)/2, then q1(G) ≤ 4µ. Moreover if n 6= (5µ + 3)/2 the
equality holds for a disconnected graph.
(iii) If n > (5µ+ 3)/2, then q1(G) ≤ (n− 2 + 2µ+
√
(n− 2 + 2µ)2 − 8µ2 + 8µ)/2.
Proposition 2.1.35. Let G be a connected graph on n ≥ 4 vertices with signless La-
placian index q1 and matching number µ. Then
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q1 − µ ≤ 2(n− 1)− ⌊n
2
, ⌋ (2.42)
q1/µ ≤ n, (2.43)
n ≤ q1 · µ (2.44)
The lower bound for (2.44) is attained by and only by the star Sn.
The upper bound for (2.42) is attained by and only by the complete graph Kn. The
upper bound for (2.43) is attained by and only by the star Sn.
Proof :
(a) Upper bound for (2.42). Let G be a connected graph on n vertices.
If n = 2µ or 2µ+ 1, we have 2n− 2− ⌊n/2⌋.
If 2µ+ 2 ≤ n ≤ (5µ+ 3)/2, from lemma 2.1.34, we have q1 ≤ 4µ. Then, since G is
connected, q1 − µ ≤ 3µ〈2n− 2− n/2. If n > (5µ+ 3)/2, then from lemma 2.1.34
q1 − µ ≤ 1
2
(n− 2 + 2µ+
√
(n− 2 + 2µ)2 − 8µ2 + 8µ)− µ
≤ (n− 2 + 2µ)− µ, since µ2 − µ ≥ 0,
< n− 2 + 2n− 3
5
= 1.4 n− 2.6,
< 2n− 2− ⌊n
2
⌋.
This completes the proof of (2.42).
(b) Upper bound for (2.43). Let G be a connected graph on n vertices. If µ = 1, G is
the star Sn and q1/µ = n. If µ ≥ 2, then q1/µ ≤ n− 1. Hence q1/µ is maximal for
and only for the star Sn.
(c) Lower bound for (2.44). Let G be a connected graph on n vertices with matching
number µ. Then G has a spanning tree which has the same matching number and
a not larger q1. So the extremal graph is a tree.
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Let T be a tree on n vertices and M a matching on T obtained with the following
greedy algorithm : beginning with M = ∅, at each iteration we select a pending
edge uv, where v is a pending vertex, add it to M and delete all edges incident with
u. This removes at most ∆ edges from the n − 1 edges of T . Hence µ ≥ |M | ≥
⌈(n− 1)/∆⌉ ≥ (n− 1)/∆ ≥ n/(∆+1) ≥ n/q1, as q1 ≥ ∆+1 [34]. Substituting this
bound for q1 yields the result. The last inequality is sharp for and only for the star
Sn.
Proposition 2.1.36. Let G be a connected graph on n ≥ 4 vertices with signless La-
placian index q1 and Randic´ index Ra. Then
7
2 + 2 cos
pi
n − n2 −
√
2 if n ≤ 10
4− n2 if n ≥ 11

 ≤ q1 −Ra (2.45)
4+4 cos(pi/n)
n−3+2√2 if n ≤ 14
8
n if n ≥ 15

 ≤ q1/Ra. (2.46)
The bounds for (2.45) (resp (2.46)) are attained by and only by the path Pn for
n ≤ 10 (resp n ≤ 14) , and the cycle Cn for n ≥ 11 (resp n ≥ 15).
Proof :
(a) Lower bounds for (2.45) and (2.46). It is known that q1 is minimum for the paths
and that, among the trees, the Randic´ index is maximum for the paths. Hence, for
all trees,
q1 −Ra ≥ 2 + 2 cos pi
n
− n
2
+
3
2
−
√
2 and
q1
Ra
≥ 4 + 4 cos(pi/n)
n− 3 + 2√2 .
If m ≥ n, the cycle maximizes the Randic´ index and minimizes q1. Hence, under
that constraint,
q1 −Ra ≥ 4− n
2
, and
q1
Ra
≥ 8
n
.
We now have to compare 2 with 2 cos(pi/n) + 3/2−√2, and (4 + 4 cos(pi/n))/(n−
3 + 2
√
2) with 8/n.
The series (un)n≥2 defined by un = 2 cos(pi/n)− 1/2−
√
2 is increasing. Now u10 =
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−0.012 and u11 = 0.04. The series (vn)n≥2 defined by vn = (4+4 cos(pi/n)/(n− 3+
2
√
2)− 8/n is increasing. Now v14 = −0.0001 and v15 = 0.0003. The result follows.
Conjecture 2.1.37. Let G be a connected graph on n ≥ 4 vertices with signless Lapla-
cian index q1 and Randic´ index Ra. Then
q1 −Ra ≤ 3
2
n− 2, (2.47)
1
2
+ 2 cos
pi
n
+
n
2
+
√
2 ≤ q1 +Ra, (2.48)
q1/Ra ≤


4n−4
n , if 4 ≤ n ≤ 12,
n√
n−1 , if n ≥ 13,
(2.49)
(1 + cos
pi
n
)(n− 3 + 2
√
2) ≤ q1 ·Ra. (2.50)
The lower bounds for (2.48) (resp (2.50)) are attained by and only by the path Pn.
The upper bound for (2.47) is attained by and only by the complete graph Kn. The
upper bound for (2.49) is attained by and only by the complete graph Kn if 4 ≤ n ≤ 12
, and by and only by the star Sn if n ≥ 13.
Easy results involving χ, µ and Ra are given in [67].
2.1.8 Conclusions
In this paper, we begin a systematic study of bounds and conjectures on the signless
Laplacian spectrum involving also various classical graph invariants. More precisely, we
consider relations the form AGX 1 [6] involving the index of the signless Laplacian and
several graph invariants, one at a time. For each of them we consider an expression
of the form q1 ⊕ i(G) and use the AGX system to find best possible lower and upper
bounds as functions of the order n of G. This often succeeds. Indeed, we obtain algebraic
conjectures in 120 cases out of 152. Moreover, we obtain structural conjectures, i.e.,
descriptions of the extremal graph, in 12 of the remaining cases. In 20 cases, the graph
obtained by AGX were too disparate to lead to conjectures. Observe that this happens
mostly for lower bounds on the sum q1 + i(G) and for lower and upper bounds on the
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product q1 · i(G). Moreover this mostly happens with metric invariants. Among the
conjectures found, 73 were known or were easily proved by checking if the adequate list
of extremal graphs for q1 and i(G) have non-empty intersection. Proofs are also given
in 42 cases, and 17 conjectures remain open. Results go from straightforward proof of
observations to somewhat longer proofs of propositions and a long proof for a theorem.
AGX thus appears to provide notable help in the study of the signless Laplacian index.
2.2 An inequality for the signless Laplacian index of a
graph using the chromatic number
Abstract Let Q = D + A denote the signless Laplacian matrix of a graph G of order
n, where D is the diagonal matrix of the degrees and A the adjacency matrix of G. Let
q1 denote the index of Q and χ the chromatic number of G. In this note we prove that
q1 ≤ 2n(1− 1/χ).
2.2.1 Introduction
The signless Laplacian matrix of a graph G is defined by Q = D + A, where D is
the diagonal matrix of the vertex degrees and A the adjacency matrix of G. Recently,
properties of the spectrum of Q have attracted much attention, see e.g. [35]– [69]. Recall
that the clique number ω of G is the largest number of pairwise adjacent vertices of G
and the chromatic number χ is the minimum number of colors to be assigned to the
vertices of G such that no two adjacent vertices receive the same color. Obviously ω ≤ χ.
The system AutoGraphiX [22]– [1] was used to find extremal graphs for the index q1 of
Q, given the number of vertices n and the clique number ω. This led to the following
conjecture :
Conjecture 2.2.1. Let G be a graph on n vertices with largest signless Laplacian q1
and clique number ω. Then
q1 ≤ 2n(1− 1/ω) (2.51)
Moreover, the bound is sharp if and only if G is a complete regular ω-partite graph.
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While at present we don’t have a proof of this conjecture, we prove in this note a weaker
result obtained by substitution of ω by χ. This result strengthens a result of Cvetkovic´
( [40] p.92) : λ1 ≤ n(1− 1/χ), where λ1 is the index of the adjacency matrix A of G.
2.2.2 Number of semi-edge walks and characteristic polynomial
Let G be a graph with signless Laplacian matrix Q. In this section we establish a relation
between the number of semi-edge walks of G, the characteristic polynomial PG of Q, and
the characteristic polynomial PG¯ of the signless Laplacian matrix Q¯ of the complement
G¯ of G.
We first recall a definition and a result from Cvetkovic´ et al. [35].
Definition 2.2.2. A semi-edge walk of length k in an undirected graph G is an al-
ternating sequence v1, e1, v2, e2, . . . vk, ek, vk+1 of vertices v1, v2, . . . vk, vk+1 and edges
e1, e2, . . . , ek such that for any i = 1, 2, . . . , k the vertices vi and vi+1 are, not necessa-
rily distinct, end-vertices of the edge ei.
Theorem 2.2.3. [35] Let Q be the signless Laplacian matrix of a graph G with vertices
v1, v2, . . . vn. Let Q
k = (q
(k)
i,j ) and Nk(i, j) denote the number of semi-edge walks of length
k starting at vertex vi and terminating at the vertex vj. Then
Nk(i, j) = (q
(k)
i,j ) (k = 1, 2, . . .).
In the sequel we denote by sum M the sum of all entries of a matrix M .
Let Nk denote the total number of semi-edge walks of length k in G. Then Nk = sumQ
k.
Since ∞∑
k=0
Qktk = (I − tQ)−1 (|t| < q−11 ),
we obtain
∞∑
k=0
Nkt
k =
∞∑
k=0
sum Qktk = sum (I − tQ)−1, (|t| < q−11 ).
Let M be a non-singular square matrix of order n and J the square matrix with all
entries equal to 1. Then for an arbitrary number x, the determinant |M + xJ | = |M |+
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x|M |sum M−1 ( [40], p.92). Applying this equality toM = Q−1/t I and x = −1 gives,
sum ((Q− 1/t I)−1) = |Q− 1/t I| − |Q− 1/t I − J ||Q− 1/t I|
= 1− |(n− 2− 1/t )I − Q¯||Q− 1/t I| as Q¯ = (n− 2)I + J −Q.
= 1− (−1)nPG¯(n− 2− 1/t)
PG(1/t)
.
As sum (I − tQ)−1 = −(1/t)(sum ((Q− 1/t I)−1), we have the following result.
Theorem 2.2.4. Let G be a graph with complement G¯, and let HG(t) =
∑+∞
k=0Nkt
k be
the generating function of the number of semi-edge walks of length k in G. Then
HG(t) =
1
t
[
(−1)nPG¯(n− 2− 1/t)
PG(1/t)
− 1
]
, (|t| < q−11 ). (2.52)
By setting λ = n− 2− 1/t in (2.52), we have
PG(λ) = (−1)n
[
(n− 2− λ)−1HG¯
(
1
n− 2− λ
)
+ 1
]
PG¯(n− 2− λ) (2.53)
for λ ∈]−∞, n− 2− q1[∪]n− 2 + q1,+∞[.
2.2.3 Computation of the characteristic polynomial of a complete multi-
partite graph
Let G1 = (V1, E1) and G2 = (V2, E2) be two graphs. We denote by G1 ∪G2 the disjoint
union of G1 and G2, i.e., the graph with set of vertices V1 ∪ V2 and with set of edges
E1 ∪ E2. We obviously have HG1∪G2 = HG1 +HG2 and PG1∪G2 = PG1 · PG2 .
For a complete graph Kp on p vertices, the number of semi-edge walks of length k is
Nk = p2
k(p− 1)k. Hence
HKp(t) =
p
1− 2(p− 1)t .
Moreover, PKp(λ) = (2p− 2−λ)(p− 2−λ)p−1. Now, as a complete multi-partite graph
Kn1,n2,...nχ with chromatic number χ is the complement of the disjoint union of the
complete graphs Kn1 , Kn2 , . . ., Knχ , we can use (2.53) to compute its characteristic
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polynomial for λ ∈]−∞, n− 2− q1[∪]n− 2 + q1,+∞[. Then
PKn1,n2,...nχ (λ) =
[
χ∑
i=1
(
ni
n− 2ni − λ
)
+ 1
]
χ∏
i=1
[(λ− n+ 2ni)(λ− n+ ni)ni−1]. (2.54)
As both sides of the equality are polynomials, the equality holds for λ ∈ R.
It is well known that the signless Laplacian matrix of a graph has at most one eigenvalue
greater than n− 2.
For λ > n − 2 given and ∑χi=1 ni = n, ∑χi=1 nin−2ni−λ attains its minimum when all
the ni are equal. Moreover, for λ = 2n(1 − 1/χ) and n1 = n2 = . . . = nχ = n/χ,∑χ
i=1
ni
n−2ni−λ+1 = 0. By studying the sign of PKn1,n2,...nχ , we obtain PKn1,n2,...nχ (λ) ≤ 0,
for n− 2 < λ ≤ 2n(1− 1/χ).
Then
q1(Kn1,n2,...nχ) ≤ 2n(1−
1
χ
).
Now from the interlacing theorem for Q [35], we know that for all graphs G on n vertices
with largest signless Laplacian q1 and chromatic number χ, q1 ≤ q1(Kn1,n2,...nχ). This
proves the following theorem.
Theorem 2.2.5. Let G be a graph on n vertices with largest signless Laplacian eigen-
value q1 and chromatic number χ. Then
q1 ≤ 2n(1− 1
χ
). (2.55)
The equality holds if and only if G is a regular complete χ-partite graph
2.2.4 Conclusions
We have obtained an upper bound on the index q1 of Q which is sharp for an infinity of
values of n and of χ. We conjecture that a similar bound holds when ω is substituted for
χ. However, the proof strategy used in this note does not extend to that case. Indeed,
while it is easy to find extremal graphs for q1 given n and χ, i.e., complete multi-partite
graphs, it is not so for given n and ω.
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Motzkin and Strauss [93] gave the following result : maxx∈S〈x,Ax〉 = 1− 1/ω, where S
is the simplex in Rn. Minimizing ||x|| on S leads to λ1 ≤ n(1−1/ω). Clearly this implies
the result of Cvetkovic´ cited in the introduction. However, again the proof technique
cannot be easily extended to prove conjecture 2.2.1. Indeed maxx∈S〈x,Qx〉 ≥ ∆, where
∆ is the maximum vertex degree of G. Then minimizing ||x|| on S leads to q1 ≤ n∆,
which is worse than the well known bound q1 ≤ 2∆.
2.3 Re´solution et re´futation de conjectures concernant le
rayon spectral du Laplacien sans signe
Dans l’article Bounds and conjectures for the signless Laplacian index of graphs [69] qui
fait l’objet de la section pre´ce´dente, 17 ine´galite´s de la forme 1 d’AGX sont conjecture´es.
Depuis la parution de cet article, une partie d’entre elles ont e´te´ soit prouve´es soit re´fute´s.
Dans cette section, on pre´sente les re´sultats de la litte´rature sur les conjectures de [69]
et [68] puis on pre´sente la re´futation d’une autre de ces conjectures.
La conjecture 2.2.1, exprime´e dans l’article An inequality for the signless Laplacian
index of a graph using the chromatic number [68] est confirme´e par les re´sultats de He,
Jin et Zhang [74].
The´ore`me 2.3.1. Soit G un graphe connexe d’ordre n et ω la taille de la plus grande
clique contenue, en temps que sous-graphe, dans G, alors
q1 ≤ (3ω − 4)k + 3r − 2 +
√
k2ω2 + [(2r + 4)ω − 8r]k + (r − 2)2
2
(2.56)
ou` n = kω + r, 0 ≤ r < ω. L’e´galite´ est atteinte par les graphe bipartis pour ω = 2 et
les graphes de Tura´n Tn,ω pour ω ≥ 3.
Cette ine´galite´ implique 2.51 et re´fute la conjecture 2.1.30, la preuve de cette affir-
mation est incluse dans le meˆme article.
De plus, le the´ore`me 2.2.5 vient contredire la conjecture 2.1.33. Une rapide e´tude
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permet de le de´montrer. D’apre`s l’e´quation 2.55, on a
q1 − χ ≤ 2n− 2n
χ
− χ.
Soit G un graphe χ-parti complet a` n = k2/2 sommets, k ∈ N∗, tel que χ = √2n. Alors
G ve´rifie
q1(G)− χ(G) = 2n− 2
√
2n.
Or pour tout n > 0, n/2 + 4 >
√
2n d’ou`
q1(G)− χ(G) > 3n
2
− 4.
Certaines des conjectures proposant des ine´galite´s de la forme 1 d’AGX impliquant
q1 et un invariant de distance sont traite´es dans le chapitre suivant. Les conjectures
2.1.17 et 2.1.18 concernant respectivement le diame`tre et le rayon sont re´solues. En
revanche, les conjectures 2.1.23 et 2.1.24 concernant la proximite´ et l’e´loignement sont
toujours ouvertes.
Les neuf autres conjectures e´mises dans [69] n’ont pas e´te´ e´tudie´es a` notre connais-
sance.
Chapitre 3
Valeurs extreˆmes du rayon spectral du
Laplacien sans signe avec un invariant de
distance fixe´
Les re´sultats obtenus pour le diame`tre et le rayon, ainsi que ceux obtenus pour la maille
dans [69] mettent en e´vidence l’existence d’une structure de graphe pour laquelle le
rayon spectral est extre´mal lorsqu’un invariant de distance est fixe´. Pour un diame`tre
fixe´ D, le graphe maximal est une bestiole de diame`tre D dont les longueurs respectives
des chemins pendants sont les plus proches possible. Pour un rayon fixe´ r, le graphe
maximal est, a` une exception pre`s (r = 2), un sac de rayon r. Ces graphes sont les
graphes extreˆmes des conjectures 2.1.17 et 2.1.18. Pour une valeur de la maille fixe´e, le
graphe qui maximise q1 est le navet Tun,g, et si g est infe´rieur a` la moitie´ du nombre de
sommets du graphe, le graphe qui minimise q1 est la sucette Loln,g. Ces graphes sont
pre´sente´s dans les figures 3.1 a` 3.4.
Les re´sultats pre´sente´s dans ce chapitre ont fait l’objet d’un rapport technique dans
les Cahiers du GERAD [89]. Dans la suite de ce chapitre, on pre´sente la version franc¸aise,
dans laquelle le mot article doit eˆtre perc¸u comme signifiant chapitre.
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3.1 Introduction
La the´orie spectrale des graphes e´tudie les proprie´te´s des graphes a` travers les valeurs
des matrices repre´sentant ce graphe. Parmi les matrices les plus e´tudie´es, on note la
matrice d’adjacence A, qui est sans doute la fac¸on la plus naturelle de de´crire un graphe
simple, le Laplacien L = D−A ou` D = diag(dv1 , ..., dvn) est la matrice des degre´s, mais
aussi la matrice de distance et plus re´cemment le Laplacien sans signe Q = D +A.
Cette dernie`re matrice a fait l’objet de nombreuses publications ces dernie`res anne´es,
on sait que les graphes qui sont de´termine´s par le spectre de L le sont par le spectre de
Q. On ne sait pas en revanche si plus de graphes sont de´termine´s par le spectre de leur
matrice d’adjacence que par le spectre de Q, bien que les tests effectue´s sur des graphes a`
peu de sommets laissent espe´rer que la re´ponse a` cette question soit positive. Cvetkovic´
et Simic´ [37] ont commence´ a` discuter des interactions entre la the´orie spectrale des
graphes a` travers les spectres des matrices A, L et Q, les re´sultats majeurs de ce travail
e´tant les suivants :
• e´quivalence entre la the´orie spectrale a` travers A, L etQ pour les graphes re´guliers ;
• e´quivalence entre la the´orie spectrale a` travers L et Q pour les graphes bipartis ;
• analogies la the´orie spectrale a` travers A et Q, en utilisant, en particulier, les line
graphs, les graphes de subdivision.
Les re´sultats pre´sente´s dans cet article renforcent ce dernier point. En effet, nous
avons e´tudie´ les graphes connexes qui maximisent ou minimisent la plus grande va-
leur propre du Laplacien sans signe q1 en fixant des invariants de distance suivants, le
diame`tre D, le rayon r et la maille g. Les graphes maximaux obtenus dans les deux
premiers cas sont les meˆmes que ceux obtenus par Hansen et Stevanovic´ dans [73] pour
la maximisation de la plus grande valeur propre de la matrice d’adjacence λ1. Nous
avons aussi recherche´ les graphes extreˆmes pour q1 lorsque la maille est fixe´e, ici deux
familles de graphes extreˆmes se de´tachent, les sucettes et les navets, qui sont exacte-
ment les graphes extreˆmes du lemme 3.1 de l’article de Belardo, Li Marzi et Simic´ [17].
Ceci de´montre a` nouveau la forte analogie entre la the´orie spectrale a` travers la matrice
d’adjacence et le Laplacien sans signe.
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Notons que ce rapprochement a pu eˆtre effectue´ a` l’aide du logiciel AutoGraphiX,
non pas en fixant l’invariant de distance et en utilisant la recherche a` voisinage variable,
mais en maximisant ou minimisant q1 · i ou` i est un invariant de distance parmi D, r et
g et en extrapolant les re´sultats obtenus a` d’autres valeurs de i que la valeur optimale
pour q1 · i.
L’article est organise´ de la fac¸on suivante. Dans la section 3.2, nous pre´sentons la de´-
finition de familles de graphes extreˆmes peu usuels qui apparaissent dans ce papier, ainsi
que quelques de´finitions usuelles de the´orie des graphes. Suivent une se´rie de lemmes
qui pre´cisent la nature des variations de la valeur de q1 a` l’issue d’une modification de
l’ensemble des sommets ou des areˆtes d’un graphe, et des bornes sur la valeur de q1 en
fonction d’invariants de degre´s. Dans la section 3.3, on montre que les graphes maximaux
pour q1 lorsque le diame`tre du graphe est fixe´ sont les bestioles Bugn−D+2,⌊D/2⌋,⌈D/2⌉ si
D ≥ 2 ou le graphe complet, puis on de´termine la famille des graphes qui maximisent
q1 · D. Dans la section 3.4, on montre que les graphes maximaux pour q1 lorsque le
rayon du graphe est fixe´ sont, les sacs Bagn−2r+3,2r−1, le graphe comple´mentaire d’un
couplage parfait ou le comple´mentaire de P3 ∪ n−32 K2 selon les cas et on de´termine la
famille des graphes qui maximisent q1 · r. Dans la section 3.5, on montre que les graphes
maximaux pour q1 lorsque la maille du graphe est fixe´e sont les navets Tun,g et que, si g
est infe´rieur a` la moitie´ du nombre de sommets du graphe, les graphes minimaux pour
q1 sont les sucettes Loln,g. Les familles de graphes extreˆmes, minimaux et maximaux
pour q1 · g sont de´ja` de´finies dans [69]. Des conclusions et perspectives de ces travaux
sont donne´es dans la section 3.6.
3.2 De´finitions et re´sultats pre´liminaires
Les graphes qui maximisent la plus grande valeur propre du Laplacien sans signe q1
lorsque qu’un invariant de distance, parmi le diame`tre, le rayon et la maille, est fixe´
appartiennent a` des familles de graphes peu usuelles, on rappelle donc leur de´finition.
De´finition 3.2.1. Une bestiole Bugp,s,t est un graphe obtenu a` partir du graphe complet
a` p sommets en supprimant une areˆte uv et en fusionnant le sommet u avec l’extre´mite´
d’un chemin d’ordre s et le sommet v avec l’extre´mite´ d’un chemin d’ordre t.
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Un sac Bagp,q est un graphe obtenu a` partir du graphe complet a` p sommets en
supprimant une areˆte uv et la remplac¸ant par un chemin d’ordre q.
Une sucette Loln,g est un graphe a` n sommets obtenu a` partir d’un cycle g sommets
en fusionnant un de ses sommets avec l’extre´mite´ d’un chemin d’ordre n− g + 1 .
Un navet Tun,g est un graphe a` n sommets obtenu a` partir d’un cycle g sommets en
attachant n− g sommets pendants a` un de ses sommets.
On utilise les notations usuelles de the´orie des graphes telles que de´finies dans [40].
Le graphe complet a` n sommets est note´ Kn, le chemin a` n sommets Pn, le cycle Cn,
l’e´toile Sn et le cerf-volant a` n sommets avec une clique de taille k, obtenu en reliant un
sommet pendant de Pn−k+1 avec un sommet de Kk, Kin,k. Pour tout sommet u d’un
graphe G, le degre´ de u est de´signe´ par du,G ou du, en l’absence d’ambiguite´. Les degre´s
maximum et moyens ont note´s respectivement ∆ et d. Pour tout couple de sommets
(u, v), d(u, v) de´signe la distance, i.e. la longueur du plus court chemin, se´parant u et v.
L’excentricite´ d’un sommet u d’un graphe G est le maximum des distances de u
tout autre sommet de G, on la note ecc(u). Le diame`tre D de G est le maximum des
excentricite´s des sommets de G et le rayon r est le minimum des excentricite´s des
sommets de G. La maille g est la longueur du cycle le plus court de G, i.e. le nombre
de sommet g du plus petit cycle Cg qui est un sous graphe de G.
On s’inte´resse aux graphes qui maximisent q1 avec un diame`tre fixe´, puis avec un
rayon fixe´, ainsi qu’aux graphes qui minimisent et aux graphes qui maximisent q1 avec
une maille fixe´e. Rappelons quelques proprie´te´s ayant trait aux variations de la valeur
de q1 d’un graphe G = (V,E) en fonction d’une modification de l’ensemble V ou de E.
Lemme 3.2.2. [34] Soit G un graphe connexe, V l’ensemble de ses sommets, E l’en-
semble de ses areˆtes, Q(G) = D(G) + A(G) son Laplacien sans signe et q1(G) la plus
grande valeur propre de Q(G).
Soit G′ le graphe obtenu a` partir de G en supprimant une areˆte, alors q1(G′) < q1(G).
Lemme 3.2.3. [35, 76] Soit G un graphe connexe, V l’ensemble de ses sommets, E
l’ensemble de ses areˆtes, q1(G) la plus grande valeur propre de son Laplacien sans signe.
et x le vecteur propre associe´ a` q1(G).
3.2. De´finitions et re´sultats pre´liminaires 75
Figure 3.1 – Bug5,3,3 Figure 3.2 – Bag5,6
Figure 3.3 – Lol9,6 Figure 3.4 – Tu9,6
Soient u, vet w trois sommets de G tels que uv ∈ E et uw 6∈ E et xw ≥ xv. Soit G′,
le graphe obtenu a` partir de G apre`s rotation de l’areˆte uv autour de u vers la position
vide uw, alors q1(G
′) > q1(G).
Un chemin interne est une suite de k ≥ 3 sommets u1, ..., uk telle que du1 ≥ 3,
duk ≥ 3 et pour tout i ∈ {2, ..., k − 1}, dui = 2,. On appelle compression d’un chemin
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interne, le fait de remplacer deux areˆtes conse´cutives, ou sans perte de ge´ne´ralite´ u1u2
et u2u3 par une seule areˆte u1u3.
Lemme 3.2.4. [55] Soit G un graphe connexe, V l’ensemble de ses sommets, E l’en-
semble de ses areˆtes et q1(G) la plus grande valeur propre de son Laplacien sans signe.
Soit G′ le graphe obtenu a` partir de G en compressant un chemin interne, alors
q1(G
′) < q1(G).
Soit G un graphe connexe, supposons qu’il existe un sommet u tel que le sous-graphe
induit par G sur V \ {u} soit non-connexe. Soit T1, ..., Tk, les composantes connexes de
G − u qui sont des arbres ou des sommets isole´s. Les sous-graphe T induit par G sur
l’ensemble de sommets U , ou` U est l’ensemble des sommets de T1, ..., Tk et u, est appele´
un arbre pendant, si T est un chemin alors T est appele´ un chemin pendant.
Lemme 3.2.5. [69] Soit G un graphe connexe, V l’ensemble de ses sommets, E l’en-
semble de ses areˆtes et q1(G) la plus grande valeur propre de son Laplacien sans signe.
Soit T un arbre pendant de G a` k sommets.
Soit G′ le graphe obtenu a` partir de G en remplac¸ant T par un chemin pendant sur
le meˆme nombre de sommets, alors q1(G
′) < q1(G).
Les bestioles et les libellules contiennent des chemins pendants, nous rappelons donc
une proprie´te´ du vecteur propre de Perron du Laplacien sans signe qui sera utilise´e pour
montrer l’optimalite´ de ces graphes.
Lemme 3.2.6. [69] Soit G un graphe tel que ∆ ≥ 3 et soit P un chemin pendant de
G. Soit x le vecteur propre de Perron associe´ a` q1. Notons P = v0v1 . . . vk la se´quence
des sommets de P ou` v0 est le sommet de degre´ dv0 ≥ 3 et vk est le sommet pendant de
degre´ dvk = 1. Alors
xv0 ≥ xv1 ≥ . . . ≥ xvk .
On termine ces remarques sur les variations de q1 par un lemme ine´dit a` notre
connaissance.
Lemme 3.2.7. Soit G un graphe connexe, V l’ensemble de ses sommets, E l’ensemble
de ses areˆtes, q1(G) la plus grande valeur propre de son Laplacien sans signe. et x le
vecteur propre associe´ a` q1(G).
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Soit W un sous ensemble de sommets de G, et w un sommet de W tel que xw =
max
v∈W
xv. Soit N = N (W ) \N (w) l’ensemble des sommets qui sont adjacents a` au moins
un sommet de W et ne sont pas adjacents a` w. Pour tout u ∈ N , on choisit arbitrai-
rement un voisin v de u(v) dans W \ {w} et on effectue la rotation de l’areˆte uv vers
uw.
Soit G′ le graphe ainsi obtenu, alors q1(G′) > q1(G).
Preuve : On conserve toutes les notations de l’e´nonce´ et on note E′ l’ensemble
des areˆtes de G′. On sait que q1(G′) = max y ∈ Rn, ||y|| = 1y⊤Q(G′)y ≥ x⊤Q(G′)x, ou`
x est le vecteur de Perron de Q(G). Or
x⊤Q(G′)x− x⊤Q(G)x = x⊤(Q(G′)−Q(G))x
= 2
∑
u∈N
xu(xw − xv(u)) + (x2w − x2v(u))
=
∑
u∈N
(xw − xv(u))(x2w + x2v(u) + 2xu)
≥ 0,
donc q1(G
′) ≥ q1(G). De plus si q1(G′) = q1(G) alors, comme Q est non-ne´gative et
irre´ductible, x est un vecteur propre de Q(G′) et
q1xw = dw,G′xw +
∑
uw∈E′
xv > dw,Gxw +
∑
uw∈E
xv = q1xw.
C’est une contradiction, donc q1(G
′) > q1(G).
Enfin, on rappelle que pour tout graphe G, on peut encadrer q1 a` l’aide de son degre´
maximum et de son degre´ moyen.
Lemme 3.2.8. [34, 94] Soit G un graphe connexe, q1(G) la plus grande valeur propre
de son Laplacien sans signe, ∆ son degre´ maximum et d son degre´ moyen, alors
2d ≤ q1 ≤ 2∆,
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Ces bornes sont atteintes si et seulement si G est un graphe re´gulier. De plus
∆+ 1 ≤ q1 ≤ max
u∈V
du +mu,
ou` mu de´signe la moyenne des degre´s des sommets adjacents a` u. La borne infe´rieure
est atteinte si et seulement si G est une e´toile et la borne supe´rieure si et seulement si
G est un graphe re´gulier.
3.3 Graphes maximisant q1 avec un diame`tre fixe´
Dans cette partie, on montrera que les graphes qui, pour une valeur donne´e du diame`tre
maximisent, la plus grande valeur propre du Laplacien sans signe q1 font partie de la
famille des bestioles Bugk,p,q de´finie par Hansen et Stevanovic´ dans [73]. Ces graphes
sont obtenus a` partir de la clique de taille k en supprimant une areˆte et en fusionnant une
de ses extre´mite´s avec l’extre´mite´ d’un chemin d’ordre p et l’autre avec celle d’un chemin
d’ordre q. Lorsque D est fixe´, le graphe qui maximise q1 est la bestiole B
∗ = Bug⌈n/2⌉,p,q
de diame`tre D = ⌈(n+ 1)/2⌉, p = ⌊D/2⌋ and q = ⌈D/2⌉. Ce re´sultat est ensuite utilise´
pour confirmer la conjecture 2.1.17.
The´ore`me 3.3.1. Le graphe a` n sommets, avec un diame`tre D donne´, qui maximise
la plus grande valeur propre du Laplacien sans signe est
(i) le graphe complet si D = 1 pour tout n ≥ 2,
(ii) la bestiole Bugn−D+2,⌊D/2⌋,⌈D/2⌉ si D ≥ 2 pour tout n ≥ 3.
Preuve : Le cas ou` D = 1 est trivial puisque le graphe complet est l’unique graphe
de diame`tre 1.
Inte´ressons nous au cas ou` D ≥ 2.
Soit G∗ = (V,E) un graphe a` n sommets de diame`tre D qui maximise q1. Supposons
que G ne soit pas une bestiole et montrons que cela me`ne a` une contradiction.
Soit V (P ) l’ensemble des sommets d’un chemin diame´tral de G∗ a` D + 1 sommets.
Notons que tout sommet de U = V \ V (P ) est adjacent a` au plus trois sommets de P
et que ces trois voisins doivent ne´cessairement eˆtre conse´cutifs. Comme G∗ maximise
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q1 il est critique pour l’ajout d’areˆtes, donc tous les sommets de U ont trois voisins
conse´cutifs dans P . Soit x le vecteur de Perron du Laplacien sans signe de G∗, et w1 un
sommet de V (P ) tel que xw1 = max{xv : v ∈ P}.
Pour tout sommet u de U , on choisit arbitrairement, dans P , un voisin v(u) de u
diffe´rent de w1. D’apre`s le lemme 3.2.7, supprimer l’ensemble d’areˆtes {uv(u), u ∈ U} et
le remplacer par l’ensemble d’areˆtes {uw1, u ∈ U} augmente strictement la valeur de q1.
On appelle G′ le graphe obtenu et x′ le vecteur de Perron de son Laplacien sans signe.
On re´ite`re l’ope´ration a` deux reprises. La premie`re fois on remplace l’ensemble
d’areˆtes {uv(u), u ∈ U} par l’ensemble d’areˆtes {uw2, u ∈ U}, ou` w2 est un sommet
de V (P ) \ {w1} tel que xw2 = max{x′v : v ∈ V (P ) \ {w1}}. On appelle G′′ le graphe
obtenu et x′′ le vecteur de Perron de son Laplacien sans signe. La seconde fois, on rem-
place l’ensemble d’areˆtes {uv(u), u ∈ U} par l’ensemble d’areˆtes {uw3, u ∈ U}, ou` w3
est un sommet de V (P ) \ {w1, w2} tel que xw3 = max{x′v : v ∈ V (P ) \ {w1, w2}}. On
a donc obtenu un graphe dans lequel les seuls voisins des sommets de U sont w1, w2 et
w3, mais il est possible que ces trois sommets ne soient pas conse´cutifs dans le chemin
diame´tral.
Supposons, quitte a` renume´roter, qu’il existe un chemin interne entre w1 et w2 et
e´ventuellement entre w2 et w3 ; en contractant ce chemin, on augmente strictement la
valeur de q1. On ajoute ensuite successivement a` une extre´mite´ de P autant de sommets
que la contraction du chemin interne en a supprime´. Cette ope´ration augmente aussi
strictement la valeur q1. On proce`de de meˆme pour supprimer le chemin interne entre
w2 et w3. On ajoute ensuite toutes les areˆtes possibles entre les sommets de V \ V (P ).
On a ainsi obtenu une bestiole Bugn−D+2,p,D−p telle que q1(Bugn−D+2,p,D−p) >
q1(G
∗), ce qui est une contradiction.
Il reste a` trouver la valeur optimale p∗ de p, on va montrer que p∗ = ⌊D/2⌋.
Soit Bugn−D+2,p,D−p une bestiole telle que 1 ≤ p ≤ D− p et x le vecteur de Perron
de son Laplacien sans signe. On appelle v0 (resp. u0) le sommet pendant de la branche
de longueur D − p (resp. p) , vi (resp. ui) le sommet situe´ a` distance i de v0 (resp. u0)
pour i ∈ {1, ..., D − p} (resp. i ∈ {1, ..., p}) et W l’ensemble des voisins communs a` up
et vD−p.
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Soit i ∈ {1, ...D/2}. Les e´quations aux valeurs propres donnent
q1xv0 = xv0 + xv1 ,
d’ou` xv1 > xv0 . Soit i ∈ {2, ...D/2− 1}si xvi > xvi−1
(q1 − 3)xvi = 2xvi + xvi−1 + xvi+1 − 3xvi ,
< xvi+1 .
D’une part, on a q1(Bugn−D+2,p,D−p) > q1(Bugn−D+2,p−1,D−p+1) e´quivaut a` dire
que la rotation de l’areˆte u0, u1 vers la position vide u0, v0 n’augmente pas q1. D’ou`
xu1 > xv0 . D’autre part ,on a q1(Bugn−D+2,p,D−p) > q1(Bugn−D+2,p+1,D−p−1) e´quivaut
a` dire que la rotation de l’areˆte v0, v1 vers la position vide v0, u0 n’augmente pas q1.
D’ou` xv1 > xu0 . On de´duit de ces ine´galite´s que xu1 + xv1 > xu0 + xv0
Soit (αi)i∈{1,...,D−p} la se´quence de re´els positifs tels que vi = αiv0, i ∈ {1, ..., D− p}
et soit (βi)i∈{1,...,p}) la se´quence de re´els positifs tels que ui = βiu0, i ∈ {1, ..., p}. Vu que
les e´quations aux valeurs propres sont les meˆmes pour xui et xvi pour i ∈ {0, ..., p− 1},
on a ne´cessairement αi = βi pour i ∈ {1, ..., p}.
De plus, comme xv1 = (q1 − 2)xv1 et xvi = (q1 − 2 − 1/αi−1)xvi−1 > (q1 − 3)xvi−1 ,
la se´quence (αi)i∈{1,...,D−p} est strictement croissante et la se´quence Ci =
αi
αi−1
q1 − 2−
1/αi−1) > q1 − 3 l’est aussi . D’apre`s les e´quations aux valeurs propres, en vD−p et up,
on a
(q1−(n−D+2))xvD−p = xvD−p−1+
∑
w∈W
xw et (q1−(n−D+2))xup = xvp−1+
∑
w∈W
xw
ce qui e´quivaut a`
(q1 − (n−D + 2)) αD−p
q1 − 2xv1 =
αD−p−1
q1 − 2 xv1 +
∑
w∈W
xw
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et
(q1 − (n−D + 2))αpu0 = αp−1xu0 +
∑
w∈W
xw.
On obtient donc l’e´galite´
((q1 − n+D − 3) αD−p
q1 − 2 +
αD−p − αD−p−1
q1 − 2 )xv1 = ((q1 − n+D − 3)αp + αp − αp−1)xu0
et comme αD−p − αD−p−1 > 0 et CD−p−1 < CD−p < q1 − 2, cela implique que
((q1−n+D−3)αD−p−1+(αD−p−1−αD−p−2))xv1 = ((q1−n+D−3))αp+αp−αp−1)xu0).
Enfin, en remplac¸ant αD−p−1 par CD−p−1αD−p−2 et αp = Cpαp−1, on a
((q1 − n+D − 3)αD−p−1 +αD−p−2(CD−p−1 − 1))xv1
= ((q1 − n+D − 3)αp + αp−1(Cp − 1))xu0 .
(3.1)
Si D − p− 1 > p alors
• αD−p−1 > αp,
• αD−p−2 > αp−1,
• CD−p−1 > Cp,
et, pour que l’e´quation 3.1 soit ve´rifie´e, on a ne´cessairement xv1 < xu0 . La rotation de
l’areˆte v0v1 vers la position vide v0u0 augmente donc strictement q1 et ce sans modifier
le diame`tre du graphe.
Ainsi, si Bugn−D+2,p,D−p est maximal alors D− 2p ≤ 1, autrement dit D− p = p si
D est pair et D − p = p+ 1 si D est impair.
Pour prouver la conjecture 2.1.17, il suffit de montrer pour quelle valeur de D,
q1(Bug⌈n/2⌉,⌊D/2⌋,⌈D/2⌉) ·D atteint son maximum.
The´ore`me 3.3.2. Soit G un graphe connexe a` n ≥ 9 sommets, q1 la plus grande
valeur propre et D son diame`tre. Alors, q1 ·D est maximum uniquement pour la bestiole
B∗ = Bug⌈n/2⌉,p,q de diame`tre D = ⌈(n+ 1)/2⌉, p = ⌊D/2⌋ et q = ⌈D/2⌉.
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Preuve : Il est facile de voir que pour toute bestiole B = Bugn,k,l, de diame`tre D,
q1(B) < 2(n−D+1). En effet, ajouter une areˆte entre les extre´mite´s des deux pattes de
B augmente strictement q1, on appelle B + e le graphe obtenu. Ensuite la coalescence
des sommets du seul chemin interne de B + e jusqu’a` ce qu’il soit re´duit a` une areˆte
diminue aussi la valeur de q1. Le graphe obtenu a` la suit de cette ope´ration est Kn−D+2,
le graphe complet a` n−D + 2 sommets. On en de´duit donc que
q1(B) < 2(n−D + 1), (3.2)
pour toute bestiole B de diame`tre D.
Ainsi pour un nombre de sommet n et un diame`tre D donne´s, on a q1 ·D ≤ 2D(n−
D+1) et, si n est fixe´, cette borne supe´rieure atteint son maximum pour D = (n+1)/2.
On aura en fait besoin de bornes plus strictes, si on veut pouvoir faire une distinction
entre les cas ou` n−12 ≥ D ≥ n+32 .
Soit Bagp+2,3 le sac obtenu en remplac¸ant une areˆte de Kp+2 par un chemin d’ordre
2. Par syme´trie, on peut re´duire les e´quations aux valeurs propres de Q(Bagp+2,3) au
syste`me suivant,


λx1 = 2x1 + 2x2
λx2 = (p+ 1)x2 + x1 + px3
λx3 = (p+ 1)x3 + 2x2 + (p− 1)x3
(3.3)
Vu que le vecteur de Perron associe´ a` q1 est strictement positif, calculer q1(Bagp+2,3)
e´quivaut a` trouver la plus grande racine re´elle de
P (λ) =
1
2p
(λ− 2p)((λ− p− 1)(λ− 2)− 2)− (λ− 2). (3.4)
Par interpolation, on obtient l’ine´galite´ suivante :
q1(Bagp+2,3) < 2
(
p+ 1− 1
2p
)
. (3.5)
Une borne plus stricte peut eˆtre obtenue pour D ≥ 5. Soit Bagp+2,4 le sac ob-
tenu en remplac¸ant une areˆte de Kp+2 par un chemin d’ordre 3. On a q1(Bagp+2,4) <
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q1(Bagp+2,3). On re´duit les e´quations aux valeurs propres de Q(Bagp+2,4) au syste`me
suivant, 

λx1 = 2x1 + x1 + x2
λx2 = (p+ 1)x2 + x1 + px3
λx3 = (p+ 1)x3 + 2x2 + (p− 1)x3
(3.6)
A` nouveau, trouver la plus grande valeur re´elle satisfaisant ce syste`me e´quivaut a` calculer
la plus grande racine re´elle de
P (λ) =
1
p
(λ− 2p)((λ− p− 1)(λ− 3)− 2)− 2(λ− 3), (3.7)
et on obtient, par interpolation,
2
(
p+ 1− 1
p+ 3
)
< q1 < 2
(
p+ 1− 1
p+ 4
)
. (3.8)
De fac¸on similaire, on obtient un encadrement q1(Bugn,1,1). Les e´quations aux valeurs
propres de Q(Bugn,1,1) au syste`me suivant,


λx1 = x1 + x2
λx2 = (p+ 1)x2 + x1 + px3
λx3 = (p+ 1)x3 + 2x2 + (p− 1)x3
(3.9)
Vu que le vecteur de Perron associe´ a` q1 est strictement positif, calculer q1(Bugp,2,2)
e´quivaut a` trouver la plus grande racine re´elle de
P (λ) =
1
p
(λ− 2p)((λ− p− 1)(λ− 1)− 2)− 2(λ− 1). (3.10)
Par interpolation, on obtient l’ine´galite´ suivante :
2(p+ 1− 1
p+ 3
) < q1(Bugp,2,2) < 2(p+ 1− 1
p+ 4
). (3.11)
84 Chapitre 3. Valeurs extreˆmes de q1 avec un invariant de distance fixe´
On se place d’abord dans le cas ou` n ≥ 3 est impair. Si D = n+12 alors
q1(G
∗
(n+1)/2) ·
n+ 1
2
> 2(
n+ 1
2
− 2
n− 1)
n+ 1
2
>
1
2
(n2 + 2n− 3− 8
n− 1),
En utilisant 3.5, on a
q1(G
∗
(n−1)/2) ·
n− 1
2
< 2(
n+ 3
2
− 1
n+ 1
)
n− 1
2
<
1
2
(n2 + 2n− 5 + 4
n+ 1
< (n2 + 2n− 3− 8
n− 1),
pour tout n ≥ 5 et
q1(G
∗
(n+3)/2) ·
n+ 3
2
< 2(
n− 1
2
− 1
n− 3)
n+ 1
2
<
1
2
(n2 + 2n− 5− 8
n− 3)
< (n2 + 2n− 3− 8
n− 1),
pour tout n ≥ 5.
Si D ≥ (n + 5)/2 ou D ≤ (n − 3)/2, alors q1(G∗D).D < (n − 3)(n + 5)/2. Comme
1
2(n− 3)(n+ 5) = 12(n2 + 2n− 15) < 12(n2 + 2n− 3− 8n−1), le re´sultat suit.
Dans le cas ou` n ≥ 4 est pair. Si D = n2 , en utilisant 3.11, on obtient
q1(G
∗
n/2) ·
n
2
> 2(
n+ 2
2
− 2
n+ 6
)
n
2
>
1
2
(n2 + 2n− 4 + 24
n+ 6
)
Si D = n+22 , en utilisant 3.8 on obtient
q1(G
∗
(n+2)/2) ·
n+ 2
2
< 2(
n
2
− 2
n+ 6
)
n+ 2
2
<
1
2
(n2 + 2n− 4 + 16
n+ 6
)
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SiD ≥ (n+4)/2 ouD ≤ (n−2)/2, alors q1(G∗D).D < (n+4)(n−2)/2. As 12(n+4)(n−2) =
1
2(n
2 + 2n− 8) < 12(n2 + 2n− 4), le re´sultat suit.
3.4 Graphes maximisant q1 avec un rayon fixe´
On s’inte´resse maintenant aux graphes qui, pour une valeur donne´e du rayon maximisent
la plus grande valeur propre du Laplacien sans signe q1. Lorsque r ≥ 3, ils appartiennent
a` la famille des sacs, Bagn−2r+3,2r−1 de´finie par Hansen et Stevanovic´ dans [73]. Ce sont
les graphes obtenus a` partir de la clique de taille n − 2r + 3 en remplac¸ant une areˆte
par un chemin d’ordre 2r − 1. Une caracte´risation du graphe extreˆme qui maximise q1
est donne´ pour chaque valeur de r, ce qui permet de re´soudre la conjecture 2.1.18.
The´ore`me 3.4.1. Le graphe a` n sommets, avec un rayon r donne´, qui maximise la
plus grande valeur propre du Laplacien sans signe est
(i) le graphe complet si r = 1 pour tout n ≥ 2,
(ii) le graphe comple´mentaire d’un couplage parfait n2K2 si n ≥ 4 est pair et P3 ∪ n−32 K2
si n ≥ 5 est impair.
(iii) le sac Bagn−2r+3,2r−1 si r ≥ 3 pour tout n tel que n− 2r + 3 ≥ 3.
Preuve :
(i) Cas r = 1. Vu que l’ajout d’areˆtes dans un graphe augmente strictement la valeur
de q1 et que le rayon du graphe complet est 1, le graphe a` n sommets et de rayon
1 qui maximise q1 est e´videmment le graphe complet Kn.
(ii) Cas r = 2. Soit G un graphe a` n sommets et de rayon r = 2. Comme r = 2, il est
impossible que G ait un sommet dominant, donc ∆(G) ≤ n− 2 et par conse´quent
q1 ≤ 2(n− 2).
(a) Si n est pair, soit H = (n/2)K2, soit x le vecteur de Perron associe´ a` q1.
Comme les composantes de x sont strictement positive, par syme´trie on a
xu = xv pour tous sommets u et v de H. D’ou`, pour tout sommet u de H,
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l’e´quation aux valeurs propres suivante :
q1xu = (n− 2)xu + (n− 2)xu, (3.12)
et, puisque xu > 0, q1 = n− 2. Ceci conclut le cas ou` n est pair et r = 2.
(b) Si n est impair, soit H = ((n− 1)/2)K2 ∪ P3. On a d(H) = n− 2− 1/n, d’ou`
q1(H) > 2(n − 2 − 1/n). On en de´duit que le graphe G∗ = (V,E) a` n et de
rayon r = 2 qui maximise q1 est de degre´ maximum ∆(G
∗) = n− 2. De plus,
puisque
q1 ≤ max
v∈V
dv +
∑
w∼v
dw
dv
,
il existe un sommet v de G∗ tel que
dv +
∑
w∼v
dw
dv
> 2(n− 2− 1
n
). (3.13)
Ceci implique que dv = n− 2 et que
∑
w∼v
dw
n−2 > n− 2− 2n . Or, si plus de deux
voisins de v sont de degre´ infe´rieur ou e´gal a` n− 3, alors
∑
w∼v
dw
n− 2 < n− 4 + 2
n− 3
n− 2
= n− 2− 2
n− 2
< n− 2− 2
n
.
On en de´duit donc que v a n−3 voisins de degre´ n−2 et un voisin w de degre´
n − 2 ou n − 3, notons N (v) l’ensemble des voisins de v. Supposons dans un
premier temps que d(w) = n− 3. Soit u l’unique sommet qui n’est pas voisin
de v. Alors u est voisin de w, autrement on pourrait ajouter l’areˆte uw tout
en gardant une excentricite´ supe´rieure ou e´gale a` 2 pour u et w. On en de´duit
donc, puisque d(w) = n− 3, que u a deux voisins w1 et w2 qui ne sont pas des
voisins de w et sont par conse´quent des voisins de v.
Inte´ressons nous maintenant aux voisins de v de degre´ n− 2 autres que w1 et
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w2, si v a un voisin de degre´ n − 3, et a` tous ses voisins sinon. On peut les
se´parer en deux ensembles disjoints : A contenant ceux qui sont adjacents a`
tous les sommets de N (v) (et ne sont donc pas adjacents a` u) et B ceux qui
sont adjacents a` u (qui ne sont donc pas adjacents a` un unique sommet de B
auquel ils peuvent eˆtre apparie´s).
Par syme´trie, on sait que les coordonne´es du vecteur de Perron correspondant
a` un sommet de A (resp. B et {w1, w2}) sont toutes identiques. Notons que v
appartient a` A. On a donc, pour va ∈ A et vb ∈ B :
q1xa = (n− 2)xa + (|A| − 1)xa + |B|xb + xw + 2xw1 , (3.14)
q1xb = (n− 2)xb + (|B| − 2)xb + |A|xa + xu + xw + 2xw1 , (3.15)
q1xu = (|B|+ 3)xu + |B|xb + xw + 2xw1 , (3.16)
q1xw = (n− 3)xw + |A|xa + |B|xb + xu, (3.17)
q1xw1 = (n− 2)xw1 + |A|xa + |B|xb + xu + xw1 . (3.18)
Montrons maintenant qu’il est impossible que xw ≥ xu. En effectuant la diffe´-
rence de 3.14 et 3.18, on obtient,
(q1 − n+ 3)(xa − xw1) = xw − xu. (3.19)
En effectuant la diffe´rence entre 3.17 et 3.16, on a
q1(xw − xu) = (n− 4)xw − (|B|+ 2)xu + |A|xa − 2xw1 .
ce qui est e´quivalent a`
(q1−|B|−2)(xw−xu.) = (n−|B|−6)xw+(|A|−2)xa+ 2
q1 − n+ 3(xw−xu).
Pour finir on a,
(q1 − |B| − 2− 2
q1 − n+ 3)(xw − xu) = (n− |B| − 6)xw + (|A| − 2)xa. (3.20)
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Si |B| ≤ n−7, alors |A| ≥ 2 et q1−|B|−2− 2q1−n+3 ≥ n+2, comme le vecteur
de Perron x est strictement positif, on en de´duit que xw > xu. La rotation de
l’areˆte w1u autour de w1 vers la position inoccupe´e w1w augmente strictement
la valeur de q1, ce qui contredit la maximalite´ de G
∗. On en conclut que G∗
a n− 1 sommets de degre´ n− 2. Le sommet restant, que l’on appellera u, est
ne´cessairement de degre´ infe´rieur ou e´gal a` n − 3, sans quoi le graphe aurait
soit un sommet de degre´ n−1, ce qui est interdit par la valeur du rayon r = 2,
soit m = (n−2)n2 areˆtes, ce qui n’est pas un nombre entier.
On va, en conse´quence, se´parer les sommets de G en trois ensembles disjoints :
le singleton {u}, A l’ensemble des sommets V \ {u} qui ne sont pas adjacents
pas adjacents a` u et B l’ensemble des sommets V \ {u} qui sont adjacents a` u.
Par syme´trie, on sait que les coordonne´es du vecteur de Perron correspondant
a` un sommet de A (resp. B) sont toutes identiques. On a donc, pour tous
va ∈ A et vb ∈ B :
q1xa = (n− 2)xa + (n− |B| − 2)xa + |B|xb, (3.21)
q1xb = (n− 2)xb + (|B| − 2)xb + (n− |B| − 1)xa + xu, (3.22)
q1xu = |B|xu + |B|xb. (3.23)
En tenant compte du fait que x > 0, on en de´duit que q1 est la plus grande
racine re´elle positive de :
Pb(x) = x
3 − (b+ 3n− 8)x2 + ((3n− 8)b+ 2n2 − 12n+ 16)x
−2b2 − 2bn2 + 14bn− 20b,
(3.24)
avec b = |B|. Soit b et b′ deux entier positifs, tels que b ≤ b′ ≤ n − 2 alors,
pour tout x ∈ R+ ,
Pb′(x)− Pb(x)
b′ − b = −x
2 + (3n− 8)x− 2(b′ + b)− 2(n2 − 7n+ 10).
Rappelons que nous nous inte´ressons qu’aux graphes tels que 2n− 4− 2/n <
q1 < 2n−4 On peut donc se restreindre au cas ou` x ∈]2n−4−2/n, 2n−4[. Si
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n ≥ 4, la fonction f(x) = −x2+(3n− 8)x est de´croissante dans cet intervalle.
D’ou`,
Pb′(x)− Pb(x)
b′ − b ≥ −(2n− 4)
2 + (3n− 8)(2n− 4)− 2(b′ + b)
−2(n2 − 7n+ 10),
= 2(n− 2)− 2(b′ + b)
et
Pb′(x)− Pb(x)
b′ − b ≤ −(2n− 4−
2
n
)2 + (3n− 8)(2n− 4− 2
n
)− 2(b′ + b)
−2(n2 − 7n+ 10),
= 2(n− 2)− 2(b′ + b)− 4
n2
Ainsi, si (b′ + b) ≥ (n− 2), Pb′(x) < Pb(x) pour tout x ∈]2n− 4− 2n , 2n− 4[,
ce qui implique que q1(GB) augmente strictement avec |B| de`s que |B| ≥ n−32
(b′ = n−32 et b
n−1
2 ).
Il nous reste donc donc deux candidats pour l’optimalite´ de q1 sous la contrainte
r = 2 : celui pour lequel |B| = n− 3, P3 ∪ n−32 K2 et celui pour lequel |B| = 2,
Sn−2 ∪K2. On ne peut pas avoir de plus grande (resp. de plus faible valeur
de |B| que n − 3 (resp. 2) et avoir simultane´ment r = 2. Il nous reste donc a`
e´valuer q1 pour chacun de ces graphes.
Encadrons d’abord q1(Sn−2 ∪K2). C’est la plus grande racine re´elle de
P2(x) = x
3 − (3n− 6)x2 + (2n2 − 6n)x− 4n2 + 28n− 48, (3.25)
d’ou` 2n− 4− 2n < q1(Sn−2 ∪K2) < 2n− 4− 1n , n ≥ 5.
On proce`de de la meˆme fac¸on pour encadrer q1(P3 ∪ n−32 K2). C’est la plus
grande racine re´elle de
Pn−3(x) = x3−(4n−11)x2+(5n2−29n+40)x−2(n3−9n2+25n−21). (3.26)
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d’ou` 2n− 4− 1n < q1(Sn−2 ∪K2) < 2n− 4, n ≥ 5.
Ceci conclut le cas ou` n est impair et r = 2.
(iii) On montre en premier lieu que le degre´ le plus e´leve´ des sommets d’un graphe a`
n sommets et de rayon r maximisant q1 est ∆ = n− 2r + 2. D’apre`s [73], on sait
que pour qu’un graphe soit de rayon r, on doit avoir ∆ ≤ n− 2r + 2.
Le sac Bagn−2r+3,2r−1 a` pour rayon r et contient Kn−2r+3 − e comme un sous-
graphe induit. La plus grande valeur propre de ce dernier graphe est
q1(Kn−2r+3 − e) = 3
2
(n− 2r + 3)− 3 +
√
(n− 2r + 3)2 + 4(n− 2r + 3)− 12
2
> 2(n− 2r + 3)− 3,
on a donc
q1(Bagn−2r+3,2r−1) > 2n− 4r + 3.
Soit G un graphe a` n sommets et de rayon r maximisant la plus grande valeur
propre du Laplacien sans signe, alors G satisfait aussi q1(G) > 2n− 4r + 3, d’ou`,
puisque 2∆ > q1,
∆(G) ≥ n− 2r + 2. (3.27)
On cherche maintenant un graphe de rayon r et degre´ maximum ∆ ≥ n− 2r + 2
qui soit critique vis-a`-vis de l’ajout d’areˆtes, autrement dit, tel que l’ajout d’une
areˆte quelconque re´duise strictement son rayon.
Un tel graphe a au moins un arbre couvrant T obtenu a` partir d’une e´toile de degre´
∆ en remplac¸ant deux areˆtes par des chemin d’ordre s r et r−1. Soit v0 le sommet
de plus haut degre´ de ce graphe, U = {ui, i = 1, . . . ,∆−2}, les sommets pendants
adjacents a` v0, V
+ = {vi, i = 1, . . . , r}(resp. V − = {v−i, i = 1, . . . , r − 1}) les
sommet d’un des chemins (resp. de l’autre chemin) de longueur r attache´s a` v0 ou`
d(v0, vi) = i (resp. d(v0, v−i) = i).
Un certain nombre d’ajouts d’areˆtes sont interdit car il diminuent strictement le
rayon de T . En particulier, on ne peut donc pas ajouter une areˆte entre
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• deux sommets de {v0} ∪ V + ∪ V −, a` l’exception de v−r et vr,
• un sommet de U et un sommet vi de V + ou v−i de V −, ou` i ≥ 3.
Tout autre ajout d’une seule areˆte est possible et ne modifie pas le rayon. Cepen-
dant tout sommet de U lie´ a` v2 ne peut eˆtre relie´ a` un sommet de U lie´ a` v−2, car
la distance entre v−2 et v2 passerait de 4 a` 3, et le rayon serait diminue´ d’autant.
Mis a` part ces restrictions, toutes les areˆtes peuvent eˆtre ajoute´es.
On obtient ainsi un graphe tel que U = L ⊔ C ⊔R ou`
• les sommets de L sont adjacents a` v0, v−1, v−2 a` ceux de C et entre eux,
• les sommets de C sont adjacents a` v−1, v0, v1 a` ceux de L, ceux de R et entre
eux,
• les sommets de R sont adjacents a` v0, v1, v2 a` ceux de C et entre eux,
• v−(r−1) et vr sont adjacents.
Notons que cette construction suppose que r ≥ 3. Dans le cas contraire, v2 ou v−2
n’existerait pas.
On notera ces graphes GL,C,R. Ce sont par construction les seuls graphes de rayon
r et de degre´ maximal ∆ = n− 2r + 3 maximaux pour l’ajout d’areˆte et donc les
seuls candidats pour la maximisation de q1 pour un rayon donne´. Pour montrer
que les graphes qui maximisent effectivement q1 avec un rayon donne´ sont les sacs
Bagn−2r+3,2r−1, il suffit de montrer que L et R sont vides a` l’optimum.
Soit G∗ = GL,C,R un graphe qui maximise q1.
Supposons en premier lieu que R = ∅. Supposons aussi que L et C sont non
vides. De´placer un sommet l de L a C revient a` effectuer une rotation de l’areˆte
(l, v−2) vers l’areˆte inexistante (l, v1). A` l’inverse de´placer un sommet c de C a` L
revient a` effectuer une rotation de l’areˆte (c, v1) vers l’areˆte inexistante (c, v−2).
Soit x le vecteur de Perron associe´ a` q1, comme xv−2 ≤ xv1 ou xv1 ≤ xv−2 , d’apre`s
la proposition 1.2.6, un de ces deux de´placements 1.2.6 augmente strictement la
valeur de q1. Puisque G
∗ maximise q1, c’est une contradiction et L ou C doit eˆtre
vide et G∗ est bien le sac Bagn−2r+3,2r−1.
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Supposons maintenant que L et R sont non-vides. Soit l un sommet de L, si
xv−2 ≤ xv1 , alors la rotation de l’areˆte (l, v−2) vers l’areˆte inexistante (l, v1) aug-
mente strictement la valeur de q. A` nouveau, c’est une contradiction. On a donc
ne´cessairement
xv−2 > xv1 , (3.28)
et de la meˆme fac¸on
xv2 > xv−1 . (3.29)
D’apre`s les e´quations aux valeurs propres, pour i ∈ {−r, ...,−3} ∪ {3, ..., r},
4xr < q1xr = 2xi + xr−1 + x−(r−1),
autrement dit
2xr < xr−1 + x−(r−1),
On proce`de par induction pour montrer que x−3+ x3 < x−2+ x2. Supposons que
x−i−1 + xi+1 < x−i + xi (3.30)
Si les sommets v−i et vi sont de degre´ 2, alors
2(x−i + xi) < (x−i+1 + x−i−1) + (xi−1 + xi+1),
et d’apre`s l’hypothe`se de re´currence (3.30), on obtient
x−i + xi < x−i+1 + xi−1.
Le derniers sommets de degre´ 2 le long de la maille sont v3 et v−3, et on a bien
x−3 + x3 < x−2 + x2. (3.31)
Traitons maintenant le cas des indices −1, 0 et 1. L’addition de 3.28 et 3.29 donne
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x−2 + x2 > x−1 + x1. (3.32)
On suppose sans perte de ge´ne´ralite´ que max(|L|, |R|) = |R|). Les e´quations aux
valeurs propres pour x−2 et x2 donnent
q1(G
∗)(x−2 + x2) = (|R|+ 2)(x−2 + x2) + (x−3 + x3) + (x−1 + x1)
+
∑
l∈L
xl
∑
r∈R
xr − (|R| − |L|)x−2
< (|R|+ 2)(x−2 + x2) + 2(x−2 + x2) +
∑
l∈L
xl
∑
r∈R
xr,
d’ou`
(q1 − |R| − 4)(x−2 + x2) <
∑
l∈L
xl
∑
r∈R
xr. (3.33)
Les e´quations aux valeurs propres pour x−1 et x1 donnent
q1(G
∗)(x−1 + x1) = (|L|+ |C|+ |R|+ 2)(x−1 + 2x0 + x1) + (x−2 + x2) +∑
l∈L
xl + 2
∑
c∈C
xc +
∑
r∈R
xr
< (|L|+ |C|+ |R|+ 2)(x−1 + x1) + 2x0
+(q1 − |R| − 3)(x−2 + x2).
Comme x−2 + x2 > x−1 + x1, et q1 > ∆+ 1 = |L|+ |C|+ |R|+ 3 on obtient
(1− |L| − |C|)(x−2 + x2) > 2x0. (3.34)
Comme x−2, x2 et x0 sont strictement positifs, cette expression n’est vrai que si
L et C sont vides. Ce qui contredit nos hypothe`ses.
Le seul cas restant est le cas ou` L et R sont vides, autrement le cas ou` G∗ =
Bagn−2r+3,2r−1.
On va maintenant utiliser ce re´sultat pour prouver la conjecture 2.1.18.
Proposition 3.4.2. Soit G un graphe connexe a` n ≥ 4 sommets, soit q1 la plus grande
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valeur propre de son Laplacien sans signe et r son rayon. Alors, si n ≥ 9, q1 · r est
maximal uniquement pour le sac Bagn−2r+3,2r−1 de rayon r = ⌊(n+ 3)/4⌋.
De plus, si 4 ≤ n ≤ 8, q1 ·r est maximum uniquement pour le graphe comple´mentaire
d’un couplage parfait si n est pair et le graphe comple´mentaire de P3∪n−32 si n est impair,
et si 1 ≤ n ≤ 3 q1 · r est maximum uniquement pour Kn.
Preuve : Si r = 1 alors q1 ·r ≤ 2n−2 et la borne est atteinte par le graphe complet.
Si r = 2 alors q1 · r ≤ 4n − 8, et la borne est atteinte pour le graphe comple´men-
taire d’un couplage parfait si n est pair. De plus, q1 · r ≥ 4n − 8 − 2n pour le graphe
comple´mentaire de P3 ∪ n−32 si n est impair.
Si r ≥ 3 alors q1 · r ≥ 2⌊(n+ 3)/4⌋(n− 2⌊(n+ 3)/4⌋+ 2) ≥ n(n+1)4 pour tout sac de
rayon r = ⌊(n+ 3)/4⌋.
Montrons que pour n ≥ 13, q1 ·r n’est maximal ni pour r = 1 ni pour r = 2. D’abord,
2min
(
q1
(
P3 ∪ n− 3
2
K2
)
, q1
(
n
2
K2
))
− q1(Kn) ≥ (4n− 8)− 2
n
− (2n− 2)
= 2n− 10− 2
n
≥ 0,
pour tout n ≥ 6, et, dans ce cas, q1 · r n’est maximal pas pour r = 1. Ensuite
⌊n+ 3
4
⌋q1
(
Bagn−2⌊n+3
4
⌋+3,2⌊n+3
4
⌋−1
)
− 2max
(
q1
(
P3 ∪ n− 3
2
K2
)
, q1
(
n
2
K2
))
≥ n(n+ 1)
4
− 4n+ 8
≥ 0
si et seulement si n2 − 15n + 32 ≥ 0, ce qui est vrai pour tout n ≥ 13, et, dans ce cas,
q1 · r n’est maximal pas pour r = 2.
Les ine´galite´s sur de la preuve de la proposition 3.3.2 peuvent eˆtre inte´gralement
reprises dans celle-ci. En effet, d’une part, les bornes infe´rieures sont obtenues pour des
sous graphes de Bugn−D+3,⌊D/2⌋,⌈D/2⌉qui sont aussi des sous-graphes de Bagn−2r+3,2r−1,
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elles sont donc valides pour ce dernier. D’autre part les bornes supe´rieures sont obtenues
pour, le graphe complet Kn−1, Bagn−1,3 et Bagn−2,4 qui peuvent eˆtre obtenus a` partir
de Bagn−2r+3,2r−1, pour r ≥ 3.
D’ou`, si n est pair et 2r − 1 = n2 , en utilisant 3.11, on obtient
q1(Bagn
2
+2,n
2
) · n
2
> (
n+ 2
2
− 2
n+ 6
)
n
2
>
1
4
(n2 + 2n− 4 + 24
n+ 6
)
Si 2r − 1 = n+22 , en utilisant 3.8 on obtient
q1(Bagn
2
+1,n
2 1
) · n+ 2
2
< (
n
2
− 2
n+ 6
)
n+ 2
2
<
1
4
(n2 + 2n− 4 + 16
n+ 6
)
Si 2r−1 ≥ (n+4)/2 ou 2r−1 ≤ (n−2)/2, alors q1(Bagn−2r+3,2r−1).r < (n+4)(n−2)/4.
As 14(n + 4)(n − 2) = 14(n2 + 2n − 8) < 14(n2 + 2n − 4 + 24n+6). Cela conclut la preuve
pour n pair.
si n est impair et 2r − 1 = n+12 , en utilisant 3.11, on obtient
q1(Bagn−1
2
+2,n+1
2
) · n+ 1
2
> (
n+ 1
2
− 2
n+ 5
)
n+ 1
2
>
1
4
(n2 + 2n− 3 + 16
n+ 5
).
Si 2r − 1 = n+32 , en utilisant 3.8 on obtient
q1(Bagn−1
2
+1,n+3
2
) · n+ 2
2
< (
n− 1
2
− 2
n+ 5
)
n+ 3
2
<
1
4
(n2 + 2n− 7 + 8
n+ 6
).
Si 2r − 1 = n−12 , en utilisant 3.8 on obtient
q1((Bagn−1
2
+3,n−1
2
) · n+ 2
2
< 2(
n+ 3
2
− 2
n+ 7
)
n− 1
2
<
1
4
(n2 + 2n− 4 + 32
n+ 7
).
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Si 2r−1 ≥ (n+5)/2 ou 2r−1 ≤ (n−3)/2, alors q1(Bagn−2r+3,2r−1).r < (n−3)(n+
5)/4. As 14(n − 3)(n + 5) = 14(n2 + 2n − 15) < 14(n2 + 2n − 3 + 16n+5), le re´sultat, pour
r ≥ 3 et donc n ≥ 13 suit.
Pour 1 ≤ n ≤ 12, on teste les valeurs de q1·D pour le graphe complet, PM , ou` PM =
n
2K2 si n est pair et PM = P3 ∪ n−32 K2 si n est impair, etB = Bagn−2⌊(n+3)/4⌋+3,2⌊(n+3)/4⌋−1
n 2 3 4 5 6 7 8 9 10 11 12
q1(Kn) 2 4 6 8 10 12 14 16 18 20 22
2 · q1(PM) - - 8 11,56 16 19,59 24 27,65 32 35,70 40
⌊n+3
4
·⌋q1(B) - 3 8 11,56 15,52 19,54 23,58 29,21 35,30 41,37 47,43
Les cas d’e´galite´ correspondent aux valeurs de n pour lesquelles PM = B.
3.5 Graphes minimisant et maximisant q1 avec une maille
fixe´e
The´ore`me 3.5.1. Le graphe connexe a` n sommets, avec une maille g ≥ n/2 donne´e,
qui minimise la plus grande valeur propre du Laplacien est la sucette Loln,g.
Preuve : Le graphe G∗ qui minimise q1 avec une maille fixe´e est ne´cessairement
unicyclique puisque la suppression d’une areˆte diminue strictement la valeur de q1. G
∗
est donc constitue´ d’un cycle auquel sont attache´s des arbres pendants. Par le lemme
3.2.5, on sait que ces arbres pendants doivent eˆtre des chemins. Montrons que pour que
q1 soit minimum, il ne doit y avoir qu’un seul chemin pendant attache´ au cycle de G
∗.
Soit G un graphe unicyclique a` n sommet et de maille g constitue´ d’un cycle et p ≥ 1
de chemins pendants, et x le vecteur propre de Perron associe´ a` q1. Soit P = v0v1 . . . vk
un chemin pendant de G de longueur k, ou` vk est un sommet pendant et v0 un sommet
du cycle, d’apre`s 3.2.6,
xv0 ≤ xv1 ≤ . . . ≤ xvk .
Soit u = wl un sommet du cycle de G degre´ 3 a` distance l de v0, tel que tous
les sommets entre v0 et u soient de degre´ 2. On de´finit la suite (αi)i=1,...,min(k,l) par
αi =
xwi−xvi
xw1−xv1 . On a bien sur α1 = 1, et puisque
(q1 − 2)(xw1 − xv1) = (xw2 − xv2),
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α2 = q1 − 2 > 2. Ensuite comme
(q1 − 2)(xwi − xvi) = (xwi−1 − xvi−1) + (xwi+1 − xvi+1),
on a αi+1 = (q1− 2)αi−αi−1 > 2αi−αi−1. Puisque α2 > α1 et que αi > αi−1 implique
que αi+1 > αi, on peut conclure que la suite (αi)i=1,...,min(k,l) est strictement croissante.
Si l > k alors
(q1 − 1)xvk = xvk−1
(q1 − 2)xwk = xwk−1 + xwk+1
ce qui implique que (q1 − 2)(xwk − xvk) = (xwk−1 − xvk−1) + (xwk+1 − xvk) et par suite
que
(q1 − 3− αk−1
αl
)(xwk − xvk) = (
αk+1
αk
− 1)xwl > 0.
Si k ≥ l alors, on a
(q1 − 2)xvl−1 = xvl−2 + xl
(q1 − 3)xwl = xwl−1 + xs + xt.
ce qui implique que (q1 − 3)xvl < xvl−2 et par suite,
(q1 − 4)(xwl−2 − xvl−2) > (
αl−1
αl−2
− 1)xwl−2 > 0.
Ainsi pour tout i ∈ {1, ..., k}, xwi > xvi et toute rotation de vi+1vi vers vi+1wi augmente
strictement q1.
On en conclut que si G contient deux chemins pendants se´pare´s par un chemin
interne de longueur infe´rieure ou e´gale a` la taille du plus long des deux, alors G n’est
pas minimal. Si g ≤ n/2 alors n−g ≥ g, donc par la re`gle des tiroirs de Dirichlet-Schla¨fli,
si G a plus de deux chemins pendants, on pourra en trouver une paire satisfaisant cette
proprie´te´, et G n’est donc pas minimal.
The´ore`me 3.5.2. Le graphe connexe a` n sommets qui maximise la plus grande valeur
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propre du Laplacien avec une maille g le graphe complet si g = 3, l’ensemble des graphes
biparti complets, a` l’exception de l’e´toile, si g = 4 et le navet Tun,g dans tous les autres
cas.
Preuve : Le cas g = 3 est e´vident. Si g ≥ 4, il est montre´ dans la preuve de 2.1.21
que tout graphe contenant au moins deux cycles satisfait q1 ≤ n− 3⌈g/2⌉+ 6 pour un
nombre de sommets n et une maille e´gale a` g donne´s.
Pour g = 4, on a q1 ≤ n, l’e´galite´ est ve´rifie´e si et seulement si G est un graphe
biparti complet Kn−p,p, p ≥ 2. Dans le cas contraire, soit G est biparti non-complet
et q1 < n, soit G contient un cycle de longueur impaire. Soient vk et vl les sommets
adjacents satisfaisant dvk + dvl = maxvi∼vj
dvi + dvj . Soit il sont sur le cycle de longueur
impaire et dvk + dvl ≤ 2+2+(n− 5) = n− 1 soit ils sont sur un cycle de longueur paire
et dans ce cas dvk + dvl ≤ 2 + 2 + (n− 4− 1) = n− 1.
Montrons que le graphe unicyclique qui maximise q1 est le navet Tun,g et que dans
le cas ou` g ≥ 5.
Soit G∗ = (V,E) un graphe unicyclique a` n sommets et de maille g qui maximise
q1. Notons que ∆(G
∗) ≤ n − g + 2. On note mu la moyenne de degre´s d’un sommet u
de V
Soit G un graphe tel que 2 < ∆(G∗) ≤ n−g+1 et que g ≤ n−2. Soit u un sommet de
l’unique cycle C de G, alors du+mu ≤ du+ du+2+(n−g−du+2)du = du+
n−g+4
du
. Or du+
n−g+4
du
de´croit pour 2 ≤ du ≤
√
n− g + 4 et croˆıt pour √n− g + 4 ≤ du ≤ n − g + 1, donc
max
u∈C
du+mu = max(du+
n−g+4
du
) ≤ max(2+n−g+42 , n−g+1+n−g+4n−g+1) ≤ n−g+2+ 3n−g+1 ≤
n− g + 3.
La meˆme de´marche est utilise´e lorsque u n’est pas un sommet de C, on obtient alors
max
u∈V \C
du +mu ≤ n− g + 3. D’ou` max
u∈V
du +mu ≤ n− g + 3
On sait que q1(G) < max
u∈V
du +mu, donc si 2 < ∆ ≤ n − g + 1, q1(G) ≤ n − g + 3.
On sait aussi que q1(Tun,g) > ∆(Tun,g)+ 1 = n− g+3, donc, puisque G∗ est maximal,
∆(G∗) = n− g + 2. Autrement dit G∗ est le navet Tun,g.
De plus si ∆ = 2 alors G∗ est un cycle, donc c’est un navet, si n − g = 1 alors G∗
est une sucette de maille n− 1, et c’est a` nouveau un navet.
Il est montre´, dans la preuve du the´ore`me 2.1.21, que si un graphe G de maille g
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contient au moins deux cycles alors q1(G) ≤ n−3g/2+6. Ce re´sultat permet de montrer
que le graphe qui maximise q1 avec g ≥ 5 fixe´ est unicyclique et est par conse´quent le
navet.
Si g ≥ 6, q1(Tun,g) > n− g+3 ≥ n− 3g/2+6, alors le navet est le graphe de maille
g qui maximise q1.
Si g = 5, soit un graphe non unicyclique G de maille 5 et soit G′ un sous-graphe de
G contenant deux cycles. Notons que deux cycles de G de longueur 5, partagent au plus
trois sommets communs, sinon g = 4. Si G ne contient pas deux cycles de longueur cinq
partageant au moins deux sommets alors :
• soit G′ est constitue´ de deux cycles de longueur 5 ayant un seul sommet commun ;
dans ce cas |G′| = 8 et q1 ≤ max
vi∼vj
dvi + dvj = n− 8 + 3 + 2 = n− 3
• soit G′ est constitue´ d’un cycle de longueur 5 et un cycle de longueur 6 ayant trois
sommets communs ; dans ce cas |G′| = 8 et q1 ≤ max
vi∼vj
dvi + dvj = n− 8+2. (le cas
de deux cycles de tailles 5 et 7 ayant 4 sommets communs se rame`ne a` ce cas en
conside´rant dans G′ le plus grand cycle et le cycle de taille 5)
• soit |G| ≥ 9 et max
vi∼vj
dvi + dvj = n− 9 + 3 + 3 = n− 3.
Le meˆme raisonnement implique que si G contient plus de deux cycles alors q1 ≤ n− 3.
Il reste donc deux cas a` conside´rer, celui ou` les deux cycles ont deux sommets
communs et celui ou` ils en ont trois. Si les deux cycles ont seulement deux sommets
communs alors, max vi ∼ vjdvi + mvi = n − 5 + n−1n−5 < n − 3. S’il en ont trois alors
max vi ∼ vjdvi +mvi = n− 3 + n−1n−3 > n− 2.
3.6 Conclusion
Les re´sultats obtenus pour le diame`tre et le rayon, ainsi que ceux obtenus pour la maille
dans [69] mettent en e´vidence l’existence d’une structure de graphe pour laquelle le rayon
spectral est extre´mal lorsque qu’un invariant de distance est fixe´. Pour un diame`tre fixe´
D, le graphe maximal est une bestiole de diame`tre D dont les chemins pendants dont
les longueurs respectives sont les plus proches possible. Pour un rayon fixe´ r, le graphe
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maximal est, une exception pre`s (r = 2), un sac de rayon r. Ces graphes e´taient les
graphes extreˆmes des conjectures 2.1.17 et 2.1.18. Enfin, pour une valeur de la maille
fixe´e, le graphe qui minimise q1 est le navet Tun,g et, si g ≤ n/2 le graphe qui minimise
q1 est la sucette Loln,g.
D’apre`s les conjectures 2.1.23 et 2.1.24 sur la proximite´ Π et l’e´loignement ρ, on
s’attend a` ce que les cerfs-volants soient des graphes extreˆmes pour la maximisation de
q1 avec Π ou ρ fixe´ a` une valeur, pourvu qu’il existe un cerf-volant ayant cette proximite´
ou cet e´loignement.
Chapitre 4
Valeurs extreˆmes de la seconde plus
grande valeur propre du Laplacien sans
signe
Les re´sultats pre´sente´s dans les sections 4.2.1 a` 4.2.3 de ce chapitre ont fait l’objet
d’une publication dans la revue Linear Algebra and its applications en 2011, sous le
titre original de On the extremal values of the second largest Q–eigenvalue [14]. Ce
travail s’inscrit naturellement dans le sillage du chapitre pre´ce´dant puisqu’il porte sur
la seconde valeur propre du Laplacien sans signe, q2. Un premier travail exploratoire
a consiste´ a` ge´ne´rer une se´rie d’ine´galite´s de la forme 1 d’AGX impliquant q2 avec la
meˆme me´thode que celle utilise´e pre´ce´demment pour la plus grande valeur propre du
Laplacien sans signe, q1 [69]. Les bornes supe´rieures et infe´rieures ainsi obtenues ont,
en ge´ne´ral, une forme plus simple que celles obtenues pour q1. En revanche de´terminer
de fac¸on exhaustive la famille des graphes extreˆmes est une taˆche plus ardue. En effet,
des actions simples comme la suppression d’une areˆte ou d’un sommet ne sont pas
des transformations strictement monotones pour q2. Rechercher une famille de graphes
extreˆmes demande donc souvent de de´finir une ou des familles de graphes critiques tels
que l’ajout ou la suppression d’une areˆte entraˆıne une violation de l’ine´galite´. C’est ce
que nous avons fait dans ce chapitre pour les valeurs extreˆmes de q2.
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Ma contribution technique correspond principalement a` la section 4.2.2, intitule´e
Graphs with q2 less than 3. J’ai mene´ les recherches pre´liminaires, et suis a` l’origine de
l’e´nonce´ des the´ore`mes et des preuves qui y sont pre´sente´s. Les re´sultats principaux de
cette section sont notamment une caracte´risation de tous les graphes dont la seconde
plus grande valeur propre du Laplacien sans signe est infe´rieure ou e´gale a` 3, ainsi que la
preuve qu’a` deux exceptions pre`s, ceux-ci sont entie`rement de´termine´s par leur spectre.
The´ore`me. 4.2.7 Soit G un graphe connexe a` n ≥ 7 sommets, soit q2 la seconde plus
grande valeur propre de son Laplacien sans signe. Alors,
(i) q2 = 1 si et seulement si G est une e´toile,
(ii) 3+
√
5
2 − 1n < q2 < 3+
√
5
2 si et seulement si G = Sn−1,1, l’e´toile e´tire´e ayant une
seule branche de longueur 2,
(iii) q2 =
3+
√
5
2 si et seulement si G = Sn−k,k, avec k ≥ 2,
(iv) 3− 2.5n < q2 < 3 si et seulement si G est une libellule a` un seul triangle,
(v) q2 = 3 si et seulement si G est une libellule a` au moins deux triangles.
The´ore`me. 4.2.8 Les graphes a` au moins sept sommets dont la seconde plus grande
valeur propre est infe´rieure ou e´gale a` 3 sont de´termine´s par le spectre de leur Laplacien
sans signe.
Deux the´ore`mes donnant les valeurs maximales, pour les graphes unicycliques et
bicycliques, de la se´paration du Laplacien sans signe, i.e. la diffe´rence entre la plus
grande valeur propre et la seconde, viennent clore cette section.
The´ore`me. 4.2.12 Soit G un graphe bicyclique connexe a` n ≥ 7, soient q1 et q2
respectivement la plus grande et seconde plus grande valeur propre de son Laplacien
sans signe. Alors q1 − q2 est maximal si et seulement si G est S+n , le graphe obtenu a`
partir d’une e´toile en ajoutant une areˆte.
The´ore`me. 4.2.13 Soit G un graphe bicyclique connexe a` n ≥ 7 soient q1 et q2 res-
pectivement la plus grande et seconde plus grande valeur propre de son Laplacien sans
signe. Alors q1− q2 est maximal si et seulement si G est le graphe obtenu a` partir d’une
e´toile en ajoutant deux areˆtes non adjacentes.
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Ces deux derniers re´sultats comple`tent les re´sultats obtenus dans le cas ge´ne´ral et
pour les arbres par Das [41].
The´ore`me 4.0.1. [41]. Soit G = (V,E) un graphe a` n sommets, soit q1 (resp. q2) la
plus grande (resp. seconde plus grande) valeur propre de son Laplacien sans signe alors :
q1 − q2 ≤ n. (4.1)
Cette borne est atteinte uniquement par les graphes complets. Si, de plus, G est un arbre
alors
q1 − q2 ≤ n− 1. (4.2)
Dans ce cas la borne est atteinte uniquement par les e´toiles.
La section 4.3, poste´rieure a` l’article, pre´sente une ge´ne´ralisation re´cente de ces
re´sultats a` tous les graphes connexes a` n ≥ 9 sommets et m areˆtes pour toutes les
valeurs m comprises entre n− 1 et
⌊
3(n−1)
2
⌋
.
La section 4.2.3, intitule´e Graphs maximizing q2, pre´sente trois familles de graphes
connexes critiques pour la proprie´te´ q2 = n − 2, autrement dit de graphes de taille
minimale pour lesquels la valeur de q2 est maximale. Une famille de graphes extreˆmes
ainsi qu’une condition suffisante avaient pre´alablement e´te´ de´finies par Wang et al. [105].
The´ore`me. 4.2.19 Le graphe biparti complet K2,n−2avec n ≥ 5 est minimal pour q2 =
n− 2.
Proposition. 4.2.24 Pour un entier n ≥ 2, Soit DKn le graphe obtenu a` partir de deux
cliques a` n/2 sommets relie´s par une areˆte. Alors DKn est minimal parmi les graphes
satisfaisant la proprie´te´ q2 = n− 2.
The´ore`me. 4.2.26 Soit a ≥ 2 et b ≥ 2 deux entiers et n = a + b − 1. Le graphe Ga,b
est critique pour la proprie´te´ q2 = n− 2 si et seulement si a 6= b+ 1.
La de´finition des graphes critiques est reste´e une question ouverte un certain temps.
Elle est re´solue dans un article de De Lima et Nikiforov [43].
The´ore`me 4.0.2. [43] Si G est un graphe d’ordre n ≥ 2, alors q2(G) = n − 2, si
et seulement si le graphe comple´mentaire G¯ de G a une composante bipartie e´quilibre´e
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(i.e. dont les deux ensembles de sommets inde´pendants sont de meˆme ordre) ou deux
composantes biparties.
Les graphes pre´sente´s dans la section 4.2.3 apparaissent e´videmment critiques puisque
supprimer une areˆte revient soit a` rompre la connexite´, soit a` ajouter une areˆte dans le
graphe comple´mentaire entraˆınant la violation de la condition de ce the´ore`me.
4.1 De´finitions pre´liminaires : diviseur d’un graphe
La notion de diviseur d’un graphe est tre`s utilise´e pour factoriser le polynoˆme caracte´-
ristique de la matrice d’adjacence d’un graphe. Cette repre´sentation permet de re´duire
conside´rablement la taille d’un graphe, en particulier lorsque celui-ci a un grand groupe
de syme´trie. Son usage facilite grandement le calcul ou, a` de´faut, l’approximation des
valeurs propres d’un graphe. Les preuves pre´sente´es dans ce chapitre font usage a` plu-
sieurs reprises de cette repre´sentation pour calculer les valeurs propres du line graphs
d’un graphe simple G, ou des intervalles les contenant. Cela permet ensuite d’estimer
les valeurs propre du Laplacien sans signe du graphe initial, G.
De´finition 4.1.1 (Diviseur d’un graphe). Un graphe oriente´ et ponde´re´ (avec e´ven-
tuellement des boucles) D = (VD,WD) est le diviseur d’un graphe simple non-oriente´ et
non-ponde´re´ G = (V,E) si et seulement si il existe un morphisme injectif ϕ des sommets
de G sur les sommets de D tel que :
(i) ∀ u, v ∈ V , ϕ(u) ∼ ϕ(v) dans D si et seulement si u ∼ v dans G,
(ii) ∀u ∈ V , ∀ω ∼ ϕ(u), le poids de l’arc (ϕ(u), ω) est |{v ∈ V |v ∼ u} ∩ ϕ−1(ω)|, i.e.
le nombre de voisin de u qui sont envoye´s sur ω par ϕ.
On dit alors que D divise G et on e´crit D|G. Pour faciliter la compre´hension, cette
de´finition est illustre´e dans la figure 4.1 .
En pratique, on confond souvent le diviseur d’un graphe, qui est un graphe lui-
meˆme, et la matrice d’adjacence du diviseur d’un graphe. Lorsque que cela ne pre´sente
pas d’ambiguite´, on nommera diviseur indiffe´remment le graphe diviseur et sa matrice
d’adjacence.
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Figure 4.1 – Un graphe et son diviseur
Une proprie´te´ importante du diviseur d’un graphe est que ses valeurs propres sont
aussi des valeurs propres du graphe initial
The´ore`me 4.1.2. Soit G un graphe simple non-oriente´ et non-ponde´re´ et D un diviseur
de G. Alors
PD(λ)|PG(λ).
Preuve : Soit G un graphe simple non-oriente´ et non-ponde´re´ a` n sommets, D un
de ses diviseurs et ϕ l’isomorphisme de´crit dans la de´finition 4.1.1. Soit λ(D) une valeur
propre de D et x(D) un vecteur propre associe´. Soit x ∈ Rn le vecteur de´fini par
∀i ∈ {1, . . . , n}, xi = x(D)ϕ(vi).
On voit facilement que A(G)x = λ(D)x, et que, par conse´quent, λ(D) est une valeur
propre de A(G) et λ− λ(D) divise PG(λ) = |λI −A(G)|. Cette assertion est vraie pour
toutes les valeurs propres et les vecteurs propres de D, d’ou` PD(λ) divise PG(λ).
Les partitions des sommets qui permettent a` la construction d’un diviseur sont
appele´es des partitions e´quitables.
De´finition 4.1.3 (Partition e´quitable). Soit G = (V,E) un graphe. Une partition e´qui-
table des sommets V de G est une partition ordonne´e P = (V1, . . . , Vn) telle que, pour
tout i ∈ {1, . . . , n}, on a deg(v, Vj) = deg(w, Vj), ∀v, w ∈ Vi et j ∈ {1, . . . , n}.
Un diviseur peut eˆtre obtenu en repre´sentant chaque ensemble d’une partition e´qui-
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table par un sommet et en ponde´rant les arcs (k, l) par la valeur deg(v, Vl), ou` v ∈ Vk
Il est assez facile de voir que la partition constitue´e des orbites du groupe d’auto-
morphisme d’un graphe, ou d’un de ses sous-groupes, est une partition e´quitable, et
peut donc eˆtre utilise´e pour construire un diviseur de ce graphe.
Le concept de diviseur peut eˆtre ge´ne´ralise´ aux graphes oriente´s et ponde´re´s, per-
mettant ainsi de de´finir une relation d’ordre partielle sur ce type de graphes.
De´finition 4.1.4 (Diviseur d’un graphe oriente´ et ponde´re´). Un graphe oriente´ et
ponde´re´, avec e´ventuellement des boucles, D = (VD,WD) est un divieur d’un graphe
oriente´ et ponde´re´ G = (V,E) si et seulement si il existe un morphisme injectif ϕ des
sommets de G sur les sommets de D tel que :
(i) ∀ u, v ∈ V , ϕ(u) ∼ ϕ(v) dans D si et seulement si u ∼ v dans G,
(ii) ∀u ∈ V , ∀ω ∼ ϕ(u), le poids d’un arc (ϕ(u), ω) est la somme des poids des areˆtes
sortantes de u qui sont incidentes a` un sommet envoye´ sur ω par ϕ.
On e´crit alors D|G. Ce diviseur d’un graphe oriente´ et ponde´re´ est parfois appele´
diviseur sortant dans la litte´rature, pour e´viter toute confusion avec les diviseurs entrants
[40]. Comme nous ne ferons pas usage de ce dernier type de diviseurs , la de´finition n’en
est pas donne´e ici et on utilisera toujours le terme de diviseur pour des raisons de
lisibilite´.
La relation G′|G est une relation d’ordre partielle sur les graphes oriente´s et pon-
de´re´s, un graphe est minimal pour cette relation d’ordre si et seulement si il est son
unique diviseur.
Soit Σ(G) le groupe d’automorphismes d’un graphe G et Σ(G) = Σ(0) ≥ Σ(1) ≥
Σ(2) ≥ . . . ≥ {Id} une chaˆıne de sous-groupes de Σ(G). Soit DΣ(i) le diviseur obtenu
a` partir de la partition e´quitable constitue´e par les orbites de Σ(i). Une conse´quence
directe du the´ore`me 4.4 de [40] est
The´ore`me 4.1.5. [40] Soit G un graphe connexe simple, Σ(G) son groupe d’automor-
phisme et Σ′ un sous-groupe de Σ(G). Alors
DΣ(G)|DΣ′ |G,
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et
Sp(DΣ(G)) ⊆ Sp(DΣ′) ⊆ Sp(G),
ou` Sp(DΣ(G)), Sp(DΣ′) sont les spectres respectifs de DΣ(G), DΣ′ et G.
Dans les preuves de ce chapitre, on utilisera uniquement des diviseurs minimaux
de line graphs pour l’ordre partiel |, de fac¸on a` re´duire au maximum la taille des ma-
trices dont on calcule explicitement le polynoˆme caracte´ristique et les valeurs propres.
Les autres valeurs propres du Laplacien sans signe du graphe initial sont calcule´es en
de´terminant directement des vecteurs propres lorsque c’est possible.
4.2 On the extremal values of the second largest Q-eigenvalue
4.2.1 Introduction
Spectral graph theory is a fast growing branch of algebraic graph theory. Within spectral
graph theory, studying the properties of a graph using its signless Laplacian became re-
cently the most dynamic area of research. Indeed, a recent “bibliography on the signless
Laplacian eigenvalues : first one hundred references“ due to Cvetkovic´, shows that more
than half the papers cited appeared in the last year or are in the process of publication.
More over the paper “Signless Laplacians of finite graphs“ by Cvetkovic´, Rowlinson and
Simic´ [35] published in ”Linear Algebra and its Applications“ is, with 50 citations, cur-
rently the second most cited paper of that journal to have appeared in the last 5 years.
The paper “Eigenvalue bounds for the signless Laplacian” by Cvetkovic´, Rowlinson and
Simic´ [35], which appeared in the same year in ‘Publications de l’Institut Mathe´matique
(Beograd)”, was also much cited. It contains, among others, a series of thirty conjec-
tures on the signless Laplacian eigenvalues, specially the largest and second largest
eigenvalues. These conjectures were obtained by the use of the AutoGraphiX system for
conjecture–making in graph theory [1, 6, 22, 23]. Recently, Cvetkovic´ and Simic´ defined
in a series of three papers [37–39], entitled ”towards a spectral theory of graphs based on
the signless Laplacian”, the fundamentals of the spectral theory of graphs based on the
signless Laplacian. In these papers, the authors also discuss the proofs [25,35,37,41,53]
(and in one case refutation [35]) and the current status of the thirty conjectures. Prior to
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the development of the signless Laplacian based theory, other ones were studied, based
on the adjacency matrix A (see, for example [40, Lemma 2.2.]), the Laplacian matrix
L (see, for example [40]), the normalized Laplacian matrix Lˆ (see [27]) and the Seidel
matrix S (see [40]). According to the matrixM on which it is based, the theory is called
M–theory, e.g. the Q–theory is that based on the signless Laplacian matrix Q. Since
these matrices represent the same graph, there must be interactions between all these
theories. Actually, Cvetkovic´ and Simic´ [37] discussed the following interactions :
• equivalence between A-theory, L-theory and Q–theory for regular graphs ;
• equivalence between L-theory and Q–theory for bipartite graphs ;
• general analogies between A-theory and Q–theory ;
• analogies between A-theory and Q–theory via line graphs ;
• analogies between A-theory and Q–theory via subdivision graphs..
The most studied problems within each M–theory, are those of lower and upper boun-
ding some particular eigenvalues such as the largest, the second largest or the smallest
M–eigenvalues, as well as the characterization of the extremal graphs corresponding to
each bound. It is along these lines that our present work is done. Indeed, we study ex-
tremal graphs for the extremal values of the second largest Q–eigenvalue of a connected
graph. We first characterize all simple connected graphs with second largest signless
Laplacian eigenvalue at most 3. By the way, we correct and complete the results ob-
tained by Petrovic´ and Milekic´ [97], concerning the characterization of the graphs with
second largest A–eigenvalue at most 1, as well as those obtained by Wang et al. [105],
concerning the characterization of the graphs with second largest Q–eigenvalue at most
3. The second part of the present paper is devoted to the study of the graphs that maxi-
mize the second largest Q–eigenvalue. We construct families of such graphs and prove
that some of theses families are minimal for the fact that they maximize the second
largest signless Laplacian eigenvalue. Within this study we correct the proof, given by
Das [41], of the characterization of the graphs maximizing the difference between the
second largest Q–eigenvalue and the minimum degree of a simple connected graph.
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We begin by recalling some definitions. In this paper, we consider only simple and finite
graph, i.e, graphs on a finite number of vertices without multiple edges or loops. A
graph is (usually) denoted by G = G(V,E), where V is its vertex set and E its edge
set. The order of G is the number n = |V | of its vertices and its size is the number
m = |E| of its edges. The adjacency matrix of G is a 0–1 n × n–matrix indexed by
the vertices of G and defined by aij = 1 if and only if ij ∈ E. Then Q = Diag + A,
where Diag is the diagonal matrix whose diagonal entries are the degrees in G, is called
the signless Laplacian of G. Denote by (q1, q2, . . . qn) the Q–spectrum of G, i.e., the
spectrum of the signless Laplacian of G, and assume that the eigenvalues are labeled
such that q1 ≥ q2 ≥ · · · ≥ qn of G. Let ∆ and δ denote the maximum and minimum
degrees of G, respectively. As usual, we denote by Pn the path, by Cn the cycle, by Sn
the star, by Ka,n−a the complete bipartite graph and by Kn the complete graph, each
on n vertices.
4.2.2 Graphs with q2 at most 3
In this section, we give a characterization of all graphs with second largest signless
Laplacian eigenvalue at most 3. Similar problems have been widely studied for the
adjacency matrix ( [29, 36, 64, 107]). Wang et al. addressed this problem in [105]. Their
resolution relies on a theorem of Petrovic´ and Milekic´ [97], which unfortunately involves
a too small family in the characterization of connected line graphs with second largest
A–eigenvalue at most 1. Specifically, these authors consider the family of line graphs of
butterflies. As defined by Wang et al. [105], a butterfly graph Br,s is a graph on 2r+s+1
vertices that consist of r triangles and s pendant edges sharing a common vertex. We
correct Lemma 6, Theorem 2 and Theorem 3 of [97] as well as Theorem 4.1 and Theorem
4.2 of [105] by showing that one needs to consider the larger family of fireflies, defined
below. Butterflies and fireflies are illustrated in Figures 4.2 and 4.3, respectively.
We also show that fireflies are determined by their signless Laplacian spectrum.
Definition 4.2.1. A firefly graph Fr,s,t is a graph on 2r+s+2t+1 vertices that consists
of r triangles, s pendant edges and t pendant paths of length 2, sharing a common vertex.
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Figure 4.2 – B2,4 Figure 4.3 – F2,2,2
We also need the following two definitions.
Definition 4.2.2. We call subdivision, the transformation of a graph consisting of re-
placing an edge uv by two edges uw, wv, with a new vertex w.
Definition 4.2.3. A stretched star Sd,k is the graph on d+ k vertices obtained from a
star Sd on d vertices by subdividing k of its edges.
In the following F represents the set of all firefly graphs Fr,s,t, where r, s and t are
real numbers. Note that F contains all the stars (r = t = 0), stretched stars (r = 0),
friendship graphs (s = t = 0) and butterfly graphs (t = 0).
The next two well known theorems in matrix theory will be used in the proofs of our
results.
Theorem 4.2.4. (Cauchy-Poincare´ Separation Theorem) [98] LetM be an n-by-n Her-
mitian matrix with eigenvalues λ1(A) ≥ λ2(A) ≥ · · · ≥ λn(A). For a given integer r,
1 ≤ r ≤ n, let Ar, denote any r-by-r principal submatrix of A (obtained by deleting
n− r rows and the corresponding columns from A). Then for each 1 ≤ i ≤ r,
λi(A) ≥ λi(Ar) ≥ λi+n−r(A).
Applying this inequality to the adjacency matrix of line graphs leads to the following
result.
Theorem 4.2.5. (Interlacing theorem) [35] Let G be a graph on n vertices and m
edges and let e be an edge of G. Let q1, q2, . . . , qn (q1 ≥ q2 ≥ · · · ≥ qn) and s1, s2, . . . , sn
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(s1 ≥ s2 ≥ · · · ≥ sn) be the signless Laplacian eigenvalues of G and G− e respectively.
Then,
q1 ≥ s1 ≥ q2 ≥ s2 ≥ · · · qn ≥ sn ≥ 0.
Lemma 4.2.6. Let G be a connected graph on n vertices and let q2 be its second largest
signless Laplacian eigenvalue.
(i) If n = 2, then q2 = 0 .
(ii) If n = 3, then q2 = 1.
(iii) If n = 4 and G is not a star, then q2 = 2. Moreover if q2 = 2, then n = 4 and G
is not a star.
(iv) If n = 5, then q2 ≤ 3.
(v) If n = 6, then q2 ≤ 3 if an only if G is a subgraph of G16, G26 or G36 (given in
Figures 4.4, 4.5 and 4.6), or a firefly on 6 vertices.
Figure 4.4 – G16 Figure 4.5 – G
2
6 Figure 4.6 – G
3
6
Proof :
(i) As G is a connected graph only its least eigenvalue can be null.
(ii) G is either a triangle or a path of length 2, computation gives q2 = 1 in both cases.
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Figure 4.7 – Fireflies on six vertices
(iii) From Theorem 4.2.5, if G′ is a subgraph of G, then q2(G) ≥ q2(G′). If G has 4
vertices and is not a star, then G contains P4 as a subgraph and q2(G) ≥ q2(P4) =
2. As q2(K4) = 2, we have q2(G) = 2.
If G has at least 5 vertices and is not a star, then G contains P5 or S4,1 as a
subgraph. Then q2(G) ≥ min{q2(P5), q2(S4,1)} ≈ 2.31111.
(iv) If G has 5 vertices then q2 is a subgraph of K5 and q2(K5) = 3. For a complete
enumeration of the Q-spectra of graphs on 5 vertices, see [35]
(v) This result was obtained by enumeration of all the possible values of q2 for the
graphs on 6 vertices, see [30].
Theorem 4.2.7. Let G be a connected graph on n ≥ 7 vertices and q2 its second largest
signless Laplacian eigenvalue. Then,
(i) q2 = 1 if and only if G is a star,
(ii) 3+
√
5
2 − 1n < q2 < 3+
√
5
2 if and only if G = Sn−1,1,
(iii) q2 =
3+
√
5
2 if and only if G = Sn−k,k, with k ≥ 2,
(iv) 3− 2.5n < q2 < 3 if and only if G is a firefly with one triangle,
(v) q2 = 3 if and only if G is a firefly and has at least two triangles.
Proof :
(i) It is an immediate consequence of Theorem 3.2 in [108]
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(ii) Computing the characteristic polynomial of Sn−1,1 gives
Qn(λ) = λ(1− λ)n−4(λ3 − λ2(n+ 2) + λ(3n− 2)− n).
As q2(Sn−1,1) > 1, we only consider the polynomial Pn(λ) = λ3 − λ2(n + 2) +
λ(3n− 2)− n.
We have : Pn(0) = −n < 0, Pn(3+
√
5
2 − 1n) = −1 +
√
5− 5
√
5+7
2n +
5+3
√
5
2n2
− 1
n3
> 0,
Pn(
3+
√
5
2 ) = −1 < 0 and Pn(n) = n(n− 3) > 0, for all n ≥ 7.
Then 3+
√
5
2 − 1n < q2(Sn−1,1) < 3+
√
5
2 , for all n ≥ 7.
(iii) Consider a stretched star Sn−k,k, with k ≥ 2 and n ≥ 7 vertices, with signless
Laplacian matrix Q. Let L1 and C1 be the line and column associated to the
vertex with maximal degree. The matrix Qn−1,obtained from Q by deleting L1
and C1, is a block-diagonal matrix. This matrix can have at most two types of
blocks : 
 2 1
1 1

 and [ 1 ] .
The corresponding eigenvalues are 3+
√
5
2 ,
3−√5
2 and 1.
Let q1, q2, . . . , qn (q1 ≥ q2 ≥ · · · ≥ qn) and s1, s2, . . . , sn (s1 ≥ s2 ≥ · · · ≥ sn)
be the eigenvalues of Q and Qn−1 respectively. >From Theorem 4.2.4, we have
q2 ≤ s1. Hence q2 ≤ 3+
√
5
2 . Moreover as k ≥ 2, Sn−k,k contains the path P5 as a
subgraph and q2(Sn−k,k) ≥ q2(P5) = 3+
√
5
2 . Hence q2(Sn−k,k) =
3+
√
5
2 .
(iv) Computing the characteristic polynomial of S+n gives
Qn(λ) = λ(1− λ)n−3(−λ3 + (n+ 3)λ2 − 3nλ+ 4).
Again, we only consider the polynomial Pn(λ) = −λ3 + (n+ 3)λ2 − 3nλ+ 4.
For n ≥ 7, we have : Pn(0) = 4 > 0, Pn(−5/2n) = −7/2 + 115/4n − 75/2n2 +
125/n3 < 0, Pn(3) = 4 > 0 and Pn(n+ 1) = −n(n− 1) + 6 < 0.
Then 3− 5/2n < q2(S+n ) < 3, for all n ≥ 7.
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Figure 4.8 – Line graph of F+1,2,3
It is shown later that the second largest of any graph in F is not more than 3.
Here we prove a tighter inequality for F1,s,t with t ≥ 1.
The divisor of L(F1,s,t), the line graph of F1,s,t (see Figure 4.8 for the case s = 2
and t = 3), is 

0 2 0 0 0
1 1 s t 0
0 2 s− 1 t 0
0 2 s t− 1 1
0 0 0 1 0


whose characteristic polynomial is PL(F1,s,t)(λ) = −λ5 + λ4(s + t − 1) + 2λ3(s +
t+ 2)− λ2(2s+ t− 5)− λ(3s+ 2t+ 1) + 2(s− 1).
It has 5 real roots if s ≥ 1 or if t ≥ 2, which correspond to all possible values of s
and t, when n ≥ 7.
Moreover it is easy to see that (3 +
√
5)/2, (3−√5)/2 and 1 are Q-eigenvalues of
F1,s,t, with respective multiplicities t− 1, t− 1 and s. Hence q /∈ {(3+
√
5)/2, (3−
√
5)/2, 1} is a Q-eigenvalue of F1,s,t if and only if q − 2 is a root of PL(F1,s,t).
As PL(F1,s,t)(1) = 4, we deduce that q2(F1,s,t) < 3.
To find a lower bound on q2(F1,s,t), we only have to find a number λ such that
PL(F1,s,t)(λ− 2) is negative.
PL(F1,s,t)(1− 52n) = −7/2 + 55n − 275n2 + 762516n3 − 562516n4 + 312532n5 − 25k(6n−5)
2
16n4
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As 25k(6n−5)
2
16n4
≥ 0, for all n, and we want to check if PL(F1,s,t)(1− 52n) < 0, we will
consider the smallest value of k. That is k = 1. In this case, PL(F1,s,t)(1− 52n) < 0,
for n ≥ 1.
Hence 3− 5/2n < q2(S+n−k,k) < 3, for all n ≥ 7.
(v) Let G be a graph of F with signless Laplacian matrix Q. Let L1 and C1 be
the line and column associated to the vertex with maximal degree. The matrix
Qn−1,obtained from Q by deleting L1 and C1, is a block-diagonal matrix. This
matrix can have at most three type of blocks :

 2 1
1 2

 ,

 2 1
1 1

 and [ 1 ] .
The corresponding eigenvalues are 3, 3+
√
5
2 ,
3−√5
2 and 1.
Let q1, q2, . . . , qn (q1 ≥ q2 ≥ · · · ≥ qn) and s1, s2, . . . , sn (s1 ≥ s2 ≥ · · · ≥ sn) be
the eigenvalues of Q and Qn−1 respectively. From Theorem 4.2.4, we have q2 ≤ s1.
Hence q2 ≤ 3.
Moreover if G ∈ F has at least 2 triangles, then G contains the graph constituted
by two triangles with a common vertex, and q2(G) ≥ 3.
We will now show that there are no other graphs on at least seven vertices such that
q2 ≤ 3.
If G has at least seven vertices and G /∈ F , then G has one of the following properties
Case 1 ∆ = 2, then G is a cycle or a path and q2(G) = 2 + 2 cos(2pi/g) ≥ 2 +
2 cos(2pi/7) ≈ 3.2470
Case 2 ∆ = 3. then G contains the graph S14 (see Figure 4.9), if two adjacent vertices
have degree 3, the graph S24 (see Figure 4.9), if two vertices with degree 3 are
joint by a path of length 2, and S34 or S
4
4 (see Figure 4.9) otherwise.
Hence q2(G) ≥ min{q2(S14), q2(S24), q2(S34), q2(S44)} = 3.116884.
Case 3 4 ≤ ∆ < (n− 1)/2, then there are not enough pendant vertices in S∆ to attach
one of the remaining vertices to each of them. Hence, G contains the graph S15
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Figure 4.9 – S14 , S
2
4 , S
3
4 , S
4
4
or S25 (illustrated in Figure 4.10) and q2(G) ≥ min{q2(S15), q2(S25)} = 3.116884.
Figure 4.10 – S15 , S
2
5
Case 4 ∆ ≥ (n − 1)/2. If G does not contain S15 or S25 , then G is obtained from a
stretched star by adding edges. Then, G contains either the graph S35 (illustrated
in Figure 4.11) and q2(G) ≥ q2(S35), or a cycle of length 4 or 5. In this last case,
cutting one of its edges adjacent to the maximum degree vertex shows that S15
is also a subgraph of G.
Theorem 4.2.8. Graphs on at least seven vertices with second largest signless Laplacian
eigenvalue less than 3 are determined by their signless Laplacian spectrum.
Proof :
Let G be a graph on n ≥ 7 vertices with second largest signless Laplacian eigenvalue
q2 ≤ 3. Then G = Fr,s,t is a firefly. To prove that fireflies are determined by their
Q-spectrum, we will compute a part of their spectra and show that it is sufficient to
determine the values of r, s and t. We write multiplicities of the eigenvalues as exponents.
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Figure 4.11 – S35
In the following, the set of vertices of G, {v1, v2, . . . , vn} will be ordered such that : v1
is the vertex with maximal degree, for i = 1, 2, . . . , r, v2i and v2i+1 are two adjacent
vertices of a triangle, for i = 1, . . . , s, v2r+1+i is a pendant vertex attached to v1, for
i = 1, 2, . . . , t, v2r+s+2i and v2r+s+2i+1 are respectively the vertices of degree 2 and 1 of
a pending path of length 2.
First, suppose that 3− 5/2n < q2 ≤ 3, then G has at least one triangle and r ≥ 1. If r,
s and t are not null, we can easily find 2r + s+ 2t− 4 eigenvectors of Q.
The eigenvalue 1 has multiplicity at least r+ s− 1. The corresponding eigenvectors are
the r + s− 1 vectors x ∈ Rn such that :
(i) x2r+2 = 1,
(ii) x2r+1+s0 = −1
(iii) xi = 0 otherwise,
where s0 ∈ {2, 3, . . . , s}, or
(i) x2r0 == 1,
(ii) x2r0+1 = −1
(iii) xi = 0 otherwise,
where r0 ∈ {1, 2, . . . , r}.
The eigenvalue 3−
√
5
2 has multiplicity at least t− 1. The corresponding eigenvectors are
the t− 1 vectors x ∈ Rn such that
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(i) x2r+s+2 =
1−√5
1 and x2r+s+3 = 1,
(ii) x2r+s+2t0 = −1−
√
5
1 and x2r+s+2t0+1 = −1
(iii) xi = 0 otherwise,
where t0 ∈ {2, 3, . . . , t}.
The eigenvalue 3+
√
5
2 has multiplicity at least t− 1. The corresponding eigenvectors are
the t− 1 vectors x ∈ Rn such that
(i) x2r+s+2 =
1+
√
5
1 and x2r+s+3 = 1,
(ii) x2r+s+2t0 = −1+
√
5
1 and x2r+s+2t0+1 = −1
(iii) xi = 0 otherwise,
where t0 ∈ {2, 3, . . . , t}.
The eigenvalue 3 has multiplicity at least r−1 . The corresponding eigenvectors are the
r − 1 vectors x ∈ Rn such that :
(i) x2 = 1 and x3 = 1,
(ii) x2r0 = −1 and x2r0+1 = −1
(iii) xi = 0 otherwise,
where r0 ∈ {2, 3, . . . , r}.
To find the five remaining eigenvalues, we will use the divisor of the line graph of G.
The divisor of L(Fr,s,t) is


0 2 0 0 0
1 2r − 1 s t 0
0 2r s− 1 t 0
0 2r s t− 1 1
0 0 0 1 0


.
Its characteristic polynomial is
PL(Fr,s,t)(λ) = −λ5 + λ4(2r + s+ t− 3) + 2λ3(2r + s+ t)− λ2(2s+ t− 5)
−λ(2r + 3s+ 2t− 1) + 2(s− 1).
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Evaluating PL(Fr,s,t) at −1, −1−
√
5
2 ,
−1+√5
2 and 1, shows that these value are not roots
of PL(Fr,s,t).
Hence, if G = Fr,s,t, with r 6= 0, s 6= 0 and t 6= 0, its spectrum is 1(s+r−1), 3−
√
5
2
(t−1)
,
3+
√
5
2
(t−1)
, 3(r−1) and five other eigenvalues.
We can apply this method to compute the spectrum of G = Fr,s,t for the other values
of r, s and t.
If r 6= 0, s 6= 0 and t = 0, the spectrum of Q(Fr,s,0) is 1(s+r−1), 3(r−1) and three other
eigenvalues different from 3−
√
5
2 and
3+
√
5
2 .
If r 6= 0, s = 0 and t 6= 0, the spectrum of Q(Fr,0,t) is 1(r), 3−
√
5
2
(t−1)
, 3+
√
5
2
(t−1)
, 3(r−1)
and four other eigenvalues.
If r 6= 0, s = 0 and t = 0, the spectrum of Q(Fr,0,0) is 1(r), 3(r−1) and two other
eigenvalues different from 3−
√
5
2 and
3+
√
5
2 .
This shows that, when G is a graph on n ≥ 7 vertices, with 3− 5/2n < q2 ≤ 3, i.e. G is
a firefly Fr,s,t with r ≥ 1, we can find the values of r, s and t by analyzing the spectrum
of G. Hence all graphs on at least seven vertices with 3−5/2n < q2 ≤ 3, are determined
by their spectrum.
Now if n ≥ 7 and q2 ≤ 3+
√
5
2 , then G is a stretched star Sd,k. We only have to study the
case k ≥ 2 as q2 = 1 if and only if k = 0 and 3+
√
5
2 − 1n < q2 < 3+
√
5
2 if and only if k = 1.
If 2 ≤ k ≤ d− 2, the spectrum of Sd,k is 0(1), 1(d−k−2), 3−
√
5
2
(k−1)
, 3+
√
5
2
(k−1)
and three
other eigenvalues.
If k = d−1, the spectrum of Sd,k is 0(1), 3−
√
5
2
(k−1)
, 3+
√
5
2
(k−1)
and two other eigenvalues
different from 1. So it is possible to determine the value of d and k, from the spectrum
of Sd,k.
This concludes the proof.
Corollary 4.2.9. Fireflies are determined by their signless Laplacian spectrum.
Proof :
According to the tables of Q-spectra of graphs with up to six vertices ( [35], [30]), only
two graphs have q2 ≤ 3 and are co-spectral. Neither of these graphs is a firefly.
For graphs on at least seven vertices, the result follows from the fact that fireflies satisfy
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q2 ≤ 3 and Theorem 4.2.8.
Lemma 4.2.10. ( [35]) Let G be a graph on n vertices with vertex degrees d1, d2, . . . , dn.
Then
min
i∼j
(di + dj) ≤ q1 ≤ max
i∼j
(di + dj),
where (i, j) runs over all pairs of adjacent vertices of G (as indicated by the notation
i ∼ j). For a connected graph G, equality holds in either of these inequalities if and only
if G is regular or semi-regular bipartite.
Lemma 4.2.11. ( [91], [94]) Let G be a graph on n vertices. Then
q1 ≤ max(di +mi),
where i runs over the vertices of G, di denotes the degree of the vertex vi and mi =∑
vj∼vi(dj/di) denotes the average degree of the neighbors of vi.
Theorem 4.2.12. Let G be a unicyclic connected graph on n ≥ 7 vertices with signless
Laplacian index q1 and second largest signless Laplacian eigenvalue q2. Then q1 − q2 is
maximal if and only if G is S+n , the graph obtained from a star by adding an edge.
Proof :
From Theorem 5.7 of [35], the unicyclic connected graph for which the signless Laplacian
index is maximum is S+n .
As S+n contains the graph Sn as a subgraph, we have q1(S
+
n ) > n. Moreover from
Theorem 4.2.7, q2(S
+
n ) < 3. q1(S
+
n )− q2(S+n ) > n− 3.
As q1(G) < q1(S
+
n ) and q2(G) > 3 > q2(S
+
n ) if G is a unicyclic connected graph and not
a firefly, we restrict ourselves to the study of fireflies.
Let F1,s,t be a firefly on n = s + 2t + 3 vertices. From Lemma 4.2.10 we know that
q1(F1,s,t) ≤ maxi∼j(di+dj) = s+ t+4 = n− t+1 and from 4.2.7, q2(F1,s,t) > 3− 5/2n.
Hence, if t ≥ 2 and n ≥ 3, we have q1(F1,s,t)− q2(F1,s,t) < n− t− 2 + 5/2n < n− 3 <
q1(S
+
n )− q2(S+n ).
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Let F1,s,1 be a firefly on n = s+5 vertices. From Lemma 4.2.11 we know that q1(F1,s,1) ≤
q1 ≤ max(di + mi) = s + 3 + 6+ss+3 = n − 2 + n+1n−2 = n − 1 + 3n−2 and from 4.2.7,
q2(F1,s,t) > 3−5/2n. Hence, if n ≥ 7, we have q1(F1,s,1)−q2(F1,s,t) < n−4+ 3n−2+ 52n <
q1(S
+
n )− q2(S+n ).
The result follows.
Adapting this proof to the case of bicyclic graphs leads to the following theorem.
Theorem 4.2.13. Let G be a bicyclic connected graph on n ≥ 7 vertices with signless
Laplacian index q1 and second largest signless Laplacian eigenvalue q2. Then q1 − q2 is
maximal if and only if G is the graph obtained from a star by adding two non-adjacent
edges.
4.2.3 Graphs maximizing q2
The maximum value of q2 over the set of all graphs is determined by Wang et al. in the
next theorem.
Theorem 4.2.14 ( [105]). Let G be a connected graph of order n. Then q2(G) ≤ n− 2.
If the equality holds, then the complement G of G has at least one bipartite component.
In addition to the upper bound on q2, the above theorem gives a necessary condition
on a graph G for which the bound is reached. The complete characterization of the
extremal graphs for the bound remains an open problem. Such a characterization seems
to be difficult, except for the class of bipartite graphs where a complete characterization
is given below, since there are a large number of graph families for which the bound
is reached. Actually, even if we fix, in addition to the order, some graph invariant, the
bound can be reached. Indeed, if we fix the clique number, the chromatic number or
the independence number, the maximum value q2 = n − 2 can always be reached as it
is stated in the following observations..
Observation 4.2.15. For any two integers n and ω such that 2 ≤ ω ≤ n, there exists
at least one graph G on n vertices with clique number ω for which q2(G) = n− 2.
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For example, one can take G ∼= SKn,n−ω+1, the complete split graph (the comple-
ment of the graph composed of a clique Kn−ω+1 together with ω − 1 isolated vertices).
Observation 4.2.16. For any two integers n and χ such that 2 ≤ χ ≤ n, there exists
at least one graph G on n vertices with chromatic number χ for which q2(G) = n− 2.
For example, one can take G ∼= SKn,n−χ+1, the complete split graph.
Observation 4.2.17. For any two integers n and α such that 1 ≤ α ≤ n−2, there exists
at least one graph G on n vertices with independent number α for which q2(G) = n− 2.
For example, one can take G ∼= SKn,α, the complete split graph.
Since, the complete characterization of the graphs with second largest signless Lapla-
cian eigenvalue q2 = n − 2 appears to be difficult, it is natural to think of finding or
characterizing minimal graphs with that property. In fact, this problem was posed by
Wang et al. [105]. They suggested the study of that problem after they had proved the
following theorem.
Theorem 4.2.18 ( [105]). Let G be a graph obtained from Kn by deleting at most n−2
edges, or obtained from K2,n−2 by adding some edges. Then q2(G) = n− 2.
In this section, we construct some families of minimal graphs with second largest signless
Laplacian eigenvalue q2 = n− 2.
First note that for any connected graph G on n vertices with 2 ≤ n ≤ 4 such that
G 6∼= S4, q2(G) = n− 2.
In Theorem 4.2.18, Wang et al. stated that for any super graph G of K2,n−2, q2(G) =
n− 2. In fact, K2,n−2 is a minimal graph for q2 = n− 2, as is next proved.
Theorem 4.2.19. The complete bipartite graph K2,n−2 with n ≥ 5 is a minimal graph
for q2 = n− 2.
Proof : To prove the result, it suffices to prove that n − 2 is not a Q–eigenvalue of
K−2,n−2, the graph obtained from K2,n−2 by the deletion of an edge. It is possible to
label the vertices of K−2,n−2 such that its Q–polynomial can be written as
PQ(t) = det



 M NT
N R




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where M is the (n− 3)× (n− 3) diagonal matrix diag(t− 2, t− 2, . . . t− 2), R and N
are the 3× 3 and 3× (n− 3) matrices defined by
R =


t− (n− 3) 0 0
0 t− (n− 2) −1
0 −1 t− 1

 and N =


−1 −1 · · · −1
−1 −1 · · · −1
0 0 · · · 0

 ,
and NT is the transpose of N .
Observe that
NM−1NT =
1
t− 2


n− 3 n− 3 0
n− 3 n− 3 0
0 0 0

 .
Using properties of the determinants (see for example [40, Lemma 2.2.])
PQ(t) = det(M) · det(R−NM−1NT )
= (t− 2)(n−3) ·
∣∣∣∣∣∣∣∣∣
t− (n− 3)− n−3t−2 −n−3t−2 0
−n−3t−2 t− (n− 2)− n−3t−2 −1
0 −1 t− 1
∣∣∣∣∣∣∣∣∣
= t(t− 2)(n−4) · (t3 − 2(n− 1)t2 + (n+ 1)(n− 2)t− n(n− 3)) .
Now, we have
PQ(n− 2) = (n− 2)(n− 4)(n−4) ·
(
(n− 2)3 − 2(n− 1)(n− 2)2
= +(n+ 1)(n− 2)2 − n(n− 3))
= −(n− 2)(n− 4)(n−3).
Thus, PQ(n− 2) 6= 0 for all n ≥ 5. This completes the proof.
The following corollary is a characterization of the bipartite graphs that maximize the
second largest Q–eigenvalue.
Corollary 4.2.20. If G is a connected bipartite graph then q2(G) = n − 2 if and only
if G ∼= Kn−2,2 or G is the path P4.
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Proof :
Let G be a connected bipartite graph. If G ∼= P4, we are done. Thus assume that G 6∼= P4.
If G is the star Sn, then q2(G) = 1.
If G is a subgraph of Kn−2,2, by Theorem 4.2.19, q2(G) ≤ n − 2 with equality if and
only if G ∼= Kn−2,2.
If G is not a subgraph of Kn−2,2 and not the star Sn, there exists an integer k with
3 ≤ k ≤ n/2 and such that G is a subgraph of Kn−k,k. Thus q2(G) ≤ q2(Kn−k,k) =
n− k < n− 2.
Das [41] proved the following theorem.
Theorem 4.2.21 ( [41]). Let G be a connected graph on n ≥ 2 vertices with minimum
degree δ and second largest Q–eigenvalue q2. Then
q2 − δ ≤ n− 3
with equality if and only if G is the kite KIn,n−1.
There was a mistake in the characterization of the extremal graphs of the above
theorem. Within the proof, Das [41] stated ”. . . we have q2(G) = n−2 > n−3 = q2(Kn−1)
. . . we conclude that G is a super graph of Kn−1.”This is not true in general. Indeed, for
n = 4, the path P4 satisfies q2 = n−2 > n−3 = q2(K3), while P4 is not a super graph of
K3. Moreover, P4 is an extremal graph for the bound in Theorem 4.2.21 and P4 6∼= KI4,3.
In fact, the theorem remains true for n ≥ 5. For the case 2 ≤ n ≤ 4, q2 − δ = n − 3
for all graphs with δ = 1, except for the star S4. When n ≥ 5, the result is proved in
the next theorem, which is the characterization of the extremal graphs corresponding
to the bound of Theorem 4.2.21. In addition, these extremal graphs are also minimal
graphs for q2 = n− 2.
Theorem 4.2.22. Let G be a connected graph on n ≥ 2 vertices with minimum degree
δ and second largest Q–eigenvalue q2. If δ = 1 and q2 = n − 2, then G is the path P4,
or G is the kite KIn,n−1..
Proof :
If 2 ≤ n ≤ 3, the only graphs with minimum degree δ = 1 are K2 ∼= KI2,1 and
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P3 ∼= KI3,2, for which the bound is reached.
If n = 4, there are exactly three graphs with δ = 1. They are the star S4, the path P4
and the kite KI4,3. For these graphs, we have q2(P4) = q2(KI4,3) = 2 and q2(S4) = 1.
If n ≥ 5, any graph G on n vertices with δ = 1 which is not KIn,n−1 is a subgraph of H,
the graph obtained from KIn,n−1 by deleting an edge incident to the pending edge, or
of H ′, the graph obtained from KIn,n−1 by deleting an edge not incident to the pending
edge. Thus to be done, and in view of the interlacing theorem, it suffices to prove that
q2(H) < n− 2 and q2(H ′) < n− 2.
It is possible to label the vertices of H such that its Q–polynomial can be written as
PQH (t) = det



 M NT
N R




whereM is the (n−3)×(n−3) matrix of which all diagonal entries are equal to t−(n−2)
and all non-diagonal entries are equal to −1, R and N are 3×3 and 3× (n−3) matrices
defined by
R =


t− (n− 3) 0 0
0 t− (n− 2) −1
0 −1 t− 1

 and N =


−1 −1 · · · −1
−1 −1 · · · −1
0 0 · · · 0

 ,
and NT is the transpose of N . Note that det(M) = PQKn−3 (t − 2) = (t − 2n + 6) ·
(t−n+3)(n−4), where PQKn−3 (t) denotes the Q–characteristic polynomial of Kn−3. The
inverse of M is M−1 = 1aM
′, where a = (t − (n − 3)) · (t − 2(n − 3)) and M ′ is the
(n− 3)× (n− 3) matrix whose diagonal entries are all equal to (t+ 1− 2(n− 3)), and
all the non–diagonal entries are equal to 1. Thus, we have
R−NM−1NT =


t− (n− 3) 0 0
0 t− (n− 2) −1
0 −1 t− 1

− n− 3t− 2(n− 3)


1 1 0
1 1 0
0 0 0

 .
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Therefore, we have
PQH (t) = det(M) · det(R−NM−1NT )
= (t− n+ 3)(n−4) · (t4 − (4n− 11)t3 + (5n2 − 28n+ 38)t2
−(2n− 1)(n− 3)(n− 4)t+ (n− 3)(2n2 − 16n+ 31)) .
Now, evaluating PQH (t) for t = n− 2, we have
PQH (n− 2) = 3n2 − 21n+ 37 > 0
for all n. Thus if G is a subgraph of H, then q2(G) < n− 2.
Consider now the graph H ′. It is possible to label the vertices of H ′ such that its
Q–polynomial can be written as
PQH′ (t) = det



 M NT
N R




whereM is the (n−4)×(n−4) matrix of which all diagonal entries are equal to t−(n−2)
and all non-diagonal entries are equal to −1, R and N are 4×4 and 4× (n−4) matrices
defined by
R =


t− (n− 3) 0 −1 0
0 t− (n− 3) −1 0
−1 −1 t− (n− 1) −1
0 0 −1 t− 1


and
N =


−1 −1 · · · −1
−1 −1 · · · −1
−1 −1 · · · −1
0 0 · · · 0


,
and NT is the transpose of N . Note that det(M) = PQKn−4 (t − 3) = (t − 2n + 7) ·
(t−n+3)(n−5), where PQKn−4 (t) denotes the Q–characteristic polynomial of Kn−4. The
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inverse of M is M−1 = 1aM
′, where a = (t− (n− 3)) · (t− 2(n− 3) + 1) and M ′ is the
(n − 3) × (n − 3) matrix whose diagonal entries are all equal to (t− 2(n − 4)), and all
the non–diagonal entries are equal to 1. Thus, we have
R−NM−1NT =


t− (n− 3) 0 −1 0
0 t− (n− 3) −1 0
−1 −1 t− (n− 1) −1
0 0 −1 t− 1


− n− 4
t− 2n+ 7


1 1 1 0
1 1 1 0
1 1 1 0
0 0 0 0


.
Therefore,
PQ′
H
(t) = det(M) · det(R−NM−1NT )
= (t− n+ 3)(n−5) · (t5 − (5n− 13)t4 + (9n2 − 47n+ 59)t3
−(7n3 − 53n2 + 123n− 79)t2 + (n− 3)(2n3 − 11n2 + 5n+ 32)t
−2(n− 4)(n− 3)3) .
Now, evaluating PQH (t) for t = n− 2, we have
PQ′
H
(n− 2) = −4.
Thus if G is a subgraph of H ′, then q2(G) < n− 2.
In conclusion, in all cases q2(G) < n− 2.
The following lemma, proved by Cvetkovic´ and Simic´ [37], is used in the proof of the
next theorem.
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Lemma 4.2.23 ( [37]). Let G and H be two disjoint graphs. Let u be a vertex of G
and v a vertex of H. Denote by GuvH the graph obtained from G and H by adding the
edge uv, G + v the graph obtained from G by adding the pending edge uv, and H + u
the graph obtained from H by adding the pending edge vu. Then, we have
PQGuvH (t) =
1
t
(
PQG+v(t) · PQH (t) + PQG(t) · PQH+u(t)− (t− 2) · PQG(t) · PQH (t)
)
where PQG(t) denotes the Q–characteristic polynomial of G.
Proposition 4.2.24. For an even integer n ≥ 2, let DKn be the graph obtained from
two disjoint cliques on n/2 vertices each by adding an edge between them. Then DKn
is a minimal graph, among connected graphs, for the property q2 = n− 2.
Proof : First, let us prove that q2(DKn) = n−2. Let e denote the edge connecting the
cliques of DKn. It is easy to see that q1(DKn − e) = q2(DKn − e) = n − 2. Using the
interlacing theorem, q1(DKn − e) = n − 2 ≥ q2(DKn) ≥ q2(DKn − e) = n − 2. Thus,
we have q2(DKn) = n− 2.
Now, it remains to prove that n− 2 is not a signless Laplacian eigenvalue of DK−n , the
graph obtained from DKn by the deletion of an edge other than e. For n = 2 or n = 4,
the result is trivial, so assume that n ≥ 6. Using the notation of Lemma 4.2.23 with G
is the complete graph Kn
2
and H is the graph K−n
2
obtained from Kn
2
by the deletion of
an edge, we have GuvH ∼= DK−n , where uv = e. Thus
PQ
DK
−
n
(n− 2) = 1
n− 2
(
PQKn
2
+v(n−2) · PQK−n
2
(n− 2)
+PQKn
2
(n− 2) · PQ
K
−
n
2
+u
(n− 2)
−(n− 4) · PQKn
2
(n− 2) · PQ
K
−
n
2
(n− 2)
)
.
Since n− 2 is an eigenvalue of Kn
2
but not of Kn
2
+ v or K−n
2
, we have
PQ
DK
−
n
(n− 2) = 1
n− 2
(
PQKn
2
+v(n−2) · PQK−n
2
(n− 2)
)
6= 0.
4.2. On the extremal values of the second largest Q-eigenvalue 129
Thus n− 2 is not an eigenvalue of DK−n . This completes the proof.
Observation 4.2.25. Let a ≥ 2 and b ≥ 2 be integers and n = a+ b− 1. Consider the
graph Ga,b of order n obtained from Ka and Kb by the coalescence of two vertices, one
from each clique. Then q2(Ga,b) = n− 2 with multiplicity 1.
Using the same technique as above, one can calculate the Q–characteristic polyno-
mial of Ga,b, and get
PQGa,b (t) = (t−a+3)
a−2 ·(t−b+3)b−2 ·(t−n+2) ·(t2 − (2n− 3)t+ 4ab+ 8− 6a− 6b) .
It is easy to see that one of the Q–eigenvalues of Ga,b which are solutions of t
2 − (2n−
3)t + 4ab + 8 − 6a − 6b = 0, is greater than n − 3/2, and the other is less than n − 2.
Thus, the Q–eigenvalue q2(Ga,b) = n− 2 is simple.
Theorem 4.2.26. Let a ≥ 2 and b ≥ 2 be integers and n = a + b − 1. The graph Ga,b
is critical with respect to q2 = n− 2 if and only if a 6= b+ 1.
Proof :
Let G1a,b be the graph obtained from Ga,b by deleting an edge from the cliqueKa incident
to the dominating vertex. The Q–characteristic polynomial of G1a,b is
P 1(t) = (t− a+ 2)(a−3) · (t− b+ 2)(b−2) · {t4 + (4a+ 3b− 12)t3
+[(2a2 + 6ab− 25a− 17b+ 49) + (3a+ 2b− 9)n]t2
−(a− 2)[(2a+ 6b− 14)n+ 4ab− 11a− 27b+ 51]t
+2(a− 2)(a+ b− 4)(2ab− 3a− 5b+ 7)} .
After simplifying with the use of Maple software, we get
P 1(n− 2) = (1− b) · (a− b− 1),
which is zero if and only if a = b + 1, i.e., n − 2 is a Q–eigenvalue of G1 if and only if
a = b+ 1.
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Let G2a,b the graph obtained from Ga,b by deleting an edge from the clique Ka not
incident to the dominating vertex. The Q–characteristic polynomial of G2a,b is
P 2(t) = (t− a+ 2)(a−4) · (t− b+ 2)(b−2) · {t5 − (5a+ 3b− 14)t4
+(9a2 + 2b2 + 14ab− 51a− 33b+ 63)t3 − [7a3 + (23b− 66)a2
+(8c2 − 100c+ 160)a− (18c2 − 98c+ 90)]t2 + [2a4 + (16b− 35)a3
+(10c2 − 99c+ 137)a2 − (40c2 − 170c+ 138)a+ (36c2 − 56c− 40)]t
−2(a− 2)[(2b− 3)a3 + (2c2 − 12c+ 14)a2 − (7c2 − 12c+ 4)a
+(4c2 + 16c− 32)]} .
We have
P 2(n−2) = P 2(a+b−3) = 2(b−1)(a−3)·(a−1)(b−2)·[(c+1)a2−(2c2+2c+4)a+(c3+3c2−2c+4)].
The above expression is not zero for all integers a and b such that a, b ≥ 2. Thus n− 2
is not a Q–eigenvalue of G2a,b.
To conclude, Ga,b is critical for the property q2 = n− 2 except for a = b+ 1.
4.2.4 Simplification de la preuve a` l’aide de re´sultats ulte´rieurs
La preuve de ces re´sultats peut eˆtre simplifie´e a posteriori, a` l’aide du the´ore`me 4.0.2.
Le graphe biparti complet K2,n−2 a pour comple´mentaire l’union (disjointe) d’une
clique sur n − 2 sommets et d’une areˆte. Il a bien une composante connexe bipartie
e´quilibre´e, l’areˆte K1,1, on a bien q2
(
Kn
2
,n
2
)
= n − 2. Supprimer une areˆte dans G,
e´quivaut a` ajouter une areˆte dans G¯. Le graphe G¯ devient alors connexe et non biparti
et q2 6= n− 2.
Le comple´mentaire de DKn est le graphe biparti complet moins une areˆte Kn
2
,n
2
−e.
C’est un graphe biparti e´quilibre´ donc q2 (DKN ) = n − 2. Supprimer l’areˆte entre
les deux cliques entraine la se´paration du graphes en deux composantes. Supprimer une
areˆte dans une des cliques revient a` ajouter une areˆte dans un des ensembles de sommets
inde´pendants de G¯ et le graphe re´sultant de cette transformation n’est pas biparti. Le
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Figure 4.12 – K2,6 et son complement
graphe DKn est donc critique pour la proprie´te´ q2 = n− 2
Figure 4.13 – DK12 and its complement
Enfin le comple´mentaire du graphe Ga,b est l’union du graphe biparti complet
Ka−1,b−1 et d’un sommet isole´. Il a donc deux composantes biparties Ka−1,b−1 et K1,0
et q2 (Ga,b) = n − 2. Supprimer une areˆte revient a` ajouter une areˆte dans G¯ entre le
sommet isole´ et Ka−1,b−1. Le graphe obtenu est connexe et biparti, on peut supposer,
sans perte de ge´ne´ralite´ que ses ensembles stables ont respectivement a−1 et b sommets.
A` moins que a = b+1, ce n’est pas un graphe biparti e´quilibre´ et Ga,b est critique pour
la proprie´te´ q2 = n− 2.
Figure 4.14 – G6,6 and its complement
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4.3 Graphes peu denses maximisant la se´paration du La-
placien sans signe
Des conjectures de la forme AGX1 concernant la seconde plus grande valeur propre du
Laplacien sans signe, pour tous les graphes a` n sommets ou pour des familles infinies
de graphes, ont e´te´ ge´ne´re´es a` l’aide d’AutoGraphiX et soumises a` la communaute´
scientifique [2,34]. Elles impliquent majoritairement q2 et un invariant de degre´ ou une
valeur propre du Laplacien ou du Laplacien sans signe. Elles sont maintenant toutes
re´solues.
The´ore`me 4.3.1. Soit G un graphe connexe a` n ≥ 4 sommets, soit q2 la seconde plus
grande valeur propre du Laplacien sans signe, λ1 la plus grande valeur propre de la
matrice d’adjacence, a la connectivite´ alge´brique, δ, d¯ et ∆ respectivement, les degre´s
minimum, moyen et maximum. Alors
• q2 − d¯ ≥ −1, avec e´galite´ si et seulement si G = Kn, [41]
• q2 − d¯ ≤ n− 6 + 8/n, avec e´galite´ si et seulement si G = Kn−2,2,
• q2 − δ ≥ −1, avec e´galite´ si et seulement si G = Kn, [41]
• q2 − δ ≤ n− 3, avec e´galite´ si et seulement si G = Kin,n−1, [41]
• ∆− q2 ≤ n− 2, avec e´galite´ si et seulement si G = Sn,
• q2 − λ1 ≥ 1−
√
n− 1, avec e´galite´ si et seulement si G = Sn, [42]
• q2 − λ1 ≤ n− 2−
√
2n− 4, avec e´galite´ si et seulement si G = Kn−2,2, [42]
• q2 − a ≥ −2, avec e´galite´ si et seulement si G = Kn, [37]
• si G 6= Knalors q2 − a ≥ 0. [37,41]
Une question ouverte par les the´ore`mes 4.2.12 et 4.2.13 est de savoir quel graphe
maximise l’e´cart entre les deux plus grandes valeurs propres de Q pour n et m donne´s.
Au vu des re´sultats obtenus pour les arbres, les graphes unicycliques et bicycliques,
on a avance´ la proprie´te´ suivante concernant la se´paration du Laplacien sans signe.
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Theorem 4.3.2. Soit G(n,m) l’ensemble des graphes connexes a` n ≥ 7 sommets et m
areˆtes, avec m ≤
⌊
3(n−1)
2
⌋
. Soit G∗ ∈ G(n,m), q1(G∗)− q2(G∗) = max
G∈G
q1(G)− q2(G) si
et seulement si G∗ est le papillon a` n sommets et m areˆtes.
Preuve : Les cas m = n − 1 et m = n sont de´ja` connus. On s’inte´resse donc
uniquement aux cas n+ 1 ≥ m ≤
⌊
3(n−1)
2
⌋
. Soit G = (V,E) un graphe a` n sommets et
n+ 1 ≥ m ≤
⌊
3(n−1)
2
⌋
areˆtes, on a :
q1 ≤ max
v∈V
dv +mv
≤ max
v∈V
dv +
3(n− 1)− dv − (n− 1− dv)
dv
≤ max
v∈V
dv +
2(n− 1)
dv
Cette fonction est croissante pour tout dv ≥ 1 donc q1 ≤ n + 1, pour tout les valeurs
entie`res de n.
Pour tous les papillons a` au moins deux triangles, q1 > ∆ + 1 = n et q2 = 3, la
valeur maximale de l’e´cart q1−q2 est strictement supe´rieure a` n−3. En conse´quence, les
graphes satisfaisant q2 ≥ 4 sont des sous-graphes interdits pour la proprie´te´ G maximise
q1 − q2 sous la contrainte m ≤
⌊
3(n−1)
2
⌋
.
Montrons pre´alablement que si G est un graphe a` n ≥ 9 sommets et m ≥ n+1 areˆte
qui maximize l’e´cart alors G a un sommet dominant. D’abord, si ∆(G) ≤ n− 3 alors
q1 ≤ max
v∈V
dv +
2(n− 1)
dv
≤ n− 3 + 2(n− 1)
n− 3
≤ n− 1 + 4
n− 3
et q1 − q2 ≤ n− 3 pour tout n ≥ 7 n’est pas maximal.
Si ∆(G) = n−2 et siG n’est pas une libellule, alors l’un des graphesG′8,1,G′8,2,G′8,3 et
G′8,4, est un sous graphe de G, d’ou` q2(G) ≥ min(q1(G′8,1), q1(G′8,2), q1(G′8,3), q1(G′8,4)) >
3, 316.
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Figure 4.15 – G′8,1 −−G′8,4
Dans le premier cas, comme pour tout n ≥ 9,
q1 ≤ max
v∈V
dv +
2(n− 1)
dv
≤ n− 3 + 2(n− 1)
n− 2
≤ n+ 2
n− 2
≤ n+ 2
7
on a alors q1 − q2 < n − 3 et l’e´cart n’est pas maximal pour un tel graphe. Les cas
n = 7 et n = 8 sont traite´s par e´nume´ration. Les cas n = 7 et n = 8 sont traite´s par
e´nume´ration. Ils ne sont pas maximaux.
Si G est une libellule qui n’a pas de sommet dominant, alors un chemin de longueur
2 est rattache´ au sommet principal.Soit p, u et v respectivement le sommet principal
de degre´ n − 2, l’extreˆmite´ du chemin et le sommet interme´daire de degre´ 2. On a le
syste`me d’e´quations aux valeurs propres suivant :
(n− 2)xp + xv + C = q1xp (4.3)
2xv + xp + xu = q1xv (4.4)
xu + xv = q1xv (4.5)
(4.6)
ou` xp, xu, x et C sont des re´els strictement positifs. On de´duit tre`s facilement des
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e´quations (4.5) et (4.6) que xv > xu. En soustrayant (4.5) a` (4.4) on obtient
(n− 2)xp − xv − xu + C = q1(xp − xv)
(n− 2)xp − 2xv < q1(xp − xv)
(n− 4)xp < (q1 − 2)(xp − xv).
On en de´duit que xp > xv et la rotation de l’areˆte uv autour de u vers la position up
augmente strictement la valeur de q1, tandis que q2 est constant et e´gal a` 3. L’e´cart
n’est donc pas non plus maximal pour un tel graphe.
Un graphe maximal pour l’e´cart entre les deux plus grandes valeurs propres du
Laplacien sans signe, pour les valeurs de n et m e´nonce´es a donc un sommet dominant.
De plus, son second plus haut degre´ ∆2 est ne´cessairement infe´rieur ou e´gal a` 3 et le
troisie`me, ∆3, infe´rieur ou e´gal a` 2. Dans le cas contraire on aurair q2 ≥ 4, ce qui est
interdit.
Pour n et m donne´s, il reste donc deux cas a` e´tudier : le papillon Bm−n+1,3(n−1)−2m
et le graphe Fn,m obtenu a` partir du papillon Bm−n+2,3(n−1)−2m+2 en ajoutant une areˆte
entre un triangle et un sommet pendant.
Figure 4.16 – B4,3 Figure 4.17 – F11,14
Pour toutes les valeurs de n ≥ 8 et m ≥ n + 1, Fn,m a pour sous-graphe F8,9, d’ou`
q2(Fn,m) ≥ q2(F8,9) > 3.49. Par ailleurs si n est pair, alors pour tout m ≤
⌊
3(n−1)
2
⌋
,
Fn,m est un sous graphe de Fn,
⌈
3(n−1)
2
⌉. Si n est pair, le diviseur du line graph de Fn, 3n−2
2
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est
D =


n− 5 2 1 0 1
n− 4 1 1 1 0
n− 4 2 0 2 0
0 1 1 1 0
2 0 0 0 0


.
La plus grande valeur propre de cette matrice est n− 2 < d1 < n− 2+ 3,5n , on en de´duit
donc que q1(Fn,m) < n− 2+ 3,5n . Pour tout n ≥ 7 pair, on a donc q1(Fn,m)− q2(Fn,m) <
n− 3.
Figure 4.18 – F10,14 Figure 4.19 – Line graph de F10,14
Si n est pair, le diviseur du line graph de Fn, 3n−2
2
est
D =


n− 6 2 1 0 1 1
n− 5 1 1 1 0 1
n− 5 2 0 2 0 1
0 1 1 1 0 0
2 0 0 0 0 0
n− 5 2 1 0 0 0


.
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La plus grande valeur propre de cette matrice est n− 2 < d1 < n− 2+ 3,1n , on en de´duit
donc que q1(Fn,m) < n−2+ 3,1n . Pour tout n ≥ 7, on a donc q1(Fn,m)−q2(Fn,m) < n−3,
et ce graphe n’est donc pas maximal pour l’e´cart.
On peut donc conclure que q1− q2 est maximum pour le papillon Bm−n+1,3(n−1)−2m
pour n et m ≤
⌊
3(n−1)
2
⌋
donne´s.
Il est e´vident que, pour m = n(n−1)2 et m =
n(n−1)
2 − 1, les graphes qui maximisent
q1 − q2 sont respectivement le graphe complet et le graphe complet moins un areˆte,
puisque que ce sont les seuls a` avoir ce nombre d’areˆtes. Pour les autre valeurs de n
et m , la question reste ouverte et aucune conjecture n’a pu eˆtre formule´e a` l’aide
d’AutoGraphiX. Il semble que la se´paration du Laplacien sans signe admette beaucoup
d’optima locaux, ce qui rend inefficace la recherche a` voisinages variables.
4.4 Conclusion
On a obtenu une caracte´risation des graphes connexes avec une seconde plus grande
valeur propre du Laplacien sans signe au plus 3, qui, pourvu qu’ils aient au moins
7 sommets, appartiennent tous a` la famille des libellules. On a ensuite de´montre´ que
ces graphes ve´rifient deux proprie´te´s fortes, ils sont de´termine´s par le spectre de leur
Laplacien sans signe et s’ils appartiennent a` la sous-famille des papillons, ce sont les
seuls graphes a` maximiser la se´paration du Laplacien sans signe pour un nombre de
sommets et un nombre d’areˆtes, suffisamment faible, donne´s. Une partie de ces re´sultats
et les techniques de preuves ont e´te´ repris par Li et al. re´cemment pour la seconde plus
grande valeur propre du Laplacien ordinaire µ2 [83]. Ils y montrent que les graphes a`
plus de 7 sommets satisfaisant µ2 ≤ 3, sont les meˆmes que dans le cas du Laplacien sans
signe et sont carate´rise´s par le spectre de leur Laplacien et que les papillons sont aussi
les graphes maximaux, parmi les graphes unicycliques et bicycliques, pour la se´paration
du Laplacien. Le cas plus ge´ne´ral des graphes peu denses maximisant la se´paration du
Laplacien reste ouvert.
Nous avons aussi e´tudie´ les graphes qui maximisent la seconde plus grande valeur
propre du Laplacien sans signe. En particulier, nous avons construit des familles de
graphes minimaux pour la proprie´te´ de maximisation de cette valeur propre. Ces re´sul-
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tats sont confirme´s et comple´te´s par le re´cent article De Lima et Nikiforov [43] donnant
une caracte´risation comple`te des graphes maximisant la seconde plus grande valeur
propre du Laplacien sans signe.
Chapitre 5
Conclusion
A` l’issue de cette the`se, nous espe´rons avoir convaincu le lecteur, d’une part de l’inte´reˆt
de l’e´tude du spectre du Laplacien sans signe et d’autre part de l’utilite´ des logiciels
d’aide a` la recherche de conjecture.
Dans la premie`re partie de cette the`se, nous avons obtenu des conjectures de la forme
1 d’AGX pour l’index du Laplacien sans signe, a` l’aide du logiciel AutoGraphiX. Parmi
les 59 conjectures non-triviales ge´ne´re´es, plus des deux tiers se sont re´ve´le´es exactes et
sont aujourd’hui prouve´es.
Cette premie`re e´tude exploratoire a permis d’obtenir des intuitions sur le Laplacien
sans signe, notamment la forme des graphes extreˆmes avec un invariant de distance
fixe´ mais aussi une ine´galite´ impliquant q1 et le nombre chromatique d’une forme plus
exotique ainsi qu’une conjecture, prouve´e depuis impliquant le nombre de clique. De plus
c’est en cherchant, toujours a` l’aide d’AGX, les graphes extreˆmes pour e´cart q1 − q2,
que nous avons observe´ de redondances de formes de ces graphes extreˆmes. Les familles
ainsi obtenues sont en fait celles dont le valeur de q2 est infe´rieure ou e´gale a` 3 et qui
sont de´termine´es par leur spectre.
Insistons aussi sur le fait que l’outil de calcul interactif d’un invariant graphique a
e´te´ d’un grand secours pour ve´rifier des intuitions sur les nombreux cas particuliers des
preuves pre´sente´es dans cette the`se.
Du point de vue de la the´orie des graphes, nous avons de´termine´ des familles de
graphes pour lesquelles le spectre du Laplacien sans signe suffit a` de´terminer le graphe.
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Nous avons aussi trouve´ des familles de graphes extreˆmes pour q1 lorsque certains inva-
riants de distance sont fixe´s. Ces familles de graphes extreˆmes sont de´termine´es par q1,
le nombre de sommets et l’invariant donne´. Dans les deux cas, les familles de graphes
de´termine´es sont les meˆmes que pour le spectre de la matrice d’adjacence.
Tous les re´sultats pre´sente´s dans cette the`se ont e´te´ publie´s, dans des revues scien-
tifiques pour les chapitres 2 et 4, [14, 68, 69], dans un rapport technique pour le cha-
pitre 3, [89]. Ceux qui ont e´te´ publie´s dans des revues ont e´te´ augmente´s par d’autres
chercheurs en the´orie de graphes, te´moignant de l’inte´reˆt qu’ils ont suscite´ dans cette
communaute´ scientifique. Le dernier article e´crit [89] est trop re´cent pour avoir e´te´
commente´.
Enfin, nous insisterons sur le fait que les re´sultats pre´sente´s dans cette the`se vont
dans le sens de l’intuition e´mise par Cvetkovic´, selon laquelle, le Laplacien sans signe ne
de´termine pas moins de graphes que la matrice d’adjacence et le Laplacien [35]. Cette
observation conjugue´e avec celles de Cvetkovic´ sur les petits graphes [35] et les nombreux
re´sultats de la litte´rature publie´es sur le Laplacien sans signe devraient e´veiller l’inte´reˆt
du lecteur pour l’e´tude du spectre de cette matrice.
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By the end of this manuscript, we hope that the reader is convinced, on the one hand,
of the interest of studying the signless Laplacian spectrum, and on the other hand, of
the usefulness of conjecture-making softwares.
In the first part of this thesis, we have obtained conjectures of AGX form 1 for the
index of the signless Laplacian. Among the 59 non-trivial conjectures generated, more
than two thirds have now been proven.
This first exploratory study allowed us to get intuitions about the signless Laplacian,
in particular on the families of extremal graphs with a given distance invariant. It also
allowed us to formulate an interesting inequality involving q1 and the chromatic number,
and another involving q1 and the clique number. Moreover, using AGX to get insights
on the value of the signless Laplacian spectral gap, q1−q2, we observed redundancies on
the structures of the extremal graphs. This way, we identified families of graphs that are
indeed those having a second largest signless Laplacian eigenvalue q2 smaller or equal
to 3 and are determined by this spectrum.
Let us insist on the fact that the interactive tool for graph invariants computation of
AGX have been very helpful to verify intuitions, as well as for solving the many singular
cases appearing along the proofs presented in this thesis.
Regarding graph theory results, we have determined families of graphs in which
each graph is fully determined by its signless Laplacian spectrum. We also have found
families of extremal graphs for q1 when some distance invariants are given. Those families
are determined by q1, the number of vertices of the graph and the value of the given
invariant. In both cases, the families of graphs determined by this spectrum are the
same as those determined by the spectrum of the adjacency matrix .
All results presented in this thesis have been published, in scientific reviews, for
chapters 2 and 4, [14, 68, 69], and in a technical report, for chapter 3, [89]. Some have
already been extended by researchers.
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Finally, we would like to insist on the fact that the results of this thesis support
the intuition of Dragos Cvetkovic´, stating that the signless Laplacian spectrum does
not determine less graphs than the adjacency matrix or the Laplacian matrix [35]. This
observation together Cvetkovic´’s concerning small graphs [35] and the various results
concerning signless Laplacian in the literature should arouse the interest of the reader
in the study of the spectrum of this matrix.
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Annexe A
Signless Laplacian spectra of some
particular graphs
A.1 Computation of the spectrum of SKn,α
Recall that the complete split graph SKn,α is a graph obtained from an empty graph on
α vertices and a clique on n− α vertices by adding all edges between them. Its signless
Laplacian matrix Q is the matrix on n rows and n columns defined by :
Q =


n− α 0 · · · 0 1 1 · · · 1
0 n− α . . . ... ... ... . . . ...
...
. . .
. . . 0 1 1 · · · 1
0 · · · 0 n− α 1 1 · · · 1
1 · · · 1 1 n− 1 1 · · · 1
1 · · · 1 1 1 n− 1 . . . ...
...
. . .
...
...
...
. . .
. . . 1
1 · · · 1 1 1 · · · 1 n− 1


.
Let λ be an eigenvalue of Q and x = x1, x2, . . . xn be a corresponding eigenvector. The
eigenvalues equations give
λxi = (n− α)xi +
n∑
j=α+1
xj , for i = 1, 2, . . . , α (A.1)
λxi = (n− 2)xi +
n∑
j=1
xj , for i = α+ 1, . . . , n (A.2)
If λ 6= n − α and λ 6= n − 2, then xi = xj for all i, j = 1, . . . , α and for all
i, j = α + 1, . . . , n. Hence λ satisfy the eigenvalues equation if and only if λ is an
eigenvalue of

 n− α n− α
α 2n− 2− α

 .
Computation gives the following roots : 3n/2− α− 1−√n2 + 4nα− 4α2 − 4n+ 4,
and 3n/2− α− 1 +√n2 + 4nα− 4α2 − 4n+ 4.
Assume that α 6= 2 and α 6= 1.
If λ = n − α, then ∑nj=α+1 xj = 0 and xi = xj for all i, j = α + 1, . . . , n. Hence
xi = 0 for all i = α+1, . . . , n. Moreover
∑α
j=1 xj = 0. Then n−α is an eigenvalue with
multiplicity α− 1.
If λ = n − 2, then ∑nj=1 xj = 0 and xi = xj for all i, j = 1, 2, . . . , n − α. Hence∑n
j=α+1 xj = −αxi for all i = 1, . . . , α. Which lead to xi = 0, for all i = 1, . . . , α. Then
n− 2 is an eigenvalue with multiplicity n− α− 1.
Now assume that α = 2. If λ = n− 2 then the eigenvalue equations are∑nj=1 xj = 0
and
∑n
j=α+1 xj = 0. Hence n− 2 is an eigenvalue with multiplicity n− 2.
If α = 1, then we consider the complete graph whose signless Laplacian spectrum is
well-known.
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A.2 Computation of the spectrum of a complete tripartite
graph
Let G be a complete tripartite graph with independent sets of order p, q and r. Let λ
be an eigenvalue of its signless Laplacian Q and x = x1, x2, . . . xn be a corresponding
eigenvector. The eigenvalues equations give
λxi = (n− p)xi +
n∑
j=p+1
xj , for i = 1, 2, . . . , p (A.3)
λxi = (n− q)xi +
p∑
j=1
xj +
n∑
j=p+q+1
xj , for i = p+ 1, . . . , p+ q (A.4)
λxi = (n− r)xi +
p+q∑
j=1
xj , for i = p+ q + 1, . . . , n (A.5)
If λ 6= n − p, λ 6= n − q and λ 6= n − r, then xi = xj for all i, j = 1, . . . , p, for all
i, j = p+ 1, . . . , p+ q and for all i, j = p+ q + 1, . . . , n. Hence λ satisfy the eigenvalues
equation if and only if λ is an eigenvalue of
M =


n− p q r
p n− q r
p q n− r

 .
The characteristic polynomial ofM is p(λ) = −λ3+2nλ2−n2λ+4pqr, with p+q+r =
n. Under the constraint p + q + r = n, pqr is maximum for p = q = r = n/3. As
p1(λ) = −λ3+2nλ2−n2λ+4(n/3)3 = (n/3−λ)2(4n/3−λ) and p2(λ) = −λ3+2nλ2−
n2λ = −l(n− λ)2, we know that the roots x1 ≥ x2 ≥ x3 of p are such as x1 ∈ [n, 4n/3],
x1 ∈ [n/3, n] and x3 ∈ [0, n/3].
The other possible eigenvalues are n−p, n−q, and n−r. Hence, obviously the index
q1 of Q satisfies q1 ∈ [n, 4n/3].
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A.3 Computation of the spectrum of S+n
Recall that S+n is the graph on n vertices obtained from the star Sn by adding an edge.
Its signless Laplacian matrix Q is the matrix on n rows and n columns defined by :
Q =


1 0 · · · 0 1 0 0
0 1
. . .
...
...
...
...
...
. . .
. . . 0 1 0 0
0 · · · 0 1 1 0 0
1 · · · 1 1 n− 1 1 1
0 · · · 0 0 1 2 1
0 · · · 0 0 1 1 2


Then
Q− λI =


1− λ 0 · · · 0 1 0 0
0 1− λ . . . ... ... ... ...
...
. . .
. . . 0 1 0 0
0 · · · 0 1− λ 1 0 0
1 · · · 1 1 n− 1− λ 1 1
0 · · · 0 0 1 2− λ 1
0 · · · 0 0 1 1 2− λ


Let ri denotes the i-th row of Q− λI. By adding 11−λ
∑n−3
i=1 ri to the n− 2-th row,
we obtain the following matrix which has the same determinant as Q− λI.


1− λ 0 · · · 0 1 0 0
0 1− λ . . . ... ... ... ...
...
. . .
. . . 0 1 0 0
0 · · · 0 1− λ 1 0 0
0 · · · 0 0 n− 1− λ− n−31−λ 1 1
0 · · · 0 0 1 2− λ 1
0 · · · 0 0 1 1 2− λ


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Hence, the eigenvalues of Q are (1)n−3 and the roots of the determinant of


n− 1− λ− n−31−λ 1 1
1 2− λ 1
1 1 2− λ


i.e. the roots of the polynomial,
p(λ) = −λ3 + (n+ 3)λ2 − 3nλ+ 4.
Computing does not lead to usable values, so we only find an upper bound for q1,
where q1 denotes the index of Q.
It is well known the second largest eigenvalue of a graph on n vertices is no more
than n− 2. Hence, if λ > n− 2 and p(λ) < 0 then λ > q1.
Let λ = n+ 1/2n,
p(n+
1
2n
) = −n− 11
2
− 1
2n
+
3
4n2
− 1
8n3
.
For n ≥ 11, p(n+ 1/(2n)) < 0. Hence, for all n ≥ 11, q1 < n+ 1/(2n).
A.4 Computation of the spectrum of Kin,n−1
Recall that Kin,n−1 is the graph on n vertices obtained from the complete graph on
n− 1 vertices by adding a pending vertex. Its signless Laplacian matrix Q is the matrix
on n rows and n columns :
Q =


n− 2 1 · · · 1 1 0
1 n− 2 . . . ... ... ...
...
. . .
. . . 1 1 0
1 · · · 1 n− 2 1 0
1 · · · 1 1 n− 1 1
0 · · · 0 0 1 1


Then
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Q− λI =


n− 2− λ 1 · · · 1 1 0
1 n− 2− λ . . . ... ... ...
...
. . .
. . . 1 1 0
1 · · · 1 n− 2− λ 1 0
1 · · · 1 1 n− 1− λ 1
0 · · · 0 0 1 1− λ


Let ri denotes the i-th row of Q − λI. By adding 12n−5−λ
∑n−2
i=1 ri to the n − 1-th
row, we obtain the following matrix which has the same determinant as Q− λI.


n− 2− λ 1 · · · 1 1 0
1 n− 2− λ . . . ... ... ...
...
. . .
. . . 1 1 0
1 · · · 1 n− 2− λ 1 0
0 · · · 0 0 n− 1− λ− n−22n−5−l 1
0 · · · 0 0 1 1− λ


.
Hence, the eigenvalues of Q are (n− 3)n−3 and the roots of
p(λ) = (2n− 5− λ)
∣∣∣∣∣∣
n− 2− λ− n−22n−5−l 1
1 1− λ
∣∣∣∣∣∣ .
Computation gives the following roots for p : (n−3/2−√4n2 − 20n+ 33/2)1, (n−2)1
and (n− 3/+√4n2 − 20n+ 33/2)1.
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Annexe B
Conjectures for the second largest
eigenvalue of the signless Laplacian
B.1 Bounds using degree invariants
Conjecture B.1.1. Let G be a connected non-bipartite graph on n vertices with signless
second largest Laplacian eigenvalue q2 and maximum degree ∆. Then
4 + 2 cos
2pi
n
≤ q2 +∆ (B.1)
q2/∆ ≤ 1 + 1 cos 2pi
n
, if n ≥ 13 (B.2)
4 + 4 cos
2pi
n
≤ q2 ·∆ (B.3)
The upper bound for (B.2) is attained by the cycle Cn and the path Pn, for n ≥ 13.
If n is even, q2 −∆ is maximum for and only for the graph G1 obtained from two
disjoint cliques on n/2 vertices by switching two edges rs and uv to the position of the
non edges ru and sv and the graph obtained from G1 by deleting an edge joining the two
maximum cliques.
If n is odd, q2 − ∆ is maximum for and only for the graph G1 obtained from two
disjoint cliques on ⌊n/2⌋ vertices by adding a vertex labelled v, deleting an edge in each
clique and joining its end vertices to the vertex v.
The lower bounds for (B.1) and (B.3) are attained by the cycle Cn and the path Pn.
Conjecture B.1.2. Let G be a connected non-bipartite graph on n vertices with signless
second largest Laplacian eigenvalue q2 and minimum degree δ. Then
−1 ≤ q2 − δ, (B.4)
n− 2
n− 1 ≤ q2/δ. (B.5)
The lower bound for (B.4) and (B.5) is attained by and only by the complete graph
Kn.
Conjecture B.1.3. Let G be a connected non-bipartite graph on n vertices with signless
second largest Laplacian eigenvalue q2 and average degree d¯. Then
−1 ≤ q2 − d¯ ≤ n− 6 + 8
n
(B.6)
n
2(n− 2) ≤ q2/d (B.7)
The upper bound for (B.6) is attained by and only by the complete bipartite graph
Kn−2,2. Moreover, q2 − d¯ is maximum for the double star obtained from two stars on
⌈n2 ⌉ vertices by coalescing two vertices when n is odd, and for a graph obtained from two
stars on n2 + 1 vertices by coalescing two pending vertices of a star with two pending
vertices of the other when n is even.
The lower bounds for (B.6) is attained by and only by the complete graph Kn. The
lower bounds for (B.7) is attained by and only by the star Sn.
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B.2 Bounds using metric invariants
Conjecture B.2.1. Let G be a connected non-bipartite graph on n vertices with signless
second largest Laplacian eigenvalue q2 and average distance l¯. Then
−1 + 2n if n ≤ 12
2 + 2 cos 2pin − n+13 if n ≥ 13

 ≤ q2 − l¯ (B.8)
3− 2
n
≤ q2 + l¯ ≤ n− 4
n
+
4
n(n− 1) (B.9)
n
2n− 2 ≤ q2/l¯ (B.10)
2− 2
n
≤ q2 · l¯ (B.11)
The upper bound for (B.9) is attained by and only by the complete bipartite graph
Kn−2,2.
The lower bound for (B.8) is attained by and only by the star Sn when n ≤ 12, and
the path Pn when n ≥ 13. The lower bounds for (B.9), (B.10) and (B.11) are attained
by and only by the star Sn.
Conjecture B.2.2. Let G be a connected non-bipartite graph on n vertices with second
largest signless Laplacian eigenvalue q2 and average distance l¯. Then
2 + 2 cos
2pi
n
− (n− 1) ≤ q2 −D (B.12)
3 ≤ q2 +D ≤ n+ 1 + 2 cos 2pi
n
(B.13)
1
2 if 4 ≤ n ≤ 7
2+2 cos(2pi/n)
n−1 if n ≥ 8

 ≤ q2/D (B.14)
2 ≤ q2 ·D (B.15)
The upper bound for (B.13) is attained by and only by the path Pn.
The lower bound for (B.12) is attained by and only by the path Pn . The lower bound
for (B.14) is attained by and only by the star Sn when 4 ≤ n ≤ 7, and the path Pn when
n ≥ 8. The lower bounds for (B.13) and (B.15) are attained by and only by the star Sn.
Conjecture B.2.3. Let G be a connected non-bipartite graph on n vertices with signless
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second largest Laplacian eigenvalue q2 and radius r. Then
q2 + r ≤ n (B.16)
(B.17)
The bound is attained by the complement of a perfect matching if n is even and by the
complement of a perfect matching on n − 1 vertices and one additional pendant vertex
is n is odd.
Moreover for all n ≥ 8, q2− r and q2/r are minimum for the path Pn if n is odd and
by the graph obtained by the path Pn−1 by adding a pendant vertex at one of the central
vertices, if n is even.
Conjecture B.2.4. Let G be a connected graph on n ≥ 4 vertices with signless Lapla-
cian index q1 and average eccentricity ecc. Then
2 + 2 cos pin − 3n−24 if n is even
2 + 2 cos pin − (3n+1)(n−1)4n if n is odd

 ≤ q2 − ecc ≤ n− 3, (B.18)
3− 1/n ≤ q1 + ecc (B.19)
8+8 cos(pi/n)
3n−2 if n is even
8n+8n cos(pi/n)
(3n+1)(n−1) if n is odd

 ≤ q2/ecc ≤ n− 2. (B.20)
2− 1/n ≤ q2 · ecc (B.21)
The lower bounds for (B.18) and (B.20) are attained by and only by the path Pn.
The upper bounds for (B.18), (B.19) and (B.20) are attained by and only by the
complete graph Kn.
Moreover q2+ecc is maximum for the graph obtained from two cliques of order ⌈n/2⌉
by deleting respectively one edge, linking a vertex of lower degree of one clique to a vertex
of lower degree of the other by an edge and contracting this edge if n is odd.
Conjecture B.2.5. Let G be a connected graph on n ≥ 4 vertices with signless Lapla-
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cian index q1 and proximity Π. Then
0 if n ≤ 14
2 + 2 cos pin − (3n+1)(n−1)4n if n ≥ 15 is odd
2 + 2 cos pin − 3n−24 if n ≥ 16 is even


≤ q2 −Π ≤ n− 3, (B.22)
q1 +Π ≤ 2n− 1, (B.23)
1 if n ≤ 14
8n+8n cos(pi/n)
(3n+1)(n−1) if n is odd
8+8 cos(pi/n)
3n−2 if n is even


≤ q2/Π ≤ n− 2. (B.24)
The lower bounds for (B.22) and (B.24) are attained by and only by the star Sn if
n ≤ 14 and the path Pn otherwise .
The upper bounds for (B.22) and (B.24) are attained by any graph with at least two
dominant vertices.
Moreover, if n is even, q2 + Pi is maximum for the graph obtained from two cliques
of order ⌈n/2⌉ by deleting respectively one edge and linking a vertex of lower degree of
one clique to a vertex of lower degree of the other by an edge. If n is odd, q2 + Pi is
maximum for the complementary of of a perfect matching and an edge.
q2 · Pi is maximum for the graph obtained from two cliques of order ⌊n/2 − 1⌋ by
linking by a path on the remaining vertices.
B.3 Bounds using connectivity invariants
We next consider bounds involving q1 and three well-known connectivity invariants :
vertex connectivity ν, edge connectivity κ, and algebraic connectivity a.
Proposition B.3.1. Let G be a connected graph on n ≥ 4 vertices with signless Lapla-
cian index q1 and edge connectivy κ. Then
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2 ≤ q1 − κ ≤ n− 5
2
+
√
4n2 − 20n+ 33
2
, (B.25)
3 + 2 cos
pi
n
≤ q1 + κ ≤ 2n− 1, (B.26)
2 ≤ q1/κ ≤ n− 3
2
+
√
4n2 − 20n+ 33
2
, (B.27)
2 + 2 cos
pi
n
≤ q1 · κ ≤ 2(n− 1)2. (B.28)
The lower bound for (B.25) is attained by and only by the cycle Cn. The lower bounds
for (B.26) and (B.28) are attained by and only by the path Pn. The lower bounds for
(B.27)is attained by Cn,Kn for all n, the complete bipartite graph Kn/2,n/2, when n is
even, and possibly others.
The upper bounds for (B.26) and (B.28) are attained by and only by the complete
graph Kn. The upper bounds for (B.25) and (B.27) are attained by and only by the kite
Kin,n−1.
Proof :
(a) The lower and upper bounds for (B.26) and (B.28) and the characterizations of
the corresponding extremal graphs are immediate.
(b) Upper bound for (B.25) and (B.27). Let G be a connected graph on n vertices.
If κ = 1, then q1 is maximum for a graph consisting in two cliques linked by
an edge. Indeed, for any graph with κ = 1 it is possible to obtain such a graph
and increase q1 by adding edges, then it is not possible to add an edge without
changing κ.
Let ω be the cardinality of the maximum clique of this graph, from lemma 2.1.6
we have q1 < max(di+dj) = n+ω−2. Then, for ω ≤ n−2, q1 < 2n−4. Moreover,
by the interlacing theorem, q1(Kin,n−1) > q1(Kn−1) = 2n − 4. Hence, for ν = 1,
q1 is maximum for Kin,n−1.
If κ ≥ 2, then q1/κ ≤ n− 1. This completes the proof for (B.27).
If κ = 2, then q1 is maximum for a graph obtained from two cliques on n1 and
n2 vertices (n = n1 + n2), by adding two edges. We have q1 ≤ max(di +mi) =
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n1 + ((n1 − 1)2 + 2(n − n1)/(n1 + 1), or q1 ≤ max(di +mi) = n1 + ((n1 − 1)2 +
n − n1 + 1/n1, which are both maximum for n1 = n − 1. Then, for κ = 2,
q1 − κ ≤ 2n− 5 + 3/(n− 1) ≤ n− 5/2 +
√
4n2 − 20n+ 33/2.
If κ ≥ 3, then q1/κ ≤ 2n− 5. This completes the proof for (B.25).
(c) Lower bound for (B.25). Let G be connected graph on n vertices. Recall that for
all graphs, δ ≥ κ.
If κ = 1, then q1 − κ ≥ 1 + 2 cos(pi/n) with equality for and only for the path Pn.
Hence q1 − κ = 2 for P3 and q1 − κ > 2 for n ≥ 4.
If κ = 2, then q1 − κ ≥ 2 with equality for and only for the cycle Cn.
If κ ≥ 3, then q1 − κ ≥ 2δ − κ ≥ δ ≥ 3.
(d) Lower bound for (B.27). For all graphs we have, q1/κ ≥ 2δ/κ ≥ 2. For the cycle
Cn and for the complete graph Kn, q1/κ = 2. When n is even, for the complete
bipartite graph Kn/2,n/2 we also have q1/κ = 2.
Conjecture B.3.2. Let G be a connected graph on n ≥ 5 vertices with signless Lapla-
cian index q1 and algebraic connectivity a. Then
2 + 2 cos
2pi
n
≤ q1 − a ≤ n− 5
2
+
√
4n2 − 20n+ 33
2
. (B.29)
The lower bound is attained by and only by the cycle Cn and the upper bound is attained
by and only by the kite Kin,n−1.
Moreover, q1/a is maximum for and only for the kite Kin,⌈n/3⌉+1, for all n ≥ 6.
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Annexe C
Conjectures and simple bounds for the
Signless Laplacian eigenvalues of graphs
Let us recall that for a bipartite graph the smallest eigenvalue of the signless Laplacian
is always equal to zero. It is then natural to consider the problem : minimize qn ⊗ i
among all the non-bipartite connected graphs, where i is a graph invariant and ⊗ is one
of the usual operations +,−,×, /.
In the following, TPSn,p denotes the graph on n vertices obtained from a triangle
and a star by linking them by a path of length p. TPCn,g denotes the graph on n vertices
obtained from a triangle and a cycle on g vertices by linking them by a path.
C.1 Bounds using degree invariants
Conjecture C.1.1. Let G be a connected non-bipartite graph on n vertices with smallest
signless Laplacian eigenvalue qn and maximum, minimum and average degrees distance
∆, δ and d¯. Then
• qn/∆ is minimum for TPSn,⌈n
2
⌉−3,
• qn − δ is maximum for Kin,n−1,
• qn/δ is minimum for TPCn,4,
• qn/δ is maximum for Kin,n−1,
• qn − d¯ is minimum for Kin,n−1.
C.2 Bounds using metric invariants
Conjecture C.2.1. Let G be a connected non-bipartite graph on n vertices with smallest
signless Laplacian eigenvalue qn and average distance l¯. Then
qn + l¯ ≤ n− 2, (C.1)
and upper bound is attained if and only if G is the complete graph Kn.
Moreover qn − l¯ and qn/l¯ are minimum for Kin,3
The upper bound for (C.1) is attained by and only by the complete graph Kn.
Conjecture C.2.2. Let G be a connected non-bipartite graph on n vertices with smallest
signless Laplacian eigenvalue qn and diameter D. Then
qn +D ≤ n− 1, (C.2)
and the upper bound is attained if and only if G is the complete graph Kn or the path
Pn.
Moreover,
• qn −D is minimum for Kin,3,
• qn +D is minimum for S+n ,
• qn/D is minimum for Kin,3,
• qn ×D is maximum for Kn − e.
Conjecture C.2.3. Let G be a connected non-bipartite graph on n vertices with smallest
signless Laplacian eigenvalue qn and radius r. Then
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qn + r ≤ n− 1, (C.3)
qn × r ≤ 2n− 8, if n is even. (C.4)
The bound for C.3 is attained if and only if G is the complete graph Kn or the path Pn.
The bound for C.4 is attained if and only if G is the complement of a minimal covering.
Moreover,
• qn − r is minimum for Kin,3,
• qn + r is minimum for S+n ,
• qn/r is minimum for Kin,3,
• qn × r is minimum for the complement of a minimal covering for all values of n.
Conjecture C.2.4. Let G be a connected non-bipartite graph on n vertices with smallest
signless Laplacian eigenvalue qn and eccentricity ecc. Then
qn + ecc ≤ n− 1, (C.5)
qn × ecc ≤

 n− 4, if n is even(n− 4)2(n−1)+1n , if n is odd (C.6)
The bound for C.5 is attained if and only if G is the complete graph Kn. The bound for
C.6 is attained if and only if G is the complement of a perfect matching.
Moreover,
• qn − ecc is minimum for Kin,3,
• qn + ecc is minimum for S+n ,
• qn/ecc is minimum for Kin,3,
• qn ×D is minimum for TPSn,⌈n
2
⌉−3.
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Conjecture C.2.5. Let G be a connected non-bipartite graph on n vertices with smallest
signless Laplacian eigenvalue qn and girth g. Then
qn + g ≤ n+ 1, (C.7)
qn × g ≤ 3(n− 3). (C.8)
The bounds for C.7 and C.8 are attained if and only if G is the complete graph Kn
Moreover,
• qn − g is minimum for Kin,n−1 if n is even and Cn if n is odd,
• qn/g is minimum for Kin,3 if n is even and Cn if n is odd,
Conjecture C.2.6. Let G be a connected non-bipartite graph on n vertices with smallest
signless Laplacian eigenvalue qn and proximity Π. Then
• qn −Π is minimum for Kin,3, if n ≥ 6,
• qn +Π is minimum for S+n ,
• qn/Π is minimum for Kin,3,
• qn ×Π is minimum for TPSn,⌈n
2
⌉−3.
Conjecture C.2.7. Let G be a connected non-bipartite graph on n vertices with smallest
signless Laplacian eigenvalue qn and remoteness ρ. Then
• qn − ρ is minimum for Kin,3, if n ≥ 6,
• qn/ρ is minimum for Kin,3,
• qn × ρ is minimum for TPSn,⌈n
2
⌉−3.
C.3 Bounds using connectivity invariants
Conjecture C.3.1. Let G be a connected non-bipartite graph on n vertices with smallest
signless Laplacian eigenvalue qn and vertex connectivity ν. Then
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qn − ν ≤ ⌈n/2⌉ − 3, (C.9)
and the upper bound is attained if and only if G is the graph consisting of two cliques
on ⌊n/2⌋ vertices and ⌈n/2⌉ vertices linked by a vertex.
Moreover
• qn − ν is minimum for the complement of two cliques on ⌊n/2⌋ vertices and one
isolated vertex if n is odd, and the complement of the union of one clique on n/2
vertices and one clique on n/2 vertices less one edge, if n is even,
• qn/ν is minimum for Kin,3
Conjecture C.3.2. Let G be a connected non-bipartite graph on n vertices with smallest
signless Laplacian eigenvalue qn and edge connectivity κ. Then
qn − ν ≤ ⌈n/2⌉ − 3, (C.10)
and the upper bound is attained if and only if G is the graph consisting of two cliques
on ⌊n/2⌋ vertices and ⌈n/2⌉ vertices linked by an edge.
Moreover,
• qn − κ is minimum for the complement of two cliques on ⌊n/2⌋ vertices and one
isolated vertex if n is odd and the complement of the union of one clique on n/2
vertices and one clique on n/2 vertices less one edge, if n is even,
• qn/κ is minimum for Kin,3
Conjecture C.3.3. Let G be a connected non-bipartite graph on n vertices with smallest
signless Laplacian eigenvalue qn and algebraic connectivity a. Then
• qn − a is minimum for the complement of two cliques on ⌊n/2⌋ vertices and one
isolated vertex if n is odd and the complement of the union of one clique on n/2
vertices and one clique on n/2 vertices less one edge, if n is even,
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• qn−a is maximum for two cliques on ⌊n/2⌋ vertices and ⌈n/2⌉ vertices linked by a
vertex.,when n is odd, and two cliques on ⌊n/2⌋ vertices and ⌈n/2⌉ vertices linked
by an edge,when n is even,
• qn + a is minimum for Kin,3,
• qn/a is maximum for two cliques on ⌊n/2⌋ vertices and ⌈n/2⌉ vertices linked by
an edge.
C.4 Bounds using subsets cardinality invariants
Conjecture C.4.1. Let G be a connected non-bipartite graph on n vertices with smallest
signless Laplacian eigenvalue qn and independence number α. Then
• qn − α is minimum for S+n ,
• qn + α is minimum for Kin,n−2,
• qn × α is minimum for Kin,3,
• qn × α is maximum for SKn,⌊n
2
⌋−1.
Conjecture C.4.2. Let G be a connected non-bipartite graph on n vertices with smallest
signless Laplacian eigenvalue qn and clique number ω. Then
qn − ω ≤ n− 4− ⌊n
2
⌋, (C.11)
qn/ω ≤ n− 4⌊n2 ⌋
. (C.12)
Bounds for C.11 and C.12 are attained if and only if G is the complement of a perfect
matching. Moreover qn/ω is minimum for Kin,3.
Conjecture C.4.3. Let G be a connected non-bipartite graph on n vertices with smallest
signless Laplacian eigenvalue qn and domination number β. Then
qn × β ≤ 2n− 8. (C.13)
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The bound is attained if and only if G is the complement of a minimal covering. Mo-
reover, qn + β is minimum for S
+
n .
C.5 Bounds using miscellaneous invariants
Conjecture C.5.1. Let G be a connected non-bipartite graph on n vertices with smallest
signless Laplacian eigenvalue qn and chromatic number χ. Then
qn − χ ≤ n− 4− ⌊n/2⌋, (C.14)
qn/χ ≤ n− 4⌈n/2⌉ . (C.15)
The upper bounds are attained if and only if G is the complement of a perfect matching.
Moreover,
• qn − χ is minimum for the kite Kin,n−1,
• qn + χ is maximum for Kin,3,
• qn/χ is minimum for the kite Kin,n−1,
• qn × χ is minimum for Kin,3.
Conjecture C.5.2. Let G be a connected non-bipartite graph on n vertices with smallest
signless Laplacian eigenvalue qn and matching number µ. Then
qn − µ ≤ n− 2− ⌊n/2⌋, (C.16)
qn/µ ≤ n− 2⌊n/2⌋ . (C.17)
The upper bounds are attained if and only if G he complete graph Kn.
Moreover,
• qn − µ is minimum for Kin,3,
• qn + µ is maximum for Kin,3,
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• qn/µ is minimum for Kin,3,
• qn × µ is minimum for TPSn.
Conjecture C.5.3. Let G be a connected non-bipartite graph on n vertices with smallest
signless Laplacian eigenvalue qn and Randic´ index Ra. Then
qn −Ra ≤ n
2
− 2, (C.18)
qn/Ra ≤ 2(n− 2)
n
− 2. (C.19)
The upper bounds are attained if and only if G is the complete graph Kn.
Moreover,
• qn −Ra is minimum for Cn, if n ≥ 13 odd,
• qn +Ra is maximum for S+n ,
• qn/Ra is minimum for Kin,3,
• qn ×Ra is minimum for TPSn,⌈n
2
⌉−3 .
C.6 Proofs of some simple properties
In this part of the appendix, proof of some easy, but non-trivial properties are presented.
A preliminary definition and a preliminary lemma are recalled, propositions and proofs
follow.
Definition C.6.1. For a subset S of the vertex set V (G) of a graph G,let ψ = ψ(G) be
the minimum over all non-empty proper subsets S of V (G) of the quotient
|cut(S)|+ emin(S)
|S| ,
where emin is the minimum number of edges whose removal from the subgraph induced
by S results in a bipartite graph.
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Lemma C.6.2. [34] Let G be a connected graph, with least Q-eigenvalue qn. Then
ψ2
4∆
≤ qn ≤ 4ψ.
Proposition C.6.3. Let G be a connected non-bipartite graph on n vertices with least
Q-eigenvalue qn. Then qn −∆ is minimum for G = S+n .
Proof : Let G be a connected non-bipartite graph on n vertices so that qn −∆ is
minimum. We may delete edges from G to obtain an odd-unicyclic graph G′ without
changing ∆. By the interlacing theorem, qn(G
′) ≤ qn(G) and so, among the connected
graphs, the minimal value of qn if attained by an odd-unicyclic graph. For an odd-
unicyclic graph, ψ = 1n [34] and
1
4∆n2
≤ qn ≤ 4
n
.
For S+n ,
qn −∆ ≤ 4
n
− n+ 1.
For an odd-unicyclic graph different from S+n ,
qn −∆ ≥ 1
4(n− 2)n2 − n+ 2 =
1
4(n− 2)n2 + 1−
4
n
+ (
4
n
− n+ 1)
>
4
n
− n+ 1, if n ≥ 4
> qn(S
+
n )−∆(S+n ).
Hence qn −∆ is minimum for S+n and G is S+n or can be obtained from S+n by adding
edges.
Lemma C.6.4. Let G be graph on n vertices. Its least eigenvalue λn is equal to zero
only for totally disconnected graphs. Otherwise, for graphs with at least one edge, it is
less than or equal to −1 ; it is equal to −1 if each component is a complete graph. For
all other graphs it is less than or equal to −√2, the least eigenvalue of K1,2.
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Lemma C.6.5. Let G be a graph on n with least eigenvalue λn, then
qn ≤ ∆+ λn.
Proof : Let x be the normalized eigenvector corresponding to λn, then
qn ≤ < x,Qx >
≤ < x,Dx > + < x,Ax >
≤ ∆+ λn.
The following proposition is a direct consequence of lemma C.6.4 and C.6.5.
Proposition C.6.6. Let G be a connected graph on n vertices. Then
qn −∆ ≤ −1
with equality if and only if G is a complete graph.
Proposition C.6.7. Let G be a connected graph on n vertices. Then
qn/∆ ≤ n− 2
n− 1 ,
with equality if and only if G is a complete graph.
Proof : Let G be a connected graph on n vertices, we have
qn/∆ ≤ 1 + λn
∆
≤ 1− 1
∆
≤ 1− 1
n− 1 .
And, obviously, the equality holds if and only if G is the complete graph.
The following lemma was proved in [24].
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Lemma C.6.8. If G is a connected non-bipartite graph on n vertices whose least ei-
genvalue is minimum, then G = Kin,3
Proposition C.6.9. Let G be a connected non-bipartite graph on n vertices with least
eigenvalue qn. Then qn−∆ is minimum if and only if G = Cn when n is odd and if and
only if G = Kin,3 when n is even.
Proof : When n is even, Cn is bipartite so we have ∆ ≥ 3 for all connected non-
bipartite graphs. Lemma C.6.8 leads to the conclusion.
For an odd-unicyclic graph, ψ = 1n and
1
4∆n2
≤ qn ≤ 4
n
.
For Cn,
qn +∆ ≤ 4
n
+ 2.
For Kin,3
qn +∆ ≥ 1
12n2
+ 3 =
1
12n2
+ 1− 4
n
+ (
4
n
+ 2)
>
4
n
+ 2, if n ≥ 4
> qn(Cn) + ∆(Cn).
Hence, when n is odd, qn +∆ is minimum if and only if G = Cn.
Proposition C.6.10. Let G be a connected non-bipartite graph on n vertices. Then
• qn + δ,
• qn × δ,
• qn + d¯,
• qn × d¯,
are minimum for Kin,3.
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Proof : From lemma C.6.8, qn is minimum if and only if G = Kin,3, δ is obviously
minimum for Kin,3. Since G is non-bipartite G is not a tree, then d¯ ≥ 2 and the bound
is attained by and only by the unicyclic graphs. The results follow.
Proposition C.6.11. Let G be a connected non-bipartite graph on n vertices. Then
qn − α is minimal if and only if G = S+n .
Proof : Let G be a connected non-bipartite graph on n vertices so that qn − α is
minimum. We may delete edges from G to obtain an odd-unicyclic graph G′ without
decreasing α. By the interlacing theorem, qn(G
′) ≤ qn(G) and so, the minimal value of
qn is attained by an odd-unicyclic graph among others.
For S+n ,
qn − α ≤ 4
n
− n+ 2.
For an odd-unicyclic graph different from S+n ,
qn − α ≥ 1
4(n− 2)n2 − n+ 3 =
1
4(n− 2)n2 + 1−
4
n
+ (
4
n
− n+ 2)
>
4
n
− n+ 2, if n ≥ 4
> qn(S
+
n )− α(S+n ).
Hence qn−∆ is minimum for S+n . Moreover if G is a graph on n vertices so that qn−∆
is minimal then G is S+n or can be obtained from S
+
n by adding edges.
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