A simple model of short range interactions is proposed for a reduced lattice representation of polypeptide conformation. The potential is derived on the basis of statistical regularities seen in the known crystal structures of globular proteins. This potential accounts for the generic stiffness of polypeptides, the correlation between peptide bond plates, and the sequence dependent correlations between consecutive segments of the C␣-trace. This model is used for simulation of the equilibrium and dynamic properties of polypeptides in the denatured state. It is shown that the proposed factorization of the local conformational propensities reproduces secondary structure tendencies encoded in the protein sequence. Possible applications for modeling of protein folding are briefly discussed.
I. INTRODUCTION
Under proper conditions, a globular protein adopts a unique three-dimensional structure that is encoded in its amino acid sequence. 1, 2 The theoretical prediction of this structure, and the pathway͑s͒ followed during the folding process make up one of the most challenging, and still unsolved, problems of structural molecular biology. [3] [4] [5] Due to the present state of the art of computing techniques, and the time scale of the protein folding process ͑of the order of milliseconds to seconds͒, the standard molecular dynamics tools cannot be used for simulations of the folding dynamics of protein systems. This is one of the major reasons for studies of reduced models of protein structure and simplified models of polypeptide chain dynamics. Reduced models usually exploit the concept of a united atom representation of the protein chain. [6] [7] [8] [9] [10] [11] [12] [13] This reduces the number of degrees of freedom and may make the problem computationally tractable. In the majority of previous applications, the reduced models employ a single united atom as a representation of the amino acid unit 6, 14 or two united atoms per residue 7, 15 ͑one for the main chain unit, and the second for the side group of amino acid͒. Interactions of the united atoms are usually deduced from regularities seen in a database of solved three-dimensional structures of globular proteins. Further simplifications of the models are frequently achieved by grouping the 20 amino acids into classes according to their properties in proteins. 16, 17 Additional reduction of the number of accessible states and the subsequent increase in the speed of computations may be achieved by a lattice discretization of the conformational space. An example of extreme simplification of the protein representation is the so-called HP model 18 studied in great detail recently. 4 The model considers only two classes of amino acid residues, H ͑hydropho-bic͒ and P ͑hydrophilic͒, and a simple lattice representation of the conformational space. The study of the HP model and closely related models provided some very general insights into the protein folding dynamics and thermodynamics. 19, 20 On the other hand, the very low resolution of such a representation does not allow questions related to specific sequences and to finer structural detail to be addressed. A different class of reduced models attempts to reproduce additional details of protein structure. 6, 7, 12, 13, 15, [21] [22] [23] [24] High coordination lattices can reproduce the C␣ backbone with a level of accuracy close to contemporary experimental measurements. 24 Using full sequence information and the complex set of potential functions of statistical origin, some simple folds of small globular proteins can be predicted. 15, [25] [26] [27] [28] The accuracy of this prediction varies from a level which allows almost exact full atom reconstruction ͑as was demonstrated for the coiled coil motif of the leucine zipper of the GCN4 fragment 27 ͒, to low resolution folds of 2-5 Å root mean square deviation ͑rms͒ from the native C␣ trace in several other cases. 15, 24, 25 Unfortunately, the methodology fails for more complex folds and/or for longer sequences ͑the longest protein for which the model reproducibly predicts a plausible folded conformation is 120 residues and is a redesigned ROP monomer, which putatively forms a four helix bundle͒. It appears that a much longer simulation time for a system of this complexity was required, and/or the specificity of the force field was too low. The above calls for a more detailed examination of various interactions that control protein behavior. This could be achieved by dissection of the problem in a manner that would allow for a more precise study of the effects of the various interactions. In addition, such studies may provide insights into the factors controlling protein folding. Such factors may include hydrophobic intera͒ To whom correspondence should be addressed.
actions, hydrogen bonding, intrinsic local conformational preferences, and pair and higher order packing preferences.
In this work, we examine short range interactions and their effect on the static and dynamic properties of a high coordination lattice model of protein conformation. Our aim is to construct an interaction scheme which reproduces secondary structure propensities encoded in the sequence of amino acids. In this study, we neglect all the long range interactions; thus the possibility of collapse to a unique state is precluded. Based on the ͑one dimensional͒ sequence information alone, it is possible to predict the secondary structure of a protein with an accuracy in the range of 55%-70%, when the three secondary structure ͑helix, ␤-strand, loop͒ classes are taken into account. [29] [30] [31] [32] [33] [34] [35] [36] This limitation of accuracy may have a physical origin, and may result from the interplay between the short and the long range interactions in the folded proteins. The long range interactions, due to more favorable packing, electrostatics, etc., may override the secondary tendencies of particular fragments. Indeed, one may find short sequences of residues that adopt completely different secondary structures in different proteins. Therefore, it is very important to design reduced models of protein chains in such a way that the above secondary structure features could be reproduced in the absence of tertiary ͑long range͒ interactions. Having such a model, the more difficult design of the tertiary interaction scheme͑s͒ can be controlled and tested in a more rigorous way. In other words, it is our aim to develop a force field for reduced models with a local energetic frustration ͑local contradictions of secondary with respect to tertiary interactions͒, on the same level as might be expected for real proteins.
The model proposed here employs a Monte Carlo dynamics scheme, which solves a stochastic equation of motion in a discrete, conformational space. The problem of ergodicity of such models must always be addressed. While it is typically very difficult to show that a model is ergodic in the context of a rather complex potential, the best way to demonstrate ergodicity is to compare its behavior to that of simpler models which are known to be ergodic. Actually, the practical requirements for successful protein folding are somewhat stronger. One needs a model that is not only ergodic, but that is also ''practically ergodic,'' which means that the sampling is fast and that the model explores important regions of ''proteinlike'' conformational space in a reasonable amount of simulation time.
II. METHOD

A. Lattice representation and Monte Carlo scheme
The conformation of the polypeptide chain is represented by a high coordination lattice approximation of C␣-trace. The lattice chain is built from a sequence of vectors belonging to the following set ͕͓3,1,1͔,...,͓3,1,0͔,...,͓3,0,0͔,..., ͓2,2,1͔,...,͓2,2,0͔,...͖. There are 90 vectors in this set. Fitting such a lattice to high resolution, protein structures of the Brookhaven Protein Data Bank 37, 38 ͑PDB͒, the best fit is obtained when the spacing of the underlying simple cubic lattice is equal to 1.22 Å. ͑This lattice spacing provides the length of a C␣-C␣ segment equal to 3.8Ϯ0.3 Å.͒ The average accuracy of the fit is 0.6 -0.7 Å rms, and is almost independent of the angle of rotation of the particular PDB structure with respect to the lattice. Only very short fragments exhibit slight orientational dependence. This is in contrast to low coordination lattice models where the quality of the fit depends dramatically on the rotation angle. 24 Excluding sparse values of the planar angles that may result from some geometrical errors in database, and neglecting the cases of cis-proline, the lattice fits can be regularized, with no expense in fitting accuracy. This way, the obtained lattice structures have the same distribution of the planar ͑C␣-C␣-C␣͒ angles and dihedral rotation angles as in the original PDB structures. In other words, only ''proteinlike'' sequences of three consecutive reduced backbone vectors are allowed. Consequently, about 30 vectors ͑instead of 90͒ are allowed for the third vector when the two preceding vectors are specified. This reflects the short range excluded volume and other interactions that result in the occurrence of prohibited regions of the Ramachandran map. 39 Thus, the effect of the side chains on the short range interactions is implicitly accounted for. Short range interactions between atoms, or groups of atoms, are understood here are those between units which are close to each other in sequence. It has recently been shown that the conformational energy maps generated on the basis of C␣ traces are no less specific than those based on the phi-psi map. 40 The secondary structure conformational propensities can be described both ways. 40 For computational expediency, the C␣ based description is employed in the Monte Carlo dynamics 41, 42 scheme. The sampling procedure works as follows: ͑1͒ The input data, containing the sequence and a random conformation, is generated subject to the short range restrictions discussed above. ͑3͒ The local geometry is tested, i.e., all the triplets of vectors have to be ''proteinlike.'' If not, a new micromodification is attempted.
͑4͒ The new trial conformation is subject to the Metropolis criterion, 43 according to the assumed interaction scheme with an acceptance probability equal to P͑new/old͒
The energy is expressed in k B T units, and the temperature is dimensionless.
͑5͒ Steps 2-4 are repeated. The arbitrary time unit is defined as a time required for nϪ2 attempts at two bond modifications, nϪ3 attempts at three bond modification, and 2 attempts at a two-bond, chain end modification. The location in the chain for each kind of move is selected by a pseudorandom algorithm.
B. Interaction scheme
The set of triplets of the chain vectors is restricted to ''proteinlike'' states. For example, since the C␣ trace of real proteins always exhibit a zig-zag geometry, three consecutive identical vectors are not allowed. There are two kinds of contributions to the short range interactions; those which are generic, and those which are sequence specific. The sequence specific potential of mean force 44 is based on the statistics of the occurrence of particular triplets of C␣-C␣ vectors in the database of known protein 3D structures. The conformation of the three virtual C␣ backbone bonds is strictly defined by two pairs of phi-psi angles for the two central ␣-carbons. Thus, the identity of the two corresponding central amino acids enters into the sequence specific potential. Of course, there is perhaps a moderating influence of the neighboring residues. However, this effect cannot be taken directly into account because of the too weak statistics for sequential triplets ͑not to mention quartets͒ of residues in the available structural database. On the other hand, successive pairs and associated pairwise potentials overlap along the sequence, and therefore, there is a direct influence of the identity of the neighboring residues on the conformational propensity of the fragment under consideration.
An implicit assumption is that the nature of the short range conformational restrictions seen in the native state are similar to that in the denatured state. 45 The major difference is in the long range interactions ͑stronger in the native state͒ and in the entropy of the surrounding solvent ͑larger for the native state͒. The sequence specific part of the short range interactions can be expressed as follows:
To further reduce the numerical desorption of the local conformational propensities, the three vector descriptor is mapped onto the ''chiral'' distance between the ends of corresponding fragments,
where A i is the identity of residue at position i, and v i is the C␣ trace vector from ith to iϩ1th C␣'s. r iϪ1,iϩ2 2 * is the ''chiral'' square of distance between the corresponding chain vertices. ''Chiral'' means there is a negative sign for the lefthanded conformations and a positive sign for the righthanded ones, respectively. The potential is used in the second formulation. The numerical values of the energy of various conformations, grouped into six coarse grained bins of r iϪ1,iϩ2 2 * that correspond to qualitatively different structural classes, are given in Table I . The numerical value 1.0 ͑this is of the order of the largest absolute values of the statistically significant entries͒ was arbitrarily assigned to those states which do not occur in the database and to those cases when their frequency was below the level of statistical significance. The reference state for each pair is the expected number of pairs and equals the total number of occurrences of the pair of amino acids of interest times the probability that the given bin is occupied averaged over the identity of all amino acid pairs. Table I contains only the entries which are necessary for the definition of the secondary structure interactions in the 56 residue chain of B1 domain of Streptococcus protein G. 46 The entire data set is available by anonymous ftp. 47 The strength of the statistics ͑the number of occurrences͒ in the database of nonhomologous proteins is given for reader convenience.
There are also three generic short range interactions terms. We discuss their effect on behavior of the model in the next section. Here, let us just note that the generic terms provide for a ''proteinlike'' stiffness of the model chain, and penalize against nonproteinlike conformations. The first term is in the following form:
E g is defined and implemented in the same spirit as the short range sequence specific contribution. Here, the exact number of occurrences of particular triplets of vectors in the lattice fit of the database structures is used and projected onto six bins via the computation of the chiral end-to-end distance for a particular conformation. The zero of energy corresponds to the average frequency of vector triplets seen in the database. Since the full data set for this contribution is too long, we present in Table II only those values after projection onto the six bins of r iϪ1,iϩ2 2 *
. The full data set ͑i.e., the numerical values of the potential of mean force as a function of v iϪ1 ,v i , and v iϩ1 ͒ used for derivation of this potential are also available via anonymous ftp. 47 Note that the straightforward usage of the Eq. ͑3͒ takes into account the underlying degeneracy of particular structural bins. This generic part of the potential is meant to suppress the conformational entropy of the lattice chains, which is somewhat higher than the corresponding entropy of real polypeptide chains. Moreover, the statistics for some pairs of amino acids is rather weak. In such cases, the generic ͑sequence independent͒ contribution splines the underlying conformational propensities encoded in the sequence specific contribution.
Geometrical correlations generated by the three-vector potentials decay too quickly down the model polypeptide chains. They are not sufficient ͑at any temperature͒ to reproduce the conformational stiffness ͑the relatively large correlation length for the orientation of main chain bonds͒ of real proteins, which results from interactions of side groups, electrostatic and/or hydrogen bond interactions between peptide bonds, and other short range interactions. This fact must be taken into account. First, we consider the database distribution of the distances between C ␣ iϪ2 and C ␣ iϩ2 . This distribution strongly peaks at distances corresponding to helical or turnlike ͑compact͒ conformations. Another diffuse peak with very similar weight ͑the area under the distribution curve͒, corresponds to expanded conformations ͑␤-strands and open loops͒. In contrast, the athermal lattice chain distribution is peaked at intermediate distances. Thus, a generic correction term of very simple form is introduced,
where i ϭϪ1 for r iϪ2,iϩ2
All the numbers are given in lattice units and can be easily translated into corresponding distances in real proteins ͑1 in lattice units is equivalent to 1.22 Å͒. The last contribution to the short range interactions is designed to propagate secondary structure and to further contribute to the peptidelike stiffness of the model chain. First, let us note that the three consecutive C␣ vectors define the orientation of the central polypeptide bond with levels of high accuracy. In other words, the C␣ trace can be used for full atom reconstruction of the main chain conformation. 48 -57 The most straightforward approach is to store the positions of the carbonyl oxygen atom of the ith residue and the nitrogen atom of the iϩ1st residue ͑they belong to the same peptide bond͒ in the reference coordinate system defined by the three vectors v i؊1 , v i , and v i؉1 . For all possible local backbone configurations, the width of the distribution does not exceed 0.22 Å ͑root mean square deviation͒ for the nitrogen atom position; about 0.25 Å for the carbonyl carbon positions, and about 0.45 Å for the carbonyl oxygen 57 position. Since there is a strong correspondence between the C␣ trace and phi-psi description of a polypeptide conformation, this is not surprising. Consequently, one may define the direction of peptide plate ͑we use here the hydrogen-to-oxygen vectors͒ employing the C␣-trace as a convenient reference frame ͑the numerical data are again available via anonymous ftp͒. 47 The angular error of such a reconstruction of the direction of the peptide bond plate ͑we assume the typical trans conformation of the peptide bonds͒ does not exceed 15 deg. This seems to be more than adequate for our purposes. When the above method of reconstruction of peptide bonds is applied to the PDB C␣ reduced structures, almost all hydrogen bonds ͑ϳ89%͒ of the main chain ͑short range and long range͒ could be identified. The method is used as a reference assignment. This will be used in the forthcoming work as a fast method of computing hydrogen bond interactions in the framework of the reduced lattice model. Having the orientation of the peptide bonds, one can introduce a bias towards regular ͑helix or ␤-strand͒ conformations of the model polypeptides. For these structural elements, the ith peptide bond plate is almost parallel to the iϩ2nd and to the iϩ4th peptide plate. The corresponding potential is of the following form:
where cos͑h i ,h j ͒ denotes the cosine between the ith and jth vectors defining the orientation of the peptide plates ͑the vectors from hydrogen bonded to the carbonyl oxygen͒. The total energy of the model chain is computed as
The scaling of the sequence specific interactions against the generic ones is, to some extent, arbitrary. This particular choice has been made by a trial and error method for various proteins belonging to different structural classes. Let us finally note that instead of the C␣ vectors, one may use side group vectors as a basis for factorization of the sequence specific conformational propensities. 25 Here, however, we try to keep the models as simple as possible and open for easy implementation of various long range interactions.
III. RESULTS AND DISCUSSION
The proposed model of the short range interactions and dynamics of the protein chain has been tested on several proteins. Two major problems need to be addressed. The first is related to the dynamics of the model and its ergodicity. The second is the problem of reproducing the secondary structure encoded in the amino acid sequence. If the proposed factorization of the secondary structure is correct then the simulations at low temperatures should lead to results that coincide in 55%-70% of the cases with the secondary structure seen in the native state. Due to lack of tertiary interactions, we do not require higher accuracy ͑see the comments in the Introduction͒. The secondary structure definition in the model without the long range interactions has to be somewhat modified. It is understood here as a conformation of the main chain which is consistent with the conformation of the chain fragments in the secondary structure seen in the native state. For helical conformations, both definitions are virtually the same ͑one may introduce a geometrical criterion for detection of hydrogen bonds͒. For beta structure, very expanded conformations are considered as fragments of a hypothetical ␤-sheet. This differs from the Kabsch-Sander 58 assignment ͑which is more frequently used͒; nevertheless, the present definition has also been previously used.
42-54
A. Dynamic properties of the model
The dynamics of the proposed model are examined in detail on the example of the B1 domain of Streptococcus protein G, which is a small protein consisting of 56 residues. In spite of its small size, the fold of protein G is exceptionally regular and very stable. 46 The fold consists of four stranded ␤-sheets and a single ␣-helix whose topology could be classified as ͑Ϫ1,ϩ3x,Ϫ1͒. In Table III , the sequence and the secondary structure assignment of B1 domain of protein G are found. For the readers' convenience, we present a simplified notation based on the Kabsch-Sander method, which is commonly used in various methods of prediction of secondary structure from sequence of amino acids, where only three outcomes are considered ͓helix ͑H͒, beta ͑E͒, and everything else ͑-͔͒.
At high temperatures, the model should behave as a Rouse chain. 59 Indeed, this is the case. In Fig. 1 , the center of gravity autocorrelation function 41, 59 ͑the time averaged square of displacement of the center of gravity, computed for the C␣ backbone͒, is plotted vs time on a log-log scale. The results for various temperatures show free diffusion ͑a straight line with slope equal to 1͒. With decreasing temperature, the diffusive motion of the model chain slows down. As shown in Fig. 2 , where the end-to-end vector autocorrelation functions are plotted vs time in semilog plots, the relaxation of the chain orientation is exponential. In all cases, the initial orientation decays exponentially with the longest relaxation dependent on temperature. For all temperatures, the presented data are generated on the basis of a hundred times longer trajectory than the time range shown in the plots. The error bars are in range of the symbol size ͑except for a rather irrelevant part of the end-to-end autocorrelation function in the limit of negligible memory of the initial state͒, and therefore, they are omitted in the pictures.
In conclusion, the model chain behaves as a Rouse chain. Due to the well known ergodicity of the Rouse chains 41, 59 this suggests that the present model is also ergodic or at least it belongs to an acceptable ergodicity class. This is not surprising, due to the high coordination number of the lattice. The present model could be considered as a convenient discretization of a continuous ͑off-lattice͒ chain. At very low temperatures, the mobility of the model chain is suppressed; however, segmental free diffusion and the relax- 
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ation of the initial internal coordinates is evident at very long times as is shown in Fig. 1 . Figure 3 shows two profiles at two different times of the single residue autocorrelation function ͑square of displacement͒ at the relatively low temperature of Tϭ1.1. At this temperature, the secondary structure preferences are already highly visible. For a Rouse chain, a parabolic shape of the profiles is expected. The overall shape of the profiles shown in Fig. 3 are close to parabolic; however, due to the different flexibility of various fragments of the model polypeptide, there are noticeable distortions. For example, residues 50 to 54 tend to move with the same velocity, regardless of their different separation from a more mobile chain end. This is related to a strong preference of this fragment of the chain to adopt very expanded ␤-strand like conformations ͑see Table  III͒ . The rotational motion of such a rigid fragment is somewhat hindered; however, the translation is even faster than for more flexible fragments. Remarkably, the translational motion of a portion of the helical part of the chain also seems to be faster than expected for a homopolymeric Rouse chain. The above features of the model polypeptide could be examined more closely by the direct analysis of the orientational autocorrelation function for various fragments of the chain. The relaxation of several selected fragments is illustrated in Fig. 4 where the autocorrelation functions, g 4 ͑t͒ for the R i؊2,i؉2 vectors are drawn in semilog plots for two temperatures. While the differences between the speed of local relaxations of various structural elements are rather small at low temperature, the relaxation rate of the two ␤-fragments next to the central helix is the lowest. The fastest relaxation is 
FIG. 4.
Semilog plot of the four-bond vector orientational autocorrelation function for various fragments of the protein G chain. The set of curves in ͑a͓͒͑b͔͒ corresponds to Tϭ1.1; ͓Tϭ5.0͔ ͑the crosses show the autocorrelation function for residues 2-6, the stars for residues 14 -18, triangles for residues 23-27, circles for residues 31-35, squares for residues 42-46, and diamonds for the fragments 51-55͒.
exhibited by the C-terminus of the putative helix. At higher temperatures, the relaxation rate of the strongly helical region is closer to the average of the other fragments, however, the helix still relaxes with the highest rate.
The global dynamics of the model chains, which results from a long random sequence of very local conformational jumps, is virtually identical to the dynamics of an ideal polymer chain. 59 On a local level, the dynamics are somewhat moderated by the temperature dependent fluctuating secondary structure. However, even at very low temperatures when some fragments are structured during the entire time of simulation, the diffusive motion is not prohibited.
B. Secondary structure of model polypeptides
To what extent is the secondary structure, seen in its native state, reproduced by the present reduced model without the long range interactions? We discuss in more detail the case of protein G. It should be noted that protein G was not included into the database of the structures used for derivation of the statistical potential of mean force given in Table I . Moreover, there is no sequence or structure homology to any protein from the database. The list of structures used to construct the potential is also available via anonymous ftp. 47 In Fig. 5͑a͒ , the three profiles that can be used to deduce the secondary structure are plotted based on the statistics from long runs at low temperature, Tϭ1.1. The upper profile corresponds to time average of r iϪ2,iϩ2 2 , the middle curve is to r iϪ1,iϩ2
2
, and the lowest one reflects average handness of the main chain C␣ trace computed as ͑v i؊1 v i …-v i؉1 . The reduced secondary structure assignment ͑compare Table III͒ to the entire helical fragment. The ␤-fragments can be righthanded or left-handed, and the profile is consistent with the native secondary structure. In summary, for this particular sequence, the compilation of various local conformational characteristics obtained from long Monte Carlo simulation lead to an accurate prediction of secondary structure. The errors of positioning of particular secondary structure elements do not exceed two residues. The results are even clearer when the system is further cooled down to Tϭ1.0, as shown in Fig. 5͑b͒ .
In Figs. 6 and 7, the analogous profiles are presented for two larger proteins, the 99 residues ␤-protein plastocyanin ͑1pcy͒, and the 146 residues, helical protein myoglobin ͑1 mba͒. The same input data ͑temperature and scaling of specific vs generic interactions͒ are used in all cases. The resulting secondary structure is correct in most cases, however, some errors are noticeable.
The tests on other sequences show that the present model reproduces secondary structure on the same level of accuracy ͑that is, 55%-70% for three structural classes under consideration͒ as obtained by other methods of secondary structure prediction. [29] [30] [31] [32] [33] [34] [35] [36] C. Interplay between specific and nonspecific short range interactions First, we note ͑again on example of protein G domain͒ that the accuracy of the secondary structure prediction drops significantly, by ϳ5%, when the generic terms are removed. The lower average accuracy and more scattered assignments of secondary structure comes from the absence of ''propagation'' due to the generic contributions that simulate conformational stiffness and some local cooperativity of polypeptide chains. This is demonstrated in Fig. 8 , where the values of r iϪ2,iϩ2 Further insight into the role of the sequence independent regularizing potential comes from analysis of the distribution of conformations ͑averaged over entire chain͒ as measured by the chiral three bond and four bond distances, respectively. In Fig. 9 , the distribution for a completely athermal chain ͑infinite temperature, dotted line͒ and for the chain with only the generic potential ͑solid line͒ are compared to the distributions from the structural data base ͑dashed line͒. The distributions for the second case are proteinlike in the sense that there are well defined peaks corresponding to right-handed compact ͑helical͒ and expanded ͑␤-type͒ states. The population of compact left-handed states is negligible. Thus, the generic background potential introduces protein like conformational bias. The sequence specific potential triggers formation of fluctuating secondary structure. Thus, amino acid pair specific propensities are ''interpolated'' by the generic potential. As a result, the observed secondary structure ͑time averaged͒ is partially ͑as it should due to absence of the interplay between the short and long range interactions͒ consistent with the secondary structure seen in the native state.
IV. SUMMARY AND CONCLUSIONS
The proposed reduced model of polypeptide conformation employs a high coordination lattice for the C␣ representation of the main chain backbone. This lattice representation is very accurate. The mean square error of the lattice C␣ approximation to PDB structures is on the level of 0.6 -0.7 Å. What is important is that the quality of the fit does not depend on the angle of rotation with respect to the lattice. Thus, no artificial entropy effects are encountered. The lattice C␣ trace provides a convenient reference frame for reconstruction of the coordinates of all backbone atoms. The reconstruction requires just a few references to the prefabricated data set and can, therefore, be performed frequently during very long simulations. The model of dynamics is based on a long random sequence of local conformational transitions that preserve ''proteinlike'' backbone geometry. In this work, only the short range interactions and their effect on the behavior of the model are considered. In order to achieve a ''proteinlike'' distribution of conformations, it is necessary to employ a generic ͑sequence independent͒ background potential, which introduces a correction to the underlying lattice distribution of states. This generic potential is designed on the basis of general regularities seen in all protein structures. It enforces a ''proteinlike'' distribution of distances between the C␣ atoms up to the fourth neighbors down the chain. There is also a bias towards the correlated mutual orientations of the polypeptide bonds, which is typical for all regular secondary structure motifs. The sequence specific interactions trigger the specific local secondary structure preferences. The sequence specific part of the potential is derived from the configurational statistics of the high resolution PDB structures. It should be noted that a somewhat similar factorization of the secondary structure propensities for a C␣-reduced description of polypeptide chains has been recently described by DeWitte and Shakhnovich. 60 They also assumed a sequence specific factorization of the potential that depends on the dihedral angle for four-bond C␣-backbone fragments and the identity of the two central residues. Their potential was successfully used for sequence-structure matching. However, since they neglect the variability of the planar ͑C␣-C␣-C␣͒ angles, 40 this potential cannot be used for explicit simulations of protein geometry on a high-coordination lattice.
The results presented in this work show that it is possible to design a lattice model of a protein which reproduces strong secondary structure propensities and at the same time, exhibits global dynamics which are very similar to that of an ideal Rouse chain. Thus, for all practical reasons, the model is ergodic. Starting from an arbitrary chosen initial state, the Monte Carlo algorithm rapidly achieves thermodynamic equilibrium with fluctuating secondary structure that is typical for the given sequence of amino acids. The model seems to be a plausible candidate for simulations of the long time dynamics of denatured proteins ͑the algorithm used in the present work is available upon request͒. At lower temperatures, the observed ͑time averaged͒ secondary structure ͑de-duced from the observed short range conformational correlations͒ is close to that seen in the native state. The accuracy of this method of secondary structure prediction is of the same level as obtained by standard methods ͑i.e., 55%-70% of residues are correctly assigned͒. Since the sequence specific part of the short range interactions directly encodes the secondary structure propensities, this is not surprising. The underlying generic contributions to the potential of mean force applied in the reported simulations regularize and propagate the secondary structure. Consequently, the pairwise sequence specific potentials are to some extent ''interpolated'' over relatively long fragments of the model chains, providing consensus secondary propensities. The generic potential plays a similar role as ''filtering'' procedures in more sophisticated applications of computational models of neural networks for secondary structure prediction. [33] [34] [35] [36] In principle, we could use a deterministic procedure that generates the prediction of secondary structure according to the proposed factorization of the secondary structure propensities. There is, however, an important advantage of the proposed lattice Monte Carlo model; it carries along its entire geometrical context. Thus, there are straightforward possibilities for considerable improvement of secondary structure prediction and, consequently, for prediction of tertiary structure. For example, tertiary interactions, which moderate secondary propensities, could be introduced. This method was actually employed in our earlier work in the context of a somewhat different ͑and less accurate͒ scheme for short range interactions, allowing prediction of several very simple folds of small globular proteins. [25] [26] [27] [28] In the forthcoming work, the various contributions to the tertiary ͑long range͒ interactions and the effect on the protein folding process will be examined in the context of the present model of short range interactions and polypeptide chain dynamics.
