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Abstract
Weexplore energy transfer in a generic three-level system,which is coupled to three non-equilibrium
baths. Built on the concept of quantumheat engine, our three-levelmodel describes non-equilibrium
quantumprocesses including light-harvesting energy transfer, nano-scale heat transfer, photo-
induced isomerization, and photovoltaics in double quantum-dots. In the context of light-harvesting,
the excitation energy isﬁrst pumped up by sunlight, then is transferred via two excited states which are
coupled to a phonon bath, andﬁnally decays to the reaction center. The efﬁciency of this process is
evaluated by steady state analysis via a polaron-transformedmaster equation; thus the entire range of
the system-phonon coupling strength can be covered.We show that the couplingwith the phonon
bath not onlymodiﬁes the steady state, resulting in population inversion, but also introduces aﬁnite
steady state coherencewhich optimizes the energy transfer ﬂux and efﬁciency. In the strong coupling
limit, the steady state coherence disappears and the efﬁciency recovers the heat engine limit given by
Scovil and Schultz-Dubois (1959Phys. Rev. Lett. 2 262).
1. Introduction
With the rapid developments inmeasurement andmanipulation ofmicroscopic systems, quantum effects such
as coherence and entanglement are often utilized to enhance the performance ofmicroscopic devices. Even in
biological systems, both experiments [1] and theoreticalmodels [2, 3] reveal that the long-lived quantum
coherencemay play an important role in highly efﬁcient energy and electron transfer processes. Howbiological
systems, such as light-harvesting complex, preserve such long-lived coherence and hownature beneﬁts from the
coherence are two key questions that deﬁne the emerging ﬁeld of quantumbiology.
Taking a three-level system as a generic theoreticalmodel,many interestingmechanisms can bewell
demonstrated and understood. Recently, the sunlight-induced exciton coherence is studied in aV-conﬁguration
three-levelmodel [4, 5]. An interesting idea is to consider the energy transfer process from the perspective of heat
engine [6]. For example, the coherence introduced by an auxiliary energy level can enhance the heat engine
power [7, 8]. The early work considering a three-levelmasermodel as a Carnot engine was carried out by Scovil
and Schulz-DuBois [9, 10], yielding the heat engine efﬁciency 0h and its relationwith theCarnot efﬁciency. Later
papers elaborately reexamined the dynamics of thismodel by the Lindbladmaster equation and showed that the
thermodynamic efﬁciency 0h is achievedwhen the output light-ﬁeld is strongly coupledwith the three-level
system [11–13]. The quantumheat engine provides us a heuristic perspective to better understand the basic
physical processes in energy transfer and presents useful insight to enhance the efﬁciency and output power in
small systems [14–17].
In this paper, we study the polaron effects of a phonon bath on the energy transferﬂux and efﬁciency in a
generic three-levelmodel. The energy transfer efﬁciency is deﬁned as the ratio between the trapping and
pumping ﬂuxes. The canonical distribution of a thermal equilibrium system requires a negligible coupling
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between the system and its environment. As the coupling strength grows, the steady state of the systemwill no
longer be canonical [18–22]. This non-canonical state actually introduces the steady state coherence into the
systemwithout refereeing to speciﬁc forms of light–matter interaction or designing exotic system
conﬁgurations. The bath-induced coherent effect is investigated by the polaron-transformed Redﬁeld equation
(PTRE) [23, 24], which bridges both theweak and strong system–bath coupling regions. The difference between
the steady state efﬁciency and strong coupling limit 0h depends strongly on the phonon-induced coherence.
Taking into account of the behavior of both the ﬂux and efﬁciency, we are able to optimize coupling and
temperature in designing optimal artiﬁcial energy transfer systems.
In this paper, we ﬁrst introduce the three-levelmodel and its non-equilibrium environment in section 2, and
then formulate the PTRE in section 3. In section 4, the polaron effects of phonon-bath on the energy transferﬂux
and efﬁciency are studied in detail.We summarize our results in the last section.We leave the detailed derivation
and properties of the PTRE in the appendix.
2. Three-level systemmodel
2.1.Model system
Weconsider the energy transfer process in the three-level system illustrated inﬁgure 1. The site energy of the
ground state 0∣ ñ is set to zero. The two excited energy levels 1∣ ñand 2∣ ñ form a two-level system (TLS, in the
following the TLS is referred to the two excited states), with the corresponding site energy 1 and 2 . The
transition due to the dipole–dipole interaction is characterized by J. Then the three-level system ismodeled by
theHamiltonianH0 as:
H i i
J
2
1 2 2 1 . 1
i
i0
1,2
∣ ∣ (∣ ∣ ∣ ∣) ( )å= ñá + ñá + ñá
=
Weare interested in the transfer process in the single excitation subspace: the three-level system isﬁrstly excited
to state 1∣ ñby a photon ﬁeld, then the excitation is transferred to state 2∣ ñ through J (mediated by phonon
modes), andﬁnally the excitation decays to the ground state 0∣ ñvia spontaneous radiation. The pumping and
trapping processes aremodeled by the interactionwith the two independent photon baths, which are coupled
separately with two transitions 0 1∣ ∣ñ « ñand 0 2∣ ∣ñ « ñ. TheHamiltonian of the photon baths and their
interactionswith the three-level system are given by
H a a g a 0 1 h.c. , 2
k
k k k k kp p p p p p( ∣ ∣ ) ( )† †åw= + ñá +
H a a g a 0 2 h.c. , 3
k
k k k k kt t t t t t( ∣ ∣ ) ( )† †åw= + ñá +
Figure 1.The light-harvesting energy transfer process is described by a three-level system: its ground state 0∣ ñ and the excited state 1∣ ñ
( 2∣ ñ) is coupledwith the pumping (trapping) bath; the excited states 1∣ ñ and 2∣ ñare diagonal-coupledwith the phonon bath; the
internal transition strength between 1∣ ñ and 2∣ ñ is characterized by J. The energyﬂuxes p , v and t describe the energy exchange
rate of the systemwith the pumping, the phonon and the trapping baths, respectively. Theﬂux into the system is deﬁned as the positive
direction.
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where i p, tik ( )w = is the eigen frequency of the bathmode described by the creation (annihilation) operator
aik
† (aik), and its coupling strength to the excited state is gik.We note that the rotatingwave approximation is
applied in the system–bath interaction term. A phonon bathwith creation and annihilation operators bk
† and bk
of the bathmode kvw is coupled to the TLS via diagonal interactionwith the coupling strength of fk. Thus, the
phonon part is described by
H b b f b1 1 2 2 h.c. . 4
k
k k k
k
k kv v (∣ ∣ ∣ ∣) ( ) ( )† †å åw= + ñá - ñá +
Thismicroscopic three-level system immersed in the non-equilibrium environment was studied as a
quantumheat pumpphenomenologically without considering the details of the system–bath coupling [10]. In
the case that the phonon bath is replaced by a single drivingmode strongly coupled to the system, the dynamic
steady states have been solved and the efﬁciency is given by 0 2 1 h = [12, 13]. In reality, the three-levelmodel
can be realized in both nature and laboratory. Taking the energy transfer process in photosynthetic pigment for
example (ﬁgure 2(a)), different baths could arise fromdifferent sources: the pumping lightﬁeld (such as the sun-
light photons) is considered as a high temperature boson bath; the trapping bath is formed by the surrounding
electromagnetic environment whichmodels the energy transfer to the reaction center; and the phonon bath
with inverse temperature vb describes the phononmodes coupledwith the excited states. In addition, such a
three-level (ormore intermediate energy levels) system is used to describe photoisomerization (ﬁgure 2(b)),
nanoscale heat transfer [25] (ﬁgure 2(c)) or photovoltaic current in double quantumdots [26] (ﬁgure 2(d)).
In this paper, we focus on the effects of the phononmodes on energyﬂux and efﬁciency. Usually when the
system–phonon bath coupling strength is not weak, the Bloch–Redﬁeld equation approach cannot be applied.
Therefore, wewill introduce the PTRE [23, 24], which gives reliable results from theweak to strong coupling
region using superOhmic bath spectrumwith large cut-off frequency cw , to study the bath-induced coherent
effects of this quantum system. The validity of the PTRE has been veriﬁed by comparingwith the numerical path
integralmethod [21] and time-convolutionless polaronmaster equation [27, 28].
2.2.Deﬁnitions of energyﬂux and transfer efﬁciency
Weare interested in the energy transfer ﬂux and efﬁciency of the three-level system at its non-equilibrium steady
state. The steady state solution can be obtained by themaster equation formally written as
t
t
t
d
d
, 50 p v t
( ) ( ) ( ) ( )   r r= + + +
Figure 2.Realistic examples which can be studied by the three-levelmodel with different heat baths. (a) In the photosynthesis process,
the three-level systemworks as an antenna that captures the energy from sunlight and then transfers to the reaction center. (b)Three
eigenstatesmanifolds in photoisomerization. The bright states are pumped by the lightﬁeld, then the populations relax to the
intermedium and product states in the phonon environment. (c)The heat transfer in nanoscale can also use the three-level system as a
bridge connecting the high temperature and low temperature heat baths. (d) In the electron transport problem, electrons tunnel
through double quantumdots which can be described by a three-level system. The quantumdot connects with a source and a drain.
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which describes the dynamics of the reduced densitymatrix (RDM) t( )r of the three-level system. The Liouville
operator 0 denotes the non-dissipative term, p , v and t denote the dissipation effects associatedwith the
pumping, phonon coupling, and trapping, respectively.
To quantitatively investigate the energy transfer process, we deﬁne the steady state energyﬂuxes by
calculating the energy change of the three-level system
E
t
t
H HTr
d
d
Tr
. 6
s t
i
s i0
p,v,t
0
p v t
˙ ( ) ( ) ∣ [ [ ( )] ]
( )

  
år r¥ = = ¥
º + +
=¥
=
⎡
⎣⎢
⎤
⎦⎥
It can be shown that HTr 0s 0 0[ ] = . The three energyﬂuxes i , i p, v, t= are deﬁnedwith respect to their
corresponding dissipation operator i . These energyﬂuxes have clear physicalmeanings of the energy exchange
ratewith the pumping ﬁeld, phonon environment, and trapping ﬁeld, respectively. In this work, we are
interested in the steady state, in equation (6) theﬂuxes are calculatedwith ( )r ¥ , which is obtained by solving
t 0˙ ( )r = . Straightforwardly, we deﬁne the energy transfer efﬁciency by
, 7t
p
( )
( )
( )h =
¥
¥
which is the ratio between the output and the input energyﬂuxes.
Without losing generality, we assume the pumping (trapping) bath is weakly coupledwith the system and
can be described phenomenologically by the local Liouville operator of the Lindblad form
n O O O O
n O O O O
2
1 2 ,
2 , , 8
i
i
i i i i i
i i i i i
[ ] [( )( { })
( { })] ( )
 r g r r
r r
= + -
+ -
- + + -
+ - - +
where i p, t= refers to the two photon baths, ig and ni are the corresponding decay rate and average photon
number, and the systemoperators are deﬁned asO 1 0p ∣ ∣= ñá+ ,O 2 0t ∣ ∣= ñá+ . The system–phonon bath
couplingwill be treatedmore rigorously aswe are interested in how this coupling affects the energy transfer over
a broad range. To achieve this goal, we apply the PTRE equation, whichwill be introduced in the following
section.
3. PTRE
TheRedﬁeldmaster equation is valid up to the second-order perturbation of the system–bath interaction. In
order to go beyond this weak coupling limit, polaron transformation is introduced to incorporate the high-order
system–bath interaction into the dynamics of the system.Herewe focus on the coupling strength between the
system and phonon bath, and the polaron transformation is only related to the two excited states. Therefore it is
convenient to consider the TLSﬁrst, then the resulting Liouville operator describing the TLS dissipative process
can be incorporated into the dynamics of the three-level system.
We employ the Paulimatrix 1 2 2 1x ∣ ∣ ∣ ∣s = ñá + ñá and 1 1 2 2z ∣ ∣ ∣ ∣s = ñá - ñá , and deﬁne the polaron
transformation
H H H H Ve e , 9B B bi 2 i 2 0z z˜ ˜ ˜ ˜ ( )†¢ = ¢ = + +s s-
where H H H0 v¢ = + is theHamiltonian of the TLSwith the phonon bath, the collective bath operator is
B i f b f b2
k k k k k kv
( )† *å w= - and
H
J
2 2
, 10z x0˜ ( )
 s ks= +
H b b
f
, 11b
k
k k k
k
k
k
v
2
v
˜ ∣ ∣ ( )†å åw w= -
V
J
B B
2
cos sin . 12x y˜ [ ( ) ] ( )s k s= - +
The transformed system–bath interaction is V˜ and 1 2  = - . The expectation value of the bath operator
B
J
n
Tr cos
exp d
1
2
13
b b
0 2
v
[ ]
( ) ( ) ( )ò
k r
w wpw w
= ¢
= - +¥ ⎜ ⎟⎡⎣⎢
⎛
⎝
⎞
⎠
⎤
⎦⎥
is subtracted from V˜ as a renormalization factor, with H Hexp Tr expb b b bv v( ˜ ) [ ( ˜ )]r b b¢ = - - the thermal state
of the phonon bath and n exp 1v v 1( ) [ ( ) ]w b w= - - the average phonon number. The spectrum function is
4
New J. Phys. 18 (2016) 023003 DXu et al
chosen to be super-Ohmic as
J f4 e , 14
k
k k c
2 3 2 c( ) ∣ ∣ ( ) ( )åw p d w w apw w= - = w w- -
where cw is the cut-off frequency andα is a dimensionless parameter characterizing the system–bath coupling
which is proportional to cl w (λ is the reorganization energy). It can be veriﬁed that the thermal average of V˜ is
zero, i.e., V˜ is of the order of bath ﬂuctuations and thus is a reliable perturbation parameter. Based on this
consideration, the Born–Markov approximation is applied to derive the PTRE in the Schrodinger picture as
t
t
H t t t
t t
d
d
i ,
. 15
s
s
i j z
ij i j s ji s j i
ji i s j ij j s i
0
, ,
( ) [ ˜ ( )] [ ( ) ( )
( ) ( ) ] ( )
år r t t r r t t
t r t t r t
¢ = - ¢ - G ¢ + G ¢
- G ¢ - G ¢
= 
+ -
- +
Here, ijG is deﬁned by the bath correlation function.We denote sr¢ ( sr ) as the RDMof the TLS in the polaron
(local) frame, and deﬁne a new set of Pauli operator
, 16z ∣ ∣ ∣ ∣ ( )t = +ñá+ - -ñá-
, , 17∣ ∣ ∣ ∣ ( )t t= +ñá- = -ñá++ -
where H0˜ ∣ ∣ñ =  ñ . The detailed derivation of the PTRE can be found in appendix A.
The PTREwasﬁrstly introduced by Silbey and coworkers [23, 24], and has beenwidely used in solving the
strong system–bath coupling problems. The validity of the PTRE in thewhole range of coupling strength
requires the bath cut-off frequency should bemuch larger than the internal coupling strength, J ;cw  if
Jc w , the PTREonlyworkswell in the strong coupling regime [21]. To extend the valid regime of the polaron
approach even for small cw , a variational polaron transformation can be applied, where fk in the bath operatorB
is substitutedwith a variational parameter [21, 24, 29].Moreover, it will be shown in B that the results given by
PTRE are consistent with those given by the Redﬁeld equation in theweak coupling limit and the Fermi’s golden
rule (or Frster theory) in the strong coupling limit [21, 25, 26]. Therefore, the PTRE smoothly connects the two
limits, and provides a useful tool to study the intermediate coupling regionwhere there are usually no reliable
approximationmethods.
For further discussion on the property of the entire three-level systemwith the other twoweakly coupled
photon baths, equation (15) for the two excited states is transformed back into the local basis and rewritten as
t ts ij mn ij mn s mnv ,[ ˙ ( )] [ ] [ ( )]( )år r= . Then the expressions for the Liouville operator v are obtained
accordingly. The relations between the elements of ts ( )r¢ and ts ( )r are also given in appendix A.
The Bloch-form equation of the three-level system is derived following from equation (5). One thing should
be noted, the population conservation of the TLS gives t t 1;s s11 22[ ( )] [ ( )]r r+ = while for the three-level
system, the ground state population should be included and population conservation becomes
t t t 100 11 22( ) ( ) ( )r r r+ + = , wherewe denote t i t jij ( ) ∣ ( )∣r r= á ñ. The Liouville operator v which
considers the polaron effects has been obtained from the PTREof the TLS. The effects of the pumping and
trapping baths are described by the Lindblad operator p and t deﬁned in equation (8). Therefore, the PTRE
for the three-level system is given as
t
t t
t t
t
t
M
t t
t t
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J
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where thematrix M¯ is shown in appendix B. The equations for the off-diagonal terms t01( )r and t02 ( )r are
decoupled from equation (18) and not relatedwith the energy ﬂux and transfer efﬁciency, thuswill not involve in
the following discussion.
4. Energy transferﬂux and efﬁciency
4.1. Steady stateﬂux
The steady state of the three-level system can be easily obtained from equation (18), which incorporates the
polaron effects of the phonon bath. Then the steady state energy ﬂuxes deﬁned in equation (6) are
straightforwardly given as
n n
J
n1
2
1 , 19p 1 p p 00 p 11
p
p 12[ ( ) ] ( ) [ ] ( ) g r r g r= - + - + R
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n n
J
n1
2
1 , 20t 2 t t 00 t 22
t
t 12[ ( ) ] ( ) [ ] ( ) g r r g r= - + - + R
wherewe denote the steady state elements of RDMby i jij s∣ ( )∣r r= á ¥ ñ for brevity. Figure 3 presents energy
ﬂuxeswith respect toα. In the extreme case that the systembath coupling is switched off ( 0a = ), there is no loss
of excitation energy, which results in p t = - , suggesting the input energy ﬂux from the pump completely
ﬂows into the trap through the three-level system (note thatwe chose the positive direction as that the ﬂuxﬂows
into the system).When the coupling turns on, a portion of energyﬂux leaks into the phonon bath thus
p t > - . Both the pumping and trapping energyﬂuxes reach their optimal values in the intermediate coupling
region and decrease to zerowhen the coupling strength is strong.
In the context of heat engine, the trapping energy ﬂux t in ourmodel corresponds to the output power and
p corresponds to the input power. Usually, the power of a heat engine is small when the efﬁciency is high.
Particularly, at themaximal efﬁciency, all the processes are required to be quasi-static and take inﬁnite time, and
thus the powerwill be zero. To balance the conﬂict between the efﬁciency and power,muchwork has been done
to study the efﬁciency atmaximumpower [30–32]. In the following, wewill calculate the energy transfer
efﬁciency of our system and show its competitive relationwith the trapping ﬂux, in analogy to the efﬁciency and
power in the heat engine.
4.2. Steady state efﬁciency
Before presenting the result of efﬁciency deﬁned in equation (7), we beginwith the analysis of the limiting cases.
Theﬁrst termon the right side of equations (19) and (20)depends only on the populations of the three-level
system, and the second term represents the contribution of the off-diagonal terms (coherence in the local basis).
Aswe show in ﬁgureC1 of appendix C, the steady state coherence in the local bases 12r vanishes in the strong
coupling limit, then the efﬁciency is completely determined by the populations. According to the steady state
solution of the second equation in equation (18), we obtain the relation
n n n n1 1 . 21p p 00 p 11 t t 22 t 00[ ( ) ] [( ) ] ( )g r r g r r- + = + -
With this relation, the efﬁciency in the strong coupling limit reads
n n
n n
1
1
. 222 t t 22 t 00
1 p p 11 p 00
2
1
[( ) ]
[( ) ]
( )

h
g r r
g r r» -
+ -
+ - =
This result indicates that when the coherence is negligible due to the strong system-phonon coupling, the energy
transfer efﬁciency η approaches 0h , which is consistent with the key result of [12].We notice that equation (21)
shows that the net rate of pumping one excitation to 1∣ ñequals to the net rate of trapping one excitation from 2∣ ñ
to 0∣ ñ. In general, the efﬁciency is closely related to the phonon bath induced coherence [33] of the excited states.
Ifwe require the systemoutputs positive energy, i.e., n n1t t 22 t t 00( )g r g r+ > , then according to equations (19)–
(21), 012[ ]r >R leads to 0h h> and vise versa.
According to our discussion of theﬂux in the last subsection, when the coupling strength 0a = , the energy
transfer efﬁciency 1h = because there is no loss of energyﬂux.When the coupling strength gradually increases,
the efﬁciency decreases. However, after reaching itsminimumvalue, the efﬁciency starts to rise withα, which is
shown inﬁgure 4(a). The increase of efﬁciency assisted by noise was studied extensively in the context of energy
transfer in light-harvesting systems [34–36]. Aswe further increaseα, the efﬁciency grows beyond the strong
Figure 3.The steady state pumping (red solid line) and trapping (blue dashed line) energy ﬂuxes versusα. Theminus sign in front of
the trappingﬂux suggests the energy ﬂows into the trapping bath. Both ﬂuxes show amaximal value in theweak coupling case and
then quickly decreases to zerowhenα increases. The inset shows the strong coupling case.We choose the parameters in units of
J: J 51 = , J 4.52 = , J 5cw = , J 0.02pb = , J J 1t vb b= = , and J J 0.01p tg g= = .
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coupling limit 0h and then gradually approaches this limit from above. The strong coupling region is plotted in
the inset ofﬁgure 4(a).
Interestingly, weﬁnd population inversion of the two excited states in the regimes of 0h h> .We plot the
population difference between states 1∣ ñand 2∣ ñ inﬁgure 4(b). In the intermediate coupling region indicated
between the two red dots, the steady state population satisﬁes 11 22r r< (the effective temperature associates
with these two states is positive), the corresponding efﬁciency η is less then 0h as shown inﬁgure 4(a). On the
contrary, outside this intermediate region, i.e., when the coupling is either veryweak or very strong, the
populations are inverted 11 22r r> (the effective temperature is negative); meanwhile η increase beyond 0h . In
the local basis, the population and coherence are coupledwith each other due to the polaron effects: the
population inversion happenswhen 012[ ]r <R (ﬁgure 4(b)). The fact that the population and coherence in the
local basis have similar behavior can be explained from equation (A9) and equation (A10). Here, the coherence
tx ( )tá ñ in the polaron basis is negligibly small (see the inset ofﬁgure C1 in appendix C) to have signiﬁcant effects,
then the terms z 11 22s r rá ñ = - and 2x 12[ ]s rá ñ = R are both determined by ztá ñ.
Inﬁgure 4(a), we also compare the efﬁciency η calculated by the PTREmethodwith those predicted by the
Redﬁeld equation and the Fermi’s golden rule approaches. Aswementioned before, in theweak and strong
coupling limits, the PTREmethod agrees with the Redﬁeld equation and the Fermi’s golden rule, respectively,
and it connects these two limits with a non-trivialminimumwhich is related to the coherence in the local basis.
4.3. Further discussions
4.3.1. Kineticmodels
In the strong coupling regime, we canmap this energy transfer process into a simple excitation kineticmodel as
shown inﬁgure 5(a). Each step of energy transfer is described by an effective ﬂux ( p
eff , veff and teff ). The
relaxation of the two excited states is characterized by the rate zg , which is deﬁned in equation (C2) of
appendix C. As shown inﬁgure 5(b), the effective transferﬂux v
eff between the two excited states is
approximately proportional to the relaxation rate zg .When veff (or zg ) is smaller than the trapping ﬂux teff (or
tg ), the excitation in excited states will be quickly captured by the trapping ﬁeldwithout enough time toﬁrst get
Figure 4. (a)The steady states efﬁciency η, (b) the excited states population 11 22r r- and coherence 12[ ]rR versus the system-
phonon bath coupling strength characterized by dimensionless parameterα. The dashed line indicates the strong coupling limit 0h in
(a).When the populations are inverted, η is less then 0h , the red dots indicate the corresponding range ofα. The results given by the
Redﬁeld equation and the Fermi’s golden rule are shownwith the dashed–dotted lines. The strong coupling regions are plotted in the
insets. All the parameters are chosen as the same as inﬁgure 3.
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equilibratedwith the phonon bath. Consequently, the populations of the two excited states are inverted and the
real part of the coherence becomes negative. This phenomenologicalmechanism explains why the efﬁciency η is
higher than 0h in the strong coupling limit.
When the system–bath coupling strength becomesweaker, the local basis frame is no longer a good option
for the kinetic picture. The two excited states couple with each other and can be together considered as an excited
statemanifold, as shown inﬁgure 6(a). The single excitation carrying certain amount of energy passes through
the excited states 1∣ ñ and 2∣ ñ, and its average residence time tá ñ in the excited states is negatively correlatedwith
the transfer efﬁciency (in analogy to the light-harvesting efﬁciency in [36, 37]): i.e., the longer the excitation stays
in the excited states, themore energywill be lost to the phonon bath, and the lower energy transfer efﬁciencywill
be. During a cycle that the single excitation starts from 0∣ ñandﬁnally returns to 0∣ ñ, the average residence time
tá ñ is proportional to the excited states population 11 22r r+ at the steady states, as shown inﬁgure 6(b). Though
not quantitively exact, this kineticmodel qualitatively explains the localminimal of the efﬁciency η via the
average residence time t 11 22r rá ñ ~ + .
4.3.2. Temperature dependence
Besides the system–phonon bath coupling strength, the temperature of the phonon bath also affects the energy
transfer process, as shown in the two-dimensional contours of energy transfer efﬁciency (ﬁgure 7(a)) and
trapping energyﬂux (ﬁgure 7(b)). The efﬁciency behaves the same at the high phonon bath temperature as in the
strong coupling. In the high temperature limit, evenwhen the coupling strength is weak, the efﬁciency is still
close to 0h . As seen from equation (13), in either limit a  ¥ or 0vb  , the renormalization factor 0;k 
therefore, except for theweak coupling and low temperature case, the efﬁciency η does not change obviously.
Figure 5. (a)The kineticmodel of a single excitation transfer cycle. In the strong coupling regime, the energy transfer processes
between different local states can be described by the effective ﬂuxes. (b)The relaxation rate zg versus system–bath coupling strength
α. The red line indicates the trapping rate tg . The parameters here are the samewithﬁgure 3.
Figure 6. (a)The two excited states form a black box for the input and output excitation due to the internal coupling. (b)The average
residence time tá ñ is proportional to the total population of the excited states. The parameters here are also the same as those in
ﬁgure 3.
8
New J. Phys. 18 (2016) 023003 DXu et al
The trapping energy ﬂux has a different temperature dependences for weak and strong system–bath
couplings. Theﬂux t- grows (goes down)with descending vb whenα is large (small).Moreover, t- does not
sensitively depend on vb with smallα in contrast with the efﬁciency.When the couplingα is around 1, theﬂux
t- changes nomore than 20% in amplitude comparingwith itsmaximum. The optimization of the efﬁciency
and the trapping ﬂux can be achieved in two different regimes: (1)The coupling strength is weak and the
temperature of the phonon bath is high. (2)The coupling strength ismedium ( 2.5a ~ ) and the bath
temperature is low ( vb > 1). Theﬁrst regime corresponds to the high temperature classical limit, and the
second regime corresponds to low-temperature quantum regime, where bath-induced coherence enhances the
energy transfer process.
5. Conclusion
In this paper we use the PTRE to analyse the effects of the phonon bath on the energy transfer process in a generic
three-levelmodel. As a quantitativemethod, the PTRE can reliably describe the dependence of the steady state
coherence on the system–bath coupling strength ranging from theweak to strong coupling regime.Our analysis
shows that the steady state coherence between the two excited states is crucial to the energy transfer efﬁciency.
When the effective temperature of the excited states is negative (populations are inverted), the coherence carries
a positive real part and enhances the efﬁciency beyond the strong coupling limit 0h . On the contrary, if the
effective temperature is positive (populations are not inverted), the coherence carries a negative real part and is
detrimental to the efﬁciency. The energy ﬂux and efﬁciency compete with each other and cannot reach
maximum simultaneously; however, the study of their behaviors with respect to the coupling strength and
temperature provides the key information about how tomake an optimal compromise between the two
quantities.Wewill consider how to use quantum control to optimize the energy transfer process in the future
study.
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the ﬁgure 4.
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AppendixA. Secular-MarkovianRedﬁeld equation in the polaron frame
The two excited states coupledwith the phonon bath is described by theHamiltonian in equations (1) and (4),
which is broadly studied as the spin-bosonmodel. Via the polaron transformation given in equation (9), the
system–bath coupling is effectively weakened to the order of the thermal-ﬂuctuation, hence the second-order
perturbation theory can be applied.With the secular-Markov approximation, the PTRE for spin-bosonmodel
in the interaction picture is given by
t
t
s V t V t s t
d
d
d Tr , , , A1s
I
b s
I
b
0
( ) {[ ˜ ( ) [ ˜ ( ) ( ) ]]} ( )òr r r¢ = - - ¢ Ä ¢¥
which can be further written in the Schrodinger picture as equation (15)
t
t
H t t t
t t
d
d
i ,
.
s
s
i j z
ij i j s ji s j i
ji i s j ij j s i
0
, ,
( ) [ ˜ ( )] [ ( ) ( )
( ) ( ) ]
år r t t r r t t
t r t t r t
¢ = - ¢ - G ¢ + G ¢
- G ¢ - G ¢
= 
+ -
- +
Here, the Pauli operators it deﬁned by the eigenstates of H0˜ are given in equations (16) and (17), and
cos
2
1 sin
2
2 , A2∣ ∣ ∣ ( )q q+ñ = ñ + ñ
sin
2
1 cos
2
2 , A3∣ ∣ ∣ ( )q q-ñ = ñ - ñ
where Jtan q k= . The dissipation rates ijG are related to the bath correlation functions
t t
4
d 0 , A4ij i j
2
0
( ) ( ) ( )ò x xG = D á  ñk ¥
with
t B tsin cos , A5z ( ) [ ( ) ] ( )x q k= -
t B t B te cos cos i sin , A6ti( ) [ [ ( ) ] ( )] ( )x q k= - -  Dk 
where J2 2( ) kD = +k and B t Be eH t H ti ib b( ) ˜ ˜= - .
To transform equation (15) back into the local frame, we express the elements of the RDM ts ( )r¢ and ts ( )r by
the average of the Pauli operators t tTrz s s z, ,( ) [ ( ) ]t r tá ñ º ¢  and t tTrz s s z, ,( ) [ ( ) ]s r sá ñ º  . As zs commutes
with the polaron-transformation, the diagonal term tz ( )sá ñ is easily to obtained from ts ( )r¢ ,
t t t
t t
Tr Tr
Tr Tr , A7
z s b z s s z
s b z s s z
tot
tot
( ) [ ( ) ] [ ( ) ]
[ ( ) ] [ ( ) ] ( )
s r s r s
r s r s
á ñ = =
= ¢ = ¢
+
+
where ttot ( )r is the total densitymatrix for the TLS and its bath, t tTrs b tot( ) [ ( )]r r= and
t te eB Btot
i 2
tot
i 2z z( ) ( ) †r r¢ = s s- is the polaron-transformed total densitymatrix. However, the polaron
transformation operator and x y( )s s do not commute, thus the off-diagonal terms cannot be obtained exactly.
This problem can be solved by using the Born approximation t ts btot ( ) ( )r r r¢ » ¢ Ä ¢ , which has already been
used in deriving the PTRE. The polaron transformation reduces the system–bath coupling, thusmakes the
factorization of the densitymatrix in the polaron frame reasonable. Therefore, we have
t t tTr e e Tr . A8x y s b B x y B s s x y, tot
i 2
,
i 2
,
z z( ) [ ( ) ] [ ( ) ] ( )s r s k r sá ñ = ¢ » ¢s s+ -
Togetherwith equations (A2) and (A3), it is straightforwardly to obtain
t t tcos sin , A9z z x( ) ( ) ( ) ( )s q t q tá ñ = á ñ + á ñ
t t tsin cos , A10x z x( ) ( ) ( ) ( )s k q t k q tá ñ = á ñ - á ñ
t t A11y y( ) ( ) ( )s k tá ñ = - á ñ
followingwhich the expression for the Liouville operator v of the TLS is derived.
Appendix B.Weak and strong coupling limits of PTRE
In this appendix, wewould like to show that the PTRE in theweak (strong) coupling limit is exactly consistence
with the Redﬁeld equation (rate equation based on the Fermi’s golden rule). In theweak coupling limit, we have
1k » , thus the polaron basis ∣ ( ) D ñk approaches the eigenbasis of the TLS 0∣ ( ) D ñ, where J0 2 2D = + .
In this eigen frame, the PTRE equation (15)with secular approximation is reduced to the Redﬁeld equation
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t
n n
d
d
1 , B1s s s0 0[ ] [ ( )][ ] ( )[ ] ( )r r r= -G + D + G D++ ++ --
t
n
d
d
i
1
2
1 2 , B2s s0[ ] ( ( )) [ ] ( )r r= - D + G + D+- +-
⎡
⎣⎢
⎤
⎦⎥
where J
1
2
sin0 2( ) qG = D .
In the strong coupling limit, the coherence is quickly destroyed by dissipation, thuswe only need to consider
the equations for the populations. Additionally, as 0k » with largeα, the eigenbasis of H0˜ are reduced to the
local basis 1∣ ñand 2∣ ñ. As a result, equation (15) becomes a kinetic equation governing the populations
Pi s ii[ ]rº , which can bewritten as
t
P P P
d
d
, B31 12 1 21 2 ( )= -G + G
where
J
1
2
d e e 1 , B4Q12 2 2
0
i[ ( )] ( )( )òk tG = -t t¥ R
J
1
2
d e e 1 , B5Q21 2 2
0
i[ ( )] ( )( )òk tG = -t t¥ -R
with
Q
J
d cos coth 2 i sin . B6
0 2
v( )
( ) [ ( ) ( ) ( )] ( )òt w wpw wt b w wt= -
¥
The above transition rates 12G and 21G are the same as those obtained from the Fermi’s golden rule. In aword, the
PTRE smoothly connects theweak and strong coupling limits, and provides a useful tool to study the
intermediate coupling regionwhere there is usually no reliable approximationmethods.
Furthermore, following from equation (B3) the three-level system in the strong coupling limit can be
understood from the perspective of population kinetics. The population transitions rate from state i∣ ñ to j∣ ñ is
denoted by ijG , then the net population ﬂux from i∣ ñ to j∣ ñ is P Pij i ji jG - G . In the steady state, the net population
ﬂuxes between each two local statesmust be equal with each other due to population conservation, whichmeans
there is a circulation F in the three-level system:
F P P P P P P . B712 1 21 2 20 2 02 0 01 0 10 1 ( )= G - G = G - G = G - G
Then the energyﬂux from i∣ ñ to j∣ ñ is just the populationﬂux F times the corresponding energy gap,
Fi j i j(  = - ), which directly leads to the efﬁciency 0 2 1 h = .With straightforward calculation, we
obtain the steady state population P D Di i= from the kinetic equation (B7), where
D , B81 01 20 02 21 21 01 ( )= G G + G G + G G
D , B92 02 10 01 12 12 02 ( )= G G + G G + G G
D , B100 10 20 20 12 21 10 ( )= G G + G G + G G
D D D D . B111 2 0 ( )= + +
In the case of low temperature trapping bath, the transition rate 02G can be neglected comparingwith 20G . Then
we have D1 01 20 21( )» G G + G and D2 01 12» G G , then the population inversion P P1 2> requires
020 21 12G + G - G > . In the strong coupling limit, the transition rates between the two excited states are almost
the same 12 21G » G , thus P P D 01 2 01 20- » G G > is established, which is consistent with the results obtained
from the PTRE.
AppendixC. Steady state of the TLS in polaron frame
For convenience, we rewrite equation (15) in the formof the Bloch equation
t
t M t C
d
d
. C1( ) ( ) ( )t tá ñ = - á ñ +  
Here t t t t, ,T z x y( ) [ ( ) ( ) ( ) ]t t t tá ñ = á ñ á ñ á ñ . The transitionmatrixM and the constant term C C C C, ,T z x y( )=

are
M
0
, C2
z zx
xz x xy
yz yx y
( )
g g
g g g
g g g
= D +
- D +
k
k
⎛
⎝
⎜⎜⎜
⎞
⎠
⎟⎟⎟
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C C C C, , , C3
T
z x y( ) ( )=

the expressions of thematrix elements are given in appendixD.
The time evolution of t( )tá ñ is straightforwardly given by
t M C M Ce 0 , C4Mt 1 1( ) [ ( ) ] ( )t tá ñ = á ñ - +- - -   
with the steady state M C1( )tá ¥ ñ = -  . In the followingwewill neglect time argument¥when referring to the
steady state for convenience. The population difference ztá ñvaries with the coupling strength as shown inﬁgure
C1 . In theweak coupling limit, the TLS steady state distribution is canonical in the eigenbasis, i.e.,
lim tanh
1
2
, C5z
0
v 0 ( )t bá ñ = - Da ⎜ ⎟
⎛
⎝
⎞
⎠
which is just the thermodynamic equilibrium state.When the system–bath coupling gradually increases, the
systemdistribution deviates from e
canr and follows the Boltzmann distribution
tanh
1
2
, C6z v ( )t bá ñ = - Dk⎜ ⎟⎛⎝
⎞
⎠
with respect to the energy gapDk between the eigenvalues of ∣+ñand ∣-ñ in the polaron frame. Furthermore,
when goes into the strong coupling limit, we have
lim tanh
1
2
, C7z v ( )t bá ñ = -a¥ ⎜ ⎟
⎛
⎝
⎞
⎠
which is the Boltzmann distributionwith respect to the local site energies 1 and 2 . The deviation from the
canonical state s
canr due to the strong system–bath coupling has been studied via the cumulant expansion
method in the polaron-transformed thermodynamic distribution [20, 21] and from the view point of energy
shell deformation [18, 19, 22].
AppendixD. Elements of thematrixesM and M¯
The quantities deﬁned in equations (C2) and (C3) are determined by the superposition of the correlation
functions equation (A4) following from equations (15) and (C1). By deﬁning the functions
f t Q t Q tcosh cosh 2, D1( ) [ ( )] [ ( )] ( )= + - -
g t Q t Q tsinh sinh , D2( ) [ ( )] [ ( )] ( )= + -
it is straightforwardly to obtain
J t t f t g t
1
2
d cos cos , D3z 2 2
0
2( )[ ( ) ( )] ( )òg k q= D +k¥
J t f t t g t
1
2
d sin cos , D4x 2 2
0
2[ ( ) ( ) ( )] ( )òg k q= + Dk¥
FigureC1.The steady state of TLS as a function of the system–bath coupling strengthα. The steady states of the PTRE follow the
canonical distribution in the polaron transformed basis, which rotates with the coupling strengthα. In theweak coupling limit, the
system steady state is the canonical distribution in the eigen basis (black dash line); while in the strong coupling limit, the steady state is
the canonical distribution in the localized basis (red dotted–dashed line). The inset shows the coherent termof the steady state, which
is small in the polaron transformed basis.We choose the parameters in units of J: J 51 = , J 4.52 = , J 5cw = and J 1vb = .
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The Liouville operator v for the three-level system is obtained from equation (C1)with the expressions
given above. Here the relation 100 11 22r r r+ + = for the three-level system should be used to substitute
1s s11 22[ ] [ ]r r+ = for the TLS. Taking the contributions of the Lindblad terms p and t deﬁned in
equation (8) into consideration, the elements of thematrix M¯ in equation (18) are
M
n n
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