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Abstract
Case studies, such as [19] have shown that in image summarization, such as with Google
Image Search, the people in the results presented for occupations are more imbalanced with
respect to sensitive attributes such as gender and ethnicity than the ground truth. Most of the
existing approaches to correct for this problem in image summarization assume that the images
are labelled and use the labels for training the model and correcting for biases. However, these
labels may not always be present. Furthermore, it is often not possible (nor even desirable) to
automatically classify images by sensitive attributes such as gender or race. Moreover, balancing
according to the labels does not guarantee that the diversity will be visibly apparent – arguably
the only metric that matters when selecting diverse images.
We develop a novel approach that takes as input a visibly diverse control set of images
and uses this set to produce images in response to a query which are similarly visibly diverse.
We implement this approach using pre-trained and modified Convolutional Neural Networks
like VGG-16, and evaluate our approach empirically on the Image dataset compiled and used
by [19]. We compare our results with the Google Image Search results from [19] and natural
baselines and observe that our algorithm produces images that are accurate with respect to
their similarity to the query images (on par with that of the Google Image Search results), but
significantly outperforms with respect to visible diversity as measured by their similarity to our
diverse control set.
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Figure 1: A simple post-processing approach for ensuring diversity in image search. A small “di-
versity control set” of images is taken as input, and (relevant) images are assigned a similarity score
with each image in the control set. These scores are combined with the similarity scores provided
in a black-box manner using an existing image search approach. A simple ranking algorithm then
selects the final images using this combined score.
1 Introduction
The last decade has seen a rise in popularity and usage of various image generation and classification
algorithms. Along with that, we also have detailed image datasets that have been manually or
automatically annotated with rich features. Given the availability of these image datasets, one of
the directions of research that is pursued is to develop algorithms that can identify images with
similar context. For example, given a huge image dataset of people at work, can we identify a
subset of images of people who are doctors by occupation? Algorithms based on feature extraction
algorithms and services such as Google Image Search already perform image summarization by
responding to a query with an appropriate set of images. However, as shown by case studies such
as [19], Google Image search is often biased with respect to sensitive attributes of the data such as
gender and ethnicity – if overrepresent the majority demographics of the given queries.
The presence of these biases can be very harmful, considering the wide usage of such algorithms.
[19] showed that, similar to other forms of media, gender bias in image search results of occupations
leads to an incorrect perception of the number of women within the queried occupation. Further-
more, the use of the results from biased algorithms can also lead to “feedback loops”, wherein the
use of the biased results can be propagated to or even reinforced by other tools trained on these
results. For example, [22] showed through simulations of predictive policing tools that due to the
bias in training data, the tools suggest increased policing in black neighbourhoods. Similarly, [10]
showed that women are shown fewer online ads of high paying jobs than men.
To prevent such scenarios in case of image classification tasks, it is important to ensure that
the algorithms used for image summarization are unbiased or represent the ground truth. To that
end, our goal is to provide a simple image ranking and summarization algorithm which can ensure
that the returned images correspond to the query yet are also visibly diverse.
1.1 Our Contribution
For a dataset of images, we provide a simple algorithm that, given a query, returns a small set of
images that correspond to that query and are “visibly diverse” (Section 2). The algorithm takes as
input a small control set of diverse images that is completely independent of the query. We take any
image matching tool as a blackbox to obtain a score of similarity between a pair of images. In that
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Figure 2: Top images returned by the algorithm for query occupations CEOs and Doctors. The
first row shows images with maximum similarity score, the second row shows images with best
diversity score and third one shows images with best combined scores.
sense, our algorithm can be considered a post-processing algorithm, that given an image similarity
scoring algorithm and a diversity control set, can be used to ensure that the images returned are
accurate and diverse.
Each image is given a query similarity score which corresponds to how well it represents the
desired query. The candidate images are also given a similarity score with respect to each image in
the diversity control set using the image matching tool. After adding the query similarity score to
the similarity score with respect to the diversity control set, we rank the images by the combined
score for each image in the control set and output the ones with the best scores.
In this paper, since we do not have access to extra information about the images in the dataset,
we use CNN-based feature extraction and image matching techniques to accomplish the goal (Sec-
tion 2). We test the algorithm on the dataset compiled by [19]. The dataset consists of top Google
images results for around 96 queried occupations, which they used to show the existence of gender
bias in these results (Section 4.1). We show that our algorithm returns much more gender-balanced
results than Google image search results (Section 4.2). Furthermore, we show that it can also
increase the visible racial diversity of the image search results.
To the best of our knowledge, this is the first algorithm that does not use explicit labels to
ensure diversity in image summarization. Furthermore, depending on the robustness of the feature
extractor, our algorithm can be used to ensure that the returned images are diverse with respect to
any control set of images. We demonstrate this by using a control set of cartoon and non-cartoon
images in Appendix E.
2 Model
The basic approach for the problem is represented in Figure 1. Let Tq be the control set of images
to be used to check similarity for a given query q and let TF be the control set of images to be used
to check diversity with respect to sensitive attribute. Let S denote the large corpus of images that
has to be ranked.
We need our output images to be ranked according to similarity with the images in Tq. Corre-
spondingly, for each pair of images we calculate a score of similarity, which we call sim(I1, I2). The
smaller the score, the more similar are the images. The exact method of calculating this similarity
score is discussed later. We first see how we can use this score to rank our dataset.
For the query set Tq and for each image I ∈ S, we calculate the score
avgSim(I) := avgIq∈Tqsim(I, IC).
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The score avgSim(I) gives us a quantification of how similar the image I is to all other images in
set Tq. Before using this score further, we normalize it by subtracting the mean and dividing by
standard deviation.
âvgSim =
avgSim−mean(avgSim)
std(avgSim)
.
However, we cannot expect the ranking with respect to this measure to be diverse. Using the
second set TF , we construct a diversity score matrix div of size |TF | × |S|, where the element
corresponding to I ∈ S and IF ∈ TF has the value
div(IF , I) := sim(IF , I).
Once again, we normalize each row of the div matrix by subtracting the mean of the row and
dividing by its standard deviation. We call the normalized matrix d̂iv.
To combine the scores, we construct a diversity-similarity score matrix divSim of size |TF |× |S|,
where the element corresponding to I ∈ S and IF ∈ TF has the value
divSim(IF , I) := α · d̂iv(IF , I) + (1− α) · ̂avgSim(I),
where α ∈ [0, 1]. Finally, we return the set of images with maximum score in each row of the matrix
divSim (checking for duplicates at each step).
2.1 Obtaining Similarity Scores
To obtain the similarity score sim(I1, I2) for two given images, we can utilize a pre-trained convo-
lutional neural network.
We use the pre-processed VGG-16 network [25] for generating the feature vectors 1. VGG-16
is a 16-layer convolutional neural network. We take the weights of the edges after the last fully-
connected layer as the feature vector for the image. The process can be summarized in the following
steps 2 .
• Feed the image into the VGG-16 network and obtain the feature vector of dimension 4096 as
described above.
• Perform Principal Component Analysis to reduce the feature vector size.
• Compute the cosine distance, D(u, v), between the feature vectors as the similarity score.
The cosine distance between two vector u, v is defined as
D(u, v) = 1− u · v‖u‖2‖v‖2 .
Finally, we return sim(I1, I2) = DvI1 ,vI2 , where vIj is the feature vector corresponding to image Ij .
Remark 2.1 (Other methods). We use other CNN based methods as well, such as retraining part
of a given VGG-16 network using the diversity control set TF . However the results produced were
not as good as the pre-trained network, possibly due to small size of training set TF . Furthermore,
retraining the network, or even a part of it, introduces an overhead computation, while in comparison
the above method uses the CNN as a blackbox. The results for the experiments using a retrained
network are provided in the Appendix C.
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Figure 3: Percentage of women in top 100 results using Algorithm in Section 2.1 for gender pre-
labelled images (α = 0.5) vs Google Image Search results. While the line for Images obtained
using only similarity scores seems balanced, it can be seen that the variance of the points is large.
3 Related Work
The study by [19] explored the effects of bias in image search results of occupations on the perception
of people of that occupation. The major aim of the study was to understand whether the biased
portrayal of minorities in image search results leads to stereotypes or not. Such a phenomenon
has been observed in other forms of media like television [5]. [15] also showed that the annotated
datasets of English and German, used for various NLP tasks and tools, are age-biased. Studies
like these have brought to light the problem of bias in common ML algorithms and led to a surge
of research in fair algorithms. In the field of computer vision, [6] showed that the existing facial
analysis datasets are biased with respect to gender and skin type. Summarization algorithms using
such datasets can lead to biased results and hence a feedback loop . Correspondingly, it becomes
important to develop summarization algorithms that ensure “visible diversity” even when using
biased datasets.
Current approaches to debias summarization algorithms often assume the existence of sensitive
attribute labels for data-points. For example, [8] formulate the summarization problem as sampling
from a Determinantal Point Process and use partition constraints on the support to ensure fairness.
Setting up the partition constraints requires the knowledge of the partitions and correspondingly
the sensitive attributes for all datapoints. Similarly, fair classification algorithms, such as [7, 9,
11, 13, 18, 26, 27] use the gender labels during the training process, but may or may not use it
once the model is generated. In the context of image-related tasks, [28] looked at the datasets and
models used for language-based image recognition tasks, such as captioning an image, and found
that there exists significant gender bias in the data and models. They suggest constraints based
modifications of existing models to ensure fairness of these models, but the constraints are based
on the knowledge of the gender labels.
1Other networks such as [24] can also be used.
2Similar to github.com/ankonzoid/artificio.
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Figure 4: Comparison of accuracy, as measured using mean similarity scores, of top 100 results
across all occupations. For each occupation, we also plot the standard deviation using the dotted
lines.
There are other works that attempt to ensure diversity in the learning algorithm without using
gender or race labels. [4] consider the problem of gender bias in word embeddings trained on Google
News articles and provide methods to modify the embeddings to debias them. Through standard
gender-related words, they identify the direction of the gender bias in given word embeddings and
then attempt to remove it.
To identify image similarity, a number of techniques have been explored [16]. The usual tech-
niques before the use of Convolutional Neural Networks included the following: Blob detection
[20], involves finding the part of the image which is consistent across all images, Template match-
ing [17], where we are given a template image against which all other images are to be matched
after pre-processing steps, and SURF feature extractor [3] which detects local feature, generates
their description and then matches these features across images.
However, the use of convolutional neural networks for image classification has resulted in a vast
improvement in accuracy. In particular, networks like VGG-16 and VGG-19 [25], pre-trained on
datasets like ImageNet [1], can be very easily used for various classification tasks. Hence, it makes
sense to use pre-trained CNNs for the task of image matching.
This method of using pre-trained models for other tasks is also called “transfer learning”. This
technique has been used in many other classification tasks, such thoraco-abdominal lymph node
detection and interstitial lung disease classification [14], or object and action classification [23], and
has shown significant improvement compared to previous work.
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Figure 5: Standard deviation of {N(IF ) | IF ∈ TF } for different occupations, where N(IF ) = |{I |
IF = arg min{sim(I, I ′F ) | I ′F ∈ TF }}|. It basically is the number of images similar to IF in the top
100 results. The lower the standard deviation of this quantity, the more diverse is the set.
4 Experiments
4.1 Dataset
The dataset used in the experiments is the same as the one in the paper Kay, Matuszek and Munson
[19]. The dataset includes top Google Image Search results for 96 different occupations 3. The total
number of images is around 38400 and the average number of images per occupation is 400.
For each occupation, we use the top 10 images as the similarity control set Tq, to be used
to match similarity against if that particular occupation is queried. Similarly, we construct a
diversity control TF using visibly diverse images. The set TF used in the experiments is provided
in Appendix D.
We use a visibly diverse control set of images but other methods of choosing a diverse set (such
as images from all classes of Fitzpatrick skin-types [12]) can also be considered.
A subset of the images (around 10%) is also gender-labelled using feedback from Mechanical
Turk. On an average, 72 images from each occupation are gender-labelled and the images labelled
are “clear”, i.e., they have a single person in the image and the features of the person are clearly
visible. We use this subset and other methods to calculate the diversity of our results.
Note that this dataset is of Google Image results from 2015 and we use it due to existing
analysis on the occupations and gender information of the images in the dataset, as provided by
[19]. However any other image dataset can also be used in the place of this dataset and the
algorithms remains the same.
3https://github.com/mjskay/gender-in-image-search
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Figure 6: Top images returned by the algorithm when the dataset is restricted to the queried
occupation. The results show that even when accuracy is guaranteed the returned images are
visibly diverse.
Remark 4.1. For the images without gender labels, we attempt to use pre-trained gender classifica-
tion tools [21] to auto-label the gender of the images, so as to better evaluate the performance of our
algorithm. However such tools might themselves be biased due to biased training data or algorithms,
and therefore we focus more on the diversity results obtained using the gender pre-labelled images
or visible diversity. The results corresponding to images with auto-labelled gender are presented in
Appendix B.
4.2 Results using Pre-Trained VGG-16
For the results below, we use the neural-network based method, described in Section 2.1. We also
vary α and look at its impact on the accuracy of the results (A preliminary analysis is presented
in Appendix A).
Figures 2 present a few examples corresponding to the output for different occupation queries.
As it can be seen from the figures, after combining the similarity and diversity scores, the top
images obtained are visibly diverse.
When the dataset is restricted to images with pre-labelled gender, the gender diversity of our
results compared to the gender diversity of Google image results can be seen in Figure 3. The
x-axis in this plot is the actual percentage of women in occupations, the data for which is provided
by the US Bureau of Labor and Statistics [2]. While the percentage of women in Google image
results varies quite drastically across occupations, our image results are much more balanced.
Furthermore for Google Image search, the average fraction of women in top 100 results of any
occupation is 0.37 with a standard deviation of 0.32, while for our algorithm, the average fraction
of women in top 100 results of any occupation is 0.54 with a standard deviation of 0.13, which is
much more balanced. When using only similarity score, the average fraction is 0.44 with a standard
deviation of 0.26 (which is why the line for algorithm with only similarity score in Figure 3 is slightly
misleading due to the high variance) and when using only diversity score, the average fraction is
0.51 with standard deviation 0.
We provide further empirical evidence of the accuracy and diversity of the output images in
this section.
4.2.1 Accuracy
Since its important to first check how accurate our method is in finding similar images, we present
accuracy results for the same below.
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Figure 7: Comparison of racial diversity of the top images from our algorithm, Google Image Search
and the baseline algorithms
Correspondingly, we compare our accuracy with Google Image results. For each occupation,
given the top 100 results from each method, we again compute the avgSim score for each image
in the set. Then, we compute the mean and standard deviation of this score and plot it for each
occupation in Figure 4. The plot also has the similarity scores for baseline results, such as the
results returned when we rank by only similarity scores or by only diversity scores.
From the figure, we can see that the average similarity score of the top 100 images of our
algorithm is similar to the top 100 images of Google image search. For the baselines, as expected,
the algorithm using only similarity scores has the best accuracy and the algorithm using only
diversity scores has the worst. For some occupations however, the Google result score is higher than
our score. Upon checking the returned images from these occupations, we found that there were two
reasons for this. For certain occupations, like pharmacist, our top results include those of doctors
as well, whereas Google’s results are more accurate. On the other hand, for some occupations
like librarian, our top results were of people in library while Google’s top results included a lot of
cartoons images.
We plot the bar graph showing the number of results of the given occupation in top 100 images
when that occupation was queried in Figure 8. However since images of multiple professions might
be similar (like CEOs, financial analysts and lawyers), for each query occupation we also present
the other occupation with the most results in top 100 images. While for a significant fraction of
occupations the percentage of images in top 100 results belongs to the same class is greater than
40%, from Figure 8, it is still difficult to judge from the bar graph itself whether the method is
accurate or not, and so Figure 4 is a better measure of judging accuracy.
Overall, we can conclude that the top images returned are visually similar to the queried images
and that our method is matches the Google’s results in terms of accuracy.
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Figure 8: Bar chart with number of results of the queried occupation in top 100 results for each
occupation when the algorithm uses pre-trained VGG-16 network and then computes similarity
scores. α = 0.3.
4.2.2 Diversity using gender pre-labelled images
Using the gender pre-labelled set of images as the total set S, we look at the percentage of women in
the top 100 results for a given query occupation. We compare this against the percentage of women
in the top 100 results of Google Image Search in Figure 3, the data for which is also provided by
[19] for certain filtered occupations. The figure shows the images obtained using our algorithm are
much more gender-balanced than Google Search Image results for the same queries.
4.2.3 Visible Diversity
It is important to ensure that the top images returned by the algorithm are visibly diverse even
when the accuracy is ensured to be high. To check visible diversity, we restrict our dataset to a
single occupation (ensuring accuracy) and check if the returned images are visibly diverse. For
datasets restricted to only CEOs and only Doctors, the top images returned by the algorithm are
presented in Figure 6.
4.2.4 Diversity Comparison
Since only a small percentage of the dataset has gender labels, we need other metrics to ensure that
the images returned by our algorithm are indeed diverse. A good measure of diversity is, given the
top 100 results from our algorithm, the number of images in this set similar to a particular image
in the diversity control set TF is almost the same for all images in TF . We use this idea to compare
the diversity of our results on the full dataset to the Google Image search results.
We are given the top 100 results of our algorithm on the full dataset and the top 100 results
from Google Search. Let
minDivScore(I) := min{sim(I, IF ) | IF ∈ TF }.
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We calculate the score list minDivScore for the given set T and for each image I ∈ T , we also store
the image in TF for which it achieves the score minDivScore(I), i.e.,
arg min{sim(I, IF ) | IF ∈ TF }.
Then for each image IF ∈ TF , we calculate the number of images in T most similar to it, i.e., the
number of images I ∈ T for which minDivScore(I) = sim(IF , I). Lets call this number N(IF ).
Formally,
N(IF ) = |{I | IF = arg min{sim(I, I ′F ) | I ′F ∈ TF }}|.
For each occupation, we calculate the standard deviation of {N(IF ) | IF ∈ TF } and plot it in
Figure 5. Once again, the idea is that if the returned set of images is diverse, then the standard
deviation of the above list should be small, since the similarity of images should be equally dis-
tributed across all images in TF . From the figure, it can be seen that the images returned by our
algorithm on the full dataset has lower standard deviation than Google Image results. We also plot
the standard deviation of {N(IF ) | IF ∈ TF } for baseline algorithms that use only similarity scores
or only diversity scores for reference.
4.2.5 Diversity with respect to Race
We inspect the racial diversity of the top results of our algorithm and compare it to the diversity
of the top results of Google Image Search and the baseline algorithms. Since the race of the people
in the images is not pre-labelled, we do this analysis for only a small percentage of the top results.
In particular, we look at the top 16 images from each algorithm (we choose 16 because that is the
size of the diversity control set TF 14. We also look at only those occupations for which the top
16 Google images are mostly of people, and not cartoons or objects. The results are presented in
Figure 7.
From the figure, one can see that all our algorithm is much more balanced in terms of percentage
of minorities in top results than Google search, which as expected performs similar to the algorithm
using only similarity scores. However, even though our algorithm is relatively better, the figure
shows all the algorithms are still quite unbalanced. A better choice of the diversity control set and
a more robust dataset can lead to better results.
5 Limitations and Future Work
The algorithm and results presented here is a prototype that aims to use existing methods to
improve diversity in image summarization. However, there are certain limitations to this approach
which we examine in connection to potential future work in this section.
First and foremost, it is important to state that our primary evaluation of our method was with
respect to gender. This evaluation made use of pre-labelled data which treated gender as binary,
which is unnecessarily and problematically restrictive and not an accurate representation of the
gender diversity in humanity. The problem with binary gender-labelling is a severe limitation in
all works on fairness and has been expressed in papers like [12] as well. It would be important to
consider evaluate this work in light of other datasets, sensitive attributes, and broader label classes.
One challenge of using this approach is that it may not always be easy to evaluate its success.
Its main strength – that it can diversify without needing class labels in the training data – is also
an important weakness because we may not have labeled data with which to evaluate the results.
One approach would be to use predict labels using, e.g., gender classification tools [21]; we present
the results for such an approach in a larger image dataset in Appendix B. However, we do not
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recommend using predicted labels in general as such classification tools can themselves introduce
biases and are currently not designed with broader label classes in mind, and hence do not address
the core problem. Perhaps a better approach would be to use human evaluators do rate or define
the visible diversity of the images selected by the algorithm.
An important consideration in using this approach is in the construction of the diversity control
set (the one that we use is presented in full in Appendix D). The goal would be to have any such
set be visibly diverse with respect to attributes such as gender, ethnicity, or country of origin.
However, the exact set to be used (and/or the exact demographics desired) may differ depending
on the application, and the set must be constructed in a thoughtful and context-aware manner.
Perhaps more scientifically accurate methods of constructing diverse control sets can be employed,
for example by taking images from across the Fitzpatrick skin-type scale [12].
The algorithm to obtain similarity scores can be improved a lot given other information about
the source of the image. For example, for a model similar to Google Image search, one would
have access to the metadata of the image which will help better judge the similarity of two pages.
With such additional information, we expect our algorithm to perform much more accurately.
Other transfer learning techniques, like retraining a small part or a single layer of the CNN, could
potentially be employed for better feature extraction, although we did not see any improvement on
an initial approach in this direction (see Appendix C).
6 Conclusion
To the best of our knowledge, this is the first approach to fairness in any application area that does
not require (implicitly or explicitly) labeled data in order to ensure diversity. As a post-processing
approach, it is also incredibly flexible in that it can be applied post-hoc to an existing system
where the only additional input necessary is a small set of “diverse” images. We show its efficacy
on an image dataset of occupations and show that it can significantly improve the diversity of the
images selected with little cost to accuracy as compared to images selected by Google. Due to the
generality and simplicity of the approach, we expect our algorithm to perform well for a variety of
domains, and it would be interesting to see to what extent it can be applied in areas beyond image
summarization.
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Figure 9: Mean Accuracy (with standard deviation on error bars) of the search results vs α value.
A Impact of α on Accuracy
We also look at the impact of varying the parameter α on the mean accuracy of the search results.
Here we measure the accuracy as the number of images in top 100 with the same occupation as
the query occupation. The choice of α represents the balance between accuracy and diversity. The
affect of change of α on accuracy is shown in Figure 9. Hence we use α ∈ [0.3, 0.5].
B Diversity using gender auto-labelled images
Since a very small subset of total number of images had gender labels (around 10%), we use certain
gender detection tools to auto-detect the gender of the person in the image. In particular, we use
the work of Levi and Hassner [21] to automatically detect gender of the image. The code for the
same is available at https://github.com/dpressel/rude-carnie.
It is important to note that in general, we can expect that such auto-labelling tools also suffer
from bias resulting from possible biased training data. Also we do not labels for which the confidence
of the algorithm is lower than a certain threshold.
Using the gender labels from the detection tool, we calculate the percentage of women in the
top 100 images from our algorithm against the percentage of women in the top 100 results of
Google Image Search in Figure A, the data for which is also provided by [19] for certain filtered
occupations.
C Results using Re-trained VGG network
The method used here is modification of the one in Section 2.1. In this method, we attempt to
modify the pre-trained CNN to ensure diversity.
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Figure 10: Accuracy graph when the algorithm uses re-trained VGG-16 network.
b
Figure 11: Percentage of women in top 100 results using our algorithm for gender auto-labelled
images vs Google Image Search results.
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Figure 12: Percentage of women in top 100 results using our algorithm with retrained network for
different occupations.
• Re-train the last fully-connected layer of VGG-16 using the diverse control set TF .
• Feed the images from S into the re-trained VGG-16 network and obtain the feature vector of
dimension 4096 as described above.
• Compute the cosine distance between the feature vectors as the similarity score.
Note that using this method, we do not need to maintain any diversity-similarity score matrix,
since the diversity is expected to be ensured by the CNN itself.
C.1 Accuracy
We first check how accurate our method is in finding similar images. Figure 10 presents a bar
graph showing the number of results of the given occupation in top 100 images returned when that
occupation was queried. Here again for each query occupation we also present the other occupation
with the most results in top 100 images. Note that for most occupations, the top two combined
result in more than 50% of the top 100 images.
C.2 Diversity
Once again using the gender pre-labelled set of images as the total set S, we look at the percentage
of women in the top 100 results for a given query occupation. The result for different occupations
are presented in Figure 12.
We also compare this against the percentage of women in the top 100 results of Google Image
Search in Figure 13(a). The figure shows the images obtained using our algorithm are much more
gender-balanced than Google Search Image results for the same queries and even more balanced
than the earlier method.
C.3 Diversity using gender auto-labelled images
Once again, we also present the results abotained using the gender labels from the detection tool
[21]. We calculate the percentage of women in the top 100 images from our algorithm against the
percentage of women in the top 100 results of Google Image Search in Figure 13(b).
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(a) Gender pre-labelled (b) Gender auto-labelled
Figure 13: Percentage of women in top 100 results using Algorithm in Section C for gender
auto-labelled images and gender pre-labelled images vs Google Image Search results.
D Diversity Control Set
The diversity control set used in the main experiments is given in Figure 14.
E Diversification Across Other Image Types
In addition to sensitive attributes like gender, this approach can induce diversity with respect to
other features as well. In this section, we examine this approach by considering a diversity control
set of equal number of cartoon and non-cartoon images. Detecting whether an image is a cartoon
or not is relatively easier than other attributes like the gender or race of the image, since a cartoon
Figure 14: Diversity Control Set used in the images.
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(a) Nurse (b) Typist
Figure 15: Top images returned by the algorithm when the diversity control set TF contains equal
number of cartoon and non-cartoon images.
image has less “number” of colors than a image of a real person. The rest of the implementation
details are the same as the previous section.
E.1 Results
The resulting images for cartoon based diversification for a few example occupation can be seen in
Figure 15. As we can see, the cartoon images chosen in the top results correspond or are related
to the query occupation.
E.2 Accuracy
Once again, we make a bar graph of the accuracy for each occupation, presented in Figure 16. In
this case the accuracy lower than before, since for most queried occupations, there are few cartoon
images corresponding to that occupation.
E.3 Diversity
To check diversity, we compare the top 100 results of our algorithm to the top 100 results obtained
when using only similarity scores. The results are presented in Figure 17 As expected, when using
only similarity scores, the number of cartoon images in the top 100 would be very skewed. On the
other hand, our algorithm, with similarity and diversity scores combined, will have a more balanced
ratio of cartoon and non-cartoon images.
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Figure 16: Accuracy chart of top 100 results for each occupation when the diversity control set has
equal number of cartoon and non-cartoon images. α = 0.4.
Figure 17: Comparison of cartoon diversity of our algorithm vs Google results and baseline algo-
rithms.
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