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Abstract
Discrete optimization is becoming an increasingly important tool for
solving problems in the real world. The matching problem and the network
design problem are two well studied selection problems in this area. They
can be considered as modeling relations between nodes of a bi-graph or a
graph, respectively.
Using acute stroke trials as a context, the assignment algorithm is uti-
lized to investigate a complex relationship between the overall degree of
individual matching, the size of samples, and the quality of matching on
variables. It is concluded that the post-hoc individual matching in parallel
group randomized clinical trials cannot be recommended as a technique for
treatment eect estimation.
Based on the concept of the transshipment problem we proposed a mixed
integer programming model to solve the asymmetric traveling salesman
problems. The formulation is extendable to other transportation schedul-
ing problems which are related to the traveling salesman problem (TSP)
such as the Multiple TSP (m-TSP) and the Selective TSP (STSP). In ad-
dition to avoiding any cycles and being easy to implement, the model has
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a reasonable order of space complexity. It can be built on either a directed
graph or an undirected graph.
The reserve network design problem is a variation of the STSP which
maximizes some utilities subject to various constraints. These constraints
include a budget limitation and spatial attributes such as connectivity and
compactness. The proposed model achieves the contiguity and to some
extent compactness attributes. It does this without incurring the problem
of sub-tours and requiring any regular shape assumptions. Furthermore,
where full connectivity is not required, the model enables the trade-o
between the number of contiguous areas and utility to be determined easily.
The combinatorial structure of the reserve network design problem places
it in the category of NP-hard problems which have exponential time com-
plexity. We explored approaches to reduce the computational eort and
introduced an approach with improved eciency. Using this approach,
the experimental results show the solution time signicantly reduced on
average.
2
Chapter 1
1.1 Background
Discrete optimization is a branch of optimization practiced in the elds
of computer science and mathematics. It deals only with discrete nu-
merical values (integers) rather than continuous variables to perform the
maximization of functions. Integer linear programming is a special case of
linear programming with the addition of integer constraints. The solution
thus consists of integer values for the unknown values. This makes inte-
ger linear programming important for business applications, such as where
rms want to maximize prots but cannot choose to sell a fraction of a
product. The process of nding one or more optimal solutions in a well
dened discrete problem occurs in almost all elds of management (e.g.
nance, marketing, production, scheduling, inventory control, facility lo-
cation and layout, data-base management), as well as in many engineering
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disciplines (see (Grotschel and Lovasz, 1993)).
Many discrete optimization problems can be represented by a network
where a network (or graph) is dened by nodes and by arcs connecting
those nodes. Many practical problems arise around physical networks such
as road networks, communication networks, etc. In addition, there are
many problems which can be modeled as networks even when there is no
underlying physical network. For example, one can think of the assignment
problem where one wishes to assign a set of persons to some set of jobs in
a way that minimizes the cost of the assignment. Here one set of nodes
represents the people to be assigned, another set of nodes represents the
possible jobs, and there is an arc connecting a person to a job if that person
is capable of performing that job.
1.2 Introduction
In this thesis we will conduct a wide study of selection problems which
arise in many areas of discrete optimization. The problem of selecting
nodes in a bipartite graph (bi-graph) or in a connected graph, directs our
attention to the two well-known problems in optimization: the matching
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problem and the design problem. The matching problem can be described
as follows: Modeling relations between two comparable, nite and disjoint
sets where the distance between matched individuals is minimized. The
network design problem involves selection of nodes (all nodes or a subset
of them) in a graph minimizing distance or maximizing prot subject to
meeting certain spatial attributes.
Integer programming (IP) or mixed integer programming (MIP) can
be deployed to solve selection problems involving binary variables which
equal 1 if a node is selected, otherwise 0. A selection problem is formu-
lated as a multiple objective integer program (MOIP) (Steuer, 1986; Stew-
art, 1992) when more than one attribute determines the property of nodes
to be selected. Using the assignment algorithm on optimal matching in-
cludes, in particular, marriage matching (Gale and Shapley, 1962; Batabyal
and DeAngelo, 2008; Lerner, 2011), job matching (Jovanovic, 1979; Dri-
gas et al., 2004; Wang and Li, 2011), client-service matching (Smith and
Marsh, 2002), and client-treatment matching (Breslin et al., 2000). The
network design problem, a variation of the traveling salesman problem, is
a combinatorial optimization problem that is NP-hard (non-deterministic
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polynomial-time hard). Their characteristic is that no fast solution to them
is known. That is, their time requirement grows as an exponential function
of the size of the input.
The post-hoc individual patient matching procedure was recently pro-
posed within the context of parallel group randomized clinical trials (RCTs)
as a method for estimating the treatment eect. Using acute stroke trials
as a context, exact optimization and simulation techniques are utilized to
investigate a complex relationship between the overall degree of individual
post-hoc matching, the size of the respective RCT, the quality of matching
on variables, as well as the dispersion in these variables. The problem of
post-hoc individual matching in parallel group RCTs is formulated based
on the assignment problem.
Allocating least cost Hamiltonian circuits or paths in a graph encom-
pass various applications of real-life problems ranging from transportation
scheduling problems, delivery problems, reserve network design problems
to political and school districting. Each of these problems, known as a
variation of the travelling salesman problem, require particular objectives
and constraints to be satised. To tackle the TSPs in general, there is a
6
need to deploy a solution technique.
In selecting sites for reserve design purposes connectivity of habitat is
important for allowing species to move freely within a protected area. The
aim of this work is to formulate an improved algorithm for the design of a
network of sites for conservation purposes which maximizes some utilities
subject to various constraints. These constraints include a budget limi-
tation and spatial attributes such as connectivity. Previous work on this
problem did not address, or have failed to achieve full connectivity of the
selected sites and a guaranteed optimal solution.
In combinatorial optimization, reducing of the computational cost can
be very challenging. One approach to deal with this problem is to iden-
tify and relax model constraints which cause the computational diculty.
Other heuristic approaches have been explored.
In Chapter 2, a post-hoc individual patient matching problem within
a parallel group RCT is considered as a multi-objective decision making
problem with a trade-o between the quality of individual matches and the
overall degree of matching. Two related constrained integer programming
problems are formulated. In the following chapter, we present a new mixed
7
integer programming model for TSPs based on the concept of the trans-
shipment problem. In Chapter 4 we formulate an improved algorithm for
the design of a network of sites for conservation purposes which maximizes
some utilities subject to various constraints. The performance of the model
is considered in chapter 5. Finally we conclude in chapter 6.
8
Chapter 2
Optimal individual matching to
evaluate treatment in stroke trails
2.1 Introduction
The problem of individual subject matching in non-randomized studies has
been a focus of signicant research eort (see, e.g. Rosenbaum and Rubin
(1985b); Lu et al. (2001); Rosenbaum and Silber (2001); Greevy et al.
(2004); Sturmer et al. (2006); Haviland et al. (2007); Austin (2008)). For a
parallel group study, the essence of matching is that for every subject in one
group, there are one or more control subjects in another group who have
closely similar values of the matching attributes. Matching often comprises
attributes such as age, baseline disease severity, or other characteristics
that may be strongly related to the treatment response outcome of interest
Bland and Altman (1994). The objective of matching is to ensure that
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subjects in both groups are similar in treatment covariates (such as age
or baseline severity), i.e.in attributes that are related to the treatment
response outcome, but are not of interest in themselves, and, importantly,
are not aected by the treatment. The higher the similarity in attributes,
the higher are the chances that any dierence in the outcome between the
two groups is not due to dierences in the matching attributes.
Traditionally the need for group matching arises mainly in the context
of non-randomized studies. In these studies randomization is not used
to achieve the "probabilistic equivalence" of the groups at a baseline so
matching is utilized to ensure the similarity of groups as far as important
prognostic attributes are concerned. More recently, the problem of indi-
vidual patient matching within the context of parallel group randomized
clinical trials (RCTs), received extra attention. This is due mainly to the
interest by researchers in deriving Numbers Needed to Treat (NNT) for
outcomes across the full ordinal scale Saver (2004); Bath et al. (2011).
NNT describes the magnitude of the eect of an intervention and is
typically calculated for binary events. Ordered categorical outcomes, how-
ever, provide more clinical information and their analysis using ordinal
10
approaches is usually more ecient statistically. Unlike other proposed
approaches (that do not require individual patient matching to estimate
ordinal NNT Saver (2004)), Bath et al. Bath et al. (2011) suggest a proce-
dure for calculating NNTs for ordinal data from parallel group trials that
relies on generating matched pairs of patients nested within the study. Us-
ing data from stroke trials, Bath et al. Bath et al. (2011) form pairs of
patients selected from the treatment and the control groups. These pa-
tients are matched on highly prognostic attributes, i.e. age, gender, stroke
severity (acute stroke trials), and time to recruitment (prevention trial), as
well as some extra attributes such as sequence of order of recruitment. The
logic underlying the work of Bath et al. Bath et al. (2011) is that if pairs of
patients selected from the treatment and the control groups, respectively,
are well matched on highly prognostic attributes, the NNT estimation can
be achieved through direct comparison of individual outcomes for the sub-
jects within the matched pairs. It is as if these pairs were in fact individual
subjects treated under alternative experimental conditions in a cross-over
manner. An interested reader is referred to Bath et al. Bath et al. (2011)
for the specics of the post-hoc individual patient matching method for
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the derivation of NNT for parallel group RCT outcomes across the full or-
dinal scale. For the purposes of our discussion it is sucient to emphasize
that the method proposed by Bath et al. Bath et al. (2011) is fully reliant
on the post-hoc individual patient matching procedure. Further, that the
resulting percentage of matched pairs for treated and control patients re-
ported by Bath et al. Bath et al. (2011) varies between 66% and 97% for
dierent stroke trials.
Such a variability is not surprising as it is highly intuitive that the
more attributes used for matching, the more dicult it may be to nd
pairs that are well matched Bland and Altman (1994). Further, enforcing
a higher proportion of matched pairs is likely to mean that individual
subjects within the matched pairs are more diverse. Hence, an overall
high percentage of matching would be achieved at the expense of patients'
similarity on attributes strongly related to the treatment response outcome
of interest. This could make making these subjects dissimilar enough to
render the estimation of the treatment eect meaningless. Thus, there are
two natural goals to pursue while performing post-hoc individual patient
matching in parallel group RCTs:
12
 Maximizing the overall percentage of matching, measured as the ratio
of the number of matched pairs to the number of possible matched
pairs, as leaving a large number of randomized subjects unmatched
could introduce a signicant selection bias into an estimation of treat-
ment eect;
 Minimizing the dierences between the individual subjects within the
matched pairs on attributes strongly related to the treatment re-
sponse outcome of interest, as having tolerable imbalances on indi-
vidual matching attributes too high could make the subjects dissim-
ilar enough to render the estimation of the "paired" treatment eect
meaningless.
Therefore, the problem of post-hoc individual matching in parallel group
RCTs presents itself as an interesting and important decision-making prob-
lem - that of establishing the trade-o between tolerable imbalances on
individual matching attributes and the overall percentage of matching.
None of the two identied objectives should be pursued at the expense of
the other, as simply ignoring one of the two objectives for the sake of the
other one would result in a clearly suboptimal outcome. On the contrary,
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as the two identied objectives are conicting, each of them could serve as
a constraint in achieving the other objective. In particular, the problem
could be considered as either that of maximizing the overall percentage of
matching subject to the constraint of allowable tolerances on individual
matching attributes, or as that of minimizing the tolerances subject to the
constraint on the overall percentage of matching. Needless to say, despite
the generic nature of the problem under consideration, meaningful trade-
os can only be established within the context of a given clinical domain
as they strongly depend on specic relationships between the matching
attributes and the treatment response outcome.
The objective of this paper is to investigate the properties of the multi-
ple objective post-hoc individual matching problem in parallel group RCTs
using stroke trials as a clinical context. In particular, we set out to investi-
gate how RCT sample size and dispersion of individual matching attributes
strongly related to the treatment response outcome aect the overall per-
centage of matching, measured as a ratio of the number of matched pairs to
the number of possible matched pairs. Specically, using acute stroke trials
as a context, in this paper we aim to address the following two objectives:
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Objective 1: Explore the relationship between the overall percentage of
individual post-hoc matching and the meaningful tolerances on vari-
ables highly prognostic for a good functional outcome after stroke, i.e.
age and baseline stroke severity;
Objective 2: Investigate the association between the overall percentage
of individual post-hoc matching and the sample size of the respective
RCT, as well as between the overall percentage of individual post-
hoc matching and the respective dispersion in age and baseline stroke
severity.
These aims are achieved by formulating the post-hoc individual match-
ing problem in parallel group RCTs as a pair of related integer programs
Nemhauser and Wolsey (1999) and undertaking subsequent computational
experiments. These experiments allow not only to maximize the percentage
of matching subject to the constraints of allowable tolerances on individ-
ual matching attributes, but also to explicitly investigate the trade-os
between the percentage of matching and the tolerances on matching at-
tributes, as well as the relationship between the sample size, the spread of
individual matching attributes, and the percentage of matching.
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The original contribution of this research is in: a) addressing the prob-
lem of post-hoc matching in parallel group RCTs that has not been di-
rectly investigated in the literature; b) providing a problem formulation
that, unlike "single score" approaches to matching reported in the litera-
ture Sturmer et al. (2006); Austin (2008), explicitly takes into account the
multiple objective nature of the problem; and c) using exact optimization,
rather than heuristic methods Sekhon (2011), thus providing theoretically
grounded assurance of optimality of the obtained solutions.
2.2 Matching Problem
2.2.1 Background
In individually matched designs, including observational studies and crossover
clinical trials, positive association of treatment responses under alternative
experimental conditions, even when quite small, can result in superior-
ity in power compared with parallel-group designs Wacholder and Wein-
berg (1982). As discussed by Saver Saver (2004), unlike crossover trials,
in parallel-group trials, this degree of association (also known as within-
patient correlation) is not fully specied by the data. To estimate ordinal
16
NNTs, some form of an estimate of within-patient-correlation must rst be
obtained. Most of the approaches proposed in the literature do not rely on
individual patient matching to estimate within-patient correlation. These
include, for example, assuming that within-patient correlation is nil Guyatt
et al. (1998); basing it on previous paired or crossover trials in a particular
condition and applying it to parallel-group design trials for patients with
the same condition Walter (2001); empirically deriving joint distribution of
the outcome score under alternative experimental conditions Saver (2004);
or considering all possible pairs of patients between alternative experimen-
tal conditions Liang et al. (2008). Bath et al. Bath et al. (2011) rely on
generating post-hoc matched pairs of patients nested within the study for
calculating NNTs for ordinal data from parallel group trials.
A generic matching procedure includes two basic components: a dis-
tance function to measure the similarity aspects and a matching algorithm
Dettmann et al. (2011). Most frequently used distance measures include
the Propensity Scores (e.g. the probability of belonging to a designated
group of interest given observed baseline prognostic attributes) Caliendo
and Kopeinig (2008), Mahalanobis distance function Mahalanobis (1936),
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and Gower distance function Gower (1971). Propensity Score matching is
most frequently encountered in the literature Sturmer et al. (2006); Austin
(2008) and is based on selecting the individuals for the study so as to
achieve a group balance and, subsequently, to reduce bias in estimating
treatment eect that is introduced due to non-random assignment of ex-
perimental units to treatment and control groups. As far as matching
algorithms are concerned, in the medical literature, most attention tradi-
tionally has been paid to heuristic algorithms, such as a Genetic Algorithm
Sekhon (2011) or "Greedy" heuristics (i.e. algorithms based on picking
the smallest distances rst) as noted by Rosenbaum Rosenbaum (1989).
In Rosenbaum's own work Rosenbaum (1989) a complete matched-paired
problem is viewed as a minimum cost ow problem that minimizes a total
distance and combines the resulting optimal model with the use of propen-
sity scores. Ming and Rosenbaum Ming and Rosenbaum (2001) proposed
a model to solve the problem of optimal matching with a variable num-
ber of controls using the assignment algorithm that creates matched pairs
from two comparable, nite and disjoint sets of subjects by minimizing a
function that reects the distance between matched individuals. This ap-
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proach taps into a rich and diverse body of knowledge on optimal matching
presented in the mathematical optimization literature on the so-called as-
signment problem, including, in particular, marriage matching Gale and
Shapley (1962); Batabyal and DeAngelo (2008); Lerner (2011), job match-
ing Jovanovic (1979); Drigas et al. (2004); Wang and Li (2011), client-
service matching Smith and Marsh (2002), and client-treatment matching
Breslin et al. (2000). In the standard assignment problem all entities from
one group are matched to all entities of another group. This is done in
such a way that some measure of the appropriateness of each match is
optimized.
2.2.2 Model Formulation
In this paper we formulate two approaches to the problem of post-hoc
individual matching in parallel group RCTs that are based on the assign-
ment problem. The rst approach is similar to the standard assignment
problem except that the number of matches can be specied, i.e. some
entities may remain unmatched. By repeatedly solving the problem with
dierent numbers of matches, the trade-o between the number of matches
and closeness of the matches can be explored. The second approach is to
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determine the number of matches achieved for dierent tolerances specied
for the closeness of matching. In general, more than one attribute deter-
mines the closeness of a match so this problem is formulated as a multiple
objective optimization problem (MOIP) Steuer (1986); Stewart (1992).
Some measure of the "closeness" of two subjects is required before the
matching problems can be formulated. For a given attribute, suppose a
subject has a value ai and another subject has a value aj then we dene the
distance measure, Aij, as the absolute dierence between the two values
of the attribute i.e. Aij = jai   ajj. The smaller the value of the distance
measure, the better is the match with respect to that attribute. In general,
for K attributes we dene Akij =
aki   akj  where Akij is the absolute dier-
ence in the values of the kth attribute from the ith unit in group 1 and the
jth unit in group 2. Akij is dened for all i = 1;    ;m, j = 1;    ; n, and
k = 1;    ; K.
The decision variables, Xij, are binary variables dened as follows:
Xi;j =
(
1; if subject i from group1 is matched tosubject j from group2
0; otherwise
For both models, let k be the tolerance on attribute k. This is the max-
imum distance allowed between two subjects on a given attribute k such
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as age or disease severity. Let also the number of matches, Mgiven, be the
specied number of matched pairs to be achieved.
With these denitions two Integer Programming models are now formu-
lated.
Model MaxM: Maximize the number of matches
Max
mX
i=1
nX
j=1
(Xij) (2.1)
subject to
Akij Xij  k 8i; j; k (2.2)
mX
i=1
Xij  1 8j = 1;    ; n (2.3)
nX
j=1
Xij  1 8i = 1;    ;m (2.4)
Xij 2 f0; 1g
The objective function 2.1 sums the number of matched pairs. Con-
straint 2.2 ensures that the dierence between the kth attribute of subjects
i and j do not exceed the specied tolerance. Constraints 2.3 and 2.4 en-
sure no subject from one group will be matched to more than one subject
from the other group (assignment constraints).
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In this model the attribute tolerances are specied and the total number
of matched pairs is maximized. Using Model MaxM we can explore the
maximum number of matches that can be achieved subject to specied
tolerances for the dierence in baseline prognostic attributes between any
two individuals in a matched pair.
Model MinDi: Minimize the dierence of attributes (MOIP formula-
tion)
Min 1 (2.5)
...
Min K (2.6)
subject to
Akij Xij  k 8i; j; k (2.7)
mX
i=1
nX
j=1
(Xij) =Mgiven (2.8)
mX
i=1
Xij  1 8j = 1;    ; n (2.9)
nX
j=1
Xij  1 8i = 1;    ;m (2.10)
Xij 2 f0; 1g k  0
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The number of matched pairs required is specied as a constraint (2.8).
Further constraints (2.7) ensure that the dierence in attributes between
any matched pair is no worse than some given tolerance. The objective is
then to minimize this tolerance, i.e. to form a given number of the matched
pairs that are as similar as possible on baseline prognostic characteristics.
2.2.3 Conceptual Aspects
Several points of conceptual nature have to be claried at this point of
the discussion. The proposed formulations concisely formalise two goals
that are specied earlier in the discussion, namely, generating as many
matched pairs as possible, and achieving a high degree of similarity within
the matched pairs. The importance of achieving these two goals is quite
transparent: it is commonly agreed that any empirical study, whether ex-
perimental or observational, should be designed to maximize validity and
minimize bias. Maximizing the percentage of matching given the con-
straints on matching tolerances ensures the study against introduction of a
selection bias into an estimation of treatment eect that could have resulted
due to leaving a large number of randomized subjects unmatched. Minimiz-
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ing matching tolerances given the constraints on percentage of matching en-
sures the study against high imbalances on individual matching attributes
that could make the "paired" subjects dissimilar and, therefore, render the
estimation of any "paired" treatment eect meaningless. Note also that
these formulations of the matching problem are not concerned with any
specic type of treatment eect and would be equally valid irrespectively
of the reason for having subjects matched in pairs.
Thus, the proposed formulations are not limited to post-hoc matching
in RCTs and have more general applicability to matching problems beyond
the application of estimating NNTs in parallel group RCTs with ordinal
outcome data. They could also be relevant in the context of individual
matching for observational studies Rosenbaum and Rubin (1985a), where
matching is typically inappropriate or infeasible when the initial sample
sizes are similar in the treatment and control groups.
Also, the proposed formulations emphasize the multivariate nature of
the matching procedure. In order to obtain a meaningful unbiased esti-
mation of the true treatment eect, all relevant treatment covariates (i.e.
the attributes that are related to the treatment response outcome we are
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ultimately interested in, but that are not of interest in themselves) must
be included in the analysis. Increasing the number of treatment covariates
is likely to have computational implications at the solution phase since, as
mentioned earlier in the discussion, the more attributes used for matching,
the more dicult it may be to nd pairs that are well matched Bland and
Altman (1994). At the same time, at the conceptual level, there is no
limitation on the number of treatment covariates included.
2.3 Methods
2.3.1 Clinical Context and Data
The analysis is based on the data from two acute stroke trials (NINDS
and Epithet). In 1995, the NINDS (National Institute of Neurological Dis-
orders and Stroke) recombinant tissue plasminogen activator (rt-PA) study
(The National Institute of Neurological Disorders and Stroke rt-PA Stroke Study Group,
1995) documented an improvement in neurologic outcomes, at three months
for those patients given rt-PA within 3 hours of onset of an acute ischemic
stroke. It included 312 patients that received alteplase and 312 assigned
to control by placebo. The Echoplanar Imaging Thrombolytic Evaluation
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Trial (Epithet) ran from 2001 to 2007 in 15 centres across Australia, New
Zealand, Belgium, and the UK, and was published in 2008 (Davis et al.,
2008). Epithet aimed to determine whether intravenous rt-PA was eective
beyond three hours after onset of acute ischaemic stroke. In the trial 52
patients were assigned to rt-PA group and 48 patients to placebo 3   6h
after onset of ischaemic stroke. Both trials include data on patients' age
and baseline stroke severity measured on The National Institutes of Health
Stroke Scale (NIHSS score) - a systematic assessment tool that provides
a quantitative measure of stroke-related neurologic decit. Total scores
on the NIHSS range from 0 to 42, with higher values indicating more se-
vere strokes. Both age and baseline stroke severity are the strongest known
predictors of stroke recovery at 3 months (Donnan et al., 2008), and, there-
fore, are perfect examples of baseline characteristics strongly related to the
treatment response outcome of interest. The choice of age and NIHSS
score is also consistent with that made by Bath et al. (2011) for acute
stroke trials.
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2.3.2 Computational Aspects
To address Objective 1, in order to explore the relationship between the
overall degree of individual post-hoc matching and the meaningful toler-
ances on age and baseline stroke severity, both Model MaxM and Model
MinDi are applied to the data from NINDS and Epithet trials. The
MINIMAX method is used to solve Model MinDi. This involves solving
K single objective problems for each of the objectives 2.5-2.6 in turn. The
optimal values obtained in this process for each k become aspirational or
target values, Zk where k = 1;    ; K, for the next stage of the MINIMAX
method. Minimising the relative discrepancy between the target value and
the actual value of an objective is the aim of the second phase of the MIN-
IMAX approach. Weights wk, where
PK
k=1wk = 1, can be assigned to each
objective to reect their relative priority.
Min Q (2.11)
subject to
w1(
1   Z1)=Z1  Q (2.12)
27
...
wK(
K   ZK)=ZK  Q (2.13)
Akij Xij  k; 8i; j; k (2.14)
mX
i=1
nX
j=1
(Xij) =Mgiven (2.15)
mX
i=1
Xij  1; 8j = 1;    ; n (2.16)
nX
j=1
Xij  1; 8i = 1;    ;m (2.17)
Xij 2 f0; 1g;
KX
k=1
wk = 1 (2.18)
Q  0; k  0
The advantage of this model is that the relative priority of the attributes
can be specied by simply adjusting the weights appropriately. For a spec-
ied number of matches it is also easy to explore the trade-o involved
in the tolerances as we shift the weighting from one objective (attribute)
towards the other.
The models proposed above are quick and simple to solve using any
modern integer programming software. They have order O(m  n) space
complexity where m and n are the size of two matched sets (m  n).The
28
Table 2.1: Simulation pseudocodes
Combine Epithet and NINDS datasets
Let
Mean(Age):= mean(Age as per combined dataset)
SD(Age):= SD(Age as per combined dataset)
Mean(NIHSS):=mean(NIHSS as per combined dataset)
SD(NIHSS):=SD(NIHSS as per combined dataset)
The association between sample size, degree of matching and (Age; NIHSS) tolerances
Create patient population (N=10000) with Age N(Mean(Age); SD(Age)) and NIHSS N(Mean(NIHSS); SD(NIHSS))
For sample sizes i=200, 400, 500, 1000, 2000, 3000, 4000, 5000
For (Age; NIHSS) tolerance pairs = (0; 0); (1; 1);    ; (10; 10)
For j = 1;    ; 100
Generate a random sample (j) of a given size from the population
Randomly assign subjects into patient and control groups
Solve Model MaxM
Increment j
Estimate Mean Degree of Matching and corresponding 95%CI
Increment i
Next (Age; NIHSS) tolerance pair
The association between sample size, degree of matching, (Age; NIHSS) tolerances and (Age; NIHSS) dispersion
For (SD'(Age); SD'(NIHSS)) pairs = (5;2), (7.5;3), (10;4)
Create patient population (N=10000) with Age N(Mean(Age); SD'(Age)) and NIHSS N(Mean(NIHSS); SD'(NIHSS))
For sample sizes i=200, 400, 500
For (Age; NIHSS) tolerance pairs = (0; 0); (1; 1);    ; (10; 10)
For j = 1;    ; 100
Generate a random sample (j) of a given size from the population
Randomly assign subjects into patient and control groups
Solve Problem MaxM
Increment j
Estimate Mean Degree of Matching and corresponding 95%CI
Next (Age; NIHSS) tolerance pair
Next (SD'(Age); SD'(NIHSS)) pair
models are run using ILOG CPLEX 12:2 with ILOG Concert Technology
for C++ on an ordinary PC.
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2.3.3 Further Analysis
To achieve Objective 2, a further series of simulations were conducted
to investigate the following: the relationship between the percentage of
matching and the sample size of the RCTs (Objective 2a); the relationship
between the percentage of matching and the dispersion in age in NIHSS
scores, for a variety of matching tolerances on Age and NIHSS score (Ob-
jective 2b).
For Objective 2a, rst a hypothetical population of 10000 stroke pa-
tients was generated with age and NIHSS scores normally distributed with
the mean and standard deviation values as observed in the combined
NINDS and Epithet dataset (Age: Mean=67:6, SD=12; NIHSS score:
Mean=14:6, SD=7). Multiple simulated RCTs are created by randomly
choosing patient samples and subsequently randomizing the chosen pa-
tients into treatment and control groups in a 1 : 1 ratio. Model MaxM was
then applied to each simulated RCT to maximize the number of individ-
ual post-hoc matches subject to given tolerances on age and NIHSS score.
Eleven combinations of tolerances on the age and NIHSS score were con-
sidered. For each tolerance combination and for each of eight sample sizes (
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N = 200; 400; 500; 1000; 2000; 3000; 4000; 5000), 100 simulated RCTs were
generated. Thus, for each of 11  8  100 = 8800 simulated RCTs Model
MaxM was applied to nd the maximum percentage of matching. To
quantify the relationship between sample size and a percentage of match-
ing, the mean percentage of matching over 100 random samples for every
combination of a given tolerance combination and a sample size is calcu-
lated together with the corresponding 95% condence interval. Table 2.1
summarizes the described simulation procedure.
Similarly, to investigate Objective 2b i.e. the relationships between the
overall percentage of matching and dispersion in age and NIHSS scores for
a variety of sample sizes and tolerances on the Age and NIHSS score, sep-
arate hypothetical populations of 10000 stroke patients each are generated
with age and NIHSS scores normally distributed with the mean values of
age and NIHSS score as observed in the combined NINDS and Epithet data
set, and standard deviation values of 5, 7:5 and 10 for age and 2, 3 and 4 for
the NIHSS score respectively. For every combination of 11 tolerance com-
binations, 3 standard deviations (Age-NIHSS score) pairs, and 3 dierent
sample sizes (200, 400 and 500), 100 random RCTs are simulated andModel
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MaxM is subsequently applied, resulting in 1133100 = 9900 instances
of Problem MaxM being solved for 9900 simulated RCTs. To investigate
the relationship between percentage of matching and the variability in age
and NIHSS score respectively, the mean percentage of matching over 100
random samples for every combination of a given tolerance scenario, stan-
dard deviations (Age-NIHSS score) pairs, and a sample size, is calculated
together with the corresponding 95% condence interval.
2.4 Results
2.4.1 Application to EPITHET and NINDS trials data
The results of the application of Model MaxM to EPITHET and NINDS
data are presented in Table 2.2. As noted earlier in the discussion, the
EPITHET data have 52 patients in the treatment group but only 48 in
the control group. Consequently 48 matches is the maximum that can be
achieved for this dataset.
Table 2.2 demonstrates that 48 patients from the treatment group can
be individually matched to patients from the control group. This can only
be achieved, however, at the expense of allowing two patients in a seem-
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Table 2.2: Examples of the maximum degree of matching that can be achieved for specied
tolerances
EPITHET NINDS
Given Result Given Result
Age Tolerance NIHSS Tolerance Degree of Matching Age Tolerance NIHSS Tolerance Degree of Matching
18 3 100% 6 7 100%
10 3 95.8% 4 3 95.8%
5 4 89.6% 3 3 92%
4 3 85.4% 2 3 88.1%
3 3 79.2% 2 2 82%
5 1 75% 1 3 75 %
ingly matched pair to have age dierences of up to 18 years and NIHSS
score dierences up to 3 points respectively. As these tolerances are re-
duced, matching becomes harder and it is not possible to match as many
patients. For example, only 75% matching can be achieved when tolerances
are reduced to 5 years and 1 point on NIHSS scale, respectively.
When Model MinDi is applied to EPITHET and NINDS data, the
advantage of this model is that the relative priority of the matching at-
tributes can be specied by simply adjusting the weights appropriately.
The results for the case with equal weights of both objectives (w = 0:5) is
shown in Table 2.4. These results are the same or similar to those obtained
using Model MaxM. For a specied number of matches it is also easy to
explore the trade-o involved in the tolerances as we shift the weighting
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from one objective (matching attribute) towards the other. As illustrated
in Figure 2.3, to achieve 94:9% degree of matching in NINDS data, one
should be prepared to accept in an individually matched pair either the
dierence of up to 4 years of age and nearly 3 points on NIHSS scale or the
dierence of up to 2:5 years of age and almost 6 points on NIHSS scale,
depending on the relative importance of the tolerances for age and NIHSS
score matching.
Let us now examine the individual matches obtained by Model MinDi
in greater detail. For EPITHET data, in the case of 95:8% matches, only
46 matched pairs are achievable out of total 48, thus there are 6 and 2
patients from the treatment and control groups, respectively, which could
not be matched. Figures 2.1 and 2.2 present scatter plots of the matched
and unmatched patients for both EPITHET and NINDS trials. As one
might expect, it appears that patients on the outer edge of the cluster,
i.e. those with age or NIHSS score that either high or low , are harder to
match than those with more average attributes.
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2.4.2 Simulation Results
The results on the association between the overall degree of individual
post-hoc matching and the sample size of the respective RCT and dierent
matching tolerances on Age and NIHSS score are presented in Table 2.5
and depicted in Figure 2.4. It is easy to observe that if the decision maker
were to achieve exact matches where tolerances are set to zero, the resulting
degree of matching would range from 9:3% for the RCT of the size of 200
patients to 61:24% for the RCT involving 5000 patients. The degree of
matching increases as tolerances increase, e.g. when the decision maker is
prepared to accept a dierence of up to 10 years of age and 10 points on the
NIHSS scale in a seemingly matched pair of patients. It is interesting to
observe that the degree of matching increases as sample size increases and
that these increases are higher in presence of smaller tolerances. Only for
very large trials relatively small tolerances result in the degree of matching
above 95%, in particular, meaning that tens or hundreds of patients are
likely to remain unmatched.
Table 2.6 summarizes the association between the overall degree of indi-
vidual post-hoc matching and the respective dispersion in age and baseline
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Table 2.3: Examples of the minimum tolerances that can be achieved for a specied degree of
matching
EPITHET NINDS
Given Result Given Result
Degree of Matching Age Tolerance NIHSS Tolerance Degree of Matching Age Tolerance NIHSS Tolerance
100% 18 3 100% 6.13 6.68
95% 10 3 95% 3.52 3.38
90% 6 3 90% 2.37 3
85% 8 2 85% 1.56 4
80% 4 2 80% 0.96 4
75% 3 3 75% 0.42 6
stroke severity, the sample size of the respective RCT and dierent match-
ing tolerances on Age and NIHSS score. Consistently with the results in
Table 2.5, the degree of matching increases as tolerances increase. For
a given combination of Age and NIHSS score tolerances, the degree of
matching increases as sample size of the RCT increases and as the disper-
sion reduces. Also, the reduction in degree of matching due to increased
dispersion is more pronounced in smaller RCTs.
2.5 Discussion and Conclusion
In this research we addressed the problem of post-hoc matching in parallel
group RCTs by formulating it as a multi-objective constrained integer pro-
gramming problem that explicitly takes into account the multiple objective
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Table 2.4: Examples of the minimum tolerances that can be achieved for a specied percentage
of matching
EPITHET NINDS
Given Result Given Result
Degree of Matching Age Tolerance NIHSS Tolerance Degree of Matching Age Tolerance NIHSS Tolerance
100% 18 3 100% 6.13 6.68
95% 10 3 95% 3.52 3.38
90% 6 3 90% 2.37 3
85% 8 2 85% 1.56 4
80% 4 2 80% 0.96 4
75% 3 3 75% 0.42 6
nature of the underlying decision making situation. We used exact opti-
mization techniques, rather than heuristic methods, thus providing theo-
retically grounded assurance of optimality of the obtained solutions. Using
acute stroke trials as a context, we explored the relationship between the
overall percentage of individual post-hoc matching and the meaningful tol-
erances on variables highly prognostic for a good functional outcome after
stroke. We also investigated the association between the overall percentage
of individual post-hoc matching and the sample size of the respective RCT,
as well as between the overall percentage of individual post-hoc matching
and the respective dispersion in age and baseline stroke severity. When
assessing the appropriateness of the post-hoc individual matching in par-
allel group RCTs as a technique for treatment eect estimation in parallel
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group RCTs, it is instructive to go back to the very basics. For the designs
that use group matching, as opposed to individual matching, Altman and
Bland Altman and Bland (1999) emphasize that the main reason for using
randomisation to allocate treatments to patients in a controlled trial is to
prevent bias. Another reason for randomising is that statistical theory is
based on the idea of random sampling. In a study with random allocation
the dierences between treatment groups behave like the dierences be-
tween random samples from a single population. Randomization ensures
that selection bias is eliminated and that treatment groups are similar
apart from random variation. This feature is lost if analysis is not per-
formed on the groups produced by the randomisation process - the point
so fundamental that it constitutes the very core of the famous Intention-
to-Treat analysis principle Hollis and Campbell (1999). In summary, for
the designs that use group matching (rather than individual matching),
bias in estimating treatment eect is introduced when appropriate random
assignment of experimental units to treatment and control groups is not
performed properly, as this leads to the potential of groups being dierent
as far as important predictive baseline characteristics are concerned.
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For the individually matched designs, the equivalent principle is that in-
dividual experimental and control subjects that form a matched pair should
not be dierent as far as important predictive baseline characteristics are
concerned. If such a dierence exists, it is to lead to the consequences sim-
ilar to those described above for treatment groups that are dierent, i.e.
to the introduction of bias into the estimation process. As concisely stated
in Altman (1990) "The strength of the paired design is that we can remove
between-subject variability by looking only at within-subject dierences".
In this study we demonstrated that a high percentage of individual post-
hoc matching can only be achieved when matching tolerances on prognostic
baseline variables are suciently large. In stroke literature there is a uni-
versal acceptance of the fact that age and NIHSS are highly signicant
inverse predictors of good functional outcome Knoach et al. (2012). It
is only logical to argue that two subjects in a seemingly "matched" pair
who have a dierence in ages in the range of 6  18 years and a dierence
in stroke severity of up to 7 points on NIHSS scale are not likely to serve
as appropriate controls for each other. It is not likely, therefore, that we
can "remove between-subject variability" and look "only at within-subject
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dierences" as the subjects within a pair might be very dierent. This,
in turn, implies that an estimation of any treatment eect (whatever the
specics of a given treatment eect) are based on such "matched" pairs is
bound to be biased due to the threat to internal validity in the form of the
absence of appropriate controls.
This leaves the decision maker with another alternative - namely, to ac-
cept a lower percentage of matching as an inevitable feature of the method.
Unfortunately, this feature is likely to bias the treatment eect estimates
in its own way. In this study we demonstrated that the unmatched pa-
tients are qualitatively dierent from the matched ones. As illustrated
in Figures 2.1 and 2.2, the patients with more extreme values of age and
NIHSS are harder to match, thus these patients are likely to be left out
and the resulting estimate of the treatment eect will be aected by selec-
tion bias. As demonstrated in the Results section, even allowing for quite
generous 3 points tolerances on age and NIHSS score, in smaller trials the
percentage of matching can vary in the range of 10   80%, thus leaving
at least 20% of the original "as randomized" subjects out of the estima-
tion process. Although this situation improves somewhat as the size of the
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Figure 2.1: Scatter plot of EPITHET data (all
patients from both groups) that shows matched
and unmatched patients (see Table 2.4)
Figure 2.2: Scatter plot of NINDS data (all
patients from both groups) that shows matched
and unmatched patients (see Table 2.4)
RCTs gets larger - in these cases a higher percentage of matching could
be achieved even for small tolerances, the absolute numbers of unmatched
patients remain large due to the actual size of the trial. As shown in Ta-
ble 2.6, it is more dicult to achieve a higher percentage of matching in
populations with higher dispersion and, although this problem is partially
alleviated in larger RCT, this would also lead to absolute numbers of un-
matched patients that are large due to the actual size of the trial. Thus,
as demonstrated in the analysis presented in this paper, when generating
matched pairs of patients nested within the study in a post-hoc manner
as proposed by Bath et al. (2011), the decision maker faces two potential
alternatives: either to accept a lower percentage of matching, or to allow
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seemingly "matched" pairs to be very dierent as far as prognostic base-
line attributes are concerned. The implications for the rst choice are the
presence of a selection bias that aects the estimates of treatment eect,
while the implications for the second choice are associated threats to in-
ternal validity due to poor matching that cannot guarantee appropriate
individual controls for the subjects from the treatment group. We argue
that, unfortunately, none of these choices are appealing enough to justify
the use of the procedure as proposed by Bath et al. (2011) as, under the
circumstances, bias in NNT estimation is not only likely, but is essentially
inevitable.
At the same time, it seems that the post-hoc matching procedure pro-
posed by Bath et al. (2011) can be adapted under some scenarios to enable
its use without the unacceptably high risk of introducing the bias. For
example, in a case of post-hoc matching where a high percentage of the
subjects are matched, but matches within pairs are not ideal, expert clinical
opinion or existing association studies might indicate that the dierences
in important prognostic attributes within matched pairs are trivial with
respect to the outcomes of interest. Alternatively, in cases of matching
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where a signicant number of subjects are unmatched, it may be possible
to dene the sub-population to whom the analysis correctly applies. Such
a situation is more likely when the unmatched subjects in the population
are easily distinguishable from the matched subjects based on one or more
specic covariate thresholds, e.g., being above/below certain age or condi-
tion severity. In such cases, the results can be stipulated to apply only to
those subjects with ages and/or disease severity in a range bracketed by
the paired data, thus avoiding biased estimates.
Following this analysis, it becomes clear that considerable caution should
be recommended when attempting to use the post-hoc individual match-
ing as a technique for treatment eect estimation in parallel group RCTs.
If applied without caution, this approach has the propensity to introduce
selection bias and to produce eect estimates with limited validity. At the
same time, if used with appropriate caution and thorough evaluation, this
approach can complement other viable alternative approaches, e.g. those
suggested by Saver (2004) or by an alternative procedure proposed in the
same publication by Bath et al. (2011) that is based on unmatched com-
parison of all subjects in an RCT. In the course of such complementary
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Figure 2.3: NINDS data. The trade-o between tolerances in
Age and NIHSS score. As the priority (weight w) in reducing
the tolerance on NIHSS score increases so the maximum age
dierence between any two pairs increases.
Figure 2.4: Relationship between Sample Size and Degree of Matching
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Table 2.5: Mean (95% condence interval) Degree of Matching vs Age and NIHSS tolerances
and Sample Size (each cell is based on 100 independent random samples)
Tolerances Sample Size
(Age; NIHSS) 200 400 500 1000 2000 3000 4000 5000
(0;0) 9.3 16.4 19.6 31.5 44.7 52.0 57.35 61.24
(8.9,9.8) (15.9,16.9) (19.1,20.0) (31.1,31.9) (44.4,44.9) (51.8,52.2) (57.16,57.54) (61.06,61.42)
(1;1) 44.4 59.9 65.2 79.4 89.2 93.0 94.87 95.92
(43.5,45.2) (59.3,60.5) (64.6,65.7) (79.0,79.7) (88.9,89.4) (92.8,93.1) (94.72,95.02) (95.80,96.03)
(2;2) 68.2 81.9 85.8 93.4 97.2 98.2 98.75 99.04
(67.2,69.1) (81.4,82.5) (85.3,86.2) (93.1,93.6) (97.0,97.3) (98.1,98.2) (98.69,98.81) (99.0,99.1)
(3;3) 82.4 91.7 93.9 97.4 98.8 99.3 99.49 99.60
(81.7,83.1) (91.3,92.2) (93.6,94.3) (97.2,97.5) (98.8,98.9) (99.2,99.3) (99.47,99.52) (99.58,99.63)
(4;4) 90.2 96.0 97.1 98.7 99.4 99.6 99.77 99.81
(89.6,90.8) (95.7,96.3) (96.8,97.3) (98.6,98.8) (99.4,99.5) (99.6,99.7) (99.75,99.79) (99.79,99.82)
(5;5) 94.3 97.8 98.4 99.3 99.7 99.8 99.88 99.89
(93.8,94.8) (97.6,98.1) (98.3,98.6) (99.2,99.4) (99.7,99.7) (99.8,99.8) (99.85,99.88) (99.88,99.90)
(6;6) 96.5 98.8 99.0 99.6 99.8 99.9 99.92 99.94
(96.1,96.9) (98.6,98.9) (98.9,99.1) (99.5,99.6) (99.8,99.9) (99.88,99.91) (99.91,99.93) (99.93,99.95)
(7;7) 98.0 99.3 99.5 99.7 99.9 99.9 99.95 99.97
(97.7,98.2) (99.1,99.4) (99.4,99.6) (99.7,99.8) (99.9,99.9) (99.94,99.96) (99.95,99.96) (99.96,99.98)
(8;8) 98.7 99.5 99.7 99.8 99.9 99.97 99.98 99.99
(98.5,98.9) (99.4,99.6) (99.6,99.8) (99.8,99.9) (99.93,99.96) (99.97,99.98) (99.97,99.98) (99.98,99.99)
(9;9) 99.2 99.7 99.8 99.9 99.97 99.99 99.99 99.997
(99.0,99.3) (99.7,99.8) (99.7,99.8) (99.9,99.9) (99.96,99.99) (9.99,100.0) (99.98,99.99) (99.995,99.999)
(10;10) 99.5 99.9 99.9 99.9 99.99 99.99 99.998 99.9996
(99.3,99.6) (99.8,99.9) (99.8,99.9) (99.93,99.97) (99.98,100) (99.99,100) (99.996,100) (99.999,100)
use, the robustness of treatment eect estimates obtained with the post-
hoc individual matching in parallel group RCTs can be established in a
sensitivity analysis procedure that would generate multiple matching solu-
tions along the ranges of varying percentage of matching and of attribute
matching tolerances.
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Table 2.6: Mean (95% condence interval) Degree of Matching vs Age and NIHSS tolerances, dispersion,
and Sample Size (each cell is based on 100 independent random samples)
Sample Size
200 400 500
SDAge 5 7.5 10 5 7.5 10 5 7.5 10
SDNIHSS 2 3 4 2 3 4 2 3 4
Tolerances Mean and 95% Condence Interval of Degree of Matches
(Age; NIHSS)
(0;0) 39.289 24.5 16.29 51.435 36.74 26.635 54.992 41.032 30.728
(38.4,40.2) (23.8,25.2) (15.5,17.1) (50.6,52.3) (35.9,37.6) (25.8,27.5) (54.1,55.9) (40.2,41.9) (29.9,31.6)
(1;1) 86.351 73.27 59.49 93.25 84.74 74.6 94.828 87.164 78.168
(85.6,87.1) (72.5,74.0) (58.6,60.4) (92.6,93.9) (83.98,85.5) (73.8,75.4) (94.3,95.4) (86.5,87.8) (77.3,79)
(2;2) 96.67 90.1 81.35 98.7 95.935 90.91 99.032 96.712 93.032
(96.3,97) (89.4,90.8) (80.7,82) (98.5,98.9) (95.6,96.3) (90.3,91.5) (98.8,99.2) (96.3,97.2) (92.5,93.5)
(3;3) 99.093 95.8 90.79 99.66 98.56 96.195 99.712 98.816 97.208
(98.9,99.3) (95.3,96.3) (90.1,91.5) (99.5,99.8) (98.3,98.8) (95.7,96.6) (99.6,99.8) (98.6,99) (96.9,97.5)
(4;4) 99.619 98.09 95.36 99.875 99.315 98.23 99.904 99.46 98.736
(99.5,99.7) (97.8,98.4) (94.9,95.8) (99.8,99.96) (99.2,99.5) (97.9,98.5) (99.8,99.97) (99.3,99.6) (98.5,98.9)
(5;5) 99.825 99.03 97.64 99.95 99.65 99.08 99.964 99.708 99.38
(99.7,99.9) (98.8,99.2) (97.4,97.9) (99.9,100) (99.5,99.8) (98.9,99.2) (99.9,100) (99.6,99.8) (99.2,99.5)
(6;6) 99.918 99.46 98.62 99.97 99.815 99.455 99.988 99.84 99.632
(99.9,99.97) (99.3,99.6) (98.4,98.8) (99.9,100) (99.7,99.9) (99.3,99.6) (99.97,100) (99.8,99.9) (99.5,99.7)
(7;7) 99.969 99.71 99.14 99.985 99.89 99.68 100 99.92 99.768
(99.9,100) (99.6,99.8) (99,99.3) (99.97,100) (99.8,100) (99.6,99.8) * (99.86,100) (99.7,99.9)
(8;8) 99.989 99.83 99.46 99.995 99.94 99.835 100 99.948 99.884
(99.97,100) (99.7,99.9) (99.3,99.6) (99.98,100) (99.9,100) (99.8,99.9) * (99.9,100) (99.8,100)
(9;9) 100 99.9 99.63 100 99.955 99.9 100 99.968 99.928
* (99.8,100) (99.5,99.8) * (99.9,100) (99.8,100) * (99.9,100) (99.9,100)
(10;10) 100 99.93 99.76 100 99.96 99.94 100 99.976 99.944
* (99.9,100) (99.7,99.9) * (99.9,100) (99.9,100) * (99.95,100) (99.9,100)
* 100% matching was achieved for each independent random sample.
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Note: A modied version of this work has been submitted to a journal
under the title of "Why Post-Hoc Individual Patient Matching in Parallel
Group Randomized Controlled Trials is Not Appropriate for Estimation
of Treatment Eect: the Case of Acute Stroke Trials", Nahid Jafari, John
Hearne, and Leonid Churilov.
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Chapter 3
A new formulation for variations of
the Traveling Salesman Problem
based on a transshipment concept
3.1 Introduction
The traveling salesman problem (TSP) is a well-studied NP-hard problem
in combinatorial optimization. The problem is to nd the shortest possible
tour visiting each node once and only once and then return to the starting
node. In other words, the problem is to locate a least cost Hamiltonian cy-
cle in a given graph. In the TSP in which the cost of travel does not depend
on the direction of travel (the arc) between two nodes, the problem is the
so-called Symmetric Traveling Salesman Problem (TSP). Where the cost
of travel depends on the arc direction, it is the so-called Asymmetric Trav-
eling Salesman Problem (ATSP). Numerous applications of the TSP prob-
lem such as "Computer wiring", "Wallpaper cutting", "Hole punching",
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"Job sequencing", "Dartboard design", and "Crystallography" express the
practical importance of the problem (see the description of problems in
(Laporte, 1992)).
During the last six decades, the TSP has been intensively studied us-
ing dierent approaches such as integer programming, Monte Carlo esti-
mation(Cerny, 1985), minimal spanning trees(Held and Karp, 1970, 1971),
simulated annealing (Bonomi and Lutton, 1984; Rossier et al., 1986), Tabu
searches (Glover, 1989, 1990), the convex hull (Gendreau et al., 1992),
genetic algorithms (Potvin, 1996; Johnson, 1990), ant colony algorithms
(Dorigo and Gambardella, 1997), and the cross-entropy method (Margolin,
2005). In this study we will consider the most eective integer program-
ming (IP) models and exact algorithms (Dantzig and Fulkerson, 1954;
Miller et al., 1960; Bellmore and Nemhauser, 1968; Gavish and Graves,
1978; Laporte, 1992, 2007). The TSP can be expressed as an IP using
a binary variable which equals 1 if an arc belongs to the optimal tour,
otherwise equals 0.
There are several books (Bellmore and Nemhauser, 1968; Lawler et al.,
1985; Reinelt, 1994; Gutin and Punnen, 2004; Applegate et al., 2007) and
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articles (Orman and Williams, 2006; Oncan et al., 2009; Roberti and Toth,
2012) that provide comprehensive surveys about the subject. Orman and
Williams (2006) surveyed eight distinct formulations of the ATSP and their
size complexity. The other two recent surveys (Oncan et al., 2009; Roberti
and Toth, 2012) reviewed the exact formulations of the problem and com-
pared them to their corresponding LP relaxation. As the literature on the
ATSP shows, the Assignment Problem (AP) based IP (or MIP) algorithms
are extensively and successfully used to solve the problem. To examine the
AP based models we choose three of the earliest and well known algorithms
and present them in Table 3.1. All formulations have an objective function
which describes the cost of a tour. The problem given by the rst two con-
straints (degree constraints) is an assignment problem which assures each
node appears once and only once. The remaining constraints are usually
sub-tour elimination constraints. If we give attention to the space order
of the models in the literature, it is well known that the best known algo-
rithms are in the order of O(n2). Thus the exponential order of the model
introduced by Dantzig and Fulkerson (1954) shown in Table 3.1, makes it
impractical for large problems. Miller's formulation (Miller et al., 1960)
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is one of the most deployed formulations for the ATSP, however it has
been criticized for not being extendable to other transportation scheduling
problems (Gavish and Graves, 1978).
Although the AP based algorithms, have good performance in solu-
tion time they cannot solve some real world instances (Fischetti and Toth,
1997). Clearly, these algorithms perform very well in those instances in
which their distance matrix contains integers randomly generated on a
uniform distribution in a given interval. As Balas et al. (1993) reported,
their AP based algorithm was not able to solve a 43-node real world prob-
lem (called P43). Actually there is a class of ATSP instances that is hard
to solve by standard IP methods such as branch-and-bound algorithm (Fis-
chetti and Toth, 1997).
The main purpose of this work is to present an exact model which
provides a solution to the ATSP and the other variations of the TSP. We
propose an innovative formulation for the ATSP using the concept of a
transshipment problem. We then extend our formulation to a formulation
for the "Multi-Traveling Salesman problem" (m-TSP) and the "Selective
Traveling Salesman Problem" (STSP).
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Table 3.1: Three well-known ATSP models based on the assignment formulation
ATSP Formulation based on Assignment Problem by
Dantzig and Fulkerson (1954) Miller et al. (1960) Gavish and Graves (1978)
Min
Pn
i=1
Pn
j=1 dij  yij
subject to
Pn
j=1 xij = 1; (i = 1;    ; n)
Pn
j=1 xij = 1; (i = 1;    ; n)
Pn
j=1 yij = 1; (i = 1;    ; n)
Pn
i=1 xij = 1; (j = 1;    ; n)
Pn
i=1 xij = 1; (j = 1;    ; n)
Pn
i=1 yij = 1; (j = 1;    ; n)
P
i;j2M xij  jM j   1; ui   uj + n  xij  n  1
Pn
j=1 xji  
Pn
j=1 xij = 1
(8M  N; 2 M  n  2) xij  (n  1)  yij
xij 2 f0; 1g xij 2 f0; 1g; ui  0 yij 2 f0; 1g; xij  0
i 6= j i 6= j; j 2 N   f1g i 6= j
Size of Models
Constraints 2n   2 n2 + n+ 2 n2 + 2n
Binary Variables n(n  1) n(n  1) n(n  1)
Continuous Variables | n n(n  1)
Size Order of models
O(2n) O(n2) O(n2)
This chapter contains four main sections. We rst propose in section
3.2 a new formulation of the ATSP using the concept of a transshipment
problem. We then extend the concept and formulate two further variants
of the TSP (section 3.3). In section 3.4 we explore a method to improve the
computational performance of our models. In the last section we will dis-
cuss the implementation of our models, the advantages of the formulation,
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and their computational aspects.
3.2 Asymmetric Travelling Salesman Problem (ATSP)
Consider the ATSP as a directed, complete, and weighted graph that con-
sists of N nodes and N(N   1) arcs. Let D = (disij) be the distance
(or cost) matrix associated with the set of arcs where disij is the distance
between city i and city j. The aim of the ATSP is to nd a tour which
starts from a particular node, visits all the other nodes once and only once,
and returns to the start node while minimizing the total distance (or cost)
travelled. The model we propose in the next paragraph solves the ATSP
using the concept of a balanced transshipment problem. In the network,
assume the start node s is a supply node and the rest of the nodes are
transshipment nodes with a demand of one unit. Being a balanced prob-
lem the supply node has N units exactly sucient to meet the demand
(see gure 3.1).
3.2.1 Formulation
The proposed model is a mixed integer program that nds a Hamiltonian
circuit starting and ending at node s while minimizing the total distance
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travelled.
Min
NX
i=1
NX
j=1
disij  yij (i 6= j) (3.1)
subject to
NX
j=1
xsj = N (j 6= s) (3.2)
NX
j=1
xjs = 1 (j 6= s) (3.3)
NX
j=1
xji  
NX
j=1
xij = 1 8i = 1;    ; N (3.4)
NX
i=1
yij = 1 8i = 1;    ; N (3.5)
xij  N  yij; 8i; j = 1;    ; N (3.6)
yij 2 f0; 1g; xij  0; i 6= j (3.7)
Where the variables are: xsi, a variable that indicates the ow from the
start node (node s) to node i; xij, a variable that indicates the ow from
node i to node j; yij(i; j = 1;    ; N), a binary variable indicating whether
or not capital supply ows along the arc i,j, that is;
yi;j =
8>><>>:
1; if xij > 0
0; otherwise:
(3.8)
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Figure 3.1: A solution for the instance consisting of 7 cities in which the city labeled 1 is
the start node (having 7 as the total supply). The bold arrows show the direction of one
of the optimal solutions. The tagged label on the bold arc shows the value of variable xij.
The parameters of this model are: disij is the distance between node i
and node j; N is the number of nodes.
The objective function 3.1 sums the total distance travelled. Constraint
3.2 states that the amount ows from the start node s to the other nodes
should be equal toN (i.e. the problem is a balanced transshipment problem
with the supply equal to the demand. Each node has a demand of one).
Constraint 3.3 states that the ow from the last node to the start node
s should be equal to 1 (i.e. N   1 nodes has been visited and 1 unit
left to return to s). Constraint 3.4 shows that the dierence between the
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ow that comes into a node and goes out from it is equal to 1 (i.e. the
demand of one unit is met at each node visited). Constraint 3.5 ensures
connectivity in the network (the origin of the problem requires a fully
connected solution). Constraints 3.7 represent an integer programming
formulation for the logical expression 3.8.
To study the computational complexity of the model from two points of
view, time and space complexity, the solution time increases exponentially
with the number of nodes, as do all algorithms for the TSP (NP-hard
problem). The space increases polynomially, since our model has n2+n+2
constraints and n(n 1) binary variables and n(n 1) continuous variables.
3.3 Extending the transshipment concept to other
variants of the TSP
3.3.1 The Multiple Travelling Salesman Problem (m-TSP)
Background
The multiple travelling salesman problem (m-TSP) is a generalization of
the well-known TSP where more than one salesman travels through the
network. The m-TSP is to nd m circuits in which each circuit starts and
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Figure 3.2: An illustrative scheme of the m-TSP
ends at a common node and each node must be included in exactly one
circuit to minimize the total travel cost. The m-TSP seems more appli-
cable for real-life problems (Bektas, 2006), and moreover it is extendable
to a variety of vehicle routing problems (VRPs), e.g., the delivery problem
(postal or laundry delivery) and the school bus problem (the pickup of
children by school bus). The VRP is to design a set of least cost circuits
corresponding to vehicle routes from a depot to serve a set of customers
subject to some constraints (Laporte, 1992; Toth and Vigo, 2001; Laporte,
2007; Toth and Vigo, 2002; Lysgaard et al., 2003) (see gure 3.2).
Let the m-TSP be a complete graph G = (V;E) where V = f1;    ; ng
and E is set of arcs. Node 1 represents a depot node which has m identical
salesmen (or vehicles). Each node i 2 V  f1g represents a city or customer.
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Every arc linked node i and j is associated with a non-negative cost as the
travel cost or distance. The m-TSP is to nd m circuits in which each
circuit starts and ends at the depot node and each node i 2 V  f1g must
be included in exactly one circuit to minimize the total travel cost.
Formulation
The model we proposed to address the m-TSP is a MIP model which
minimizes the cost of travel by nding m circuits as mentioned above. To
establish the required m circuits, we add m dummy nodes to the network.
This gives a new network with n + m nodes. Each dummy node will be
the start and end point of a circuit. All the dummy nodes are directly
connected to the depot node without any cost. The proposed model is
shown as follows,
Min
n+mX
i=1
n+mX
j=1
disij  yij (i 6= j) (3.9)
subject to
n+mX
i=n+1
x1;i = n+ (m  1) (3.10)
x1i  
nX
j=2
xij = 0 8i = n+ 1;    ; n+m (3.11)
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n+mX
i=n+1
y1i = m (3.12)
nX
i=2
yi1 = m (3.13)
nX
j=1
xji  
nX
j=1
xij = 1 8i = 2;    ; n (3.14)
nX
j=1
yij = 1 8i = 2;    ; n (3.15)
nX
j=2
yij = 1 8i = n+ 1;    ; n+m (3.16)
xij  (n+M)  yij; 8i; j = 1;    ; n (3.17)
yij 2 f0; 1g; xij  0; i 6= j (3.18)
Constraint 3.10 expresses the fact that the amount of supply which ows
from the start node (Node 1) is equal to the entire number of available
nodes minus 1 (number of real nodes plus number of salesmen minus 1).
Constraint 3.11 states that for every dummy node the ow comes in from
the start node and must go out to one of the real nodes. All the dummy
nodes must be visited through the start node as Constraint 3.12 shows.
Constraint 3.13 ensures that the number of ows comes into the depot
from the real nodes equal to m. Constraint 3.6 shows that the dierence
between the ow that coming into a real node and goes out from it is equals
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Figure 3.3: A solution for the example shown in gure 3.1 which has been targeted to be
traversed by two salesmen. Node 8 and 9 are two dummy nodes we added to the network,
and node 1 is the start node. This gure shows the value 8 (= 7 + 2   1) starts to ow
from node 1 through the dummy nodes and keeps owing from there to the real nodes.
1 (i.e. the demand of each node is 1 unit). Constraint 3.7 and 3.8 ensures
connectivity in the network, i. e. they state that for every node, either a
real node or a dummy node, the supply must ow from it to another node.
To follow the structure of the model, see gure 3.3 as a simple example.
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3.3.2 The Selective Travelling Salesman Problem
Background
The Selective Travelling Salesman Problem (STSP) is another variant of
the TSP in which there are not enough resources to visit all possible cities.
In the literature, the problem is called the Orienteering Problem (Vansteen-
wegen et al., 2011) or TSP with prots (Feillet et al., 2005). The name
Orienteering Problem (OP) originates from the sport game of orienteering
in which participants start at a specied control point, try to visit as many
checkpoints as possible, collect certain scores from those points, and return
to the control point within a given time constraint. The objective of the
problem is to maximize the total collected score (Vansteenwegen et al.,
2011).
The STSP is dened as a complete, weighted graph G = (V;A) in which
V = f0; 1;    ; Ng is the set of nodes, node 0 is a depot that the tour will
start from, and A is the set of arcs. Each node has a prot pi associated
with it and a distance (or cost) associated with each arc. The aim of the
STSP is to design a simple circuit of maximal prot. The maximum prot
cycle must be constructed on a subset of the nodes and the length of the
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Figure 3.4: A telecommunication network as a undirected graph consisting of a set of
nodes and a set of physical arcs linking the nodes. Each arc species a route in which
has a specied utility and an allocated capacity (or a bandwidth). Each terminal i has
an upper bound on the accumulative amount of trac that can be sent or received by i
terminal nodes. One node is the origin node and the other is the destination of the ow.
The objective is to maximize aggregate utility subject to capacity constraints.
cycle may not exceed an upper limit. To emphasize, the circuit is a non-
hamiltonian cycle, i. e. a subset of nodes need to be visited (not all nodes)
(Laporte, 2007).
In the last two decades this problem has attracted the attention of
several researchers and some exact and heuristic models were published
(Laporte and Martello, 1990; Feillet et al., 2005; Wang et al., 2008; Erdogan
et al., 2010; Vansteenwegen et al., 2011, 2012)). In the literature, there
are various formulations for the STSP depending on the application. For
instance, the goal of some authors is to determine a circuit and others just
a path. The problem can be categorized as follows:
1. locate a cycle in a network which starts and ends at a specied start
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point;
2. locate a path in a network in which a start point and an end point are
specied;
3. locate a path in a network in which only a start point is specied;
4. locate a path in a network in which neither a start point nor an end
point is specied.
There are several applications for the STSP which are appropriate cases
for each category mentioned above. For example, consider the problem
of VRP in which the aim is to maximize the total customer deliveries
while the travel time or the fuel of the vehicle is limited to a given amount.
Another recent application is the Mobile Tourist Guide Problem or Tourist
Trip Design Problem (Vansteenwegen et al., 2011). When a tourist does
not have time to visit every point of interest in a city or has a budget
restriction because of the expense of travelling, it would be a requirement
to select the most valuable attractions in the given amount of time (Schilde
et al., 2009).
Design of telecommunication and social networks are two applications
associated with second case of this category. Figure 3.4 shows a virtual pri-
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vate network(VPN) as an undirected graph consisting of a set of devices
associated with an utility linked by routes. Each route has been allocated
a bandwidth (capacity). The goal of the problem is to design a path be-
tween two specied terminal nodes which have an upper bound on the
accumulative amount of trac that can be sent or received with the aim
of maximizing the aggregate utility, subject to capacity constraints (Costa
et al., 2010; Contreras and Fernndez, 2012; Gupta et al., 2001). Figure 3.5
shows a social network consisting of individuals linked by a relationship.
Clearly, communications and exchange of information are the main chal-
lenge in social networks. For example, the spread of disease, rumors, news,
beliefs, and so on and how quickly the information diuses between peo-
ple. Therefore, the aim is to nd the path which maximizes the diusion of
information. Such a path would most likely include highly connected indi-
viduals (nodes have a high degree of connections) (Faloutsos et al., 2004).
These highly connected individuals are targeted because they might be
more inuential, and might be more inuenced. In addition to being a
highly connected node, to have an expanded network, it is important to
have highly connected neighborhoods as well. That is, if an individual has
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Figure 3.5: Each node represents an individual who is associated with a number repre-
senting the degree of connection. The degree of connection expresses how information
can be exposed in a network. The edges represent the relationship between individuals.
The problem diers from a shortest path problem. The aim is to nd the shortest path
connecting two nodes by passing the nodes with high degrees (Faloutsos et al., 2004). To
distinguish the desired solution from the shortest path problem, they have been shown as
a bold and a dash lines, respectively. Both paths have the same length, 4, but the bold
line passes from the nodes that have high degrees of connectivity.
lots of friends who have just a few friend, then the network is limited.
The third and forth categories are applicable for some practical prob-
lems. One of the well known problems is the conservation network design
problem. We will discuss this problem in greater depth in the chapter 4.
Formulation
We develop a new exact algorithm for the problem of determining a path
which starts at a node called a depot and ends wherever the given con-
straint allows and visits every node once and exactly once.
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Find variables xij and yij, i; j = 1;    ; N that maximize
Max
N 1X
i=1
(
N 1X
j=0
yji  Pi) (3.19)
subject to
N 1X
i=1
x0i  C (3.20)
N 1X
j=1
y0i = 1 (3.21)
N 1X
j=0
xji  
N 1X
j=0
xij =
N 1X
j=0
costji  yji; 8i = 1;    ; N   1 (3.22)
N 1X
j=0
yji  1; 8i = 1;    ; N   1 (3.23)
yij  xij ; 8i; j = 0;    ; N   1 (3.24)
xij  C  yij ; 8i; j = 0;    ; N   1 (3.25)
yij 2 f0; 1g; xij  0 (3.26)
Where the parameters are: Pi, the prot of node i; costij, the cost of
the arc linking node i and node j; C, the total supply available for visiting
nodes; N , the number of nodes.
The objective function 3.19 sums the prot of all nodes that have been
visited. Constraint 3.20 states that supply ows from the depot to the
transshipment nodes should not exceed 'C' (i.e. the available supply).
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3.4 Lagrangian Relaxation
Discrete (Combinatorial) optimization problems are often hard problems
which require exponential time to be solved. Lagrangian Relaxation (LR)
has been eectively used to change many of these hard problems to an
easy form by dualizing the side constraints or the forcing constraints and
providing lower or upper bounds on the optimal value of the primal problem
(min or max) (Georion, 1974; Fisher, 1981; Ahuja et al., 1993; Nedic and
Ozdaglar, 2008). The Lagrangian approach was rst invented by Held and
Karp (1970) when they used it on minimum spanning trees to devise a
successful algorithm for the TSP. The term "Lagrangian Relaxation" was
given to this approach by Georion (1974) because the side constraints are
removed and brought into the objective function via lagrange multipliers
(dual variables).
As the Lagrangian relaxation method is a non-dierentiable optimiza-
tion approach, it requires a novel algorithm to solve it. There are a number
of them in the literature. The subgradient algorithm is one well known al-
gorithm to implement Lagrangian relaxation (Bazaraa and Goode, 1977;
Fisher, 1981; Shor, 1985) and there are some extension algorithms on it
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such as the volume algorithm (Barahona and Anbil, 2000), the surrogate
gradient algorithm (Zhao et al., 1997) and so on.
Lagrangian relaxation is a very practical technique for solving di-
cult and large scale optimization problems, especially integer program-
ming problems and problems with embedded network structures. It is well
known that Lagrangian Relaxation has many applications in network op-
timization. Held and Karp (1970) and Bazaraa and Goode (1977) used
the subgradient algorithm to solve the TSP in the 1970s and Sherali and
Driscoll (2002) used it to solve the ATSP more recently. In this work we
will deploy the subgradient algorithm to relax the model we proposed for
ATSP in section 3.2. We will rst introduce the algorithm briey and then
show the application of it on our proposed model.
3.4.1 Subgradient Algorithm
The subgradient algorithm is a simple algorithm for minimizing a non-
dierentiable convex function. It was originally developed by Shor and
Zhurbenko (1971). The method is similar to the ordinary gradient method
for dierentiable functions (see the widely explained theory behind this
method in the book (Ahuja et al., 1993)). The low computational cost of
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Table 3.2: Subgradient Algorithm
Step 0
Choose maximum number of iteration, Kmax
Choose initial multiplier vector, u0 = 0, or u0j = minidij
Let Z =  1
Step 1
Solve the sub-problem
Z(uk) = minfctx+ ut(Ax  b) j Dx  q; x  0g
If xk is the optimal solution, stop. Otherwise, if Z(uk)  Z then
replace Z by Z(uk)
Step 2
Compute uk+1 = uk + tk(Axk   b), take maxfuki ; 0g, step size tk = 
k(Z Z(uk))
kAx bk2
Step 3
Increment K and go to stop 1
the subgradient method together with its ability to produce a very good
approximation to the optimal dual solution made it one of the attractive
procedures for Lagrangian relaxation. Nevertheless it has been criticized
for consuming too much time for solving large scale problems (Zhao et al.,
1997) and not providing the value of the primal variables. The other defects
of the method are the stopping criteria and step size. A user can dene
the number of iterations to stop without any improvement.
Table 3.2 presents the procedure of the algorithm.
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To apply the subgradient algorithm for our proposed ATSP model, we
should rst decide which constraint adds complication to the model and
then relax it. Close examination of the model shows constraint 3.6 looks
appropriate. Following the procedure of the subgradient algorithm and
assigning lagrange multipliers Uij to constraint 3.6, the objective function
becomes as follow,
Min
NX
i=1
NX
j=1
disij  yij + Uij(xij  m  yij) (i 6= j)
3.5 Implementation and Discussion
We implemented our model with ILOG Concert Technology for C++ linked
ILOG CPLEX 12:2 on a PC with 4GB RAM and applied it on a set of
benchmark instances from the online library the so-called TSPLIB (Reinelt,
1991). We also implemented Miller's formulation for the ATSP, which is
one of the earliest and the most important formulations (shown in Table
3.1), to show the diculties that AP based models sometimes get involved
in. One of these hard to solve problems is the so-called P43 which is a
real world instance consisting of 43 nodes. It is actually a "scheduling
problem that arises regularly at chemical plants of the Dupont Company"
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(Balas et al., 1993). The interesting result is that our proposed model
solved P43 in a reasonable time (611:664sec) without any diculty and
any modication on the data while Miller's model could not solve it after
a long computing.
One of the major advantages of this formulation is that it is extendable
to the solution for other transportation scheduling problems which are
related to the TSPs such as the m-TSP, the STSP. Another advantage of
our model is that we released "degree constraints", which most AP based
formulations have to assign nodes once and only once. These constraints
frequently caused diculties in solving hard instances as explained above.
The current algorithm automatically avoids any cycles. Another novelty
of our model is that it is not restricted to symmetric data, i. e. it can be
built on either a directed graph or an undirected graph. Finally, our model
has the same order of space complexity as the best ATSP models (O(n2)).
Using the subgradient algorithm on our model, as described in section
3.4, we developed a lower bound as close as possible on the value of the
optimal objective function for some instances from TSPLIB. We then solve
the original problem according to the provided lower bound. The last col-
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umn of Table 3.3 presents the running time of the relaxed solution. The
result shows the solution using the bound, did not produce any immediate
signicant reduction in terms of the computation time. To achieve signif-
icant reduction on computation time we will pursue approaches which we
will look up in Chapter 5.
Table 3.3: Applying our proposed model and one of the well known models for a set of
benchmark instances of the TSPLIB
Problem name Size Solution
Solution Time (s)
Original solution Bounded solution
Ftv33 34 1286 4.2432 4.4898
Ftv37 39 1530 7.6597 10.9214
Ftv44 45 1613 29.4998 39.5146
Ftv47 48 1776 24.1958 27.2947
Ftv55 56 1608 34.0238 63.4708
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Chapter 4
The Reserve Network Design
Problem
4.1 Introduction
4.1.1 Overview
The threat to species and their ecosystems due to loss of habitat from
anthropogenic activities is well recognized. A common strategy to con-
serve biodiversity in the landscape is to purchase land where key habitats,
species and ecosystems can be conserved (Snyder et al., 2004). To this end
large investments are being made by European and United States govern-
ments (EC, 2006; FSA, 2006; Ribaudo et al., 2001) to build conservation
networks (Hajkowicz et al., 2008). In Australia, the federal government
has committed A$5:8 billion to the National Heritage Trust program over
the period 1996  2013 (Government, 2007).
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The "Reserve Site Selection Problem" has been addressed in numer-
ous optimization studies since the early 1980s (J.B. and Kirkpatrick, 1983;
Margules et al., 1988). These studies involve selecting sites that minimize
costs while meeting utility constraints or that maximize some utilities sub-
ject to budget constraints (Williams et al., 2005). Various utilities (EC,
2006) have been used such as species richness, rarity, diversity, and other
attributes of a site for which protection is desired (Pressey et al., 1993;
Memtsas, 2003). A solution comprising many isolated sites will usually be
less benecial for conservation than a consolidated area comprising many
sites or a connected network of sites. This will be referred to as the 'reserve
network design problem'.
Early studies used iterative heuristic algorithms (J.B. and Kirkpatrick,
1983; Margules et al., 1988; Williams et al., 1996). For example, Pressey
et al. (1993) used a greedy algorithm selecting sites in the order of greatest
species' richness. Kershaw et al. (1994) used a similar approach prioritizing
sites with a high existence value of rare or endangered species with the
aim of nding the minimum number of sites to represent all species at
least once. Although heuristic techniques are usually computationally easy
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to implement, they do not always guarantee an optimal solution to the
problem (Csuti et al., 1997).
Linear Integer Programming (LIP) formulations of the problem do guar-
antee a global optimum (if it exists). LIP models arise when the reserve
design problem is viewed as a set covering problem where the objective
is to nd the minimum number of reserve sites that contain all species at
least once. Similarly, an LIP model is obtained for the maximal coverage
formulation where a given number of sites are selected with the objective of
maximizing the number of species represented (Camm et al., 1996; Church
et al., 1996; ReVelle et al., 2002; Rodrigues et al., 2000). As the prob-
lem is NP-hard the computational eort increases exponentially with site
numbers, and computational diculties are encountered with large scale
problems (Williams et al., 2004; Moilanen, 2005; Conrad et al., 2012).
4.1.2 Contiguity and Compactness
Spatial attributes such as reserve shape and connectivity are important
considerations in the reserve network design problem. Some geometric
principles were suggested by Diamond (1975). Although these principles
are not universally applicable generally contiguous reserves are better than
75
isolated ones, and the more compact as opposed to elongated the better.
The ratio of perimeter to area is often used as a measure of compactness.
The optimum of this measure is a circle but this is unlikely to be a feasible
option in a real landscape. While a reserve comprising contiguous sites
enables species to move freely within a protected area this also allows for
the spread of exotic threats. Furthermore, if the seasonal migratory pattern
of a species is linear then an elongated reserve may be better than a circular
reserve of the same size. Improving compactness by minimizing the total
perimeter has been approached by heuristic methods Nalle et al. (2002);
Briers (2002) and using IP methods ( Onal and Briers, 2002, 2003; Fischer
and Church, 2003; Toth and McDill, 2008). Further details of these issues
can be found in (Haight and Snyder, 2009).
Selecting cost ecient contiguous sites in the design of a conservation
network has received more attention over the past decade. Some authors
considered the contiguous aspect of a reserve network design as a network
Steiner tree problem (Sessions, 1992; Williams, 1998) and others as mini-
mum spanning tree problem (Williams, 2002). These problems are dierent
from the usual reserve network design problem. They require all the nodes
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of the network to be connected, or a known subset of nodes within a graph,
to construct a tree.
The structural connectivity problem has also been approached using
graph theory and network optimization (Onal and Briers, 2005, 2006; Onal
and Wang, 2008; Conrad et al., 2012). Where resources were sucient Onal
and Wang (2008) considered minimizing the sum of gaps between neighbor-
ing sites to obtain a fully connected reserve. Conrad et al. (2012) proposed
a hybrid approach to nding corridors connecting multiple protected areas
together. They employ graph theoretic techniques to trim as much as 40%
of the branches involved in the usual solution procedure for an MIP model.
In this study we develop a unique mixed integer programming (MIP)
formulation of the reserve network design problem. The proposed formula-
tion is directed at problems where there is a focus on selecting a set of sites
that are fully connected. The model relaxes assumptions of specic spatial
congurations, such as grids, of the candidate sites. Another advantage of
our formulation is that no sub-tours are encountered in the solution pro-
cedure. A sub-tour is a round tour that returns back to the start point
or visits a node more than once. It can lead to several small contiguous
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areas when only one is desired. In the literature of the network design
problems the problem of cycling is usually by adding sub-tour elimination
constraints to the problem (Williams, 2002; Onal and Briers, 2006). This
has to be done iteratively by examining a solution and adding appropriate
constraints until a solution is obtained that is free of sub-tours.
Our MIP model guarantees a global optimum although it may be compu-
tationally prohibitive for very large problems. The model is also applicable
for cases where full connectivity is not feasible or more than one fully con-
nected reserve is desirable in a region. In fact the model allows for the easy
investigation of the trade-o between one or more fully connected reserves
to be determined. Further details of such cases are presented in section
4.5 followed by computational results in Section 4.4. Our algorithm is de-
scribed in the following section with a discussion on how well the algorithm
works with quite large scale problems.
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4.2 The Method
4.2.1 Description
Consider a region comprising a mosaic of sites, each with its own attributes
such as price and some measure of utility. The region can be represented
by a network where each site is a node. An arc is dened between two
nodes for every case where sites have a common boundary.
Our aim is to nd a set of nodes that are connected and maximize the
total utility of the connected nodes given a limited budget. Utility can
represent various attributes that are considered desirable such as species
richness, habitat suitability for threatened species, or a weighted combina-
tion of such attributes. We formulate this problem using the concept of a
transshipment problem. To our network we add a supply node containing
the total capital available in the budget. Each transhipment node has a
demand equal to the price of land that the node represents. This demand
can be met by 'shipping' capital to the node directly from the supply node
or from another transshipment node through which sucient capital has
owed. A node whose demand has been met represents a site that has been
purchased. Each purchase adds to the total utility of the reserve network.
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Figure 4.1: Nodes represent a potential site for selection in the network. All capital
available for the acquisition of sites is initially contained in the source node 0. The
arcs represent possible paths for the ow of capital to the nodes which are treated as
transshipment centers.
Capital cannot ow though a transshipment node without the demand at
that node being met rst. Capital can only ow along arcs, in other words
from a transshipment node to one or more of its neighboring nodes. In this
way connectivity of the reserve is achieved. The objective is to direct the
ow of capital to the nodes to maximize the aggregate utility of the nodes
whose demands have been met. The concepts are illustrated in Figure 4.1.
80
4.2.2 Model formulation
The proposed model is a mixed integer program that selects a subset of
sites which are fully connected to maximize the utility given a limited
budget.
Max
NX
i=1
(y0i +
X
j2Ni
yij)  ui (4.1)
subject to
NX
i=1
x0i  B (4.2)
x0i +
X
j2Ni
xji  
X
j2Ni
xij = ci  (y0i +
X
j2Ni
yji); 8i = 1;    ; N (4.3)
y0i +
X
j2Ni
yji  1; 8i = 1;    ; N (4.4)
yij  xij ; 8i = 1;    ; N; j 2 Ni (4.5)
xij  B  yij ; 8i = 1;    ; N; j 2 Ni (4.6)
NX
i=1
y0i = 1 (4.7)
yij 2 f0; 1g; xij  0 (4.8)
Where the variables are: x0i is a variable that indicates the ow of
capital from the supply node (node 0) to node i; xij is a variable that
indicates the ow of capital from node i to node j; yij(i; j = 1;    ; N) is
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Figure 4.2: In preparing the data set for a real landscape arcs are not constructed between
neighboring cells that do not have a signicant common boundary. For example, for the
area labeled 228 we have N228 = f145; 146; 225; 227g and no arc is to 137. Similarly, the
area labeled 224 has N224 = f225; 141; 244g and no arc to areas 137; 136; 245; 129.
a binary variable indicating whether or not capital ows along the arc i,j,
that is;
yi;j =
8>><>>:
1; if xij > 0
0; otherwise
(4.9)
Capital owing along the arc i; j implies that the sites corresponding
to nodes i and j have both been selected. The parameters of this model
are: Ni is the set of nodes connected to node i (see gure 4.1 and also the
gure 4.2 for compactness considerations ); ci is the price of node i; ui is
the utility of the site corresponding to node i; B denotes the total capital
available for the purchase of sites; N is the number of nodes.
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The objective function 4.1 sums the utility indices of all nodes whose
demands have been met. In other words it sums the utility indices of all
sites selected. Constraint 4.2 states that capital ows from the supply node
to transshipment nodes should not exceed the 'Budget' (i.e. the available
capital).
If node i is selected, constraint 4.3 ensures that capital cannot be trans-
shipped from node i without rst meeting its demand (i.e. the purchase
cost). Constraint 4.4 ensures that the capital only comes in to node i from
one source i.e. the corresponding site can only be purchased once. Con-
straints 4.5 and 4.6 ensure that yi;j is zero unless capital is owing from
node i to node j as expressed by equation 4.9.
Constraint 4.7 allows capital to ow to one and only one site from where
it can diuse from one neighboring site to another. Thus this constraint
ensures that only one contiguous network of sites will be found.
4.2.3 Example
Consider a region comprising 25 sites on a 5  5 square grid. The price
and utility of each site are shown in gure 4.3. Suppose that capital of
145 is available for the purchase of sites. As discussed earlier, the main
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Figure 4.3: The shaded cells represent the optimal selection when a fully connected net-
work of cells is required. Note: Three numbers associated with each cell are the price,
the utility and the name, respectively.
purpose of the model is to nd contiguous sites. To obtain a reference
for comparison purposes we rst solve the example as a simple site se-
lection problem by omitting constraint 4.7 or equivalently changing it toPN
i=1 y0i  N . By omitting any contiguity requirements sites having the
highest utility indices relative to their cost are selected. The result shows
nodes 4; 5; 6; 8; 9; 10; 11; 13; 22; 23 and 24 have been selected (shadowed cells
in gure 4.3) while the optimal value for the objective function is 70. The
solution above determined the sites that would be selected if connectivity
of sites was not a consideration. The above model is now applied again but
this time to determine a connected set of sites. This is ensured by simply
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Figure 4.4: The shaded cells represent the areas that would be selected in the absence of
any contiguity constraint.
restoring constraint 4.7 as shown in section 4.2.2. This constraint forces
the total capital to 'travel' from the supply node to one node only. From
that node constraint 4.3 ensures that further distributions of capital ow
can only ow to one or more neighboring nodes. The process continues in
this way where capital reaching a given node can only be transshipped to
one of its neighboring nodes. Transshipment can only occur from a node
after its demand has been met (i.e., the corresponding site is selected for
purchase). In this way a connected network of nodes is obtained. The
shadowed cells in gure 4.4 represent the optimal network of sites obtained
for this example. The optimal value of the total utility for the connected
sites is 63. This is lower than the score of 70 where best sites are selected
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regardless of contiguity. These results also indicate that there is a trade-o
between selecting sites in isolation and selecting for a network of connected
sites. This trade-o is explored in more detail in the next section.
4.3 Trade-o
Our MIP model selects sites connected to one another to maximize a utility
given a limited budget. The contiguity aspects of the problem are achieved
by the inclusion of constraint 4.7. In fact a slight modication to constraint
4.7 allows us to explore the relationship between contiguity and the utility.
In some cases having full connectivity is not an ideal solution or it requires
an unreasonable investment. For example, areas suitable for conservation
might be separated by a residential area or a road. In such cases decision
makers might want to sacrice full connectivity and rather use their limited
budget to increase the acquisition of land in either or both of the areas
adjacent to the development.
To explore the trade-o between maximizing a utility and the contigu-
ous attribute we replace constraint 4.7 by
PN
i=1 y0i = k where k is the
number of contiguous regions (k = 1; 2; 3;    ). Parameter k species how
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many connected networks are desired for the region. Applying the modied
model to an example yields the results shown in gure 4.5. For reference
purposes the solution is rst found for the case where the contiguity con-
straint is either omitted or k is less than or equal to the total number of
nodes. (The eect is the same). As shown in gure 4.5 the selected nodes
happen to occur in four dierent regions. In this case a value of 115 for
the objective function (utility) is achieved and all the capital is utilized
(B = 110). Also shown in this gure are solutions to the problem with
k = 1 (fully connected sites), k = 2 (two contiguous areas), and k = 3
(three contiguous areas). Solutions to the problem for k = 4 or greater
yield the same solution as the case where the contiguity requirement is
omitted. For the given budget, a decision-maker might note that two sep-
arate areas of contiguous sites will yield a utility nearly 14% greater than
that for a single contiguous area. Compromising further on contiguity it
can also be seen that three contiguous areas yield a utility that is less than
3% better than that for two areas.
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a: No contiguity constraint (Op=115) b: Fully Connected Region (Op=94)
c: Two Connected Regions (Op=107) d: Three Connected Regions (Op=110)
Figure 4.5: Trade-o between maximizing utility and connectivity
4.4 Discussion
A novel formulation of the 'reserve network design problem' has been pro-
posed. The formulation is based on the concept of the transshipment prob-
lem and yields a mixed integer programming model. The model is easy to
implement using any modern MIP software. This model avoids the problem
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of cycling or 'sub-tours' reported in other recent work.
Each node in our model has an associated utility value. The model was
formulated to choose nodes to maximize the sum of the utility values of all
selected nodes. Utility might represent some measure of species richness,
rarity value or some other desirable attribute. Multiple objectives can also
be handled. The simplest way to do this would be by constructing a utility
function as a weighted some of objectives. This would not have serious
consequences for computational eort. The usual minimax formulation can
also be used but this addition of constraints that are not of a network ow
type may increase the computational eort. The proposed model is able to
select a fully connected set of sites that maximizes some site attribute
(such as a utility) subject to a budgetary constraint. Furthermore, it is
easy to explore the trade-o between the objective function and the number
of contiguous regions.
Although the application of the model was illustrated with a regular
grid network of candidate sites where all sites had the same size and shape
the model is applicable to both regular and irregular systems irrespective
of the shape and size of sites. For cases where there is a network of grid
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cells the set of neighbours for every node can calculated automatically. In
practice, the data set of adjacent nodes is all that is needed to apply our
model (see gure 4.1). If two areas are adjacent regardless of their shape
then an arc can be specied. It should be noted in the formulation that
the ow into and out of each node in our model depends only on the arcs
connecting a node to its neighboring nodes. There is no requirement that
the nodes be in a regular grid.
Recall that capital can only ow from one node (property) to another
node along an arc connecting two such nodes. By careful selection of arcs in
the set-up stage of the problem improved compactness can be achieved in
the nal solution. For example only arcs are specied between neighboring
nodes where these nodes have a large common boundary. This means that
in a grid cell problem we do not connect nodes that only have a corner in
common. In real landscapes we do not specify an arc between neighboring
sites that share only a small boundary (see gure 4.2).
We ran the algorithm for landscapes in the order of 103 104 using ILOG
CPLEX 12:2 with ILOG Concert Technology for C++ on a ordinary PC.
We tested the algorithm on several problems. The experimental examples
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Table 4.1: Computational performance of our proposed model on grid data sets (uniformly
random generated)
Size Solution
No. Sites No. Constraints (rows) No. Variables (columns) MIP Nodes Solution Time (sec)
25 390 338 812 1.72
100 1,770 1,568 500 3.12
150 2,710 2,408 16,027 12.14
400 7,530 6,728 190,364 786.32
625 11,910 10,658 328,092 2,929.85
900 17,290 15,488 506,539 5,907.99
2,000 38,930 34,928 192,317 11,266.25
5,625 110,710 99,458 11,905 27,509.90
showed that the model was capable of handling large scale problems in-
volving thousands of nodes. The computational performance is good with
the number of variables and constraints growing linearly by the number of
nodes, O(N) where N is the number of nodes. Table 4.1 lists some compu-
tational aspects of problems explored. The size of the model is increasing
slowly because in the assumed grid landscape every node has at most 8
neighbours. A look at any map with demarcated properties suggest that
most sites connect with only a few other sites, certainly less than eight. As
the time complexity of the problem is exponential (see Figure 4.6), there
are several methods of reducing the computational eort involved in solv-
ing the MIP. For example, using graph algorithms Conrad et al. (2012)
reported reducing the search of the solution space by between 40% to 60%
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Figure 4.6: Exponential time complexity of the proposed model
for the MIP problem. Another possibility for reducing the solution time
for our MIP is to note that a large proportion of the constraints are of the
form of a minimum cost network ow problem. Lagrange Relaxation can
be used to handle the other constraints and achieve a solution that can
be used as a bound in the IP solution procedure (Georion, 1974; Nedic
and Ozdaglar, 2008). This may reduce the computational eort for large
problems. Another direction that we pursue in the next chapter is the
exploration of ways to improve eciency of the model.
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Note: A modied version of this work is under revision by European
Journal of Operational Research under the title of "Designing a Fully Con-
nected Network to solve the Reserve Site Selection Problem", Nahid Jafari
and John Hearne.
93
Chapter 5
Reducing the computational eort in
solving a Network Design Problem
5.1 Introduction
The combinatorial structure of network design problems places them in the
category of NP-hard problems which have an exponential time complexity.
This means that the running time increases exponentially with the size of
the problem.
In this chapter we will discuss the computational complexity of the MIP
model we proposed in Chapter 4 to solve the conservation network problem.
The time and space complexities are the two major factors that need to be
measured to express the computational eciency of a model. Our proposed
model has exponential time complexity and polynomial space complexity.
The space order of the formulation, O(N), brings the computational hard-
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ness down in comparison with the other TSPs which have at least O(N 2)
in the space order. Because of exponential time order of our model (see
gure 4.6 in Chapter 4)any endeavor to reduce the computational eort
for large problem is worthwhile.
The rst step in modelling is to achieve correctness. Following that,
concern about time eciency is the next most important issue. In this
chapter, however, we will deal exclusively with time eciency of our model
and we will nd out what factors aect this.
5.2 Identifying the performance diculties
Apart from knowing the space and time complexity of our model, it is
useful to consider the factors which may aect performance of the model.
To address this let us once again present our model,
Max
NX
i=1
(y0i +
X
j2Ni
yij)  ui
subject to
NX
i=1
x0i  B
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x0i +
X
j2Ni
xji  
X
j2Ni
xij = ci  (y0i +
X
j2Ni
yji); 8i = 1;    ; N
y0i +
X
j2Ni
yji  1; 8i = 1;    ; N
yij  xij; 8i = 1;    ; N; j 2 Ni
xij  B  yij;8i = 1;    ; N; j 2 Ni
NX
i=1
y0i = 1
yij 2 f0; 1g; xij  0
Key actors in this model comprise the set of neighbours (Ni), the utility
(ui) and cost (ci) associated with each node, the budget or the total capital
available for the purchase of sites (B) and nally the number of nodes (N).
Knowing the size of a problem reects on the complexity of the model,
we are interested in considering other parameters which add to the com-
putational time. The set of neighbours has an important role in the net-
work construction and consequently the size complexity of the model. For
instance, in the conservation network problem because every node is only
connected to the nodes that have a shared border or corner then the length
of the set of neighbours (Ni) is a small number, e. g. in a grid landscape
every node has at most 8 neighbours. While in a TSP with N nodes, the
graph is complete, i. e. each node is connected to the rest, thus the size
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Table 5.1: Simulation Procedure: The impact of the data range on the performance
For few dened ranges e.g. 1  10; 1  20;   
For i = 1;    ;MaxIterations
Let n be a given number of nodes
Generate a uniformly random instancei(Utility[n]; Cost[n])
Calculate Sum(Cost[n])
Compute Budget = Percentage  Sum for a given Percentage
Solve(instancei; Budget) and record the solution time
Increment i
Compute Mean "Solution Time"
Next Range
order of model is at least N 2. Factors that may aect computational hard-
ness include capital available, whether or not the utility and cost of each
node are correlated and the respective ranges of these parameters.
We conducted a series of simulations in order to explore the inuence
of the range of the utility and the cost of an instance as well as the budget
on the performance of the model. We generated random instances in three
dierent ranges to nd out more about how the range of data inuences
the computation eort.
According to the simulation procedure shown in Table 5.1, we generated
100 random samples each consisting of 100 nodes in three dierent ranges,
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Figure 5.1: The impact of the data range on the solution time (Mean of 100 random
samples for three dierent ranges)
1  10, 1  20, and 1  100 for the utility and the cost without considering
any correlation between them. Figure 5.1 shows how the running time
increases when the data has a larger range.
The value of the budget parameter which controls the ow throughout
the network has signicant eects on the solution time. To investigate the
assumption that the amount of available capital (budget) can aect the
performance of the model, we conducted another set of simulations. We
generated several uniformly random instances and then solved all of them
with various fractions of the budget available. The fraction of the budget
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Table 5.2: Simulation Procedure: The impact of the fraction of budget on the performance
of the model
For i = 1;    ;MaxIterations
Let n be a given number of nodes
Generate a uniformly random instancei(Utility[n]; Cost[n])
Find Sum(Cost[n]), and
For Percentage = [15%; 30%; 40%; 60%; 75%; 90%]
Compute Budget = Percentage  Sum
Solve(instancei; Budget)
Next Percentage
Increment i
For Percentage = [15%; 30%; 40%; 60%; 75%; 90%]
Compute Mean "Solution Time" of all samples
has been chosen in two categories, small and large. Each category includes
three fractions of the budget (the smaller consisting of 0.15, 0.3, and 0.4
and the larger consisting of 0.6, 0.75, and 0.9). Table 5.2 below represents
the simulation procedure.
This simulation leads us to interesting results. There is a signicant dif-
ference in solution time between smaller and larger fractions of the budget.
Figure 5.2 presents the mean solution time of six fractions varied from the
smallest to largest. Notice that when a given budget is small, the model
is required to select a few nodes and must consider lots of options. In
99
Figure 5.2: The impact of larger budgets on the solution time (Mean of 100 Samples
comparison, with a large budget the options are fewer.
Considering how all the parameters can aect the computation time
might facilitate dealing with particular instances to reduce the cost of com-
putation. Achieving a consistent reduction in a model's running time is
more challenging. In the next section we will undertake some experimental
simulations to evaluate one approach to reducing the computational eort.
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5.3 The Approach: Reduction of the computational
eort
To reduce the solution time of our MIP model we propose an approach
which aids the solution by providing an initial solution. Initializing the
solution of a MIP requires a solver that supports the use of initial solu-
tions. The solver we use, CPLEX, fortunately solves a MIP via a "start
solution". To approach the idea we rst need to understand what type of
solution assists the model to solve more quickly. Inspection of the proposed
model reminds us that searching for the best node in the network to begin
the ow demands substantial eort. Therefore, if the best start node is
manually specied and then the solution obtained is used as a start solu-
tion for the original model, it might save some computation time. Now,
the more challenging matter is how to specify the start node. For a precise
description of the proposed approach, let's summarize the idea behind it
as follows:
Step 1 Identify a start node;
Step 2 Solve the problem using the specied start node; Record the solu-
tion as a start solution or an "initial solution";
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Step 3 Solve the problem by initializing it with the start solution.
To implement this approach, some considerations of practical and tech-
nical matters are required, especially at Step 1. One of the technical mat-
ters is expressing the meaning of the "start node" in the model formulation.
When we declare a node as a start node, it means the capital starts to ow
from the dummy node to that start node and will continue to ow out
from it through the network. That is, it means the arc x0s > 0, and conse-
quently y0s = 1, where 0 is the dummy node and s is the given start node.
In fact we add constraint y0s = 1 to the formulation.
5.3.1 How to choose the start node
It is important to decide about the node the solution is going to start
with. Let us suppose the optimal solution of a problem will start from a
node which has the highest value on the parameter utility which has been
associated with each node. Dene three practical cases to catch the start
node as follows,
Case 1 A node having the highest utility chosen randomly (Rand Best or
RB)
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Case 2 A node having the highest value by taking account of the neigh-
bourhood of it (Neighb Best or NB)
Case 3 A node having the highest utility per cost (V alue Best or V B)
The rst case denotes that after pointing out the nodes that have the
maximum value of utility, choose one of them randomly. Similarly for case
2, nd the nodes with the highest utility and sum the utility of neighbouring
nodes and then choose the one that has the biggest value. Finally the last
case means that for all nodes, compute the ratio of utility per cost and
choose the maximum of obtained value. It should be noted the terms used
in the brackets are the short form of the cases that we will refer in the next
sections.
To evaluate the responses of three cases we will conduct a simulation.
If they succeed we will consider the preference of each method.
5.3.2 Simulation
To examine whether the current approach reduces the solution time we
conducted a series of simulations. To dene the utility and cost values,
we generate 100 random samples with a uniform distribution in the range
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1   10 and no correlation between the utility and cost. Then we take a
fraction of the summed cost of all nodes and use this as the given budget,
e. g. 40% of total price. The following table (Table 5.3) shows more detail
about the simulation procedure. Some notation used in the table needs to
be explained. When a generated sample, e. g. instanci, is solved originally
without any additional condition, by a given start node, or by a start
solution, we call it Solve Original, Solve StartPoint, or Solve Initial,
respectively.
5.4 Results
The main goal of this work is to show how our proposed model can be suit-
able for large problems by attempting to reduce the solution time. The ex-
perimental results show the proposed approach, solving the problem using
a carefully chosen initial solution, is remarkably successful. It signicantly
reduces the solution time on average in the range of 38%  51% (see Table
5.4). We summarize the solution time results of these hundred instances
for three dierent methods in Table 5.4 and in gure 5.3.
To graphically represent these results and to compare the three dierent
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Table 5.3: Simulation Procedure: Initialization of a solution to save running time
For each case of nding Max j(), j = fRB;NB; V Bg
For i = 1;    ;MaxIterations
Let n be a given number of nodes
Generate a uniformly random instancei(Utility[n]; Cost[n])
Find Sum(Cost[n])
Compute Budget = Percentage  Sum, for a given Percentage
Solve Original(instancei; Budget)
Find Max j(Utility[n]) and replace as a Start Point
Solve StartPoint(instancei; Budget); then Write(Solution)
Read(Solution); then Solve Initial(instancei; Budget)
Increment i
Next Case
For each Case
Compute Mean "Solution Time" of Solve Original, Solve StartPoint, Solve Initial
Analyze the ratio of mean solution time of Solve Initial to Solve Original
Investigate more about Solve StartPoint
methods we have found boxplots very useful. As Figure 5.3 shows there are
ve groups of data. The rst group shows the solution time of solving 100
instances with the original model. The next four groups are the solution
time of solving 100 instances by initialization using the RB, NB, and V B
methods to reach the start solution. The boxes are signicantly shifted
to the low end. They are positively skewed. The boxes also are very thin
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Figure 5.3: Box plot of data from the solution time of 100 samples solved originally and
initially by application of three methods to nd the best start node to initial a solution.
Each box represents the middle 50% of the data which lies between rst quartile (Q1)
and third quartile (Q3) and the remaining 50% is in the whiskers. The inset shows the
zoomed in on rst subset of the graph.
because a high number of cases are contained within a very small segment
(refer to the peak of the distribution). Overall, we see that the boxes of
all three solutions which use initialization are smaller and shorter than
the result of the original solution. It means the solution time has been
consistently decreased.
To assess the eectiveness of the three dierent methods of nding the
106
Table 5.4: Mean and 95% Condence Interval of solution time of applying dierent meth-
ods for 100 random samples
The name of solution Mean Solution Time and Condence Interval(95%CI) sec
Solve Original 6:06 (0, 39:04)
Comparison of two solution strategies: solving originally and solving by initialization
The name of Mean Solution Time Ratio to Saved Time
Solution and 95%CI Solve Original (sec)
Solve Initial
Max RB() 3:68 (0, 45:31) 0:61 39%
Max NB() 3:78 (0, 49:56) 0:62 38%
Max V B() 3:00 0, 24:59) 0:49 51%
Comparison of two solution strategies: solving originally and solving by a start node
The name of Mean Solution Time Saved Time Chance of How Close
Solution and 95%CI (sec) Optimality to be optimal
Solve StartPoint
Max RB() 1:47 (1:14, 1:81) 76% 100% 100
Max NB() 1:17 (0:87, 1:47) 81% 95% 99:75
Max V B() 1:32 (0:87, 1:77) 78% 100% 100
start node (RB, NB, and V B), it is probably best to say their performance
is more or less similar. In other words, they all imply a reasonable reduction
of computational cost of the model, as we aimed. If the treatment of each
method is dissected carefully, we should be able to decide which method
is more recommendable. Looking at the results in Table 5.4, it is evident
that using V alue Best or V B method to nd the best start node drives the
model to the largest amount of reduction in computation time. It is quite
easy to understand the reason why this method is preferred. To justify
this choice, consider the following example from one of the 100 random
generated instances (see Figure 5.4).
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When the aim is to nd the best node having the highest utility value
without concerning the cost, such as the two methods, RB and NB, some
nodes have the highest utility but are too expensive to purchase. In con-
trast, a node high in utility and low in cost is a much better preposition as
a good start node for an optimal solution. Therefore, it would be sensible
to consider the utility per cost of each cell then decide about the high value
node, as the method V alue Best suggests and Figure 5.4 shows.
In addition to the discussion about saving solution time by applying
the approach of initialization, we would like to draw attention to the result
from solving the problem by a start node, (Solve StartPoint). The saved
time is signicant, about 80%, although it is not always an optimal solu-
tion. However it is worth considering the question: "If the solution is not
optimal, How close is it to be optimal?". The answer, as Table 5.4 shows,
in the best case is 100% optimal and in the worst case it would be 95%
optimal , i.e. when the solution of Solve StartPoint is not optimal it is
within 5%. And a more interesting result is in a small percentage of non-
optimal cases, the solution is nearly optimal, only less than 1% far from the
optimal solution. Therefore, it seems the trade-o between "optimality"
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Figure 5.4: In this picture, on the left hand, each cell has two values, the utility and
the cost. While on the right hand, the value associated with each cell is the utility over
cost. The shaded cells represent cells which have the highest values. Using three methods
named Rand Best, Neighb Best, and V alue Best the start node was identied 92, 18,
and 27 respectively.
and "speed" in terms of running the solution is not a big deal. Knowing
the chance of getting a near optimal solution might provide enough evi-
dence to decision makers to rely on the solution of Solve StartPoint and
sacrice a bit to prot computationally.
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Chapter 6
Conclusion
In this thesis we addressed the problem of post-hoc matching in paral-
lel group RCTs by formulating it as a multi-objective constrained integer
programming problem that explicitly takes into account the multiple ob-
jective nature of the underlying decision making situation. We used ex-
act optimization techniques, rather than heuristic methods, thus providing
theoretically grounded assurance of optimality of the obtained solutions.
Using acute stroke trials as a context, we explored the relationship between
the overall degree of individual post-hoc matching and the meaningful tol-
erances on variables and investigated the association between the overall
degree of individual post-hoc matching and the sample size of the respec-
tive RCT, as well as between the overall degree of individual post-hoc
matching and the respective dispersion in age and baseline stroke severity.
It is empirically conrmed that a high degree of individual post-hoc
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matching can only be achieved when the dierences in prognostic base-
line variables between individually matched subjects within the same pair
are suciently large and that the unmatched subjects are qualitatively
dierent to the matched ones. For larger RCTs the absolute numbers of
unmatched patients remain large.
Another main focus of this work was to develop a new solution method
for the network design problem. An innovative formulation of the "Asym-
metric Travelling Salesman Problem" (ATSP) which yields a mixed integer
programming model based on the concept of the transshipment problem
was proposed. The formulation was extended to the solution for the other
transportation scheduling problems which are related to the TSPs such
as the "Multi-Travelling Salesman problem" (m-TSP) and the "Selective
Travelling Salesman Problem" (STSP). The major advantage of our model
is that it eased diculties which most AP based formulations have with
solving real world instances. The proposed model is not restricted to the
symmetric data i.e. it can be built on either a directed graph or an undi-
rected graph.
The reserve network design problem is a variation of the STSP which
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maximizes some utilities subject to various constraints. These constraints
include a budget limitation and spatial attributes such as connectivity and
compactness. The proposed model achieved selecting a fully connected set
of sites and to some extent compactness. It does this avoiding any sub-
tours and requiring any regular shape assumptions. Furthermore, it is easy
to explore the trade-o between the objective function and the number of
contiguous regions.
To improve eciency of the model for large scale problems involving
thousands of nodes much eort has been made. The solution by an initial
solution successfully reduced the computational cost of the model. An
initial solution was obtained by choosing the node with the highest utility
value as the start node.
The travelling salesman problem with all its varieties has many applica-
tions in real life. Many of these real problems cannot be solved easily and
work continues on nding better methods for solving these problems. In
this thesis we have added a new approach for solving these problems using
the concept of the transshipment problem. The approach has produced
some promising results.
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