Abstract: This paper proposes a new classification procedure based on the competitive concept, divided into three processing stages. It begins by the estimation of the Probability Density Function (pdf), followed by a competitive training neural network with the Mahalanobis distance as an activation function. This stage allows detecting the local maxima of the pdf. Then, we use the competitive Hebbian learning to analyse the connectivity between the detected maxima of the pdf upon the Mahalanobis distance. The so detected groups of maxima are then used for the classification process. Compared to the K-means clustering or the clustering approaches based on the different competitive learning schemes, the proposed approach has proven, under a number of real (positron emission tomography image) and synthetic data samples, that it does not pass by any thresholding and does not require any prior information on the number of classes or on the structure of their distributions in the data set.
Introduction
The aim of automatic classification is to partition a set of observations into groups or classes such as observations belonging to the same class are more similar than those belonging to different classes (Eddarouich and Sbihi, 2007) .
For the multidimensional data classification methods (Muthanna et al., 2010; Hammouche et al., 2005; Verikas et al., 1997) , cluster analysis techniques attempt to separate a set of multidimensional observations into groups or clusters which share some properties of similarity. The objects are generally represented by N-dimensional vectors of observed features. The statistical approach in cluster analysis postulates that the input patterns are drawn from an underlying Probability Density Function (pdf), which describes the distribution of the data points through the data space. Regions of high local density, which might correspond to significant classes in the population, can be found from the peaks or the modes of the density function estimated from the available patterns (Devijver and Kittler, 1982) . Then, the key problem is to partition the data space with a multimodal pdf into subspaces over which the pdf is unimodal (Mizoguchi and Shimura, 1976) .
Among the most common applications of automatic classification is image segmentation. Colour image segmentation is one of the most important pre-processing steps towards image understanding, image compression and coding. It is a process that consists of partitioning the image into disjointed regions such as sets of connected pixels that are homogeneous with respect to one or more colour characteristics (Uchiyama and Arbib, 1994) .
Generally, there are four main approaches to the segmentation of colour images: histogram-based segmentation techniques, neighbourhood-based segmentation, physicalbased segmentation techniques and multidimensional data classification methods. In these approaches, most algorithms treated are based on threshold selection or on parameters adjustment which may change the segmentation results.
Considering the analogy between clustering and segmentation, the colour image segmentation is achieved by pixel classification according to colour features. It is generally assumed that homogeneous regions in the image correspond to clusters of colour points in the colour space. The sample of observations is composed of image pixels represented as data points scattered in a colour space; it determines a partition of these points into subgroups in a way that makes points within a group more similar than points in different groups. In an unsupervised context, the number of these subgroups is not a priori unknown and has also to be determined. Some image segmentation procedures, based on the grey level function analysis, have been successfully adapted to multidimensional pdf for pattern classification purposes. In this context, some approaches are based on relaxation (Touzani and Postaire, 1988) , on edge detection (Touzani and Postaire, 1989 ) and on mathematical morphology (Postaire et al., 1993; Touahni et al., 2001; Géraud et al., 2001) .
Amongst the non-classical methods, the application of Artificial Neural Networks (ANN) is prominent. In recent years, motivated by the remarkable characteristics of the human visual system (HVS), research has applied ANNs to various problems in classification (Yeo et al., 2005) . ANNs have several advantages over many conventional computational algorithms, the most important among which are parallelism, adaptability to different data sets and optimal performance.
As an unsupervised classification technique, competitive neural network, as one of the types of ANNs, is based on the mathematical statistics problem called cluster analysis.
Many clustering procedures based on modes detection concepts have been proposed. In some of them, modes are considered as local maxima of the estimated pdf and are detected by hill climbing procedures using some gradient search technique (Fukunagal and Hostler, 1975) . As these procedures are based on differential operators, they face some difficulties where noise is present in the data set. In practical situations, they are known to generate a greater number of modes than the true pdf. Another approach is based on the analysis of the convexity properties of the underlying pdf. Modes are then considered as concave regions of this function and are detected by means of a test which determines, locally, the convexity of the multivariate pdf (Vasseur and Postaire, 1980; Postaire, 1982; Moussa et al., 2008) . Although this approach yields more robust results than the previous one, it remains sensitive to local irregularities in the pattern distribution, especially for small data sets.
In this context, we are going to present a new unsupervised approach of data classification using competitive concepts.
The remainder of the paper is organised as follows. Section 2 presents the different steps of the proposed approach illustrated on a simulated example considered as a model example. Section 3 is consecrated to other results and discussion. The paper ends with a conclusion and perspectives.
The modes detection procedure
The new algorithm of mode detection is carried out in three processing stages. The first stage consists in estimating the underlying pdf using a non-parametric estimator. In the second stage, we use an artificial Neural Network with Competitive Training (NNCT) to extract the local maxima of the pdf. In the third stage, we develop a new technique for the detection of the inter-neural connection. Finally, we present a new procedure of classification. The different steps are illustrated with the model example ( Figure 1 ) with statistical parameters presented in Table 1 . 
The estimation of underlying probability density function
Let  = {X 1 , X 2 , …, X Q } be the set of Q N-dimensional observations of a random variable X with a pdf P(X). To estimate this underlying density function when what is available is only a set X q = {X q,1 , X q,2 , …, X q,n , …, X q,N }, q =1, 2, …, Q of Q observations, the analyst may use non-parametric techniques. The Parzen (1962) window method proves well adapted to the proposed procedure in this paper. However, this estimation procedure needs prohibitive calculus when the dimension of the space is very important. So we have opted for the fast estimation algorithm proposed by Postaire and Vasseur (1982) .
First, the range of variation of each component of these observations is normalised to the interval [0, R] , where R is an integer such that R  2, by means of the transformation defined as
Each axis of the so normalised data space is then partitioned into R exclusive intervals of unit width. This discretisation defines a set of N  hypercube of unit side length. Each hypercube noted H(X) is a site defined by its N coordinates x 1 , x 2 , …, x n , …, x N , which are the integer parts of the coordinates of its centre X. To be more specific, let Y q = {y 1,q , y 2,q , …, y n,q , …, X N,q }, q = 1, 2,…, Q be the Q observations in the normalised space. Each observation Y q is found inside a non-empty hypercube with the coordinates x n = int(y n,q ), n = 1, 2, …, N, where int(y n,q ) designates the integer parts of y n,q . If several observations fall in the same hypercube, this one appears many times on the list of non-empty hypercubes. Furthermore, the number of times the hypercube H(X) appears in that list indicates the number of data points q[H(X)] which falls in this hypercube. Subsequently, the value of the local density estimated is
since the volume of H(X) is equal to unity. So, this first procedure allows only the estimation of the underlying pdf at the centres of the non-empty hypercubes whose number never exceeds the number Q of available observations. At the centres of the hypercube cells, which are not on that list, the density estimates are known to be null.
At the end of this first algorithm, all the available information for clustering is in the discrete set X of estimated values of the underlying pdf p(X). The pdf of the model example is shown in Figure 2 . 
The Extraction of local maxima by neural network
Assimilating the modes to the local maxima of the pdf, the proposed approach uses the Neural Networks with Competitive Training (NNCT) (Eddarouich and Sbihi, 2007) .
In the training algorithm, we work only on the pdf by presenting sequentially the centres of the non-empty hypercubes of the set X to the network, instead of the Q observations.
The neural network is composed of two layers: the input layer and the output layer (cf. Figure 3 ). The first one is made of N units I n , n = 1,2, …, N, such that unit I n is solicited by the attribute X N of the non-empty hypercube H(X) when this one is presented to the network. However, each output neuron materialises an hypercube which represents the site of one local maximum of the pdf in the set X, and presents its weight by the mean vector µ k (X), k = 1,2,…, K. The number of the output neuron is first initialised arbitrary; we just need to choose K as higher as possible than the number of classes.
During the training phase, the output neurons enter into competition with each other by comparing the distance D[µ k (X), H(X)], k = 1,2, …, K between the input hypercube H(X) and each output neuron µ k (X). The winner is the closest one to the hypercube; then we compare the values of the pdf associated with the winner neuron µ g (X) and with H(X). The distance measure used in this training algorithm is Mahalanobis distance that gives the best results for the non-Gaussian distribution (Timouyas et al., 2012) instead of Euclidian distance as in the NNCT.  Initialise the coefficients of the training function  0 and τ. The choice of these parameters is not a real problem. We should only give a very important value to τ for the algorithm to search the sites of the local maxima before its convergence (Eddarouich and Sbihi, 2007) .
Processing phase:
1) Present to the network, with an arbitrary pulling, a non-empty hypercube H(X), 2) Search for the winner neuron g defined by calculating the distance that separates µ k (X) and H(X), so as
With: 
3) Compare fdp(µ g (X)) and fdp(H(X)):
If fdp(µ g (X)) < fdp(H(X)), update the parameters of the winner neuron as follows:
where t is the number of iterations and (t) is a one of 'search then converge' learning functions defined as
Then go to step 1. 4) Else, go directly to step 1. 5) Stopping criteria: after the processing of all hypercubes, compare ( )
pass to the next iteration and go to step 1.
Else, end of the processing.
If the program does not converge, this means that the number of output neurons K is less than the number of classes, so you have to increase the value of K. Figure 4 shows the result of the training algorithm for output neural number initialised to 17 and with the training parameters α 0 = 1and τ = 40. The 17 detected maxima mark perfectly the four classes present (cf. Figure 4 ). In the following section, we are going to present a new technique to detect the significant modes.
Detection of significant modes of pdf
As the modes that are detected during the learning phase perfectly mark modal regions and are divided into a number equal to the number of classes present in the sample, we thought about connecting each group of the closest modes in such a way that we get a map which preserves the shape and structure of the classes.
One of the perfect methods which form topology preserving maps is Competitive Hebbian Learning (CHL) proved by Martinetz (1993) . The basic principle which governs the change of inter-neural connection strength been formulated by Hebb (1949) . According to Hebb's postulate, a presynaptic unit i increases the strength of synaptic link to a postsynaptic unit j if both units are concurrently active (Martinetz, 1993) .
CHL is usually not used on its own but in conjunction with other method derived as neural gas plus CHL (Martinetz, 1993) and growing neural gas (Fritzke, 1995) .
Let F = {H(X 1 ), H(X 2 ), …, H(X K )} be the set of K hypercubes which represent the sites in X of the K detected local maxima, the output of CNN. In this phase, we are going to seek the inter-neural connection of these modes using a new method of CHL adapting the Mahalanobis distance as measure of resemblance.
The clustering in CHL is based on three concepts. Firstly, the Vector Quantisation (VQ), which is searching for centroids as density points of nearby lying samples. It can also be used directly as prototype-based clustering method: each centroid is then associated with one prototype, by aiming to minimise the expected squared quantisation error (Gray, 1984) .
The second and third concepts are Voronoi diagram and the Delaunay triangulation explained further bellow.
The
N is given by K N-dimensional polyhedra, the Voronoi polyhedra V i , which is defined as follows: the Voronoi polyhedron V i of a hypercube H(X i )  F is given by the set of hypercubes v  R N which are close to H(X i ) than any other H(X j )  F for i ≠ j (Martinetz and Schulten, 1994) :
The dual graph of Voronoi diagram is Delaunay triangulation Dt (Delaunay, 1934) ; it is the connection of all pairs H(X i ), H(X j )  F, circumcircles of the triangles consisting of each of three hypercubes of the set, such that no hypercube in F is inside. The Dt is also the graph where hypercubes with a common Voronoi edge V i and V j are connected by an edge (Martinetz and Schulten, 1994) :
To generate the induced Delaunay triangulation (Figure 5a ), CHL, given the K modes detected by CNN as prototypes in R N , successively adds connections among them. The method does not change the weight of prototypes, but only generates topology according to these prototypes. For each mode H(X k ), its two closest prototypes are connected by an edge using Mahalanobis distance (4) as measure of resemblance instead of Euclidian distance; it works as an activation function for competition between neurons. This leads to the induced Delaunay triangulation, which is limited to those regions of the input space R N . Applying this technique to the result of the training phase (cf. Figure 4) , the interconnections between the maxima show that four modal regions have been identified which coincide perfectly with the present four classes (cf. Figure 6 ). Opposed to the probabilistic technique suggested by the neuromimetic approach (Timouyas et al., 2012) for the modes extraction, this technique does not require any thresholding, which makes it a more efficient technique.
Classification procedure
Once the different modes are identified, many clustering procedures can be used to assign the input data points to the clusters attached to them. The clustering approach (Eddarouich and Sbihi, 2002 ) that we use in the present work consists, first, in defining the data points falling into any mode of a connected set as the prototype of one cluster. Then, the remaining data points, which do not fall in one of the detected modes, are assigned to the clusters attached to their nearest neighbour among these prototypes by means of Mahalanobis distance. The data classified of the model example is shown in Figure 7 . The error rate achieved by this procedure is 0.022, which is less than the one achieved by neuromimetic (0.028) and the K-means (0.0285). This shows the power of the suggested approach. 
Results and discussion
To illustrate the behaviour of the procedure, we will shed light on two examples of samples of 2D and 3D data generated artificially. In order to prove the approach's efficiency more, we will apply it on the Positron Emission Tomography (PET) scan image. The results of the new procedure are compared to the results of other similar approaches.
Example 1
The 2D observations of this example are arranged in four classes consisting of one Gaussian class and three non-Gaussian classes with the statistical parameters given, respectively, in Tables 2 and 3 and illustrated in Figure 8 ). 
where  is a normal random variable with the mean vector m and standard deviation s, and B 1 and B 2 are normal random variables with the mean  and variance . The values of these parameters are given in Table 3 with A 1 = A 2 . To concretise the reliability of the technical of inter-neural connection procedure with Mahalanobis distance, we compared its performances to those of the mode detection procedure of the neuromimetic approach (Timouyas et al., 2012) . So we applied the two approaches on the same samples. Figure 10 (a) shows the four detected modes with technical analysis of proximity between the local maxima resulting from the training phase in the neuromimetic approach, while Figure 10(b) illustrates the induced Delaunay triangulation; each group of neurons connected by edges represents a class of the sample; this phase does not need any prior information or thresholding as in the neuromimetic approach, or even constant parameters as in growing neural gas, neither on the number of classes nor on the structure of their distributions in the sample. In fact, the good results of CNN make the task of CHL easier, which explains the efficiency of the new approach. After that, the observations that do not belong to these modes are assigned to the class of the nearest prototype by means of the Mahalanobis distance. This clustering procedure works much better than that using the Euclidian distance, because of the consideration of this criterion of resemblance to the dispersion of the data set. Thus, it allows taking into account different forms of distributions (Gaussian and non-Gaussian), which is proved by the results shown below. The error rate, estimated as the ratio of the observations number misclassified to the total number of observations and its confusion matrix, after the application of the two procedures, is given in Table 4 ). These results (Table 4) demonstrate that the proposed approach remains the most efficient. This efficiency is owing to the use of CHL with the Mahalanobis distance, which is also used in the clustering procedure as a new concept in the proposed approach.
Example 2
Now, we will apply the approach on a 3D distribution composed of three Gaussian clusters with the statistical parameters given in Table 5 . Figure 13(a) shows the hypercubes generated after the estimation of the underlying pdf with the resolution parameter R = 25. Figure 13(b) represents the result of the training algorithm, after five iterations, for a number of output neuron equal to 21 and with the same training parameters of Example 1 as shown in Figure 13 . 
As shown, the proposed technique successfully detects the three groups of connected neurons presenting the three classes in the sample (Figure 13c ) and have been used to get the observation classified, shown in Figure 13(d) .
The error rate, estimated by the proposed procedure is 0.0089, which is better than the results obtained by both the neuromimetic approach (0.0895) and the neuromorphological approach (Muthanna et al., 2010) using morphological thickening as concept to detect modal regions which is worth 0.01778. This shows the adaptability of the proposed procedure to multidimensional distributions.
Application to the PET image segmentation
Among the important applications of image segmentation are medical images, especially widely used for medical research, PET scan. A PET scan is a type of nuclear medicine imaging. It is a functional imaging technique that is more interested in the functioning of an organ than its structure.
Many recent studies have demonstrated the interest of the use of PET scan for early diagnosis of Alzheimer's Disease (AD) and for the differential diagnosis of dementia or mild cognitive impairment.
This scan images are more sensitive than other image techniques such CT and MRI because the other imaging techniques only show the physiology of the body parts, whereas the PET scan image shows the internal formation of tumours and cancer cells by means of the metabolism of the body parts (Hapfelmeier et al., 2009 ). Thus, the purpose of automatic medical image segmentation is to depict the image content based on its features.
To provide some insight into the behaviour of the proposed approach and to demonstrate its importance, we apply it now on a synthetic AD PET image (cf. Figure  14a) showing a normal brain (top brain) and an affected brain by AD (bottom brain).
The PET scan measures the distribution and concentration of the radiotracer (glucose) accumulation throughout the patient's brain. The glucose metabolic activity image is colour coded so that the most active regions show up as red or white, and the least metabolically active regions are designed by the dark colours violet and blue (http://uuhsc.utah.edu/cacir/openhouse.html). Brain imaging using PET to validate AD will typically show a reduction in glucose use in the cerebral cortex. The brain outermost layer is most responsible for many complex brain functions including memory, verbal communication and consciousness (Meena and Raja, 2013) . Figure 14 shows the different phases of the proposed procedure applied to the AD image (cf. Figure 14a) .
Under the hypothesis that each mode of pdf corresponds to a homogeneous region of the image, the observations contained in these detected modes define prototype pixels of the present homogeneous regions in the image (cf. Figures 14d and 14e) , by using nonempty hypercubes (Figure14c) rather than using the big number of voxel intensities (Foster et al., 2014a) .
As shown in Figure 14 (b), the various clusters present a high overlapping degree in the RGB colour space. However, five interconnected modes have been detected by the proposed technique ( Figure 15e ) and used to have the segmented image (cf. Figure14f) .
Like all graph-based approaches, the proposed approach outperforms other PET segmentation methods by incorporating efficient recognition into the segmentation process by using foreground and background prototypes, as hard constraints combining global information with local pairwise hypercube similarities, to locate the Regions of Interest (ROIs) in the image for optimal segmentation results (Foster et al., 2014b) .
In general, region-based segmentation methods regard the homogeneity of the image as the main consideration for delineation of ROIs. 
Most PET segmentation techniques are well suited for the determination of focal uptake, but generally give poor segmentation results for diffuse and multi-focal radiotracer uptake patterns such as those seen in the AD image. Even a recent study proposes a PET segmentation framework uniquely suited for the segmentation of these difficult uptake patterns (Foster et al., 2013) . Nevertheless, it needs to select the optimal thresholds to separate the image into multiple regions; some may not be suitable because of some limitations that cannot be avoided when using thresholding-based methods as high uncertainties in fuzzy object boundaries and there is no general consensus on the selection of a thresholding level (Foster et al., 2014b) . As shown in Figure 15 , without using any thresholding, the procedure allows delineating different regions of brain upon determination of eac0068 class of voxels intensity, and thus allows identifying the regions of activity or atrophy caused by AD in the brain.
In order to demonstrate the effectiveness of this approach to this kind of image, we compared the result of our approach to the results of K-means and Fuzzy c-Means (FCM), commonly used in PET image segmentation techniques, applying on the same image. Table 6 shows the accuracy comparison of segmentation results with these three methods. These three measures are considered for evaluation of homogeneity in the AD image. Figure 17 exposes the experimental parameters of each method. From Figure16, it can be noted that our suggested procedure had the lowest standard deviation, while FCM performed the second best; even though it has a higher average voxel intensity than the proposed method, it has the lowest coefficient of variation, which means that it has the most consistent results. These results show that the proposed procedure proves to be well adapted to the unsupervised segmentation of the PET images by classification of the voxels.
Its advantage lies in the fact that it does not require meadow treatment, for example, under the shape of a previous filtering, nor post such treatment as thresholding, compared to the FCM (Meena and Raja, 2012) that is sensitive to both noise and intensity heterogeneity (Belhassen and Zaidi, 2010) .
These three examples demonstrate the ability of the proposed procedure, knowing that this method has all advantages of ANN mentioned before. Likewise, the use of this metric, which takes into account correlations between variables, as a new criterion of resemblance, allows the proposed neural approach to give more powerful results compared to the neuromimetic or even neuromorphological approach.
In spite of that, the Mahalanobis distance has a higher execution time than Euclidian distance because of its processing complexity, but the nearest neighbour search can be performed in only O(logN) instead of O(N) time by exploiting the Delaunay triangulation (Knuth, 1973) . Also, with this so reduced number N of neurons, the proposed detection of mode procedure stays faster than this phase in both neuromimetic and neuromorphological procedures, despite our aim to further minimise the overall execution time of the new approach.
As all hard competitive learning algorithms (based on the winner takes all), our new approach has sensitivity to the initialisation, which weakens its stability. Therefore, this drawback will be among our challenges in the next work.
Conclusion
A new approach of unsupervised data classification has been introduced, essentially based on neural network. The data space is first transformed into a discrete space. An appropriate fast and simple algorithm has been used for this purpose. So the processing of the data is reduced to that of the non-empty hypercubes. The first training procedure used for the research of the local maxima of the underlying function pdf is applied only to the set of non-empty hypercubes, which allows converging faster than if it is applied to the set of observations of the sample.
In order to conceive an unsupervised classification procedure, we connected these detected local maxima in such a way that every connected set of neurons represents a class, using the CHL.
The final classification consists of considering the observations falling into any mode of a connected set as the prototypes of one cluster. The remaining observations are then assigned to their respective clusters by means of an improved neighbour classification rule using the Mahalanobis metric.
The results show that this original approach is automatic, does not need any thresholding or any parameter determined before the training and adapted to the different forms of distributions: Gaussian and non-Gaussian.
The application of the suggested neural approach to the segmentation of PET scan image gives reliable result and demonstrates its interest for real PET scan image to help in treatments to target diseases, such as AD, in its earliest stages through diagnosis before symptoms start. Therefore, we aim, in the future work, to apply the approach on real PET images, or the even more recent IRM-PET images, and perform an in-depth analysis of the results. In parallel, we will focus on overcoming the drawbacks (stability and execution time) of the proposed procedure.
