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A Fourier inversion theorem for nilpotent Lie groups
Ying-Fen Lin, Jean Ludwig and Carine Molitor-Braun
Abstract
1 Let G = exp(g) be a connected, simply connected nilpotent Lie group. We
show that for every G-invariant smooth sub-manifold M of g∗, there exists an open
relatively compact subsetM ofM such that for any smooth adapted field of operators
(F (l))l∈M supported in G · M there exists a Schwartz function f on G such that
pil(f) = opF (l) for all l ∈M . This retract theorem can then be used to show that for
every Lie group G of automorphisms of G containing the inner automorphisms with
locally closed G-orbits in g∗, the proper G-prime two-sided closed ideals of L1(G)
are the kernels of G-orbits in Ĝ.
1 Introduction
For a connected, simply connected, nilpotent Lie group G, the description of its spectrum
and of the Fourier inversion theorem is due to Kirillov [3], who showed that the dual space
Ĝ of G is in one-to-one correspondence with the space g∗/G of co-adjoint orbits of G.
R. Howe proved in [2] that for every irreducible unitary representation (pi,Hpi) of G and
every smooth linear operator a on Hpi there exists a Schwartz function fa on G such that
pi(fa) = a. He also showed that the mapping a 7→ fa is linear and continuous with respect
to the Fre´chet topology of the space B∞(Hpi) of smooth linear operators on Hpi and the
Fre´chet space S(G) of Schwartz functions on G.
In this paper, we study a version of the Fourier inversion theorem for nilpotent Lie
groups. More precisely, we generalise the result of R. Howe’s mentioned above by con-
structing a continuous retract from the space of adapted smooth kernel functions defined
on a smooth G-invariant sub-manifold M of g∗ and supported in a subset G · M of M ,
where M is a relatively compact open subset of M , into the space S(G). We will prove
this result, which we call the retract theorem, by proceeding an induction on the length
|I| of the largest index set I for which (B × g∗)I ∩M 6= ∅. In order to do so we will apply
the variable group techniques developed in [11], which have already been used in [10].
Once we have the retract theorem, we can apply it to study the G-prime ideals of the
Banach algebra L1(G). Here G denotes a Lie subgroup of the automorphism group of
G with the property that the G-orbits in g∗ are all locally closed. The retract theorem
1keywords: nilpotent Lie group, irreducible representation, co-adjoint orbit, Fourier inversion, retract,
compact group action – 2010 Mathematics Subject Classification: 22E30, 22E27, 43A20
1
implies that the Schwartz functions contained in the kernel of a G-orbit Ω in Ĝ are dense
in the L1(G)-kernel of Ω. Using the methods in [7], it follows that every G-prime ideal
in L1(G) is the kernel of such an G-orbit Ω. One can for instance use this result for the
study of bounded irreducible representations (pi,X) of a Lie group G on a Banach space
X. Restricting the representation pi to the nilradical G, one obtains the kernel ker(pi|G) of
pi|G in the algebra L1(G). The ideal ker(pi|G) is then G-prime. If ker(pi|G) is given as the
kernel in L1(G) of a G-orbit G · pi0 ⊂ Ĝ for some pi0 ∈ Ĝ, then one can use pi0 to make an
analysis of pi as Mackey did in the case of unitary representations.
For connected, simply connected, nilpotent Lie groups, J. Ludwig showed in [6] that
the closed prime ideals of L1(G) coincide with the kernels of the irreducible unitary rep-
resentations. In 1984, D. Poguntke studied the action of an abelian compact group K on
a nilpotent Lie group [12] and characterised the K-prime ideals as kernels of K-orbits. In
[4], R. Lahiani and C. Molitor-Braun identified the K-prime ideals with hull contained
in the generic part of the dual space of G for a general compact Lie subgroup K of the
automorphism group of G. In [7] and [8], it was shown that for an exponential Lie group
G, the G-prime ideals are also kernels of G-orbits. In this way the bounded irreducible
Banach space representations of an exponential Lie group could be determined.
The paper is organised in the following way: in Section 2 we recall the definition of
induced representations and of kernel functions, we explain the notion of variable nilpotent
Lie groups and their Lie algebras, of index sets for co-adjoint orbits and of adapted kernel
functions on a G-invariant sub-manifold of g∗. In Section 3, we introduce the main theorem
of the paper, the Retract Theorem, and in Section 4 we present the proof of the theorem,
dividing it into several steps. As an application of the Retract Theorem, in the last section
(Section 5) we show that every G-prime ideal in L1(G) is the kernel of a G-orbit.
2 Notations and generalities
2.1 Representations and kernel functions
Let G = exp(g) be a connected, simply connected, nilpotent Lie group and g be its Lie alge-
bra. All the irreducible unitary representations of G (and hence of L1(G)) are obtained (up
to equivalence) in the following way: Let l ∈ g∗ and p = p(l) be an arbitrary polarisation
of l in g (a maximal isotropic subalgebra of g for the bilinear form (X, Y ) 7→ 〈l, [X, Y ]〉).
Let P (l) = exp(p(l)). The induced representation denoted by pil := ind
G
P (l)χl on the Hilbert
space Hl,
Hl = L
2(G/P (l), χl) := {ξ : G→ C; ξ measurable, ξ(gp) = χl(p−1)ξ(g), g ∈ G, p ∈ P (l),
‖ξ‖22 =
∫
G/P (l)
|ξ(g)|2dg˙ <∞},
where dg˙ is the invariant measure on G/P (l), is unitary and irreducible. Here χl is the
character defined on P (l) by χl(g) = e
−i〈l,log g〉 for all g ∈ P (l). Two different polarisations
2
for the same l give equivalent representations. The same is true for the case of two linear
forms l and l′ belonging to the same co-adjoint orbit.
One particular way to obtain a polarisation is the following: Let {Z1, . . . , Zn} denote
a Jordan-Ho¨lder basis of g, for 1 ≤ k ≤ n, let gk := span{Zk, . . . , Zn} be the linear span
of Zk, . . . , Zn and lk = l|gk for all l ∈ g∗. The polarisation p(l)Z = p(l) :=
∑n
k=1 gk(lk) of
l in g, with gk(lk) := {U ∈ gk; 〈l, [U, gk]〉 ≡ 0}, is called the Vergne polarisation at l with
respect to the basis Z1, . . . , Zn. We refer to [1] for more details on the theory of irreducible
representations of nilpotent Lie groups.
Let pil = ind
G
P (l)χl. The corresponding representation of L
1(G), also denoted by pil, is
obtained via the formula pil(f)ξ :=
∫
G
f(x)
(
pil(x)ξ
)
dx, for all ξ ∈ Hl. If f ∈ L1(G), then
pil(f) is a kernel operator, i.e. it is of the form(
pil(f)ξ
)
(g) =
∫
G/P (l)
F (l, g, u)ξ(u)du,
where F is the operator kernel given by
F (l, g, u) =
∫
P (l)
f(ghu−1)χl(h)dh for g, u ∈ G.
If f is a Schwartz function, then the kernel function F belongs to C∞ and satisfies the
covariance relation
F (l, gh, g′h′) = χl(h)χl(h′)F (l, g, g′) for h, h′ ∈ P (l) and g, g′ ∈ G,
and is a Schwartz function on G/P (l)×G/P (l).
2.2 Group actions
Let G = exp(g) be a connected, simply connected, nilpotent Lie group and A be a Lie
subgroup of the automorphism group Aut(G) of G acting smoothly on G. This action will
be denoted by
A×G 7→ G
(a, x) 7→ a · x.
The action of A on G induces naturally actions of A on g, g∗, Ĝ, L1(G), and on S(G).
These group actions will lead to examples for our retract theory and provide an important
application of retracts.
2.3 Variable Lie algebras and groups
We will prove our main theorem by induction; in our proofs, new parameters and new
variations will appear. This may be handled most easily by the concept of variable Lie
structures. Such structures were already considered in [5], [11], [10] and [9], among others.
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Definition 2.3.1. 1. Let g be a real vector space of finite dimension n and B be an
arbitrary nonempty set. We say that (B, g) is a variable (nilpotent) Lie algebra if
(a) For every β ∈ B, there exists a Lie bracket [·, ·]β defined on g such that gβ :=
(g, [·, ·]β) is a nilpotent Lie algebra.
(b) There exists a fixed basis Z = Z0 = {Z1 = Z01 , . . . , Zn = Z0n} of g such that the
structure constants akij(β) defined by
[Zi, Zj]β :=
n∑
k=1
akij(β)Zk
satisfy the following property: For all β ∈ B and k ≤ max{i, j}, akij(β) = 0.
This means that {Z1, . . . , Zn} is a Jordan-Ho¨lder basis for gβ = (g, [·, ·]β).
2. Assume that B is a smooth manifold. If the structure constants akij(β) vary smoothly
on B, we say that (B, g) is a smooth variable (nilpotent) Lie algebra.
We will denote (B, g) = (g, [·, ·]β)β∈B for the variable Lie algebra.
For the rest of the paper we will assume that all variable Lie algebras are smooth. If
B is reduced to a singleton, we have in fact no dependency on β in B but a fixed Lie
algebra. To each variable Lie algebra, we associate a variable Lie group Gβ. The vari-
able Lie group G := (Gβ)β may be identified with the collection of Lie algebras (g, [·, ·]β)β
equipped with the corresponding Campbell-Baker-Hausdorff multiplications. If G = (Gβ)β
is a (smooth) variable Lie group endowed with a fixed Jordan-Ho¨lder basis, then the cor-
responding Vergne polarisations, induced representations and operator kernels all depend
on β ∈ B and l ∈ g∗.
2.4 Ludwig-Zahir indices
Let (B, g) be a smooth variable Lie algebra. We assume that g is equipped with a fixed basis
Z = Z0 = {Z1 = Z01 , . . . , Zn = Z0n}, which is a Jordan-Ho¨lder basis for every (g, [·, ·]β).
Let (β, l) ∈ B × g∗. The Ludwig-Zahir indices I(β, l) defined in [11] can be obtained
in the following way: Let gβ(l) := {U ∈ g; 〈l, [U, g]β〉 ≡ 0} be the stabiliser of l in gβ =
(g, [·, ·]β) and let aβ(l) be the maximal ideal contained in gβ(l). If aβ(l) = gβ(l) = g, then
χ(β,l)(x) := e
−i〈l,logβ x〉 is a character on Gβ and nothing has to be done. In this case, there
are no Ludwig-Zahir indices, i.e. I(β, l) = ∅. Otherwise, let
j1(β, l) = max{j ∈ {1, . . . , n}; Z0j 6∈ aβ(l)}, and
k1(β, l) = max{k ∈ {1, . . . , n}; 〈l, [Z0j1(β,l), Z0k ]β〉 6= 0}.
We let
X1(β, l) : = Z
0
k1(β,l)
,
Y1(β, l) : = Z
0
j1(β,l)
,
Z1(β, l) : = [Z
0
k1(β,l)
, Z0j1(β,l)]β, and
c(β, l) : = 〈l, Z1(β, l)〉.
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We then consider
g1(β, l) := {U ∈ g; 〈l, [U, Y1(β, l)]β〉 = 0} (2.1)
which is an ideal of co-dimension one in gβ.
A Jordan-Ho¨lder basis of (g1(β, l), [·, ·]β) is given by Z1(β, l) = {Z1i (β, l); i 6= k1(β, l)}
with
Z1i (β, l) := Z
0
i −
〈l, [Z0i , Y1(β, l)]β〉
c(β, l)
X1(β, l), i 6= k1(β, l). (2.2)
One sees that Z1i (β, l) = Z
0
i , if i > k1(β, l). As previously we may now compute the
indices j2(β, l), k2(β, l) of l1 := l|g1(β,l) with respect to this new basis and construct the
corresponding subalgebra g2(β, l) with its associated basis {Z2i (β, l); i 6= k1(β, l), k2(β, l)}.
This procedure stops after a finite number r of steps. Let
IZ(β, l) = I(β, l) =
(
(j1(β, l), k1(β, l)), . . . , (jr(β, l), kr(β, l))
)
,
which is called the Ludwig-Zahir index of l in gβ with respect to the basis {Z1, . . . , Zn}. The
construction in [11] shows that the final subalgebra gr(β, l) obtained by this construction
coincides with the Vergne polarisation of l in gβ with respect to the basis Z0 (see also [10],
[9]). Note that the length |I| = 2r of the index set I = I(β, l) gives us the dimension of the
co-adjoint orbit Ad∗(Gβ)`. The vectors Y1(β, l), · · · , Yr(β, l) together with the stabiliser
gβ(l) of l in gβ span the polarisation pβ(l) = gr(β, l) and
g = ⊕ri=1RXi(β, l)⊕ri=1 RYi(β, l)⊕ gβ(l).
Let us introduce the following notations: For any index set I ∈ (N2)r ≡ N2r with
r = 0, · · · , dim(g)/2, we let
(B × g∗)I := {(β, l) ∈ B × g∗; I(β, l) = I} and
(B × g∗)I ∩ ΣI := {(β, l) ∈ (B × g∗)I ; l(Zji) = l(Zki) = 0 for 1 ≤ i ≤ r}.
This last line corresponds to the Pukanszky section associated to the index I. In fact, in
[9] it was proved that the indices js(β, l), ks(β, l) coincide with the Pukanszky indices of
the given layer (if one does not make any distinction between the j’s and the k’s). For
many I’s, the subset (B × g∗)I is empty. Hence it is reasonable to define
I :=
{
I ∈
dim(g)/2⋃
j=0
(N2)j; (B × g∗)I 6= ∅
}
and B × g∗ =
⋃˙
I∈I
(B × g∗)I .
This gives a partition of B × g∗ into the different layers (B × g∗)I . The set I may be
ordered lexicographically: if I = {(j1, k1), · · · , (jr, kr)}, I ′ = {(j′1, k′1), · · · , (j′r′ , k′r′)} ∈ I,
we say that I < I ′ if either 2r = |I| < |I ′| = 2r′ or there exists a ∈ {1, . . . , r} such that
(js, ks) = (j
′
s, k
′
s) if s < a and (ja, ka) < (j
′
a, k
′
a),
5
which means that
either ja < j
′
a or (ja = j
′
a and ka < k
′
a).
This allows us to define
(B × g∗)≤I := {(β, l) ∈ (B × g∗)J ; J ≤ I} =
⋃
J≤I
(B × g∗)J .
By induction on the length of the index sets, it is easy to see that for every I ∈ I there
exists a smooth function PI on B × g∗, which is polynomial in l for fixed β ∈ B such that
(B × g∗)I = {(β, l);PI′(β, l) = 0 for I ′ > I and PI(β, l) 6= 0}. (2.3)
2.5 Co-adjoint orbits
For any index set I, we consider the subspace sI of g
∗ which is given by
sI = span{Z∗j ; j ∈ I}.
For each β ∈ B, let
Σβ,I := {(β, l) ∈ ({β} × g∗)I ; l ∈ sI}.
Then Σβ,I is locally closed in sI , since we have the smooth functions PI′ , I
′ ∈ I, defined
on B × g∗ as in (2.3).
Let d := |I|. For l ∈ g∗, let
Ωβ,l = {Ad∗β(g)l; g ∈ G}
be the Gβ-orbit of l. Then
dim(Ωβ,l) = d for l ∈ (B × g∗)I .
There exist functions pj : (B × g∗)I × Rd → R, j = 1, · · · , n, which are rational in l ∈ g∗
and polynomial in z ∈ Rd for fixed β ∈ B such that for every (β, l) ∈ (B × g∗)I ,
Ωβ,l =
{ n∑
i=1
pi(β, l, z)Z
∗
i ; z ∈ Rd
}
.
Furthermore if we write I = {i1 < · · · < id}, then
pij(β, l, z) = zj for j = 1, · · · , d,
and for i 6∈ I, we have
pi(β, l, z) = 〈l, Zi〉+ p′i(β, l, z1, · · · , zj), ij < i < ij+1.
Definition 2.5.1. A subset M of B × g∗ is called G-invariant if for every (β, l) ∈ M the
element g · (β, l) := (β,Ad∗β(g)l) is also contained in M .
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2.6 Schwartz functions
Let r ∈ N \ {0}, we define the space of (generalised) Schwartz functions S(Rr,B, G) ≡
S(Rr,B, g) ≡ S(Rr,B,Rn) to be the set of all functions f from Rr ×B×G to C such that
the function f˜ defined by
f˜(α, β, (x1, . . . , xn)) := f(α, β, expβ(x1Z1 + · · ·+ xnZn)) for α ∈ Rr, β ∈ B
is smooth on Rr × B × Rn and that
‖f˜‖K,T1,...,Ts,A1,A2,B1,B2 = sup
β∈K;α∈Rr;x∈Rn
[
sup
|ri|≤Ai;|sj |≤Bj ;i,j∈{1,2}
|αr1xs1
T1T2 · · ·Ts ∂
r2
∂αr2
∂s2
∂xs2
f˜(α, β, (x1, . . . , xn))|
]
< +∞,
for any compact subset K of B, any finite collection T1, . . . Ts of smooth vector fields defined
on the manifold B, and any A1, A2, B1, B2 ∈ N. The function space S(Rr,B, G) is equipped
with the topology defined by the collection of all these semi-norms. One may of course also
use coordinates of the second kind to define the semi-norms on S(Rr,B, G). Note that the
space S(Rr,B, G) does not depend on the choice of the Jordan-Ho¨lder basis.
2.7 Kernel functions
Let S be a subset of B×g∗ and L be a smooth manifold. We say that a mapping F : S → L
is smooth, if the restriction of F to any smooth manifold N contained in S is smooth.
Let B × g∗ be a smooth variable nilpotent Lie group with Jordan-Ho¨lder basis Z. For
any (β, l) ∈ B × g∗ denote the Vergne polarisation at (β, l) associated to Z. We put
pi(β, l) := indGP (β,l)χl, with P (β, l) := expβp(β, l), for the corresponding family of induced
unitary representations. Then the mapping (β, l) 7→ p(β, l) is smooth on each subset
(B × g∗)I . For each index set I with length dI and (β, l) ∈ B × g∗, choose a Malvev
basis R(β, l) = {R1(β, l), · · · , RdI (β, l)} of g relative to p(β, l), such that the mappings
(β, l) 7→ R(β, l) are smooth on the different layers (B × g∗)I .
Definition 2.7.1. Let M be any smooth G-invariant manifold of B × g∗ and let r ∈ N.
We denote by DcM,r the space of all functions F : Rr ×M × G × G → C satisfying the
following conditions.
1. F satisfies the covariance condition for every (β, l) ∈M with respect to p(β, l), i.e.
F (α, (β, l), x ·β p, y ·β q) = χl(p)χl(q)F (α, (β, l), x, y))
for all α ∈ Rr, p, q ∈ P (β, l) and x, y ∈ G.
7
2. The function F satisfies the following compatibility condition
F (α, (β,Ad∗β(g)l), x, y) = F (α, (β, l), x ·β g, y ·β g),
for α ∈ Rr, (β, l) ∈ M and x, y, g ∈ G. This compatibility condition reflects the
unitary equivalence of the representations pi(β,l) and pi(β,Ad∗β(g)l).
3. The support of F in (β, l) is compact modulo G, i.e. there exists a compact subset C
of M such that F (·, (β, l), ·, ·) is 0 outside the subset of G · C.
4. The function F has the Schwartz space property, i.e. for any I ∈ I the function
F|Rr×M∩(B×sI)×G×G is smooth and that
‖F‖D,A1,A2,B1,B2,C1,C2 := sup
(β,l)∈M,α∈Rr,x,x′∈Rr
[
sup
|ri|≤Ai,|sj |≤Bj ,|tk|≤Ck;i,j,k∈{1,2}
|αr1xs1(x′)t1
D(β,l)
∂r2
∂αr2
∂s2
∂xs2
∂t2
∂(x′)t2
F˜ (α, (β, l), x, x′)|
]
<∞,
(2.4)
where
F˜ (α, (β, l), x, x′) := F (α, (β, l), expβ(x1R1) · · · expβ(xrRr), expβ(x′1R1) · · · expβ(x′rRr)),
for any smooth differential operator D = D(β,l) on the manifold M , and any A1, A2,
B1, B2, C1, C2 ∈ N.
The space DcM,r will be equipped with the topology defined by the collection of all these
semi-norms. This does of course not depend on the choice of the smooth Malcev basis of
g with respect to the smooth family of Vergne polarisations.
Definition 2.7.2. Let M ⊂ B × g∗. A field F = (F (β, l))(β,l)∈M of kernel functions is
called adapted if it satisfies the conditions in Definition 2.7.1.
For an adapted field of kernel functions F on M , denote by opF the field of smooth
operators defined through their kernel functions. For (β, l) ∈M , the operator opF (β,l) acts
on the space L2(G/P (β, l), χ(β,l)) in the following way:
opF (β,l)ξ(g) =
∫
G/P (β,l)
F (β, l)(g, x)ξ(x)dx˙.
Remarks 2.7.3. a) If we impose the condition that the support of (β, l) be contained in
the set G ·C0 for a fixed subset C0 of M , then we will denote the space of kernel functions
by DC0M .
b) One has a similar definition of the kernel functions if one takes another smooth family
of polarisations together with a smooth family of Malcev bases.
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3 The retract theorem
In this section, we state the main theorem of the paper which will be proved in the next
section.
Theorem 3.1. Let B ×G be a smooth variable nilpotent Lie group, I = {(j1, k1) < · · · <
(jr, kr)} be an index set and let M be a smooth G-invariant sub-manifold of B×g∗ contained
in (B × g∗)≤I such that MI := M ∩ (B × g∗)I 6= ∅. Let pi(β, l) be defined as previously
from the smooth family of Vergne polarisations for (β, l) ∈ M . Then there exists an open
nonempty relatively compact subset M ⊂ MI with closure M contained in MI such that
the following holds: For any adapted kernel function F ∈ DMM , there is a function f in
the Schwartz space S(Rr,B, G) such that pi(β,l)(f(α, β, ·)) has F (α, (β, l), ·, ·) as an operator
kernel for all (α, (β, l)) ∈ Rr×M . Moreover the mapping F 7→ f is continuous with respect
to the corresponding function space topologies.
If the variation is trivial, then we get the following theorem.
Theorem 3.2. Let g be a nilpotent Lie algebra with Jordan-Ho¨lder basis Z. Let M be
a smooth G-invariant sub-manifold of g∗ and I := max{J ∈ IZ : M ∩ g∗J 6= ∅}. Let
pil = pi(l) be defined as previously from the smooth family of Vergne polarisations for
l ∈M . Then there exists an open, relatively compact nonempty subset M⊂ g∗I of M such
that M ⊂M ⊂ MI , M is compact and that the following holds: For any kernel function
F ∈ DMM , there is a function f in the Schwartz space S(G) such that pil(f) has F (l, ·, ·) as
an operator kernel for all l ∈ M . Moreover, the Schwartz function f may be constructed
such that the mapping F 7→ f is continuous with respect to the corresponding function
space topologies.
Remark 3.2.1. If M is contained in g∗Imax , where Imax is the maximal index set in I, then
we have the following (well known) result.
Theorem 3.3. Let B ×G be a simply connected, connected smooth variable nilpotent Lie
group and M = (B × g∗)gen := (B × g∗)Imax be the space of generic co-adjoint orbits. Let
M be an open relatively compact subset of M such that M ⊂ M. For every adapted field
of kernel functions F ∈ DMM , there exists a unique Schwartz function f = R(F ) : G → C
such that
pi(β,l)(f) = opF (β,l) for any (β, l) ∈ B × g∗,
and the mapping F 7→ R(F ) is continuous.
Proof. It suffices to apply the Fourier inversion formula. For each F ∈ DMM , let
f(β, g) = R(F )(β, g) :=
∫
Σβ,Imax
tr(pi(β,l)(g) ◦ opF (β,l))|Pa(β, l)|dl, g ∈ G,
where Pa(β, l) is the Pfaffian of the polynomial Q(l) = det (〈l, [Zi, Zj]β〉i,j∈Imax). It follows
from [11] that the function f is Schwartz and the Fourier inversion theorem tells us that
pi(β,l)(f) = opF (β,l) for any (β, l) ∈ B × g∗.
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4 Proof of the retract theorem
The proof of Theorem 3.1 proceeds by induction on the length |I| of the largest index set
I for which (B × g∗)I ∩M 6= ∅ and it will be done in several steps.
4.0.1 The case I = ∅
Suppose that all the elements (β, l) ∈M are characters of gβ, which means that their index
sets are empty.
Let us replace the variable group (B, G) by the group (C, G), where C = B as a manifold,
and the multiplications coming from C are abelian, i.e. [U, V ]γ = 0 for every U, V ∈ g and
γ ∈ C. We identify now the group G with its Lie algebra and then U ·γ V = U + V for
every U, V ∈ g and γ ∈ C. This also means that χl is a character on Gγ = expγg, for all
(γ, l) ∈ C × g∗. Now takeM = M . Let F ∈ S(Rr×M) be a kernel function with compact
support in the variables (γ, l). As Rr ×M is a sub-manifold of Rr × C × g∗, the function
F may be extended to a Schwartz function F˜ (in the sense of Section 2.6 and 2.7) on
Rr ×C × g∗ with compact support in the variables (γ, l). Let f := (2pi)nF−13 F˜ , where F−13
denotes the partial inverse Fourier transform in the variable l which is the third variable
in Rr × C × g∗. Then f ∈ S(Rr × C × g∗). For all (α, (γ, l)) ∈ Rr ×M , we have
pi(γ,l)
(
f(α, γ, ·)) = f̂ 3(α, γ, l)
= (2pi)nF3F−13 F (α, (γ, l))
= F (α, (γ, l)).
In particular, pi(γ,l)(f(α, γ, ·)) = 0 if (α, (γ, l)) ∈ Rr × (M \ C). The continuity of the map
F 7→ f is obvious. This proves the first step in the induction procedure.
4.0.2 Reducing B
There are two cases where we can reduce the manifold B.
1. Suppose that there exists a smooth function ϕ : B → R+ which is not constant on the
subset BM := pB(M), where pB : B × g∗ → B is the canonical projection. Let β0 ∈ B
such that ϕ(β0) ∈]a, b[ for some b > a > 0 and let B0 := {β ∈ B; a2 < ϕ(β) < 2b} and
M0 := {(β, l) ∈M ; β ∈ B0}.
Suppose that the theorem holds for the pair (B0,M0). Let us show that the result
remains true for the pair (B,M). Let M0 be an open relatively compact subset as
in the theorem for (B0,M0). We letM := {(β, l) ∈M ; a < ϕ(β) < b}∩M0. We will
show thatM works for (B,M). Note that sinceM0 is open in M0, we have thatM
is open in M .
Let F be a kernel function defined on Rr×M ×G×G such that its support in (β, l)
is contained in G · M ⊂ M0. By assumption, there exists f ∈ S(Rr × B0 ×G) such
that pi(β,l)(f(·, β, ·)) admits F (·, (β, l), ·, ·) as an operator kernel if (β, l) ∈ M0. In
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particular, pi(β,l)(f(·, β, ·)) = 0 if (β, l) ∈M0 \G · M0. As B0 is a sub-manifold of B,
we may extend f to a function in S(Rr×B×G) which we denote also by f . Choose
ϑ ∈ C∞c (R) with 0 ≤ ϑ ≤ 1, ϑ ≡ 1 on [a, b] and ϑ ≡ 0 on [0, a2 ] ∪ [2b,+∞[. We define
φ ∈ C∞(M) by φ(β, l) := ϑ(ϕ(β)). Then φ ≡ 1 on G ·M0 and φ ≡ 0 on M \G ·M0.
By taking g := φ · f , we have that pi(β,l)(g(·, β, ·)) = φ(β, l) · pi(β,l)(f(·, β, ·)).
If (β, l) ∈M ⊂M0, then pi(β,l)(g(·, β, ·)) = pi(β,l)(f(·, β, ·)) and it admits F (·, (β, l), ·, ·)
as an operator kernel. If (β, l) ∈ M0 \ G · M0, then pi(β,l)(f(·, β, ·)) = 0 and
pi(β,l)(g(·, β, ·)) = 0. If (β, l) ∈M \M0, then ϕ(β) ∈ [0, a2 ]∪[2b,+∞[, hence φ(β, l) = 0
and so pi(β,l)(g(·, β, ·)) = 0. Therefore the result is true for the function g.
2. If there exists a smooth sub-manifold B0 of B such that pB(M) ⊂ B0, then we can
apply our theorem to the pair (B0,M). Since every smooth function f0 on B0 × G
can be extended to a smooth function f on B×G, the retract theorem also holds for
(B,M).
Remark 4.0.3. Let B and M be given as in the statement of the theorem. Let
pB : M → B; pB(β, l) = β,
be the canonical projection. If we denote by Mmax the subset of M consisting of all
(β, l) ∈ M for which the rank of dpB(β, l) is maximal, then Mmax is open in M and the
subset pB(Mmax) of B is a smooth sub-manifold of B. If pB(Mmax) contains at least two
elements, by the reasoning in Subsection 4.0.2, using a non-constant smooth function ϕ0 on
pB(Mmax), which can be extended to a smooth function ϕ of B, we reduce B to Bmax and
we can always assume in this way that pB(M) is a smooth sub-manifold of B. If pB(Mmax)
is a singleton {β0}, then M = Mmax and pB(M) is obviously a smooth sub-manifold of B.
4.1 Reducing to smoothly varying subspaces depending on B
Let M ⊂ B × g∗ be a smooth G-invariant sub-manifold of B × g∗. Let us fix the largest
index
IM = I =
(
(j1, k1), · · · , (jr, kr)
)
= (j1, k1)× I1,
where I1 = ((j2, k2), · · · , (jr, kr)) is the index set of (β, l|g1(β,`)), such that the open subset
MI := (B × g∗)I ∩M of M is nonempty. Let pB : M → B; (β, l) 7→ β, be the projection
onto the first variable and set
BM := pB(M),
which is a smooth sub-manifold of B by Remark 4.0.3.
Let c1 := gj1+1 = span{Zj1+1, . . . , Zn} ⊂ g and let
n1β := [g, c1]β + [Zj1 , gk1+1]β ⊂ c1 for β ∈ B. (4.5)
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Then, by the definition of the indices (j1, k1), we have
n1β ⊂ ker(l) ∩ c1 ⊂ aβ(l) if (β, l) ∈ (B × g∗)≤I . (4.6)
It is easy to see that n1β is an ideal in g. Let
Zβ := [Zk1 , Zj1 ]β for β ∈ B.
We fix a scalar product 〈·, ·〉 on g such that {Z1, . . . , Zn} is an orthonormal basis and
we identify c∗1 with c1 by identifying
∑n
r=j1+1
arZ
∗
r ∈ c∗1 with the element
∑n
r=j1+1
arZr of
c1. Denote by ‖ · ‖2 the Euclidean norm on c1 (and hence on c∗1) with respect to the given
scalar product. We also identify
(n1β)
⊥ := {q ∈ c∗1; 〈q, n1β〉 = {0}}
with a subspace of c1. For all β ∈ B, we write c1 = n1β ⊕ (n1β)⊥ and define pβ to be the
orthogonal projection of c1 onto (n
1
β)
⊥. For each β ∈ B, a generating subset of n1β is given
by
V (β) = {v1(β), · · · , vs(β)}
:= {[Za, Za′ ]β; a = 1, · · · , n, a′ = j1 + 1, · · · , n} ∪ {[Zb, Zj1 ]β; b = k1 + 1, · · · , n}.
Let
aj,j′(β) := 〈vj(β), vj′(β)〉 for 1 ≤ j, j′ ≤ s.
Fix 0 ≤ k ≤ s, let Ik = {J ⊂ {1, · · · , s}; |J | = k} and for β ∈ B, let
hk(β) :=
∑
J∈Ik
det
((
aj,j′(β)
)
j,j′∈J
)2
.
It is easy to check that
hk(β) 6= 0 ⇔ v1(β), . . . , vs(β) have at least rank k,
hk(β) = 0 ⇔ v1(β), . . . , vs(β) have rank r < k.
Let n1 ∈ N and put f0 := hn1+1 and f1 := hn1 . Let
B≤n1 = {β ∈ B; f0(β) = 0},
B≥n1 = {β ∈ B; f1(β) 6= 0},
Bn1 = {β ∈ B; f0(β) = 0 and f1(β) 6= 0}.
One sees that B≥n1 is open in B, and hence is a sub-manifold of B. Again, according to
the reduction argument in Subsection 4.0.2 we can assume that f1(β) 6= 0 for all β ∈ B.
On the other hand, let n1 := maxβ∈BM dim(n
1
β), then we have
B≤n1 := {β ∈ B; dim(n1β) ≤ n1},
Bn1 := {β ∈ B; dim(n1β) = n1},
B≥n1 := {β ∈ B; dim(n1β) ≥ n1}.
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Note that if we want n1β to be of fixed dimension and to have n
1
β, (n
1
β)
⊥ and pβ to
vary smoothly with respect to β, we must restrict to Bn1 . But in general Bn1 is not a
sub-manifold of B. Therefore we must find a smooth sub-manifold inside Bn1 containing
an open subset of the smooth manifold BM = pB(M). We have to distinguish the following
two cases:
Case 1: If the differential df0 is not identically zero on BM , we may define
BmaxM := {β ∈ BM ; df0(β) 6= 0} and Bmax := {β ∈ B; df0(β) 6= 0}.
By assumption, Bmax is a nonempty open subset of B.
Case 2: Assume that df0 is identically zero on BM .
If dim(BM) < dim(B), we may build a function γ ∈ C∞(B) such that γ ≡ 0 on BM and
dγ is not identically zero on BM . We put f˜0 = f0 + γ. Then f˜0 ≡ 0 on BM and df˜0 is not
identically zero on BM . We then define
BmaxM := {β ∈ BM ; df˜0(β) 6= 0}, Bmax := {β ∈ B; f˜0(β) = 0, df˜0(β) 6= 0}.
By the construction of f˜0, we have again that Bmax is an open subset of B and BmaxM ⊂ Bmax.
If dim(BM) = dim(B), then BM is open in B and we take a smooth function f˜ 6= 0 in
B supported on BM . Let
Bmax := {β ∈ B; f˜(β) 6= 0} and BmaxM := {β ∈ BM ; f˜(β) 6= 0}.
In both cases, the ideals n1β vary smoothly on the smooth sub-manifold Bmax of B, since
dim(n1β) = n1 on BmaxM . The projection pβ also varies smoothly on Bmax.
Remark 4.1.1. According to Remark 4.0.3, we can now assume that
B = Bmax.
Furthermore, since the function β 7→ ‖pβ(Zβ)‖22 is smooth on B, we can take β0 ∈ B and
0 < δ < R < ∞ such that δ < ‖pβ0(Zβ0)‖2 < R and by using the reduction argument,
we can then assume that the number ‖pβ(Zβ)‖2 is contained in the interval [δ, R] for any
β ∈ B.
4.1.2 On the manifold M
Let us focus on the manifold M again. Let (β0, l0) ∈ M be fixed, but arbitrary. There
exist 0 < δ < R <∞ such that
0 < δ < min{|〈l0, Zβ0〉|, ‖pβ0(Zβ0)‖2} < max{|〈l0, Zβ0〉|, ‖pβ0(Zβ0)‖2} < R.
This is due to the fact that M ⊂ (B×g∗)I . According to Remark 4.1.1 we can now assume
that
0 < δ < min{‖pβ(Zβ)‖2} < max{‖pβ(Zβ)‖2} < R
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for all β ∈ B. We define
M δ,R = M red
:= {(β, l) ∈M ; 0 < δ < min{|〈l, Zβ〉|} < max{|〈l, Zβ〉|} < R}.
Obviously, M red is open in M and thus is a smooth sub-manifold of M . On the other
hand, we define
(B × g∗)≤I,R,δ =
{
(β, l) ∈ (B × g∗)≤I ;
1
2
δ < min{|〈l, Zβ〉|} < max{|〈l, Zβ〉|} < 3
2
R
}
.
4.1.3 Reducing M
Now we claim that if the retract theorem holds for (B,M red), then it remains true for
(B,M).
Assume that the result is true for (B,M red). Let M be the open subset in M red given
by the assumption. We will show that one may take the same manifoldM for (B,M) such
that the theorem remains true for (B,M). As M red is open in M , the set M also has a
nonempty interior in M . Moreover, pB(M) ⊂ pB(M red) ⊂ Bn1 ⊂ B≥n1 . Let ∅ 6= C ⊂ M
be compact and let F be a kernel function defined on Rr ×M ×G×G whose support in
(β, l) is contained in G ·C. The restriction of F to Rr ×M red×G×G is a kernel function
for (B,M red).
By assumption, there exists f ∈ S(Rr × B × G) such that pi(β,l)(f(·, β, ·)) admits
F (·, (β, l), ·, ·) as an operator kernel if (β, l) ∈ M red. In particular, pi(β,l)(f(·, β, ·)) = 0
if (β, l) ∈M red \ C. As ∅ 6= C ⊂M is compact, there exist δ1, R1 ∈ R+ such that
0 < δ < δ1 ≤ min{|〈l, Zβ〉|}
≤ max{|〈l, Zβ〉|}
≤ R1 < R
for all (β, l) ∈ C, as C ⊂ M ⊂ M ⊂ (B × g∗)I . Let u ∈ C∞c (R) be odd such that
u ≡ 1 on [δ1, R1] and u ≡ 0 on [0, δ] ∪ [R,+∞[. There exists χ ∈ S(R) such that
χ̂ = u. Let us define a function ψ on
⋃
β{β} × exp(RZβ) by ψ(β, exp(sZβ)) := χ(s).
For (β, l) ∈ (B × g∗)J with J ≤ I, we have Zβ ∈ aβ(l) ⊂ gβ(l) and pi(β,l)|RZβ(ψ(β, ·)) =
χ̂(〈l, Zβ〉)IH(β,l) = u(〈l, Zβ〉)IH(β,l).
We define a function g on Rr × B ×G by
g(·, β, ·) := f(·, β, ·) ∗ ψ(β, ·).
This implies that
pi(β,l)(g(·, β, ·)) = u(〈l, Zβ〉)pi(β,l)(f(·, β, ·)).
If (β, l) ∈ C, then u(〈l, Zβ〉) = 1 and pi(β,l)(g(·, β, ·)) = pi(β,l)(f(·, β, ·)) admits F (·, (β, l), ·, ·)
as an operator kernel. If (β, l) ∈M red\C, then pi(β,l)(f(·, β, ·)) = 0, hence pi(β,l)(g(·, β, ·)) =
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0 and F (·, (β, l), ·, ·) = 0. If (β, l) ∈ M \M red, then |〈l, Zβ〉| /∈ [δ, R], i.e. u(〈l, Zβ〉) = 0,
which implies that pi(β,l)(g(·, β, ·)) = 0. Hence, the mapping F 7→ g satisfies the property
of the retract for (B,M).
4.2 Construction of a new variable group
4.2.1 The mapping α(β, l)
For (β, l) ∈ (B × g∗)≤I , we have seen in (4.6) that n1β ⊂ ker(l). Let q := l|c1 ∈ (n1β)⊥ and
〈l, Zβ〉 = 〈l, pβ(Zβ)〉 = 〈q, pβ(Zβ)〉. For (β, l) ∈ (B×g∗)≤I,R,δ, we have that |〈l, [Zk1 , Zj1 ]β〉| =
|〈l, Zβ〉| > δ2 > 0 implies 〈l, [Zk1 , Zj1 ]β〉 6= 0 and j1(β, l) = j1, k1(β, l) = k1.
Take an odd function ϕ ∈ C∞(R) with the properties that ϕ(s) = 0 for 0 ≤ s <
δ/4 and s > 2R, 1 > ϕ(s) > 0 for s ∈]δ/4, δ/2[∪]3R/2, 2R[ and ϕ(s) = 1 for 3R/2 ≥ s ≥
δ/2. For every (β, q) ∈ B × c∗1, we construct the vector α(β, q) ∈ c1 ' (c1)∗ by
α(β, q) := ϕ(‖pβ(Zβ)‖2)ϕ(〈q, pβ(Zβ)〉)pβ(q)
+
(
1− ϕ(‖pβ(Zβ)‖2)ϕ(|〈q, pβ(Zβ)〉|)
)
pβ(Zβ). (4.7)
By the construction, α(β, q) ∈ (n1β)⊥ ⊂ c∗1 ≡ c1 for every (β, q) ∈ B × c∗1. On the other
hand, for (β, l) ∈ (B × g∗)≤I,R,δ and q = l|c1 , we have that
α(β, q) = ϕ(‖pβ(Zβ)‖2)ϕ(〈q, pβ(Zβ)〉)pβ(q)
+(1− ϕ(‖pβ(Zβ)‖2)ϕ(|〈q, pβ(Zβ)〉|))pβ(Zβ)
= ±pβ(q) + (1− 1)pβ(Zβ)
= ±q. (4.8)
This is due to the fact that pβ(q) = q as n
1
β ⊂ ker(q) for q = l|c1 , if (β, l) ∈ (B × g∗)≤I . We
will show that
〈α(β, q), Zβ〉 = ϕ(‖pβ(Zβ)‖2)ϕ(〈q, pβ(Zβ)〉)〈pβ(q), Zβ〉
+(1− ϕ(‖pβ(Zβ)‖2)ϕ(|〈q, pβ(Zβ)〉|))‖pβ(Zβ)‖22 > 0
on B× c∗1. In fact, let us first notice that 〈pβ(q), Zβ〉 = 〈q, pβ(Zβ)〉. As ϕ is an odd function
and ϕ ≥ 0 on R+, we have
A := ϕ(‖pβ(Zβ)‖2)ϕ(〈q, pβ(Zβ)〉)〈pβ(q), Zβ〉 ≥ 0.
Since 0 ≤ ϕ ≤ 1 on R+,
B :=
(
1− ϕ(‖pβ(Zβ)‖2)ϕ(|〈q, pβ(Zβ)〉|)
)‖pβ(Zβ)‖22 ≥ 0.
If none of the ϕ(·)’s is equal to zero and if 〈pβ(q), Zβ〉 6= 0, then A > 0. If 〈pβ(q), Zβ〉 = 0,
then ϕ(|〈pβ(q), Zβ〉|) = 0 and thus B > 0, as by Remark 4.1.1 ‖pβ(Zβ)‖2 > 0. If one of the
ϕ(·)’s is equal to zero, then again B > 0.
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For (β, q) ∈ B × c∗1, let
δ(β, q) := ad∗β(Zj1)α(β, q) ∈ g∗.
We have that
〈δ(β, q), Zk1〉 = 〈α(β, q), Zβ〉 > 0
and
〈δ(β, q), [g, g]β〉 = 〈α(β, q), [[g, g]β, Zj1 ]β〉 ⊂ 〈α(β, q), [g, [g, Zj1 ]β]β〉
⊂ 〈α(β, q), [g, c1]β〉 ⊂ 〈α(β, q), n1β〉 = {0},
by the definition of α(β, q) in (4.7). This means that δ(β, q) is an algebra homomorphism
of gβ = (g, [·, ·]β) which does not vanish at the vector Zk1 . Hence the subspace
g1(β, q) := ker(δ(β, q))
is an ideal of gβ of co-dimension one and
g = RZk1 ⊕ g1(β, q). (4.9)
Furthermore g1(β, q) contains c1 for any (β, q) ∈ B × c∗1. In fact,
〈δ(β, q), c1〉 = 〈α(β, q), [c1, Zj1 ]β〉 = 0
as α(β, q) ∈ (n1β)⊥ and [c1, Zj1 ]β ⊂ n1β.
4.2.2 The new variable group (B1, G1)
In order to construct a new variation in the induction procedure, we put
B1 := B × R× c∗1.
For (β, y, q) ∈ B1, we define a Jordan-Ho¨lder basis
Z˜1(β, y, q) = {Z˜11(β, q), · · · , Z˜1n−1(β, q)}
of g1(β, y, q) = ker(δ(β, q)) by
αβ,y,qk = α
β,q
k :=
〈α(β, q), [Zk, Zj1 ]β〉
〈α(β, q), Zβ〉
and
Z˜1(β, y, q) = Z˜1(β, q) := {Z1 − αβ,q1 Zk1 , · · · , Zk1−1 − αβ,qk1−1Zk1 , Zk1+1, · · · , Zn}
= {Z˜11(β, q), · · · , Z˜1n−1(β, q)}.
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In particular, for (β, l) ∈ (B × g∗)≤I,R,δ we have by (2.1) that
g1(β, y, l|c1) = g1(β, l) = g1(β, l|c1).
In fact, in this case j1(β, l) = j1, k1(β, l) = k1 and
g1(β, y, l|c1) = {U ∈ g; 〈δ(β, l|c1), U〉 = 0} = {U ∈ g; 〈l, [U,Zj1 ]β〉 = 0} = g1(β, l),
as α(β, l|c1) = ε · l|c1 with ε = ±1 provided (β, l) ∈ (B × g∗)≤I,R,δ.
For each k, we also have that
αβ,qk =
〈l, [Zk, Zj1 ]β〉
〈l, Zβ〉 . (4.10)
This new basis Z˜1(β, y, q) coincides then, up to normalisation, with the basis obtained in
Section 2.4, both procedures and bases generate the same indices. Furthermore by (4.10),
for (β, l) ∈ (B × g∗)≤I,R,δ, we have
Z˜1(β, y, l1) = Z1(β, l), (4.11)
where Z1(β, l) is defined in Section 2.4 and l1 = l|c1 .
For any (β, y, q) ∈ B1, let us write
[Z˜1u(β, q), Z˜
1
v (β, q)] =
n−1∑
w=1
γ(β, q)u,vw Z˜
1
w(β, q) for u < v in {1, · · · , n− 1}.
We obtain in this way a new variable Lie algebra (B1, g1), where
g1 = Rn−1, B1 = B × R× c∗1
and the canonical basis Z1 = {Z11 , · · · , Z1n−1} of g1 satisfies, by definition,
[Z1u, Z
1
v ](β,q) =
n−1∑
w=1
γ(β, q)u,vw Z
1
w for u < v in {1, · · · , n− 1}.
This means that the new variable Lie algebra (B1, g1) with g1 ≡ g1(β, q) is defined such
that (g1, [·, ·](β,q)) ≡ (g1(β, q), [·, ·](β,q)).
Given (β, l) ∈ B×g∗, let us define l1 in g∗1 by l1(Z1i ) := l(Z˜1i (β, q)) for all i ∈ {1, . . . , n−
1}. One has l1(Z1i ) = l(Zi+1) if i ≥ k1. We also define a map
ι1 : B × g∗ → B1 × g∗1
(β, l) 7→ ((β, 〈l, Zk1〉, α(β, l|c1)), l1), (4.12)
where l1 ≡ l|g1(β,l|c1 ). We see that ι1 is obviously smooth, injective and is a diffeomorphism
onto its image.
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Using (4.9) we can identify every l ∈ g∗ with the pair (v, l1) where v := 〈`, Zk1〉 and
l1 := l|g1 ≡ l|g1(β,l|c1 ). We can then transfer the natural action of G on B × g∗ to B1 × g∗1
using the mapping ι1. This gives us
g · ((β, v, q), l1) = ((β, v + 〈Ad∗β(g)l1, Zk1〉,Ad∗β(g)q),Ad∗β(g)l1).
We have automatically the relation
ι1(g · (β, l)) = g · (ι1(β, l))
for any g ∈ G and (β, l) ∈ B × g∗.
Consider now the smooth manifold
(B × g∗)0≤I,R,δ := {(β, l) ∈ (B × g∗)≤I,R,δ; 〈l, Zk1〉 = 〈l, Zj1〉 = 0}.
Obviously the smooth manifold (B×g∗)≤I,R,δ is diffeomorphic with the manifold R2× (B×
g∗)0≤I,R,δ. The mapping
Φ : R2 × (B × g∗)0≤I,R,δ → (B × g∗)≤I,R,δ
given by
Φ(s, t, (β, l)) :=
(
β,Ad∗(exp(
s
〈l, Zβ〉Zj1)exp(
t
〈l, Zβ〉Zk1))l
)
is such a diffeomorphism. Hence every smooth G-invariant sub-manifold M of (B×g∗)≤I,R,δ
can be decomposed into a direct product of R2 with the smooth manifold M0, where
M0 := {(β, l) ∈M ; 〈l, Zk1〉 = 〈l, Zj1〉 = 0}.
For (β, l) ∈ B × g∗, one has l1(Z1i ) = l(Zi) if i < k1 and l1(Z1i ) = l(Zi+1) if i ≥ k1. We
remark that for (β, l) and (β, l′) in M with ι1(β, l) = ι1(β, l′) we have that l and l′ have
the same restriction to g1(β, l) = g1(β, l
′), so they are on the same co-adjoint orbit and
l′ = Ad∗(y)l for some y ∈ P (β, l) and hence
F (β, l) = F (β, l′)
by the conditions on the operator fields defined over M given in Definition 2.7.1.
We denote the new variable Lie group by G1 = (B1, G1), where G1 = (expβ1g1)β1∈B1
and expβ1g1 is the connected, simply connected, nilpotent Lie group associated to the Lie
algebra (g1, [·, ·]β1).
4.3 Induction step
To simplify notations, from now on we will omit the subscript β in the notations of the mul-
tiplication and the exponential map, unless the subscript is crucial for the understanding.
There are two preliminary steps to check.
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4.3.1 Induction hypothesis
In this subsection, we will prove the result for (B,M) using induction. Let M1 = ι1(M),
where ι1 is constructed in (4.12). Let us recall that l1 = l1(β, l|c1) ≡ l|g1(β,l|c1 ) for
(β, l) ∈ (B×g∗)≤I . The Vergne polarisation p(β, l) for l in (g, [·, ·]β), obtained by the proce-
dure of Ludwig-Zahir (see [11], [9]), is also the Vergne polarisation for l1 in (g1, [·, ·]β). Let us
denote by P (β, l) = expβp(β, l)) the corresponding subgroup. The associated induced rep-
resentations will be denoted by pi(β,l) := ind
G
P (β,l)χl, respectively, p˜i((β,l|c1 ),l1) := ind
G1
P (β,l)χl1 .
Then pi(β,l) ∼= indGG1 p˜i((β,l|c1 ),l1), as usual.
Since M is G-invariant, the manifold M1 = ι1(M) is also G-invariant in B1× g∗1. Hence
we can write M1 as a direct product manifold R2 ×M01 , where
M01 := {((β, 0, q), l1); 〈l1, Zj1〉 = 0}
is G1-invariant. Note that M
0
1 is contained in (B1×g∗1)I1 and for every ((β, v, l|c1), l1) ∈M1
we have that ∞ > R > |〈l1, Zβ〉| > δ > 0. The induction hypothesis in B1 × g∗1 and
M01 ⊂ (B1 × g∗1)I1 gives us an open relatively compact non-empty subset M01 of M01 with
the required properties of the theorem.
We choose now a relatively compact open subset M1 of M1 such that M1 ⊂ M1 and
M1 is contained in G · M01. Let
M := ι−11 (M1) and M0 := ι−11 (M01).
Then M is non-empty open with its closure M contained in M and M is contained
in G · M0. We take a kernel function F ∈ DcM such that its support is contained in
Rr ×G · M×G×G.
Given the kernel function F , we will now define a kernel function for the variable
group (B1, G1). For simplicity, we will omit the subscripts β or (β, v, l|c1) in the nota-
tions of the multiplication and the exponential map, and we will identify g1, g
′
1 ∈ G1 =(
(G1)(β1)
)
β1∈B1 ≡ g1 with the corresponding elements in G1. In the following computa-
tions, the parameters β and (β, v, l|c1) will indicate how to multiply group elements or
how to decompose smoothly the group elements, even if it is not marked explicitly. For
ι1(β, l) = ((β, 〈l, Zk1〉, l|c1), l1) ∈M1, we put
F1(α, u, t, ((β, 〈l, Zk1〉, l|c1), l1), g1, g′1) :=
(2pi)n−j1+1 · |c(β, l)| · F (α, (β, l), exp((u+ t)X) · g1, exp(tX) · g′1),
for α ∈ Rr, u, t ∈ R and g1, g′1 ∈ G1, where c(β, l) := 〈l, [Zk1 , Zj1 ]β〉 6= 0 and X = Zk1 . This
function F1 has its support S1 := ι1(S) contained in G · M1, and belongs to DcM1 . The
operator field F1 is smooth on M1, since the mappings F and c are both smooth. By the
induction hypothesis, there exists h ∈ S(Rr+2,B1, G1) such that p˜i((β1,l|c1 ),l1)
(
h(α, u, t, β1, ·)
)
admits F1(α, u, t, (β1, l1), ·, ·) as an operator kernel for all (β1, l1) ∈ M01 . The construction
of the retract function f will now be done in several steps.
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4.3.2 Definition of the retract function on the original group
For (β, v, q) ∈ B1, let us first define h˜ by
h˜(α, u, t, (β, v, q), g1) :=
∫
R
∫
c1
h(α, u, t, (β, v, q), g1 · exp(yY ) · exp(Z))e−iq(Z)dZdy,
where Y = Zj1 and Z = Zβ = [X, Y ]β with X = Zk1 . The integral converges, as h is
Schwartz in g1 (for fixed β1), and it is rapidly decreasing in q ∈ (c1)∗, because it is a
Fourier transform in Z. For all (β, v, q) ∈ B × R× c∗1, we then define
f˜(α, (β, v, q), exp(uX) · g1 · exp(yY ) · exp(Z)) = eiq(Z)
∫
R
h˜(α, u, t, (β, v, q), g−t1 )e
−ityq([X,Y ]β)dt
with g = exp(uX) · g1 and g−t1 := exp(−tX) · g1 · exp(tX). The function f˜ is smooth on
Rr × (B× c∗1)×G. As f˜ is of rapid decrease in q ∈ c∗1 by construction, we may define f by
f(α, β, g) :=
∫
c∗1
f˜(α, (β, 0, q), g)dq, α ∈ Rr, β ∈ B, g ∈ G.
One can see that f ∈ S(Rr,B, G) (in the sense of Section 2.6).
4.3.3 The retract property
Let us now compute pi(β,l)
(
f(α, β, ·)) for (β, l) ∈M . Since the manifold M is contained in
(B × g∗)≤I,R,δ, we have that c1 ⊂ aβ(l) ⊂ gβ(l). If we identify exp(c1) and c1, as well as
exp(Z) and Z, for any function ξ(β) ∈ H(β,l) (the representation space of pi(β,l)) and any
g˜ ∈ G, we have that(
pi(β,l)
(
f(α, β, ·))ξ(β))(g˜) = ∫
Gβ/c1
∫
c1
f(α, β, g · Z)
(
pi(β,l)(g)pi(β,l)(Z)ξ(β)
)
(g˜)dZdg˙
=
∫
Gβ/c1
∫
c1
f(α, β, g · Z)e−il(Z)
(
pi(β,l)(g)ξ(β)
)
(g˜)dZdg˙
=
∫
Gβ/c1
∫
c1
∫
c∗1
f˜(α, (β, 0, q), g · Z)e−il(Z)
(
pi(β,l)(g)ξ(β)
)
(g˜)dqdZdg˙
=
∫
Gβ/c1
∫
c1
∫
c∗1
f˜(α, (β, 0, q), g)eiq(Z)e−il(Z)
(
pi(β,l)(g)ξ(β)
)
(g˜)dqdZdg˙
=
( 1
2pi
)n−j1 ∫
Gβ/c1
f˜(α, (β, 0, l|c1), g)
(
pi(β,l)(g)ξ(β)
)
(g˜)dg˙.
We use the following smooth decomposition: X = Zk1 , g1 = g1(β, l) which gives us
g˜ = exp(sX) · g˜1 with s = s(g˜, β, l|c1), g˜1 = g˜1(g˜, β, l|c1).
20
We then obtain (using the fact that c1 ⊂ (aβ(l)) for all our (β, l)’s) that:
(2pi)n−j1 ·
(
pi(β,l)
(
f(α, β, ·))ξ(β))(exp(sX) · g˜1)
=
∫
Gβ/c1
f˜(α, (β, 0, l|c1), g)
(
pi(β,l)(g)ξ(β)
)
(exp(sX) · g˜1)dg˙
=
∫
R
∫
G1/c1
f˜(α, (β, 0, l|c1), exp(uX) · g1) · ξ(β)(g−11 · exp((s− u)X) · g˜1)dg˙1du
=
∫
R
∫
G1/c1
f˜(α, (β, 0, l|c1), exp(uX) · g1) ·
ξ˜(β, 0, l|z)(s− u)
((
exp(−(s− u)X) · g1 · exp((s− u)X)
)−1 · g˜1)dg˙1du
with ξ˜(β, 0, l|c1)(v)(g1) := ξ(β)(exp(vX) · g1)
=
∫
R
∫
G1/c1
f˜(α, (β, 0, l|c1), exp((s− r)X) · g1) ·
ξ˜(β, 0, l|c1)(r)
((
exp(−rX) · g1 · exp(rX)
)−1 · g˜1)dg˙1dr (with s− u = r)
=
∫
R
∫
G1/c1
f˜(α, (β, 0, l|c1), exp((s− r)X) · gr1) · ξ˜(β, 0, l|c1)(r)(g−11 · g˜1)dg˙1dr
with gr1 = exp(rX) · g1 · exp(−rX)
=
∫
R
∫
G1/c1
f˜(α, (β, 0, l|c1), exp((s− r)X) · gr1)
(
p˜i((β,0,l|c1 ),l1)(g1)ξ˜(β, 0, l|c1)(r)
)
(g˜1)dg˙1dr
with l1 ≡ l|g1
=
∫
R
∫
G1/c1
∫
R
h˜(α, s− r, t, (β, 0, l|c1), gr−t1 )
(
p˜i((β,0,l|c1 ),l1)(g1)ξ˜(β, 0, l|c1)(r)
)
(g˜1)dtdg˙1dr
=
∫
R
∫
G1/exp(RY )·c1
∫
R
∫
R
h˜(α, s− r, t, (β, 0, l|c1), wr−t1 · (exp(yY )r−t)(
p˜i((β,0,l|c1 ),l1)(w1)ξ˜(β, 0, l|c1)(r)
)
(g˜1)dtdydw˙1dr (as l(Y ) = 0, for l1 ≡ l|g1(β,0,l|c1 ))
=
∫
R
∫
G1/exp(RY )·c1
∫
R
∫
R
h˜(α, s− r, t, (β, 0, l|c1), wr−t1 · exp(yY )) · ei(r−t)c(β,l)y(
p˜i((β,0,l|c1 ),l1)(w1)ξ˜(β, 0, l|c1)(r)
)
(g˜1)dtdydw˙1dr
(as
(
exp(yY )
)r−t
= exp(yY + y(r − t)[Zk1 , Zj1 ]β), by the covariance of h˜, with
c(β, l) = 〈l, [Zk1 , Zj1 ]β〉 6= 0)
=
1
|c(β, l)|
∫
R
∫
G1/exp(RY )·c1
∫
R
∫
R
h˜(α, s− r, t, (β, 0, l|c1), wr−t1 · exp(c(β, l)−1y˜Y ))eiry˜e−ity˜(
p˜i((β,0,l|c1 ),l1)(w1)ξ˜(β, 0, l|c1)(r)
)
(g˜1)dtdy˜dw˙1dr (with y˜ = c(β, l)y)
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=
1
|c(β, l)|
∫
R
∫
G1/exp(RY )·c1
∫
R
∫
R
∫
R
∫
c1
h(α, s− r, t, (β, 0, l|c1), wr−t1
·exp(c(β, l)−1y˜Y ) · exp(y′Y ) · Z) · e−il(Z)eiry˜e−ity˜(
p˜i((β,0,l|c1 ),l1)(w1)ξ˜(β, 0, l|c1)(r)
)
(g˜1)dZdy
′dtdy˜dw˙1dr
=
1
|c(β, l)|
∫
R
∫
G1/exp(RY )·c1
∫
R
∫
R
∫
R
∫
c1
h(α, s− r, t, (β, 0, l|c1), wr−t1 · exp(y′′Y ) · Z)
·e−il(Z)eiry˜e−ity˜
(
p˜i(β1,l1)(w1)ξ˜(β, 0, l|c1)(r)
)
(g˜1)dZdy
′′dtdy˜dw˙1dr (for y′′ = y′ + c(β, l)−1y˜)
=
1
2pi
· 1|c(β, l)|
∫
R
∫
G1/exp(RY )·c1
∫
R
∫
c1
h(α, s− t, t, (β, 0, l|c1), w1 · exp(y′′Y ) · Z)
·e−il(Z)
(
p˜i((β,0,l|c1 ),l1)(w1)ξ˜(β, 0, l|c1)(t)
)
(g˜1)dZdy
′′dtdw˙1
=
1
2pi
· 1|c(β, l)|
∫
R
p˜i((β,0,l|c1 ),l1)
(
h(α, s− t, t, (β, 0, l|c1), ·)ξ˜(β, 0, l|c1)(t)
)
(g˜1)dt
as e−il(Z)p˜i((β,0,l|c1 ),l1)(w1) = p˜i((β,0,l|c1 ),l1)(w1 · exp(y′′Y ) · Z).
Let us finish the computation for (β, l) ∈ M . It suffices to take (β, l) ∈ M0. Then
((β, 0, l|c1), l1) ∈M01 and by the induction hypothesis,(
pi(β,l)
(
f(α, β, ·))ξ(β))(g˜)
=
(
pi(β,l)
(
f(α, β, ·))ξ(β))(exp(sX) · g˜1)
=
( 1
2pi
)n−j1+1 · 1|c(β, l)|
∫
R
∫
G1/P (β,l)
F1(α, s− t, t, ((β, 0, l|c1), l1), g˜1, g1)
ξ˜(β, 0, l|c1)(t)(g1)dg˙1dt
=
∫
R
∫
G1/P (β,l)
F (α, (β, l), exp(sX) · g˜1, exp(tX) · g1)ξ(β)(exp(tX) · g1)dg1dt
=
∫
G/P (β,l)
F (α, (β, l), g˜, g)ξ(β)(g)dg.
Hence for every (β, l) ∈M , we have the required result.
The algorithm used to build the retract function f respects the semi-norms defining
the topology of our function spaces. So the retract map F 7→ f is continuous.
5 G-prime ideals in L1(G)
In this section, we will study the structure of the A-prime ideals in L1(G) by using the
retract theorem.
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5.1 A retract defined on closed orbits
Let G be a Lie group of automorphisms of a connected, simply connected, nilpotent Lie
group G = exp(g) containing the inner automorphisms of G. For instance take any simply
connected Lie group G and let G be the nilradical of G.
Let l0 ∈ g∗ be fixed, we consider the orbit Ω = Ωl0 := G · l0 in g∗, let O = Ol0 be the
G-orbit of l0. We assume that Ω is locally closed in g
∗. In particular we can write
Ω = Ω ∩ U,
where Ω denotes the closure of Ω in g∗ and U is a G-invariant open subset of g∗. It is then
a G-invariant smooth sub-manifold of g∗ diffeomorphic to the manifold G/Gl0 , where Gl0
denotes the stabiliser Gl0 := {α ∈ G;α · l0 = l0}. The G-orbit G · (G · l0) in the orbit
space g∗/G is then locally closed and homeomorphic to the quotient G/GO, where GO is
the stabiliser of the set O in G. In fact, we have that GO = G ·Gl0 .
For a Jordan-Ho¨lder basis Z = {Z1, · · · , Zn} of g and g ∈ G, let
g · Z := {Ad(g)Z1, · · · ,Ad(g)Zn},
which is again a Jordan-Ho¨lder basis of g. For every index set I, we have the following
relation (see [9]):
Ad∗(g)g∗I,g·Z = g
∗
I,Z , g ∈ G. (5.13)
For an index set I and a Jordan-Ho¨lder basis Z of g, recall that
sI :=
∑
i∈I
RZ∗i , ΣI,Z := sI ∩ g∗I,Z ,
and the mapping EI : Rd × ΣI,Z → g∗I,Z is given by
EI(s1, t1, · · · , sr, tr; l) := Ad∗(exp(s1Zj1)exp(t1Zk1) · · · exp(srZjr)exp(trZkr))l.
We have that EI is a bijection and EI(Rd × {l}) is the G-orbit of l. Let
Υ : g∗I,Z → ΣI,Z ; Υ(l) := Ad∗(G)l ∩ ΣI,Z = pΣI,Z (E−1I (l)),
where pΣI,Z is the projection of Rd × ΣI,Z onto ΣI,Z .
For the orbit Ω, we need to construct a finite partition of unity (ψi)i∈Γ consisting of
smooth G-invariant functions ψi : Ω → R+ such that for every i ∈ Γ the support of each
function ψi is contained in an open subset of g
∗
I,gi·Z for some gi ∈ G. In order to do that let
ϕ : R → R+ be a smooth function with compact support and vanish in a neighbourhood
of 0. We define a function ψ : g∗≤I → R+ by
ψ(l) := ϕ(PI(Υ(l))) if l ∈ g∗I and ψ(l) := 0 if l ∈ g∗<I ,
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where PI is a smooth function on B × g∗ defined in Section 2.4. We see that ψ is smooth
(since ϕ vanishes in a neighbourhood of 0) and is G-invariant by the construction. Let
UI,Z := {l ∈ Ω;ψ(l) 6= 0}.
Now assume that g∗I = g
∗
I,Z be the maximal layer with respect to Z such that Ω∩g∗I,Z 6= ∅.
We have that Ω ∩ g∗I,g·Z 6= ∅ but Ω ∩ g∗I′,g·Z = ∅ for g ∈ G and I ′ > I. Moreover, UI,Z is a
non-empty open subset of Ω contained in g∗I and
Ω ⊂
⋃
g∈G
Ad∗(g)UI,Z .
Let C be a compact subset of g∗ contained in Ω, then there exists a finite subset Γ ⊂ G
such that
C ⊂
⋃
g∈Γ
Ad∗(g)UI,Z .
Hence there is a finite partition of unity (ψi)i consisting of smooth G-invariant functions
ψi : Ω→ R+ such that the support of each function ψi is contained in Ad∗(gi)UI,Z ⊂ g∗I,gi·Z
for every gi ∈ Γ.
Suppose we have a smooth adapted operator field F on Ω supported on G · C, we can
write
F =
∑
i∈Γ
ψiF.
According to the retract theorem, for each i ∈ Γ, there is a (retract) Schwartz function fi
on G such that
pil(fi) = opψiF (l)
for every l ∈ Ω. Let f := ∑i∈Γ fi, we have that
pil(f) =
∑
i∈Γ
pil(fi)
=
∑
i∈Γ
ψiopF (l)
= opF (l).
This is, for every smooth adapted kernel function supported on G · C, we build a retract
function.
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5.2 G-prime ideals
Let us first recall the definition of G-prime ideals.
Definition 5.2.1. A two-sided closed ideal I in L1(G) is called G-prime, if I is G-invariant
and if, for all G-invariant two-sided ideals I1 and I2 of L
1(G), the following implication
holds
I1 ∗ I2 ⊂ I⇒ I1 ⊂ I or I2 ⊂ I.
Denote by Prim∗(G) the collection of all the kernels of irreducible unitary representa-
tions of L1(G). For a closed subset C of Prim∗(G), let
ker(C) :=
⋂
P∈C
P.
For a subset I of L1(G), denote by h(I) the subset
h(I) := {P ∈ Prim∗(G); I ⊂ P}.
The set h(I) is then closed in Prim∗(G) with respect to the Fell topology.
We have the following result for G-prime ideals of L1(G) which can be viewed as an
application of the retract theorem.
Theorem 5.3. Let G be a simply connected, connected nilpotent Lie group and let G be a
Lie group of automorphisms of G containing the inner automorphisms, which acts smoothly
on the group G, such that every G-orbit in g∗ is locally closed. If I is a proper G-prime
ideal of L1(G), then there exists an G-orbit Ωl0 in g
∗ such that
I = ker(Ωl0).
Moreover, the kernel of each G-orbit is a G-prime ideal.
Proof. For any G-orbit Ω in g∗, the retract theorem tells us that the Schwartz functions
contained in ker(Ω) are dense in ker(Ω) (see [7, proof of Proposition 4.1] and [4]). From
the proof of [8, Theorem 1.2.12], it follows that the hull of a prime ideal I is the closure of
a G-orbit in Prim∗(G) ' Ĝ. On the other hand, the density of S(G)∩ker(Ω) implies that
ker(Ω)N is contained in the minimal ideal J(Ω) with hull Ω for some N ∈ N. This tells us
that ker(Ω)N ⊂ J(Ω) ⊂ I, since the minimal ideal with hull Ω is contained in every ideal
with hull Ω. Since I is G-prime, we have that I = ker(Ω).
Obviously the ideal ker(Ω) is G-prime for any G-orbit Ω in g∗. To see this, let I1
and I2 be two G-invariant ideals of L
1(G) such that I1 ∗ I2 ⊂ ker(Ω). This means that
I1 ∗ I2 ⊂ ker(Ω) ⊂ ker(pil) for some l ∈ Ω. We have then either I1 or I2 is contained
in ker(pil), since pil is irreducible. But if I1 is contained in ker(pil), it is also contained in
ker(pik·l) since I1 is G-invariant. Hence I1 ⊂ ker(Ω) and the proof is thus complete.
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