Abstract
Introduction
Many real applications need a monaural solution. Since in monaural separation cases only one sensor signal can be used, it is much harder to solve it.
In 1990, Bregman proposed the concept of auditory scene analysis (ASA) [1] . It offered a new way to deal with the monaural speech separation and inspired considerable work on computational auditory scene analysis (CASA) [2] . Recently, the focus of CASA is changing from primitive data-driven method to knowledge-based schema-driven method. Although many high level knowledges have been introduced into CASA systems, the knowledge relate to speech perceptual quality has not been included in them yet. So, in order to solve this problem, we attempt to seek an effective way to combine the perceptual quality of speech with CASA systems.
Although the subjective Mean Opinion Score, MOS, is the most reliable method of speech quality * This work was supported by the National Grand Fundamental Research 973 Program of China (Grant No. 2004CB318105) . assessment, it is very expensive and time consuming. These shortcomings can be overcome by using objective measurement methods. Objective quality assessment tests can be classified as intrusive or nonintrusive. In speech separation application, an intrusive approach may not be applicable because the reference speech signal may be unavailable, so the non-intrusive method is recommended. Just for this reason, we select the P.563 algorithm [5] to help our speech quality assessment finally.
The organization of this paper is as below. Section II gives an overview of the new model. The key point of the proposed model, the combination of CASA with OQAS, is elaborated in Section III. In Section IV, the proposed system is systematically evaluated and compared with Hu and Wang system [4] . At last, a conclusion is given in Section V.
System Overview
In our model, ITU-T P.563 algorithm is introduced into the separation model. The overall model proposed by us is a multistage system, as shown in Fig 1. 
Fig 1. Schematic diagram of the proposed system
In the first stage, an input mixture is analyzed by an auditory filterbank in consecutive time frames. This processing results in a decomposition of the input into a two-dimensional time-frequency map. Then the features, including a coarse dominant pitch within each time frame, are extracted [4] . These are all used in the following stages.
In the initial segregation stage, T-F units are merged into segments. Segments are then grouped into an initial foreground stream and a background stream based on coarse dominant pitch extracted in the previous stage; the two streams roughly correspond to target speech and intrusion, respectively. Due to the intrusion, the coarse dominant pitch may not be an accurate description of the target pitch. As a result, the foreground stream will usually miss some target speech and include some intrusion. In order to weaken the effect caused by the inaccurate dominant pitch, OQAS is introduced into the CASA system.
In the third stage, the pitch of target speech is estimated from the initial foreground stream, and it is used to label units as speech dominant or interference dominant.
In the final segregation stage, according to unit labels, segments formed in the initial segregation stage are regrouped into foreground and background stream. In addition, some T-F units are merged into segments that correspond to unresolved harmonics of target speech, and these segments are added to the foreground stream. Then the foreground stream expands to include neighboring T-F units labeled as speech dominant.
Finally, by using a method described by Weintraub [3], a speech waveform is resynthesized from the resulting foreground stream. Here, the foreground stream works as a binary mask, where 1 indicates T-F units within which target speech dominates and 0, otherwise. For more details of this stage, see [2] , [3] .
Since there are many processing steps similar to Hu and Wang model, we won't explain our model in detail at the corresponding part. To see more detailed depiction, please refer to the Section III to VI of paper [4] . In this article, we would only pay attention to how to combine OQAS with CASA.
Combined CASA with OQAS
In our model, there are two places where OQAS is directly linked to the CASA system. One is in the initial segregation stage; the other is in the final segregation stage. The detailed method is cited as below.
OQAS in the initial segregation stage
In the initial stage, after the decomposition and extraction processing has been finished, an initial grouping will be executed to give a primitive grouping result. In order to get more reliable grouping result of foreground and background streams that correspond to the target source and interference sources respectively, a method consists of two steps processing is employed.
In the first step, a simple decision is adopted. Through employing a more conservative plausible pitch range p θ [4], which is set to 0.90, the most improbable segments, in which the intrusion is dominant, would be filtrated. After this processing, a coarse classification is acquired.
Fig 2. Sketch map of the combination
In the second step, OQAS is employed to give more accurate predictions in classifying the foreground and background. We use ideal binary masking method to resynthesize a temporary speech [3] , and then adopt the P.563 algorithm to evaluate its quality. Fig 2. gives a schematic diagram of this combination step. The whole process can be divided in two steps: First, we select the speech which is resynthesized by preserved all the segments in the foreground while masking all the T-F units which are not in the foreground as the reference signal and evaluate its quality MOSr by P.563 algorithm. Then, in order to judge the reliable segments in which the target speech is dominant, a comparison is introduced into the process. Through masking a certain segment while preserving all other segments in the foreground (here, the units not in the foreground are always masked in the resynthesis step), we can get a temporary speech. Using the P.563 algorithm to assess the resynthesized speech's quality, and comparing its MOS with MOSr in turn, we can easily confirm the effects to the perceptual quality caused by the masked segment. These means that if there are N segments after primitive grouping in the foreground, well then, we should use P.563 algorithm N+1 times to assess the quality of speeches resyntheisized by masking corresponding segment of the foreground. If MOSi of a speech, which was synthesized by masking the ith segment in foreground, is higher than the quality of the reference speech, MOSr, then, it will mean that, if this segment was set to background, the synthesized speech's quality will be improved. So we can adjust this segment to the background, vice versa. The judgment above can be represented as below: 
Here, Mask(i) is the masking value of the ith segment in foreground, 1 represents foreground, while 0 background.
In real practice, because of the accuracy of the quality assessment algorithm and the complexity of the sources mixture, the adjustment of the segments needs to be more conservative. Here a threshold A θ is introduced into the judgment, and the number of it is 0.02. Then, Eq.(1) could be modified as:
This conservative processing can alleviate the error adjustment caused by OQAS and yet avoid deleting too many useful segments from the foreground. After this adjustment, the segments which are still kept in the foreground would be more like coming from the target source. Followed by the pitch tracking and unit label steps described in [4], the dominant pitch estimated would be more closed to the real pitch of the target speech, and it will also help the further grouping of the foreground and background streams.
OQAS in the final segregation stage
In the final segregation stage, some segments generated in the former segmentation still contain units where target dominates as well as those where intrusion dominates. Given unit labels generated in pitch label, a segment in foreground can be further divided into smaller ones so that all the units in a segment have the same label. Then the segments in the foreground are adjusted [4] .
During this processing, we also use OQAS to help the adjustment. The combination way of OQAS and CASA is similar to that in the initial segregation stage. Through masking every segment no shorter than 50ms with the intrusion label in foreground, and evaluating the corresponding resynthesized speech's perceptual quality, these segments are added into foreground or background to form new streams, respectively. But there is a little difference. In this stage, the judgment threshold is 0, while in the initial segregation stage, it is 0.02.
After the processing above, background expands iteratively to include undecided segments in its neighborhood. Then, all the remaining undecided segments are added back to foreground.
Finally, individual units that do not belong to either stream are grouped into the foreground stream iteratively if they are labeled as target speech and in the neighborhood of the foreground stream. The result of this is the final segregated stream of target speech. The remaining units are added to the background stream. Fig. 3 illustrates the segregation result in waveform format for the speech and cocktail party mixture. The clean speech is shown in Fig. 3(a) , the mixture in Fig.  3(b) , and the segregated speech in Fig. 3(c) . To facilitate comparison between these waveforms, an allone mask is used to synthesize the waveforms in Fig.  3(a) and 3(b) . One can easily see that the segregated speech waveform is much more similar to the clean speech than the mixture waveform. 
Evaluation and comparison
Our model is evaluated with a corpus of 100 mixtures composed of 10 voiced utterances mixed with 10 intrusions collected by Cooke.
To fulfil the requirements of P.563 algorithm, we downsampled the corpus from 16kHz to 8kHz, and repeat the test speech three times with an interval of 0.5 second between each time. A key point need to be emphasized is that the P.563 algorithm could not give accurate result in some intrusion conditions, such as the music, speech, etc. Although it is a limitation we can not avoid, we still adopt the P.563 algorithm in all the test intrusion conditions because of the characteristic that the test speech in our applications is often the signals which have been processed by masking a large part of the intrusion signals.
In order to measure SNR before and after segregation, we use target speech before mixing as signal. To compensate for amplification and distortion effects introduced in the resynthesis process, we use resynthesized target speech with an all-one mask as signal to compute SNR for evaluation cases that involve masks.
Of course, SNR does not indicate the intelligibility of the resynthesized speech signal. Accordingly, we complement the SNR metric with a measure of the MOS before and after segregation. This measurement is accomplished by using the ITU-T P.862 algorithm, which is an intrusive OQAS algorithm. In this way, we treated the target speech before mixing as the reference input and the separated speech as test input. As can be seen in the table, our system improves the SNR for every intrusion, producing a gain of 9.75 dB over the original mixtures. Large SNR improvements are obtained for intrusions whose spectra do not significantly overlap with those of targe utterances (e.g., N0 and N5), whereas improvements are modest for intrusions with significant overlap (e.g., N3, N8, and N9).
Our system also improves the MOS for half kinds of intrusions. Large MOS improvements are obtained for intrusions whose spectra do not significantly overlap with those of target utterances (e.g., N0 and N5), whereas a bit of decreases are also appeared for intrusions with significant overlap (e.g., N3 and N9). It is mainly because that in the condition that intrusions has significant overlap with target speech, the separated speech has lost too much information due to the masking processing, which can not be recovered. Table 1 and 2 also list the results of our model together with the results of Hu and Wang model. From Table 1 and 2, we can find that the SNRs of the speeches separated by our model are better than Hu and Wang model not only in average level, but also in almost every intrusion. The MOS result of our model is also better than Hu and Wang model except in the intrusions of male and female speeches. This is caused by the inaccurate assess of speech quality in the separation stage. We have emphasized that, the P.563 algorithm could not be used in the speech intrusion condition. Although the binary mask reduces many intrusion energy of the test speech, it does not absolutely break the limitations. To conquer this difficulty, we should discover more appropriate OQAS algorithm to eliminate the gap.
Conclusion
In this paper, we proposed a new method which combined CASA with OQAS to solve the problem of monaural speech separation. Systematically evaluation and comparison show that this combination can effectively improve the performance of the speech separation not only in SNR, but also in MOS.
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