The limit theory of a change-point process which is based on the Manhattan distance of the sample autocorrelation function with applications to GARCH processes is examined. The general theory of the sample autocovariance and sample autocorrelation functions of a stationary GARCH process forms the basis of this study. Specifically the point processes theory is utilized to obtain their weak convergence limit at different lags. This is further extended to the change-point process. The limits are found to be generally random as a result of the infinite variance.
Introduction
Empirical observation made in Econometrics and applied financial time series literature for long time horizons reveal that log-returns of various series of share prices, exchange-rates and interest rates depict unique stylized features. These features include: the frequency of large and small values is rather high suggesting that the data do not come from a normal but rather a heavy tailed distribution and that exceedances of high thresholds occur in clusters which indicates that there is dependence in the tails. It is also observed that the sample autocorrelations of data are small whereas the sample autocorrelation of the absolute and squared values is significantly different from zero even for large lags. This behavior suggests that there is some kind of long-range dependence in the data.
Various models have been proposed in order to describe these features.
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fication and change-point estimator with corresponding assumptions utilized.
The weak convergence of point processes associated with the sequence ( ) 
Change-Point Estimator
Let ( ) t t X ∈ be a GARCH process of order ( ) , p q given by the equation 
By iterating the defining difference Equation (1) According to [14] the existence of a unique strictly stationary solution to (1) is the negativity of the top Lyapunov exponent. This however cannot be calculated explicitly but a sufficient condition for this is given by Let the weight k w be a measurable function that depends on the sample size n and change-point k. It is arbitrarily chosen such that it satisfies the condition that 1 1
Consider Assumption [1] , Assumption [2] and Assumption [3] to be satisfied.
According to [8] the change-point estimator k as hypothesized in (4) is based on the lower bound of the weighted Manhattan divergence measure of the sample autocorrelation function drawn for the process
where i ρ and k denote sample autocorrelation function and the unknown change-point respectively which are estimated as:
Proof. The works of [8] are utilized here. Let
vector. The autocovariance and autocorrelation functions can be expressed in terms of the inner product as 
Following (10) we can define a sequence of autocorrelation functions 
The change-point estimator is processes k n D is assumed to be the lower bound of the Manhattan divergence measure (11) where the weight k w is as specified in Assumption 3. The resultant process is as specified in (6) . The change-point estimator k of a change point * k is the point at which there is maximal sample evidence for a break in the sample autocorrelation function of the squared returns process. It is therefore estimated as the least value of k that maximizes the value of k n D where 1 k n < < is chosen as given in (7).
Point Process Theory
Point process techniques are utilized in obtaining the structure of limit variables and limit processes which occur in the theory of summation in time series analysis. The point process theory as developed by [16] In light of [17] assume has a density with unbounded support, 0 0 α > , ( ) ,1
Following the works of [17] and [18] , assume ξ and η are independent non-negative random variables such that ( ) ( )
Applying Theorem 1 yields ( )
which completes proof.
Theorem 2. (Strongly Mixing Condition)
Let ( n a ) be a sequence of positive numbers such that
The sequence ( n a ) can be chosen as the ( ) 
The condition (12) implies by the strong mixing condition of the stationary
Assume that the joint regular variation in Theorem 1 and strongly mixing conditions in Theorem 2 are satisfied for a stationary sequence ( t X ), then, the statement can be made for the weak convergence of the sequence of point
Define 
Utilizing the theory developed by [3] , let ( t X ) be a stationary GARCH (1, 1) 
where
and i P are as previously defined.
We now consider the convergence of point processes which are products of random variables, which forms the basis of the results on the weak convergence of sample autocovariance and autocorrelation for stationary processes. 
where the points We study the weak limit behaviour of the sample autocovariance and sample autocorrelation of a stationary sequence ( t X ). Construct from this process the strictly stationary n-dimensional processes ( ) ( ) ( )
and the corresponding sample autocorrelation function ( )
Define the deterministic counterparts of the autocovariance and autocorrelation functions as follows
Theorem 6. Assume that ( t X ) is a strictly stationary sequence of random variables and that for a fixed and i P are as previously defined.
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Limit Theory of Change-Point Estimator
The following proposition is our main result on weak convergence for our pro- ) n C h which converge in distribution to n C such that the following statements hold:
, 
E X X X Z E A A X Z E A X Z E E A E X Z E
and
The change-point process (6) can be expressed in terms of (25) and (26) as
The weak limits of the process 
In order to proof the results, we define several mappings
, , : 
Assuming that the condition ( )
is satisfied, we first show that II converges in probability to zero by applying Karamata's theorem (see [19] ) on the regular variation and tail behavior of a stationary distribution which yields the asymptotic equivalence. 
We utilize the argument given in Theorem 12 where ( )
δ → . Therefore, we finally obtain that:
In the presence of a change-point k as hypothesized (4) it is evident that
Thus the convergence of 
Following ( 
Consequently for arbitrary lags we have ( ) 
4 0 , 0 0 
From (38) above, the sequence n C converges in distribution to h C as fol- 
Conclusion
The asymptotic behavior of the change-point process k n D is established on the basis of examining the asymptotic behavior of the sample autocovariance and sample autocorrelation functions. The limits of the suitably normalized sample autocovariance and sample autocorrelation functions are expressed in terms of the limiting point processes. The limit distributions are the difference of ratios of the infinite variance stable vectors or functions of such vectors. As a result, determination of the quantiles from the limit distributions is difficult. The limits are also generally random as a result of the infinite variance. Future work will be aimed at identifying the limit distributions so as to make the results directly applicable for hypothesis testing purposes. A ∈ be a convergent sequence. Then the sequence is bounded and the limit is unique. A ∈ is a convergent sequence, then every subsequence of that sequence converges to the same limit. 1) the sum of the two series is again absolutely convergent. Its limit is the sum of the limit of the two series.
2) the difference of the two series is again absolutely convergent. Its limit is the difference of the limit of the two series.
3) the product of the two series is again absolutely convergent. Its limit is the product of the limit of the two series. 
