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ABSTRACT
We have used the Submillimeter Array (SMA) at 860 µm to observe the brightest
sources in the SCUBA-2 Cosmology Legacy Survey (S2CLS). The goal of this survey
is to exploit the large field of the S2CLS along with the resolution and sensitivity of
the SMA to construct a large sample of these rare sources and to study their statistical
properties. We have targeted 70 of the brightest single-dish SCUBA-2 850 µm sources
down to S850 ≈ 8mJy, achieving an average synthesized beam of 2.4 arcsec and an av-
erage rms of σ860 = 1.5mJy beam−1 in our primary beam-corrected maps. We searched
our SMA maps for 4σ peaks, corresponding to S860& 6mJy sources, and detected 62,
galaxies, including three pairs. We include in our study 35 archival observations, bring-
ing our sample size to 105 bright single-dish submillimetre sources with interferometric
follow-up. We compute the cumulative and differential number counts, finding them
to overlap with previous single-dish survey number counts within the uncertainties,
although our cumulative number count is systematically lower than the parent S2CLS
cumulative number count by 14± 6 per cent between 11 and 15 mJy. We estimate the
probability that a & 10mJy single-dish submillimetre source resolves into two or more
galaxies with similar flux densities to be less than 15 per cent. Assuming the remaining
85 per cent of the targets are ultra-luminous starburst galaxies between z = 2–3, we
find a likely volume density of & 400M yr−1 sources to be ∼ 3+0.7−0.6 × 10−7 Mpc−3. We
show that the descendants of these galaxies could be & 4× 1011 M local quiescent
galaxies, and that about 10 per cent of their total stellar mass would have formed
during these short bursts of star-formation.
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1 INTRODUCTION
The emergence of submillimetre (submm) astronomy has
led to the discovery of a cosmologically important popula-
tion of submm galaxies (SMGs), which appear to be among
the earliest and most actively star-forming galaxies in the
Universe, often reaching luminosities of a few times 1013 L
and star-formation rates (SFRs) greater than a few hun-
dred M yr−1 (e.g., Blain et al. 2002; Magnelli et al. 2012;
Swinbank et al. 2014; MacKenzie et al. 2017; Micha lowski
et al. 2017) and above (e.g. HFLS3, see Riechers et al. 2013)
around redshifts 2–3 (e.g., Chapman et al. 2005; Simpson
et al. 2014, 2017). The Submillimeter Common User Bolome-
ter Array (SCUBA; Holland et al. 1999), mounted on the
15-m James Clerk Maxwell Telescope (JCMT), was the first
multi-pixel instrument to detect this population of high-
redshift SMGs (e.g. Smail et al. 1997; Barger et al. 1998;
Hughes et al. 1998). This motivated the development of more
sensitive detectors such as the second generation SCUBA-
2 (Holland et al. 2013), the Large Apex BOlometer CAm-
era (LABOCA; Siringo et al. 2009), and the AZtronomical
Thermal Emission Camera (AzTEC; Wilson et al. 2008),
as well as the Balloon-borne Large Aperture Submillimeter
Telescope (BLAST; Pascale et al. 2008) and the space-based
Spectral and Photometric Imaging REceiver (SPIRE; Grif-
fin et al. 2010) on board the Herschel satellite, all of which
have been used to further investigate SMGs.
While single dish observations of SMGs were able to
greatly increase our knowledge about the evolution of star
formation in the Universe (e.g., Blain et al. 1999; Magnelli
et al. 2013; Gruppioni et al. 2013; Swinbank et al. 2014; Ko-
prowski et al. 2017), their connection with today’s galax-
ies remains unclear, although evidence is mounting that
they are progenitors of massive elliptical galaxies (e.g., Lilly
et al. 1999; Scott et al. 2002; Genzel et al. 2003; Swin-
bank et al. 2006; Toft et al. 2014; Simpson et al. 2014; Ko-
prowski et al. 2014; van Dokkum et al. 2015; Koprowski et al.
2016; Micha lowski et al. 2017; Simpson et al. 2017). There
is also debate about whether or not mergers are important
for SMGs. Many simulations require mergers to achieve the
observed massive SFRs (e.g., Narayanan et al. 2015) while
others do not (e.g., Dave´ et al. 2010), and on the other hand,
observations of physically associated pairs of SMGs with dis-
turbed gas morphologies indicate that mergers are present
(e.g., Tacconi et al. 2008; Engel et al. 2010; Chen et al.
2015), while ultra-luminous SMGs have been seen that lack
evidence of multiplicity and fit on the high-mass end of the
‘main sequence’ of star-forming galaxies (e.g., Targett et al.
2013; Micha lowski et al. 2017). Progress is impeded by the
sub-optimal angular resolution offered by single dish tele-
scopes at submm wavelengths, which typically ranges be-
tween 10 and 30 arcseconds. At these scales, source blend-
ing becomes a significant problem, and optical/near-infrared
(NIR) counterparts cannot be easily identified.
This problem was first tackled by exploiting the high
spatial resolution available to interferometers operating in
the radio waveband, where synchrotron emission linked to
supernovae is correlated with far-infrared (FIR) emission
from dust (e.g., Condon 1992; Yun et al. 2001; Ivison et al.
2010; Magnelli et al. 2015) – dust thought to be created fol-
lowing those same supernova events (e.g. Indebetouw et al.
2014) and heated by young, massive stars. Radio studies of
SMGs were typically able to determine positions to subarc-
second accuracy, and thus localize multiwavelength coun-
terpart galaxies using probabilistic arguments (e.g., Chap-
man et al. 2001; Ivison et al. 2002; Chapman et al. 2002,
2003; Bertoldi et al. 2007; Biggs et al. 2011), which greatly
improved our understanding of their redshift distribution
(Smail et al. 2000; Chapman et al. 2003, 2005; Dannerbauer
et al. 2004; Smolcˇic´ et al. 2012a) and physical character-
istics (Ivison et al. 1998, 2000; Smail et al. 2000; Chap-
man et al. 2004; Borys et al. 2004). In particular, Ivison
et al. (2007) showed that a significantly larger fraction of
SMGs contained multiple radio counterparts than would be
expected by chance, suggesting therefore that they could
comprise groups of physically associated galaxies.
However, more accurately pinpointing the submm emis-
sion directly – the only way to be fully sure that the asso-
ciated positions and optical/infrared (IR) counterparts are
bone fide – was not possible until the leap in continuum sen-
sitivity provided by new submm interferometers and wide-
bandwidth correlators, such as those available at the Plateau
de Bure Interferometer (PdBI; Guilloteau et al. 1992), the
Submillimeter Array (SMA; Ho et al. 2004) and, most re-
cently, the Atacama Large Millimeter/submillimeter Array
(ALMA; Wootten & Thompson 2009). These have greatly
aided the localisation of counterparts and the further char-
acterization of SMGs. These facilities were able to confirm
that many SMGs exhibit multiplicity (e.g., Iono et al. 2006;
Younger et al. 2007; Younger et al. 2009; Wang et al. 2011;
Smolcˇic´ et al. 2012b; Hodge et al. 2013; Simpson et al. 2015;
Miettinen et al. 2015; Stach et al. in preparation), where one
bright single-dish submm source resolves into two or three
individual SMGs.
Large single-dish submm surveys (e.g., Scott et al. 2002;
Greve et al. 2004; Wang et al. 2004; Coppin et al. 2006;
Bertoldi et al. 2007; Weiß et al. 2009; Oliver et al. 2010;
Valiante et al. 2016; Geach et al. 2017), followed up by
interferometers, have been important for identifying large
numbers of SMGs for multiwavelength follow-up as they
provide substantial catalogues of bright single-dish sources
across continuous patches of sky that interferometers can
follow-up. For example, Barger et al. (2012) used the SMA
at 870 µm to observe 16 S850 > 3mJy sources detected with
SCUBA-2 in the Great Observatories Origins Deep Survey-
North field (GOODS-N; Wang et al. 2004), and similarly
Smolcˇic´ et al. (2012b) used the PdBI at 1.3 mm to target
28 S870 > 5mJy sources detected by LABOCA at 870 µm
in the COSMOS field (Navarette et al. in preparation). A
larger LABOCA 0.25 deg2 survey of the Extended Chan-
dra Deep Field South (LESS; Weiß et al. 2009) was fol-
lowed up with ALMA by Hodge et al. (2013), who observed
126 sources S870 > 3.5mJy, and more recently, Simpson et al.
(2015) used ALMA at 870 µm to follow-up 30 of the bright-
est (S850 > 5mJy) sources detected in the UKIDSS-UDS field
at 850 µm, mapped by SCUBA-2 as part of the SCUBA-
2 Cosmology Legacy Survey (S2CLS; Geach et al. 2017).
While these types of surveys have begun to reach statisti-
cally significant numbers of samples, they nonetheless lack
large numbers of the brightest single dish detected sources;
for example, the LESS survey contained 20 sources with
S850 > 8mJy and six sources with S850 > 10mJy, and the ob-
servations from Simpson et al. (2015) contained 13 sources
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with S850 > 8mJy and seven sources with S850 > 10mJy when
considering the final S2CLS catalogue.
To date, the largest submm survey of the extragalac-
tic sky is the complete S2CLS, encompassing 5 deg2 of the
sky over seven cosmological fields: UKIDSS-UDS, COS-
MOS, Akari-NEP, Extended Groth Strip, Lockman Hole
North, SSA22 and GOODS-North. The S2CLS detected over
2800 submm sources above 3.5σ, where 114 of them had
S850 > 8mJy and 46 of them had S850 > 10mJy. This survey
is therefore well-suited to study the properties the bright-
est SMGs known to exist, thus clarifying such issues as the
importance of mergers in galaxy formation and probing the
highest ends of the luminosity and mass functions. In addi-
tion, SCUBA-2’s location in the northern hemisphere makes
northern fields such as the Extended Groth Strip and the
Lockman Hole North distinctly observable with the SMA,
thus providing a unique data set.
In this paper we present results from the largest
yet interferometric follow-up programme of the brightest
submm sources. We have imaged 70 SCUBA-2 sources
with S850& 8mJy at 2.4 arcsec resolution using the SMA at
860 µm, selected from 80 per cent of the available are in
the S2CLS. In Section 2 we describe our target selection,
data reduction and source extraction procedure, in Section
3 we correct our flux density measurements for flux boosting
and compare our data to the S2CLS catalogue to asses the
reliability of our sample, and in Section 4 we examine the
completeness of our sample, present number counts, discuss
the effects of multiplicity and investigate some properties of
the population of bright SMGs seen in our data. We give
our conclusions in Section 5.
2 OBSERVATIONS AND DATA REDUCTION
2.1 Target selection
In our observing programme we used the SMA in the com-
pact configuration at 860 µm to investigate bright sources
in five out of the seven wide 850-µm S2CLS fields, namely
UKIDSS-UDS, COSMOS, the Extended Groth Strip, the
Lockman Hole North, and SSA22 (hereafter the UDS, COS-
MOS, EGS, LHN and SSA22 fields, respectively). Combined,
these fields make up about 80 per cent of the full S2CLS
at 4 deg2, and contain 98 sources with S850 > 8mJy and 39
sources with S850 > 10mJy. Our initial aim was to target and
resolve all sources down to ≈ 8mJy. At the time these ob-
servations were first proposed, the S2CLS had not yet been
completed, being at that point shallower than the final maps
published in Geach et al. (2017). This led to several cases
where either a proposed SCUBA-2 target ended up fainter
than expected, or an originally faint SCUBA-2 source ended
up being brighter than 10 mJy at 850 µm. When select-
ing targets we only considered the measured (uncorrected)
SCUBA-2 flux densities, which are believed to be boosted by
positive noise and faint background galaxies that on average
add a positive bias to the flux densities and are statistically
corrected for in the final S2CLS catalogue in Geach et al.
(2017). This effect resulted in more examples of apparently
bright SCUBA-2 sources ending up being fainter in the final
list.
There are several submm interferometric data sets in
the literature that we did not re-observe in our programme.
In the COSMOS field, Younger et al. (2007, 2009) selected
the 15 highest significance sources in an AzTEC 1.1 mm sur-
vey (Scott et al. 2008) for follow-up with the SMA at 890 µm,
and later Aravena et al. (2010) used the SMA at 890 µm to
observe two of the most significant sources detected in a
Max Planck Millimeter Bolometer (MAMBO) 1.2 mm sur-
vey (Bertoldi et al. 2007). Later, Smolcˇic´ et al. (2012a) fol-
lowed up three more bright MAMBO- and AzTEC-selected
sources (Aretxaga et al. 2011) with the Combined Array
for Research in Millimeter-wave Astronomy (CARMA) at
1.3 mm, and then Smolcˇic´ et al. (2012b) followed up an-
other 28 sources detected by a LABOCA 870-µm survey
(Navarette et al. in preparation) with the PdBI at 1.3 mm.
In the UDS field, Simpson et al. (2015) carried out a follow-
up campaign of 30 bright S2CLS sources with ALMA at
870 µm, and in the SSA22 field, Tamura et al. (2010) used
the SMA at 860 µm to follow up the brightest source de-
tected in a 1.1 mm AzTEC survey (Tamura et al. 2009).
Additionally, there is a single strong gravitational lens in the
UDS field, dubbed ‘Orochi’, reaching an 850-µm flux density
of 52.7 mJy in the SCUBA-2 map; this source was followed
up by Ikarashi et al. (2011) with the SMA at 860 µm in
part of a detailed multiwavelength study. We have included
35 observations from these works into our analysis, and we
describe these sources in further detail in Section 3.3.
Our final SMA follow-up campaign sample consisted of
70 total targets; 23 in the UDS field, eight in the SSA22 field,
12 in the COSMOS field, 18 in the LHN field and nine in
the EGS field. These sources had the brightest 850 µm flux
densities down to approximately 10 mJy, except in the UDS
field where we probed sources with flux densities down to
about 8 mJy. In Fig. 1 we show the SCUBA-2 deboosted flux
density distribution from our parent S2CLS sample, with the
distribution of our targets and the distribution of our full
catalogue (including archival sources) overlaid. This shows
the completeness of our selection, which we quantify later in
Section 3.3.
We note that we followed up two additional sources in
the EGS field (EGS07 and EGS09) as well as two addi-
tional sources in the COSMOS field (COSMOS01 and COS-
MOS02) that ended up excluded from the final S2CLS cat-
alogue. These four sources lie near the edge of the EGS and
COSMOS maps, where the root mean square (rms) is higher,
and were thus excluded from the area used to define the final
S2CLS regions. COSMOS02 was confirmed to be the bright-
est S2CLS source in a follow-up program to achieve deeper
imaging in the COSMOS field (Simpson et al. in prepara-
tion), so it’s clear that there is some interest in these sources.
While these four sources do not appear in our study, we
nonetheless report them here for completeness.
2.2 SMA observations
We targeted 70 bright SCUBA-2 sources from the S2CLS
fields using the SMA, carried out over a period of two years
between November 2014 and November 2016. The sources
are widely spaced on the sky and there was never an op-
portunity to have more than one source. We note that the
FWHM of SCUBA-2, about 14.8 arcsec at 850 µm, is sig-
nificantly smaller than the primary beamsize of the SMA,
about 35 arcsec at 860 µm, thus it is highly unlikely that any
MNRAS 000, 1–14 (2017)
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Figure 1. Histogram showing the deboosted flux density distri-
bution of the parent S2CLS survey from Geach et al. (2017), our
70 targets, and our full catalogue including these 70 targets and
35 archival sources from Younger et al. (2007, 2009), Aravena
et al. (2010), Tamura et al. (2010), Ikarashi et al. (2011), Smolcˇic´
et al. (2012a,b) and Simpson et al. (2015), which are included in
our counts analysis. Our sample is a nearly complete selection of
single-dish 850-µm SCUBA-2 sources with flux densities brighter
than 10 mJy.
submm counterpart sources would lie outside of our obser-
vations. We set up the SMA in the compact configuration
tuned to 345 GHz with a bandwidth of at least 4 GHz and
had available between six and eight 6-m dishes for a given
track. The upgrade of the SMA with the SWARM correla-
tor during this period led to a steady increase in bandwidth
during the course of our observing program, culminating in
the final track using the full 32 GHz of SWARM. This up-
grade considerably improved the continuum sensitivity and
made calibrations with fainter quasars easier as the program
went on. We adopted track sharing, typically three sources
per track, to provide the best possible uv-plane coverage of
each source (given the limited number of antennas avail-
able with the SMA), with some sources repeated on multi-
ple tracks to achieve our desired sensitivity. The synthesized
beam achieved in this set up was on average 2.4 arcsec full-
width at half-maximum (FWHM) with our natural weight-
ing of the visibilities, but the beam shape in some cases
ranged in elongation on the major axis to 3.5 arcsec.
We performed the calibration and data inspection using
the idl-based Caltech package mir modified for the SMA.
We generated continuum data by averaging the spectral
channels after doing the passband phase calibration. We
used both gain calibrators to derive gain curves. For con-
sistency checks, we compared these results with those ob-
tained by adopting just one calibrator. We did not find any
systematic differences. We computed the fluxes using cali-
brators observed on the same day and under similar condi-
tions (time, hour angle, and elevation). Flux densities were
calibrated using typically Uranus, Neptune, Callisto or Ti-
tan, depending on availability and proximity to the given
target. The flux calibration error is typically within ∼ 10%.
Observations ranged in conditions but typically had a pre-
cipitable water vapor (PVW) significantly less than 2 mm
(τ225GHz < 0.12). Our general goal was to detect 100 per cent
of a target’s SCUBA-2 flux density at 4σ, however the result-
ing sensitivities on a given source were mainly determined
by scheduling, weather, and available antennas on a given
night.
2.3 Source detections
We exported the calibrated interferometric visibility data
to the package miriad for subsequent imaging and analy-
sis. We weighted the visibility data inversely proportional
to the system temperature and Fourier transformed them
to form images. We used natural weighting to maximize the
signal-to-noise (S/N). We cleaned the images around de-
tected sources to approximately 1.5 times the noise level to
remove the effects of sidelobes (the results were not sensi-
tive to choosing a slightly deeper cleaning level, such as
1.0 times the noise). We typically achieved an rms between
1 and 2 mJy beam−1, but occasionally we were substantially
deeper than this with very good weather and with the cor-
relator working well. We corrected the images for the SMA
primary beam response.
We set a detection threshold of > 4σ peaks in our maps.
We measured source positions and flux densities by fitting
the peaks in the dirty images (which is known to be more re-
liable for interferometric data lacking extensive uv coverage
due to contamination from imaging artifacts) and also fit-
ting the images with point-source models using the miriad
imfit routine. The results of both approaches were very con-
sistent, and we adopted the former for further analysis. All
of the SMA flux densities and flux density errors that we
quote henceforth are primary-beam corrected.
In the UDS field we detected 21 out of the 23 SCUBA-2
sources we followed-up; none of these 21 sources were seen
to break up into two components, and two sources remained
undetected. Of the eight SCUBA-2 sources targeted in the
SSA22 field, four were not detected above the 4σ level in
the SMA maps, and in the remaining four we found single
galaxies. Within the COSMOS field, our SMA observations
detected a total of 10 galaxies from the 12 SCUBA-2 sources:
one source broke up into two galaxies; and in three sources
we found no peaks greater than 4σ. In the LHN field we
found 18 galaxies from our targeted sample of 18 SCUBA-2
sources. Of these 18 detections two are SCUBA-2 sources
that break up into two galaxies, and in two cases we did
not find any galaxies. In the EGS field we have detected
single galaxies for all nine SCUBA-2 sources. We also report
detections of all four of the SCUBA-2 sources we followed
up outside of the boundary of the S2CLS regions, and note
that none resolved into multiples.
Overall we detected 62 submm galaxies in 70 SMA
pointings above a 4σ depth of about 6 mJy. These detec-
tions are summarized in Tables A1–A5, where we provide
the positions of both the SCUBA-2 sources and our SMA
detections, the measured and deboosted SCUBA-2 flux den-
sities of each target as SobsS2 and SS2, respectively, and our
measured flux densities as SobsSMA. For undetected sources, we
report the 4σ flux density limit achieved by our observa-
tions instead. In each field, we sort sources in descending
order of their deboosted SCUBA-2 flux density. In Fig. B1
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we show SMA contours for each observation overlaid over
existing Spitzer -Infrared Array Camera (IRAC) 3.6µm and
Very Large Array (VLA) 1.4 GHz images, when available,
and over theparent SCUBA-2 850µm images. We can see
that there are IR/radio sources coincidental with nearly all
of our SMA positions to within 1 arcsec, yielding robustly
identified counterpart galaxies. The multiwavelength prop-
erties of these galaxies will be investigated in future work.
It is worth noting that in the COSMOS field, out of
the 18 SCUBA-2 sources found by Micha lowski et al. (2017)
to have multiwavelength counterparts and included in our
sample, all were confirmed by our SMA imaging. In the UDS
field, out of 35 SCUBA-2 sources overlapping between our
two studies, 31 were confirmed (89 per cent), consistent with
the reliability of ' 92 per cent measured by Micha lowski
et al. (2017) based on the ALMA data of Simpson et al.
(2015). Similarly, Chen et al. (2015) was able to identify mul-
tiwavelength counterparts for ' 79 per cent of the SCUBA-2
sources detected in the Extended Chandra Deep Field South,
consistent with our observations.
3 ANALYSIS
3.1 Flux boosting
The effects of selection biases, particularly ‘flux boosting’, on
our results are complicated. This is because we picked bright
outliers in large SCUBA-2 maps and followed them up with
the SMA at higher resolution. Because of this complexity,
we put considerable effort into simulating our observing and
analysis procedure. The effect of flux boosting results from
the statistical nature of measuring flux densities in a noisy
map where there are many more faint sources than bright
ones. This effect will tend to scatter sources to higher flux
densities rather than lower ones, hence the term ‘boosting’.
Our approach follows that outlined in Coppin et al.
(2005, 2006). We construct a prior distribution for the un-
derlying flux density of sources in our maps by performing
a set of simulations that reconstruct our observing strat-
egy as follows. For each of the five fields in our study we
first produced a mock SCUBA-2 map by injecting sources
into an area of blank sky matching the area surveyed in the
S2CLS. The flux densities were drawn from a Schechter-type
function of the form
dN
dS
=
(
N0
S0
) (
S
S0
)−γ
e−S/S0 . (1)
We adopted parameters obtained by Casey et al. (2013) from
a fit to the number counts in a roughly 0.1 deg2 portion of
the COSMOS field, namely N0 = 3300deg−2, S0 = 3.7mJy
and γ = 1.4. While Geach et al. (2017) also fit this model to
their number counts, we found that the above values were
more consistent with our data as they predicted more bright
sources. Positions were randomly selected to simulate Pois-
son statistics, with no clustering. The maps were convolved
with a nominal SCUBA-2 beam, and Gaussian noise was
added in order to produce the equivalent rms in each fields’
actual map. The maps were then smoothed again with the
SCUBA-2 beam, which is the matched filter that optimizes
point-source detection (see Chapin et al. 2011, Appendix A).
SMA follow-ups were simulated by locating all peaks
in the map brighter than a certain cutoff, which was deter-
mined to be the faintest SCUBA-2 source targeted by our
actual SMA observations in a given field. The mock SMA
follow-ups were performed by creating 9 arcsec × 9 arcsec
thumbnail images centred on a bright SCUBA-2 source’s
peak pixel; we chose 9 arcsec as a characteristic thumbnail
size, since beyond this radius we no longer expect to be
seeing the source/sources that contribute to the SCUBA-2
flux density we are following up. The thumbnail images were
smoothed by a 2.4-arcsec FWHM beam, which accurately
reconstructed our actual SMA observations because most of
the galaxies in our data are unresolved. The distribution of
pixel flux densities from all of the mock SMA observations
is then a good estimator for the prior, since it takes into
account both resolution and selection effects present in our
observations. For each of the five fields where we have data,
we repeated our simulation a sufficient number of times to
obtain good statistics. The parameters used in each of the
five fields’ simulations are summarized in Table 1.
We constructed a posterior probability distribution for
the intrinsic flux density of each source using priors from
their respective fields. In Tables A1–A5 under the column
SSMA we report the deboosted flux density as the peak in
the posterior probability distribution, and we give error bars
representing 68 per cent confidence intervals. In Fig. 2 we
show an example of this deboosting technique for a typical
source, COSMOS14, which, according to our simulations, is
expected to be 4 per cent fainter than indicated by our maps.
Note that the error bars do not necessarily increase, but the
signal always decreases so that the S/N always decreases.
We also note that COSMOS22, which had a S/N value just
at the threshold of 4.0, had a probability density function
that also peaked at zero flux density, so we report a 68 per
cent upper limit for this source as well.
Cases where a single bright SCUBA-2 source is resolved
into two or more faint galaxies are more difficult to deboost.
In our simulations we do not include any galaxy-galaxy
interactions, clustering or lensing, and we only follow-up
the SCUBA-2 sources brighter than a certain threshold, so
we cannot use our approach to obtain deboosting fractions
for those faint galaxies which contribute to single, bright
SCUBA-2 peaks. For example, should a bright SCUBA-2
source resolve into one bright SMG above our follow up
threshold and one or more faint SMGs below our follow up
threshold, our boosting correction would be applicable only
to the bright SMG. We therefore define all faint galaxies to
be those with flux densities 1 mJy less than the cutoff used
to determine which SCUBA-2 sources were to be followed
up by the SMA in our simulations in a given field. Galaxies
LHN13a and LHN13b resolved completely from a SCUBA-2
peak and are considered faint, while COSMOS11b resolved
from a SCUBA-2 peak along with a bright companion. We
did not correct the measured flux densities for these SMGs,
and we simply use the measured values throughout the pa-
per; in the SSMA column of Tables A1–A5, we report a value
of N/A for these cases. We note that neglecting to deboost
these faint sources will have no effect on the bright end of
the number counts.
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Figure 2. Probability distributions for the flux density of COS-
MOS14, a typical source in our data set. The blue curve is the
prior, which is calculated by binning pixels resulting from sim-
ulating S2CLS fields and making small SMA thumbnail images
centred on the brightest sources. The red curve shows the flux
density of COSMOS14 measured from our data, where the un-
certainty is assumed to be Gaussian. The black curve is the pos-
terior probability distribution, which peaks at a slightly lower,
deboosted flux density value due to the presence of many more
faint galaxies in the simulated sky. The deboosted flux density un-
certainties given represent a 68 per cent confidence interval about
the peak.
Table 1. Parameters describing our simulations, which we use to
calculate the expected level of flux boosting in our measurements.
Field S2CLS area S2CLS noise SMA cutoff
[deg2] [mJy] [mJy]
UDS 0.96 0.9 7.8
SSA22 0.28 1.2 6.7
COSMOS 2.22 1.6 7.2
LHN 0.28 1.1 8.1
EGS 0.32 1.2 9.8
3.2 Comparison with the parent SCUBA-2 sample
The accuracy with which SCUBA-2 sources can be localized
is well understood to be a function of observed S/N (assum-
ing no multiplicity), and is approximated as (equation B22
in Ivison et al. 2007)
∆α = ∆δ = 0.6 FWHM [(S/N)2obs − (2β + 4)]−1/2, (2)
where FWHM is the beamsize of SCUBA-2 and β is the lo-
cal slope of the cumulative number count used as a prior
to correct the observed flux densities for boosting. To ex-
amine the positional accuracy of our sample we computed
the radial distance between our interferometrically-detected
sources and those of the parent SCUBA-2 catalogue as a
function of the detected S/N from Geach et al. (2017). For
cases where multiple SMA/ALMA sources are detected, we
simulated a simple (noiseless) SCUBA-2 image by convolv-
ing point sources at the SMA positions with a nominal
SCUBA-2 beam with a FWHM of 14.8 arcsec and calcu-
4 8 12 16 20
SCUBA-2 S/N
2
4
6
8
S
ep
a
ra
ti
on
[a
rc
se
c]
UDS
SSA22
COSMOS
LHN
EGS
Figure 3. Radial offset of SMA-detected sources from their
SCUBA-2 counterparts. Where multiple counterparts are de-
tected we smooth the sources with the nominal SCUBA-2 beam
and locate the peak flux density and compare this to the given
SCUBA-2 position. These sources are highlighted in the figure
by stars. Also shown are the expected 68 per cent and 95 per
cent positional uncertainties as a function of detected S/N for
SCUBA-2.
lated the location of the peak intensity, which is then com-
pared to the reported SCUBA-2 source position. We took
into account offsets between the SMA and SCUBA-2 refer-
ence frames on a field-by-field basis by subtracting the mean
difference in right ascension and declination from each cal-
culated offset.
In Fig. 3 we plot the radial separation of our SMA po-
sitions relative to the SCUBA-2 positions (except for the 13
sources where we did not detect a galaxy) as a function of
SCUBA-2 S/N. Also shown are theoretical 68 per cent and
95 per cent contours, derived using Equation 2 with β = 2.4
(note that 68 per cent and 95 per cent contours are actually
at 1.51σ and 2.50σ, respectively, since the probability den-
sity is proportional to re−r2/2σ2). Five sources lie above the
95 per cent contour, corresponding to about 7 per cent of the
sources in our sample, which is only marginally more than
expected. The typically small positional offsets imply that in
most of our maps the SMA primary beam corrections are not
very significant. There also appears to be one outlier with a
9 arcsec offset, LHN09, which could be a misidentification.
Next we compare the interferometric flux density ob-
servations to those from SCUBA-2 to check the reliability
of the flux densities in our data set. We use the boosting-
corrected flux densities reported by Geach et al. (2017) and
our boosting-corrected flux densities. When comparing the
cases where a SCUBA-2 source is resolved into multiple
components in our SMA data, we again simulated a simple
SCUBA-2 image by convolving point sources at the SMA
positions with a 14.8 arcsec beam, then evaluate the flux
density at the reported SCUBA-2 position. The results are
shown in Fig. 4, where we have plotted SS2 versus SSMA/SS2.
In this figure the multiples are shown as stars and the 13
sources where we were only able to obtain upper flux den-
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Figure 4. Comparison of the SCUBA-2 deboosted flux density
from Geach et al. (2017) to the ratio of our SMA deboosted flux
densities to each corresponding SCUBA-2 flux density. Where a
single CLS source is resolved into multiple components, we have
summed each components’ flux density weighted by the SCUBA-
2 beam response. These sources are shown as stars. Targets were
we were only able to determine upper limits on the SMA flux
density are shown as downward pointing arrows. The dotted line
indicates a flux ratio of 1, expected if we recovered 100 per cent of
the SCUBA-2 flux density, and the dashed line shows our median
ratio of 0.93+0.05−0.03, which could be less than 1 due to the presence
of faint galaxies below the sensitivity of our observations.
sity limits in our SMA observations are shown as downward
pointing arrows.
The median value of the ratio SSMA/SS2, not including
the 12 blank maps, is 0.95+0.05−0.04, where the uncertainty was
calculated as the 68 per cent confidence interval from boot-
strap resampling. When we add the ratios of SSMA/SS2 from
the blank maps using the upper limits derived for SSMA, the
median value of SSMA/SS2 is 0.95+0.04−0.04, which is almost iden-
tical to the previous estimate. Considering the additional
calibration uncertainty of order 10 per cent between the two
instruments, we cannot place any useful limits on missing
flux densities from faint sources as our SMA data is not
deep enough.
3.3 Completeness
Here we discuss in detail the completeness of our observa-
tions with respect to the parent S2CLS survey. Since our tar-
gets were selected based on early S2CLS maps with higher
noise, it is important to understand our sample in terms of
the final, published maps. In addition, we have to decide how
many sources from other experiments we wish to include in
our sample, since they will affect our completeness.
The latter question is important because we have not
specifically targeted any sources below the given flux den-
sity limit (which depends on the field); however, images from
Younger et al. (2007, 2009), Aravena et al. (2010), Tamura
et al. (2010), Smolcˇic´ et al. (2012a,b) and Simpson et al.
(2015) extend much deeper, and in several cases a faint
source that would have been omitted from our study turned
out to be bright enough to affect the bright end of the num-
ber counts when observed by the SMA or ALMA. Including
sources like this could potentially bias our results, since our
survey would then not really be ‘blind’, rendering the anal-
ysis much more difficult to interpret.
Our approach to this problem involves two steps. First,
we incorporate into our catalogue all sources from these
works that have SCUBA-2 deboosted flux densities greater
than the faintest source we targeted in our observations in
a given field (see Table 1, under the ‘SMA cutoff’ column).
These sources are included in Tables A1–A5, and we have
used the naming conventions given in their respective pa-
pers. There are seven sources from Younger et al. (2007),
four from Younger et al. (2009), one from Aravena et al.
(2010), one from Tamura et al. (2010), one from Smolcˇic´
et al. (2012a), four from Smolcˇic´ et al. (2012b) and 16 from
Simpson et al. (2015), for a total of 34 archival sources. Since
the the five sources from Smolcˇic´ et al. (2012a,b) were ob-
served at 1.3 mm, we convert the reported flux densities to
860 µm by modelling a typical submm galaxy spectral en-
ergy distribution as a modified blackbody function with a
temperature fixed to 35 K, a dust emissivity index of 2 and
a redshift of 2. We note that the flux densities from Younger
et al. (2007, 2009), Aravena et al. (2010), Tamura et al.
(2010) and Smolcˇic´ et al. (2012a,b) have not been corrected
for flux boosting, so we use their direct measurements; the
flux densities from Simpson et al. (2015) have been corrected
for flux boosting, which are given under the SALMA column,
and we use these values for further analysis. We also include
in our work the SMA observation of Orochi from Ikarashi
et al. (2011), the gravitational lens in the UDS field. This
brings the total number of archival sources to 35, and the
total number of samples in our analysis to 105.
Next, we calculate a completeness level for that field
by dividing the total number of SCUBA-2 sources targeted
in our sample by the total number of SCUBA-2 sources in
the parent sample in a given flux density bin. We looked
at bins above 8 mJy with widths of ∆S = 1mJy. In this
way we are effectively treating the external sources as if we
had targeted them ourselves, introducing as little bias as
possible, while still using all of the data. We can then use
the calculated completeness values in each bin to correct for
the missing sources introduced in the final, deeper S2CLS
SCUBA-2 maps.
In the UDS field, we have targeted sources down to
SCUBA-2-deboosted flux densities of 7.2 mJy. After intro-
ducing the sources from Simpson et al. (2015) with de-
boosted SCUBA-2 flux densities greater than 7.2 mJy, we
find that our catalogue reaches a completeness of 96 per
cent for S850 > 8mJy, where the unobserved 4 per cent of
sources are cases where a SCUBA-2 flux density was scat-
tered to a higher value with the additional exposure time.
At fainter flux densities our completeness falls below 80 per
cent, which we deem to be too low to be used reliable, and
in the brighter regime of S850 > 9mJy we have 100 per cent
completeness. A similar analysis performed for the ALMA
sources observed by Simpson et al. (2015) resulted in com-
pleteness levels of 50 per cent for S850 > 8mJy, 56 per cent for
S850 > 9mJy, and 73 per cent for S850 > 10mJy, which shows
that our observations offer a significant improvement in this
field owing to the fact that our targets were selected from
later versions of the S2CLS maps.
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In the SSA22 field we have followed up 100 per cent of
the sources with a deboosted SCUBA-2 850-µm flux den-
sity greater than 10 mJy. In this field there are no sources
with SCUBA-2 850-µm deboosted flux densities between 9
and 10 mJy, and below 9 mJy our data do not cover enough
sources to allow us to reliably estimate the number counts.
Despite the fact that we have targeted five additional sources
less than the S850 = 10mJy level, two sources scattered up to
about 8 mJy in the deeper SSA22 850 µm S2CLS map af-
ter our targets were selected, and so our completeness for
S850 > 8mJy is only 57 per cent.
In the COSMOS field, only about 50 per cent of the
total area was mapped to a nominal depth of 1.6 mJy in the
published 850 µm S2CLS maps used in our study, and the
remaining half has recently been completed (S2COSMOS:
Simpson et al. in preparation); our completeness calcula-
tion for this field is based on the current data available
in Geach et al. (2017). We find that, with the addition
of the observations from Younger et al. (2007, 2009), Ar-
avena et al. (2010) and Smolcˇic´ et al. (2012a,b) down to
7.1 mJy, our faintest target, we have completeness of 89
per cent for S850 > 10mJy, and 100 per cent completeness
for S850 > 11mJy. Below 10 mJy our sample becomes very
sparse. There are two sources with deboosted SCUBA-2
850 µm flux densities of 10.0 and 10.1 mJy that have not
been observed with the SMA in our campaign, nor in any of
the literature, due to their low S/N in earlier SCUBA-2 and
AzTEC maps.
We have fully probed the LHN field down to
S850 = 7.5mJy, achieving 100 per cent completeness. Below
this we targeted one source whose corresponding deboosted
SCUBA-2 850µm flux density is 7.3 mJy, but we do not try
to probe number counts this low.
Lastly, our sample does not include any EGS sources
with S850 < 9mJy, while for S850 ≥ 9mJy we have resolved
all of the available S2CLS sources, and thus every detection
is statistically significant for estimating the counts in this
field.
We now consider the completeness of our total data set.
We have observed nearly all sources down to 850 µm flux
densities of 10 mJy in these five cosmological fields, reach-
ing a completeness level of 95 per cent for S850 > 10mJy.
As described above, there are two SCUBA-2 sources with
deboosted flux densities at 850 µm of 10.0 and 10.1 mJy
that have no interferometric data, both in the COSMOS
field. When considering our full data set, these two sources
comprise 5 per cent of the total number of sources with
S850 ≥ 10mJy. In Table 2 we summarize our completeness
calculations for each field, for S850 > 8mJy and S850 > 10mJy.
4 RESULTS AND DISCUSSION
4.1 Number counts
We now estimate the cumulative number counts of our sam-
ple of interferometrically-detected SMGs. Our calculations
are restricted to counts within the completeness regimes dis-
cussed in Section 3.3. The areas for each field are given in
Table 1 from Geach et al. (2017), totalling 4.06 deg2 for our
complete survey. We calculate the cumulative number count
in bins of ∆S = 1mJy by simply counting the total number
Table 2. Completeness levels calculated for each field in our
study, as well as for the total data set.
Field Completeness Completeness
S850 > 8mJy S850 > 10mJy
UDS 96% 100%
SSA22 57% 100%
COSMOS 56% 89%
LHN 100% 100%
EGS N/A 100%
Total 77% 95%
of sources with S860 > S and dividing by the total area. To
correct for incompleteness at the fainter flux density bins, we
multiplied the total area by the fraction of sources targeted
in our survey relative to the sources in the parent S2CLS
catalogue (i.e. the completeness from Table 2).
For the 12 observations where only upper limits were
obtained for the SMA counterparts we use the upper limit
flux density as the deboosted SMA flux density; all 4σ upper
limits we have measured constrain the flux densities of these
sources to S860< 10mJy, below the regime where we are cal-
culating the counts, so we are not introducing any bias in
the flux density region studied in this work by doing this.
The source SSA22-04 is however an exception, where we have
constrained the flux density to be less than 12.6 mJy but the
corresponding SCUBA-2 flux density is 10.0 mJy. Since our
SMA observations of this source have not been able to pro-
vide any further information, we have removed this source
from our calculation and corrected for the incompleteness
this introduces using the procedure described above. Lastly,
for plotting purposes, we remove all repeated points, that
is, points where there is no change in the cumulative num-
ber count in two adjacent bins because there are no sources
between S and S + ∆S.
The results for the cumulative number count from our
full survey are shown in Fig. 5. The error bars are calculated
as 68 per cent confidence intervals from Poisson statistics
(see Gehrels 1986). In addition, we show the S2CLS cumu-
lative count results from Geach et al. (2017) for comparison.
We have also shaded the boundary marking the 100 per cent
completeness of our sample (set by the COSMOS field).
We then compute the differential number counts, follow-
ing the same procedure as above. The results are also shown
in Fig. 5, together with the S2CLS differential counts from
Geach et al. (2017) and the region marking the boundary of
100 per cent completeness.
We also calculated cumulative and differential number
counts separately for each field. Overall we saw no significant
field-to-field variations, although the counts in the smaller
field were quite uncertain due to Poisson noise. We con-
cluded that there was no additional information to gain from
a field-by-field analysis and therefore only discuss the counts
from the full survey in the following sections.
In Fig. 6 we show our cumulative and differential num-
ber counts for the UDS field alone compared to those derived
by Simpson et al. (2015), along with the shaded region in-
dicating our 100 per cent completeness limit. There seems
to be a slight lack of sources at S850& 10mJy seen by Simp-
son et al. (2015), however there are three SCUBA-2 sources
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Figure 5. Cumulative and differential number counts derived from our data set. The single dish results from the S2CLS (Geach et al.
2017) are shown for comparison. Values are slightly offset from each other in each bin for clarity. The shaded region marks where our
data is no longer 100 per cent complete. An offset between our results of 20 to 30 per cent is seen in the cumulative count, although the
points overlap within the uncertainties.
(UDS03, UDS08 and UDS09) that were not targeted in their
work as they did not appear to among the brightest 30 UDS
sources in the earlier, shallower S2CLS maps used to design
their follow-up ALMA programme. Also shown in Fig. 6 is
the cumulative and differential count from the S2CLS data
in Geach et al. (2017). By including the three bright UDS
sources to the number counts we find no strong evidence
for diagreement between the single-dish measurements from
Geach et al. (2017), the measurements from Simpson et al.
(2015) and our work within the uncertainties and within the
overlapping flux density regimes.
Similar single dish counts were also obtained by the
LESS survey (Weiß et al. 2009), which was a 0.35-deg2
870-µm survey of the E-CDF-S carried out with LABOCA,
which has a FWHM of 19.2 arcsec. The LESS survey de-
tected a total of 126 submm galaxies to a noise level of
approximately 1.2 mJy. Following this, a high-resolution
follow-up campaign was carried out by Hodge et al. (2013)
using ALMA, and the number counts were presented by
Karim et al. (2013). They found no sources brighter than
S870 ' 9mJy despite there being 12 LABOCA sources in this
regime, implying a cut-off to possible FIR luminosities and
star-formation rates.
We compare our results to these earlier works in Fig. 7,
where on the top row we have plotted the cumulative and
differential number counts from LESS and the S2CLS (i.e.
two single dish submm surveys), and on the bottom row we
have plotted the cumulative and differential number counts
from Karim et al. (2013), Simpson et al. (2015) and our work
(i.e. high angular resolution follow-up studies); the shaded
region indicating where our data is no longer 100 per cent
complete is shown as well. In this plot we have included the
number counts from models of evolving star-forming galax-
ies, specifically the empirical model from Be´thermin et al.
(2012) and the GALFORM model from Lacey et al. (2016).
We see no evidence for a lack of high flux density
sources, as hinted at by the results of Karim et al. (2013),
and instead see the number count carrying on without a
steep drop-off to around 15 mJy, in agreement with the
counts from Simpson et al. (2015). On the other hand, our
cumulative number count is systematically lower than the
parent S2CLS cumulative number count, which can be read-
ily seen in Fig. 5. We calculate the mean fractional difference
between the two cumulative number counts between 11 and
15 mJy to be 14± 6 per cent, where the uncertainty is the
standard error of the mean. The origin of this difference can
likely be attributed to the blank maps in our data sample,
which overall reduce the total number of bright sources used
to calculate the cumulative number count. This is likely a
consequence of multiplicity in the SCUBA-2 sample, and
will be discussed in more detail in the following section.
Lastly, we fit a power law to our differential count in
order to quantitatively determine the steepness of the counts
in the high flux density regime. We fit only points between
11 and 16 mJy, since our flux density coverage for smaller
values is not 100 per cent complete, and beyond 16 mJy the
differential number count begins to flatten and are not well-
described by a simple power law. Our model is of the form
dN
dS
= N0S
−γ, (3)
and we find best-fit parameters of γ = 5.3 ± 1.8 and N0 =
(0.9 ± 4.1) × 106 mJy−1 deg−1. This best-fit curve is plotted
alongside our data in Fig. 7.
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Figure 6. Cumulative and differential number count comparison for the UDS field. The results from Simpson et al. (2015), derived from
a smaller sample of the full parent S2CLS catalogue of the UDS field, are shown in red, alongside our more complete sample in black,
where we have used only data from the UDS field as well. The results broadly agree, although we see evidence for less bright sources in
the Simpson et al. (2015) sample. Also shown as the shaded region is where our data is not 100 per cent complete; our UDS data is 96
per cent complete for S> 8mJy.
4.2 Multiplicity
The importance of galaxy interactions and mergers for the
intense star-formation rates observed in many submm galax-
ies is a hotly debated topic. Here we discuss the multiplicity
seen in our large sample of bright, 850-µm-selected galaxies
at a resolution of about 2 arcsec, and contrast our observa-
tions with previous works.
There is first the question of how to precisely define
a multiple; for example, Lambas et al. (2012) defined mul-
tiples by their flux density ratio, and pairs with brightest
to second-brightest ratios less than 3 were considered multi-
ples, since this value provides a reasonable cut-off for finding
single dish sources whose flux densities have been seriously
affected. Our observations are not able to detect ratios as
high as 3 but we have probed the regime of ratios close to
1, where single dish flux densities are the most seriously af-
fected. This means that our observations will miss all but
the closest pairs in terms of flux density ratios. Thus our
observations are not sensitive enough to measure the intrin-
sic multiplicities of the brightest submm sources, but instead
determine the fraction of the brightest submm sources that
are fainter by a factor of about 2.
There is also the question of how to interpret our 12
blank maps. This may in several cases be attributed to faint
multiples being missed due to the noise level in our SMA
observations; for example, using more sensitive ALMA ob-
servations, Simpson et al. (2015) found two cases of bright,
7–11 mJy SCUBA-2 850 µm sources resolving into multiple
< 6mJy sources at 870 µm, which would not be detected
in most of our SMA pointings. It is thus plausible to at-
tribute our null-detections to cases where the SCUBA-2
blended source is composed of multiple faint sources that
are lost in the noise. However, this interpretation must be
treated as an upper limit to the multiplicity number as
some blank maps in our data may just be SCUBA-2 sources
that are fainter than reported in Geach et al. (2017) due
to flux calibration uncertainties between the two measure-
menrs and not multiples. We also have to deal with the
fact that there also are instances where the 4σ flux den-
sity threshold in our SMA maps is greater than the flux
density of the SCUBA-2 source we are trying to detect and
so we wouldn’t expect to see even a single bright source.
In these cases we cannot claim evidence for detecting multi-
plicity. Specifically, UDS14, UDS15, SSA22-03, COSMOS06,
COSMOS17, LHN11 and LHN12 each have SMA flux den-
sity limits less than their observed SCUBA-2 counterpart
flux densities, and so may be composed of multiple galax-
ies below our 4σ limit, whereas for SSA22-04, SSA22-07,
SSA22-09, COSMOS22 and COSMOS25 we are not able to
say anything about the galaxies contributing to the SCUBA-
2 flux density.
Lastly, in order to properly incorporate the interfero-
metric observations taken from the literature into our study
we must only count multiples consistent with our defini-
tion of the multiplicity detectable with our SMA observa-
tions, namely groups that have flux density ratios close to
1. Since we also interpret blank maps as multiples, we will
also consider observations that found several galaxies all
fainter than 6 mJy, the average depth of our data, as sources
that would be seen as multiples. UDS156.0/UDS156.1,
UDS57.0/UDS57.1 and COSLA-23-N/COSLA-23-S satisfy
the former criteria, while UDS286.0/UDS286.1/UDS286.2/
UDS286.3 and UDS199.0/UDS199.1 satisfy the latter crite-
ria. Note that AzTEC11.N/AzTEC11.S is not considered a
multiple under this criteria.
We can now calculate an upper limit to the fraction of
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Figure 7. Cumulative and differential number counts for the two large single dish submm surveys LESS (Weiß et al. 2009) and S2CLS
(Geach et al. 2017) on the top row. On the bottom row we show cumulative and differential number counts from Karim et al. (2013) and
Simpson et al. (2015), interferometric follow-up studies of the LESS and S2CLS surveys, respectfully, along with our SMA results and
the shaded region indicating where our data is no longer 100 per cent complete. Also shown are the models of Be´thermin et al. (2012)
and Lacey et al. (2016). The black solid line shows the best-fit power to our differential distribution between 11 and 16 mJy.
bright submm sources that resolve into two or more galax-
ies with flux ratios close to 1, effectively decreasing the
single-dish submm source flux density estimate by a factor
of around 2. We have observed three multiples in our SMA
data and inferred a further seven multiples from blank maps,
and taken five more multiples from the literature. Out of 105
observations (removing the gravitational lens Orochi), this
results in a fraction of . 0.15.
The question of wheather the multiplicity seen in our
SMA images correspond directly to galaxy mergers is diffi-
cult to address with our data. First, we note that the phys-
ical scale being probed by the SMA’s resolution, namely
2.4 arcsec, at a fiducial redshift of z = 2 is about 20 kpc, which
is around the same separation seen with major-mergers in
the local Universe (e.g. Lambas et al. 2012, who examined
a set of about 2000 galaxy pairs at z <0.1). On the other
hand, with enough sensitivity one will almost always detect
faint multiples; it has been suggested that line-of-sight pro-
jections could account for a significant fraction of the multi-
plicity seen in bright SMGs (Cowley et al. 2015). However,
under the assumption that a given multiple in our SMA
data are physically associated, and given the observation
that the ultra-luminous galaxies probed in our survey are
rare, it seems likely that detecting two or more of these rare
galaxies would be much more probable in significantly denser
regions of the early Universe, such as in proto-clusters, than
compared to the field. The multiples detected in our survey,
being composed of groups of equally bright galaxies, could
therefore be useful markers of massive galaxy proto-clusters
around redshifts of 2.
4.3 Density of extremely luminous galaxies
Our sample of galaxies represent some of the most luminous
and intensely star-forming sites in the Universe. In order
to estimate the average luminosity and SFR of our sample
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of galaxies, we take the set of 52 (rest frame) SEDs pro-
vided by Danielson et al. (2017) from galaxies in the ALESS
and calculate their mean to derive an average SMG SED.
We then fix the redshift at z = 2 and set the normalization
to get 10 mJy at 860 µm, and integrate this model from 8
to 1000 µm (which is the definition of the IR luminosity).
This calculation results in 4.5× 1012 L, and this can be
converted to a SFR using the relationship from Kennicutt
(1998) modified for a Chabrier IMF (Chabrier 2003) (i.e.
SFR[M yr−1] = 9.5×10−11 LIR/L) to yield ∼ 400M yr−1.
Using the above result we can recast our number counts
in terms of intrinsic SFRs. Since we see a surface den-
sity of galaxies brighter than 10 mJy of 8+2−1 deg
−2, this
is a good approximation for the number of galaxies with
SFRs & 400M yr−1. Here we are assuming that none of
our sources are being gravitationally lensed, which would
reduce their intrinsic SFRs; we will address the fraction of
gravitaionaly lensed galaxies in our sample in future work.
Assuming half of our sources lie between z = 2–3 and us-
ing the cosmological parameters from Planck Collabora-
tion XIII (2016), this implies a likely volume density of
∼ 3+0.7−0.6 × 10−7 Mpc−3.
The lifetimes of starbursts in SMGs are expected to
be of order 100 Myr (e.g., Swinbank et al. 2006; Hainline
et al. 2011; Hickox et al. 2012; Bothwell et al. 2013). Be-
tween z = 3 and z = 2 the lookback time is approximately
1 Gyr, which implies that the volume density galaxies de-
scended from this population is larger by a factor of 10, or
∼ 3× 10−6 Mpc−3. This number density can be compared to
the number density of local (z < 0.1), red quiescent galaxies,
which are the expected descendants. The local volume den-
sity as a function of stellar mass (i.e. the stellar mass func-
tion) of quiescent galaxies has been measured by selecting
‘red sequence’ galaxies based on their colour (Bell et al. 2003;
Baldry et al. 2012) and by selecting ‘star-forming sequence’
galaxies based on their location on a SFR-stellar mass di-
agram (Moustakas et al. 2013), and both techniques agree
well for stellar masses & 1011 M. We have taken the stellar
mass function of Moustakas et al. (2013), which probed the
largest stellar masses out to 1012 M and is therefore a good
comparison to our study of the most extreme galaxies, and
have calculated the cumulative volume density as a function
of stellar mass by integrating the stellar mass function. From
this we find that local quiescent galaxies with stellar masses
& 4× 1011 M have the same volume density as the remnants
of & 400M yr−1 galaxies in our sample (see also Simpson
et al. 2014). We note that the above calculation is not signif-
icantly affected by any of the assumptions we made as the
stellar mass function is very steep above 1011 M, changing
by only about 0.5 dex over 2 orders of magnitude in volume
density. Adopting a fiducial values of 500 M yr−1 for the
typical SFR in our sample and assuming the bursts are con-
stant over the 100 Myr period, this implies a stellar mass
of 5× 1010 M was created during the bursts, a fraction of
approximately 10 per cent the total stellar mass assembled
by z = 0.
5 SUMMARY AND CONCLUSIONS
Using the SMA we have followed-up 70 of the brightest
S2CLS sources spread across 4 deg2 in five fields. We have
also included in our analysis 35 archival SMA and ALMA
observations of similar nature to bring our total sample size
to 105 single-dish submm sources. The synthesized beam of
our observations was on average 2.4 arcsec FWHM and the
noise 1.5 mJy beam−1 as calculated from the primary beam-
corrected images, sufficient to resolve the dominant SMGs
contributing to the flux density peaks seen by the SCUBA-2
instrument. Altogether, we detected 62 SMGs above 4σ, and
saw three examples of a single SCUBA-2 peak breaking up
into two or more bright SMGs. We also found that 12 of our
pointings did not detect any SMGs, which may result from a
SCUBA-2 peak breaking up into two or more SMGs fainter
than our 4σ detection limit, which is on average 6 mJy.
We simulated SCUBA-2 maps and SMA follow-up
pointings using the same selection criteria as for our ob-
servations in order to estimate and correct for flux boost-
ing in our measurements. Upon applying these corrections,
we found that the posterior probability distributions of two
sources peaked at 0 mJy, so we can only constrain 68 per cent
upper limits on their flux densities. We tested our positional
accuracy by calculating the radial distance from the peak
flux density positions in our SMA images to those in the
S2CLS maps, finding the spread to be consistent with the
expected spread given the S/N values. We also compared our
deboosted flux density measurements to the deboosted flux
density measurements published in the S2CLS, and found
the median ratio to be SSMA/SS2 = 0.95 ± 0.04.
Assessing completeness, our sample consists of 95 per
cent of the sources with S850 > 10mJy with respect to the
reference fields in the S2CLS, and we calculate the number
counts for this regime. We compare our number counts to
what was found in our parent sample, finding general agree-
ment; however, our cumulative number count is systemati-
cally lower than the parent SCUBA-2 cumulative count by
14± 6 per cent between 11 and 15 mJy. We also compare our
counts to those from Simpson et al. (2015), who followed-up
most of the bright sources in the UDS field of the S2CLS
with ALMA, and find that the two estimations are in agree-
ment.
While multiplicity is evidently not uncommon in most
of the bright single-dish sources, the effects appear not to
severely affect the bright end of the number counts. We es-
timate an upper limit of 15 per cent for the fraction of sin-
gle dish submm sources brighter than approximately 10 mJy
that resolve into two or more galaxies with similar flux den-
sities. Instead, the most common situation involves bright
single dish submm sources resolving into one slightly less
bright SMG and one or more fainter ones, which only slightly
lowers previous estimates of the number of bright SMGs.
Lastly we calculate the surface density of galaxies
with SFRs greater than approximately 400M yr−1 to be
8+2−1 deg
−2. Assuming half of the redshifts are between z = 2–3,
this corresponds to a volume density of ∼ 3+0.7−0.6 × 10−7 Mpc−3.
Taking the typical lifetimes for starbursts to be of order
100 Myr and noting that z = 2–3 corresponds to a lookback
time of about 1 Gyr, we find a volume density of rem-
nants to be ∼ 3× 10−6 Mpc−3, which corresponds to the lo-
cal volume density of quiescent galaxies with stellar masses
& 4× 1011 M. Since local quiescent galaxies are expected to
be descendants of the starbursting galaxies in our sample,
we estimate that about 10 per cent of their total stellar mass
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assembled by z = 0 was formed during these short bursts of
star-formation.
Our observations provide the largest catalogue of the
brightest interferometrically identified submm sources, prob-
ing the range of flux densities greater than 10 mJy. This cat-
alogue is well suited for future multiwavelength follow-up
studies of some of the most extreme galaxies in the Uni-
verse. Our work with the SMA also provides some of the
best available submm interferometric data of several north-
ern cosmological fields, providing accessibility to facilities in
both hemispheres.
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APPENDIX A: DATA TABLES
Here we provide data tables detailing our interferometric
sample. Each of the five fields used in our study are summa-
rized in a single table and ordered by decreasing deboosted
SCUBA-2 flux density. The columns give the source name,
the SCUBA-2 position, the SMA (or ALMA) position, the
SCUBA-2 observed flux density, the deboosted SCUBA-2
flux density, the SMA (or ALMA) observed flux density and
the SMA deboosted flux density. For SMA pointings that
did not detect any galaxies above 4σ we provide flux den-
sity upper limits. For sources that were deboosted to 0 mJy,
we also provide 4σ upper limits. All sources are sorted by
their deboosted SCUBA-2 flux density. We have used ALMA
data from Simpson et al. (2015) for some of the sources in
the UDS field; these sources are marked with a b. We have
also used SMA data from Younger et al. (2007) and Younger
et al. (2009) for some of the sources in the COSMOS field;
these sources are marked with a c and a d, respectively.
APPENDIX B: SMA IMAGING
Here we provide the SMA images obtained as part of our sur-
vey. Flux density contours of the primary beam-corrected,
cleaned images are shown as 2, 4 and 6 times the rms of
each image. Note that these contours do not represent the
actual noise used in the analysis since we used the dirty im-
ages to extract flux densities. The contours are shown over
existing Spitzer -IRAC 3.6µm and VLA 1.4 GHz data, when
available, as well as over the parent SCUBA-2 850µm data.
This paper has been typeset from a TEX/LATEX file prepared by
the author.
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Table A1. SMA sample plus archival ALMA data for the UDS field, ordered by decreasing deboosted SCUBA-2 flux density. The source
observed by the SMA in Ikarashi et al. (2011) is in bold and indicated by a a, the sources observed by ALMA in Simpson et al. (2015)
are in bold and indicated by a b, and all other sources were observed by the SMA in this work.
Source RA/Dec SCUBA-2 RA/Dec SMA (ALMA) SobsS2 [mJy] SS2 [mJy] S
obs
SMA [mJy] SSMA [mJy]
(J2000) (J2000) (SobsALMA) (SALMA)
Orochia 02:18:30.77 −05:31:30.8 02:18:30.68 −05:31:31.7 52.7 ± 0.9 52.7 ± 1.2 90.7 ± 20.7
UDS156.0b 02:18:24.33 −05:22:56.8 02:18:24.14 −05:22:55.3 16.7 ± 0.9 16.4 ± 1.3 9.7 ± 0.7 9.7 ± 0.7
156.1b 02:18:24.33 −05:22:56.8 02:18:24.24 −05:22:56.9 16.7 ± 0.9 16.4 ± 1.3 8.5 ± 0.7 8.5 ± 0.7
UDS57.0b 02:19:21.19 −04:56:52.5 02:19:21.14 −04:56:51.3 13.0 ± 0.9 12.8 ± 1.7 9.5 ± 0.6 9.5 ± 0.6
57.1b 02:19:21.19 −04:56:52.5 02:19:20.88 −04:56:52.9 13.0 ± 0.9 12.8 ± 1.7 6.0 ± 0.9 5.8 ± 0.9
57.2b 02:19:21.19 −04:56:52.5 02:19:21.41 −04:56:49.0 13.0 ± 0.9 12.8 ± 1.7 1.8 ± 0.6 1.5 ± 0.6
57.3b 02:19:21.19 −04:56:52.5 02:19:21.39 −04:56:38.8 13.0 ± 0.9 12.8 ± 1.7 2.7 ± 1.0 2.1 ± 1.0
UDS03 02:15:55.41 −05:24:56.2 02:15:55.10 −05:24:56.6 12.8 ± 1.3 12.0 ± 1.8 13.7 ± 1.4 13.1+1.2−1.5
UDS361.0b 02:16:48.08 −05:01:30.7 02:16:47.92 −05:01:29.8 11.5 ± 0.9 11.3 ± 1.7 11.8 ± 0.6 11.8 ± 0.6
361.1b 02:16:48.08 −05:01:30.7 02:16:47.73 −05:01:25.8 11.5 ± 0.9 11.3 ± 1.7 2.6 ± 0.7 2.0 ± 0.7
UDS286.0b 02:17:25.81 −05:25:36.9 02:17:25.73 −05:25:41.2 11.4 ± 0.9 11.2 ± 1.7 5.2 ± 0.7 5.1 ± 0.7
286.1b 02:17:25.81 −05:25:36.9 02:17:25.63 −05:25:33.7 11.4 ± 0.9 11.2 ± 1.7 5.1 ± 0.6 5.0 ± 0.6
286.2b 02:17:25.81 −05:25:36.9 02:17:25.80 −05:25:37.5 11.4 ± 0.9 11.2 ± 1.7 2.7 ± 0.6 2.6 ± 0.6
286.3b 02:17:25.81 −05:25:36.9 02:17:25.52 −05:25:36.7 11.4 ± 0.9 11.2 ± 1.7 1.7 ± 0.6 1.4 ± 0.6
UDS269.0b 02:17:30.50 −05:19:22.9 02:17:30.44 −05:19:22.4 11.0 ± 0.9 10.7 ± 1.4 12.9 ± 0.6 12.9 ± 0.6
269.1b 02:17:30.50 −05:19:22.9 02:17:30.25 −05:19:18.4 11.0 ± 0.9 10.7 ± 1.4 2.6 ± 0.7 2.1 ± 0.7
UDS08 02:15:56.03 −04:55:10.3 02:15:55.95 −04:55:08.6 10.9 ± 1.0 10.5 ± 1.3 10.1 ± 1.7 8.9+1.6−1.6
UDS204.0b 02:18:03.04 −05:28:42.9 02:18:03.01 −05:28:41.9 10.7 ± 0.9 10.4 ± 1.2 11.6 ± 0.6 11.6 ± 0.6
204.1b 02:18:03.04 −05:28:42.9 02:18:03.01 −05:28:32.5 10.7 ± 0.9 10.4 ± 1.2 2.9 ± 0.9 2.2 ± 0.9
UDS202.0b 02:18:05.71 −05:10:50.9 02:18:05.65 −05:10:49.6 11.0 ± 0.9 10.4 ± 1.5 10.5 ± 0.5 10.5 ± 0.5
202.1b 02:18:05.71 −05:10:50.9 02:18:05.05 −05:10:46.3 11.0 ± 0.9 10.4 ± 1.5 3.9 ± 0.9 3.5 ± 0.9
UDS09 02:17:38.95 −04:33:37.0 02:17:38.82 −04:33:34.1 10.9 ± 1.3 10.1 ± 1.2 13.9 ± 0.8 13.6+0.9−0.7
UDS11 02:16:43.77 −05:17:54.7 02:16:43.72 −05:17:53.5 10.1 ± 0.9 9.8 ± 1.4 10.0 ± 1.8 8.6+1.7−1.5
UDS306.0b 02:17:17.23 −05:33:26.8 02:17:17.07 −05:33:26.6 9.9 ± 1.0 9.7 ± 1.3 8.3 ± 0.5 8.3 ± 0.5
306.1b 02:17:17.23 −05:33:26.8 02:17:17.16 −05:33:32.5 9.9 ± 1.0 9.7 ± 1.3 2.6 ± 0.4 2.3 ± 0.4
306.2b 02:17:17.23 −05:33:26.8 02:17:16.81 −05:33:31.8 9.9 ± 1.0 9.7 ± 1.3 3.0 ± 0.9 2.3 ± 0.9
UDS14 02:16:30.77 −05:24:02.6 Undetected 9.6 ± 0.9 9.4 ± 1.2 < 6.1
UDS15 02:18:03.57 −04:55:26.9 Undetected 9.6 ± 0.9 9.4 ± 1.3 < 5.1
UDS16 02:19:02.24 −05:28:56.6 02:19:02.05 −05:28:56.7 9.5 ± 1.0 9.3 ± 1.4 6.5 ± 1.5 6.1+1.3−1.6
UDS18 02:17:44.29 −05:20:08.9 02:17:44.22 −05:20:09.8 9.3 ± 0.9 9.1 ± 1.3 8.9 ± 1.5 8.1+1.3−1.4
UDS13 02:19:27.31 −04:45:08.5 02:19:27.17 −04:45:06.1 9.8 ± 1.1 9.0 ± 1.6 15.3 ± 1.1 14.9+1.0−1.2
UDS109.0b 02:18:50.32 −05:27:22.7 02:18:50.07 −05:27:25.5 9.4 ± 0.9 9.0 ± 1.5 7.7 ± 0.7 7.6 ± 0.7
109.1b 02:18:50.32 −05:27:22.7 02:18:50.30 −05:27:17.2 9.4 ± 0.9 9.0 ± 1.5 4.3 ± 0.6 4.2 ± 0.6
UDS48.0b 02:19:24.66 −04:53:00.5 02:19:24.57 −04:53:00.2 8.9 ± 0.8 8.9 ± 1.3 7.5 ± 0.5 7.5 ± 0.5
48.1b 02:19:24.66 −04:53:00.5 02:19:24.62 −04:52:56.9 8.9 ± 0.8 8.9 ± 1.3 1.6 ± 0.5 1.4 ± 0.5
UDS20 02:17:30.51 −04:59:36.9 02:17:30.61 −04:59:36.8 9.1 ± 0.9 8.7 ± 1.4 9.0 ± 1.4 8.2+1.3−1.3
UDS199.0b 02:18:07.31 −04:44:12.9 02:18:07.18 −04:44:13.8 9.2 ± 0.9 8.5 ± 1.4 4.3 ± 0.6 4.2 ± 0.6
199.1b 02:18:07.31 −04:44:12.9 02:18:07.19 −04:44:10.9 9.2 ± 0.9 8.5 ± 1.4 2.5 ± 0.5 2.4 ± 0.5
UDS22 02:16:11.81 −05:00:54.5 02:16:11.72 −05:00:54.0 9.0 ± 0.8 8.5 ± 1.2 15.0 ± 1.4 14.1+1.5−1.3
UDS160.0b 02:18:23.79 −05:11:40.9 02:18:23.73 −05:11:38.5 8.8 ± 0.9 8.4 ± 1.4 7.9 ± 0.6 7.9 ± 0.6
UDS110.0b 02:18:48.43 −05:18:06.7 02:18:48.24 −05:18:05.2 8.4 ± 0.9 8.2 ± 1.4 7.7 ± 0.6 7.7 ± 0.6
110.1b 02:18:48.43 −05:18:06.7 02:18:48.76 −05:18:02.1 8.4 ± 0.9 8.2 ± 1.4 2.5 ± 0.8 2.0 ± 0.8
UDS21 02:19:34.14 −04:44:40.4 02:19:34.15 −04:44:38.1 9.0 ± 1.2 8.2 ± 1.5 10.3 ± 1.0 9.9+0.9−1.0
UDS337.0b 02:16:41.11 −05:03:52.7 02:16:41.11 −05:03:51.4 8.4 ± 0.9 8.0 ± 1.2 8.1 ± 0.5 8.1 ± 0.5
UDS29 02:17:39.87 −05:29:18.9 02:17:39.78 −05:29:19.1 8.3 ± 0.9 8.0 ± 1.3 11.6 ± 1.1 11.2+1.0−1.2
UDS79.0b 02:19:10.09 −05:00:08.6 02:19:09.94 −05:00:08.6 8.1 ± 0.9 7.9 ± 1.4 7.7 ± 0.5 7.7 ± 0.5
UDS30 02:17:55.27 −04:47:22.9 02:17:55.05 −04:47:22.9 8.3 ± 0.9 7.8 ± 1.2 7.4 ± 1.1 7.1+1.0−1.0
UDS28 02:19:42.53 −05:18:04.3 02:19:42.45 −05:18:03.6 8.4 ± 1.1 7.6 ± 1.6 9.0 ± 1.0 8.6+0.9−1.0
UDS36 02:17:12.19 −04:43:18.9 02:17:12.21 −04:43:16.5 8.0 ± 0.9 7.6 ± 1.2 8.5 ± 1.4 7.8+1.3−1.2
UDS34 02:17:42.15 −04:56:28.9 02:17:41.92 −04:56:29.8 8.0 ± 0.9 7.6 ± 1.3 7.9 ± 1.2 7.6+1.0−1.3
UDS35 02:16:40.43 −05:13:38.7 02:16:40.40 −05:13:35.9 8.0 ± 0.9 7.6 ± 1.3 7.1 ± 1.4 6.6+1.3−1.4
UDS37 02:16:38.44 −05:01:22.7 02:16:38.33 −05:01:21.4 7.9 ± 0.9 7.5 ± 1.3 8.4 ± 1.3 7.8+1.2−1.2
UDS39 02:16:40.57 −05:11:00.7 02:16:40.59 −05:10:58.8 7.9 ± 0.9 7.5 ± 1.4 7.9 ± 1.0 7.6+0.9−1.0
UDS40 02:17:27.43 −05:06:44.9 02:17:27.29 −05:06:42.8 7.8 ± 0.9 7.5 ± 1.2 6.9 ± 1.1 6.6+1.1−1.0
UDS168.0b 02:18:20.46 −05:31:44.8 02:18:20.40 −05:31:43.2 8.2 ± 0.9 7.5 ± 1.4 6.7 ± 0.6 6.7 ± 0.6
168.1b 02:18:20.46 −05:31:44.8 02:18:20.31 −05:31:41.7 8.2 ± 0.9 7.5 ± 1.4 3.0 ± 0.6 2.8 ± 0.6
168.2b 02:18:20.46 −05:31:44.8 02:18:20.17 −05:31:38.6 8.2 ± 0.9 7.5 ± 1.4 2.0 ± 0.7 1.6 ± 0.7
UDS33 02:15:46.99 −05:18:52.2 02:15:46.70 −05:18:49.2 8.1 ± 1.2 7.4 ± 1.4 10.3 ± 1.0 9.9+1.0−1.0
UDS218.0b 02:17:54.87 −05:23:22.9 02:17:54.80 −05:23:23.0 7.6 ± 0.9 7.2 ± 1.3 6.6 ± 0.7 6.6 ± 0.7
UDS38 02:16:46.07 −05:03:46.7 02:16:46.17 −05:03:48.9 7.9 ± 0.9 7.2 ± 1.3 6.9 ± 1.6 6.3+1.5−1.5
a From Ikarashi et al. (2011) using the SMA at 860 µm.
b From Simpson et al. (2015) using ALMA at 870 µm, following the naming convention in their paper.MNRAS 000, 1–14 (2017)
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Figure B1. Multiwavelength cut-outs of our primary beam-corrected, cleaned images with existing Spitzer -IRAC 3.6µm and VLA
1.4 GHz imaging, when available. We show SMA flux contours of 2, 4 and 6 times the rms of each image overlaid over the IR and radio
data, plus the parent SCUBA-2 850µm data.
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Table A2. SMA sample for the SSA22 field, ordered by decreasing deboosted SCUBA-2 flux density. The source observed by the SMA
in Tamura et al. (2010) is in bold and is indicated by a c, and all other sources were observed by the SMA in this work.
Source RA/Dec SCUBA-2 RA/Dec SMA SobsS2 [mJy] SS2 [mJy] S
obs
SMA [mJy] SSMA [mJy]
(J2000) (J2000)
SSA22-AzTEC1c 22:17:32.50 +00:17:40.4 22:17:32.42 +00:17:44.0 14.5 ± 1.1 14.5 ± 1.4 12.2 ± 2.3
SSA22-03 22:16:56.10 +00:28:44.4 Undetected 11.1 ± 1.2 10.7 ± 1.4 < 8.7
SSA22-02 22:16:59.96 +00:10:40.4 22:16:59.83 +00:10:37.1 10.8 ± 1.1 10.2 ± 1.5 9.3 ± 1.6 8.2+1.5−1.6
SSA22-04 22:16:51.43 +00:18:20.4 Undetected 10.4 ± 1.1 10.0 ± 1.4 < 12.6
SSA22-08 22:18:06.63 +00:05:20.4 22:18:06.60 +00:05:20.5 10.0 ± 1.3 8.8 ± 1.8 9.5 ± 1.6 8.2+1.7−1.3
SSA22-07 22:17:18.90 +00:18:06.4 Undetected 8.5 ± 1.1 7.9 ± 1.3 < 8.5
SSA22-06 22:18:06.36 +00:11:34.4 22:18:06.48 +00:11:34.7 8.3 ± 1.1 7.7 ± 1.5 9.9 ± 1.3 9.2+1.3−1.3
SSA22-05 22:17:34.10 +00:13:52.4 22:17:33.90 +00:13:52.3 7.9 ± 1.1 7.3 ± 1.1 11.7 ± 2.0 9.9+2.0−1.8
SSA22-09 22:17:42.23 +00:17:00.4 Undetected 6.7 ± 1.1 6.0 ± 1.4 < 8.5
c From Tamura et al. (2010) using the SMA at 860 µm, following the naming convention in their paper.
Figure B1 (Cont.).
MNRAS 000, 1–14 (2017)
26 R. Hill et al.
Table A3. SMA sample plus archival SMA data for the COSMOS field, ordered by decreasing deboosted SCUBA-2 flux density. Sources
observed by the SMA in Younger et al. (2007) are in bold and indicated by a d, sources observed by the SMA in Younger et al. (2009)
are in bold and indicated by a e, the source observed by the SMA in Aravena et al. (2010) is in bold and indicated by a f , the sources
observed by CARMA and PdBI in Smolcˇic´ et al. (2012a) and Smolcˇic´ et al. (2012b) are in bold and indicated by a g and a h, respectively,
and all other sources were observed by the SMA in this work. Flux density measurements from Younger et al. (2007, 2009), Aravena
et al. (2010) and Smolcˇic´ et al. (2012a,b) were not deboosted. Values of N/A in the SSMA column indicate sources where our deboosting
simulation was not applicable.
Source RA/Dec SCUBA-2 RA/Dec SMA SobsS2 [mJy] SS2 [mJy] S
obs
SMA [mJy] SSMA [mJy]
(J2000) (J2000)
AzTEC1d 09:59:42.89 +02:29:36.5 09:59:42.86 +02:29:38.2 16.7 ± 1.5 16.0 ± 3.0 15.6 ± 1.1
AzTEC2d 10:00:08.11 +02:26:12.6 10:00:08.05 +02:26:12.2 15.4 ± 1.4 14.7 ± 2.3 12.4 ± 1.0
COSMOS05 09:59:22.99 +02:51:36.4 09:59:22.99 +02:51:36.4 14.0 ± 1.5 13.0 ± 1.7 13.7 ± 2.3 11.3+2.4−2.2
COSMOS06 09:58:42.40 +02:54:42.2 Undetected 14.0 ± 1.5 13.0 ± 2.1 < 8.1
MM1f 10:00:15.72 +02:15:48.6 10:00:15.61 +02:15:49.0 12.9 ± 0.8 12.9 ± 1.2 16.8 ± 1.5
COSLA-54h 09:58:37.92 +02:14:06.3 09:58:37.99 +02:14:08.5 13.2 ± 1.0 12.4 ± 1.5 12.7 ± 2.5
Cosbo-3g 10:00:57.22 +02:20:12.6 10:00:56.95 +02:20:17.8 13.0 ± 1.5 12.1 ± 2.2 10.9 ± 2.7
AzTEC9e 09:59:57.44 +02:27:28.6 09:59:57.25 +02:27:30.6 12.4 ± 1.4 11.8 ± 1.9 9.0 ± 2.2
COSMOS08 09:59:10.31 +02:48:54.4 09:59:10.34 +02:48:55.5 13.1 ± 1.6 11.7 ± 2.1 12.7 ± 2.0 11.3+1.6−2.3
COSMOS11a 09:58:45.89 +02:43:26.3 09:58:45.95 +02:43:29.1 12.5 ± 1.6 11.5 ± 2.0 8.6 ± 1.1 8.0+1.1−1.0
11b 09:58:45.89 +02:43:26.3 09:58:46.06 +02:43:31.5 12.5 ± 1.6 11.5 ± 2.0 5.1 ± 1.1 N/A
COSMOS15 09:57:49.03 +02:46:15.9 09:57:48.93 +02:46:19.9 11.8 ± 1.5 11.2 ± 2.1 11.2 ± 2.0 9.7+1.6−2.2
AzTEC5d 10:00:19.86 +02:32:04.6 10:00:19.75 +02:32:04.4 12.0 ± 1.4 11.2 ± 2.2 9.3 ± 1.3
COSMOS14 10:00:13.46 +01:37:04.7 10:00:13.47 +01:37:04.3 12.0 ± 1.5 11.0 ± 1.8 12.2 ± 1.2 11.7+1.0−1.3
COSMOS17 10:00:04.78 +02:30:44.6 Undetected 11.2 ± 1.4 11.0 ± 1.8 < 8.4
AzTEC12e 10:00:35.34 +02:43:52.6 10:00:35.29 +02:43:53.4 11.6 ± 1.3 10.9 ± 2.0 13.5 ± 1.8
COSMOS18 09:58:40.46 +02:05:14.4 09:58:40.28 +02:05:14.5 11.1 ± 1.5 10.4 ± 2.1 10.9 ± 1.7 9.7+1.6−1.7
AzTEC8e 09:59:59.44 +02:34:38.6 09:59:59.34 +02:34:41.0 10.9 ± 1.4 10.1 ± 1.8 19.7 ± 1.8
AzTEC7d 10:00:17.99 +02:48:30.5 10:00:18.06 +02:48:30.5 10.8 ± 1.4 9.7 ± 2.0 12.0 ± 1.5
COSMOS21 09:59:07.63 +02:58:36.3 09:59:07.49 +02:58:39.3 10.6 ± 1.5 9.5 ± 2.0 9.9 ± 1.9 8.3+1.8−1.8
AzTEC3d 10:00:20.79 +02:35:20.6 10:00:20.70 +02:35:20.5 9.2 ± 1.3 8.6 ± 1.5 8.7 ± 1.5
COSLA-13h 10:00:31.87 +02:12:42.6 10:00:31.84 +02:12:42.8 9.1 ± 0.9 8.4 ± 1.4 9.3 ± 2.4
AzTEC11.Ne 10:00:08.91 +02:40:10.6 10:00:08.91 +02:40:09.6 9.3 ± 1.4 8.3 ± 1.8 10.0 ± 2.1
11.Se 10:00:08.91 +02:40:10.6 10:00:08.94 +02:40:12.3 9.3 ± 1.4 8.3 ± 1.8 4.4 ± 2.1
COSLA-23-Nh 10:00:10.12 +02:13:34.6 10:00:10.16 +02:13:35.0 8.4 ± 0.9 8.2 ± 1.4 13.4 ± 1.8
23-Sh 10:00:10.12 +02:13:34.6 10:00:10.07 +02:13:26.9 8.4 ± 0.9 8.2 ± 1.4 14.5 ± 2.3
AzTEC6d 10:00:06.64 +02:38:34.6 10:00:06.50 +02:38:37.7 8.9 ± 1.4 8.0 ± 1.8 8.6 ± 1.3
AzTEC4d 09:59:31.68 +02:30:42.5 09:59:31.72 +02:30:44.0 9.3 ± 1.5 7.9 ± 1.9 14.4 ± 1.9
COSMOS22 09:59:33.55 +02:23:46.5 09:59:33.55 +02:23:46.5 8.5 ± 1.2 7.8 ± 1.6 8.9 ± 2.2 < 8.9
COSLA-35h 10:00:23.59 +02:21:54.6 10:00:23.65 +02:21:55.2 8.0 ± 1.1 7.3 ± 1.5 8.4 ± 2.0
COSMOS24 09:59:12.08 +02:09:54.5 09:59:12.17 +02:09:57.1 7.9 ± 1.1 7.2 ± 1.3 8.1 ± 1.7 7.0+1.6−1.6
COSMOS25 10:00:23.73 +02:19:14.6 Undetected 7.2 ± 1.0 7.1 ± 1.1 < 9.3
COSMOS01i 10:02:09.77 +02:36:33.9 10:02:09.64 +02:36:32.5 20.3 ± 3.3 10.6 ± 1.2
COSMOS02i 10:02:49.22 +02:32:55.1 10:02:49.19 +02:32:55.3 20.2 ± 3.6 18.6 ± 0.7
d From Younger et al. (2007) using the SMA at 890 µm, following the naming convention in their paper.
e From Younger et al. (2009) using the SMA at 890 µm, following the naming convention in their paper.
f From Aravena et al. (2010) using the SMA at 890 µm, following the naming convention in their paper.
g From Smolcˇic´ et al. (2012a) using CARMA at 1.3 mm and extrapolated to 860 µm using a modified blackbody with dust a
temperature of 35 K, a dust spectral index of 2 and a redshift of 2, following the naming convention in their paper.
h From Smolcˇic´ et al. (2012b) using PdBI at 1.3 mm and extrapolated to 860 µm using a modified blackbody with dust a
temperature of 35 K, a dust spectral index of 2 and a redshift of 2, following the naming convention in their paper.
i Source is found in the S2CLS maps but outside the area defining the S2CLS catalogue, and hence not used in our analysis.
MNRAS 000, 1–14 (2017)
SMA imaging of bright S2CLS sources 27
Table A4. SMA sample for the LHN field, ordered by decreasing deboosted SCUBA-2 flux density. All observations are from this work.
Values of N/A in the SSMA column indicate sources where our deboosting simulation was not applicable.
Source RA/Dec SCUBA-2 RA/Dec SMA SobsS2 [mJy] SS2 [mJy] S
obs
SMA [mJy] SSMA [mJy]
(J2000) (J2000)
LHN01 10:46:45.01 +59:15:39.8 10:46:45.00 +59:15:41.6 12.3 ± 1.2 12.3 ± 1.8 10.3 ± 1.9 8.8+1.8−1.7
LHN02 10:46:35.78 +59:07:48.0 10:46:35.91 +59:07:48.1 12.0 ± 1.0 11.9 ± 1.2 12.2 ± 1.9 10.4+2.0−1.7
LHN03a 10:47:27.66 +58:52:14.6 10:47:27.97 +58:52:14.1 10.4 ± 1.1 9.9 ± 1.3 8.1 ± 1.8 7.3+1.5−1.8
03b 10:47:27.66 +58:52:14.6 10:47:26.52 +58:52:12.8 10.4 ± 1.1 9.9 ± 1.3 8.0 ± 1.9 7.1+1.6−1.9
LHN06 10:45:55.19 +59:15:28.1 10:45:55.24 +59:15:28.6 9.7 ± 1.1 9.7 ± 0.9 7.2 ± 1.8 6.6+1.5−6.5
LHN04 10:48:03.37 +58:54:22.9 10:48:03.57 +58:54:21.5 10.1 ± 1.3 8.9 ± 1.4 14.1 ± 2.4 11.7+2.2−2.5
LHN08 10:47:00.03 +59:01:07.5 10:47:00.18 +59:01:07.5 9.2 ± 1.0 8.9 ± 1.6 10.4 ± 1.6 9.4+1.4−1.6
LHN11 10:45:22.55 +59:17:21.7 Undetected 8.6 ± 1.4 8.8 ± 1.7 < 7.2
LHN07 10:45:35.23 +58:50:49.9 10:45:34.98 +58:50:49.9 9.3 ± 1.1 8.7 ± 1.4 9.6 ± 1.6 8.8+1.3−1.6
LHN10 10:45:54.58 +58:47:54.1 10:45:54.50 +58:47:55.6 8.8 ± 1.1 8.3 ± 1.5 8.2 ± 0.8 8.1+0.7−0.8
LHN05 10:43:51.48 +59:00:57.7 10:43:51.21 +59:00:58.1 10.0 ± 1.5 8.2 ± 2.1 10.9 ± 2.4 8.8+2.0−2.3
LHN09 10:45:23.87 +59:16:25.7 10:45:23.11 +59:16:18.6 9.0 ± 1.3 8.2 ± 1.5 9.4 ± 1.5 8.6+1.3−1.4
LHN12 10:46:32.85 +59:02:12.0 Undetected 8.6 ± 1.0 8.1 ± 1.3 < 8.0
LHN13a 10:47:25.25 +59:03:40.7 10:47:25.47 +59:03:36.7 8.5 ± 1.1 7.9 ± 1.4 5.5 ± 0.8 N/A
13b 10:47:25.25 +59:03:40.7 10:47:25.13 +59:03:41.5 8.5 ± 1.1 7.9 ± 1.4 3.9 ± 0.8 N/A
LHN14 10:46:31.68 +58:50:54.0 10:46:31.58 +58:50:55.7 8.5 ± 1.1 7.9 ± 1.4 7.1 ± 0.8 7.0+0.7−0.8
LHN15 10:46:57.26 +59:14:57.6 10:46:57.30 +59:14:58.6 8.5 ± 1.2 7.9 ± 0.9 5.5 ± 0.7 5.5+0.6−0.8
LHN16 10:44:56.86 +58:49:59.0 10:44:56.74 +58:49:59.7 8.3 ± 1.1 7.6 ± 1.4 16.9 ± 2.5 13.9+3.0−2.2
LHN17 10:44:47.69 +59:00:36.6 10:44:47.68 +59:00:35.6 8.1 ± 1.1 7.5 ± 1.3 5.6 ± 0.7 5.5+0.7−0.7
LHN18 10:47:20.57 +59:10:40.9 10:47:20.54 +59:10:43.4 8.1 ± 1.1 7.3 ± 1.3 7.0 ± 0.8 6.9+0.7−0.7
Table A5. SMA sample for the EGS field, ordered by decreasing deboosted SCUBA-2 flux density. All observations are from this work.
Source RA/Dec SCUBA-2 RA/Dec SMA SobsS2 [mJy] SS2 [mJy] S
obs
SMA [mJy] SSMA [mJy]
(J2000) (J2000)
EGS01 14:19:51.56 +53:00:44.8 14:19:51.33 +53:00:46.4 16.3 ± 1.2 16.3 ± 1.4 13.2 ± 0.9 12.9+0.9−0.8
EGS02 14:15:57.62 +52:07:11.1 14:15:57.53 +52:07:12.7 12.7 ± 1.3 12.1 ± 1.2 13.8 ± 1.4 12.9+1.5−1.2
EGS03 14:15:47.46 +52:13:47.2 14:15:47.09 +52:13:48.6 10.8 ± 1.0 10.5 ± 1.1 16.4 ± 2.8 12.9+2.9−2.4
EGS05 14:19:20.35 +52:56:08.9 14:19:20.08 +52:56:09.1 10.7 ± 1.0 10.1 ± 1.4 20.0 ± 0.9 19.7+1.0−0.8
EGS06 14:17:40.55 +52:29:04.7 14:17:40.34 +52:29:06.7 10.0 ± 1.0 9.8 ± 2.3 9.8 ± 2.0 8.9+1.7−1.8
EGS08 14:19:00.37 +52:49:45.3 14:19:00.24 +52:49:48.3 10.4 ± 1.1 9.8 ± 1.5 8.6 ± 1.5 8.1+1.5−1.4
EGS04 14:19:14.54 +53:00:33.6 14:19:14.32 +53:00:33.8 10.5 ± 1.4 9.3 ± 1.6 11.1 ± 1.5 10.5+1.2−1.6
EGS10 14:17:44.09 +52:21:22.4 14:17:43.38 +52:21:21.7 10.2 ± 1.5 9.2 ± 2.3 8.3 ± 1.6 7.7+1.6−1.5
EGS11 14:17:41.73 +52:22:04.6 14:17:41.41 +52:22:07.9 9.8 ± 1.4 9.2 ± 1.4 7.2 ± 1.5 6.7+1.6−1.3
EGS07i 14:18:22.09 +52:54:01.0 14:18:22.04 +52:54:02.0 10.6 ± 1.6 7.7 ± 1.5
EGS09i 14:20:52.38 +52:54:02.0 14:20:52.55 +52:54:00.3 10.5 ± 1.6 6.1 ± 1.4
i Source is found in the S2CLS maps but outside the area defining the S2CLS catalogue, and hence not used in our
analysis.
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