Abstract. Unlike traditional classification tasks, multilabel classification allows a sample to associate with more than one label. This generalization naturally arises the difficulty in classification. Similar to the single label classification task, neighborhood-based algorithms relying on the nearest neighbor have attracted lots of attention and some of them show positive results. In this paper, we propose an Adaptive Neighborhood algorithm for multilabel classification. Constructing an adaptive neighborhood is challenging because specified information about the neighborhood, e.g. similarity measurement, should be determined automatically during construction rather than provided by the user beforehand. Few literature has covered this topic and we address this difficulty by solving an optimization problem based on the theory of sparse representation. Taking advantage of the extracted adaptive neighborhood, classification can be readily done using weighted sum of labels of training data. Extensive experiments show our proposed method outperforms the state-of-the-art.
Introduction
Multilabel classification has been a popular issue in pattern recognition & machine learning and is encountered in a variety of application domains. For instance, in biology, a gene or protein may posse several functionalities and in natural scene classification, a picture of the beach may also include boats, trees and even a city as its contents. Behind these appearances lies the fact that one object is allowed to associate with more than one labels. Solving classification tasks of multilabel scenario is naturally a generalization of traditional task and posesses much more practical value as well as difficulties.
Several methods taking advantage of traditional classification algorithm, e.g. AdaBoost, SVM, EM, have been proposed to solve this problem. Recent research [1, 2] shows that neighborhood-based algorithms relying on the nearest neighbor can achieve good results in multilabel classification task, just like in case of single label. However, the way of choosing neighborhood in these works is based on K Nearest Neighbor (KNN) , in which several parameters should be given in advance such as the similarity measurement and the size of the neighborhood K. Constructing an adaptive neighborhood that can get rid of these specifications would be helpful but challenging. In this paper, we address the difficulty by extracting this adaptive neighborhood with an optimization problem based on the theory of sparse representation and further use it for multilabel classification. To our best knowledge, we are not aware of any similar work using this technique to handle the multilabel classficiation problem.
The rest of the paper is organized as follows. In the next section we give a brief review of previous work on the topic of multilabel classification and sparse representation. Then we present our Adaptive Neighborhood(AN) algorithm and report the experimental results. Finally we conclude this paper and point out some promising work in the future.
Related Work

Multilabel Classification
Multilabel classification began to be widely concerned due to the work of Schapire and Singer [3] . They presented a boosting-based system BoosTexter for text categorization and also provided several useful measurements that can be extended to other multilabel classification tasks. Besides, they pointed out that controlling the complexity of the overall learning system is an important research issue. To control the this complexity while having a small empirical error, Elisseef and Weston proposed the RankSVM [4] method. As in Support Vector Machine(SVM), a linear model is defined so as to minimize the empirical error measured by the ranking loss and control the complexity of the resulting model simultaneously.
Zhang and Zhou introduced a lazy way of multilabel classification named ML-KNN [1] . In their algorithm, K Nearest Neighbor in the training set is first computed for an unseen sample, then a Maximum A Posteriori(MAP) method is taken to perform the classification, based on the statistical information gained from the label sets of neighbor instances. Motivated by this lazy way method, Cheng and Hullermeier gave IBLR-ML algorithm [2] which combines the instance-based learning and logistic regression and allows one to capture the interdependencies between the class labels in a proper way. Experiments on public data sets show that, among several existing multilabel classification algorithm, both ML-KNN and IBLR-ML show not only positive results but also achieve the stateof-the-art classification performance. However, both of these methods are based on the KNN which can easily falls into the predicament of suitable similarity measurements and the size of the neighborhood.
Sparse Representation
Theory of Sparse Representation is closely related to our work. It has been quite popular in machine learning area, including face recognition [5] , dimensionality reduction [6] , image super-resolution [7] and image denoising [8] . Sparse solution of underdetermined systems of linear equations lies at the heart of this theory. As stated in [9] , finding such solution can be formulated as the following optimization problem(P 0 ):
Unfortunately, although l 0 -norm is a straightforward measurement of sparsity, problem P 0 has been proved to be NP-hard [10] . To overcome this prohibitive computation issue, a compromising way is to deal with P 1 instead:
which is a convex optimization and can be readily solved by linear programming [11] . P 1 is the central focus of sparse representation and has been shown to have exactly the same solution as P 0 when the solution is very sparse. [9] Sparse representation has been involved in many classification tasks, one of which belongs to Wright's work [5] on robust face recognition. According to their paper, samples from the same class are modeled as lying on a linear subspace. Given sufficient training samples of the ith class,
d from the same class would be able to be approximately written as the linear combination of training samples associated with the ith class:
Following the idea above, for any unseen sample, finding a sparse representation in all the training samples would typically yield the solution with nonnegative entries associated with training examples of the same class, as shown in the following results, from which we can see that sparse representation is able to capture the discriminant nature behind the samples:
The sparse representation can be obtained by solving P 1 . In realistic tasks, the exact representation of test sample may not be able to achieved due to noise. Usually a stable version is considered instead:
where is an error tolerance. This is an convex programming and can be efficiently solved. With the obtained representation, prediction of a test sample is able to be made by choosing the class with least residual. The algorithm achieve positive results on several public data sets with high accuracy and robustness to occlusion.
Adaptive Neighbor(AN) Algorithm
Problem Setting
Consider the following multilabel classification with:
Our goal is to learn a classifier:
which tends to assign higher value to (z, y i ) if y i belongs to Y z . From f we can easily predict the label of an unseen sample, e.g. predict(z, y i ) = f (x, y i ) ≥ θ , θ is a threshold. Another statistic we would like to gain is the rank information between different labels, the function rank f (z, y i ) ranks different labels according to the corresponding value of f (z, y i ), where higher value of f gets lower(better) rank position.
Our Method
Extensively applied in different machine learning tasks, ranging from single label classification to dimensionality reduction [12, 13] and multilabel classification [1] , KNN usually serves as an intermediate step to seek the connections between samples. However, neighborhood information gained from KNN, largely based on the choice of similarity measurement and the size of the neighborhood, presents a simple but limited portrait of the correlations between samples.
In order to capture the discriminant nature behind the data, our work focuses on designing an effective construction of an adaptive neighborhood on which multilabel classification task can be efficiently carried out. By adaptive, we mean, this neighborhood is determined by the natural structure behind the data and we don't have to prescribe the parameter like the number of neighbors K or a specific way of similarity measurement. Motivated by sparse representation in face recognition [5] , we summarize this procedure in a similar optimization problem(P AN ):
X is a d by n matrix whose columns contain the training data of dimension d. z is a single test sample and our goal is to seek the sparsest coefficient w while keeping the residual as small as possible. This formulation is able to capture exactly the same kind discriminant nature as sparse representation stated in the previous section. However, our method still differs from sparse representation in the objective function and the constraint as follows: -Different from sparse representation which aims at finding a sparse solution with best reconstruction results, our method concerns more to find out the information of neighborhood in which the nonnegativity is necessary. -The nonnegativity constraint can provide us a straightforward interpretation of the relation between the test sample and the training sample, where larger value of w i means that the ith training sample is "more similar" to the test sample z and vice versa.
Based on the facts above, we claim that an adaptive neighborhood for each test sample is obtained by noticing that we don't need to prescribe any concrete way of similarity measurement between samples or the size of the neighborhood. Unlike sparse representation's choosing class with least residual in classification [5] , we design the classifier in a simpler weighted sum way: for a label l ∈ L and a given test sample z, f (z, y l ) = j w j * Y lj , Y contains the true label of training data, each in a column. Algorithm 1 shows the the complete description.
Comparison with Previous Work
Compared to previous the state-of-the-art works like ML-KNN and IBLR-ML, several remarkable differences should be emphasized for our method which makes multilabel classification done effectively and efficiently. First, the neighbors chosen by our algorithm is generally different from that of KNN. Inherited from sparse representation, AN tends to select those neighbors that share the same underlying subspace, as can be seen from Figure 1 . Second, we don't need to prescribe the size of the neighborhood K as in ML-KNN and IBLR-ML. K is set to the number of nonnegative elements in w which is naturally obtained from the above optimization. Although we can still fix the value of K by choosing the K largest elements of w, it is advisable that different samples would belong to the different neighborhoods which have different sizes.
In addition, due to the natural discriminant property of sparsity, no further complicated classifier is required, a simple weighted sum would suffice. This makes the classification procedure more efficient.
Experiments
In this section, experiments are conducted on public multilabel classification data sets, which serve both to demonstrate the efficacy of the proposed method and to validate the claim we have made in the previous sections. We compare our results with the state-ofthe-art, including ML-KNN and IBLR-ML, of which the implementations are provided by their original authors. Our algorithm can be efficiently implemented using the sparse learning package l1 ls 1 or SLEP [14] .
Measurement
Unlike traditional loss function of single label classification, special criterion should be considered while evaluating the performance of multilabel task. Here we utilize the measurements that provided in [3] .
-Hamming Loss:
The operator ⊕ in Hamming Loss means symmetric difference which measures the number of labels that we have misclassified during the test phase. In One Error, function · takes 1 if the parameter it takes holds true and the whole statistic calculates the times the label we classified with most confidence is actually incorrect. Coverage measures how far we need to go down the label list to cover all the positive label and Ranking Loss provides the average fraction of pairs that are not correctly ordered. Similar to the concept of precision in Information Retrieval, Average Precision gives the mean precision on every label. 
Data Sets
Four data sets 1 : genbase, medical, enron and bibtex are chosen for our experiments. Data set genbase is derived from the task of protein classification [15] , where each protein can associate with at most 27 labels. The data set contain 662 instances of 1185 dimensions. 978 instances of dimension 1449 each with 45 labels are contained in the data set of medical. It comes from the international challenge of classifying clinical free text using natural language processing, which aims to create and train computational intelligence algorithms that automate the assignment of ICD-9-CM codes to clinical free text. Data set enron is derived from the UC Berkeley Enron Email Analysis Project and contains Email data from about 150 users, mostly senior management of Enron. After processing, the current data set is comprised of 1702 instances with the dimension of 1001 and 53 labels are involved. The last data set we use is relative large. bibtex was used to solve the automated tag suggestion problem [16] , containing 7395 instances of 1836 dimension with 159 labels. An overview of all the data is provided in Table 1 .
Parameter Setting
As pointed in the previous section, K Nearest Neighbors are involved in both algorithms of ML-KNN and IBLR-ML. In their experiments, the size of the neighborhood is fixed at 10 by which positive results have been achieved. We also use this value in our experiments for fairness. The regularizer λ in algorithm AN should also be carefully chosen. Although various methods have been proposed to deal with this issue, there is currently no reliable way to get the optimal value. Cross validation can be adopted for better performance, however, that would be time-consuming. Therefore we simply fix λ at 1.0 in all our experiments. Actually it will be shown in our experiments that a small change in λ does not affect the performance much. 
Experimental Results and Analysis
First, we test the stability of our AN algorithm to the parameter setting of λ by assigning different values of λ in a relative large range on the data sets of genbase, as shown in Figure 2 . We can see that the a small value of λ tents to give better performance. This can be explained that, as λ increases, the optimization will exert more penalty on the sparsity of the w. A very large λ would typically result in very few number(e.g. only 1) of neighbors which are chosen for further classification, which yields a bad classification results. However, it can also be recognized that, for small value of λ, its small change does not affect the performance much. Secondly, we compare our AN algorithm with the ML-KNN and IBLR-ML on the aforementioned measurements. The ↓ beside each measurement means that smaller value yields better performance while ↑ represents the opposite. Table 2 shows the testing results on genbase, from which we can see that AN algorithm dramatically outperforms the other methods in all statistic except for Ranking Loss, on which IBLR-ML achieves the best result. Similarly, Table 3 to Table 5 give the effectiveness of the three algorithms on data sets medical, enron, bibtex respectively. From the experimental results we can see that IBLR-ML outperforms ML-KNN in data set genbase while the opposite results are achieved in data sets medical and enron and none is guaranteed better than the other. However, although AN does not posses the best results in all statistics, it still can be recognized that AN dominates the experimental results and outperforms the other two. 
Conclusion and Future Work
In this paper, we propose an Adaptive Neighborhood algorithm for multilabel classification. We construct an adaptive neighborhood by an optimization procedure similar to sparse representation but with more interpretability of relation between neighborhood. Based on this automatically-formed neighborhood, classification can be easily carried out. Experiments show our algorithm outperforms the state-of-the-art. Some issues of this framework should still be ameliorated in the following points which will be our future work:
-The quadratic programming behind the algorithm is time consuming. Solving the optimization more efficiently can be helpful. -How to take the labels' correlations into account explicitly under the AN framework is another issue. -Exploring other ways to classification under AN other than our current weighted sum method is desirable.
