ABSTRACT
INTRODUCTION

29
In seeking the most effective ways to minimize the traffic congestion and disaster threat over an 30 urban or regional evacuation network, many models aim at optimizing system performance by 31 diversely routing evacuees to evade traffic bottlenecks, controlling their departure times to avoid 32 jam creation, or manipulating network configurations to increase throughout capacity . Among 33 optimization-oriented evacuation planning models, those based on physical network 34 reconfigurations are typically formulated as optimal network design or redesign problems. Here, 35 redesign means that most evacuation-network design problems involve only short-term, tactical-36 level (or operational-level) network reconfigurations based on existing network capacity and 37 topology, rather than strategic, permanent alterations to network infrastructure. 
24
EVACUATION NETWORK OPTIMIZATION WITH LANE REVERSAL AND
25
CROSSING ELIMINATION
26
Evacuation planning with lane reversal and crossing elimination has been formulated as a lane-27 based network design problem (see 7-11). These two lane-based capacity-and connectivity- devices, intersection capacity for permitted traffic movements is significantly augmented.
17
A few benefits from implementing the crossing elimination strategy are evident. First,
18
evacuation planners seek to increase throughout capacity at intersections for outbound directions. Under the network reduction or Lagrangian relaxation framework, the added computational task 40 is to evaluate the penalty term. The value of the penalty term will be used to guide the solution 41 search process to converge to the optimal solution of the original network design problem. The value of the penalty term for each intersection, i.e., number of crossing points at an intersection, 1 however, is not fully determined by the network flow pattern obtained from the standard network.
2
In fact, the representation of an intersection as a node in the standard network merely treats the 3 intersection as a "black box". One way to evaluate the penalty term is to determine the minimum 4 number of traffic crossing points given the intersection's incoming and outgoing flows. In the 5 intersection subnetwork, if we look at each incoming flow from an "origin" node and each 6 outgoing flow to a "destination" node, this problem can be defined as an intersection O-D flow 7 optimization problem as follows.
8
AN INTERSECTION O-D FLOW OPTIMIZATION PROBLEM
9
For a four-leg intersection, the intersection O-D flow optimization problem may be briefly 10 described as follows: given all the inbound traffic flow rates (from origin nodes) and outbound either a traffic supply point (i.e., origin node) or a traffic demand point (i.e., destination node).
17
In Figure 3 , nodes 1, 3, 5 and 7 are origin nodes and nodes 2, 4, 6 and 8 are destination nodes.
18
Each arc connecting an origin node and a destination node represents a feasible traffic movement. where
In the above mixed linear integer programming model, there are two sets of decision variables, perhaps not necessary) condition to the conclusion.
21
The first setting is that the underlying traffic assignment algorithm used for generating the traffic Akamatsu's algorithm (26) for logit-based stochastic user equilibrium networks, and so on. In 
27
Despite the added complexity from our intersection subnetwork optimization problem, its solution to its neighborhood is globally optimal. A common way to carry out this investigation 27 is convex analysis.
28
We rewrite the formulated mixed linear integer programming problem into an alternative are any two feasible solutions and 0 < < 1. It is easy to know that both and can be 7 expressed as the sum of the following terms, respectively: is a stepwise concave function).
3
Given that the feasible region is a convex set but the objective function is a concave function, we 4 cannot in general guarantee the global optimality of a local optimum. However, for the defined 5 intersection subnetwork optimization problem with its special structure, we can show that no 6 local optimum can be actually held by a simplex-based procedure.
7
Lemma 2. If a basic feasible solution to the defined intersection subnetwork optimization 8 problem is a local optimal solution to its neighborhood, it is also a global optimal solution. none of the feasible regions presented above includes such a case. Therefore, a local optimal 24 solution will not be blocked from other optimal solutions by simplex-based pivot moves and it is 25 actually a global optimal solution. ∎
26
The conclusion given above assures the global optimality of a simplex-based search; it, however,
27
does not guarantee the optimality uniqueness. In fact, it is possible to have multiple optimal 28 solutions to the defined intersection subnetwork optimization problem, in which some solutions 29 are basic feasible solutions and others are not. But we know that at least one of the optimal 30 solutions is a basic feasible solution.
31
Now we have all the required theoretical elements to guarantee the correctness of the proposed 32 algorithm. The algorithmic procedure of the resulting simplex-based pivot-move method can be 33 sketched as follows:
34
Step 1. Obtain a starting basic feasible solution as the current solution and compute its objective Step 2. Conduct all the candidate pivot moves by entering each nonbasic variable into the basis 1 and compute the updated objective function value with each candidate move. Choose the best 2 move with the lowest objective function value ′;
3
Step 3. Compare the objective function value with the best move, ′, and the current objective 4 function value, * . If ′ ≥ * , stop the iteration and we have the optimal solution * at hand; if 5 ′ < * , implement the best move to obtain the updated basic feasible solution and assign 6 * = ′, and then go to step 2.
7
NUMERICAL EXAMPLES
8
For the illustration purpose, we present a couple of numerical examples of the algorithm 9 application in this section.
10
The first example problem with its network and tableau representations is given in Figure 6 (a).
11
The initial basic feasible solution derived by the northwest corner rule is shown in Figure 6( of which is 3. This updated solution is illustrated in Figure 6 solution cannot be improved by a single pivot move, we can conclude that it is the optimal 23 solution to the problem.
24
The second example is a copy of the first one except that the values of 2 and 4 are swapped.
25
The initial solution obtained by applying the northwest corner rule is shown in Figure 7( 
