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LARGE VIOLATION OF BELL INEQUALITIES WITH LOW
ENTANGLEMENT
M. JUNGE AND C. PALAZUELOS
Abstract. In this paper we obtain violations of general bipartite Bell inequalities of
order
√
n
logn with n inputs, n outputs and n-dimensional Hilbert spaces. Moreover, we
construct explicitly, up to a random choice of signs, all the elements involved in such
violations: the coefficients of the Bell inequalities, POVMs measurements and quantum
states. Analyzing this construction we find that, even though entanglement is necessary
to obtain violation of Bell inequalities, the Entropy of entanglement of the underlying
state is essentially irrelevant in obtaining large violation. We also indicate why the
maximally entangled state is a rather poor candidate in producing large violations with
arbitrary coefficients. However, we also show that for Bell inequalities with positive
coefficients (in particular, games) the maximally entangled state achieves the largest
violation up to a logarithmic factor.
1. Introduction and main results
The study of quantum nonlocality dates back to the famous work of Einstein, Podolsky
and Rosen (EPR) in 1935. They presented an argument which questioned the validity of
quantum mechanics as a complete theory of Nature ([28]). However, it took almost 30
years to understand that the apparently dilemma presented in [28] could be formulated
in terms of assumptions which naturally lead to a refutable prediction ([75]). Bell showed
that the assumption of a local hidden variable model implies some inequalities on the set
of probabilities, since then called Bell inequalities, which are violated by certain quantum
probabilities produced with an entangled state ([6]). For a long time after this, entangle-
ment and violation of Bell inequalities were thought to be parts of the same concept. This
changed in the late 1980s with a number of surprising results (see [74], [64], [29]) which
showed that, although entanglement is necessary for the violation of Bell inequalities, the
converse is not true. On the other hand, up to our knowledge, violation of Bell inequalities
is the only way to detect entanglement experimentally without additional hypothesis on
the experiment.
Nowadays, Bell inequalities is a fundamental subject in Quantum Information Theory
(QIT). Apart from the theoretical interest, Bell inequalities have found applications in
many areas of QIT: quantum cryptography, where it opens the possibility of getting
unconditionally secure quantum key distribution ([1, 4, 51, 50]), complexity theory, where
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it enriches the theory of multipartite interactive proof systems ([7, 19, 18, 32, 24, 41, 39]),
communication complexity (see the recent review [15]); Estimates for the dimension of
the underlying Hilbert space ([11, 13, 57, 71, 73]), entangled games ([41, 40]), etc.
Bell inequalities and their connection to quantum entanglement have remained quite
mysterious despite the recent research on this topic. In the few last years, the application
of techniques from different areas of mathematics has started to clarify the situation. This
includes the previous works of the authors, which are based on operator space techniques.
Indeed, in the consecutive works [35] and [57], the authors have shown the operator
space theory as a natural framework for the study of Bell inequalities (see also [36]).
Using this connection the authors proved in [35] the existence of unbounded violations
of tripartite correlation Bell inequalities, answering an old question stated by Tsirelson
([70]). Moreover, in [57] the authors used operator spaces techniques to get unbounded
violations of general bipartite Bell inequalities.
In the present paper we improve the main results of [57]. In fact, we obtain violations
of general bipartite Bell inequalities of order
√
n
logn
with N = n inputs, K = n outputs
and d = n-dimensional Hilbert spaces. We also provide upper bounds for general Bell
inequalities of order O(N), O(K) and O(d). In addition of being almost optimal in all
the parameters of the problem (
√
n instead of n) our estimates are also very concrete.
Indeed, we construct explicitly, up to a random choice of signs, all the elements involved
in the violation. That is, the coefficients of the Bell inequalities, the quantum state
and the POVM’s. We hope these constructions can be used for further applications.
Moreover, we connect our estimates with the entropy of entanglement of the underlying
pure states. To our own surprise, violation and entropy of entanglement appear to be
almost independent. Also, the maximally entangled state is only of very limited use in
producing violation. Moreover, we show that this limitation is not longer true when
considering Bell inequalities with positive coefficients (in particular, games), where the
maximal entangled state always gives the largest violation up to a logarithmic factor.
Let us now state the results more explicitly. A standard scenario to study quantum
nonlocality consists on two spatially separated and non communicating parties, usually
called Alice and Bob. Each of them can choose among different observables, labelled by
x = 1, · · · , N in the case of Alice and y = 1, · · · , N in the case of Bob. The possible
outcomes of this measurements are labelled by a = 1, · · · , K in the case of Alice and
b = 1, · · · , K in the case of Bob. Following the standard notation, we will refer the
observables x and y as inputs and call a and b outputs. We are considering the same
number of inputs (resp. outputs) for Alice and Bob just for simplicity. For fixed x, y,
we will consider the probability distribution (P (a, b|x, y))Ka,b=1 of positive real number
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satisfying
K∑
a,b=1
P (ab|xy) = 1
for all x, y. The collection P = (P (a, b|x, y))N,Kx,y;a,b=1 are called probability distributions.
Figure 1. {P (a, b|x, y)}a,b,x,y is the probability distribution of the mea-
surement outcomes a, b, when Alice and Bob choose the observables labeled
by x and y respectively.
Given a probability distribution P = (P (a, b|x, y))N,Kx,y;a,b=1, we will say that P is
a) Non-signalling if
K∑
a=1
P (a, b|x, y) = P (b|y) is independent of x,
K∑
b=1
P (a, b|x, y) = P (a|x) is independent of y.
This condition means that Alice choice of inputs does not affect Bob’s marginal
probability distribution and viceversa. This is physically motivated by the prin-
ciple of Einstein locality which implies non-signalling if we assume that Alice and
Bob are space-like separated. We denote the set of non-signalling probability
distributions by C.
We must point out that the elements in C were initially called behaviors (see
[70]). However, following the more recent literature (see [22] and [35]), we will not
use that terminology.
b) LHV (Local Hidden Variable) if
P (a, b|x, y) =
∫
Ω
Pω(a|x)Qω(b|y)dP(ω)
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for every x, y, a, b, where (Ω,Σ,P) is a probability space, Pω(a|x) ≥ 0 for all a, x, ω,∑
a Pω(a|x) = 1 for all x, ω and the analogous conditions for Qω(b|y). We denote
the set of LHV probability distributions by L.
c) Quantum if there exist two Hilbert spaces H1, H2 such that
P (a, b|x, y) = tr(Eax ⊗ F byρ)
for every x, y, a, b, where ρ ∈ B(H1 ⊗ H2) is a density operator and (Eax)x,a ⊂
B(H1), (F
b
y )y,b ⊂ B(H2) are two sets of operators representing POVM measure-
ments on Alice and Bob systems. That is, Eax ≥ 0 for every x, a,
∑
aE
a
x = id for
every x, F by ≥ 0 for every y, b and
∑
b F
b
y = id for every y. We denote the set of
quantum probability distributions by Q.
It is well known (see [70]) that L  Q  C ⊂ RN2K2 .
We want to understand the “distance between L and Q” quantitatively. Following [35],
we define the largest Bell violation that a given P ∈ C may attain as
ν(P ) = sup
M
|〈M,P 〉|
supP ′∈L |〈M,P ′〉|
,
where M = {Ma,bx,y}N,Kx,y=1,a,b=1 is the Bell inequality acting on P by duality in the natural
way: 〈M,P 〉 = ∑N,Kx,y;a,b=1Ma,bx,yP (a, b|x, y).
Thus, in order to measure how far the elements in Q can be from L, we are interested
in computing the maximal possible Bell violation
(1.1) sup
P∈Q
ν(P ).
Beyond the theoretical interest of supP∈Q ν(P ) as a measure of nonlocality, this term
turns out to be a useful measure regarding the applications in different contexts. Indeed,
in [36] (see also [35], [22]) the authors showed its immediate application to dimension
witness, communication complexity or entangled games. Moreover, this term can be used
to measure nonlocality in the presence of noise or/and detector inefficiencies. This is the
key point in the search of a loophole free Bell test (see [36], [35] for details). The main
result of this paper can be stated as follows:
Theorem 1.1. For every n ∈ N there exists a quantum probability distribution P with n
inputs, n outputs and Hilbert spaces of dimension n such that
ν(P ) 
√
n
log n
.
Here, we use  to denote inequality up to a universal constant independent of n ∈ N.
The first unbounded violation of Bell inequalities dates back to the Raz parallel repe-
tition theorem ([66]). Indeed, applying this result to the repetition of the magic square
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game (or any pseudo-telepathy game ([9])), one can deduce the existence of an x > 0 such
that for every n we have quantum probability distributions P with n inputs, n outputs
and dimension n such that ν(P )  nx. However, regarding the sharpest estimates on
the parallel repetition theorem ([30], [65], [67]), the best known value for the previous x
doesn’t seem to be much better that 10−5. In [41] the authors made a great improve-
ment of the previous results. Via a highly non trivial construction of Khot and Visnoi in
the context of Complexity Theory ([43]), the main result in [41] shows the existence of
a quantum probability distribution P with n outputs and 2
n
n
inputs, which verifies that
ν(P )  n 154 1. The prize in that estimate is a large number of inputs and no control in
terms of the dimension of the underlying Hilbert space. In the recent paper [35], the au-
thors showed the existence of a quantum probability P constructed with [2
log2 n
2 ]n inputs,
n outputs and Hilbert spaces dimension n which verifies ν(P ) 
√
n
log2 n
. This result highly
improved the previous ones, almost closing the gap to the known upper bounds in the
number of outputs and in the dimension of the Hilbert spaces. Finally, in the very recent
work [16] the authors improved the previous estimate obtaining a quantum probability
distribution P verifying ν(P ) 
√
n
logn
with 2n inputs, n outputs and n dimensional Hilbert
spaces. As before these results required a large number of inputs.
Therefore, Theorem 1.1 significantly improves the previously known results about un-
bounded violations of Bell inequalities. It almost closes the gap to the known upper
bounds (see Section 6) in all the involved parameters of the problem. Although the proof
of the result relies on some probabilistic estimates, all the ingredients are constructed
explicitly. Indeed, we consider a fixed number of ±1 signs kx,a with x, a, k = 1, · · · , n. For
a constant K we define
a) Bell inequality coefficients :
M˜a,bx,y =

1
n2
∑n
k=1 
k
x,a
k
y,b x, y, a, b = 1, · · · , n
0 a = n+ 1, and x, y, b = 1, ..., n.
0 b = n+ 1, and x, y, a = 1, ..., n .
b) POVMs measurements : {Eax}n,n+1x,a=1 in Mn+1 as
Eax =

1
nK

1 1x,a · · · nx,a
1x,a 1 · · · 1x,anx,a
...
...
...
...
nx,a 
n
x,a
1
x,a · · · 1
 for a = 1, · · · , n ,
1−∑na=1Eax for a = n+ 1
for x = 1, · · · , n.
1Actually, one can obtain n
1
24 up to terms of lower order via a claim in ([17], pag. 3).
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c) States : Let (αi)
n+1
i=1 be a decreasing and positive sequence and
|ϕα〉 =
n+1∑
i=1
αi|ii〉.
Theorem 1.2. There exist universal constants C and K such that for every natural
number n there exists a choice of signs {kx,a}nx,a,k=1 verifying that {Eax}n,n+1x,a=1 define POVMs
measurements,
(1.2) sup
{
|
n,n+1∑
x,y;a,b=1
M˜a,bx,yP (a, b|x, y)| : P ∈ L
}
≤ C log n
and
(1.3)
n,n+1∑
x,y;a,b=1
M˜a,bx,y〈ϕα|Eax ⊗ Eby|ϕα〉 ≥
2
K2
α1
n+1∑
i=2
αi.
Moreover, the probability of the elements (choices of signs) verifying this tends to 1 expo-
nentially fast as n→∞.
This explicit construction allows us to study the connection between two concepts, vio-
lation of Bell inequalities and quantum entanglement, which are at the heart of Quantum
Information Theory. Indeed, for bipartite pure states there exists a universal measure of
entanglement, the so called entropy of entanglement :
E(|ψ〉) = S((|ψ〉〈ψ|)A),
where S denotes the usual von Neumann entropy (see [25]). It is easy to see that E(|ψ〉) ≥
0 for every state |ψ〉 and that the maximally entangled state in dimension n is
|ψn〉 = 1√
n
n∑
i=1
|ii〉,
verifying E(|ψn〉) = log2(n). For a given bipartite pure state |ϕ〉 in dimension n and δ > 0,
we will say that |ϕ〉 is δ-maximally entangled (resp. δ- non entangled) if log2(n)−E(|ϕ〉) <
δ (resp. E(|ϕ〉) < δ). As a consequence of Theorem 1.2 we have:
Corollary 1.3. For any δ > 0 we can find a δ-maximally entangled state (resp. δ- non
entangled state) |ψδ〉 in a high enough dimension n, a Bell inequality (Ma,bx,y)nx,y,a,b=1 and
POVMs measurement {Eax}nx,a=1 such that
|〈M,Q|ψδ〉〉|
supP∈L |〈M,P 〉|

√
n
(log n)2
,
where Q|ψδ〉(a, b|x, y) = 〈ψδ|Eax ⊗ Eby|ψδ〉 for every x, y, a, b = 1, · · · , n.
The previous corollary shows that even though quantum entanglement is needed to
obtain violation of Bell inequalities, the amount of entanglement is essentially irrelevant
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for large violation. Indeed, we can find states with entropy of entanglement close to either
0 or log2(n+ 1) and this only decreases violation by a logarithmic factor.
It is interesting to note that the previous construction doesn’t say anything about the
extremal cases: entanglement 0 (which is trivial) and maximal entanglement. This leads
us to the following result:
Theorem 1.4. There exist a Bell inequalities M˜ with 2n
2
inputs and n + 1 outputs and
POVMs {E˜ax}2
n2 ,n+1
x,a=1 acting on `
n+1
2 with the following properties:
a) M˜ and {E˜ax}2
n2 ,n+1
x,a=1 verify equations (1.2) and (1.3) in Theorem 1.2 for every state
|ϕα〉 =
∑n+1
i=1 αi|ii〉.
b) sup{|〈M˜,Qmax〉|}  1, where this sup runs over all quantum probability distribu-
tions Qmax constructed with the maximally entangled state in any dimension.
In particular, Theorem 1.4 shows the existence of quantum probability distributions P
which can not be written as a quantum probability distribution by using the maximally
entangled state, even when the dimension of the Hilbert spaces is not restricted (note
the difference with the case of quantum correlations matrices, [70]). However, we will
show that every n dimensional diagonal state can be written, up to a
√
log n factor, as
a superposition of maximally entangled states in the same dimension. A very interesting
consequence of this superposition result, is that Theorem 1.4 is not longer true if we
restrict to Bell inequalities with positive coefficients (in particular, games), because in
that case the maximal entangled state always gives the largest violation up to a log factor
in the dimension of the Hilbert space (see Theorem 5.7).
The paper is organized as follows. Section 2 is devoted to introduce the basic tools.
In the first part we will give a brief introduction to operator space theory. In the second
part of this section we will summarize the connections between operator spaces and Bell
inequalities from [35]. Furthermore, we will explain some new connections which will be
used in this work. In Section 3 we will prove Theorem 1.1. However, we will first give a
direct less explicit proof. This proof serves as a guideline for the strategy used throughout
the paper. In the last part of the section, we will discuss the optimality of our result. In
Section 4 we will present the proof of Theorem 1.2 and we will investigate the connection
between the amount of violation and the entropy of entanglement of our states leading to
Corollary 1.3. In section 5 we study the maximally entangled state. In the first part of
the section we will prove Theorem 1.4. Motivated by this result, we will clarify the role of
the maximally entangled state in the context of violation of Bell inequalities. In Section
6 we will discuss the geometric meaning of violation of Bell inequalities. We will show
that the “distance” introduced in equation (1.1) and its dual version LV (see Equation
(2.5)) are not only the right ones regarding the applications of violation of Bell inequalities
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to different contexts of QIT, but they are also the natural ones from a geometric point
of view. As a consequence of the results developed in this section we will obtain upper
bounds for the largest violation of Bell inequalities. Finally, in Section 7 we will study
the role of the γ∗2 tensor norm in the context of violation of Bell inequalities. The main
motivation is the study of this norm as a relaxation of the problem of computing the
classical and the quantum value of Bell inequalities. Actually, we will show that this
relaxation is related to some well known SDP relaxations already used in the study of
some problems of Complexity Theory. Throughout the section, we will give some optimal
results for this norm.
2. Basic tools
2.1. Operator spaces. We will recall some basic facts from operator spaces theory. We
recommend [27] and [58] for further information and more detailed definitions. We will
denote by Mn (resp Mm,n) the space of complex n× n (resp m× n) matrices.
The theory of operator spaces came to life through the work of Effros and Ruan in the
80’s (see [27, 58]). They provided an axiomatic characterization of closed subspaces of
B(H), the space of bounded linear operators on a Hilbert space, where the objects are
Banach spaces E combined with a tail of matrix norms on Mn(E) attached to it. More
formally, an operator space is a complex vector space E and a sequence of norms ‖ · ‖n in
the space of E-valued matrices Mn(E) = Mn ⊗ E, verifying Ruan’s axioms
(1) For every n,m ∈ N, x ∈Mm(E), a ∈Mn,m and b ∈Mm,n we have that
‖axb‖n ≤ ‖a‖‖x‖m‖b‖ .
(2) For every n,m ∈ N, x ∈Mn(E), y ∈Mm(E), we have that∥∥∥∥∥
(
x 0
0 y
)∥∥∥∥∥
n+m
= max{‖x‖n, ‖y‖m} .
In particular, every C∗-algebra A has a natural operator space structure induced by a
faithful embedding j : A ↪→ B(H). Indeed, it is enough to consider the sequence of norms
on Mn ⊗A defined by the embedding id ⊗ j : Mn ⊗A ↪→ Mn ⊗ B(H) = B(`n2 ⊗H). In
particular, `k∞ has a natural operator space structure. Let us describe this explicitly. We
embed `k∞ as diagonal maps in Mk. Let x =
∑
iAi ⊗ ei ∈ Mn(`k∞) = Mn ⊗ `k∞. Then we
have
(2.1) ‖x‖n =
∥∥∥∥∥∑
i
Ai ⊗ |i〉〈i|
∥∥∥∥∥
Mnk
= max
i
‖Ai‖Mn .
The category of Banach spaces and the category of operator spaces essentially deal with
the same objects, closed subspaces of B(H), but they differ through their morphisms. The
morphisms in the category of operator spaces are those which allow a uniform control of
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all matrix norms, so called completely bounded maps. A linear map u : E −→ F between
operator spaces is called completely bounded if all the amplifications un = idn⊗u :
Mn ⊗ E = Mn(E) −→ Mn ⊗ F = Mn(F ) remain uniformly bounded. The cb-norm of u
is then defined as ‖u‖cb = supn ‖un‖. We will call CB(E,F ) the resulting normed space.
It has a natural operator space structure given by Mn(CB(E,F )) = CB(E,Mn(F )). We
can analogously define the notion of a complete isomorphism/isometry (see [27, 58]).
The minimal tensor product of two operator spaces E ⊂ B(H) and F ⊂ B(K) is defined
as the operator space E ⊗min F with the structure inherited from the induced embedding
E⊗F ⊂ B(H⊗K). In particular, Mn(E) = Mn⊗minE holds for every operator space E.
The tensor norm min in the category of operator spaces will play the role of the so called
 norm in the classical theory of tensor norms in Banach spaces [23]. In particular min is
injective, in the sense that if E ⊂ X and F ⊂ Y completely isometric (isomorphic), then
E ⊗min F ⊂ X ⊗min Y holds completely isometrically (isomorphically). The analogue of
the largest tensor norm pi for Banach spaces in operator spaces theory is given by the
operator space projective norm ∧. The norm is defined as
‖u‖Mn(E⊗∧F ) = inf{‖α‖Mn,lm‖x‖Ml(E)‖y‖Mm(F )‖β‖Mlm,n : u = α(x⊗ y)β} ,
where u = α(x⊗ y)β means the matrix product
u =
∑
rsijpq
αr,ipβjq,s|r〉〈s| ⊗ xij ⊗ ypq ∈Mn ⊗ E ⊗ F.
Both tensor norms, ∧ and min, are associative and commutative and they share the
duality relations given by pi and . This means that for finite dimensional operator spaces
we have the natural completely isometric identifications
(2.2) (E ⊗∧ F )∗ = CB2(E,F ;C) = CB(E,F ∗) = E∗ ⊗min F ∗ .
Here the matrix norms of the dual operator space E∗ of an operator space E are given
by Mn(E
∗) = CB(E,Mn).
A Banach space X carries many different operator space structures. This means that
there are different isometric inclusions in B(H) with different tail of matrix norms. Fun-
damental examples are the row and column structures, defined on a Hilbert space `n2 . For
the row operator spaces Rn, we embed `
n
2 into Mn as a row
Rn = {
∑
k
αk|0〉〈k| : αk ∈ C}
and similarly we define the column operator space Cn via
Cn = {
∑
k
αk|k〉〈0| : αk ∈ C} .
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It can be seen that
‖
∑
i
Ai ⊗ ei‖Mm⊗minRn = ‖
∑
i
AiA
†
i‖
1
2 and ‖
∑
i
Ai ⊗ ei‖Mm⊗minCn = ‖
∑
i
A†iAi‖
1
2 .
We may also need the intersection of two operator spaces. Assume that X and Y are
injectively embedded in larger topological vector space V . Then we may define the norm
on Mn(X ∩ Y ) = Mn(X) ∩Mn(Y ) by
‖(xij)‖Mn(X∩Y ) = max{‖(xij)‖Mn(X), ‖(xij)‖Mn(Y )} .
It is easy to see that this definition satisfies Ruan axioms, and moreover for X ⊂ B(H),
Y ⊂ B(K)
X ∩ Y ⊂ X ⊕ Y ⊂ B(H)⊕B(K) ⊂ B(H ⊕K),
where the last inclusion is given by diagonal operators, and the first inclusion by iden-
tifying elements which are considered equal in the ambient space V . Specifically, if we
consider Rn ∩ Cn, we obtain a new operator space structure on `n2 , described by
‖
∑
i
Ai ⊗ ei‖Mm⊗minRn∩Cn = max{‖
∑
i
AiA
†
i‖
1
2 , ‖
∑
i
A†iAi‖
1
2}.
In this work we will also use Pisier’s operator space OH as a technical tool. We refer
to its definition as complex interpolation space OH = (R,C) 1
2
and further properties to
[58, Chapter 7] and [62].
The operator space `n1 carries a natural operator space structure as the dual of `
n
∞, i.e.
`n1 = (`
n
∞)
∗. Note that for any operator space X the natural operator space structure on
`1(X) ⊂ (c0 ⊗min X∗)∗ is given by the norm closure of `1 ⊗ X. We will write `n1 (X) for
the space given by n-tuples of elements in X and observe that by definition
(`n∞ ⊗min X)∗ = (`n∞(X))∗ = `n1 (X∗) = `n1 ⊗∧ X∗ holds completely isometrically.
Let E0 and E1 be two operator spaces so that (E0, E1) is a compatible couple of Banach
spaces. This means that E0 and E1 are injectively embedded in a topological vector space
V . On the complex interpolation space Eθ = (E0, E1)θ we have a natural operator space
structure given by the formula
Mn(Eθ) = (Mn(E0),Mn(E1))θ .
This turns Eθ into an operator spaces (see [58], Chapter 2). As an application we observe
that
`n2 (`∞) = (`
n
1 (`∞), `
n
∞(`∞)) 1
2
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carries a natural operator spaces structure. Using standard interpolation theory (a clever
application of the three line lemma), this implies
‖id : `n∞(`∞)→ `n2 (`∞)‖cb =
√
n and ‖ id : `n2 (`∞)→ `n1 (`∞)‖cb =
√
n.(2.3)
2.2. Connections to the physical problem. As it was shown in [35], we understand
a Bell inequality (or more precisely the coefficients of a potential Bell inequality) as an
element
M =
N,K∑
x,y;a,b=1
Ma,bx,y(ex ⊗ ea)⊗ (ey ⊗ eb) ∈ `N1 (`K∞)⊗ `N1 (`K∞).
Looking at violations, we study the rate
(2.4) viol(M) =
‖M‖min
‖M‖ .
Let us recall the following result.
Theorem 2.1. [35, Corollary 4 + Lemma 1]
Given an element M =
∑N,K
x,y;a,b=1 M
a,b
x,y(ex⊗ ea)⊗ (ey⊗ eb) ∈ `N1 (`K∞)⊗ `N1 (`K∞) such that
‖M‖min
‖M‖ ≥ C, we can define a Bell inequality Mˆ with N inputs and K + 1 outputs (just
completing with zeros) and verifying
(2.5) LV (Mˆ) = sup
Q∈Q
|〈Mˆ,Q〉|
supP∈L |〈Mˆ, P 〉|
 C
16
.
Furthermore, if the Hilbert space dimension required in Equation (2.4) is n, Equation
(2.5) can be obtained with a Hilbert space dimension lower or equal than 2n.
Remark 2.1. The reader should note that the meaning of LV (M) here is different to
the one in [35]. In the previous work, we used LV (M) to denote the large violation of M
over incomplete probability distributions (see [35, Definition 1]). Here LV (M) represents
the violation of M over the (complete) probability distributions. We will not deal with
the incomplete probabilities here.
In this paper we will also consider the problem of studying violation for a fixed state.
This motivates the following definition
Definition 2.1. Let k be a natural number and let ρ be a state acting on `k2⊗2 `k2. Given
a Bell inequality M = (Ma,bx,y)
N,K
x,y;a,b=1, we define the largest violation of M over ρ as
(2.6) LVρ(M) = sup
Q∈Qρ
|〈M,Q〉|
supP∈L |〈M,P 〉|
,
where Qρ = {(tr(Eax ⊗ F byρ)N,Kx,y;a,b=1 : {Eax}N,Kx,a=1, {F by}N,Ky,b=1 POVM’s }.
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We will be mainly interested in the particular case where our state is the maximal
entangled state ρ = |ψk〉〈ψk|, where |ψk〉 = 1√k
∑k
i=1 |ii〉. We will abuse the notation
by writing LV|ψ〉(M) instead of LV|ψ〉〈ψ|(M) for any pure state. Furthermore, we will be
interested in identifying Bell inequalities where the dimension free version
(2.7) LV|ψ〉(M) = sup
k
LV|ψk〉(M)
remains bounded. In fact similar objects have been studied in operator space theory (see
[38]). Given two operator spaces X and Y and a ∈ X ⊗ Y , we may define a modified
min-norm
‖a‖ψ−min = sup{〈ψk|(u⊗ v)(a)|ψk〉},
where the sup runs over all k ∈ N and all completely contractions u : X → Mk and
v : Y → Mk. The following connection between this modified min norm and violation
follows easily from the fact that for every POVM {Eax}N,Kx,a=1 in Mk, the application u :
`N1 (`
K
∞) → Mk given by u(ex ⊗ ea) = Eax for every x, a, is a completely contraction (see
[35, Section 8]).
Lemma 2.2. Given an element M =
∑N,K
x,y;a,b=1M
a,b
x,y(ex⊗ea)⊗(ey⊗eb) ∈ `N1 (`K∞)⊗`N1 (`K∞),
such that ‖M‖ψ−min ≤ C, then
sup
k
sup
Q|ψk〉
|〈M,Q〉| ≤ C.
The following lemma will be very useful in Section 5.
Lemma 2.3. For every a ∈ (Rn ∩ Cn)⊗ (Rn ∩ Cn) we have ‖a‖ψ−min ≤ 4‖a‖.
Proof. First of all note that it is enough to consider a = id =
∑n
i=1 ei⊗ei. Indeed, for every
a we can consider the Hilbert Schmidt decomposition and write a =
∑n
i=1 αiei⊗U(ei) for
some unitary operator U : `n2 → `n2 and coefficients (αi)ni=1 verifying |αi| ≤ ‖a‖ for every
i = 1, · · · , n. But it is easy to see that we can consider the coefficients and the unitary
operator as a part of the completely contractions in the definition of ‖a‖|ψ〉.
Let u : Rn ∩ Cn → Mk be a complete contraction. According to the Wittstock ex-
tension theorem (due independently to Haagerup, Paulsen and Wittstock see [56]) and
the definition of Rn ∩ Cn ⊂ Rn ⊕ Cn, we can extend u : Rn ∩ Cn → Mk to Rn ⊕ Cn
and find a decomposition u = uc + ur, where uc : Cn → Mk and ur : Rn → Mk are
complete contractions. Therefore it is enough to consider the norm ‖id‖ψ−min of the
four spaces Rn ⊗ψ−min Cn, Rn ⊗ψ−min Rn, Cn ⊗ψ−min Rn, Cn ⊗ψ−min Cn. For this, let
(Xi)
n
i=1, (Yi)
n
i=1 ⊂Mk be operators. Then, we deduce from the Cauchy-Schwartz inequal-
ity that
|〈ψk|
n∑
i=1
Xi ⊗ Yi|ψk〉| = 1
k
|
k∑
r,s=1
n∑
i=1
Xi(r, s)Yi(r, s)|
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≤ |1
k
k∑
r,s=1
n∑
i=1
Xi(r, s)Xi(r, s)| 12 |1
k
k∑
r,s=1
n∑
i=1
Yi(r, s)Yi(r, s)| 12 .
On the other hand, for every (Xi)
n
i=1 ⊂Mk,
tr
k
(
n∑
i=1
XiX
∗
i ) =
tr
k
(
n∑
i=1
X∗iXi) =
tr
k
k∑
r,s=1
n∑
i=1
Xi(r, s)Xi(r, s).
The statement follows from the trivial inequality
|tr
k
(
n∑
i=1
XiX
∗
i )| ≤ min{‖
n∑
i=1
X∗iXi‖, ‖
n∑
i=1
XiX
∗
i ‖} .
Hence for all four possibilities we obtain ‖id‖ψ−min ≤ 1. 
3. Main result
3.1. Proof of the main result. In this section we will present a first proof of Theorem
1.1. The key point of the proof is the construction of a complemented copy of `n2 into
`n1 (`
n
∞) (see Theorem 3.2). This result will be also very useful in Sections 4 and 5. At the
end of this section, we will discuss the optimality of our result and some interesting open
questions.
We refer to Section 4 for more information regarding the constants in Theorem 1.1.
Note that according to Theorem 2.1, Theorem 1.1 follows from the next result.
Theorem 3.1. For every n ∈ N, there exists an element M ∈ `n1 (`n∞)⊗ `n1 (`n∞) such that
‖M‖min
‖M‖ 
√
n
log n
.
Furthermore, this can be achieved with a Hilbert space of dimensions n.
Remark 3.1. Actually, the proof of the previous theorem guarantees that we can get
Theorem 1.1 with a Hilbert space of dimension 2n. However, we will see in Section 4 that
n+ 1 dimensions suffices.
The key point to prove Theorem 3.1 is the following result.
Theorem 3.2. There exist δ ∈ (0, 1
2
) and a universal constant C, such that, for every
n, we have a Hilbert space Hn of dimension δn and applications V : Hn → `n1 (`n∞) and
V ∗ : `n1 (`
n
∞) → Hn such that ‖V ‖ ≤ C
√
log n, ‖V ∗‖ ≤ 1 and V ∗V = idHn. In particular,
there exists a C
√
log n- complemented copy of `δn2 into `
n
1 (`
n
∞).
Remark 3.2. Theorem 3.2 has a very interesting physical interpretation. Recall that
the natural space hosting joint probability distributions (P (a, b|x, y))N,Kx,y;a,b=1 of Alice and
Bob is the tensor product `N∞(`
K
1 )⊗ `N∞(`K1 ). Following this idea different descriptions of
Nature are expressed through different tensor norms on this space. Roughly speaking 
corresponds to a local model of Nature and min to a quantum description (see Subsection
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6.2 for the rigorous formalization of this idea). However, it is conceivable that other models
of nature are associated to other tensor norms (see Section 7 for such an interpretation).
Our complementation result shows that on the subspace constructed in Theorem 3.2 the
norms of the corresponding probabilities can be identified, up to a logarithmic term, by
the α-norm on the Hilbert space tensor product `n2 ⊗α `n2 . In general, tensor norms on
Hilbert spaces are much easier to calculate.
We will recall Chevet’s inequality, which will be frequently used in this paper (see e.g.
[45]). For its formulation, we should recall the notation of the weak-`2 norm which is
defined as
w2((xs)s;X) = sup

(∑
s
|x∗(xs)|2
) 1
2
: x∗ ∈ X∗, ‖x∗‖ ≤ 1

for every sequence (xs)s in a Banach space X.
Theorem 3.3 (Chevet’s inequality). There exists a universal constant b such that for
every Banach spaces E,F and every sequence (gs,t)s,t of independent normalized gaussian
random variables
‖
∑
s,t
gs,txs ⊗ yt‖E⊗εF ≤ bw2((xs)s;E)‖
∑
t
gtyt‖F + bw2((yt)t;F )‖
∑
s
gsxs‖E.
Here b = 1 for real Banach spaces and b = 4 for complex spaces.
To prove Theorem 3.2, we will use the following three lemmas.
Lemma 3.4. [35, Lemma 4] There exits δ ∈ (0, 1/2) with the following property: Given
natural numbers n ≤ m and a family of normalized real gaussian random variables
(gij)
n,m
i,j=1, let G =
∑n,m
i,j=1 gijei ⊗ ej be an operator from `n2 to `m2 . Then, “with highly
probability”2, there exists an operator vn : Hn −→ `n2 such that v∗n 1mG∗Gvn = idHn and
‖vn‖ ≤ 2, where we denote Hn = `[δn]+12 . Here [x] denotes the entire part of real number
x.
Lemma 3.5. Let (gki,j)
n
i,j,k=1 be a family of independent and normalized real gaussian
variables and the map G defined by
G(ek) =
n∑
i,j=1
gki,jei ⊗ ej
for every k = 1, · · · , n. Then, there exists a universal constant C1 > 0 such that
E‖G : `n2 → `n2 (`n∞)‖ ≤ C1
√
n log n.
In particular, E‖G : `n2 → `n1 (`n∞)‖ ≤ C1n
√
log n.
2High probability means here that the probability tends to 1 exponentially fast as m→∞ (see Theorem
4.7 in [60]).
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Proof. Chevet’s inequality implies that
E‖G‖ ≤ w2((ei)i; `n2 ) E‖
n∑
i,j=1
gi,jei ⊗ ej‖`n2 (`n∞) + ω2((ei ⊗ ej)i,j; `n2 (`n∞)) E‖
n∑
i=1
giei‖`n2 .
It is well known that w2((ei)i; `
n
2 ) = 1 and E‖
∑n
i=1 giei‖`n2 ≤
√
n. On the other hand, it
is immediate to check that ω2((ei ⊗ ej)i,j; `n2 (`n∞)) = 1. Then it suffices to show
E‖
n∑
i,j=1
gi,jei ⊗ ej‖`n2 (`n∞) 
√
n log n .
Indeed, using the well-known estimate E‖∑ni=1 giei‖`n∞  √log n (see e.g. [69, Page 15]),
we have
E‖
n∑
i,j=1
gi,jei ⊗ ej‖`n2 (`n∞) ≤
√
nE‖
n∑
i,j=1
gi,jei ⊗ ej‖`n∞(`n∞) 
√
n
√
log n2 .
The second assertion follows from ‖id : `n2 (`n∞)→ `n1 (`n∞)‖ ≤
√
n. 
Lemma 3.6. Let (gki,j)
n
i,j,k=1 be a family of independent and normalized real gaussian
variables and let the application defined by G∗(ei ⊗ ej) =
∑n
k=1 g
k
i,jek for every i, j =
1, · · · , n. Then,
E‖G∗ : `n1 (`n2 )→ `n2‖ ≤ C2
√
n
holds with a universal constant C2. In particular E‖G∗ : `n1 (`n∞)→ `n2‖ ≤ C2n.
Proof. According to Chevet’s inequality, we have
E‖G∗‖ ≤ ω2((ei ⊗ ej)i,j; `n∞(`n2 ))E‖
n∑
i=1
giei‖`n2 + ω2((ei)i; `n2 )E‖
n∑
i,j=1
gi,jei ⊗ ej‖`n∞(`n2 ).
Using the simple estimates mentioned in the proof of the previous Lemma, it is enough
to see that ω2((ei ⊗ ej)i,j; `n∞(`n2 )) ≤ 1 and E‖
∑n
i,j=1 gi,jei ⊗ ej‖`n∞(`n2 ) 
√
n. Indeed, for
the first one just note that ‖id : `n2 (`n2 )→ `n∞(`n2 )‖ ≤ 1. The other inequality
E‖
n∑
i,j=1
gi,jei ⊗ ej‖`n∞(`n2 ) = E‖
n∑
i,j=1
gi,jei ⊗ ej‖`n∞⊗`n2  n
follows easily from a further application of Chevet’s inequality. For the last assertion just
note that ‖id : `n1 (`n∞)→ `n1 (`n2 )‖ ≤
√
n. 
Now we have all the required ingredients for the proof of Theorem 3.2.
Proof of Theorem 3.2. According to Chebyshev’s inequality, we may find a random matrix
(g(ω)ki,j)i,j,k=1 verifying Lemmas 3.4, 3.5 and 3.6 simultaneously with a slight modification
in the constants for the expectation. Then, we define W : `n2 → `n1 (`n∞) and W ∗ : `n1 (`n∞)→
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`n2 respectively, as
W (ek) =
1
n
n∑
i,j=1
g(ω)ki,jei ⊗ ej and W ∗(ei ⊗ ej) =
1
n
n∑
l=1
g(ω)li,jel
for k = 1, ..., n and 1 ≤ i, j ≤ n. According to Lemma 3.5 and Lemma 3.6 we know that
‖W‖  log n and ‖W ∗‖  1. On the other hand, by Lemma 3.4 applied to m = n2,
we obtain a subspace Hn of `
n
2 and an operator vn : Hn → `n2 with ‖vn‖ ≤ 2 such that
v∗n(V
∗V )vn = idHn . Thus, defining V = Wvn and V
∗ = v∗nW
∗, we obtain the assertion. 
In order to work with the operator space minimal tensor norm on `n1 (`
n
∞) ⊗ `n1 (`n∞),
we will have to estimate the cb-norm of V and V ∗. The following lemma allows us to
compute the cb-norm of an operator T : `n1 (`
n
∞)→ R ∩ C.
Lemma 3.7. There exists a universal constant C3 > 0, such that for every measure space
(Ω, µ), for every natural numbers k ∈ N and every operator T : L1(Ω, `k∞)→ `2,
‖T : L1(Ω, `k∞)→ R ∩ C‖cb ≤ C3‖T‖.
Furthermore, C3 = KL is the constant in little Grothendieck theorem.
Proof. By approximation it suffices to prove the assertion for `n1 (`
k
∞) and arbitrary natural
number n. Now, given an operator T : `n1 (`
k
∞)→ `2, it is immediate that ‖T‖ = supi ‖Ti‖
and ‖T‖cb = supi ‖Ti‖cb where Ti is the associated operator Ti : `k∞ → `2 defined by
Ti(ej) = T (ei ⊗ ej) for every j = 1, · · · , k and i = 1, .., n. Now, according to the little
Grothendieck theorem, the 2-summing norm of Ti is bounded by K‖Ti‖, and hence Ti =
uiDσi factors through a diagonal map Dσi(ej) = σi(j)ej (see [61]) with ‖ui‖ ≤ 1 and
‖σi‖2 ≤ K‖Ti‖. Let aj ∈Mk. Then we have
‖
∑
j
|σi(j)|2a∗jaj‖Mk ≤
∑
j
|σi(j)|2 sup
j
‖aj‖2 .
Hence we have ‖Dσi : `n∞ → Cn‖cb ≤ ‖σi‖2. On the other hand, it is well known (see [58])
that ‖u : `n2 → `n2‖ = ‖u : Cn → Cn‖cb for every operator u. Thus, ‖Ti : `n∞ → Cn‖cb ≤
K‖Ti‖ for every i = 1, .., n. The estimate for Rn is similar. The result follows by the
definition of Rn ∩ Cn. 
Remark 3.3. The same proof works if we replace Rn ∩ Cn by OHn.
We prove now Theorem 3.1:
Proof of Theorem 3.1. Let us consider the element
M = (V ⊗ V )(a) ∈ `n1 (`n∞)⊗ `n1 (`n∞),
where a = id`δn2 ⊗`δn2 . It is enough to show:
a) ‖M‖`n1 (`n∞)⊗`n1 (`n∞)  log n and
b) ‖M‖`n1 (`n∞)⊗min`n1 (`n∞) 
√
n.
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Observe that a) follows from Lemma 3.6. Indeed,
‖M‖`n1 (`n∞)⊗`n1 (`n∞) = ‖(V ⊗ V )(a)‖`n1 (`n∞)⊗`n1 (`n∞) ≤ ‖V ‖2‖a‖`δn2 ⊗`δn2  log n.
For b) we recall that by definition
‖M‖`n1 (`n∞)⊗min`n1 (`n∞) = sup{‖(u⊗ v)(M)‖B(H)⊗minB(H)},
where the sup runs over Hilbert spacesH and completely contractions u,v :`n1 (`
n
∞)→B(H).
Lemma 3.5 and Lemma 3.7 tell us that V ∗ : `n1 (`
n
∞)→ Rn ⊆ Mn verifies that ‖V ‖cb  1.
This implies
‖M‖`n1 (`n∞)⊗min`n1 (`n∞)  ‖(V ∗ ⊗ V ∗)(M)‖Rn⊗minRn .
But then
‖(V ∗ ⊗ V ∗)(V ⊗ V )(a)‖Rn⊗minRn = ‖a‖Rδn⊗minRδn = ‖a‖`δn2 ⊗2`δn2 =
√
δn  √n.
Thus, we conclude that ‖M‖`n1 (`n∞)⊗min`n1 (`n∞) 
√
n. 
Problem 3.8. Theorem 3.1 exactly says that:
‖ id⊗ id : `n1 (`n∞)⊗ `n1 (`n∞)→ `n1 (`n∞)⊗min `n1 (`n∞)‖ 
√
n
log n
.
We don’t know whether it’s possible to improve this order to n
logα n
. According to Theorem
7.10 we cannot remove a log term for elements M of rank n.
However, for our specific M we cannot improve the violation estimate.
Proposition 3.9. The element M = (V ⊗ V )(a) ∈ `n1 (`n∞) ⊗ `n1 (`n∞) in Theorem 3.1
verifies
‖M‖`n1 (`n∞)⊗min`n1 (`n∞)  log n
√
n.
To prove Proposition 3.9 we need the following technical lemma:
Lemma 3.10.
a) Let X be an operator space and T : X → `n2 (`n∞) a linear map. Then
‖T‖cb ≤
√
n ‖T‖.
b) Let T : OH → `n2 (`n∞) be a linear map. Then ‖T‖cb ≤ n
1
4‖T‖.
Proof. For the proof of a), we consider the factorization
id ◦ id ◦T : X → `n2 (`n∞) id→ `n∞(`n∞) id→ `n2 (`n∞).
Obviously,
‖T‖cb ≤ ‖ id ◦T : X → `n∞(`n∞)‖cb‖id : `n∞(`n∞)→ `n2 (`n∞)‖cb
≤ ‖ id ◦T : X → `n∞(`n∞)‖
√
n ≤ ‖T : X → `n2 (`n∞)‖
√
n .
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Here we used that `n∞(`
n
∞) = `
n2
∞ is a commutative C
∗-algebra and estimate (2.3) from
Section 2. For the proof of b), we consider a map T : OH → `n2 (`n∞). Then, the map
TT ∗ : `n2 (`
n
1 )→ OH∗ ' OH → `n2 (`n∞)
verifies
‖TT ∗‖cb = ‖T‖2cb
according to [58, Proposition 7.2]. Applying a), we deduce
‖T‖2cb = ‖TT ∗‖cb ≤
√
n‖TT ∗‖ = √n‖T‖2.
Hence ‖T‖cb ≤ n 14‖T‖. 
Now, we can show the optimality of our result when we consider the element M .
Proof of Proposition 3.9. According to Lemma 3.5 and Lemma 3.10,
‖V : OHn → `n1 (`n∞)‖cb ≤ ‖V : OHn → `n2 (`n∞)‖cb‖ id : `n2 (`n∞)→ `n1 (`n∞)‖cb
 n 14
√
log n√
n
n
1
2 = n
1
4
√
log n.
Therefore, we obtain
‖M‖`n1 (`n∞)⊗min`n1 (`n∞) = ‖(V ⊗ V )(a)‖`n1 (`n∞)⊗min`n1 (`n∞) 
√
n log n‖a‖OHδn⊗minOHδn
=
√
n log n‖a‖`δn2 ⊗`δn2 
√
n log n. 
4. Explicit form of the violation
In this section we will prove Theorem 1.2. It turns out that very little knowledge on
a given state is required to have violation and that, in a certain sense, entanglement and
violation are rather independent.
4.1. Constructing violation. In our approach violation of Bell inequalities is obtained
by constructing Bell inequalities and the corresponding positive operator valued mea-
surements simultaneously. The explicit form is derived from an explicit form of Witt-
stock/Paulsen extension theorem. Another key ingredient is the factorization structure
of the coefficients. Before proving the result, consider the following two remarks.
Remark 4.1. (Concerning the universal constants in Theorem 1.2) Although we are not
going to give an explicit value of the constants C and K, we would like to point out that
for all the constant we are going to use there are explicit bounds in the literature.
Remark 4.2. (Random variables) Although we have proved Theorem 1.1 (via Theorem
3.1) using gaussian variables, it is well known that the same estimations work for Bernoulli
variables ([69]) and random unitaries ([49], [33]) (in this last case one has to normalize by
a factor
√
n). Thus Theorem 1.2 can be stated using Bernoulli variables (kx,a)x,a,k (as it
is stated), gaussian variables (gkx,a)x,a,k and random unitaries (Uk(x, a))x,a,k, where in this
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last case the probability is defined by the Haar measure on
∏k
i=1Un. It turns out that
Bernoulli lead to a slight simplification in the proof of (1.3).
We will divide the proof of Theorem 1.2 into three steps.
Step 1. sup
{
|∑n,n+1x,y;a,b=1 M˜a,bx,yP (a, b|x, y)| : P ∈ L} ≤ K21 log n.
Proof. Indeed, in [35], Proposition 4), we gave an elementary proof of
sup
{
|
n,n+1∑
x,y;a,b=1
M˜a,bx,yP (a, b|x, y)| : P ∈ L
}
≤ ‖M˜‖`n1 (`n+1∞ )⊗`n1 (`n+1∞ ).
Moreover,
‖M˜‖`n1 (`n+1∞ )⊗`n1 (`n+1∞ ) = ‖M‖`n1 (`n∞)⊗`n1 (`n∞) ≤ K
2
1 log n.
follows immediately from the injectivity of the -norm for the first equality and from
Lemma 3.5. Indeed, we refer to [63] for the simple fact that
E‖
∑
x,a,k
kx,aek ⊗ (ex ⊗ ea)‖`n2⊗`n1 (`n∞) ≤
√
pi
2
E‖
∑
x,a,k
gkx,aek ⊗ (ex ⊗ ea)‖`n2⊗`n2 (`n∞) .
Let E : `n2 → `n1 (`n∞) denotes the map E(ek) = kx,aex ⊗ ea. Then our estimate of order
K21 log n follows from ‖E∗E‖ ≤ ‖E‖2 ≤ pi/2‖G‖2. 
Step 2. Moreover, the operators {Eax}n+1,na,x=1 in the statement of Theorem 1.2 define POVM’s
measurements in Mn+1.
Proof. By the comments in Step 1, we know that the estimate of Lemma 3.6 also works
for Bernoulli variables replacing the constant C2 with
√
pi
2
C2. Furthermore, according to
Chebyshev’s inequality, we may find a random matrix (kx,a)
n
x,a,k=1 verifying Lemmas 3.5
and 3.6 simultaneously (replacing the constants c for the expectation by 2c). Let’s call
K1 and K2 the corresponding final constants.
Thanks to our definition of En+1x , it certainly suffices to show
∑n
a=1E
a
x ≤ 1. Our proof
is motivated by Paulsen description of cb-maps from `n∞ →Mk. Let us fix x and consider
the operators
E˜ax =
1
nK2
n∑
k=1
kx,ae1,k =
1
nK2

1x,a 
2
x,a · · · nx,a
0 0 · · · 0
...
...
...
0 0 · · · 0

for every a = 1, · · · , n. We define operators αxa = 1√ne1,1 and βxa = 1√n
∑n
k=1 
k
x,ae1,k and
note that
E˜ax = α
x
aβ
x
a
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holds for every a = 1, · · · , n. Then we observe that
n∑
a=1
αxa(α
x
a)
† = e11 ≤ 1 .
Let R = (
kx,a√
n
)na,k=1. According to Lemma 3.6, we have ‖R‖ ≤ K2 and hence
n∑
a=1
(βxa )
†βxa = R
∗R ≤ K22 .
Then, we define the positive operators
Eˆax =
(
αxa 0
(βxa )
† 0
)(
(αxa)
† βxa
0 0
)
=
(
αxa(α
x
a)
† αxaβ
x
a
(αxaβ
x
a )
† (βxa )
†βxa
)
=
1
n

1 0 · · · 0 1x,a · · · nx,a
0 0 · · · 0 0 · · · 0
...
...
...
...
...
...
...
0 0 · · · 0 0 · · · 0
1x,a 0 · · · 0 1 · · · 1x,anx,a
...
...
...
...
...
...
...
nx,a 0 · · · 0 nx,a1x,a · · · 1

.
Note that these operator are in M2n for every a = 1, · · · , n. However, we may erase
columns and rows and obtain the positive operators Eax in Mn+1 stated in our assertion
using the constant K = 2K22 . Thus it remains to show
∑n
a=1 Eˆ
a
x ≤ 2. We recall that for
a positive matrix
A =
(
a b
b∗ c
)
we have b∗b+ bb∗ ≤ a+ c. This implies A ≤ 2
(
a 0
0 c
)
, and hence
n∑
a=1
Eˆax ≤ 2
( ∑
a α
x
a(α
x
a)
† 0
0
∑
a(β
x
a )
†βxa
)
≤ 2 . 
Step 3.
∑n,n+1
x,y;a,b=1 M˜
a,b
x,y〈ϕα|Eax ⊗ Eby|ϕα〉 ≥ 2K2α1(
∑n+1
i=2 αi).
Proof. Let us denote by Eax = (E
a
x(k, l))
n+1
k,l=1 the matrix coefficients of our operators from
step 2. Using the fact that the Eax are selfadjoint, we deduce
n,n+1∑
x,y;a,b=1
M˜a,bx,y〈ϕ|Eax ⊗ Eby|ϕ〉
= α21
n∑
x,y,a,b=1
Ma,bx,yE
a
x(1, 1)E
b
y(1, 1) + 2α1
n+1∑
i=2
αi
n∑
x,y,a,b=1
Ma,bx,yE
a
x(1, i)E
b
y(1, i)
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+
n+1∑
i,j=2
αiαj
n∑
x,y,a,b=1
Ma,bx,yE
a
x(i, j)E
b
y(i, j)
= I + II + III .
Let us start with the main term
II = 2α1
n+1∑
i=2
αi
n∑
x,y,a,b=1
Ma,bx,yE
a
x(1, i)E
b
y(1, i) =
2
K2n2
α1
n+1∑
i=2
αi
n∑
x,y,a,b=1
Ma,bx,y
i−1
x,a 
i−1
y,b
=
2
K2n4
α1
n+1∑
i=2
αi
n∑
x,y,a,b=1
n∑
k=1
kx,a
k
y,b
i−1
x,a 
i−1
y,b
=
2
K2n4
α1
n∑
k=1
n+1∑
i=2
αi
n∑
x,y,a,b=1
kx,a
k
y,b
i−1
x,a 
i−1
y,b
=
2
K2n4
α1
n∑
k=1
n+1∑
i=2
αi(
∑
x,a
kx,a
i−1
x,a )
2
≥ 2
K2n4
α1
n+1∑
i=2
αi(
∑
x,a
kx,a
k
x,a)
2 =
2
K2
α1
n+1∑
i=1
αi .
To conclude the proof it remains to show that the other two terms are positive. Indeed
for the first term we have
II = α21
n∑
x,y,a,b=1
Ma,bx,yE
a
x(1, 1)E
b
y(1, 1) =
α21
K2n4
n∑
x,y,a,b,k=1
kx,a
k
y,b
=
α21
K2n4
n∑
k=1
(
∑
x,a
kx,a)
2 ≥ 0 .
For the third and last term we argue similarly,
III =
n+1∑
i,j=2
αiαj
n∑
x,y,a,b=1
Ma,bx,yE
a
x(i, j)E
b
y(i, j) =
1
K2n2
n+1∑
i,j=2
αiαj
n∑
x,y,a,b=1
Ma,bx,y
i−1
x,a k
j−1
y,b
=
1
K2n3
n∑
k=1
n+1∑
i,j=2
αiαj
n∑
x,y,a,b=1
kx,a
k
y,b
i−1
x,a 
j−1
y,b =
1
K2n3
n∑
k=1
n+1∑
i,j=2
αiαj(
n∑
x,a
kx,a
i−1
x,a )
2 ≥ 0.

Remark 4.3. Note that the lower estimate from Step 3 holds for every choice of signs. The
exponential estimate for the -norm of the Bell inequality in Step 1 and for the POVMs
measurements in Step 2 for the Bernouilli variables follows from the contraction principle
and the corresponding exponential estimate for gaussian, an immediate consequence of
the deviations inequalities (see [63] and [44]).
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4.2. Entanglement and quantum nonlocality. We will now exhibit a family of states
(|ϕα〉)0<α<1 on `n+12 ⊗`n+12 and show that in certain range µn ≤ α ≤ νn we find coefficients
of a Bell inequalities M ∈ `n1 (`n+1∞ )⊗ `n1 (`n+1∞ ) such that√
n
log2 n
 LV|ψα〉(M) .
We will study the entropy of entanglement of these states. We refer to Definition 2.1 for
the precise definition of LV|ψα〉(M) as the maximal violation for a given state |ψ〉 and
propose a measure of nonlocality, namely the largest Bell violation that ρ may attain:
LV|ψ〉 = sup
M
LVρ(M).
We were very surprised when comparing this measure of violation with the entropy of
entanglement of these states. Let us recall that for a pure state |ψ〉 ∈ HA ⊗ HB the
corresponding density is defined as
ρA = trB(|ψ〉〈ψ|) .
Here trB = id ⊗ trHB is the partial trace onto the first Hilbert space HA. For the
convenience of the reader let us recall that for |ψ〉 = ∑n+1i=1 αi|ii〉 we have
ρ|ψ〉 =
n+1∑
i=1
α2i |i〉〈i| .
The entropy of entanglement is given by the von Neumann entropy of ρA, i.e.
E(ψ) = H((ρψ)A) = −tr(ρA log2(ρA)) .
The following Lemma is completely elementary.
Lemma 4.1. Let
|ϕα〉 = α|11〉+
√
1− α2√
n
n+1∑
i=2
|ii〉 ∈ `n+12 ⊗2 `n+12 .
Then the function f(α) = E(ϕα) satisfies
i) f(α) = −α2 log2(α2)−
∑n+1
i=2
1−α2
n
log2(
1−α2
n
) = α2 log2(
1
α2
) + (1− α2) log2( n1−α2 );
ii) fn(0) = log2(n), fn(1) = 0;
iii) the function f has a unique maximum fn(αn) = log2(n + 1) for the maximally
entagled state ϕαn, αn =
1√
n+1
.
iv) Let , δ > 0, n ≥ 2, p ≥ 1 and  ≤ log2(n), 2δ ≤ logp2(n). Set µ2n = log2(n) and
1− ν2n = δlogp2(n) . Then
log2(n+1)−−
1
n ln 2
≤ log2(n)− ≤ f(µn) and f(νn) ≤ 4(δ log1−p2 n+
√
δ log
−p/2
2 n) .
Corollary 1.3 follows from the next theorem.
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Theorem 4.2. Let n ≥ 2 and 0 <  < 1
2
. Then there exists a family of pure states
(|ϕα〉)0<α<1 on `n+12 ⊗ `n+12 such that
LV|ϕα〉 ≥ c
√
n
log2 n
for all α and
{E(|ϕα〉)} ⊃ [ 8
log2(n)
, log2(n)− ] .
Proof. Let |ϕα〉 be defined as above, 0 <  < 12 , p = 2 and δ = 2. Since n ≥ 2, we trivially
have 2δ ≤ log22(n). We consider α in the range [µn, νn] and deduce from Theorem 1.2 the
existence of Q ∈ Q|ϕα〉 and M˜ such that
〈Q, M˜〉 ≥ 2
K2
α1
n+1∑
i=2
αi ≥ α
√
1− α2
K2
√
n
≥
√
n
K2
min{µn
√
1− µ2n, νn
√
1− ν2n} ≥
√
n
K2
min{
√
√
log2 n
,
√
δ√
log22 n
} .
However, we should also normalize with the -norm of M˜ and have to consider M˜ = M˜
C logn
instead. This yields
LV|ϕα〉 ≥ c
√
n
log22 n
.
The intermediate value theorem concludes the proof thanks to (Lemma 4.1, iv)). 
Theorem 1.2 allows us to go a little further and introduce the following indicator of
violation of a pure state |ψ〉 given by
iviol(|ψ〉) = ‖|ψ〉‖∞‖|ψ〉‖1 ,
where ‖|ψ〉‖p = (tr(||ψ〉|p)1/p is the p-norm of the Hilbert-Schmidt operator associated
with |ψ〉. Let us note that for a state ‖|ψ〉‖2 = 1 and hence, the well-known application
of Ho¨lder’s inequality
1 = ‖|ψ〉‖2 ≤ ‖|ψ〉‖1/21 ‖|ψ〉‖1/2∞
shows that iviol(ψ) ≥ 1. We may reformulate Theorem 1.2 as follows:
Corollary 4.3. Let n ≥ 2 and |ψ〉 ∈ `n2 ⊗ `n2 with iviol(|ψ〉) ≥ 2. Then
LV|ϕα〉 ≥
c
log n
iviol(|ψ〉)
holds for an absolute constant c.
Proof. Let λi be the singular values of |ψ〉. Then we deduce from our assumption that
iviol(|ψ〉) = λ1(
n∑
i=1
λi) = λ1(
n∑
i=2
λi) + λ
2
1 ≤ λ1(
n∑
i=2
λi) + 1 ≤ λ1(
n∑
i=2
λi) +
1
2
iviol(|ψ〉) .
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Thus we find iviol(|ψ〉) ≤ 2λ1(
∑n
i=2 λi). We may diagonalize |ψ〉 with local operations
(i. e. unitary operations in u ⊗ 1 and 1 ⊗ v in `n2 ⊗ `n2 ) and assume that |ψ〉 = λ1|11〉 +∑n
i=2 λi|ii〉. Then Theorem 1.2 applied for n− 1 yields the assertion. 
Conclusion 4.4. Large violation of order
√
n can occur independently of the entropy of
entanglement of a pure state, as long as the state is not too local (rank(|ψ〉) ≤ k) or too
maximally entangled (maxi{λi} ≤ k√n).
5. Nonlocality and the maximally entangled state
In this section we will investigate conditions for Bell inequalities which either avoid
violation in the maximal entangled state or enforce violation to occur on the maximal
entangled state.
5.1. Unbounded violation away from the maximally entangled state. The fact
that the maximally entangled state is not optimal in terms of violation is not new. Indeed,
there are many examples in the context of quantum nonlocality where the maximally
entangled state has been shown not to be the most nonlocal one. We can find some
of these anomalies ([53]) in the study of Bell inequalities ([2]), detection loophole ([26]),
extractable secrete key ([68]), K-L distance ([3]), etc. Here we will show that there are Bell
inequalities which avoid violation of the maximally entangled state in high dimension. The
examples are closely related to Theorem 1.2, but we need more inputs. From an operator
space perspective, we may say that we use a C log n completely complemented copy of
Rn ∩ Cn.
Theorem 5.1. There exist universal constants C,D > 0 with the following property: For
n ∈ N there are linear maps S : Rn ∩ Cn → `k1(`Dn∞ )→ Rn ∩ Cn and S∗ : `k1(`Dn∞ )→ such
that
S∗S = id`n2 and ‖S∗cb‖ ≤ C and ‖S‖cb ≤ C
√
log n .
Moreover, k ≤ 2D2n2.
Before proving Theorem 5.1, let’s see how to obtain Theorem 1.4:
Proof of Theorem 1.4. Following the same steps as in Theorem 3.1, we can prove that the
element G = (S ⊗ S)(∑k ek ⊗ ek) ∈ `k1(`Dn∞ )⊗ `k1(`Dn∞ ) satisfies
‖G‖  log n and ‖G‖min 
√
n .
According to Lemma 2.3 and the cb-estimate from Theorem 5.1, we obtain
‖M‖ψ−min = ‖(S ⊗ S)(
∑
k
ek ⊗ ek)‖ψ−min ≤ ‖S‖2cb‖a‖ψ−min ≤ C‖S‖2cb ≤ C log n .
Taking M = M
logn
and following Lemma 2.1, we obtain M˜ ∈ `k1(`Dn+1∞ ) ⊗ `k1(`Dn+1∞ ) such
that LV (M˜) 
√
n
logn
. Furthermore, adding 0’s does not change the ‖ ‖ψ−min-norm. 
We need the following well-known fact:
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Lemma 5.2. Let fj be identically distributed independent copies of a random matrix f
on a probability space and 1 ≤ q ≤ ∞. Then
(5.1) ‖
n∑
l=1
fl ⊗ el‖L1(Sm1 (`n∞)) ≤ n1/q‖f‖Sm1 (Lq) .
Proof. Let us prove this for q = 1. Then clearly the triangle inequality implies the
assertion. For q =∞ we may assume that f is positive and it can be written as
f = a∗Fa a ∈ Sm2 , F ∈ L∞(Mm)
such that ‖a‖2 ≤ 1 and ‖F‖∞ ≤ ‖f‖Sm1 (L∞). Let Fj be independent copies. Then we find
fl = a
∗Fla and sup
l
‖Fl‖ ≤ ‖F‖∞ .
Since the underlying measure space is a probability space, we obtain the assertion in the
case q = ∞. For 1 ≤ q ≤ ∞, this follows from a complex interpolation argument as in
[37]. Just note that in operator space jargon, the Lemma is an immediate consequence of
the fact that id : `nq → `n∞ and id : Lq(Ω;X)→ L1(Ω;X) are complete contractions. 
Although the techniques to prove Theorem 5.1 are similar to the ones used before, we
have to use a random embedding of `n2 into L1(Ω, `
n
∞) contained in the following Lemma:
Lemma 5.3. Let (gi,j)
n
i,j=1 be a normalized family of independent and identically dis-
tributed real gaussian variables. The application u : Rn ∩ Cn → L1(Ω, `n∞) defined by
u(ei) =
n∑
j=1
gi,j ⊗ ej for every i = 1, · · · , n ,
satisfies ‖u‖cb 
√
log n. Similarly, the map uRAD(ei) =
∑n
j=1 i,j ⊗ ej for every i =
1, · · · , n satisfies ‖uRAD‖cb ≤ C
√
log n.
Proof. Let x1, · · · , xk ∈ Sm1 . Then we have
E‖
n∑
i,j=1
gi,jxi ⊗ ej‖Sm1 (`n∞) ≤ C
√
log n ‖
n∑
k=1
xi ⊗ ej‖Sm1 (Rn∩Cn).
Indeed, let 2 < q <∞. From Lemma 5.2 we deduce that
‖
n∑
i,j=1
gi,jxi ⊗ ej‖L1(Sm1 (`n∞)) = ‖
n∑
j=1
(pij ⊗ id)(
n∑
i=1
gixi ⊗ ej)‖L1(Sm1 (`n∞))
≤ n 1q ‖
n∑
i=1
xi ⊗ gi‖Sm1 (Lq(Ω)),
where pij : Lq(Ω)→ L1(Ωn) is defined by pij(f) =
j−1︷ ︸︸ ︷
id⊗ · · · ⊗ id⊗f ⊗
n−j︷ ︸︸ ︷
id⊗ · · · ⊗ id .
We need to recall the definition of RCnq = [Rn∩Cn, Rn+Cn]1/q. Then we have trivially
‖id : Rn ∩ Cn → RCnq ‖cb ≤ 1 ,
26 M. JUNGE AND C. PALAZUELOS
and the noncommutative Khintchine inequality can be reformulated (see [58]) as
‖id : RCnq → span{gi : 1 ≤ i ≤ n} ⊂ Lq(Ω)‖cb ≤ C
√
q.
Hence ‖id : Rn ∩ Cn → span{gi : 1 ≤ i ≤ n}‖cb ≤ C√q implies
‖
n∑
i,j=1
gi,jxi ⊗ ej‖L1(Sm1 (`n∞)) ≤ n
1
q ‖
n∑
i=1
xi ⊗ gi‖Sm1 (Lq(Ω)) ≤ C
√
qn
1
q ‖
n∑
i=1
xi ⊗ ei‖Sm1 (Rn∩Cn).
Taking q = log n we obtain the first assertion. The second assertion follows immediately
from the contraction principle (see [63])
E‖
∑
ij
ijxij‖X ≤
√
pi
2
E‖
∑
ij
gijxij‖X . 
Proof of Theorem 5.1. Let 0 < δ < 1
2
and n ∈ N. As a consequence of Chevet’s inequality
and Chebyshev’s inequality we can obtain a constant C(δ) > 0 and a set Aδ ⊂ Ω such
that for every ω ∈ Aδ we have
(5.2) ‖
n∑
i,j=1
i,j(ω)ei ⊗ ej‖`n2⊗`n2 ≤ C(δ)
√
n,
and µ(Acδ) < δ. In particular, we have
(5.3) ‖
n∑
i,j=1
j,i(ω)ei ⊗ ej‖`n1⊗`n2 ≤ C(δ)n
for ω ∈ Aδ. Then, we define v : L1(Ω, `n∞)→ Rn ∩ Cn by
v(f) =
1
n
n∑
k=1
(
∫
Aδ
N∑
j=1
fj(ω)k,j(ω)dµ)ek.
We deduce from Equation (5.3) that
(5.4) ‖v‖ = sup
ω∈Aδ
‖
n∑
j,k=1
k,j(ω)ej ⊗ ek‖`n1⊗`n2 ≤ C(δ) .
Furthermore, by Lemma 3.7, we infer that ‖v‖cb ≤ C ′(δ). Recall that u : Rn ∩ Cn →
L1(Ω, `
n
∞) defined by
u(ei) =
n∑
j=1
i,j ⊗ ej for every i = 1, · · · , n;
satisfies ‖u‖cb ≤ C
√
log n. Let us now show that v ◦ u is invertible on a large subspace of
dimension ηn. Indeed, we observe that that (v ◦ u)(ei) = 1n
∑n
j,k=1(
∫
Aδ
i,jk,j)ek. Then
‖v ◦ u‖Mn ≤
1
n
(
∫
Aδ
‖
n∑
i,k=1
(
n∑
j=1
i,jk,j)ei ⊗ ek‖`n2⊗`n2 dµ) =
1
n
(
∫
Aδ
‖RtR‖`n2⊗`n2 dµ) ≤ C(δ)2;
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follows from equation (5.2) for R =
∑n
i,j=1 i,jei ⊗ ej : `n2 → `n2 . On the other hand,
‖v ◦ u‖Sn1 ≥ |tr(v ◦ u)| =
1
n
|
∫
Aδ
n∑
i,j=1
2i,jdµ| = nµ(Aδ) >
n
2
.
Take now 0 < η < 1
4C(δ)2
and recall that si(v ◦ u) denotes the ith singular value of v ◦ u.
Then we have
n
2
≤ ‖v ◦ u‖Sn1 =
n∑
i=1
|si(v ◦ u)| ≤ |s1(v ◦ u)|([ηn]− 1) + n|s[δn](v ◦ u)|
= C(δ)2([ηn]− 1) + n|s[ηn](v ◦ u)| ≤ C(δ)2ηn+ n|s[ηn](v ◦ u)|.
We conclude that |s[ηn](v ◦u)| ≥ 14 . Let n˜ = [ηn] and v ◦u = o|v ◦u| the polar decomposi-
tion. Let w : `n˜2 → `n2 be the partial isometry sending the unit vectors to the eigenvalues.
Then sn˜(v ◦ u) implies that ‖(w∗|v ◦ u|w)−1‖ ≤ sn˜(v ◦ u)−1 ≤ 4. Therefore we find
w∗o∗v ◦ u(w∗|v ◦ u|w)−1 = id`n˜2 .
On the other hand
‖u(w∗|v ◦ u|w)−1 : Rn˜ ∩ Cn˜ → `2n
2
1 (`
n
∞)‖cb ≤ 4C
√
log n
and ‖w∗o∗v‖cb ≤ C ′(δ). Therefore our result is proved for n˜ instead of n. Note that
n ≤ 2
η
n˜ and hence D = 2η−1 ≤ 8C(δ)2 and k ≤ 2D2n˜2 . 
Remark 5.1. (Application to Bell inequalities) We also obtain similar violation of Bell
inequalities as in Section 4 with a similar behavior for states. Indeed, the coefficients of
the Bell inequalities with k ≤ 2n2 inputs and n outputs are given by
Mω,ω
′
a,b = 2
−2n2
n∑
k=1
k,a(ω)k,b(ω
′).
Then the estimate ‖uRAD‖cb ≤ C
√
log n implies
‖
∑
a,b,ω,ω′
Mω,ω
′
a,b (eω ⊗ ea)⊗ (eω′ ⊗ eb)‖`2n21 (`n∞)⊗`2n21 (`n∞) ≤ C
2 log n .
Moreover, with the correct normalization we have∑
a,b,ω,ω′
Mω,ω
′
a,b (eω ⊗ ea)⊗ (eω′ ⊗ eb) =
n∑
k=1
uRAD(ek)⊗ uRAD(ek).
Therefore we deduce from Lemma 2.3 and Lemma 5.3 that
(5.5) ‖M‖ψ−min ≤ 4‖uRAD‖2cb  log n .
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On the other hand, we find exactly the same behavior in terms of states as in section 4.
Indeed, using (5.4) and the argument from Step 2, we deduce that
Eaω =
1Aδ(ω)
2C(δ)2n

1 1,a(ω) · · · n,a(ω)
1,a(ω) 1 · · · 1,a(ω)n,a(ω)
...
...
...
...
n,a(ω) n,a(ω)1,a(ω) · · · 1
 ∈Mn+1, a = 1, · · · , n;
satisfies
sup
ω
∑
a
Eaω ≤ 1 .
Thus we may define En+1ω = 1 −
∑
aE
a
ω for all ω and obtain POVMs indexed by ω ∈
{−1, 1}2n2 . For φ = α1|11〉 +
∑n
i=2 αi|ii〉 we see that the same argument as in Step 3
yields ∑
ω,ω′
n∑
a,b=1
Mω,ω
′
a,b 〈φ|Eaω ⊗ Ebω′|φ〉 ≥
2
(2C(δ)2)2
α1
n+1∑
i=2
αi .
Hence the matrix ( 1
C logn
M˜ω,ω
′
a,b )a,b=1,..,n+1,ω,ω′ is an example of a Bell inequality which can
not produce large violation on the maximal entangled state, but produces large violation
for all states with iviol(φ) log n.
Conclusion 5.4. We have provided an example of a Bell inequality which gives violations
of order
√
n
logn
but only bounded violations can be obtained with any maximally entangled
state. This example suggests that the maximally entangled state is a poor candidate to
get large violations. A similar statement holds in the context of tripartite correlations,
see [57] and the recent generalization to diagonal states in [10]. However, in [16] the
authors showed the existence of a Bell inequality (constructed with 2n inputs and n outputs)
with positive coefficients for which the maximally entangled state in dimension n gives
violations of order
√
n
logn
. Therefore, we can not expect to have condition b) in Theorem
1.4 for every Bell inequality M .
Problem 5.5. The key point to prove condition b) in Theorem 1.4 is the fact that the
operator uRAD : Rn ∩ Cn → L1(Ω, `n∞) admits a good estimate of the cb-norm. It would
be nice to know whether the operator V : Rn ∩ Cn → `n1 (`n∞), defined by
V (ek) =
1
n
n∑
i,j=1
ki,jei ⊗ ej for every k = 1, · · · , n;
also satisfies a similar estimate ‖V ‖cb 
√
log n. We refer to [35, Remark 9] for the
interest in negative answer, which would imply that there are violations of Bell inequality
involving POVM’s only for Alice or Bob, but not both. On the other hand, an affirmative
answer would imply that Theorem 3.2 gives a
√
log n- completely complemented copy of
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Rδn ∩ Cδn into `n1 (`n∞). This would imply, in particular, that the element M in Theorem
1.2 also verifies property b) in Theorem 1.4.
5.2. The role of the maximally entangled state in violation of Bell inequalities.
Theorem 1.4 says that there exist violations of Bell inequalities which can not be obtained
from the maximally entangled state. This is completely different from the case of quantum
correlations (see [70]). We will now show that for positive Bell inequalities and violation
in dimension n, the maximal entangled state plays a prominent role. Using standard tools
from interpolation theory we show that every pure state can be written, up to a
√
log n
factor, as a superposition of maximal entangled states in lower dimensions.
Lemma 5.6. Let |ψ〉 = ∑ni=1 aiei ∈ `n2 be such that a1 ≥ a2 ≥ · · · ≥ an ≥ 0 and∑n
i=1 a
2
i ≤ 1. Then, there exist positive coefficients βs ≥ 0 such that
|ψ〉 =
l∑
s=1
βs|ϕs〉
for some l ∈ N with l ≤ Cn+ log n, and some vectors (|ϕs〉)ls=1 satisfying
a)
∑l
s=1 βs ≤ 2
√
log n;
b) For every s = 1, · · · , l, |ϕs〉 = 1√|As|
∑
i∈As |i〉, where As is a set contained in
{1, · · · , n}.
Proof of Lemma 5.6. We use the dyadic intervals Ik = [2
k−1, 2k−1] for k = 1, · · · , log(n+
1) and note |Ik| = 2k−1 for every k. Then, we can write
|ψ〉 =
log (n+1)∑
k=1
(
∑
i∈Ik
ai|i〉) =
log(n+1)∑
k=1
a2k−12
k−1
2 (
∑
i∈Ik
ai
a2k−1
|i〉)2− k−12 .
First, note that
log (n+1)∑
k=1
a2k−12
k−1
2 ≤
√
log(n+ 1)(
logn∑
k=1
a22k−12
k−1)
1
2
≤
√
2
√
log(n+ 1)(
n∑
i=1
a2i )
1
2 ≤
√
2
√
log(n+ 1).
On the other hand, we see that for fixed k, the set { ai
a
2k−1
: i ∈ Ik} is a set of 2k−1 positive
numbers of value lower or equal one. By Caratheodory’s Theorem there are positive
convex combinations
∑2k−1+1
j=1 α
k
j = 1 such that
ai
a2k−1
=
2k−1+1∑
j=1
αkjA
k
j (i) .
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Here Akj (i) ∈ {0, 1} for every k, j and i. Thus, we obtain
|ψ〉 =
log(n+1)∑
k=1
a2k−12
k−1
2 (
∑
i∈Ik
2k−1+1∑
j=1
αkjA
k
j (i)|i〉)2−
k−1
2
=
log(n+1)∑
k=1
2k−1+1∑
j=1
αkja2k−12
k−1
2 (
∑
i∈Ik
Akj (i)|i〉)2−
k−1
2 .
Given k and j, we denote by |Akj | = card{i ∈ Ik : Akj (i) = 1} the cardinality. Obviously,
we have |Akj | ≤ 2k−1 = |Ik|. This yields
|ψ〉 =
log(n+1)∑
k=1
2k−1+1∑
j=1
αkja2k−12
k−1
2
√
|Akj |√
2k−1
 1√
|Akj |
∑
i∈Ik
Akj (i)|i〉
 .
By construction we have
log(n+1)∑
k=1
2k−1+1∑
j=1
αkja2k−12
k−1
2
√
|Akj |√
2k−1
≤
log(n+1)∑
k=1
2k−1+1∑
j=1
αkja2k−12
k−1
2
=
log(n+1)∑
k=1
a2k−12
k−1
2 ≤
√
2
√
log(n+ 1) ≤ 2
√
log n.
Thus it remains to rename the double indices by s(k, j) and to use βs(j,k) = α
k
ja2k−12
k−1
2
√
|Akj |√
2k−1
.
Then |ϕs(j,k)〉 = 1√|Akj |
∑
i∈Ik A
k
j (i)|i〉 is a characteristic function with support in Ik. 
Remark 5.2. The general case in which the coefficients of |ψ〉 are not necessary positive
follows by decomposition in real and imaginary and then positive and negative part.
As an application of Lemma 5.6 we show that for games (even Bell inequalities satisfying
a very weaker positivity condition) the largest violation is attained, up to a logarithmic
factor, for a maximally entangled state.
Theorem 5.7. Let M = (Mx,ya,b )a,b,x,y be a Bell inequality with positive coefficients. Sup-
pose there exists an state ρ acting on a n-dimensional Hilbert space H and verifying
〈M,ρ〉 = C. Then, there exists k ≤ n such that
〈ψk|M |ψk〉 ≥ C
4 log n
,(5.6)
where |ψk〉 = 1√k
∑k
i=1 |ii〉 is the maximally entangled state in dimension k.
Proof. By hypothesis there exist some POVM’s {Eax}x,a, {F by}y,b acting on a Hilbert space
H of dimension n and a state ρ : H⊗2H → H⊗2H such that
∑
x,y,a,bM
a,b
x,ytr(E
a
x⊗F byρ) =
C. This implies that the operator M˜ =
∑
x,y,a,bM
a,b
x,yE
a
x ⊗ F by is positive (and this is the
weaker positivity assumption we need). By a convexity argument, we may assume that ρ
is a pure state ρ = |ψ〉〈ψ| on H ⊗2 H. Using the Hilbert-Schmidt decomposition, we may
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even assume that |ψ〉 is a diagonal element with positive coefficients given by the singular
values |ψ〉 = ∑i αi|ii〉. According to Lemma 5.6 we find a decomposition
|ψ〉 =
∑
p
βp|ϕp〉
where (βp)p are positive coefficients satisfying
∑
p βp ≤ 2
√
log n and
|ϕp〉 = 1√|Ap|
∑
i∈Ap
|pp〉
holds for all p and some sets Ap ⊂ {1, · · · , n}. Thus we find p0 and q0 such that
(5.7) 〈ϕq0|M˜ |ϕp0〉 ≥
C
4 log n
.
Now, we use the positivity and the Cauchy-Schwartz inequality:
(5.8)
C2
42(log n)2
≤ 〈ϕq0|M˜ |ϕp0〉2 ≤ 〈ϕq0|M˜ |ϕq0〉〈ϕp0 |M˜ |ϕp0〉.
Thus (5.6) must be satisfied by 〈ϕq0|M˜ |ϕq0〉 or 〈ϕp0|M˜ |ϕp0〉. 
The previous theorem is particularly interesting once we know that there exist violations
of Bell inequalities with positive coefficients (actually games) of polynomial order in the
dimension ([66], [9], [16]).
Remark 5.3. For arbitrary M we still have (5.7). In fact, previously we obtained large
violation with |q0| = 1 and |p0| = n−1. Furthermore, as a consequence of the Polarization
identity, we find some k ∈ {0, 1, 2, 3} such that
〈ξ|M |ξ〉 ≥ C
42 log n
for the non normalized state |ξ〉 = |ϕA〉+ ik|ϕB〉.
Remark 5.4. It turns out that the operator
∑
x,y,a,bM
a,b
x,yE
a
x⊗F ax is positive for all POVMs
if and only if Ma,bx,y represents a positive element in NSG⊗NSG (see Subsection 6.2).
6. Geometric interpretation of violation of Bell inequalities and the
NSG space
6.1. Geometric interpretation of violation of Bell inequalities. We have seen
in Section 1 that for certain applications in QIT (see [22], [35], and [36]) the value
supP∈Q ν(P ) is very interesting. In this section we want to provide a geometric inter-
pretation of this value in terms of convex sets of probabilities. We begin recalling some
basic notions of convex geometry.
Definition 6.1.
i) We say that a set S ⊂ Rk is absolutely convex if for every x1, x2 ∈ S and λ1, λ2 ∈ R
with |λ1|+ |λ2| ≤ 1 we have λ1x1 + λ2x2 ∈ S.
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ii) Let S ⊂ Rk be a convex set. Then
ρS(x) := inf{λ ≥ 0 : x ∈ λS}
is the Minkowski functional of S.
The bipolar theorem tells us that
(6.1) ρS(x) = sup{B(x) : sup
s∈S
B(s) ≤ 1} .
We say that the set S is absorbing if we have ρS(x) < ∞ for every x ∈ Rk. Clearly S
is always absorbing if it is restricted to the linear space [S] generated by S. In particular,
given two bounded absolutely convex sets S ⊆ Q ⊂ [S] ⊂ Rk, we may consider the
homothetic distance:
d(S,Q) := sup
x∈Q
ρS(x) = inf{λ ≥ 0 : Q ⊆ λS}.(6.2)
S
Q
ΛS
Figure 2. Geometric meaning of d(S,Q).
Equation (6.1) tells us that we can also define the previous distance by duality. Indeed,
if we consider
ζ(B) =
supx∈QB(x)
supy∈S B(y)
(6.3)
for every B ∈ Rk, we have supB∈Rk ζ(B) = d(S,Q).
Remark 6.1. The fact thatQ ⊂ [S] guarantees that supy∈S B(y) = 0 implies supx∈QB(x) =
0. So we just define 0
0
= 0 in Equation (6.3).
It is easy to see that the distance d in Equation (6.2) is the one considered in the case
of correlation Bell inequalities (see [70]). In fact, it can be seen that the set of classical
(resp. Quantum) correlation matrices MC (resp. MQ) is exactly the unit ball of `
N
∞⊗pi `N∞
(resp. `N∞ ⊗γ2 `N∞) (see for instance [23] for the definition of such norms). Thus, in the
case of correlation Bell inequalities the physical definition of violation of Bell inequalities
coincides with the natural geometric definition. In particular, Equation (6.3) coincides
with the largest violation of the Bell inequality B and the maximum of these values is the
distance described in Equation (6.2): d(MC ,MQ).
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General Bell inequalities (where we work with the whole probability distribution)
presents some additional problems because the corresponding sets are not centrally sym-
metric. Indeed, our sets L and Q are contained in a d = (NK − N + 1)2 − 1 dimen-
sional affine subspace A of RN2K2 (see [70]). Actually, it is not difficult to see that
L  Q  C ⊂ A = Aff(L) with equality in the last inclusion if we consider only those
elements in Aff(L) that are probability distributions. Here,
Aff(L) =
{
N∑
i=1
αiPi : N ∈ N, Pi ∈ L, αi ∈ R,
N∑
i=1
αi = 1
}
denotes the affine hull of the space L. Thus, in order to define a “good distance” in this
situation we must be more careful.
Consider a subset S contained in an affine subspace Aff(S) ⊂ Rk of dimension d. It is
standard in convex geometry to consider the absolutely convex hull of S:
S˜ := conv(S ∪ −S).
S˜ is an absolutely convex set contained in a linear space of dimension d+ 1. It is easy to
see that
ρS˜(x) = inf
{
N∑
i=1
|αi| : x =
N∑
i=1
αisi : N ∈ N, si ∈ S, αi ∈ R
}
for every x ∈ [S˜].
Therefore, if we have two sets S ⊆ Q ⊂ Aff(S), we can naturally define a distance
between them by using their absolutely convex hull S˜ ⊆ Q˜ with the same geometric
interpretation as in Equation (6.2):
d1(S,Q) = d(S˜, Q˜).
-
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Figure 3. Geometric meaning of d1(S,Q).
As before, the dual point of view defines a distance in terms of functionals. That is,
for any linear functional B on Rk, we have
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ζ1(B) =
supq∈Q˜B(q)
sups∈S˜ B(s)
=
supq∈Q |B(q)|
sups∈S |B(s)|
.
We immediately deduce that this is the distance that we have considered in Section 1
in the particular case of S = L and Q = Q. Specifically,
sup
P∈Q
ν(P ) = d1(L,Q),
and for every linear functional M on RK2N2 ,
LV (M) = ζ1(M).
Therefore, Theorem 1.1 can be stated as follows:
Theorem 6.1. With the same notation as in Section 1, if N = n, K = n and d = n,
d1(L,Q) 
√
n
log n
.
However, from a purely geometric point of view d1(L,Q) presents two problems:
a) The sets we are using to define the distance, Q˜, S˜, are “much” bigger than the
sets S and Q. In particular, the previous definition involves to consider an extra
dimension.
b) In order to measure distances between two affine subspaces we would like to have
a measure invariant under translations. The previous one does not verify this
property.
There exists a natural way to obtain a completely convex set from an affine convex
subset S which solves the previous problems. Indeed, consider the set
Sˆ = S − S.
-
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@
@
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S
Sˆ
Aff(S)
(Aff(S))lin
Figure 4. Geometric meaning of Sˆ.
The new absolutely convex set Sˆ is contained in a d-dimensional linear space and it
is invariant under translations of S. As before, given two convex sets S ⊆ Q ⊂ Aff(S),
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we can naturally define a distance between them by using the sets Sˆ ⊆ Qˆ with the same
geometric interpretation as in Equation (6.2):
d2(S,Q) = d(Sˆ, Qˆ).
Furthermore, the dual formulation of d2 defines a very nice distance in terms of func-
tionals. Given an affine subset S of Rk, for any linear functional Ψ on Rk we define the
Ψ-width of S as
ωΨ(S) = sup
x∈Sˆ
Ψ(x) = sup
s∈S
Ψ(s)− inf
s′∈S
Ψ(s′).
Figure 5. Geometric meaning of ωΨ(S).
Then, we define the band-width distance between S and Q as
d2(S,Q) = sup
Ψ∈(Rk)∗
ωΨ(Q)
ωΨ(S)
.
Figure 6. Geometrical meaning of ωΨ(Q)
ωΨ(S)
.
Remark 6.2. Again, ωΨ(S) = 0 implies ωΨ(Q) = 0, so we can define
0
0
= 0.
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Remark 6.3. In fact, there exists another standard way to obtain an absolutely convex
set Sh from S in dimension d (which is not, in general, invariant under translations).
Consider the set
Sh = S˜ ∩ (Aff(S))lin,
where (Aff(S))lin is the linear space associated to Aff(S) (that is, (Aff(S))lin = Aff(S)−x0
for any x0 ∈ Aff(S)). However, in our particular situation both definitions are equivalent
since
(6.4) Sˆ = 2Sh.
Of course, we can not compare the sets S˜ and Sˆ because they have different dimensions.
However, it is easy to see that they are comparable when we consider functionals which
vanish at some point x0 ∈ S. We have:
Lemma 6.2. Let S be a set contained in an affine subspace Aff(S) of Rk and let Ψ a
linear functional on Rk such that Ψ(x0) = 0 for some x0 ∈ S. Then,
sup
s∈S˜
Ψ(s) ≤ ωΨ(S) ≤ 2 sup
s∈S˜
Ψ(s).(6.5)
In particular, given two sets S ⊆ Q ⊂ Aff(S) ⊂ Rk and given a linear functional Ψ on
Rk such that Ψ(x0) = 0 for some x0 ∈ S, we have
1)
supq∈Q˜ Ψ(q)
sups∈S˜ Ψ(s)
≤ 2ωΨ(Q)
ωΨ(S)
.
2) ωΨ(Q)
ωΨ(S)
≤ 2 supq∈Q˜ Ψ(q)
sups∈S˜ Ψ(s)
.
Proof. To prove the first inequality just note that
sup
s∈S˜
Ψ(s) = sup
s∈S
|Ψ(s)| = sup
s∈S
|Ψ(s− x0)| ≤ sup
t∈Sˆ
|Ψ(t)| = sup
t∈Sˆ
Ψ(t).
On the other hand, the second inequality note that
ωΨ(S) = sup
s∈S−S
|Ψ(s)| ≤ sup
s∈S
|Ψ(s)|+ sup
s′∈S
|Ψ(s′)| = 2 sup
s∈S
|Ψ(s)| = 2 sup
s∈S˜
Ψ(s).
The second part of the lemma follows straightforward. 
Remark 6.4. Note that, in particular, S˜ and Sˆ are comparable if 0 ∈ S.
Now, it is trivial to check that the element M given in Theorem 1.1 (see construction
in Section 4) verifies that M(P0) = 0 if we define P0(a, b|x, y) = P (a|x)P (b|y) ∈ L by
P (a|x) = 0 if a = 1, · · · , k and P (k + 1|x) = 1 for every x = 1, · · · , N . Therefore, the
previous lemma allows us to state Theorem 1.1 as follows:
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Theorem 6.3. With the same notation as in Section 1, if N = n, K = n and d = n,
d2(L,Q) 
√
n
log n
.
In fact, we can get an improvement of Lemma 6.2. Indeed, in our particular situation
the distances d1 and d2 are equivalent in the following sense:
Lemma 6.4. The following statements hold:
a) If d1(L,Q) ≤ λ, then d2(L,Q) ≤ 2λ.
b) If d2(L,Q) ≤ λ, then d1(L,Q) ≤ 4λ+ 1.
Proof. Part a) follows by Equation (6.4) in Remark 6.3. Indeed,
d1(L,Q) ≤ λ⇔ Q˜ ⊆ λL˜ ⇒ Qh ⊆ λLh ⇒ Qˆ ⊆ 2λLˆ ⇔ d2(L,Q) ≤ 2λ.
To see part b), let’s define
P0 = P0(a, b|x, y) = 1K2 for every x, y = 1, · · · , N ; a, b = 1, · · · , K and
ϕ0 = ϕ0(a, b|x, y) = 1N2 for every x, y = 1, · · · , N ; a, b = 1, · · · , K.
Then, we obtain an element P0 ∈ L and a linear functional ϕ0 on RN2K2 such that
ϕ0(P0) = 1 and supQ∈Q ϕ0(Q) = 1.
Now, for any linear functional ψ on RN2K2 , we can write ψ = ψ1 + ψ(P0)ϕ0 where
ψ1 = ψ − ψ(P0)ϕ0. Note that ψ1 is a linear functional on RN2K2 such that ψ1(P0) = 0.
Therefore, according to Lemma 6.2, if d2(L,Q) ≤ λ we have
sup
Q∈Q˜
ψ(Q) = sup
Q∈Q˜
(ψ1(Q) + ψ(P0)ϕ0(Q)) ≤ ωΨ1(Q) + ψ(P0)
≤ λωΨ1(L) + ψ(P0) ≤ 2λ sup
P∈L˜
ψ1(P ) + ψ(P0) ≤ (4λ+ 1) sup
P∈L˜
ψ(P ). 
6.2. The NSG space and upper bounds. In this section we will show that there exits
a canonical identification between the problems of computing the largest violation of a
Bell inequality LV (M) and the quotient
‖M‖`n1 (`n∞)⊗min`n1 (`n∞)
‖M‖`n1 (`n∞)⊗`n1 (`n∞)
.
This means an improvement of [35, Lemma 1] (see Theorem 2.1), where just the implica-
tion
‖M‖`n1 (`n∞)⊗min`n1 (`n∞)
‖M‖`n1 (`n∞)⊗`n1 (`n∞)
 LV (M˜)
is shown. As a consequence of this, we will provide upper bounds for the violation of
a Bell inequality as a function of the number of inputs, the number of outputs and the
dimension of the Hilbert space. This will show that our Theorem 1.2 is almost optimal
in all the parameters of the problem.
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According to the previous subsection, the problem of computing the largest violation of
Bell inequalities is exactly the same as computing the distance d(L˜, Q˜), where we denote
L˜ = conv(L ∪ −L) and Q˜ = conv(Q∪−Q).
Let’s start defining the complex linear space
NSG(N,K) = {{R(a|x)}N,Kx,a=1 ∈ CNK :
K∑
a=1
R(a|x) = constant ∈ C for every x}.
It is not difficult to see that dim(NSG(N,K)) = NK − N + 1. We will identify the
algebraic dual space NSG(N,K)∗ with CNK/NSG(N,K)⊥, where
NSG(N,K)⊥ = {B ∈ CNK : B(R) = 0 for every R ∈ NSG(N,K)}
is the orthogonal space of NSG(N,K).
On the other hand, we will consider the family
I = {{Eax}N,Kx,a=1
∣∣Eax ≥ 0, and K∑
a=1
Eax = 1 for every x}.
Then, it is not difficult to see that the map
J : NSG(N,K)∗ →
⊕
{Eax}∈I
B(H{Eax})
given by
{ρ(x|a)}x,a 7→
( N,K∑
x,a=1
ρ(x|a)Eax
)
{Eax}∈I
is well defined and it defines an operator system structure on NSG(N,K)∗ (see [56] for
the definition of operator system). Then, as we explained in Section 2, NSG(N,K) has
a natural operator space structure as dual space of NSG(N,K)∗.
Remark 6.5. Duality in the category of operator system is in general a tricky point and
we will disregard this problem here.
Remark 6.6. In [34] the authors show that the map
ι : NSG(N,K)∗ → ?Ni=1`K∞
defined by ι(ex,a) = pix(ea), where ea is the a-th canonical vector in `
N
∞ and pix : `
N
∞ ↪→
?Ni=1`
K
∞ is the canonical embedding of `
N
∞ into the x-th position of the free product, is a com-
pletely isometric embedding. Furthermore, the operator system structure on NSG(N,K)∗
is exactly the one defined by this embedding.
The following theorem shows that the operator space NSG(N,K) is, actually, just a
little distortion of `N∞(`
K−1
1 ).
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Theorem 6.5. The map
T : NSG(N,K)→ `N∞(`K−11 )⊕∞ C
defined as
T ({R(x|a)}N,Kx=1,a=1) =
({R(x|a)}N ;K−1x=1,a=1, K∑
a=1
R(x|a))
for every {R(x|a)}N ;Kx=1,a=1 ∈ NSG(N,K) is a completely isomorphism with ‖T‖cb ≤ 1 and
‖T−1‖cb ≤ 9. Here, T−1 is defined as
T−1
(
({R(x|a)}N ;K−1x=1,a=1, R)
)
=
{{R(x|a)}K−1a=1 , R− K−1∑
a=1
R(x|a)}N
x=1
.
Proof. Clearly, the map S1 : NSG(N,K) → C defined by S1({R(x|a)}) =
∑K
a=1R(x|a),
verifies that ‖S1‖ = ‖S1‖cb ≤ 1. Therefore it suffices to study the cb-norm of the map
P1 : NSG(N,K)→ `N∞(`K−11 ) defined by
P1({R(x|a)}N ;Kx=1,a=1) = {R(x|a)}N ;K−1x=1,a=1
for every {R(x|a)}N ;Kx=1,a=1 ∈ NSG(N,K). Note that, by definition,
‖P1‖cb = ‖
N,K−1∑
x,a=1
ex,a ⊗ (ex ⊗ ea)‖NSG(N,K)∗⊗min`N∞(`K−11 )
= sup
{Eax}N,Kx,a=1∈I
‖
N,K−1∑
x,a=1
Eax ⊗ (ex ⊗ ea)‖B(H{Eax})⊗min`N∞(`K−11 ) ≤ 1.
Here the last inequality follows by the fact that for any {Eax}N,Kx,a=1 ∈ I, the map `N1 (`K−1∞ )→
B(H) defined by ex ⊗ ea 7→ Eax is a completely contraction (see [35, Section 8]).
To study ‖T−1‖cb, again it is clear that the map S2 : C → NSG(N,K) defined by
S2(R) = (
K︷ ︸︸ ︷
0, · · · , 0, R)Nx=1 verifies ‖S2‖ = ‖S2‖cb ≤ 1. Therefore, it suffices to show that
‖P2‖cb ≤ 8, where P2 : `N∞(`K−11 )→ NSG(N,K) is defined as
P2({R(x|a)}N ;K−1x=1,a=1) =
{{R(x|a)}K−1a=1 ,−K−1∑
a=1
R(x|a)}N
x=1
.
To see this, consider an element x =
∑N,K−1
x,a=1 E
a
x ⊗ (ex ⊗ ea) of norm 1. By using
the same argument as in [35, Theorem 6] we can assume, up to a constant C = 4
in the norm, that the operators {Eax}N,K−1x,a=1 are positive. Now, we have to check that
‖(id⊗P2)(x)‖B(H)⊗minNSG(N,K) ≤ 2. Equivalently, we will show that the associated oper-
ator to (id⊗P2)(x), xˆ : NSG(N,K)∗ → B(H), defined as
xˆ
({ρ(x, a)}) = N∑
x=1
K−1∑
a=1
Eax(ρ(x|a)− ρ(x|K)),
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verifies ‖xˆ‖cb 6 2. To see this, consider the maps U, V : NSG(N,K)∗ → B(H) defined as
follows:
U({ρ(x, a)}) =
N,K∑
x,a=1
ρ(x, a)Eˆax,
where Eˆax = E
a
x for every a = 1, · · · , K−1 and EˆKx = 1−
∑K−1
a=1 Eˆ
a
x for every x = 1, · · · , N
and
V ({ρ(x, a)}) =
N,K∑
x,a=1
ρ(x, a)Fˆ ax ,
where Fˆ ax = 0 for every a = 1, · · · , K− 1 and FˆKx = 1 for every x = 1, · · · , N . It is trivial
to see that {Eˆax}x,a (reps. {Fˆ ax }x,a) is a family of positive operators such that
∑K
a=1 Eˆ
a
x = 1
(resp.
∑K
a=1 Fˆ
a
x = 1). Then, by the very definition of the operator space NSG(N,K)
∗
it is clear that ‖U‖cb, ‖V ‖cb ≤ 1. On the other hand, we have xˆ = U − V . Therefore,
‖xˆ‖cb ≤ 2. 
The following corollary is a direct consequence of the metric mapping property of the
norms pi and ∧ in their corresponding categories (see [23], [58]).
Corollary 6.6. For every natural numbers N,K,
a) T˜ := T⊗T : NSG(N,K)⊗piNSG(N,K)→ (`N∞(`K−11 )
⊕
∞C)⊗pi(`N∞(`K−11 )
⊕
∞C)
defines an isomorphism with ‖T˜‖‖T˜−1‖ ≤ 81.
b) T˜ := T⊗T : NSG(N,K)⊗∧NSG(N,K)→ (`N∞(`K−11 )
⊕
∞C)⊗∧(`N∞(`K−11 )
⊕
∞C)
defines a completely isomorphism with ‖T˜‖cb‖T˜−1‖cb ≤ 81.
Remark 6.7. Actually, it is easy to see that ‖T−1‖ ≤ 3 in Theorem 6.5 when we restrict
to real Banach spaces. In particular, in that case we obtain ‖T˜‖‖T˜−1‖ ≤ 9 in part a) of
Corollary 6.6.
The following lemma shows that NSG is the suitable space to describe the sets L˜ and
Q˜. However, since L˜ and Q˜ are real sets we have to restrict the previous space to the
real part. Taking the pi tensor product for real Banach spaces is well-defined and provides
the correct dual. The correct way to understand the tensor product of the real space
NSG(N,K)R is to use the operator system V = NSG(N,K)
∗ ⊗min NSG(N,K)∗, and
then consider the real part Vsa. Then we may define the tensor product of real coefficients
as
NSG(N,K)R ⊗ˆRNSG(N,K)R := V ∗sa .
Using the fact that every element ξ ∈ V can be written as ξ = ξ1+iξ2 with max{‖ξ1‖, ‖ξ2‖} ≤
‖ξ‖ we deduce that
1
2
BNSG(N,K)R ⊗ˆRNSG(N,K)R ⊂ BNSG(N,K)⊗∧NSG(N,K)
= BV ∗ ⊂ BV ∗sa + iBV ∗sa = BNSG(N,K)R ⊗ˆRNSG(N,K)R + iBNSG(N,K)R ⊗ˆRNSG(N,K)R .
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In order to describe the set L˜, it can be seen that for every element R ∈ NSG(N,K)R
we have
||R||NSG(N,K) = inf{|λ|+ |µ| : R = λP + µQ : P,Q ∈ S(N,K)},
where
S(N,K) = {{P (x|a)}N,Kx,a=1 : P (x|a) ≥ 0 for every x, a and
K∑
a=1
P (x|a) = 1 for every x}.
That is, the norm || · ||NSG(N,K) coincides with the Minkowski functional of the set S˜ =
conv(S ∪ −S) when we consider real coefficients.
With this at hand, we have
Lemma 6.7.
a) L˜ = BNSG(N,K)R⊗piNSG(N,K)R
(
= B(
NSG(N,K)∗R⊗NSG(N,K)∗R
)∗).
b) Q˜ = BNSG(N,K)R⊗ˆRNSG(N,K)R := BV ∗sa.
Proof. To prove part a), let’s denote, for a couple of sets A and B, A⊗B = {a⊗ b : a ∈
A, b ∈ B}.
Now, as we have said, BNSG(N,K)R = conv(S ∪ −S). On the other hand, by definition
L˜ = conv(conv(S ⊗ S) ∪ −conv(S ⊗ S)) = conv(S ⊗ S ∪ −S ⊗ S).
Then, it follows by the well known fact BX⊗piY = conv(BX ⊗BY ) (see [23]) that
BNSG(N,K)R⊗piNSG(N,K)R = conv(conv(S ∪ −S)⊗ conv(S ∪ −S))
= conv(S ⊗ S ∪ −S ⊗ S) = L˜.
The second equality follows trivially by the duality between the  and pi tensor norms.
In order to prove part b), recall that the map
J ⊗ J : NSG(N,K)∗ ⊗min NSG(N,K)∗ −→ ⊕{Eax}∈IB(H{Eax})⊗min ⊕{F by}∈IB(H{F by})
⊂ ⊕({Eax}×{F by})∈I×IB(H{Eax} ⊗H{F by})
is a (completely) isometry. Then, the result follows easily just reasoning by duality on
real elements (Ma,bx,y)x,y;a,b. 
Remark 6.8. The space NSG(N,K) represents the formalization of the comments after
Theorem 3.2 . Actually, in [34] it is shown the utility of this space to study the set of
probability distributions when we assume another very interesting model of Nature.
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To finish this section, we will use Corollary 6.6 and Lemma 6.7 to obtain upper bounds
for the largest violation of Bell inequalities.
Theorem 6.8. With the notation of subsection 6.1, if we consider N inputs, K outputs
and Hilbert space dimension d, we have that
d(L˜, Q˜)  min{N,K, d}.
The upper bound regarding the Hilbert space dimension d was proved in [35, Proposition
2]. On the other hand, Theorem 6.8 improves the previously known O(K2) upper bounds
for d(L˜, Q˜) as a function of the number of outputs (see [22, Proposition 25]). To our
knowledge, no nontrivial upper bound for d(L˜, Q˜) as a function of the number of inputs
was known.
Proof. The upper bound in terms of d was proved in [35, Proposition 2]. It remains to
show the upper bound in terms of the outputs or the inputs. Since we allow absolute
constants we may work with complex Banach spaces. Now, according to Corollary 6.6
and Lemma 6.7 it suffices to show that
‖ id⊗ id : `N1 (`K∞)⊗ `N1 (`K∞)→ `N1 (`K∞)⊗min `N1 (`K∞)‖  min{N,K}.
Recall that ([69]) d(`K1 , `
K
∞) ≤
√
K. Thus there exist u : `k∞ → `k1 such that ‖u−1‖ ≤ 1
and
‖u : `k∞ → `k1‖ ≤
√
K .
Moreover, we know that ‖u−1‖cb = ‖u−1‖ ≤ 1. According to Grothendieck’s inequality
we also have
‖u : `k∞ → `k1‖cb ≤ KG‖u‖ ≤ KG
√
K .
We use the amplifications u˜ = id⊗u : `N1 (`K∞) → `N1 (`K1 ) and u˜−1 = id⊗u−1 : `N1 (`K1 ) →
`N1 (`
K
∞). Then, we have a factorization
id⊗ id = (u˜−1 ⊗ u˜−1) ◦ (id⊗ id) ◦ (u˜⊗ u˜) : `N1 (`K∞)⊗ `N1 (`K∞)→ `N1 (`K∞)⊗min `N1 (`K∞) .
This implies
‖ id⊗ id : `N1 (`K∞)⊗ `N1 (`K∞)→ `N1 (`K∞)⊗min `N1 (`K∞)‖  K.
To prove the upper bound as a function of the number of inputs N , recall (see for instance
[59]) that
‖ id⊗ id : `N∞(`K∞)→ `N1 (`K∞)‖cb ≤ N.
Then, the factorization
id⊗ id : `N1 (`K∞)⊗ `N1 (`K∞)→ `N∞(`K∞)⊗min `N1 (`K∞)→ `N1 (`K∞)⊗min `N1 (`K∞)
implies
‖ id⊗ id : `N1 (`K∞)⊗ `N1 (`K∞)→ `N1 (`K∞)⊗min `N1 (`K∞)‖ ≤ N. 
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7. A relaxation of the problem: The γ∗2 norm
The problem of computing or approximating the classical and quantum value of Bell
inequalities has been studied from different points of view. On the one hand, the problem
of studying the quantum value of Bell inequalities (related to the study of deciding whether
a given probability distribution belongs to the quantum set Q), has captured the interest
of many researchers in QIT (see e.g. [46], [24], [72], [54], [55]). On the other hand, since
any two-prover one-round game can be seen as a Bell inequality, Game Theory and, in
general Computer Science, can be considered as a very important source of results about
the (mostly) classical value of Bell inequalities.
The study of two-prover one-round games is of great interest in Computer Science
owing to the fact that many of the most important problems in Complexity Theory can
be stated in terms of these kinds of games. In particular, they are extremely useful to study
problems of hardness of approximation. One example of this is the so called unique game
conjecture (see [42], [43]), which has become one of the crucial problems in Complexity
Theory since it implies hardness of approximation results for several important problems
(MaxCut, Multicut and Sparsest Cut, Vertex Cover,...) which are difficult to obtain by
standard complexity assumptions. Although the results in Complexity Theory mainly
focus on the classical value of games, recently some of the most relevant problems in the
field have been studied in the context of quantum physics or under the assumption of the
non-signally condition. Some examples of this are the study of hardness of approximation
of the quantum value (commonly called entangled value) of games ([39],[31]), the unique
game conjecture in the quantum context ([41]) or the parallel repetition theorem ([30],
[41], [20], [40]). The standard way to tackle these kinds of problems is to show that the
entangled value (resp. non signally value) of the considered games can be approximated
by some semidefinite programming (SDP) relaxation with some good properties. In this
sense, the following relaxation has been shown to be very useful (see [5] and [41] for
details).
For every M consider the following optimization problem (OP), which maximizes over
complex vectors {uax}nx,a=1, {vby}ny,b=1 and z:
OP 7.1.
ωop(M) := max
{∣∣ n∑
x,y,a,b=1
Ma,bx,y〈uax, vby〉
∣∣}
subject to: 
‖z‖ = 1,
∀x, y,∑a uax = ∑b vby = z,
∀x, y,∀a 6= b, 〈uax, ubx〉 = 0, 〈vay , vby〉 = 0.
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Following the notation in [41], the relaxation we are considering here verifies
ωsdp3(M) ≥ ωop(M) ≥ ωsdp1(M) ≥ sup{|〈M,Q〉| : Q ∈ Q}.
Indeed, it is easy to see that SDP3 and SDP1 can be stated equivalently for real or
complex vectors. SDP3 and SDP1 have been shown to be very useful in the study of
different problems (see [41], [40], [55]). In particular, they can be used to approximate
the entangled value of unique games.
Actually, SDP1 is obtained when we consider the extra restriction of 〈uax, vby〉 ≥ 0 for
every x, y, a, b in our problem OP. Note that this SDP1 was already considered in the
context of Bell inequalities in [54, 55] (certificate of order 1). As far as we know, it is an
open question whether the quantum value of a Bell inequality (in particular, the entangled
value of a game) can be efficiently approximated up to a universal constant. SDP1 (and
the certificates of higher order in [54, 55]) seems to be the best known candidate to
approximate such a value by using semidefinite programming.
In this section, we will study the problem OP 7.1 to compute the classical and the
quantum value of Bell inequalities. Our main theorem states:
Theorem 7.2. There exists a Bell inequality M with n inputs and n + 1 outputs such
that
a) supP∈L |〈M,P 〉|  1,
b)
√
n
logn
 supQ∈Q |〈M,Q〉| 
√
n and
c) n
logn
 ωop(M)  n(logn)β for certain universal constant β.
Actually, the element M in Theorem 7.2 is exactly the same as the one considered in
Theorem 1.1. Furthermore, the key point to prove this result is again the complemented
copy of `n2 provided in Theorem 3.2. Thus, we have a canonical object M which allows
us to “separate” the three different models: classical, quantum and OP (see explanation
after Theorem 3.2).
In terms of distance, we immediately deduce:
Corollary 7.3. There exists a Bell inequality M with n inputs and n + 1 outputs such
that
a) ωop(M)
supP∈L |〈M,P 〉| 
n
logn
.
b) ωop(M)
supQ∈Q |〈M,Q〉| 
√
n
logn
.
Thus, even when this OP is very useful to approximate the entangled value of some
kinds of games, we can not use it to approximate the value of a general Bell inequality.
Moreover, we will show that part a) in Corollary 7.3 is essentially optimal. Specifically,
Proposition 7.4. For every Bell inequality M with n inputs and n outputs we have
ωop(M)
supP∈L |〈M,P 〉|
 n.
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Furthermore, as a consequence of a deep result in [14], we can prove a much sharper
result about the previous optimality when we consider the rank of the operator M . Indeed,
we will show
Theorem 7.5. Let’s denote, for each n ∈ N,
An = sup
{
A :
ωop(M)
supP∈L |〈M,P 〉|
≤ An
}
,
where the sup runs over all Bell inequalities M with rank n.
Then,
1
log n
 An  1
(log n)β
for certain universal constant β.
As we did in the previous sections (see Lemma 6.7), we will regard Bell inequalities as
elements in (NSG(n, n)∗⊗NSG(n, n)∗)R. Actually, since we are working up to universal
constants, we can deal with the complex linear space NSG(n, n)∗⊗NSG(n, n)∗ and, via
Corollary 6.6, with `n1 (`
n
∞)⊗ `n1 (`n∞). In the same way as we described the classical (resp.
Quantum) value of a Bell inequality via the tensor norm  (resp. min), we will be able
to describe the value ωop via another tensor norm. In this way, the results of this section
emphasize again on the importance of the Banach space techniques to study this kind of
problems.
We will need the following two definitions (see [61], [58] respectively):
Definition 7.1. Let X and Y be two Banach spaces. For every z ∈ X ⊗ Y we define
γ∗2(z) = sup{‖(u⊗ v)(z)‖H⊗piH},
where the sup is taken over all Hilbert spaces H and all contractions u : X → H,
v : Y → H.
Definition 7.2. Given two operator spaces X, Y , for every z =
∑n
i=1 xi ⊗ yi ∈ X ⊗ Y
we define
‖z‖h = sup{‖
n∑
i=1
u(xi)v(yi)‖B(H)},
where the sup is taken over all Hilbert spaces H and all completely contractions u : X →
B(H), v : Y → B(H).
The following lemma will be very helpful in this section:
Lemma 7.6. For every element z ∈ `N1 (`K∞)⊗ `N1 (`K∞) we have ‖z‖h ≤ γ∗2(z) ≤ K2G‖z‖h.
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Proof. The first inequality follows from the fact that for any pair of Banach spaces X e
Y , the map id : min(X)⊗hmin(Y )→ X ⊗γ Y defines an isometry (see for instance [8]).
Here, given a Banach space Z we denote by min(Z) the operator space structure endowed
by any embedding Z ↪→ C(K). To see the second inequality, consider an element z such
that ‖z‖h ≤ 1. Now, according to Lemma 3.7, given any contraction u : `N1 (`K∞) → `n2
(resp. v : `N1 (`
K
∞) → `n2 ) it verifies ‖u : `N1 (`K∞) → Rn‖cb ≤ KG (resp. ‖v : `N1 (`K∞) →
Cn‖cb ≤ KG). Then,
‖(u⊗ v)(z)‖`n2⊗pi`n2 = ‖(u⊗ v)(z)‖Rn⊗hCn ≤ K2G.

Remark 7.1. According to Theorem 6.5, we know that for any z ∈ NSG(N,K)∗ ⊗
NSG(N,K)∗ we have ‖z‖h ≤ γ∗2(z) ≤ C‖z‖h for certain universal constant C.
The following lemma shows that γ∗2(M) is, up to a universal constant, the same as
ωop(M).
Lemma 7.7. For every Bell inequality M with N inputs and K outputs we have
ωop(M) ' ‖M‖NSG(N,K)∗⊗γ∗2NSG(N,K)∗ .
Proof. Suppose on the one hand that ‖M‖NSG(N,K)∗⊗γ∗2NSG(N,K)∗ ≤ 1 and consider some
vectors {uax}x,a and {vby}y,b in a Hilbert space H verifying the restrictions in OP 7.1.
Then, it is easy to see that the map u : NSG(N,K)∗ → H given by u(ex,a) = uax (resp.
v : NSG(N,K)∗ → H given by v(ey,b) = vby) is well defined and verifies ‖u‖ ≤ 1 (resp.
‖v‖ ≤ 1). Thus, we have that
|
n∑
x,y,a,b=1
Ma,bx,y〈uax, vby〉| = |
n∑
x,y,a,b=1
Ma,bx,y〈u(ex,a), v(ey,b)〉| ≤ 1.
Therefore, ωop(M) ≤ ‖M‖NSG(N,K)∗⊗γ∗2NSG(N,K)∗ .
The proof of the second inequality requires a more sophisticated argument. Note that,
according to Remark 7.1, we can consider NSG(N,K)∗ ⊗h NSG(N,K)∗. On the other
hand, the application defined in Remark 6.6,
ι : NSG(N,K)∗ → ∗Ni=1`K∞,
defines a completely isometric embedding. Then, we know (see [58, Theorem 5.13]) that
ι⊗ ι : NSG(N,K)∗ ⊗h NSG(N,K)∗ → (∗Ni=1`K∞) ∗ (∗Ni=1`K∞) = ∗2Ni=1`K∞
defines a (completely) isometric embedding.
Therefore, for any M =
∑
x,y,a,bM
a,b
x,yex,a ⊗ ey,b ∈ NSG(N,K)∗ ⊗NSG(N,K)∗,
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‖M‖h = ‖(ι⊗ ι)(M)‖∗2Ni=1`K∞ = ‖
∑
x,y,a,b
Ma,bx,y(ι⊗ ι)(ex,a ⊗ ey,b)‖∗2Ni=1`K∞ .
Thus, it follows that ‖M‖h = sup{‖
∑
x,y,a,bM
a,b
x,yE
a
xF
y
b ‖B(H)}, where the sup is taken
over all families of positive operators {Eax}x,a ⊂ B(H) (resp. {F by}y,b ⊂ B(H)) verifying∑
aE
a
x = 1 for every x (resp.
∑
b F
b
y = 1 for every y) and E
a
x ⊥ Ea′x for every a 6= a′ (resp.
F by ⊥ F b′y for every b 6= b′). We conclude the proof by using the polarization identity in
order to take the supremum of |∑x,y,a,bMa,bx,y〈Eaxξ, F yb ξ〉| over all operators as before and
ξ in the unit sphere of H. Indeed, it is trivial to check that the elements uax = E
a
xξ and
vby = F
y
b ξ verify the restriction in OP 7.1. 
Remark 7.2. In the case of correlation Bell inequalities, this norm exactly describes the
set of quantum correlations. Specifically, given a matrix (Ti,j)
n
i,j=1, we have ([70])
sup{
n∑
i,j=1
Ti,jγi,j : (γi,j)
n
i,j=1 is a quantum correlation matrix } = ‖
n∑
i,j=1
Ti,jei ⊗ ej‖`n1⊗γ∗2 `n1 .
Remark 7.3. The tensor norm γ∗2 has been shown to be a very important tool in Com-
munication Complexity (see [47] and [48] and the references therein).
According to Lemma 7.7 and Corollary 6.6, Theorem 7.2 follows from the next result:
Theorem 7.8. There exists an element M ∈ `n1 (`n∞)⊗ `n1 (`n∞) such that
a) ‖M‖  1,
b)
√
n
logn
 ‖M‖min 
√
n and
c) n
logn
 γ∗2(M)  n(logn)β .
Indeed, once we have an element M as in Theorem 7.8, we can obtain Mˆ verifying
Theorem 7.2 just adding some extra zeros as it was explained in Theorem 2.1. Actually,
it is easy to see that this is exactly the same as taking
Mˆ = (T ∗|`n1 (`n∞) ⊗ T ∗|`n1 (`n∞))(M) ∈ NSG(n, n+ 1)∗ ⊗NSG(n, n+ 1)∗,
where T : NSG(n, n+ 1)→ `n∞(`n1 )⊕ C is the map defined in Theorem 6.5.
Furthermore, Proposition 7.4 and Theorem 7.5 are equivalent, respectively, to
Proposition 7.9. For every element M ∈ `n1 (`n∞)⊗ `n1 (`n∞) we have
‖M‖`n1 (`n∞)⊗γ∗2 `n1 (`n∞)
‖M‖`n1 (`n∞)⊗`n1 (`n∞)
 n.
and
Theorem 7.10. Let’s denote, for each n ∈ N,
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An = sup
{
A :
‖M‖`N1 (`K∞)⊗γ∗2 `N1 (`K∞)
‖M‖`N1 (`K∞)⊗`N1 (`K∞)
≤ An
}
,
where the sup runs over all N,K ∈ N and M ∈ `N1 (`K∞)⊗ `N1 (`K∞) such that rank(M) = n.
Then,
1
log n
 An  1
(log n)β
.
Here β is a universal constant.
Note that parts a) and b) in Theorem 7.8 were already proved in Sections 3 and 4. So it
remains to show that our element M = 1
n2
∑n
x,y,a,b,k=1 
k
x,a
k
y,bex,a ⊗ ey,b ∈ `n1 (`n∞)⊗ `n1 (`n∞)
in Section 4 verifies part c). By construction, our signs (kx,a)
n
x,a,k=1 verify Lemma 3.6 and
Lemma 3.6. In particular, the map G∗(ei ⊗ ej) =
∑n
k=1 
k
i,jek for every i, j = 1, · · · , n
verifies ‖G∗ : `n1 (`n∞)→ `n2‖  n. Then,
γ∗2(M) 
1
n4
‖
n∑
x,y,a,b,k=1
kx,a
k
y,bG
∗(ex,a)⊗G∗(ey,b)‖`n2⊗pi`n2 ≥
1
n4
n∑
p=1
n∑
x,y,a,b,k=1
kx,a
k
y,b
p
x,a
p
y,b
=
1
n4
n∑
k,p=1
(
n∑
x,a=1
kx,a
p
x,a)
2 ≥ 1
n4
n∑
k=1
(
n∑
x,a=1
kx,a
k
x,a)
2 = n.
Therefore, we have proved the first inequality in part c) of Theorem 7.8.
Remark 7.4. As in the case of ‖M‖min, the key point of the previous estimate is Theorem
3.2. However, as we already did in Section 4, we could construct explicitly the elements
that we have to use in order to norm M . In this particular case we have shown that we
can obtain γ∗2(M)  n by using the vectors uax = vax =
∑n
p=1 
p
x,aep ∈ `n2 in the definition
of γ∗2 .
On the other hand, since the element M we are considering has rank n, the upper
bound in (Theorem 7.8, part c)) follows by Theorem 7.10. To prove this result, we will
need the following theorem:
Theorem 7.11. ([14]) There exist universal constants α, β > 0 such that for every n ∈ N
and every pair of contractions u : `1(c0) → `n2 and v : `n2 → `1(c0) verifying u ◦ v = id`n2 ,
we have ‖u‖‖v‖ ≥ α(log n)β.
Remark 7.5. Note that Theorem 7.11 says that if we have a C-complemented copy of
`n2 into `1(c0), then C ≥ α(log n)β. On the other hand, in Theorem 3.2 we provided a√
log n-complemented copy of `n2 into `
n
1 (`
n
∞).
With this at hand, we can prove Theorem 7.10.
LARGE VIOLATION OF BELL INEQUALITIES WITH LOW ENTANGLEMENT 49
Proof of Theorem 7.10. The first inequality is consequence of the comments above. In-
deed, we have shown that our particular element M verifies
γ∗2 (M)
‖M‖  nlogn .
For the second inequality, let z be a rank n element in `1(c0)⊗`1(c0) such that ‖z‖ ≤ 1.
Assume that ‖z‖γ∗2 = Cnn, where Cn is a constant which may depend on n. We want to
show that
Cn  1
(log n)β
.
If we denote Tz ∈ `∞(`1)→ `1(c0) the associated operator to z, we know by hypothesis
that there exit contractions u : `n2 → `∞(`1) and v : `1(c0)→ `n2 such that
Cnn = |tr(v ◦ Tz ◦ u : `n2 → `∞(`1)→ `1(c0)→ `n2 )|.
Indeed, this is an immediate consequence of the very definition of the norm γ∗2 and the
fact that the operator Tz has rank n. On the other hand, it is immediate that
Cnn = |tr(v ◦ Tz ◦ u)| ≤
n∑
i=1
ai(v ◦ Tz ◦ u) =
δn∑
i=1
ai(v ◦ Tz ◦ u) + naδn(v ◦ Tz ◦ u),
where ai(v ◦ Tz ◦ u) denotes the ith singular value of the operator v ◦ Tz ◦ u and δ = Cn2 .
Now, it is very easy to see that
∑δn
i=1 ai(v ◦ Tz ◦ u) ≤ δn‖v ◦ Tz ◦ u‖ ≤ δn. It follows
that
Cnn ≤ δn+ naδn(v ◦ Tz ◦ u),
so aδn(v ◦ Tz ◦ u) ≥ Cn2 .
This means that there exit operators p : `δn2 → `n2 and q : `n2 → `δn2 , such that ‖p‖‖q‖ ≤
2
Cn
and q ◦ (v ◦ Tz ◦ u) ◦ p = id`δn2 . In particular, we have the following factorization:
`1(c0)
q◦v
=
==
==
==
==
==
=
`δn2
id //
Tz◦u◦p
@@
`δn2 .
According to Theorem 7.11, we know that
α(log
Cnn
2
)β ≤ ‖q ◦ v‖‖Tz ◦ u ◦ p‖ ≤ ‖p‖‖q‖ ≤ 2
Cn
.
That is, ( 2
Cn
)
1
β ≥ α 1β (log Cnn
2
). On the other hand,
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α
1
β (log
Cnn
2
) = α
1
β (log n+ log(
Cn
2
))  log n,
where we have used that Cn  1logn in the last inequality. We conclude that Cn  1(logn)β .

We will finish this section with the proof of Proposition 7.9.
Proof of Proposition 7.9. We have to show that
‖ id⊗ id : `n1 (`n∞)⊗ `n1 (`n∞)→ `n1 (`n∞)⊗γ∗2 `n1 (`n∞)‖  n.
To see this estimate, recall that Grothendieck’s theorem can be stated (see [23] for details)
as:
‖ id⊗ id : `1 ⊗ `1 → `1 ⊗γ∗2 `1‖ ≤ KG.
Then, the result follows easily considering the same factorization as in the proof of The-
orem 6.8:
id⊗ id = (u˜−1 ⊗ u˜−1) ◦ (id⊗ id) ◦ (u˜⊗ u˜) : `N1 (`K∞)⊗ `N1 (`K∞)→ `N1 (`K∞)⊗min `N1 (`K∞).

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