The connection between linear dynamically varying (LDV) systems and jump linear systems is explored. LDV systems have been shown t o be useful in controlling systems with "complicated dynamics". Some systems with complicated dynamics, for example Axiom A systems, admit Markov partitions and can be described, up to finite resolution, by a Markov chain. In this case, the control system for these systems can be approximated as Markovian jump linear systems. It is shown that (i) jump linear controllers for arbitrarily fine partitions exist if and only if the LDV controller exists; (ii) jump linear controllers stabilize the dynamical system; (iii) jump linear controllers are approximations of the LDV controller.
it is usually difficult to determine whether a partition is Markovian. This paper proceeds as follows: In the next section the nonlinear tracking problem for systems with complicated dynamics is presented along with LDV controllers that solve this tracking problem. In section 3 jump linear systems are introduced along with some standard results. Section 4 shows how under certain conditions the nonlinear tracking problem described in section 2 may be described as a jump linear control problem. However, it is shown that this approach has difficulties in that stability of the closed loop nonlinear system cannot be easily proved. Section 6 consists of the main results.
'Ikacking Systems with Complicated Dynamics via LDV control 1 Introduction
Linear dynamically varying (LDV) controllers have been introduced as a technique t o control systems with complicated dynamics [3] , [4] , [5] , [lo] . However, many systeins with complicated dynamics can be described by symbolic dynamics and Markov chains. Hence, instead of approximating such a nonlinear system with an LDV system, one can approximate it with a linear system with parameters that vary according t o a Markov chain, i.e. a Markovian jump linear system. Markovian jump linear systems have been the focus of extensive research 191, [8] . The relationship between the LDV and jump linear approximations of nonlinear systems will be investigated. It will be shown that the LDV approximation is the limit of a sequence of jump linear systems. Thus an LDV controller exists only if and only if a sequence of jump linear controllers exists. Furthermore, an LDV controller can be approximated Consider the following nonlinear control problem: find
This problem is especially interesting when f displays complicated dynamics on 0, in particular, nontrivial recurrence. Define the set of recurrent points R ( f ) and the set of periodic point P (f). Complicated dynamics occurs when P ( f ) R ( f ) , or simply if P ( f ) is not a stable attractor. Such systems have been extensively study by Birkhoff, MOser, Halmos, Smale, Kolmogorov, Arnold, Sinai, etc.
The tracking error is defined as z ( k ) = ' p ( k ) -e ( k ) . Then system 1 reduces t o by computing a jump linear controller. It will also be shown that when computing the latter controller the partition need not be Markov. That is, even if the induced symbolic dynamics is not a Markov chain, the jump linear controller (which incorrectly assumes that the symbolic dynamics is Markovian) will approximate the LDV controller. This is an important feature, since 
These LDV systems have been extensively studied in [3] , [4] , [5] and [lo] . Only a brief introduction will fol- low. An LDV system is defined as
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, then the nonlinear system 2, 
is optimal in the sense that it minimizes the quadratic Under some mild assumptions on the dynamical system f , it is known that f has many structural properties.
These properties can be used to determine approximate solutions to 4. In [3] techniques based on a dense set periodic points, a dense orbit and recurrence are developed. Another technique based on a probabilistic interpretation of f is developed here.
Jump Linear Systems
A jump linear system is defined as follows: (6) with s (k) a Markov chain that takes values in a finite set { 1,2,. . . , M } with transition probabilities 
Equation 7 defines a system of coupled Riccati equations. If a such a function exists, then a control is Techniques to solve 7 are discussed in [l] and [6] . 
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For every
1 5 i , j 5 M such that f (Ri)flint(Rj) # 0 and every x E R, fl f -' ( i n t ( R j ) ) we have f (W: (z) Ri) C W,B (f ( 5 ) ) n Rj. 4. For every 1 5 i , j < M such that f-'(R,)flint(Rj) # 0 andevery z E R, fl f (int(Rj)) we have f-'(W," (z) fl Ri) C Wr ( f -' (x)) n Rj.P ( s (k + 1) = j l s ( k ) = i ) = p .
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. and h is a measure preserving map, i.e.
P ( s E h -l ( E ) ) = p ( 0 E E )
where p is an invariant measure for f . Thus the dynamics of f is described by a Markov chain. ( Furthermore, suppose the desired trajectory (0 ( k ) } is a fixed point, and the probability of staying in the cell containing the fixed point is not one. In this case, the probability of staying in the cell containing the fixed point for all time is zero. Therefore, stochastic stability does not directly imply that the jump linear system Next it will be shown that if the nonlinear system is LDV stabilizable, then for a fine enough partition, the jump linear system stabilizes the nonlinear system (proposition 2). Conversely, if as the partition is re-
Jump Linear Control of Complicated Dynamics
From the above, it is clear that some dynamical systems induce jump linear systems. Since there has been extensive work on jump linear systems, it seems feasible t o stabilize system 2 with a jump linear controller. However, it will now be shown that such an approach is more difficult than it appears. 
