Abstract-WiMAX is an emerging and powerful technology in broadband wireless communications in that it can simultaneously provide high-speed broadband services over large distances. However, signal distortion due to channel fading, noise, and Doppler can limit the overall transmission data rate and coverage. To minimize the impact, channel estimation must be performed to remove the effects of the channel. In this paper, we present uplink channel estimation algorithms for WiMAX PUSC and AMC and analyze their performance under different channel conditions. Our results show that the performance of each algorithm depends largely on the channel delay spread and signal-to-noise ratio.
I. INTRODUCTION
The IEEE 802.16 standard, also known as WiMAX (Worldwide Interoperability for Microwave ACCess), is an emerging technology in wireless communications that promises to simultaneously provide high broadband speeds equivalent to cable/DSL and wide coverage equivalent to the cellular network. In 2005, the IEEE 802.16 standard was amended to revision E to include support for mobile applications.
At the core of WiMAX is Orthogonal Frequency Division Multiplexing (OFDM) in which a high-rate data stream is converted into several lower-rate data streams, mapped to a constellation, and modulated onto orthogonal subcarriers. The advantage to this technique is that it increases the symbol duration and makes the system more robust to multipath channel fading. WiMAX also employs the multiuser version of OFDM, known as Orthogonal Frequency Division Multiple Access (OFDMA), which allows simultaneous access to the channel by assigning each user a different subset of subcarriers. The subcarrier allocation modes supported in WiMAX are categorized as distributed or adjacent. A distributed subcarrier allocation is a pseudorandom allocation of subcarriers and uses frequency diversity to minimize the fast fading effect associated with mobile environments. An adjacent subcarrier allocation describes a process of forming subchannels consisting of physically adjacent subcarriers and leaving the system scheduler responsible for determining the optimal subchannel allocation.
However, a problem with any communication system including WiMAX is that distortion caused by the channel can limit its data rate and coverage. To mitigate the effect of the channel, the receiver must perform channel estimation to remove this distortion. In a wireless and mobile environment, the channel is typically fast-changing and unpredictable which limits algorithms to those that are computationally fast. In addition, channel estimation is more challenging on the uplink because the received signal is distorted by multiple frequencyselective fading channels, which reduces the amount of data we can use to estimate the channel. To aid the channel estimation task, known pilot subcarriers are embedded into each OFDM symbol. In pilot-assisted channel estimation, the channel is estimated at the pilot subcarriers and then interpolated at the data subcarriers.
In this paper, we apply some commonly used channel estimation and interpolation algorithms specifically to WiMAX and analyze their performance. More specifically, we look at algorithms that can be used in Partial Usage of Subcarriers (PUSC), a distributed subcarrier allocation method, and Adaptive Modulation and Coding (AMC), an adjacent subcarrier allocation method. For each algorithm, we illustrate and compare the performance both analytically and through simulation to demonstrate how the performance of each algorithm varies under different channel conditions. The rest of the paper is organized as follows. In Section 2, we present the system model. In Section 3, we compare the performance of a linear interpolation and 4-pilot averaging algorithm that can be used in PUSC. In Section 4, we compare the performance of a linear interpolation and frequency smoothing algorithm that can be used in AMC. We then conclude the paper in Section 5. Figure 1 shows the OFDM baseband model used in this paper. If we assume that the cyclic prefix eliminates all intersymbol interference (ISI) and preserves orthogonality between subcarriers, then the received signal for the t th OFDM symbol and the f th subcarrier is given by
II. SYSTEM MODEL
where X(t, f ), H(t, f ), and V (t, f ) are the transmitted signal, the channel response, and zero-mean additive white Gaussian noise with variance σ 2 v respectively and N is the FFT size.
A. Channel Model
To model a multipath fading channel, we represent the channel as a time-varying impulse response [1] where α i (t) is the tap gain and assumed to be a complex Gaussian random variable, τ i is the delay of the i th path, and P is the number of paths in the channel profile. Then, by definition, the channel frequency response is defined as
It is also useful to have the channel autocorrelation function because it can provide insight into the performance of each channel estimator. To obtain the channel autocorrelation function, we can use the derivation provided in [2] . If we assume that the tap gains are wide-sense stationary (WSS) and independent of each path, then using (3), the channel autocorrelation function is
If each path has the same time-domain correlation function, we can let
is the normalized time-domain correlation function. A common model to use for R t ( t) is Jake's classical model where uniform scattering of RF waves in the environment is assumed [4] . Substituting this into (4), we obtain
where σ 2 H is the total average power of the channel impulse response and R f ( f ) is the normalized frequency-domain correlation function respectively defined as (6) For an OFDM system, we redefine the time-domain correlation function and frequency-domain correlation function as such
where T s is the symbol duration and T f is the subcarrier spacing in frequency.
III. CHANNEL ESTIMATION IN PUSC
PUSC is a distributed permutation mode in WiMAX in which subcarriers are grouped into tiles and pseudorandomly allocated to form subchannels. Because subchannels are composed of randomly selected tiles, the channel estimation algorithm must process each tile independently. The tile is illustrated in Figure 2 [6] . The set of pilot positions is P = {(0,0), (0,3), (2,0), (2,3)}. To estimate the channel at the pilots, we use the least-squares approach given bŷ
A. Linear Interpolation
Given the PUSC tile shown in Figure 2 , we first linearly interpolate the channel estimates at the pilots in time and then in frequency using the formulation given by
• Interpolate Channel Estimates in Frequencŷ
B. 4-pilot Averaging
Another approach to interpolating the channel within a PUSC tile is averaging the 4 received pilots and using the result as the channel estimate at each data subcarrier. The channel estimate at each data subcarrier is given bŷ
C. Analytical Model
To evaluate the performance of each algorithm analytically, we compute the arithmetic average MSE over the 8 data subcarriers in the PUSC tile [3] . We also assume that for the pilot constellation points all have the same magnitude,
1) Mean Squared Error -Linear Interpolation:
When using linear interpolation in PUSC, estimates at the data subcarriers are generated by interpolating the pilots in 3 different ways: Interpolation in time, interpolation in frequency, interpolation in time and frequency. The subcarriers in which the channel estimate is generated by only interpolating in time are defined as A = {(1, 0), (1, 3)}. The subcarriers in which the channel estimate is generated by only interpolating the pilots in frequency are defined as B 0 = {(0, 1), (0, 2)} and B 2 = {(2, 1), (2, 2)}. Because there are two subcarriers in the same OFDM symbol in which the channel estimate is produced by interpolating in frequency, we calculate the arithmetic average MSE over the pair of subcarriers. The subcarriers in which the channel estimate is generated by interpolating the pilots both in time and frequency are defined as C = {(1, 1), (1, 2)}.
2) Average mean-squared error for {(t, f ), (t, f +1)} ∈ B t for t = 0, 2.
3) Mean-squared error at (t, f ) ∈ C
To calculate the average MSE in a PUSC tile, we combine (14), (15), and (16) and take their arithmetic average as defined in (17).
2) Mean Squared Error -4-pilot Averaging: If we use the channel estimate calculated using (13) and define the set of data subcarriers as D = {(0,1), (0,2), (1,0), (1,1), (1,2), (1,3), (2,1), (2,2)}, then the MSE at each subcarrier using the 4-pilot averaging technique is given by
Therefore, the average MSE within the PUSC tile using the 4-pilot averaging method is given by
With this representation, we can show that the channel estimation error is dependent on the interpolation error, which is a function of the channel autocorrelation, and noise. We can see that for a perfectly correlated channel (R H [ t, f ] = 1), the interpolation error equals zero. Similarly, if we had a system without noise, then the channel estimation error due to noise would equal zero. If we expand (17) and (19) and compare the channel estimation error due to noise, we see that this term is in the linear interpolator. This result suggests that the 4-pilot averaging estimator will perform better than the linear interpolator by about 3dB in MSE in channels where the SNR is low. It is difficult to compare the interpolation error in (17) and (19) because it is channel dependent. However, we expect the interpolation error in the linear interpolator to be smaller than the 4-pilot averaging because we are using a first-order approximation opposed to constant to estimate the channel. And the difference widens as the channel between pilots became less correlated.
D. Simulation Results and Analysis
We also performed simulations with the linear interpolator and 4-pilot averaging algorithm and baselined them against a perfect channel knowledge estimator. The simulation parameters used are defined in Table I . We used the ITUR Pedestrian-A 3km/hr and Vehicular-B 120km/hr channel models in our simulation to observe the performance in both benign and severe channel conditions. The power delay profiles of these channels can be found in [7] . When we compare the linear interpolator to the 4-pilot averaging algorithm in the Pedestrian-A 3km/hr channel in Figure  3 , we observe that the 4-pilot averaging method is about 2dB better than the linear interpolator for all modulation code rates. However, in the Vehicular-B 120km/hr channel, the linear interpolator outperforms the 4-pilot averaging except when using QPSK. We can attribute this result to the Pedestrian-A channel frequency response being relatively flat (highly correlated) so we expect the interpolation error to be small. And since the 4-pilot averaging averages out more noise, this algorithm always outperforms the linear interpolator. However, in the Vehicular-B channel, the channel is less correlated resulting in a higher interpolation error. So at low SNRs, we expect the 4-pilot averaging to perform better than the linear interpolator because noise is the dominant contributor to distortion. But as we increase the SNR, the channel becomes the dominant contributor and hence, we expect the linear interpolator to perform better relative to 4-pilot averaging in less correlated channels like Vehicular-B as shown in Figure 4 . However, we also observe that the performance floors for the high modulation codes because the distance between adjacent constellation points is too small to support the large interpolation error. It should be noted that the lack of smoothness in some of the BER curves at high SNR is due to a few bad realizations of the channel severely distorting the signal and the higher modulation code rates being less resilient to errors.
IV. CHANNEL ESTIMATION IN AMC
In AMC, each subchannel is composed of 18 adjacent subcarriers over 3 OFDM symbols with 6 pilot subcarriers per subchannel. The pilot arrangement is shown in Figure 5 [6]. To simplify the channel estimation problem, we assume that the channel remains constant over 3 OFDM symbols, which means we can use the same channel estimate at subcarriers with the same frequency within a subchannel. This is a reasonable assumption because AMC would typically be only used in fixed or portable environments.
A. Linear Interpolation
After performing the least-squares estimates at the pilot subcarriers using (10), we can linearly interpolate the channel in frequency at the data subcarriers between pilots and extrapolate the channel in frequency at the data subcarriers at the edge of the subchannel. 
B. Frequency Smoothing
In this algorithm, the idea is to smooth the frequencydomain channel estimates at the pilots by applying a rectangular window in the time-domain [5] . However, because in AMC there are only pilots every 3 subcarriers, 3 images of the channel impulse response will appear in the time-domain. Therefore, the window size must be selected such that the images are eliminated. However, if we select a window that is too small such that it does not capture all of the channel's energy, we will distort the channel estimates. If we assume that each pilot has the same magnitude, |X(t, 3p + 
3) Transform windowed response to the frequency domain using 18-point DFT to obtain channel estimateŝ
C. Analytical Model
To evaluate each algorithm, we derive the arithmetic average MSE of 1 OFDM symbol within an AMC subchannel [3] .
1) MSE -Linear Interpolation:
There are 3 types of subcarriers when using the linear interpolator: pilot, interpolated, and extrapolated. To compute the average MSE in an OFDM symbol in AMC, we derived the MSE for each type of subcarriers.
• MSE at pilot subcarriers
It can be seen that the frequency smoothing algorithm can potentially perform substantially better than the linear interpolator if we choose L small enough while still capturing all of the channel's energy.
D. Simulation Results and Analysis
We also compared the performance of each algorithm using simulation with different channel impulse responses. For this simulation, we used the SUI-1 and SUI-5 channel models. The power delay profiles can be found in [8] . The simulation parameters used are shown in Table II . We chose 5us and 10us frequency smoothing windows because 5us corresponds to the delay spread of a typical urban environment and 10us is close to the nominal cyclic prefix length in WiMAX. The plots shown in Figure 6 and 7 show that in low delay spread channels like SUI-1, the frequency smoothing algorithm outperforms the linear interpolator because of its noise rejection capability. And we see that using a 5us window is better in this channel because it rejects more noise than the 10us window without biasing the channel estimates. However, in longer delay spread channels like SUI-5, we see that the frequency smoothing performance floors at a certain SNR. This is attributed to the frequency smoothing window not capturing all of the channel's energy, distorting the estimates, V. CONCLUSION In this paper, we presented and analyzed channel estimation algorithms that can be used in WiMAX PUSC and AMC and showed that their performance depends on the channel and SNR. While our study shows that there is no "perfect" algorithm to use for each mode, our results show key crossover points in performance in each channel condition. If we use existing techniques to measure the channel delay spread and SNR, we can characterize the channel and combine them with our results to identify the best channel estimation algorithm. This method can be implemented at the higher layers and used to optimize the system's performance.
