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a b s t r a c t
In this paper, the following nonlinear Sturm–Liouville problem{−(p(x)u′(x))′ + q(x)u(x) = λf (x, u(x)), 0 ≤ x ≤ 1,
α0u(0)+ β0u′(0) = 0, α1u(1)+ β1u′(1) = 0
is discussed by topological methods. In the case that the nonlinear term is non-singular or
singular, a global structure of the positive solution set of the above problem is obtained,
and the existence of positive solutions is proved under the condition that the nonlinear
term is allowed to change sign.
© 2009 Elsevier Ltd. All rights reserved.
1. Introduction and preliminaries
In this paper, we consider the nonlinear Sturm-Liouville boundary value problem{−(p(x)u′(x))′ + q(x)u(x) = λf (x, u(x)), 0 ≤ x ≤ 1,
α0u(0)+ β0u′(0) = 0, α1u(1)+ β1u′(1) = 0. (1.1)
Many authors have studied the existence of positive solutions for the nonlinear boundary value problem (see [1–13] and
the references therein) in the case that the nonlinear term f (x, u) satisfies
f (x, u) ≥ 0, ∀0 ≤ x ≤ 1, u ≥ 0. (1.2)
However, few authors have considered the existence of positive solutions for nonlinear boundary value problem (1.1) in the
case that the nonlinear term f does not satisfy (1.2) (see [2,3]).
In this paper, we discuss nonlinear Sturm-Liouville problem (1.1) by using topological methods. In the case that the
nonlinear term is non-singular or singular, the global structure of the positive solution set of (1.1) is studied, and the
existence of positive solutions is proved under the condition that (1.2) is not satisfied. The methods and results in this
paper are different from those of [1–13].
In this paper, we suppose that
(H0) α0 ≥ 0, β0 ≤ 0, α1 ≥ 0, β1 ≥ 0, (α20 + β20 )(α21 + β21 ) 6= 0, α20 + α21 6= 0, p(x) ∈ C1[0, 1], q(x) ∈ C[0, 1], p(x) >
0, q(x) ≥ 0, ∀ x ∈ [0, 1], and the homogenous equation with respect to (1.1){−(p(x)u′(x))′ + q(x)u(x) = 0, 0 ≤ x ≤ 1,
α0u(0)+ β0u′(0) = 0, α1u(1)+ β1u′(1) = 0 (1.3)
has only the trivial solution.
∗ Corresponding author.
E-mail addresses: sdlhy1978@163.com, sdlhyljy@sohu.com (H. Li).
0898-1221/$ – see front matter© 2009 Elsevier Ltd. All rights reserved.
doi:10.1016/j.camwa.2009.07.059
H. Li, J. Sun / Computers and Mathematics with Applications 58 (2009) 1808–1815 1809
Let k(x, y) be the Green’s function with respect to (1.3), i.e.
k(x, y) =

1
w
ϕ(x)ψ(y), 0 ≤ x ≤ y ≤ 1.
1
w
ϕ(y)ψ(x), 0 ≤ y ≤ x ≤ 1.
(1.4)
Lemma 1.1 (See [1]). Suppose that (H0) is satisfied, then the Green’s function k(x, y) defined by (1.4) possesses the following
properties:
(i) k(x, y) is continuous and symmetrical over [0, 1] × [0, 1];
(ii) k(x, y) ≥ 0, k(x, y) ≤ k(y, y), ∀ 0 ≤ x, y ≤ 1;
(iii) ϕ(x) ∈ C2[0, 1] is an increasing function, ϕ(x) > 0, x ∈ (0, 1];
(iv) ψ(x) ∈ C2[0, 1] is a decreasing function, ψ(x) > 0, x ∈ [0, 1);
(v) w is a positive constant.
For further discussion, we need some lemmas. First we give some lemmas of point set topology.
Lemma 1.2 (See [14]). Each connected subset of a metric space X is contained in a component, and each connected component
of X is closed.
Lemma 1.3 (See [15]). Suppose that X is a compact metric space, A and B are non-intersecting closed subsets of X, and there does
not exist a connected component of X which intersects with A and B. Then there must exist two disjoint compact subsets XA and
XB, such that X = XA ∪ XB, A ⊂ XA, B ⊂ XB.
Let X be a Banach space and {Cn| n = 1, 2, . . .} be a family of connected subsets of X, we define (see [15])
D = lim
n→∞Cn = {x ∈ X | ∃{ni} ⊂ {n} and xni ∈ Cni , such that xni → x}.
Lemma 1.4. Suppose that the following conditions are satisfied:
(1) there exist zn ∈ Cn (n = 1, 2, . . .) and z∗ ∈ X, such that zn → z∗;
(2) rn →+∞(n→∞), where rn = sup{‖x‖ | x ∈ Cn};
(3) ∀ R > 0, (⋃∞n=1 Cn) ∩ SR (where SR = {x ∈ X | ‖x‖ < R} is a relative compact set of X.
Then there must exist an unbounded connected component C in D and z∗ ∈ C .
Proof. By the definition of D, we know that z∗ ∈ D. If otherwise, we assume that the connected component C in D, which
passes z∗, is bounded. Note that D is a closed set of X , and C ⊂ D. It follows from Lemma 1.2 that C is a closed subset of D,
hence C is also a closed subset of X . It is easy to know that C is a compact set of X by (3). Take δ > 0, letU1 be δ-neighborhood
of C in X .
We discuss two cases. The first case: ∂U1 ∩ D 6= ∅. In this case, we know that D ∩ U1 is a compact metric space by (3). It
is obvious that C and ∂U1 ∩ D are non-intersecting closed subsets of X . Because of the maximal connectedness of C , there
does not exist a connected component C∗ of D ∩ U1 such that C∗ ∩ C 6= ∅, C∗ ∩ (∂U1 ∩ D) 6= ∅. By Lemma 1.3, there exist
non-intersecting compact sets XA and XB of D ∩ U1, such that
C ⊂ XA, ∂U1 ∩ D ⊂ XB, XA ∪ XB = D ∩ U1.
Evidently, d(XA, XB) > 0. Let δ1 = 13d(XA, XB), U2 be the δ13 -neighborhood of XA. Writing U = U1 ∩ U2, then
C ⊂ U, ∂U ∩ D = ∅. (1.5)
The second case: ∂U1 ∩ D = ∅. In this case, let U = U1, it is obvious that (1.5) holds.
By zn → z∗(n→+∞), without loss of generality, we can assume {zn} ⊂ U . By (2) and the connectedness of C , ∃ n0 > 0,
for any n ≥ n0, Cn ∩ ∂U 6= ∅. We choose yn ∈ Cn ∩ ∂U , then {yn | n ≥ n0} is a relative compact set of X, so there must exist
y∗ ∈ ∂U and a subsequence {ynk} of {yn | n ≥ n0} such that ynk → y∗. Obviously y∗ ∈ D. Therefore y∗ ∈ ∂U ∩ D, which
yields a contradiction with (1.5). The proof is completed. 
In the following we give the definition and property of the u0-bounded operator. Let E be a Banach space, P be a cone
of E.
Definition 1.1 (See [16]). Let K : E → E be a linear operator, and K maps P into P . If there exists u0 ∈ P \ {θ} such that for
any ϕ ∈ P \ {θ}, there exist a natural number n and real numbers α0 > 0, β0 > 0 satisfying α0u0 ≤ K nϕ ≤ β0u0, then K is
called a u0-bounded linear operator on E, in short, K is called a u0-bounded operator.
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Lemma 1.5 (see [16]). Let K be a completely continuous u0-bounded operator, λ1 > 0 is the first eigenvalue of K , then K must
have a positive eigenfunction ∈ P \ {θ}, corresponding to λ1; and λ1 is unique positive eigenvalue of K corresponding to positive
eigenfunction.
Lemma 1.6. Let E be a Banach space and P a cone of E, and K a completely continuous u0-bounded operator. Suppose that
A : E → E is an operator(we do not suppose that A maps P into P). If there exist ϕ0 ∈ P \ {θ} and λ > 0 such that Aϕ0 ≥ Kϕ0,
λAϕ0 = ϕ0, then λ ≤ λ1, where λ1 is the first eigenvalue of K .
Proof. It is easy to see that the Lemma 1.6 holds by the proof of Lemma 3.4 of the fourth chapter in [16]. 
2. Global structure of positive solutions: In the case that f is not singular
In this section we consider the boundary value problem (1.1) in the case that f is not singular.
We assume that
(H1) f (x, u) = a(x)u+ H(x, u), where a(x) ∈ C[0, 1], a(x) > 0 (∀ x ∈ [0, 1]), H : [0, 1] × R1 → R1 is continuous, and
lim
u→0
H(x, u)
u
= 0;
(H2) there existsm ∈ (−∞,+∞) such that
lim sup
u→+∞
f (x, u)
u
≤ m, uniformly on x ∈ [0, 1],
where
m := inf
{
m∗
∣∣∣∣lim sup
u→+∞
f (x, u)
u
≤ m∗, uniformly on x ∈ [0, 1]
}
.
In (H2) it is not supposed that f (x, u) ≥ 0, (u ≥ 0).
It is obvious that the solution of the boundary value problem (1.1) is equivalent to the solution of the following integral
equation
u(x) = λ
∫ 1
0
k(x, y)f (y, u(y))dy , λAu(x),
where k(x, y) is defined by (1.4). It is easy to know that A : C[0, 1] → C[0, 1] is a completely continuous operator. Evidently,
the fixed point of λA is the solution of the boundary value problem (1.1).
By (H1), the linearization of the boundary value problem (1.1) is{−(p(x)u′(x))′ + q(x)u(x) = λa(x)u(x), 0 ≤ x ≤ 1.
α0u(0)+ β0u′(0) = 0, α1u(1)+ β1u′(1) = 0. (2.1)
It follows from (H0) (H1) that λ1 > 0, where λ1 is the first eigenvalue of the boundary value problem (2.1) (see [4]).
By [6] and [17], let
S+1 = {u(x) ∈ C[0, 1] | u(x) > 0,∀x ∈ (0, 1)},
L = {(λ, u) | λ ∈ R1, u ∈ C[0, 1], u 6= θ, u = λAu},
C1 be the connected component of L passing (λ1, θ), and C+1 = C1 ∩ {(R1 × S+1 ) ∪ (λ1, θ)}.
By Lemma 2 of Sun [6] and [17], we know that
Lemma 2.1. Suppose that (H0) (H1) are satisfied, then C+1 is an unbounded connected component of ((0,+∞)×S+1 )∪{(λ1, θ)}
in R1 × C[0, 1].
Define the linear operator
Bu(x) =
∫ 1
0
k(x, y)u(y)dy,
where k(x, y) is defined by (1.4). Let r(B) and λB denote the spectral radius and the first eigenvalue of B respectively, then
λB = (r(B))−1.
Lemma 2.2. Suppose that (H0)–(H2) are satisfied, and m > 0 in (H2), then for any small constant δ > 0, there exists Mδ > 0
such that for any λ ∈
(
0, λBm − δ
)
, (λ, uλ) ∈ C+1 , we have ‖uλ‖ < Mδ .
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Proof. Since (λ, uλ) ∈ C+1 ,
uλ(x) = λAuλ(x), uλ(x) > 0,∀ x ∈ (0, 1). (2.2)
Choose δ1 > 0 such that
λB
m+δ1 =
λB
m − δ. By (H2), we know that there exist d > 0 and 0 < σ < δ1, such that
f (x, u) ≤ (m+ σ)u, ∀ u ≥ d, x ∈ [0, 1]. (2.3)
Let
M1 = sup
u∈Td,x∈[0,1]
∫ 1
0
k(x, y)|f (y, u(y))|dy,
where Td = {u ∈ C[0, 1] | u(x) ≥ 0,∀ x ∈ [0, 1], and ‖u‖ ≤ d}. Let u˜λ(x) = min{uλ(x), d}, Dd = {x ∈ [0, 1] | uλ(x) > d}.
By (2.2) and (2.3), we have
θ ≤ λ−1uλ(x) = Auλ(x) =
∫ 1
0
k(x, y)f (y, uλ(y))dy
=
∫
Dd
k(x, y)f (y, uλ(y))dy+
∫
[0,1]\Dd
k(x, y)f (y, uλ(y))dy
≤ (m+ σ)
∫
Dd
k(x, y)uλ(y)dy+
∫
[0,1]\Dd
k(x, y)f (y, u˜λ(y))dy
≤ (m+ σ)
∫ 1
0
k(x, y)uλ(y)dy+
∫
[0,1]\Dd
k(x, y)|f (y, u˜λ(y))|dy
≤ (m+ σ)
∫ 1
0
k(x, y)uλ(y)dy+
∫ 1
0
k(x, y)|f (y, u˜λ(y))|dy. (2.4)
By (2.4), we have
0 ≤ uλ(x) ≤
(
λB
m
− δ
)
(m+ σ)
∫ 1
0
k(x, y)uλ(y)dy+
(
λB
m
− δ
)
M1. (2.5)
Let B1u(x) =
(
λB
m − δ
)
(m+σ) ∫ 10 k(x, y)u(y)dy, then it is easy to know that r(B1) < 1, where r(B1) denotes the spectral
radius of B1. So (I − B1)−1 exists, and (I − B1)−1 = I + B1 + B21 + · · ·, which implies that (I − B1)−1 is a positive linear
operator. Thus, by (2.5),
‖uλ‖ ≤ ‖(I − B1)−1M∗‖,
where,M∗ =
(
λB
m − δ
)
M1 is a constant function, i.e. there existsMδ > 0 such that ‖uλ‖ ≤ Mδ . The proof is completed. 
Theorem 2.1. Suppose that (H0)–(H2) are satisfied, and m in (H2) satisfies λBm > λ1, then for C
+
1 ,
C+1 ∩ ({λ} × S+1 ) 6= ∅, ∀λ1 < λ <
λB
m
.
Hence, for any λ ∈ (λ1, λBm ), the boundary value problem (1.1) has at least a positive solution.
Proof. For any given λ ∈
(
λ1,
λB
m
)
, there exists δ > 0 such that λ1 < λ <
λB
m − δ. By virtue of Lemma 2.2, there exists
Mδ > 0 such that
C+1 ∩
((
0,
λB
m
− δ
)
× ∂TMδ
)
= ∅, (2.6)
where ∂TMδ = {u ∈ C[0, 1] | ‖u‖ = Mδ}. It follows from Lemma 2.1 that C+1 is an unbounded connected set of ((0,+∞)
× S+1 ) ∪ {(λ1, θ)}. So by (2.6), we have C+1 ∩ ({λ} × S+1 ) 6= ∅. The proof is completed. 
Theorem 2.2. Suppose that (H0)–(H2) are satisfied, and m ≤ 0 in (H2), then
C+1 ∩ ({λ} × S+1 ) 6= ∅, ∀λ > λ1.
Hence, for any λ ∈ (λ1,+∞), the boundary value problem (1.1) has at least a positive solution.
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Proof. For any λ > λ1, by virtue of (H2), there exists β > 0 such that λBβ > λ1 and lim supu→+∞
f (x,u)
u ≤ β , uniformly on
x ∈ [0, 1]. So by Theorem 2.1, we have C+1 ∩ ({λ} × S+1 ) 6= ∅. The proof is completed. 
Remark 2.1. We do not assume that f (x, u) ≥ 0 when u ≥ 0 in the above two theorems (and we also do not that assume
that f (x, u) is bounded from below when u ≥ 0). However, we still obtain the existence of positive solutions.
Remark 2.2. Themethods and the conditions are different from those of [1–13]. In [1–13], the authors used the cone theory.
we use the methods of global structure of solutions to obtain the existence of positive solutions.
3. Global structure of positive solutions: In the case that f is singular
In this section we consider the boundary value problem (1.1) in the case that f (x, u) = h(x)g(u) and h is allowed to be
singular at x = 0 or x = 1. i.e.
−(p(x)u′(x))′ + q(x)u(x) = λh(x)g(u(x)), 0 < x < 1, (3.1){
α0u(0)+ β0u′(0) = 0,
α1u(1)+ β1u′(1) = 0. (3.2)
We assume that
(H′1) g(u) = au+ H(u), where a > 0, H : R1 → R1 is continuous and limu→0 H(u)u = 0;
(H′2) there existsm ∈ (−∞, +∞) such that lim supu→+∞ g(u)u ≤ m;
(H3) h : (0, 1)→ [0,+∞) is continuous, h(x) 6≡ θ , and
∫ 1
0 h(x)dx < +∞.
It is well known that the boundary value problem (3.1) (3.2) can be converted into the following nonlinear integral
equation
u(x) = λ
∫ 1
0
k(x, y)h(y)g(u(y))dy , λAu(x),
where k(x, y) is defined by (1.4).
From (H′1)we know that the linearlization of the Eq. (3.1) is
− (p(x)u′(x))′ + q(x)u(x) = λah(x)u(x), 0 < x < 1. (3.3)
It is obvious that the boundary value problem (3.3) (3.2) can be converted into the equivalent nonlinear integral equation
u(x) = λ
∫ 1
0
ak(x, y)h(y)u(y)dy , λBu(x).
For any natural number n (n ≥ 2), we set
hn(x) =

inf
x<s≤ 1n
h(s), 0 ≤ x ≤ 1
n
;
h(x),
1
n
≤ x ≤ n− 1
n
;
inf
n−1
n ≤s<x
h(s),
n− 1
n
≤ x ≤ 1.
(3.4)
Then hn : [0, 1] → [0,+∞) is continuous and hn(x) ≤ h(x), x ∈ (0, 1). Let
Anu(x) =
∫ 1
0
k(x, y)hn(y)g(u(y))dy,
then An : C[0, 1] → C[0, 1] is completely continuous. Let Br = {u ∈ C[0, 1] | ‖u‖ ≤ r}. For any r > 0 and u ∈ Br , by (H3)
and Lemma 1.1, it is easy to prove that
lim
n→∞ ‖Anu− Au‖ = 0.
Thus, we know that the following lemma holds.
Lemma 3.1. Suppose that (H0) (H3) are satisfied, then A : C[0, 1] → C[0, 1] is a completely continuous operator.
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Similarly, we know that B : C[0, 1] → C[0, 1] is a completely continuous operator.
Let
−(p(x)u′(x))′ + q(x)u(x) = λahn(x)u(x), 0 ≤ x ≤ 1, (3.5)
−(p(x)u′(x))′ + q(x)u(x) = λahn(x)g(u(x)), 0 ≤ x ≤ 1, (3.6)
where hn(x) (n = 2, 3, . . .) is defined by (3.4). The boundary value problem (3.5) (3.2) can be converted into the following
linear integral equation
u(x) = λ
∫ 1
0
ak(x, y)hn(y)u(y)dy , λBnu(x),
the boundary value problem (3.6) (3.2) can be converted into the following nonlinear integral equation
u(x) = λ
∫ 1
0
k(x, y)hn(y)g(u(y))dy , λAnu(x).
Let λ1 and λ1n (n = 2, 3, . . .) denote the first eigenvalue of the linear operator B and Bn respectively, then λ1 > 0, λ1n >
0, and λ1 = (r(B))−1, λ1n = (r(Bn))−1 (n = 2, 3, . . .), where r(B), r(Bn) denote the spectral radius of the linear operator B
and Bn respectively.
Let P = {u ∈ C[0, 1] | u(x) ≥ 0,∀ x ∈ [0, 1]}, then P is a cone of C[0, 1].
Lemma 3.2. Suppose that (H0) (H3) are satisfied, then the linear operator B and Bn are u0-bounded operators.
Proof. By Lemma 1.1, we have
ϕ(y)ψ(y)
wϕ(1)ψ(0)
ϕ(x)ψ(x) ≤ k(x, y) ≤ 1
w
ϕ(x)ψ(x).
Obviously, by (H3) and (3.4), it is easy to prove that the linear operator B and Bn are u0-bounded operators. 
Lemma 3.3. Suppose that (H0) (H3) are satisfied, then λ1n → λ1 (n→∞).
Proof. By the definition of hn(x), we have h2(x) ≤ · · · ≤ hn(x) ≤ · · · ≤ h(x), ∀ x ∈ [0, 1], so
B2u(x) ≤ · · · ≤ Bnu(x) ≤ · · · ≤ Bu(x), ∀ u ∈ P, x ∈ [0, 1].
It follows from Theorem 19.3 in [8] that r(B2) ≤ r(B3) ≤ · · · ≤ r(Bn) ≤ · · · ≤ r(B), hence
λ12 ≥ λ13 ≥ · · · λ1n ≥ · · · ≥ λ1. (3.7)
Let λ1n → λ˜1 (n→∞). In the following we prove λ˜1 is the positive eigenvalue of B corresponding to a positive eigen-
function.
Let uλ1n(x) be a positive eigenfunction of Bn corresponding to λ1n, i.e.
uλ1n(x) = λ1n
∫ 1
0
ak(x, y)hn(y)uλ1n(y)dy,
with ‖uλ1n‖ = 1 (n = 2, 3, . . .). Thus
‖Bnuλ1n‖ = max0≤x≤1
∫ 1
0
ak(x, y)hn(y)uλ1n(y)dy ≤
∫ 1
0
ak(y, y)h(y)dy < +∞.
i.e. {Bnuλ1n} is bounded.
For any n and x1, x2 ∈ [0, 1],
|Bnuλ1n(x1)− Bnuλ1n(x2)| ≤
∫ 1
0
a|k(x1, y)− k(x2, y)|h(y)|dy. (3.8)
Since k(x, y) is uniformly continuous on [0, 1]× [0, 1], it follows from (3.8) and (H3) that {Bnuλ1n} ⊂ C[0, 1] is equicontinu-
ous. By the Arzela–Ascoli theorem andλ1n → λ˜1, wemay assume that uλ1n → uλ˜1 as (n→∞)with uλ˜1(x) ≥ 0,∀ x ∈ [0, 1],
‖uλ˜1‖ = 1, so uλ˜1 = λ˜1Buλ˜1 . Which implies that λ˜1 is a positive eigenvalue of B corresponding to positive eigenfunction.
It follows from Lemma 3.2 that the linear operator B is a u0-bounded operator. From Lemma 1.5, λ1 is a unique positive
eigenvalue of B corresponding to a positive eigenfunction. Thus λ˜1 = λ1. The proof is completed. 
Let L+ = {(λ, u) | λ ≥ 0, u(x) ≥ 0, u 6= θ, u = λAu}.
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Theorem 3.1. Suppose that (H0) (H
′
1) (H
′
2) (H3) are satisfied, and 0 < m < a in (H
′
1) (H
′
2). Then there exists an unbounded
connected component C in L+ which passes (λ1, θ), and
C ∩ ({λ} × (P \ {θ})) 6= ∅, ∀ λ1 < λ < aλ1m .
Thus, for any λ ∈
(
λ1,
aλ1
m
)
, the boundary value problem (3.1) (3.2) has at least a positive solution.
Proof. For any n ≥ 2, it is easy to know that the boundary value problem (3.6) (3.2) satisfies the conditions of Theorem 2.1.
Thus it follows from Theorem 2.1 that the boundary value problem (3.6) (3.2) has an unbounded connected component C+1n
in the closure of the nontrivial positive solution set, C+1n passes (λ1n, θ), and
C+1n ∩ ({λ} × (P \ {θ})) 6= ∅, ∀λ1n < λ <
aλ1n
m
n = 2, 3, . . . . (3.9)
LetD = limn→∞C+1n. In the followingwe proveD is the subset of the solution set of the boundary value problem (3.1) (3.2).
For any (λ, u) ∈ D, it follows from the definition of D that there exist the subsequence {ni} ⊂ {n} and (λni , uni) ∈ C+1ni , such
that λni → λ, uni → u. Obviously, {λni} and {uni} are bounded. It follows from the proof of Lemma 3.1 that An uniformly
converges to A on a bounded set, so
‖u− λAu‖ ≤ lim
ni→∞
(‖u− uni‖ + ‖uni − λniAniuni‖ + ‖λAu− λniAniuni‖)
= lim
ni→∞
‖λAu− λniAniuni‖ ≤ limni→∞
(‖λAu− λniAu‖ + ‖λniAu− λniAuni‖ + ‖λniAuni − λniAniuni‖)
≤ lim
ni→∞
|λ− λni |‖Au‖ + limni→∞ |λni |‖Au− Auni‖ + limni→∞ |λni |‖Auni − Aniuni‖ = 0.
i.e. u = λAu, so D is a subset of the solution set of the boundary value problem (3.1) (3.2). It is easy to know that D ⊂
((0,+∞)× P).
We know that (λ1n, θ)→ (λ1, θ) ∈ D by Lemma 3.3. Note that for any n ≥ 2, C+1n is unbounded. Hence, by Lemma 1.4
there exists an unbounded connected component C in D, containing (λ1, θ). By the samemethods as the proof of Lemma 2.2
and Theorem 2.1, we have
C ∩ ({λ} × P) 6= ∅, ∀λ1 < λ < aλ1m . (3.10)
For any given λ∗ ∈
(
λ1,
aλ1
m
)
, choose 0 > 0 and n0 such that (see Lemma 3.3)
λ1n0 < λ1 + 0 < λ∗.
Let G = {u | (λ, u) ∈ C+1n, λ ≥ λ1 + 0, n ≥ n0}. In the following we prove that there exists ε > 0 such that
‖u‖ > ε, ∀ u ∈ G. (3.11)
By virtue of (H′1), there exists δ > 0 and
λ1n0
λ1+0 < τ < 1, such that
au+ H(u) > aτu, 0 < u < δ. (3.12)
If (3.11) does not hold, then for any sufficiently small constant 0 < δ1 < δ, there exist λ ≥ λ1 + 0, u ∈ G, n1 ≥ n0, such
that u = λAn1u, 0 < ‖u‖ ≤ δ1. By (3.12), we have
An1u(x) =
∫ 1
0
k(x, y)hn1(y)(au(y)+ H(u(y)))dy
≥
∫ 1
0
τak(x, y)hn1(y)u(y)dy = τBn1u(x). (3.13)
Let τ−1λ1n1 be the first eigenvalue of τBn1 , it follows from Lemma 3.2 that τBn1 is a u0-bounded operator. From Lemma 1.6
and (3.13), we know that λ ≤ τ−1λ1n1 . Note that (3.7), we have λ1 + 0 ≤ λ < τ−1λ1n1 ≤ τ−1λ1n0 < λ1 + 0. This is a
contradiction. Thus (3.11) holds.
By (3.11) and the definition of D (D = limn→∞C+1n), we know that (λ∗, θ) 6∈ D. Hence
(λ∗, θ) 6∈ C, ∀λ1 < λ∗ < aλ1m . (3.14)
From (3.14) and (3.10), we know that Theorem 3.1 holds. The proof is completed. 
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By the same method as the proof of Theorem 2.2, we have
Theorem 3.2. Suppose that (H0) (H
′
1) (H
′
2) (H3) are satisfied. Also assume that m ≤ 0 in (H′2). Then there exists an unbounded
connected component C in L+, containing (λ1, θ), and
C ∩ ({λ} × (P \ {θ})) 6= ∅, ∀λ > λ1.
Thus, for any λ ∈ (λ1,+∞), the boundary value problem (3.1) (3.2) has at least a positive solution.
Example. Consider the nonlinear ordinary differential equation boundary value problem
− u′′(x)+ u(x) = λf (x, u(x)), 0 ≤ x ≤ 1, u(0) = u(1) = 0. (3.15)
Let f (x, u) = ∑ni=1 anun, where a1 > 0, an < 0 (n > 1). It follows from Theorem 2.2 that for any λ ∈ (pi2a1 ,+∞), the
boundary value problem (3.15) has at least a positive solution. In this example, f (x, u) does not satisfy f (x, u) ≥ 0 (u ≥ 0)
(when u→+∞, f (x, u)→−∞), but we can assert that the boundary value problem (3.15) has a positive solution.
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