Abstract-The advent of the Virtual Reality Modeling Language (VRML) as a portable file format for describing threedimensional (3-D) scenes has enabled researchers, educators, and students to share anatomical models on the World Wide Web (WWW). The implication for medical teaching is that students can interactively examine anatomical structures and their 3-D spatial relationships by using current personal computer (PC) technology. This paper describes the creation of 3-D anatomical models that are accessible on the WWW, using high-resolution middle-ear data as an example. The 3-D models are created by interactive segmentation of the source images (histological and MRI sections) and 3-D surface reconstruction. The resulting models are translated into VRML format. Section images can be superimposed on the model, allowing students to view a section in its 3-D context. To enhance the viewing of these scenes, a VRML browser was modified to support transparent rendering of surfaces. Finally, a WWW interface was designed to allow users to choose the model structures, section images, and associated viewing parameters to build their own 3-D scenes.
I. INTRODUCTION
T HE CREATION of better conceptual frameworks for clinical diagnosis is an ongoing challenge in medical education. The development of cognitive abilities that can relate normal and abnormal function to anatomical regions, referred to as anatomical reasoning [1] , is thought to be enhanced by the possession of a three-dimensional (3-D) understanding of anatomy [2] . It is anatomy, among all biomedical disciplines, that may have the most to benefit from computer 3-D visualization and knowledge-representation methods because they allow convergence of two domains: spatial (entities or their images) and symbolic (descriptions of concepts and relationships) [1] .
There have been several projects that attempt to bridge the two domains; each highlights the inherent tradeoff between increased sophistication in features and increased accessibility to large groups of end users. Currently, most applications of computers in medical curricula have concentrated on twodimensional (2-D) hypermedia approaches to integrate text and images. These have played a useful role in providing a more efficient method of access to an increasingly large body Manuscript received January 27, 1998; revised April 5, 1998. of information [3] , and they have been especially effective when used as an adjunct to traditional approaches, such as cadaver dissection [4] . To provide more than a new delivery mechanism for anatomical text and images, however, recent efforts also incorporate 3-D visualization.
The Digital Anatomist project [5] takes a multimedia approach to organizing anatomical data. This project integrates 2-D images, movies of 3-D renderings of segmented data, and text managed by several databases. It is a World Wide Web (WWW)-based information source giving clients access to the most up-to-date data and allowing information to be stored in a distributed fashion. According to the project researchers, collaborative work is not only possible, it is unavoidable; the amounts of anatomical data are large enough to overwhelm the human and computing resources of individual research groups.
The VoxelMan project [3] depends on high-end workstation performance and access to complete volume data, allowing multiple surface display, transparent material, and arbitrary cutting planes, all at interactive rates. Each voxel is classified and mapped to a hierarchical database of structures and concepts so that a user can identify organs and tissues and determine their connectivity and functionality simply by clicking the mouse in a region of interest.
The Anatomy Browser project [6] addresses the issue of providing interactive 3-D scenes on a low-end platform using the WWW. Multiple surfaces are defined in a compact, multilayer image format that allows color and transparency values to be adjusted with little rendering overhead. Once an image database has been downloaded, a client-side Java applet allows hierarchies of structures to be selectively grouped by color and viewed from predetermined viewpoints.
Like the Anatomy Browser project, we have attempted to strike a middle ground between features and accessibility. While the Anatomy Browser gains control over visibility and coloring at the client side by restricting the viewpoint, we allow limited client-side control of rendering parameters and maintain full interactive navigation using Virtual Reality Modeling Language (VRML) models and browsers. Unlike the Anatomy Browser, however, our primary emphasis at this stage is on the presentation of spatial-domain data. Threedimensional surface models of the middle ear are reconstructed from histological and MRI sections. These models and their correctly positioned section images are presented simultaneously with high-quality transparent rendering. In this way, it is hoped that the 3-D context of the sections can be more fully appreciated.
II. 3-D RECONSTRUCTIONS FROM SECTIONS

A. Materials
We used sections from histological and MRI data to create our models. The histological sections were obtained from approximately 300 slices of a cat middle-ear specimen. The sectioning occurred in the transverse (axial) plane at 30-m intervals, and every other slice was stained and mounted on slides. The slides were then photographed and digitized, producing 3072 2048 images at a resolution of approximately 12 12 60 m. The MRI data were obtained from a high-resolution imaging process [7] that produced isotropic volumetric data of dimensions 256 187 180 voxels and a resolution of approximately 130 m [8] . These data are of significantly higher resolution than the magnetic resonance imaging (MRI), computer tomography (CT), and anatomical data of the National Library of Medicine's (NLM's) Visible Human Project [9] . We have also begun to make use of the Visible Human data, however, to construct 3-D models in regions where the resolution requirements are not as stringent as they are for the middle ear (e.g., the prostate region).
B. Alignment of Histological Sections
Our histological data required a process of registration. Since translation and rotations between sections were unknown and there was no landmark information on the slides, an intersectional alignment process was required before segmentation. This was done with a cross-correlation-based templatematching approach [10] . In addition, owing to a lack of a common reference for translations and rotations along the various processing paths, the contour-based 3-D models had to be aligned with the section images. This was done manually by selecting two slices close to the extents of the 3-D models and iteratively adjusting scaling, rotation, and translation parameters until an approximate best fit was found for the two slices.
C. Surface Reconstruction 1) Histological Data: Two approaches were taken to create surface reconstructions from the sections. The first approach was applied to the histological sections and involved forming surfaces from manually traced contours. These contours, traced by projecting each of the slides onto a digitizing tablet, were manually aligned and processed by a meshing algorithm. The meshing program sampled each of the contours at prescribed intervals and created surface triangulations between sampled points of successive contours, using a cost-minimization procedure [11] . From this process, a full model of the malleus and a partial model of the tympanic membrane were created [12] .
2) MRI Data: The second approach was to reconstruct a middle-ear model from the MRI data by using interactive segmentation of regions, followed by application of the marching cubes algorithm [13] . We identified structural regions across a series of sections to form a binary segmentation of the volume, which provided a simple threshold for surface definition by marching cubes.
While surface identification can be done by simple thresholding of the volume defined by the section images, it is difficult to select a threshold that successfully extracts the surfaces of interest. The basic problem is that one global threshold is often insufficient to define a surface; thresholding that adapts to local nonuniformities is required. Automated segmentation remains an open research area [14] . One simplistic alternative is to manually segment the regions before marching-cubes processing. The accuracy of this brute-force method suffers, however, from the subjective decisions required by the interactive user. Specifically, identification of the transition regions is long and tedious work that requires constant judgments of approximation. Nevertheless, in the absence of reliable automated methods, it is an approach that is widely used and often gives adequate results. We manually segmented the middle-ear structures using an interactive tool to fill regions of pixels that fall within a specified range [15] . Each structure was uniquely labeled, creating a binary-thresholded volume that was processed by marching cubes using the Visualization Toolkit (vtk) [16] .
D. Polygon Reduction
While marching cubes can produce very accurate surface representations, it does so at the cost of high data bandwidth; since the mesh polygons it creates are similar in size to the voxels, regions of low surface curvature may be described by many redundant polygons. Mesh-reduction techniques can adapt to these regions while preserving important features, such as edges and corners. One strategy is polygon decimation [17] , which reduces the total number of polygons in a mesh and forms a good approximation to the original geometry. Schroeder reports reduction factors of up to 90% for certain data sets. We used the polygon-decimation implementation provided with vtk [18] . Note that both marching cubes and polygon decimation are topology-preserving procedures (i.e., they preserve the complexities of holes and nonmanifold topologies).
It is not uncommon for typical volumes (128 voxels, for example) to produce hundreds of thousands of surface polygons using marching cubes. In order to achieve polygon models of reasonable size for rendering environments, it may be necessary to reduce the volume resolution before processing with marching cubes [19] . This was done here for one of the largest structures segmented, the middle-ear cavity, using a volume-scaling tool available in Volpack [20] . This tool first low-pass filters the data with a 3-D Gaussian function, allowing a reduced number of samples to be extracted with minimal aliasing.
III. VISUALIZING ANATOMY WITH VRML
A. VRML Description
The VRML file format has encouraged the use of open standards for sharing 3-D models on the WWW. This makes it particularly attractive for use in medical education, where access and portability are important criteria for acceptance of new technologies into the curriculum. VRML 1.0 [21] is a 3-D file format based on a subset of the Open Inventor format, defining the geometries and material properties (color, transparency, shininess, and texture) of 3-D polygonal models in a hierarchical manner. Lighting values and camera positions can also be defined to specify viewing conditions for the models.
The interactivity of VRML 1.0 implementations is limited to navigating static models; users can rotate and translate models or "fly" to regions of interest. This is a first step toward interaction involving dynamic models, where for example, planar cuts can be performed to expose hidden structures or portions of the model can be individually manipulated. The ability to incorporate portable programs that modify the scene is now available with VRML 2.0 [22] . Other additions, such as support for localized audio and video textures, allow VRML 2.0 to be a platform for multimedia development.
B. High-Quality Transparency
Authors of VRML models can specify that surfaces be transparent to achieve effects not possible when a visiblesurface or wireframe rendering mode is used. Transparency allows us to see all surfaces, interior and exterior, providing a means for visualizing large amounts of data simultaneously. It can also be used to cut away surfaces by specifying that certain regions be completely transparent to reveal interior structures.
In the particular case of anatomical models, we suggest that using transparency can improve the contextual perception of serial sections among their corresponding 3-D structures. Sections are displayed as semitransparent texture maps, while the 3-D structures are displayed as polygonal surfaces with transparent material properties. The depth relationships of structures and sections will be apparent with a proper implementation of transparency, enhancing the perceptions possible with normal visible-surface viewing.
While fast but low-quality transparency can be obtained using the screen-door rendering technique [23] , the ability to create high-quality transparent views is dependent on solving the more general problem of visibility priority. If the correct depth order of polygons can be determined, the visible-surface problem can be solved as well. The only difference between transparent and visible-surface renderings is that the former requires a blending operation during the frame-buffer write, while the latter requires a simple overwrite.
Having an efficient method for determining visibility priority is advantageous both on machines that primarily rely on software rendering and on those with specialized graphics hardware, such as hardware -buffers. Software -buffers tend to be rather slow since they rely on depth comparisons for every pixel rendered; more efficient methods, such as binaryspace partitioning (BSP) trees, allow much higher frame rates. Even when hardware -buffers are present, transparency algorithms do not normally take advantage of them. Having efficient visibility algorithms, therefore, can be useful with many graphics environments.
In the BSP-tree method [24] , a preprocessing step is done just once for a static scene. Remarkably, this creates a binarytree structure that can be used to describe the visibility relationships between polygons from any viewpoint. The rendering stage can then use this preprocessing information to render polygons in time, regardless again, of viewpoint position. The potential weakness of the algorithm is the potential for large numbers of polygons to be created by the splitting that occurs during the preprocessing step. There are ways, however, of reducing this problem.
The BSP-tree algorithm is very suitable for our work. The anatomical models are essentially static so that once the BSP preprocessing is done the viewpoint can change without further processing. The algorithm achieves very efficient rendering times with accurate blending results (assuming that sufficient color depth exists in the graphics hardware).
C. Implementation 1) Conversion of Models to VRML:
To convert the data formats of our models to VRML syntax, the data representation of the triangle meshes required slight modification. The section images were incorporated as VRML inline textures, an ASCII text representation that is wasteful in terms of file size but was the only image format supported by our VRML browser at the time of development.
2) The VRweb Browser: The vast majority of VRML browsers support the Windows platform, using OpenGL, Direct3D, or proprietary rendering engines. Few VRML browsers, including those that use OpenGL, have concentrated on cross-platform support. VRweb [25] targets UNIX, PC, and MAC platforms using OpenGL and Mesa and is one of only a few browsers available for experimentation and research in source-code form. The VRweb designers hope to maintain this cross-platform support in their VRML 2.0 browser by rewriting their current browser in Java, including the use of the Java3D library.
There is not widespread support for transparency in current VRML implementations. Those that do support it tend to use the screen-door approach. For this reason, the VRweb browser was modified in our work to incorporate BSP trees. Subsequent to the development of our work, the VRweb project released a high-quality transparent mode based on the BSP algorithm, as an optional feature within its browser, but it is available only in their UNIX release; neither Windows nor MAC support is yet available.
3) BSP Implementation: The core of our BSP implementation was taken from public-domain sample C code [26] and modified for use within VRweb. The enhancements to this software provided by our work include Fuchs' heuristic algorithm for root selection, support for textured polygons, and integration with VRweb and OpenGL.
Preprocessing involves selecting a parent polygon at each level of the BSP tree whose plane classifies each of the remaining child polygons into one of two half spaces. Children spanning these half spaces are split by the partitioning plane into two polygons. Importantly, the choice of partitioning polygons greatly influences the number of polygons in the resulting tree. In the core BSP code, their selection is essentially random. As an improvement, we implemented the heuristic suggested by Fuchs [27] of choosing the partitioning polygon that produces the fewest immediate child polygons. Rather than incur the cost of testing all children, however, Fuchs suggests that a maximum of six polygons be tested at each stage. The actual number tested can be fewer if a trial root polygon is found that splits a number of polygons that is less than a specified threshold; that polygon is then immediately chosen as the partitioning polygon without further testing.
Section images must be included in the BSP tree and consequently may require splitting. To support processing of textured polygons by the BSP algorithm, a textured polygon class was derived from the base polygon class. It inherits all properties of polygons, but it behaves differently from the parent during splitting and drawing procedures. If a textured polygon must be split, both its 3-D vertex coordinates and its 2-D texture coordinates must be split. Texture splitting must be done to obtain the correct image fragments for each split polygon. These two splits are more efficiently done simultaneously, so texture-splitting was merged with the original polygon-splitting logic. The drawing logic also requires the extra consideration of texture image and coordinates for textured polygons. The polymorphic behavior during execution ensures that processing of untextured polygons is not burdened by texturing logic.
IV. SCENE SELECTION ON THE WWW
The tools and developments described so far allow for navigation of static models; users can rotate or translate models or "fly" to regions of interest. In order to allow the user to modify the scene in any way, it is necessary to incorporate some sort of interaction mechanism that augments the basic functions of VRML 1.0 within the WWW environment.
The scene could conceivably be altered in several ways. The histological section could be selected from a set of images to allow comparison of slice structures as we move perpendicular to the slicing plane. Given a proper resampling calculation, the slicing angle could be changed to gain a different perspective on the structures. Showing multiple slices (on possibly different slicing planes) may be useful to provide more spatial-orientation cues. Optional labeling of structures is useful during the student's learning or review sessions. The color and degree of transparency could be a parameter that is adjustable by the user to highlight or diminish certain structures. Other modifiable parameters could certainly be envisioned.
In our work, we have focused on altering what seems to be the most basic and easily implemented of the above parameters: slice selection and color/transparency preference. It was hoped that labeling could also be considered, but the VRML AsciiText node was not supported by the VRweb browser at the time of development.
The data set of section images is too large to be completely transferred to a client over low-bandwidth channels. Since each section can be up to 500 kB in size, it is necessary to provide some means of selecting the slice to view. Being able to choose the color and degree of transparency may be useful to increase the visibility and clarity of individual structures as well as the entire scene. It was helpful even for testing purposes since the most useful combinations were not obvious; a trial-and-error process was simplified when these values were easily modified.
In order for the client to specify these parameters, some mechanism is required to create graphical user interface (GUI) components, such as pull-down lists and radio buttons. Under VRML 2.0, some of the scene modification could be done locally on the client machine. This would allow the structure colors and transparency values to be selected and modified without server interaction. The desired slice could be selected similarly, but a server request would be required to release the file of the slice image. The client would then be able to modify the slice node of the model locally without requiring a duplicate download of the 3-D structures.
Since VRML 2.0 was not yet available at the time of this development, we chose an approach that is similar to the above but uses an HTML form to submit scene change requests from within a Web browser. HTML forms provide the GUI components as well as a protocol for delivering the form requests to the server. A Common Gateway Interface (CGI) script residing on the server machine uses the query to create a VRML scene that is sent back to the client's VRML browser for viewing. The major drawback of this approach is, however, that it requires that the entire scene file be downloaded for any scene modification.
Our VRML browser and scene selection form can be accessed at the author's following URL: http: //funsan.biomed.mcgill.ca / warrick/vrml models / ME VRML SceneBuilder.html.
V. RESULTS Table I shows the results for the reconstruction and decimation stages. The more detailed MRI models had significantly larger polygon counts. In particular, the MRI tympanic membrane was often very thin (one or two pixels), approaching the limits of the data resolution. As a result, the marchingcubes reconstruction would be unable to create a continuous surface. To avoid these hole artifacts, during segmentation, we "thickened" these regions to be several pixels wide on each slice. Although the resulting surface was more continuous, its volume was artificially increased. Perhaps more importantly, the creation of both front and back surfaces, each having a large area relative to the other structures, produced a large polygon count. The data reduction resulted in at least a twofold reduction in the number of polygons in each case. The greatest reduction occurred with the more planar structures, where it approached Schroeder's reported maximum reduction (90%) for the algorithm.
The performance of the BSP processing for five of our models is shown in Fig. 1 . Fig. 1(a) shows that root searching similarly reduced the amount of polygon splitting at all numbers of input polygons. Without root searching, polygon splitting produced at least a fourfold increase in the number of output polygons, while searching with six and 18 polygons reduced the increase to approximately 2.5 and two, respectively. Fig. 1(b) indicates the relative costs of root searching with the five models, as measured by preprocessing time. Preprocessing cost displays linear dependence on the number of input polygons for a fixed number of trial roots. At higher numbers of input polygons, preprocessing times display a roughly linear correspondence to the number of trial roots (when the cases of six and 18 trial roots are compared). The increase in searching times by far overwhelms the slight reduction in splitting times as greater numbers of trial roots are used. Fig. 3 shows 3-D models superimposed on a correctly positioned section image. Given the detail in the images, it was found that a semitransparent section created a scene without adequate depth cues. However, with opaque sections and semitransparent structures, the intersection of the plane and the structures was much more evident. It should be noted that color versions for all of the figures in this article can be viewed at the authors' web site [28] .
An important question for the usefulness of this implementation is whether the interactivity rates are reasonable when texture mapping and transparency modes are enabled. We tested on two machines running the Windows 95 operating system. On the slowest hardware tested (486-66-MHz PC with 16-Mb RAM and without special graphics hardware), for a reasonably detailed model of 1200 polygons, the refresh rate was approximately 0.1 Hz. A faster machine (Pentium 133-MHz PC with 16-Mb RAM and the Matrox Millenium graphics card) refreshed at 4 Hz. Although these rates limit interactivity, the user has some sense of navigating 3-D space. The interaction rates diminish linearly with polygon count, however, so that the presence of sufficient graphics hardware becomes increasingly important with larger models.
VI. CONCLUSIONS
Although previous work on visualizing ear structures has been carried out [29] , none has attained the resolution and accessibility achieved by our work. The ease of access and portability now possible with VRML and other WWW tools make this work a reference point for future technological enhancements of the anatomy curriculum. There are many shortcomings, however, that limit the effectiveness of our work as a teaching and learning tool.
Although interaction with 3-D models is possible even with low-end hardware, interactivity is quite limited without some form of 3-D graphics hardware acceleration. While for most users this limitation severely reduces the sense of navigating 3-D space and makes it more difficult to appreciate 3-D relationships, we expect that rapid technological advances in typical PC hardware will soon bring these capabilities to a wider range of users. There is much more work required to address some of the most basic needs in the spatial domain. First, merging two surfaces of thin-membrane structures (such as the tympanic membrane) when their thickness is below a specified threshold would significantly reduce the polygon count. Second, our model of the middle ear is certainly far from complete. The MRI model, which has the greatest coverage, includes the tympanic membrane, malleus, incus, and stapes. Articulating structures, muscles, and the surrounding bone and tissue, to name just a few items, are not yet present. Detailed imaging of some of these smaller structures is still beyond the limits of current MRI resolutions. Third, incorporating segmentation methods that are more reliable and less subjective will improve the fidelity of reconstructed surfaces to their corresponding raw data and should enable greater coverage.
The BSP processing could be further tuned to reduce polygons if preprocessing could be done offline rather than on the client machine. The resulting 20% difference in interactivity between six and 18 root searches may be worthwhile, but it is evident that Fuchs' suggestion of six is a reasonable one, as increasing the root search has diminishing returns. From the standpoint of orienting the user to the model, it is important to quickly grasp the global context of the data, especially for the very small structures of our work. The skull and skin, for example, could serve as useful landmarks without excessively augmenting the rendered-polygon database if the level of detail (LOD) were varied according to the viewpoint. Predefined views that can be quickly selected could also aid orientation. Providing view selections, such as "superior," "inferior," "medial," "lateral," "anterior," and "posterior" would be most appropriate in the context of these anatomical models.
Modalities such as MRI and CT have the benefit of possessing isotropic volumes, so that slicing in arbitrary planes without sacrificing accuracy becomes possible. When the surface data can be arbitrarily sliced to reveal interior regions, students are closer to the goals of realizing "virtual dissection." The dynamic models of VRML 2.0 allow such transformations to occur.
Improved management of scene parameters is possible with the advent of VRML 2.0. Control of parameters, such as slice number, model material, and geometry, can be provided locally to reduce redundant downloading. The ability to locally modify transparency values in real time also allows individual structures to be quickly emphasized or deemphasized. In addition, load balancing between the client and server is much more convenient with VRML 2.0 and can be used to reduce local BSP preprocessing times. VRML 2.0 provides extensions for user-defined objects, allowing the server to send preprocessed BSP trees to the client.
Models that can change with time bring another benefit; we can display the dynamic nature of a system. Experimental data from other sources could be superimposed on our data or simulations of physical phenomena could be based on our data. The beating of the heart and the vibration of the tympanic membrane are two examples [30] , [31] .
Incorporation of the symbolic domain will evolve what is now a visualization prototype into an effective teaching tool. Labeling of anatomical structures is important for structure identification within the rendered scene. Other associated text (as well the audio and video features of VRML 2.0) should also be included to further address anatomical concepts related to the region. When larger numbers of structures are available, grouping by properties, such as function, histology, or pathology, can convey relational and hierarchical concepts. Links to related anatomical scenes (regional vasculature, innervation, etc.) could also be provided.
As our models become more comprehensive and the amount of information conveyed by this tool increases, quizzes and drills will become more important for learning reinforcement. These will motivate the students to evaluate both their knowledge and their comprehension and thereby assess their progress.
Creating useful educational software incorporating these basic suggestions will require considerable implementation effort. Tools available now and those arriving in the future will certainly ease this workload considerably. At a more fundamental level, however, the human role in formulating carefully considered objectives and designs-that ultimately engage and motivate the learning process-will remain a prerequisite if such technological endeavors are to lead to useful additions to the medical curriculum.
