Forecasting (STLF) using Artificial Neural Network (ANN) to forecast the 48 half hourly loads for next day is presented in this paper. The proposed architecture uses the historical load and temperature to forecast the next day load. It is trained using back propagation algorithm and tested. The daily average load of each day for all the training patterns and testing patterns is calculated and the patterns are clustered using a threshold value between the daily average load of the testing pattern and the daily average load of the training patterns. The results obtained from neural network are presented and the results show that the clustering based approach is more accurate.
load forecast covers a period of one week. The forecast calculates the estimated load for each hour of the day, the daily peak load and the daily/weekly energy generation. The forecasted data is used for:
• These offline network studies detect conditions under which the system is vulnerable and warn for corrective actions like load shedding, power purchase, starting up of peak units, switching off interconnections and increasing spinning and stand by reserve. Hence, the day to day operation of the power system requires accurate short term load forecasting. Bunn [2] reported that 1% increase in the forecasting error leads to an increase of £10 million operating cost per year. The purpose of very short term load forecasting (ranging from minutes to hours) is for real time control & security evaluation [3] .
The introduction of deregulation in the electricity industry made short term load forecasting much more important. Because of its great economic importance and the high complexity of electric power systems, short term load forecasting has been subjected to constant improvements in which numerous techniques have been used [1, 2, 4].
Different techniques for load forecasting: Time series models (load is modeled as a function of its past observed values), multiplicative auto-regressive models [5] , dynamic linear [6] or non-linear models [7] , threshold auto-regressive models [8] , methods based on Kalman-filtering [9, 10, 11] , Box -Jenkins transfer functions [12, 13] , ARMAX models [14, 15] , optimization techniques [16] , non-parametric regression [17] , structural models [18] and curve -fitting [19] procedures. The most popular ones are linear regression ones [20, 21, 22, 23, 24] . Artificial Intelligence techniques include Expert Systems [25, 26] , Fuzzy inference [27] and Fuzzyneural models [7, 28] .
In this paper, an attempt is being made to predict the next In case of load forecasting, it uses previous load patterns as in the cases of Time series and Regression approaches and weather information as in the case of Regression approach; thus ANN has advantages of both of Time series and Regression methods. The feed forward back propagation algorithm, which updates the weights in such a way that the error is minimized, is used to train the neural networks. The detailed explanation of back propagation algorithm is available in any standard neural network textbook.
Park et al. [29] presented an ANN approach to electric load forecasting in which the ANN is trained with the back propagation algorithm. Peng et al [30] proposed a procedure for choosing the training cases, which are most similar to the forecasted inputs. Khotanzad et al [31] presented a load forecasting system known as ANNSTLF, which predicts the next 24 hours load. It includes two ANN forecasters. One of them predicts the base load and the other forecasts the change in load. The final forecast is computed by an adaptive combination of these two forecasts. The effect of humidity and wind speed is considered through a linear transformation of temperature. Till date, several researchers dealt with the application of various neural networks to Short Term Load Forecasting with varying success [32] [33] [34] [35] [36] [37] [38] [39] [40] [41] . Although neural networks are capable of handling nonlinearity between the electric load and the weather factors that affect the load, they somehow lack to fully handle unusual changes that occur in the environment. The topology of a neural network determines the degrees of freedom available to model the data. If the neural network is too simple then the network will not be able to learn the function relating the input to the output and an over-complex network will learn the noise in the data and will not be able to generalize.
III. PROPOSED ARCHITECTURE
A model is proposed here to forecast the electric load one day in advance. The aim is to prepare the model for real-time forecasts by clustering the available past data.
The system's electric load, which is the sum of the individual loads, has two components: Base component and Random component. These components vary in the load curve due to the following factors: The various weather factors that affect the load are air temperature, dew temperature, wet bulb temperature, relative humidity, thunderstorms, wind speed, rain, fog, snow, cloud cover/sunshine. Not all weather factors are similar in importance and among them temperature is the most important as it has direct influence on many kind of electrical consumption. The random disturbances include start or stop of large loads (steel mill, factory or furnace), widespread strikes, sporting events (football games, cricket matches etc.), popular television shows and shut-down of industrial facility.
The proposed architecture is shown is Fig. 1 . The objective of the proposed architecture is to recognize the above factors from the training data and predict the load accordingly. Thus a suitable architecture along with appropriate inputs is needed. There are no general rules to follow in the selection of input variables. It depends largely on experience, professional judgment and preliminary experimentation. The demand for electricity is known to vary by the time of the day, week, month, temperature and usage habits of the consumers. Though usage habit is not directly observable, it may be implied in the patterns of usage that have occurred in the past. For solving a STLF problem all of these inputs are not needed at the same time. Depending on the forecast to be made, whether daily or hourly; the choice of input variables will change. 
A. Data Analysis
The data considered for the proposed architecture include electricity load and temperature. The load data set contains the load per half hour of each day for two consecutive years while the temperature data set provides the average daily temperature for the same two consecutive years. The 2 years data contains 104 daily load curves for each day of a week. The data is divided into 2 sets with 91 patterns for training and 13 patterns for testing for each day of the week. Fig. 2 and Fig. 3 represent the daily load curves of the training set for Sunday and Wednesday, representing a weekend day and a weekday, respectively. They clearly show that the load is changing with season and furthermore the load pattern of weekdays is different from that of the weekend. 
B. Creating the Sample Set
The ANN is trained with the historic data before testing them. The first step for training them is obtaining an accurate historical data. The data should be chosen that is relevant to the model. How well the data is chosen is the defining factor in how well the networks output will match the event being modeled. There should be some correlation between the training data and the testing data. In the load data, in general all the Sunday's load data look alike, all the Monday's data look alike and this holds good for all the days of the week. Hence for testing a day, the training data considered is the past data same as that of the testing day.
C. Data Preparation
In this stage, the typical (raw) input data has to be arranged as input and output pattern pairs for training the ANN. The 53 inputs for the ANN to be arranged as one column vector and the 48 outputs are to be arranged as another column vector. This is to be done for all the days of the past data.
D. Normalization
Normalization is an important stage for training the neural network. The data is normalized in such a way that the higher values should not suppress the lower values in order to retain the activation function [42] . Both the load and the temperature data should be normalized to the same range of values.
E. Clustering
The daily average load is calculated for all the 104 patterns for all the days of the week. The patterns are clustered based on the threshold value of the difference between the daily average load of the training patterns and the daily average load of the testing pattern. 
V. RESULTS

A. Without clustering
The neural network is trained initially with the corresponding day patterns without doing clustering. Hence for each day, the ANN is trained with 91 patterns.
B. With clustering
In this step, the training patterns are clustered by using a threshold value of 30MW between the daily average load of the testing pattern and the daily average load of the training patterns for all the days. th Testing pattern for all the days. The results show that the maximum and average % errors are less for all the days for 30MW threshold when compared to the 80MW threshold. It also shows that maximum and average % errors are less for 80MW threshold compared to the errors when patterns are not clustered (refer TABLE II for errors without clustering). respectively. The predicted loads obtained by using clustering approach are more accurate than the loads obtained without clustering. 
VI. CONCLUSIONS & FUTURE WORK
A clustering based neural network approach for predicting the next day load is discussed. The training patterns for a particular day are generated by using a threshold between the daily average loads of the all training patterns and the daily average load of the testing pattern. The predicted load obtained by clustering the training patterns is following the actual load closely compared to the predicted load obtained without clustering. Results are presented for different threshold values which result in forming different cluster patterns. The data should be normalized before training the ANN and the method of normalization also affect the error in forecasting. The proposed method does not require any heavy computational burden and can be easily implemented compared to the conventional approaches. The most important conclusion from the present work is to show the applicability of clustering techniques for choosing training patterns for ANN based methods for getting better short term load forecasting results. By using Pattern Recognition techniques, the patterns, similar to that of the input of the testing pattern, can be chosen (instead of clustering based on the daily average load corresponding to the day to be forecasted) from the past data and then trained. This may be better approach and may still reduce the forecasting error. The authors are working on this direction and the results for that study will be presented in a future publication. 
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