Abstract. The Three Gaps Theorem states that for any α ∈ (0, 1) and any integer N ≥ 1, the fractional parts of the sequence 0, α, 2α, · · · , (N − 1)α partition the unit interval into N subintervals having at most three distincts lengths. We here provide a new proof of this theorem using zippered rectangles, and present a new gaps theorem (along with two proofs) for general interval exchange transformations. We also touch on the statistics of the Three Gaps Theorem.
1. Introduction 1.1. Orbits, gaps, and randomness. A key theme in dynamical systems is understanding the extent to which orbits of a dynamical system resemble sequences of independent, identically distributed (i.i.d.) random variables. In this paper we consider sequences s = (s n ) Sequences s whose gaps stray from that Poissonian limiting behavior are called exotic in [3] . The interested reader should refer to [3] for examples of exotic sequences, and to get an understanding of the dynamical approach to gap distributions in general.
1.2. Rotations, IETS, and gaps. Circle rotations and interval exchange transformations (IETs for short) are low complexity maps (zero topological entropy) essential to the study of polygonal billiards and linear flows on translation surfaces. In this paper, we study gaps for sequences s that arise as orbits of circle rotations s = (R n α 0) ∞ n=0 , and interval exchange transformations s = (T n 0) ∞ n=0 . Our main results are theorem 1, theorem 5, and theorem 6, along with a new proof for the Three Gap Theorem (theorem 3).
We start by presenting the definition of interval exchange transformations, and follow it with a short exposition of the Three Gap Theorem to provide historical context. 
We say that T (λ,π) is a d-interval exchange transformation, or d-IET for short, with length data λ and combinatorial data π.
A permutation π ∈ S d is said to be irreducible, and denote that by
The length data λ can be parametrized by the unit simplex
The unit simplex comes with the Lebesgue measure Leb ∆ d , which makes it possible to talk about "almost all d-IETs".
Denote the discontinuities of T −1 by α 0 = 0, α 1 , · · · , α d = 1, and those of T by β 0 = 0, β 1 , · · · , β d = 1. Note that the subintervals (α i−1 , α i ) are permuted by T −1 , and get sent to the subintervals (
For more on IETs, the interested reader should check the excellent survery [27] .
the permutation induced by the order the points arrange themselves on the interval. We denote for i = 0, 1, · · · , N − 1 the ith gap by
We also denote the set of gap lengths by
and the multiset of gaps by
We interpret the elements of the multiset Gaps T,N as the actual gaps (i.e. the set of open intervals
, 1)} bounded by the orbit points {T n 0 | 0 ≤ n < N − 1}).
Gap Theorems For IETs.
The first main result of this paper is the following.
, and
In [7] , Boshernitzan proved a 3(d − 1) Gap Theorem for IETS using graph theoretic methods which we present in appendix B.1 with a slight modification.
2 , and
When d = 2, the 3(d − 1) bound agrees with that of theorem 3; namely, the Three Gap Theorem. (Refer to section 1.4.1.)
1.4. Circle Rotation. For θ ∈ R, denote the circle rotation map t → t + θ mod 1 by R θ . The circle rotation is a 2-IET with length data λ = (1 − θ, θ) and combinatorial data π = (1 2). Also, for t ∈ R, let {t} = t − ⌊t⌋ denote the fractional part of t. The orbit sequence (R n α 0) ∞ n=0 and the fractional parts sequence ({nα}) ∞ n=0 agree. For T = R α , the permutation σ Rα,N , the set of gaps Gaps Rα,N , and the multiset Gaps Rα,N are pretty much understood as can be seen in the next few sections. The first proof of this observation, which is now known as the Three Gap Theorem, was given by V. Sós [22, 23] . The list of mathematicians who subsequently proved it includes S. Swierczkowski [24] , Szüz, Erdös, Turan, Chung & Graham [8] , among others. Recent work on the Three Gap Theorem and how it relates to the spaces of lattices has been done by Marklof & Strömbergsson in [15] , and by Haynes & Marklof in [10] . A formal proof using the Coq proof assistant system has been published by Mayero [17] .
The different proofs usually come with a description of the gap (combinatorial) structure, giving the following theorem. (Check [20] for a proof.) Theorem 3 (Three Gap Theorem). Consider α ∈ (0, 1), and
• If α = and
.
Note that in the second case, when α ∈ F (N ), the elements belonging to the same Farey arc
in F (N ) have the same gap structure. The gap lengths vary linearly between the two end points of the arc. Finally, the elements of F (N ) give the non-generic gap structure, and are pretty much handled by modular arithmetic. 
The Statistics of the Gaps Rα,N . Fix α ∈ (0, 1), and N ≥ 1 an integer. The expected value of the gap lengths is
denote the number of normalized gap lengths greater than or equal to z. Now, for 0 < a < b < 1, consider the average gap distribution
It was proved in [20] that g R· (z; N ) has a limit.
In section 3.3, we interpret the average gap distribution g
R· (z; N ) in terms of zippered rectangle decompositions, and prove the existence of the limit as N → ∞ using the equidistribution of large horocycles. This proves the following theorem. (Refer to section 3.2, and section 3.3 for the definitions of f z and Z.)
That is, in the limit, g 
1.5. Organization. In section 2 we present the background needed to understand the rest of the paper. In section 3 we relate gaps for circle rotations to zippered rectangle decompositions of tori, providing a proof for the Three Gap Theorem. In section 4 we show that the same procedure used in section 3 to prove the Three Gap Theorem can be used to prove a d + 2 Gap Theorem for general IETS. In appendix A we mention a proof for the equidistribution of large horocycles using Kloosterman sums. In appendix B, we present a second proof for the d + 2 Gap Theorem using a purely combinatorial argument. In particular, the following proposition is true. (The author has not been able to find an appearance of this in the literature preceeding [2] ).
Proposition 2 (Three Intervals Theorem). The first return map defined by a minimal linear flow on a torus to a transversal to the flow gives an interval exchange map with 2 or 3 intervals.
As we will see in a bit, the above proposition is equivalent to the Three Gap Theorem, and thus provides a geometric proof of the aforementioned result.
The same phenomenon is true for general translation surfaces. (Check [27] or [30] .) This proposition will similarly be used to prove a gaps theorem for general IETs.
2.2. Zippered Rectangles Decomposition. Consider a translation surface S, a minimal linear flow φ on that surface, and a transversal X to that flow. The first return map of the flow to the transveral is an interval exchange map T on d T subintervals of X. It can be shown that the return time of φ is constant on each of the d T subintervals of X. (Check [27] .) This decomposes the surface S into d T rectangles, whose widths are the lengths λ = (λ 1 , λ 2 , · · · , λ dT ) associated with T , and whose heights h = (h 1 , h 2 , · · · , h dT ) are the return times of φ to X on each of the d T subintervals of X. The vector (h, λ) is the height-width parameters of the zippered rectangle decomposition of S with respect to the suspension of φ over X.
2.3.
The Space of Unimodular Lattices. Let X 2 = SL 2 R/ SL 2 Z be the modular surface. The points of X 2 , which are cosets of SL 2 Z, can be identified with unimodular lattices and unit area tori
The space X 2 inherits an SL 2 R action given by left translation: for any B ∈ SL 2 R we have
This gives rise to two important flows on X 2 :
• the horocycle flow given by the matrices h s = 1 0 −s 1 , for s ∈ R
• the geodesic flow given by the matrices g t := e −t 0 0 e t , for t ∈ R
The space X 2 also comes with an SL 2 R-invariant Haar probability measure which is usually denoted by
The following is true about the convergence of measures on horocycles under translation by the geoedisic flow.
Theorem 7 (Equidistribution of Large Horocycles). Let ν be a Borel measure on R, absolutely continuous with respect to to the Lebesgue measure. Then for any bounded continuous function
To see how this is a statement about measures, consider the projection π Λ0 : SL 2 R → X 2 defined by A → A · Λ 0 . Then the conclusion of the above theorem is literally
That is, (g t ) * (π Λ0 ) * (h · ) * ν ⇀ µ 2 in the weak- * topology of measures on X 2 .
The Three Gap Theorem and Zippered Rectangles
The circle rotation R α can be identified with the return map of the linear flow φ t α (x, y) = (x + t, y + αt) mod 1 on the torus
The shear matrix
As such, the circle rotation is also the return map of the horizontal flow on h α · T 2 to the vertical V hα· . Moreover, φ
order themselves around the closed vertical segment V T 2 the same way the points {R In light of the above theorem, we get the following equivalence. If F (N ) are the Farey sequence at level N , we get one of two cases:
• That α = a q ∈ F (N ), with gcd(1, q) = 1 and q ≤ N : The horizontal segment of length 1 closes at stage N = q, and starts wrapping around itself for N > q. In both cases, we get a zippered rectangle with combinatorial data π = 1 2 2 1 , length data
where n 1 is the unique n ∈ {1, 2, · · · , q − 1} such that na = 1 mod q, and height data
• That there exists two successive elements
q2 : In that case, we get a zippered rectangle with combinatorial data π = 1 2 3 3 2 1 , length data
and height data
Note that they satisfy the following two relationships: |λ| = λ 1 + λ 2 + λ 3 = 1, and
3.2. Notation. To wrap everything up, we define the operator Z that takes a unimodular torus T ∈ X 2 , and returns the length-height vector (λ, h) ∈ R 4 ⊔ R 6 of its zippered rectangle decomposition over a horizontal line segment of unit length. For a fixed N > 0 we have
It will be convenient in the second case to write α = a1 q1 + t q1q2 , with t ∈ (0, 1). In that case, Z(R 2 /g log N h α · Z 2 ) is equal to
3.3. Gap Distribution. At this stage, we have everything we need to present our second main result: ??. Namely, relating the average gap distribution
to the zippered rectangles decomposition of tori. We achieve this through expressing the integrand in terms of a cut-off function on the vector (λ, h).
Recall the definition of the Iverson bracket : for a predicate P , the iversion bracket [P ] is given by
For z ≥ 0, we define the cut-off function
and define the aggregate cut-off function f z : R 6 → R with
By theorem 8, the integrand in question evaluates to
Integrating we get
The uniform probability measure ν(·) = 1 b−a b a · dα is obviously absolutely continuous with respect to the Lebesgue measure on R. A compactness argument, and the equidistribution of large horocycles theorem proves theorem 5
Gap Theorem for d-IETS
In this section, we demonstrate that the technique we used in section 3 to prove theorem 3 can be used to prove a generalization of the theorem for general intervals exchange maps. We introduce an elegant construction from [4] and then proceed to our proof. After gluing, we mark the point on S T corresponding to (0, 0) and call it a marked origin. As such, S T is a Riemann surface with a marked point. We intend to follow the same strategy used to prove the Three Gap Theorem: We start at the vertex (0, 0), and flow horizontally along the for time t = N . A small subtlety arises here: For a general IET T , the horizontal trajectory in question can hit singularities in its path, and there will be a finite choice to make when it comes to flowing out of each singularity. We choose the trajectory that gives the "correct" returns to the vertical through (0, 0) (i.e. that intersects the vertical at Figure 4 . The surface S T for a 5-IET that has combinatorial data π = (1 5 2 3 4), with labels for gluing the line segments. The surface has three vertices •, ⋆, × with respective cone angles 6π, 2π, 2π. It has genus g = 2, and lives in the stratum H 2 (2). the points corresponding to the orbit {T n 0} ∞ n=0 ). We call this the canonical horizontal trajectory of length N coming out of the origin.
The following lemma characterizes the property of marked origins being singularities.
Lemma 1. Let T and S T be as above. The marked origin is a singularity if and only if
Proof. Since the permutation π is irreducible, it is easy to see that (0, 0) is not a singularity if and only if the first and last segment I π −1 (1) and I π −1 (d) on the left side correspond to segments on the right side that are back to back, that is,
We call IETs with π
The IET T is said to satisfy the infinite distinct orbit condition (i.d.o.c for short) or Keane's condition if the orbits {(T
are both infinite and pairwise distinct. The above theorem, along with proposition 3 and the characterization of the marked origin being a singularity, proves theorem 1.
Lemma 2. Let T and S T be as above. (1) The first return map of the horizontal flow to any closed vertical segment is given by the map T . (2) The IET T fails to satisfy the i.d.o.c condition if and only if there are a horizontal saddle connection that is not the horizontal unit length closed line segment
[(0, α 0 ), (1, β 0 )] ∼ [(0, α d ), (1, β d )].
4.3.
Gap Distribution. For a general IET T , we denote the number of normalized gap lengths greater than or equal to z by
For compositions of T and circle rotations, we can consider the average gap distribution
Copying section 3.2, we define an operator Z canon as follows: for any translation surface S with a marked point and a canonical choice of horizontal unit length trajectory coming out of the marked point, Z canon (S) is the vector of length-height data of the zippered rectangle decomposition of S over the aforementioned horizontal.
Also, an aggregate cut-off function f z can appropriately be defined as was done in section 3.3. Moreover, the idea of the argument used to prove theorem 5 can be used here to relate the average gap distribution for compositions of a fixed IET T and circle rotations to the distribution of zippered rectangle decomposition heights
This proves the axiomatic theorem 6.
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Appendix A. Equidistribution of Large Horocycle via Kloosterman Sums
We would like to point out a very interesting, and curious observation concerning the derivation of the gap distribution in [20] . The derivation takes places by applying the lemma (lemma 8, [6] )below to the three gap thereom. It should be noticed that this is, in essence, an equidistribution of large horocycles theorem using zippered rectangles. We cite the lemma used in the original proof, and distill the equidistribution result as a theorem.
Notation: Denote
is a convex subregion with rectifiable boundary, and f is a Theorem 10 (Equidistribution of Large Horocycles). Let f : R 6 → R be a function such that
is defined and
, and 0 elsewhere. Then for any subinterval
Proof. The proof is very simple. It is a direct computation where we use the change of variables α = ai qi + t qiqi+1 on each Farey arc, and apply the above lemma on the convergence of Kloosterman sums. In particular, we have
Appendix B. Combinatorial Proof of the Gap Theorem
In this appendix, we present Boshernitzan's proof for theorem 2, and give another proof theorem 1 inspired by it. We use the same notation for IETs, discontinuities, gap sets and multisets, ... from before. 
Proposition 4 ([7]
). Let G be a directed graph without distinct cycles, and w a weight function of G supported on the whole graph. The cardinality of the set of possible vertex weight has the upper bound
The Lebesgue measure induces a weight function w on the graph GGaps T,N : for every v i ∈ V T,N , take w(v i ) = Leb(gap T,N (i)), and for every e i,j ∈ E T,N , take w(e i,j ) = Leb((T −1 gap T,N (i)) ∩ gap T,N (j)). The outdegree of a vertex v i ∈ GGaps T,N can be expressed as
From this it follows that
The reason this is d − 1 and not d is that T 1 0 = α i0 , with i 0 = π(1) − 1. That is, the discontinuity α i0 is an end point of one of the gaps, and hence necessarily does not contribute to the sum.
A minimal IET T will not have distinct cycles in GGaps T,N . This proves Boshernitzan's 3(d − 1) Gap Theorem (theorem 2). B.2. Improvement. In this section, we present a modification of the Rauzy graphs GGaps T,N used by Boshernitzan to prove theorem 2, and provide a proof for theorem 1.
For i = 0, 1, · · · , d − 1, we denote the closest orbit point in the segment {T n 0}
and for i = 1, 2, · · · , d, we denote the closest orbit point to a discontinuity β i by
We also denote the collection of "slots" on the right and left of the discontinuitities of by
and
for the respective lengths of the right and left slots. As was done with the circle rotation, we notationally identify R i and (β i , r(i)), and L i and (l(i), β i ).
We define the graph FGaps T,N as follows:
• The edges: When T −1 acts on a gap in Gaps T,N , it maps it to a disjoint union-modulo the endpointsof elements of Gaps T,N ⊔ R T,N ⊔ L T,N . A directed edge goes out of each gap and into the elements of Gaps T,N ⊔ R T,N ⊔ L T,N it gets pulled back to by T −1 . The collection of all edges is denoted by F E T,N . It can be easily seen that FGaps T,N is a forest. It should also be noted that if we glue each pair L i and R i , i = 1, 2, · · · , d − 1, together and identify them with the gap L i ∪ {β i } ∪ R i surrounding the discontinuity β i , we get Boshernitzan's Rauzy graph GGaps T,N .
We first present an example to make both the definition of the forest and the idea of the proof that will follow clearer.
B.3. Example. Consider the IET with length data
T has discontinuities at β 1 = 1/ √ 3 and β 2 = 1/ √ 2) and combinatorial data π = 1 2 3 3 2 1 . The inverse map T −1 is an IET, with length data λ
, and combinatorial data π −1 = π. Below we show two copies of the interval [0, 1), along with the orbit points {T k 0}
Note how the intervals showing on the extreme right in the above diagram are all slots surrounding the discontinuitites β i of T . We thus get that
B.4. Proof. We consider any orbit {T k 0}
N −1 k=0 , with N an integer large enough so that the orbit points separate the discontinuities α i of T −1 . For counting purposes, we have to consider:
(1) The gaps that will split due to intersecting with the discontinuities of T −1 , or the point T N 0. (2) The gaps that get pulled back to gaps. (3) The first and last gaps.
We choose to call the point T N 0 a "ghost" orbit point, since it is not in the orbit
k=0 , but introduces the orbit point T N −1 0 when it gets pulled back by T −1 . We enumerate the different cases pictorially, with red representing orbit points, and cyan representing the point T N 0. The index i 0 = π(1) − 1 specifies the discontinuity α i0 where T 1 0 occurs.
Case V Case IV Case IV Case I Case II Case III Case VI
Based on the location where the ghost orbit point T N 0 situates itself, there are six distinct cases that should be accounted for.
• Case I: The point T N 0 belongs to a gap (T n1 0, T n2 0) with n 1 , n 2 = 1.
• Case II: Same as case I with n 2 = 1.
• Case III: Same as case I with n 1 = 1.
• Case IV: The point T N 0 belongs to (T n1 0, T n2 0) that includes a α i . We now proceed to count the possible gap lengths.
B.5. Gaps that split.
B.5.1. Case I.
• One instance of
This contributes the two lengths L π −1 (i0) and R 0 to the set of gap lengths.
Each of those instances contributes L π −1 (i) + R π −1 (i+1)−1 to the set of gap lengths, for a total of d − 2 elements.
This contributes the sum of the lengths of the two consecutive gaps (T n1−1 0, T N −1 0) and (T N −1 0, T n2−1 0) to the set of gap lengths.
B.5.2. Case II.
y y r r r r r r r r r r % % ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ (
This instance contributes the two lengths |(T n1−1 0, T N −1 0)| + L π −1 (i0) and R 0 to the set of gap lengths.
• d − 2 instances of
Each of these instance contribute L π −1 (i) + R π −1 (i+1)−1 to the set of gap lengths, for a total of d − 2 lengths. B.5.3. Case III.
{ { ✈ ✈ ✈ ✈ ✈ ✈ ✈ ✈ ✈ % % ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ (T n1−1 0, β π −1 (i0) ) (β 0 , T N −1 0) (T N −1 0, T n2−1 0)
• d − 2 instances of • One instance of
This contributes two lengths L π −1 (i0) and R 0 to the set of gap lengths.
w w ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ( ( P P P P P P P P P P P P Each of those instances contributes L π −1 (i) + R π −1 (i+1)−1 to the set of gap lengths, for a total of d − 2 elements.
This has the last gap length L d .
B.6. Gaps that get pulled to other gaps. If a gap (T n1 0, T n2 0) with n 1 , n 2 = 1 does not include T N 0 or a discontinuity α i of T −1 , it will be pulled back by T −1 to the gap (T n1−1 0, T n2−1 0).
The two gaps have the same lengths, so no instance of (T n1 0, T n2 0) (T n1−1 0, T n2−1 0)
contributes new elements to the set of gap lengths.
B.7. The first and last gaps: (0, T σ(1) 0) and (T σ(N −1) 0, 1). The first gap (0, T σ(1) 0) shows up as a gap length in I.1, II.1, IV.1, V.1, and VI.1; and so its length R 0 is accounted for in those cases. However, the length of the first gap R 0 shows up as a summand in III.1. In that case, the first gap contributes R 0 to the set of gap lengths on its own.
The situation is similar with the last gap (T σ(N −1) 0, 1) and its length L d . We get one of two cases: 
