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MODULAR LATTICES FROM A VARIATION OF CONSTRUCTION A
OVER NUMBER FIELDS
XIAOLU HOU AND FRE´DE´RIQUE OGGIER
ABSTRACT. We consider a variation of Construction A of lattices from linear codes
based on two classes of number fields, totally real and CM Galois number fields.
We propose a generic construction with explicit generator and Gram matrices,
then focus on modular and unimodular lattices, obtained in the particular cases of
totally real, respectively, imaginary, quadratic fields. Our motivation comes from
coding theory, thus some relevant properties of modular lattices, such as mini-
mal norm, theta series, kissing number and secrecy gain are analyzed. Interesting
lattices are exhibited.
1. INTRODUCTION
Let K be a Galois number field of degree n which is either totally real or a CM
field. Let OK be the ring of integers of K and p be a prime ideal of OK above the
prime p. We have OK/p ∼= Fpf , where f is the inertia degree of p. Define ρ to be
the map of reduction modulo p componentwise as follows:
(1)
ρ : ONK → FNpf
(x1, . . . , xN ) 7→ (x1 mod p, . . . , xN mod p)
for some positive integer N . Let C ⊆ FNpf be a linear code over FNpf , that is a
k-dimensional subspace of FNpf . As ρ is a Z−module homomorphism, ρ−1(C) is
a submodule of ONK . Since OK is a free Z−module of rank n, ρ−1(C) is a free
Z−module of rank nN . Let bα : ONK × ONK → R be the symmetric bilinear form
defined by
(2) bα(x,y) =
N∑
i=1
TrK/Q(αxiy¯i)
where α ∈ K ∩ R and y¯i denotes the complex conjugate of yi if K is CM (and y¯i
is understood to be yi if K is totally real). If α is furthermore totally positive, i.e.,
σi(α) > 0, for σ1(the identity), σ2, . . . , σn all elements of the Galois group of K
over Q, then b is positive definite:
bα(x,x) =
N∑
i=1
Tr (αxix¯i) =
N∑
i=1
n∑
j=1
σj(α)|σj(xi)|2 > 0,
∀x ∈ ONK , x nonzero. If we take α in the codifferent D−1K = {x ∈ K : Tr (xy) ∈
Z ∀y ∈ OK} of K , then Tr (αxiy¯i) ∈ Z.
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The pair (ρ−1(C), bα) thus forms a lattice of rank (or dimension) nN , which is
integral when α ∈ D−1K but also in other cases, depending on the choice of C, as
we will see several times next.
This method of constructing lattices from linear codes is usually referred to as
Construction A [9]. The principle is well known, albeit not using the exact above
formulation. The original binary Construction A, due to Forney [15], usesK = Q,
OK = Z, p = 2 and typically α = 1/2 (sometimes α is chosen to be 1). The bi-
nary Construction A can also be seen as a particular case of the cyclotomic field
approach proposed by Ebeling [12], which in turn is a particular case of the above
construction. For p a prime, take for K the cyclotomic field Q(ζp), where ζp is
a primitive pth root of unity, and note that OK = Z[ζp]. Take p = (1 − ζp) the
prime ideal above p, and α = 1/p. Since OK/p ∼= Fp, this construction involves
linear codes over Fp. The case p = 2 is the binary Construction A. The gener-
alization from cyclotomic fields to either CM fields or totally real number fields
was suggested in [17] for the case where p is totally ramified. The motivation
to revisit Construction A using number fields came from coding theory for wire-
less communication, for which lattices built over totally real numbers fields and
CM fields play an important role [27]. In particular, Construction A over number
fields enables lattice coset encoding for transmission over wireless channels, and
wireless wiretap channels [17]. It is also useful in the context of physical network
coding [29].
The main interest in constructing lattices from linear codes is to take advantage
of the code properties to obtain lattices with nice properties, modularity and large
shortest vector (or minimal norm) being two of them, both mathematically but
also for coding applications.
Given an arbitrary lattice (L, b) where L is a Z−module and b is a symmetric
bilinear form which is positive definite, then the dual lattice of (L, b) is the pair
(L∗, b), where
L∗ = {x ∈ L⊗Z R : b(x,y) ∈ Z ∀y ∈ L},
and (L, b) is
• integral if L ⊆ L∗,
• unimodular if (L, b) ∼= (L∗, b), i.e., there exists a Z−module homomorphism
τ : L→ L∗ such that b(τ(x), τ(y)) = b(x, y) for all x, y ∈ L, and
• d−modular (or modular of level d) if it is integral and (L, b) ∼= (L∗, db) for some
positive integer d.
Given a linear code C ⊂ FNq of dimension k, q a prime power, its dual code C⊥
is defined by
(3) C⊥ = {x ∈ FNq : x · y =
N∑
i=1
xiyi = 0 ∀y ∈ C}
and C is called
• self-orthogonal if C ⊆ C⊥, and
• self-dual if C = C⊥.
It is well known for the binary Construction A that C ⊆ FN2 is self-dual if and
only if (ρ−1(C), b 1
2
) is unimodular [12, 9]. More generally, for K = Q(ζp), if C ⊆
FNp is self-dual, then (ρ
−1(C), b 1
p
) is unimodular [12]. We will prove a converse of
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this statement for totally real number fields and CM fields with a totally ramified
prime in Section 2.
Self-dual codes thus provide a systematic way to obtain modular lattices. This
was used for example in [7], where K = Q(
√−2), p = (3) and self-dual codes
over the ring OK/p were used to construct 2−modular lattices. Similarly, in [8], it
was shown that by taking K = Q(ζ3), where ζ3 is the 3rd primitive root of unity,
p = (4), and self-dual codes over the ring OK/p, 3−modular lattices can be con-
structed. In [1], the quadratic fields Q(
√−7) with p = (2), Q(i) with p = (2) and
Q(ζ3) with p = (2) or p = (3), as well as totally definite quaternion algebras ram-
ified at either 2 or 3 with p = (2), were used to construct modular lattices from
self-dual codes. An even more generalized version of Construction A is intro-
duced in [35], whereOK is replaced by any lattice L ⊂ Rn and p by pL for a prime
p. It is then applied to construct unimodular lattices from self-dual linear codes.
Apart frommodularity, large minimal norm is another classical property which
has been well studied. This is normally achieved via Construcion A by exploit-
ing the dualities between the linear codes and the resulting lattices. For example,
in [1], the association between MacWilliams identities for linear codes and theta
series for lattices are established for the cases listed above to construct extremal lat-
tices, lattices with the largest possible minimal norm. Other duality relations also
include the relation between the minimum weight of linear codes and the mini-
mal norm of the corresponding lattices [7], or the connection between the weight
enumerator of linear codes and the theta series of lattices [8], shown in both cases
for the cases listed above. One classical motivation for finding lattices with the
biggest minimum is to find the densest sphere packings, which can be applied to
coding over Gaussian channels [35].
In Section 2, generator and Gram matrices are computed for the generic case of
Construction A over Galois number fields, either totally real or CM. Knowledge
of these matrices is important for applications, such as lattice encoding, or if one
needs to compute the theta series of the lattice, as we will do in Section 4. It also
gives one way to verify modularity, as will be shown both in Section 3 and 5. From
the generic construction, examples of lattices are obtained by considering specific
number fields. We investigate the two most natural ones, namely totally real qua-
dratic fields in Section 3, and totally imaginary quadratic fields in Section 5. Our
techniques could be applied to other number fields, such as cyclotomic fields, or
cyclic fields, but these directions are left open. Section 4 provides examples of lat-
tices and of their applications: we construct modular lattices and compute their
theta series (and their kissing number in particular), but also their minimal norm.
The theta series allows to compute the secrecy gain of the lattice [28], a lattice in-
variant studied in the context of wiretap coding. Interesting examples are found –
a new extremal lattice or new constructions of known extremal lattices, modular
lattices with large minimal norm – and numerical evidence gives new insight on
the behaviour of the secrecy gain.
2. GENERATOR AND GRAM MATRICES FOR CONSTRUCTION A
As above, we consider the nN -dimensional lattice (ρ−1(C), bα). Let∆ be the ab-
solute value of the discriminant ofK . We will adopt the row convention, meaning
that a lattice generator matrix contains a basis as row vectors. The Gram matrix
contains as usual the inner product between the basis vectors. The volume of a
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lattice is the absolute value of the determinant of a generator matrix, while the
discriminant of a lattice is the determinant of its Gram matrix.
Lemma 2.1. The lattice (ρ−1(C), bα) has discriminant∆Np2f(N−k)N(α)N and vol-
ume∆N/2pf(N−k)N(α)
N
2 .
Proof. ForN = 1, (OK , bα) is a lattice with discriminantN(α)∆ [4]. Hence (ONK , bα)
has discriminant (N(α)∆)N and volume (N(α)∆)
N
2 . As ρ is a surjectiveZ−module
homomorphism and C has index pf(N−k) as a subgroup of FNpf , ρ
−1(C) also has
index pf(N−k) as a subgroup of ONK and we have [12]
vol((ρ−1(C), bα)) = vol((ONK , bα))|ONK/ρ−1(C)| = N(α)N/2∆
N
2 pf(N−k).

Corollary 2.2. The dual lattice (ρ−1(C)∗, bα) has discriminant∆−Np−2f(N−k)N(α)−N
and volume ∆−N/2p−f(N−k)N(α)
−N
2 . Also the lattice (ρ−1(C⊥), bα) has discrimi-
nant ∆Np2fkN(α)N and volume ∆
N
2 pfkN(α)
N
2 .
Let {v1, . . . , vn} be a Z−basis for OK and let {ω1, . . . , ωn} be a Z−basis for p.
Suppose C admits a generator matrix in the standard (systematic) form and let A
be a matrix such that (Ik (Amod p)) is a generator matrix of C.
Proposition 2.3. For K a totally real number field of degree n with Galois group
{σ1, . . . , σn}, a generator matrix for (ρ−1(C), bα) is given by
(4) MC =
[
Ik ⊗M A⊗˜M
0nN−nk,nk IN−k ⊗Mp
]
(IN ⊗Dα),
where M = (σi(vj))i,j=1,...,n, Mp = (σi(wj))i,j=1,...,n are respectively generator
matrices for (ONK , b1) and (pN , b1),Dα is a diagonal matrix whose diagonal entries
are
√
σi(α), i = 1, . . . , n, and
A⊗˜M := [σ1(A1)⊗M1, . . . , σn(A1)⊗Mn, . . . , σn(AN−k)⊗M1, . . . , σn(AN−k)⊗Mn],
where we denote the columns of the matrices M,A by Mi, i = 1, . . . , n, Aj , j =
1, 2, . . . , N − k and σi is understood componentwise, i = 1, . . . , n.
Proof. Note that det (M) = ∆
1
2 is the volume of (OK , b1) [5] and similarly, det (Mp) =
∆
1
2 pf is the volume of (p, b1).
The volume of the lattice generated byMC is
det (IN ⊗Dα) det (Ik ⊗M) det (IN−k ⊗Mp) = N(α)N/2∆ k2
(
∆
1
2 pf
)N−k
,
which agrees with the volume N(α)N/2∆
N
2 pf(N−k) of (ρ−1(C), bα).
Define ψ : σ(x) 7→ x ∈ OK to be the inverse of the embedding
σ = (
√
σ1(α)σ1, . . . ,
√
σn(α)σn) : OK →֒ Rn.
Then it suffices to prove that
ρ−1(C) ⊇ {ψ(xMC) : x ∈ ZnN},
or
C ⊇ {ρ(ψ(xMC)) : x ∈ ZnN}.
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For j = 1, 2, . . . , N , let uj = (uj1, . . . , ujn) ∈ Zn. Then x ∈ ZnN can be written as
x = (u1, . . . ,uN ). Let xj =
∑n
i=1 ujivi, then the sth entry of ujMDα is given by
n∑
i=1
ujiσs(vi)
√
σs(α) =
√
σs(α)σs
(
n∑
i=1
ujivi
)
=
√
σs(α)σs(xj).
Thus
xMC = [u1, . . . ,uN ]
[
Ik ⊗M A⊗˜M
0nN−nk,nk IN−kMp
]
(IN ⊗Dα)
=
σ(x1), . . . , σ(xk), σ
 k∑
j=1
aj1xj + x
′
k+1
 , . . . , σ
 k∑
j=1
aj(N−k)xj + x′N
 ,
where x′k+1, . . . , x
′
N are in the ideal p, then ρ(x
′
i) = 0 for i = k+1, . . . , xN . We have
ρ(ψ(xMC))
= ρ(x1, . . . , xk,
k∑
j=1
aj1xj + x
′
k+1, . . . ,
k∑
j=1
aj(N−k)xj + x′N )
= (x1 mod p, . . . , xk mod p,
k∑
j=1
aj1xj + x
′
k+1 mod p, . . . ,
k∑
j=1
aj(N−k)xj + x′N mod p)
= (x1 mod p, . . . , xk mod p)(Ik Amod p) ∈ C.

Lemma 2.4. The Gram matrix GC =MCM
T
C of (ρ
−1(C), bα) is
(5) GC =
[
Tr
(
α(Ik +AA
T )⊗M1MT1
)
Tr
(
αA⊗M1MTp,1
)
Tr
(
αA⊗M1MTp,1
)T
Tr
(
αIN−k ⊗Mp,1MTp,1
)]
where Tr = TrK/Q is taken componentwise and Mp,1 denotes the first column of
the matrixMp.
Proof. Let D˜α = DαD
T
α be the diagonal matrix with diagonal entries given by
σ1(α), . . . , σn(α). ForMC in (4), a direct computation gives
GC =
[
Ik ⊗MD˜αMT + (A⊗˜M)(IN−k ⊗ D˜α)(A⊗˜M)T (A⊗˜M)(IN−k ⊗ D˜αMTp )
(IN−k ⊗MpD˜α)(A⊗˜M)T IN−k ⊗MpD˜αMTp
]
.
Using thatMi = σi(M1), (1 ≤ i ≤ n), we have
(A⊗˜M)(IN−k ⊗ D˜α)(A⊗˜M)T = Tr
(
αAAT ⊗M1MT1
)
Ik ⊗MD˜αMT = Tr
(
αIk ⊗M1MT1
)
thus showing that
Ik ⊗MD˜αMT + (A⊗˜M)(IN−k ⊗ D˜α)(A⊗˜M)T = Tr
(
α(Ik +AA
T )⊗M1MT1
)
.
Similarly, let Mp,i denote the ith column of Mp, then using σi(Mp,1) = Mp,i (1 ≤
i ≤ n), we have
IN−k ⊗MpD˜αMTp = Tr
(
αIN−k ⊗Mp,1MTp,1
)
.
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Moreover,
(A⊗˜M)(IN−k ⊗ D˜αMTp ) =
σ1(a11)M1 σ2(a11)M2 . . . σn(a1,N−k)Mn... ... ...
σ1(ak,1)M1 σ2(ak,2)M2 . . . σn(ak,N−k)Mn


σ1(α)M
T
p,1 0 . . . 0
σ2(α)M
T
p,2 0 . . . 0
...
...
. . .
...
σn(α)M
T
p,n 0 . . . 0
...
...
. . .
...
0 0 . . . σn−1(α)MTp,n−1
0 0 . . . σn(α)M
T
p,n

= σ1(A⊗ αM1MTp,1) + σ2(A⊗ αM1MTp,1) + · · ·+ σn(A⊗ αM1MTp,1)
= Tr
(
αA⊗M1MTp,1
)
,

When K is a CM number field, n is even and all embeddings of K into C are
complex embeddings. Assume σi+1 is the conjugate of σi for i = 1, 3, 5, . . . , n− 1.
Lemma 2.5. LetK be a CM number field of degree n. Then
(6) M =
√
2
Reσ1(v1) Imσ2(v1) Reσ3(v1) . . . Reσn−1(v1) Imσn(v1)... ... ... . . . ... ...
Reσ1(vn) Imσ2(vn) Reσ3(vn) . . . Reσn−1(vn) Imσn(vn)

is a generator matrix for the lattice (OK , b1) and det (M) = ∆ 12 .
Proof. The Gram matrix for (OK , b1) is G = (Tr (viv¯j))1≤i,j≤n. For i = 1, 2, . . . , n,
(MMT )ii = 2
∑
j=1,3,...,n−1
(Reσj(vi))
2 + (Imσj+1(vi))
2 = 2
∑
j=1,3,...,n−1
|σj(vi)|2
= 2
∑
j=1,3,...,n−1
σj(|vi|2) = Tr
(|vi|2) = Gii.
For i, j = 1, 2, . . . , n, i 6= j,
(MMT )ij = 2
∑
s=1,3,...,n−1
Reσs(vi)Reσs(vj) + Imσs+1(vi)Imσs+1(vj)
= 2
∑
s=1,3,...,n−1
Reσs(vi)Reσs(vj) + Imσs(vi)Imσs(vj)
= 2
∑
s=1,3,...,n−1
Reσs(viv¯j) = Tr (viv¯j) = Gij .
The determinant ofM is then given by the volume of (OK , b1). 
Define
(7)
Mp =
√
2
Reσ1(ω1) Imσ2(ω1) Reσ3(ω1) . . . Reσn−1(ω1) Imσn(ω1)... ... ... . . . ... ...
Reσ1(ωn) Imσ2(ωn) Reσ3(ωn) . . . Reσn−1(ωn) Imσn(ωn)
 .
Then similarlyMp is a generator matrix for (p, b1) and has determinant ∆
1
2 pf . As
α is totally positive, all σi(α) ∈ R. Let Dα be a diagonal matrix whose diagonal
entries are
√
σi(α), i = 1, . . . , n.
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Proposition 2.6. LetK be a CMfieldwith degreen andGalois group {σ1, σ2, . . . , σn},
where σi+1 is the conjugate of σi (i = 1, 3, . . . , n − 1). A generator matrix for
(ρ−1(C), bα) is given by
(8) MC =
[
Ik ⊗M A ˜˜⊗M
0nN−nk,nk IN−k ⊗Mp
]
(IN ⊗Dα),
where M and Mp are defined in (6) and (7) respectively. A is a matrix such that
(Ik (Amod p)) is a generator matrix of C and
A ˜˜⊗M := [Reσ1(A1)⊗M1 + Imσ1(A1)⊗M2,Reσ1(A1)⊗M2 − Imσ1(A1)⊗M1,
Reσ3(A1)⊗M3 + Imσ3(A1)⊗M4,Reσ3(A1)⊗M4 − Imσ3(A1)⊗M3, . . . ,
Reσn−1(A1)⊗Mn−1 + Imσn−1(A1)⊗Mn,Reσn−1(A1)⊗Mn − Imσn−1(A1)⊗Mn−1,
. . . ,Reσn−1(AN−k)⊗Mn−1 + Imσn(AN−k)⊗Mn,
Reσn−1(AN−k)⊗Mn − Imσn−1(AN−k)⊗Mn−1],
where we denote the columns of the matrices M,A by Mi, i = 1, . . . , n, Aj , j =
1, 2, . . . , N − k, Re and Im are understood componentwise.
Proof. The volume of the lattice generated byMC is
det (Ik ⊗M) det (IN−k ⊗Mp) det (IN ⊗Dα) = ∆ k2
(
∆
1
2 pf
)N−k
N(α)N/2
= ∆
N
2 pf(N−k)N(α)N/2,
which agrees with the volume of (ρ−1(C), bα).
Define ψ : σ(x) 7→ x ∈ OK to be the inverse of the embedding
σ =
√
2(
√
σ1(α)Reσ1,
√
σ2(α)Imσ2, . . . ,
√
σn−1(α)Reσn−1,
√
σn(α)Imσn) : OK →֒ Rn.
Then it suffices to prove
ρ−1(C) ⊇ {ψ(xMC) : x ∈ ZnN},
or
{ρ(ψ(xMC)) : x ∈ ZnN} ⊆ C.
For j = 1, 2, . . . , N , let uj = (uj1, . . . , ujn) ∈ Zn. Then x ∈ ZnN can be written as
x = (u1, . . . ,uN ). Let xj =
∑n
i=1 ujivi, we have the tth entry of ujMDα is
√
2
n∑
i=1
ujiReσt(vi)
√
σt(α) =
√
2
√
σt(α)
n∑
i=1
Reσt(ujivi) =
√
2
√
σt(α)Reσt(xj)
for t odd, or
√
2
√
σt(α)Imσt(xj) for t even. And the stth entry (1 ≤ s ≤ N − k, 1 ≤
t ≤ n) of uj(A ˜˜⊗M)(IN−k ⊗Dα) (1 ≤ j ≤ k) is
√
2
n∑
i=1
uji [Reσt(ajs)Reσt(vi) + Imσt(ajs)Imσt+1(vi)]
√
σt(α)
=
√
2
√
σt(α)
n∑
i=1
Reσt(ajs)Reσt(ujivi) + Imσt(ajs)Imσt+1(ujivi)
=
√
2
√
σt(α)
n∑
i=1
Reσt(ajsujivi) =
√
2
√
σt(α)Reσt(ajs)xj
for t odd, or
√
2
√
σt(α)Imσt(ajs)xj for t even.
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Then
xMC = [u1, . . . ,uN ]
[
Ik ⊗M A ˜˜⊗M
0nN−nk,nk IN−k ⊗Mp
]
(IN ⊗Dα)
=
σ(x1), . . . , σ(xk), σ
 k∑
j=1
aj1xj + x
′
k+1
 , . . . , σ
 k∑
j=1
aj(N−k)xj + x
′
N
 ,
where x′k+1, . . . , x
′
N are in the ideal p, and hence ρ(x
′
i) = 0 for i = k + 1, . . . , xN .
Then we have
ρ(ψ(xMC))
= ρ(x1, . . . , xk,
k∑
j=1
aj1xj + x
′
k+1, . . . ,
k∑
j=1
aj(N−k)xj + x′N )
= (x1 mod p, . . . , xk mod p,
k∑
j=1
aj1xj + x
′
k+1 mod p, . . . ,
k∑
j=1
aj(N−k)xj + x
′
N mod p)
= (x1 mod p, . . . , xk mod p)(Ik Amod p) ∈ C.

Remark 2.7.
1. Let v = [v1, v2, . . . , vn]
T , then
A ˜˜⊗M = √2[Reσ1(A1 ⊗ v), Imσ2(A1 ⊗ v),
. . . ,Reσn−1(A1 ⊗ v), Imσn(A1 ⊗ v), . . . , Imσn(AN−k ⊗ v)].
2. When p is totally ramified, the entries of A mod p are in Fp and hence A ˜˜⊗M =
A⊗M .
Proposition 2.8. The Gram matrix GC = MCM
T
C of (ρ
−1(C), bα) is
(9) GC =
[
Tr
(
α(I +AA†)⊗ vv†) Tr (αA⊗ (vω†))
Tr
(
αAT ⊗ (ω¯vT )) Tr (αIN−k ⊗ ωω†)
]
where Tr = TrK/Q is taken componentwise and ω = [w1, w2, . . . , wn]
T . v† = v¯T , is
the conjugate transpose of v. Similarly A† = A¯T , ω† = ω¯T .
Proof. Let D˜α = DαD
T
α be the diagonal matrix with diagonal entries given by
σ1(α), . . . , σn(α). ForMC in (8), a direct computation gives
GC =
[
Ik ⊗MD˜αMT + (A ˜˜⊗M)(IN−k ⊗ D˜α)(A ˜˜⊗M)T (A ˜˜⊗M)(IN−k ⊗ D˜αMTp )
(IN−k ⊗MpD˜α)(A ˜˜⊗M)T IN−k ⊗MpD˜αMTp
]
.
By Remark 2.7,
(A ˜˜⊗M)(IN−k ⊗ D˜α)(A ˜˜⊗M)T
= Tr
(
(αA1 ⊗ v)(A†1 ⊗ v†)
)
+ · · ·+Tr
(
(αAN−k ⊗ v)(A†N−k ⊗ v†)
)
= Tr
(
αA1A
†
1 ⊗ vv†
)
+ · · ·+Tr
(
αAN−kA
†
N−k ⊗ vv†
)
= Tr
(
α(A1A
†
1 + · · ·+AN−kA†N−k)⊗ vv†
)
= Tr
(
αAA† ⊗ vv†) .
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Furthermore,
Ik ⊗MD˜αMT = Tr
(
αIk ⊗ vv†
)
, and IN−k ⊗MpD˜αMTp = Tr
(
αIN−k ⊗ ωω†
)
.
Hence
Ik ⊗MD˜αMT + (A ˜˜⊗M)(IN−k ⊗ D˜α)(A ˜˜⊗M)T = Tr (α(Ik +AA†)⊗ vv†) .
Next, it can be computed that
(IN−k ⊗MpD˜α)(A ˜˜⊗M)T = Tr (αAT ⊗ (ω¯vT ))
which also gives
(A ˜˜⊗M)(IN−k ⊗ D˜αMTp ) = Tr (αA⊗ (vω†)) .
So the Gram Matrix is given by (9). 
In Sections 3 and 5, we will consider particular cases when α = 1/p or 1/2p for
K a real quadratic field with p inert and K an imaginary quadratic field with p
totally ramified. As we are interested in constructions of modular lattices, which
are integral lattices, the following proposition justifies why we will focus on self-
orthogonal codes in the future.
Proposition 2.9. If C is not self-orthogonal, i.e. if C * C⊥, then (ρ−1(C), bα) is not
an integral lattice for any α ∈ p−1 ∩Q when
1. K is totally real, or
2. K is a CM field and p is totally ramified.
Proof. Let {c˜1, c˜2, . . . , c˜k} be an Fpf−basis for the linear codeC. Let {c1, c2, . . . , ck}
be a set of elements in ONK such that ci is a preimage of c˜i, 1 ≤ i ≤ k. Notice that
for 1 ≤ i ≤ k, 1 ≤ j ≤ n,
ρ(vjci) = ρ(vj)ρ(ci) = ρ(vj)c˜i.
As ρ(vj) ∈ Fpf , ρ(vjci) ∈ C, i.e., vjci ∈ ρ−1(C) for all 1 ≤ i ≤ k and 1 ≤ j ≤ n.
SinceC * C⊥, take ci1 , ci2 such that c˜i1 · c˜i2 6= 0, i.e., ci1 ·ci2 /∈ p. From {v1, . . . , v2},
take vj0 such that vj0 /∈ p. Suppose
bα(vjci1 , vj0ci2) = αTr (vj0ci1 · c¯i2 v¯j) ∈ Z
for all 1 ≤ j ≤ n. As {vj}1≤j≤n forms a basis for OK , {v¯j}1≤j≤n also forms a basis
for OK , we have
αTr (vj0ci1 · c¯i2x) ∈ Z ∀x ∈ OK .
By the definition of the codifferentD−1K ,
αvj0ci1 · c¯i2 ∈ D−1K =⇒ vj0ci1 · c¯i2 ∈ α−1D−1K ∩ OK = α−1OK ⊆ p.
As vj0 /∈ p, we have ci1 · c¯i2 ∈ p. For K totally real, this is the same as ci1 · ci2 ∈ p.
For K CM, as p is totally ramified, by the proof from [17], β ≡ β¯ mod p for all
β ∈ OK . It goes as follows:
As OK/p ∼= Fp, we can write β = β′ + β′′ with β′ ∈ Z and β′′ ∈ p. Since p is the
only prime above p, p¯ = p and we have β¯′′ ∈ p. Thus
β¯ = β¯′ + β¯′′ = β′ + β¯′′ ≡ β′ mod p ≡ β mod p.
Then we can conclude ci1 · ci2 ∈ p. For both cases, we get a contradiction with the
choice of ci1 and ci2 .
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Thus we must have bα(vjci1 , vj0ci2) /∈ Z for at least one j (1 ≤ j ≤ n). As
vjci1 , vj0ci2 ∈ ρ−1(C) for all j, we can conclude that the lattice (ρ−1(C), bα) is not
integral. 
3. MODULAR LATTICES FROM TOTALLY REAL QUADRATIC FIELDS
Let d be a positive square-free integer. LetK = Q(
√
d) be a totally real quadratic
field with Galois group {σ1, σ2} and discriminant ∆ given by [22]:
∆ =
{
d d ≡ 1 mod 4
4d d ≡ 2, 3 mod 4 .
Assume p ∈ Z is a primewhich is inert inK , and consider the lattice (ρ−1(C), bα)
where C is a linear (N, k) code over Fp2 .
Let α = 1/p when d ≡ 1 mod 4 and let α = 1/2p when d ≡ 2, 3 mod 4. We will
give two proofs that if C is self-dual (i.e., C = C⊥), then the lattice (ρ−1(C), bα) is
a d-modular lattice. Note that the results in [16] are corollaries from results in this
section by taking d = 5.
By the discussion from Section 2, a generator matrix for (ρ−1(C), bα) is (see (4))
(10) MC =
√
α
[
Ik ⊗M A⊗˜M
02N−2k,2k IN−k ⊗ pM
]
where (Ik, (A mod pOK)) is a generator matrix for C,
(11) M =
[
1 1
σ1(v) σ2(v)
]
,
with {1, v} a Z−basis of OK , and
v =
{
1+
√
d
2 d ≡ 1 mod 4√
d d ≡ 2, 3 mod 4 .
Also, the Gram matrix for (ρ−1(C), bα) is given by (see (5))
(12) GC = α
[
Tr
(
(I +AAT )⊗M1MT1
)
pTr
(
A⊗M1MT1
)
pTr
(
A⊗M1MT1
)T
Ik ⊗ p2MMT
]
.
Note that since p is inert,Mp = pM .
Lemma 3.1. IfC is self-orthogonal, then the lattice (ρ−1(C), bα)with α = 1/pwhen
d ≡ 1 mod 4 and α = 1/2pwhen d ≡ 2, 3 mod 4 is integral.
Proof. An equivalent definition of integral lattice is that its Gram matrix has inte-
gral coefficients, which is the case: MMT has integral coefficients, both A and I +
AAT have coefficients in OK , thus Tr
(
(I +AAT )⊗M1MT1
)
and Tr
(
A⊗M1MT1
)
have integral coefficients.
As C is self-orthogonal and (Ik A mod (p)) is a generator matrix for C, Ik +
AAT ≡ 0 mod (p). Hence (Ik + AAT ) ⊗ M1MT1 ∈ (p) (see Lemma 3.2) and
Tr
(
(Ik +AA
T )⊗M1MT1
) ∈ pZ.
Finally, for the case d ≡ 2, 3 mod 4, any entry in α−1GC is an element of OK .
Since OK = Z[
√
d], for any x = a+ b
√
d ∈ OK , Tr (x) = 2a ∈ 2Z. 
We can tell the duality properties of a linear code from its generator matrix [20]:
MODULAR LATTICES FROM A VARIATION OF CONSTRUCTION A OVER NUMBER FIELDS 11
Lemma 3.2. Let C be a linear code over Fq, let B be a generator matrix for C.
A matrix H ∈ M(N−k)×N(Fq) is a parity check matrix for C iff HBT = 0. In
particular,
1. if B = (Ik A), then (−AT IN−k) is a parity check matrix for C;
2. C is self-dual iff I +AAT = 0.
Hence if C is self-dual and (Ik (A mod pOK)) is a generator matrix of C, then
((−AT mod pOK) Ik) is also a generator matrix of C and N − k = k.
We propose next two approaches to discuss the modularity of lattices obtained
via the above method.
3.1. Approach I. We will use the knowledge of a generator matrix of the lattice.
Remark 3.3. Note that [16]
1. If M is a generator matrix for (L, b), then M∗ := (MT )−1 is a generator matrix
for (L∗, b).
2. (L, b) is d−modular if and only if 1√
d
M is a generator matrix for (L∗, b).
Here b denotes any positive symmetric bilinear form.
We get another generator matrix for (ρ−1(C), bα):
Proposition 3.4. If C is self-dual, another generator matrix of (ρ−1(C), bα) is
(13) M ′C =
√
α
[−AT ⊗˜M Ik ⊗M
Ik ⊗ pM 02k,2k
]
withM as in (11), A such that (Ik (A mod pOK)) is a generator matrix of C.
Proof. Let bij denote the entries of −AT . Keep the same notations as in the proof
of Proposition 2.3. Define ψ : σ(x) 7→ x ∈ OK to be the inverse of the embedding
σ = (
√
σ1(α)σ1,
√
σ2(α)σ2) : OK →֒ R2. For j = 1, 2, . . . , N , let uj = (uj1, uj2) ∈
Z2. Then x ∈ Z2N can be written as x = (u1, . . . ,uN ). Let xj = uj1 + uj2v for
1 ≤ j ≤ N . Using the formula for Schur complement, we can check that this
matrix has the right determinant. We are left to show that lattice points are indeed
mapped to codewords in C by ρ, i.e.
{ρ(ψ(xMC)) : x ∈ Z2N} ⊆ C,
By a similar argument as in Proposition 2.3, we have
xMC = [u1, . . . , uk, . . . , uN ]
√
α
[ −AT ⊗˜M Ik ⊗M
Ik ⊗ pM 02k,2k
]
= [σ(
k∑
j=1
bj1xj + x
′
1), . . . , σ(
k∑
j=1
bjkxj + x
′
k), σ(x1), . . . , σ(xk)],
where x′1, . . . , x
′
k are in the ideal (p). Since x
′
i reduces to zero mod (p), we have
ψ(x) = ψ(σ(
k∑
j=1
bj1xj + x
′
1)), . . . , (ψ(σ(x1)), . . .),
and ρψ(x) is indeed a codeword of C:
ρψ(x) = (
k∑
j=1
bj1xj + x
′
1 mod(p), . . . , x1 mod(p), . . .)
= (x1 mod(p), . . . , xk mod(p)) · (−AT mod(p) Ik)
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
To continue, we need the following lemma, which can be proved by direct com-
putation (see Remark 3.3):
Lemma 3.5. 1. For d ≡ 1 mod 4, (OK , b1) is d−modular, i.e. 1√dM = UM∗ for some
integral matrix U with determinant ±1.
2. For d ≡ 2, 3 mod 4, define
MP−1
2
=
1√
2
M =
1√
2
[
1 1√
d −
√
d
]
.
Then MP−1
2
is a generator matrix for (OK , 12b1) and (OK , 12b1) is d−modular, i.e.
1√
d
MP−1
2
= UM∗
P
−1
2
for some integral matrix U with determinant ±1.
Proposition 3.6. Let C be a self-dual code. The lattice (ρ−1(C), bα) is d-modular.
Proof. Case 1: d ≡ 1 mod 4. By Remark 3.3, a generator matrix for the dual of
ρ−1(C) with respect to the bilinear form (x,y) 7→ 1p
∑N
i=1Tr (xiyi) is (M
T
C )
−1,
whereMC is given in (10). This can be computed using Schur complement:
√
p
[
Ik ⊗M∗ 0
− 1p (Ik ⊗M∗)(A⊗˜M)T (Ik ⊗M∗) 1pIk ⊗M∗
]
=
1√
p
[
Ik ⊗ pM∗ 0
−(Ik ⊗M∗)(A⊗˜M)T (Ik ⊗M∗) Ik ⊗M∗
]
,
By a change of basis, we get another generator matrix for the dual as
1√
p
[−(Ik ⊗M∗)(A⊗˜M)T (Ik ⊗M∗) Ik ⊗M∗
Ik ⊗ pM∗ 0
]
.
By Lemma 3.5, we get the following generator matrix (note that I ⊗ (UM∗) =
(I ⊗ U)(I ⊗M∗))
1√
dp
[
−
√
d(Ik ⊗M∗)(A⊗˜M)T (Ik ⊗M∗) Ik ⊗M
Ik ⊗ pM 0
]
.
By Proposition 3.4,
1√
p
[−AT ⊗˜M Ik ⊗M
Ik ⊗ pM 0
]
can be seen to be another generator matrix, it suffices now to prove
√
d(Ik ⊗
M∗)(A⊗˜M)T (Ik ⊗M∗) = AT ⊗˜M , which is equivalent to
(Ik ⊗M)(A⊗˜M)T (Ik ⊗M∗) = AT ⊗˜M
⇐⇒ (Ik ⊗M)(A⊗˜M)T = (AT ⊗˜M)(Ik ⊗MT )
⇐⇒ (A⊗˜M)(Ik ⊗MT ) = (Ik ⊗M)(AT ⊗˜M)T
⇐⇒ Tr (A⊗M1MT1 ) = (Ik ⊗M)(AT ⊗˜M)T
which can be checked by direct computations.
Case 1: d ≡ 2, 3 mod 4. Similarly, a generator matrix for the dual of ρ−1(C) with
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respect to the bilinear form (x,y) 7→ 12p
∑N
i=1Tr (xiyi) is (M
T
C )
−1. Using Schur
complement:
√
p
[
Ik ⊗M∗P−1
2
0
− 1√
2p
(Ik ⊗M∗P−1
2
)(A⊗˜M)T (Ik ⊗M∗P−1
2
) 1pIk ⊗M∗P−1
2
]
=
1√
p
[
Ik ⊗ pM∗P−1
2
0
− 1√
2
(Ik ⊗M∗P−1
2
)(A⊗˜M)T (Ik ⊗M∗P−1
2
) Ik ⊗M∗P−1
2
]
By a change of basis and Lemma 3.5, we get another generator matrix for the dual
as
1√
p
[− 1√
2
(Ik ⊗M∗P−1
2
)(A⊗˜M)T (Ik ⊗M∗P−1
2
) Ik ⊗M∗P−1
2
Ik ⊗ pM∗P−1
2
0
]
=
1√
dp
[
−
√
d
2 (Ik ⊗M∗P−1
2
)(A⊗˜M)T (Ik ⊗M∗P−1
2
) Ik ⊗MP−1
2
Ik ⊗ pMP−1
2
0
]
By Proposition 3.4,
1√
2p
[−AT ⊗˜M Ik ⊗M
Ik ⊗ pM 0
]
can be seen to be another generator matrix, it suffices now to prove
√
d(Ik ⊗
M∗
P
−1
2
)(A⊗˜M)T (Ik ⊗M∗P−1
2
) = AT ⊗˜M , which is equivalent to
(Ik ⊗MP−1
2
)(A⊗˜M)T (Ik ⊗M∗P−1
2
) = AT ⊗˜M
⇐⇒ (Ik ⊗MP−1
2
)(A⊗˜M)T = (AT ⊗˜M)(Ik ⊗MTP−1
2
)
⇐⇒ (A⊗˜M)(Ik ⊗MTP−1
2
) = (Ik ⊗MP−1
2
)(AT ⊗˜M)T
⇐⇒ (A⊗˜M)(Ik ⊗MT ) = (Ik ⊗M)(AT ⊗˜M)T
⇐⇒ Tr (A⊗M1MT1 ) = (Ik ⊗M)(AT ⊗˜M)T ,
which can be checked by direct computations. 
3.2. Approach II. In this subsection, let C ⊆ FNp2 be a linear code not neces-
sarily having a generator matrix in the standard form. We consider the lattice
(ρ−1(C), bα), where α = 1/p if d ≡ 1 mod 4 and α = 1/2p if d ≡ 2, 3 mod 4. Thus
bα is the following bilinear form (see (2)):
bα(x,y) =
{
1
p
∑N
i=1 Tr (xiyi) d ≡ 1 mod 4
1
2p
∑N
i=1 Tr (xiyi) d ≡ 2, 3 mod 4
.
Then the dual of ρ−1(C) is given by (ρ−1(C)∗, bα), where ρ−1(C)∗ := {x ∈ KN :
bα(x,y) ∈ Z ∀y ∈ ρ−1(C)}. We have the following relation between the dual of
ρ−1(C) and the lattice constructed from the dual of C:
Lemma 3.7. ρ−1(C⊥) ⊆ ρ−1(C)∗.
Proof. Take any x ∈ ρ−1(C⊥) and y ∈ ρ−1(C), we have
ρ(x · y) = ρ
(
N∑
i=1
xiyi
)
=
N∑
i=1
ρ(xi)ρ(yi)
= ρ(x) · ρ(y) = 0 ∈ Fp2 ,
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where the last equality follows from the definition of C⊥ (see (3)). Then
N∑
i=1
xiyi = x · y ≡ 0 mod (p).
Since p is inert, σ2
(∑N
i=1 xiyi
)
∈ (p), we have
Tr
(
N∑
i=1
xiyi
)
∈ (p) ∩ Z = pZ.
In the case d ≡ 2, 3 mod 4, any element in OK has even trace. In conclusion, we
have bα(x,y) ∈ Z and hence ρ−1(C⊥) ⊆ ρ−1(C)∗ by definition. 
Corollary 3.8. Let C be a self-orthogonal linear code, then ρ−1(C) is integral.
Proof. As C is self-orthogonal, we have C ⊆ C⊥. Hence by Lemma 3.7 ρ−1(C) ⊆
ρ−1(C⊥) ⊆ ρ−1(C)∗. 
By Lemma 2.1 the discriminant of ρ−1(C) is
1
p2N (∆
Np4k) = ∆N d ≡ 1 mod 4
1
(2p)2N
(∆Np4k) =
(
∆
4
)N
d ≡ 2, 3 mod 4
}
= dN
We have
Proposition 3.9. ρ−1(C) is d−modular.
Proof. We first prove 1√
d
ρ−1(C) = ρ−1(C)∗ as Z−modules.
Take any x ∈ 1√
d
ρ−1(C), x = 1√
d
x′ with x′ ∈ ρ−1(C). Take any y ∈ ρ−1(C).
Case 1 For d ≡ 1 mod 4,
bα(x,y) =
1
p
N∑
i=1
Tr (xiyi) =
1
p
N∑
i=1
Tr
(
1√
d
x′iyi
)
.
Since x′i ∈ OK , 1√dx′i ∈ D
−1
K . We have
Tr
(
1√
d
x′iyi
)
∈ Z =⇒ Tr
(
N∑
i=1
1√
d
x′iyi
)
∈ Z.
By the same argument as in the proof of Lemma 3.7, we have
∑N
i=1 x
′
iyi ∈ (p), so∑N
i=1
1√
d
x′iyi ∈ pD−1K .
Since σ2(p) = p, σ2(D−1K ) = D−1K ,Tr
(∑N
i=1
1√
d
x′iyi
)
∈ pD−1K . We haveTr
(∑N
i=1
1√
d
x′iyi
)
∈
pD−1K ∩ Z.
Case 2 For d ≡ 2, 3 mod 4,
bα(x,y) =
1
2p
N∑
i=1
Tr (xiyi) =
1
p
N∑
i=1
Tr
(
1
2
√
d
x′iyi
)
.
Since x′i ∈ OK , 12√dx′i ∈ D
−1
K . We have
Tr
(
1
2
√
d
x′iyi
)
∈ Z =⇒ Tr
(
N∑
i=1
1
2
√
d
x′iyi
)
∈ Z.
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Similarly we have
∑N
i=1 x
′
iyi ∈ (p), so
∑N
i=1
1
2
√
d
x′iyi ∈ pD−1K .
Since σ2(p) = p, σ2(D−1K ) = D−1K , Tr
(∑N
i=1
1
2
√
d
x′iyi
)
∈ pD−1K . Hence we have
Tr
(∑N
i=1
1
2
√
d
x′iyi
)
∈ pD−1K ∩ Z.
By definition of different, OK ⊆ D−1K , so pOK ⊆ pD−1K , we have pD−1K ∩ Z ⊇
OK ∩Z = pZ, which gives pD−1K ∩Z = Z or pZ. But pD−1K ∩Z = Z implies (p)|DK ,
which is impossible as p is inert. We have pD−1K ∩ Z = pZ and hence bα(x,y) ∈ Z.
We have proved 1√
d
ρ−1(C) ⊆ ρ−1(C)∗.
On the other hand,
vol(
1√
d
ρ−1(C)) = vol(ρ−1(C))
∣∣∣∣ρ−1(C)/ 1√dρ−1(C)
∣∣∣∣ = √dN ( 1√d
)2N
= d−
N
2 ,
and [12]
vol(ρ−1(C)∗) =
1
vol(ρ−1(C))
=
1√
dN
= d−
N
2 .
Thus we have ρ−1(C)∗ = 1√
d
ρ−1(C). Define
h : (ρ−1(C), bα) → (ρ−1(C)∗, bα)
x 7→ 1√
d
x.
By the above, h is a Z−linear bijection. Take any x,y ∈ ρ−1(C),
d · bα(h(x), h(y)) = d · Tr
(
N∑
i=1
αh(x)ih(y)i
)
= d · Tr
(
N∑
i=1
α
1√
d
xi
1√
d
yi
)
= d · Tr
(
N∑
i=1
α
1
d
xiyi
)
= Tr
(
N∑
i=1
αxiyi
)
= bα(x,y).
The proof is completed. 
4. INTERESTING LATTICES FROM TOTALLY REAL QUADRATIC FIELDS
The previous section gave generic methods to construct modular lattices, out of
which we nowwould like to find lattices with good properties in terms of minimal
norm or secrecy gain. The following definitions hold for integral lattices. Let thus
(L, b) be an integral lattice with generator matrixML. We further assume that the
lattice is embedded in Rn, and that b is the natural inner product. We will then
denote the lattice by L for short.
Definition 4.1. [9, 12] The minimum, or minimal norm, of L in Rn, is
(14) µL := min{‖x‖2 : x ∈ L},
which is the length of the shortest nonzero vector.
One motivation to consider the shortest nonzero vector comes from the sphere
packing problem [9], which requires large minimum. Upper bounds on the min-
imum has been established for d = 1 (unimodular lattices) in [10, 11, 21, 33]
and for d ∈ {2, 3, 5, 6, 7, 11, 14, 15, 23} [34]. d−modular lattices which reach those
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bounds are called extremal. Classification of known extremal lattices is found in
[1, 9, 23, 24, 26, 32] and on the on-line table [36].
Definition 4.2. [9, Chapter 2] Let H = {τ ∈ C : Imτ > 0}. For τ ∈ H let q = e2piiτ .
The theta series of the lattice L is the function
(15) ΘL(τ) :=
∑
x∈L
q‖x‖
2
=
∑
m∈Z
Amq
m,
where the second equality holds because we took L to be integral and Am =
|{x : x ∈ L, ‖x‖2 = m}|.
The coefficient of q in the second term of ΘL is called the kissing number of L,
and the power of q in the second term gives its minimum. The theta series helps
in determining bounds for the minimum [34] as well as classifying lattices [2]. It
has also been used recently to define the notion of secrecy gain.
Definition 4.3. Let L be an n−dimensional d−modular lattice. The weak secrecy
gain of L, denoted by χWL , is given by [28]:
(16) χWL =
Θ 4√dZn(τ)
ΘL(τ)
, τ =
i√
d
,
noting that the volume of a d−modular lattice is vol(L) = dn4 .
The secrecy gain characterizes the amount of confusion that a wiretap lattice
code brings [28]. The weak secrecy gain χWL is conjectured to be the secrecy gain
itself. This conjecture is still open, but for large classes of unimodular lattices, it
is known to be true [14, 30]. This motivates the study of the relationship between
d and χWL for d−modular lattices [16, 18, 19]. Up to now, no clear conclusion has
been drawn. We will construct some examples of d−modular lattices in Section 4
to gain more information regarding this problem.
Consider the 2N−dimensional d−modular lattice (ρ−1(C), bα) with
bα(x,y) =
{
1
p
∑N
i=1Tr (xiyi) d ≡ 1 mod 4
1
2p
∑N
i=1Tr (xiyi) d ≡ 2, 3 mod 4
obtained from a self-dual code C ⊆ FNp2 , where p a prime inert in K = Q(
√
d), for
d a square free positive integer. A generator matrixMC is given by (10).
We thus consider next the following properties of those d−modular lattices:
• whether the lattice constructed is even or odd; recall that an integral lattice
(L, b) is called even if b(x, x) ∈ 2Z for all x ∈ L and odd otherwise.
• the minimum of the lattice;
• the theta series and secrecy gain of the lattice.
The computations in this section are mostly done by using SAGE [40] and
Magma [39].
4.1. Even/Odd Lattices and Minimum. We will give general results for the first
two properties in this subsection. By observing the Gram matrices, we have the
following results
Proposition 4.4. The lattice (ρ−1(C), bα) is even iff d ≡ 5 mod 8, p = 2 and the
diagonal entries of I +AAT are elements from (4).
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Proof. Case 1: d ≡ 2, 3 mod 4, 2 is always ramified, so p is an odd prime. And we
have
MMT =
[
1 1
1 +
√
d 1−√d
] [
1 1 +
√
d
1 1−
√
d
]
=
[
2 2
2 2 + 2d
]
.
The lower right corner of the Gram matrix is given by
1
2
Ik ⊗ p
[
2 2
2 2 + 2d
]
= Ik ⊗
[
p p
p p(1 + d)
]
.
Hence the lattice is odd.
Case 2: d ≡ 1 mod 4 and p is an odd prime
MMT =
[
1 1
1+
√
d
2
1−
√
d
2
] [
1 1+
√
d
2
1 1−
√
d
2
]
=
[
2 1
1 d+12
]
.
The lower right corner of the Gram matrix is given by
Ik ⊗ p
[
2 1
1 d+12
]
= Ik ⊗
[
2p p
p p (1+d)2
]
.
Hence the lattice is odd.
Case 3: When d ≡ 1mod 4 and p = 2,OK = Z[ 1+
√
d
2 ]. Theminimum polynomial
of 1+
√
d
2 is f(x) = x
2 − x+ 1−d4 . We have
f(x) ≡
{
x2 − x ≡ x(x − 1) mod 2 d ≡ 1 mod 8
x2 − x+ 1 mod 2 d ≡ 5 mod 8
So 2 is inert only when d ≡ 5 mod 8. In this case, the right lower corner of the
GramMatrix is
Ik ⊗ 2
[
2 1
1 d+12
]
= Ik ⊗
[
4 2
2 d+ 1
]
,
which has even diagonal entries.
Furthermore,
M1M
T
1 =
[
1
1+
√
d
2
] [
1 1+
√
d
2
]
=
[
1 1+
√
d
2
1+
√
d
2
1+d+2
√
d
4
]
.
The left upper corner of the Gram Matrix is
1
2
Tr
(
(I +AAT )⊗M1MT1
)
= Tr
(
(I +AAT )⊗
[
1
2
1+
√
d
4
1+
√
d
4
1+d+2
√
d
8
])
.
Let {c1, . . . , ct} be the rows of (I A mod (2)), i.e. they form a basis for C. Let
{cˆ1, . . . , cˆk} denote the rows of (I A), i.e. cˆi is a preimage of ci. Then the diagonal
entries of 12Tr
(
(I +AAT )⊗M1MT1
)
are given byTr
(
1
2 cˆi · cˆi
)
and Tr
(
1+d+2
√
d
8 cˆi · cˆi
)
.
The lattice is even iff ∀i, Tr ( 12 cˆi · cˆi) ,Tr( 1+d+2√d8 cˆi · cˆi) ∈ 2Z, i.e.
(17) Tr (cˆi · cˆi) ,Tr
(
1 + d+ 2
√
d
4
cˆi · cˆi
)
∈ 4Z.
As d ≡ 1 mod 4,
1 +
√
d
2
=
1 + d+ 2
√
d
4
− d− 1
4
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shows {1, 1+d+2
√
d
4 } is a Z−basis for OK . Then (17) is equivalent as cˆi · cˆi ∈ 4D−1K .
Since cˆi ∈ OK , cˆi · cˆi ∈ OK , the lattice is even iff
cˆi · cˆi ∈ 4D−1K ∩OK = 4OK
cˆi · cˆi are exactly the diagonal entries of I +AAT and the proof is completed. 
Next we look at the minimum of some of those lattices.
Consider d ≡ 2, 3 mod 4. Let p be a prime such that
(
d
p
)
= −1, hence p is
inert in Q(
√
d) and the finite field Fp2 ∼= Fp(ω), where ω satisfies the polynomial
x2 − d = 0 mod p. Let C ⊆ FNp2 be a self-dual linear code. Then each codeword
c ∈ C can be written as s + tω for some s, t ∈ FNp . For each coordinate of c, we
have ci = si + tiω. Note that each cˆ ∈ ONK with cˆi = si + ti
√
d ∈ OK , where si
and ti are considered as integers, is a preimage of c. Furthermore, we can assume
si, ti ∈ {− p−12 , p−32 , . . . ,−1, 0, 1, . . . , p−12 }. We have proved that (ρ−1(C), bα) is an
odd d−modular lattice of dimension 2N . Moreover, we have
Lemma 4.5. For d ≡ 2, 3 mod 4, the minimum of (ρ−1(C), bα) is given by
min
{
p, min
c∈C\{0}
bα(cˆ, cˆ)
}
Proof. Take any c ∈ C, then any x ∈ ρ−1(c) is of the form x = cˆ + py for some
y ∈ ONK . Write yi = ai + bi
√
d for ai, bi ∈ Z. Then
x2i = (ci+pyi)
2 = ((si+pai)+ (ti+pbi)
√
d)2,Tr
(
x2i
)
= 2(si+pai)
2+2(ti+pbi)
2d.
Since ai ∈ Z, si ∈ {− p−12 , p−32 , . . . ,−1, 0, 1, . . . , p−12 }, the minimum value for (si +
pai)
2 is s2i . Similarly, the minimum value for (ti + pbi)
2 is t2i .
For c 6= 0, minimum value for Tr (x2i ) is 2s2i + 2t2i d and we have
min
x∈ρ−1(c)
bα(x,x) =
1
2p
N∑
i=1
2(s2i + t
2
i d) =
1
2p
N∑
i=1
Tr
(
cˆ2i
)
= bα(cˆ, cˆ).
When c = 0
bα(x,x) =
1
2p
N∑
i=1
Tr
(
x2i
)
= p
N∑
i=1
(a2i + b
2
id),
which has minimum value p (x 6= 0).
We have
min
x∈ρ−1(C)
bα(x,x) = min
c∈C
{ min
x∈ρ−1(c)
bα(x,x)} = min
{
p, min
c∈C\{0}
bα(cˆ, cˆ)
}
.

4.2. A New Extremal Lattice. Take d = 5, p = 2, N = 6, C ⊆ F64 with generator
matrix (I Amod (2)) and Amod (2) is given by ω 1 ω0 ω + 1 ω
ω + 1 ω + 1 1
 ,
where ω ∈ F4 satisfies ω2 + ω + 1 = 0. Taking 1+
√
5
2 to be the preimage of ω, we
have (I +AAT )11 =
√
5+5 /∈ (4). By Proposition 4.4 L is an odd 5-modular lattice
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of dimension 12. We computed that this lattice has minimum 4, kissing number
60. It is an extremal 5-modular lattice in dimension 12. It seems to be new.
4.3. Construction of Existing Lattices. We present a construction from codes of
some well known lattices.
Example 4.6. Take d = 5, p = 2,N = 4,C ⊆ F44with generatormatrix (I Amod (2))
and Amod (2) is given by [
ω2 ω
−ω ω2
]
,
where ω ∈ F4 satisfies ω2 + ω + 1 = 0. Taking 1+
√
5
2 to be the preimage of ω, we
have
I +AAT =
[
2
√
d+ 6 0
0 2
√
d+ 6
]
By Proposition 4.4 L is an even 5-modular lattice of dimension 8. This lattice is
actually the unique 5-modular odd lattice of dimension 8 and minimum 4 (Q8(1)
in Table 1 of [34]).
Example 4.7. Take d = 6, p = 7,N = 4,C ⊆ F425with generatormatrix (I Amod (7))
and Amod (7) is given by [
2 + ω 2− ω
2− ω −2− ω
]
,
where ω ∈ F25 satisfies ω2 = 2. Then we get the unique 6-modular odd lattice of
dimension 8 and minimum 3 (O(6) in Table 1 of [34]).
Example 4.8. Take d = 3, p = 5, N = 6, linear code C ⊂ F625 generated by
(I Amod (5)) and Amod (5)) is given by ω + 1 2ω + 2 22ω + 1 2 −ω + 2
−ω + 3 ω + 1 2ω + 1
 .
We get the unique 3−modular odd lattice of dimension 12 and minimum 3 (O(3)
in Table 1 of [34]).
Example 4.9. Take d = 2, p = 5,N = 8,C ⊆ F825with generatormatrix (I Amod (5)).
Amod (5) is given by
2ω + 1 4ω + 1 4ω + 3 4ω + 3
ω + 3 2 0 3ω + 4
3ω + 3 0 2 4a+ 4
3ω + 2 3ω + 2 3ω + 1 1

where ω ∈ F25 satisfies ω2 = 2. Taking
√
2 to be the preimage of ω, we have the
unique odd 2-modular lattice of dimension 16with minimum 3 (Odd Barnes-Wall
lattice O(2) in Table 1 of [34]).
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TABLE 1. Weak Secrecy Gain-Dimension 8
No. Dim d µL ks χ
W
L ΘL
1 8 3 2 8 1.2077 1 0 8 64 120 192 424 576 920 1600
2 8 5 2 8 1.0020 1 0 8 16 24 96 128 208 408 480
3 8 5 4 120 1.2970 1 0 0 0 120 0 240 0 600 0
4 8 6 3 16 1.1753 1 0 0 16 24 48 128 144 216 400
5 8 7 2 8 0.8838 1 0 8 0 24 64 32 128 120 192
6 8 7 3 16 1.1048 1 0 0 16 16 16 80 128 224 288
7 8 11 3 8 1.0015 1 0 0 8 8 8 24 48 72 88
8 8 14 2 8 0.5303 1 0 8 0 24 0 32 8 24 64
9 8 14 3 8 0.9216 1 0 0 8 0 8 32 0 48 80
10 8 15 3 8 0.8869 1 0 0 8 0 8 24 0 64 32
11 8 15 4 8 1.0840 1 0 0 0 8 16 0 16 32 64
12 8 23 3 8 0.6847 1 0 0 8 0 0 24 0 8 40
13 8 23 5 16 1.0396 1 0 0 0 0 16 0 0 16 0
14 8 23 5 8 1.1394 1 0 0 0 0 8 0 8 24 24
4.4. Some Lattices with Large Minimum. We next present two lattices which,
though not extremal, achieve a large minimum. “Large”means close to the bound
that extremal lattices achieve.
We also compute their theta series, so we can later on compute their weak se-
crecy gain. Evidence from unimodular lattices [18] suggests that a large minimum
induces a large weak secrecy gain.
Example 4.10. Take d = 7, p = 5, N = 4, we get an 8−dimensional 7−modular
lattice with minimum 3 and theta series 1 + 16q3 + 16q4 + O(q5). Note that the
upper bound for the minimum of a 8−dimensional 7−modular lattice is 4.
Example 4.11. Take d = 6, N = 6, we can get three different 12−dimensional
6−modular lattices with minimum 3, which is close to the upper bound 4. Their
theta series are as follows:
1 + 4q3 + 36q4 +O(q5)
1 + 12q3 + 40q4 +O(q5)
1 + 16q3 + 36q4 +O(q5).
4.5. Modular Lattices and theirWeak SecrecyGain. We are now interested in the
relationship between the level d and the weak secrecy gain χWL (see Definition 4.3).
We list the weak secrecy gain of some lattices we have constructed for dimensions
8 (Table 1), 12 (Table 2) and 16 (Table 3). In the tables, each row corresponds to a
lattice L
• labeled by ‘No.’;
• in dimension ‘Dim’;
• of level d (i.e., L is d−modular);
•with minimum µL (the norm of the shortest vector, see Definition 4.1);
• kissing number ‘ks’ (the number of lattice points with minimal norm);
• obtains weak secrecy gain χWL (see Definition 4.3).
Then in the last column we give the first 10 coefficients of its theta series ΘL
(see Definition 4.2).
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TABLE 2. Weak Secrecy Gain-Dimension 12
No. Dim d µL ks χ
W
L ΘL
15 12 3 1 12 0.4692 1 12 60 172 396 1032 2524 4704 8364 17164
16 12 3 1 4 0.8342 1 4 28 100 332 984 2236 5024 9772 16516
17 12 3 1 4 0.9385 1 4 12 100 428 984 2092 5024 9708 16516
18 12 3 2 24 1.2012 1 0 24 64 228 960 2200 5184 10524 16192
19 12 3 2 12 1.3650 1 0 12 64 300 960 2092 5184 10476 16192
20 12 3 3 64 1.5806 1 0 0 64 372 960 1984 5184 10428 16192
21 12 5 2 12 1.0030 1 0 12 24 60 240 400 984 2172 3440
22 12 5 4 60 1.6048 1 0 0 0 60 288 520 960 1980 3680
23 12 6 1 12 0.1820 1 12 60 160 252 312 556 1104 1740 2796
24 12 6 1 6 0.3845 1 6 20 58 132 236 460 936 1564 2478
25 12 6 2 8 0.9797 1 0 8 20 36 144 264 544 1244 2016
26 12 6 3 16 1.3580 1 0 0 16 36 96 256 624 1308 2112
27 12 6 3 12 1.3974 1 0 0 12 40 100 244 668 1284 2076
28 12 6 3 12 1.5044 1 0 0 4 36 132 256 660 1308 1980
29 12 7 1 12 0.1452 1 12 60 160 252 312 544 972 1164 1596
30 12 7 1 4 0.4645 1 4 12 32 60 168 416 580 876 1684
31 12 7 1 4 0.5806 1 4 4 16 84 152 208 580 1268 1908
32 12 7 2 12 0.7584 1 0 12 16 36 144 112 384 852 1056
33 12 7 2 8 0.8795 1 0 8 16 28 112 160 384 772 1152
34 12 7 3 4 1.4023 1 0 0 4 36 84 64 384 972 1368
35 12 11 1 8 0.1765 1 8 24 36 60 180 356 424 612 1204
36 12 11 1 4 0.2173 1 4 16 48 88 152 204 144 316 772
37 12 11 3 12 1.0726 1 0 0 12 0 12 108 72 108 436
38 12 14 1 8 0.1331 1 8 24 36 56 148 264 320 544 912
39 12 14 1 4 0.1534 1 4 16 48 88 152 204 144 280 628
40 12 14 3 12 0.9134 1 0 0 12 0 0 72 48 72 256
41 12 15 1 8 0.1313 1 8 24 32 32 112 292 352 328 744
42 12 15 1 4 0.3899 1 4 4 0 12 56 96 80 132 388
43 12 15 1 2 0.4661 1 2 0 10 32 30 44 96 128 186
44 12 15 2 6 0.5455 1 0 6 8 4 42 46 74 136 154
45 12 15 2 6 0.9217 1 0 2 2 4 24 20 46 100 154
46 12 15 3 4 1.0031 1 0 0 4 8 18 28 36 64 104
47 12 15 4 4 1.3573 1 0 0 0 4 10 12 48 72 108
48 12 15 5 4 1.5265 1 0 0 0 0 4 12 44 108 112
49 12 23 1 8 0.0698 1 8 24 36 56 144 228 192 316 652
50 12 23 1 4 0.0735 1 4 16 48 88 152 204 144 280 628
51 12 23 3 12 0.5690 1 0 0 12 0 0 60 0 0 172
Remark 4.12. From the tables we have the following observations:
1. When the dimension increases, the weak secrecy gain χWL tends to increase,
a behaviour which has been proven for unimodular lattices [18];
2. Fixing dimension and level d, a large minimum is more likely to induce
a large χWL , which is also consistent with the observations on unimodular lat-
tices [18];
3. Fixing dimension, level d and minimum µL, a smaller kissing number gives
a larger χWL (see e.g. rows 13,14; 15,16,17; 73-75). It was shown for unimodular
lattices [18] that when the dimension n is fixed, n ≤ 23, the secrecy gain is totally
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TABLE 3. Weak Secrecy Gain-Dimension 16
No. Dim d µL ks χ
W
L ΘL
52 16 3 2 16 1.4585 1 0 16 128 304 1408 6864 19584 47600 112768
53 16 3 2 12 1.6669 1 0 12 48 440 1808 6332 18864 47648 113968
54 16 3 2 8 1.7612 1 0 8 48 416 1808 6440 18864 48016 113968
55 16 3 2 4 1.8303 1 0 4 64 360 1728 6676 19008 48448 113728
56 16 5 2 2 1.7671 1 0 2 4 72 216 884 2452 6432 14520
57 16 5 4 240 1.6822 1 0 0 0 240 0 480 0 15600 0
58 16 5 4 112 1.9213 1 0 0 0 112 0 1248 2048 5872 16384
59 16 5 4 64 1.9855 1 0 0 0 64 192 864 2432 6448 14656
60 16 5 4 48 2.0079 1 0 0 0 48 256 736 2560 6640 14080
61 16 6 2 16 0.8582 1 0 16 16 112 256 560 1792 2928 7616
62 16 6 3 18 1.5662 1 0 0 18 44 122 392 1050 2896 7126
63 16 6 3 8 1.7693 1 0 0 8 32 124 376 1112 3000 7156
64 16 6 3 8 1.8272 1 0 0 8 16 120 448 1128 2992 7176
65 16 7 3 32 1.2206 1 0 0 32 32 32 416 768 1216 3648
66 16 7 3 6 1.7604 1 0 0 6 12 74 252 560 1536 3968
67 16 7 3 2 1.8381 1 0 0 2 16 86 212 496 1556 4072
68 16 11 3 16 1.0985 1 0 0 16 0 16 176 96 192 1072
69 16 11 3 16 1.1138 1 0 0 16 0 12 164 100 240 1092
70 16 14 3 16 0.8864 1 0 0 16 0 0 128 64 96 640
71 16 14 3 16 0.8933 1 0 0 16 0 0 124 52 100 676
72 16 15 4 6 1.5187 1 0 0 0 6 10 22 54 78 182
73 16 15 4 4 1.6192 1 0 0 0 4 4 34 40 74 182
74 16 15 4 4 1.7660 1 0 0 0 4 0 14 24 134 156
75 16 15 4 2 1.8018 1 0 0 0 2 4 10 38 84 208
76 16 15 5 4 1.9146 1 0 0 0 0 4 8 26 100 178
77 16 15 5 4 1.9344 1 0 0 0 0 4 4 36 74 170
78 16 15 5 2 1.8890 1 0 0 0 0 2 16 42 70 160
79 16 23 3 16 0.4715 1 0 0 16 0 0 112 0 0 464
80 16 23 3 16 0.4720 1 0 0 16 0 0 112 0 0 460
determined by the kissing number, and the lattice with the best secrecy gain is the
one with the smallest kissing number;
4. Fixing dimension, minimum µL, kissing number, a smaller level d gives a
bigger χWL . For example, in Table 4 we list some 16−dimensional lattices obtaining
minimum 3 and kissing number 16, with χWL in descending order.
5. Lattices with high level d are more likely to have a large minimum, this is
more obvious when the dimension increases (see [34], where the upper bounds
for bigger d are also bigger for higher dimensions), and results in bigger χWL . For
example, see rows 13,14,48,76-78.
Some of those observations can be reasoned by calculating the value of χWL : by
(16) and (15), take τ = i√
d
, the numerator of χWL is given by
Θ 4√dZn
(
i√
d
)
=
∑
x∈ 4
√
dZn
q‖x‖
2
=
∑
x∈Zn
q
√
d‖x‖2
=
∑
x∈Zn
e
pi·i·i· 1√
d
·
√
d‖x‖2
=
∑
x∈Zn
e−pi‖x‖
2
,
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TABLE 4. Weak Secrecy Gain-Dimension 16 and minimum 3
No. Dim d µL ks χ
W
L ΘL
69 16 11 3 16 1.1138 1 0 0 16 0 12 164 100 240 1092
68 16 11 3 16 1.0985 1 0 0 16 0 16 176 96 192 1072
71 16 14 3 16 0.8933 1 0 0 16 0 0 124 52 100 676
70 16 14 3 16 0.8864 1 0 0 16 0 0 128 64 96 640
80 16 23 3 16 0.4720 1 0 0 16 0 0 112 0 0 460
79 16 23 3 16 0.4715 1 0 0 16 0 0 112 0 0 464
which is a constant. The denominator of χWL is given by
ΘL
(
i√
d
)
=
∑
x∈L
q‖x‖
2
=
∑
x∈L
e
ipi· i√
d
=
∑
x∈L
e
−pi√
d
‖x‖2
=
∑
m∈Z
Am
(
e
− pi√
d
)m
,
whereAm is the number of vectors in Lwith normm. Hence the denominator can
be viewed as a polynomial in e
− pi√
d , which is less than 1. Then the following will
be preferable for achieving a large weak secrecy gain.
1. Large minimum, which determines the lowest power of e
− pi√
d in the polyno-
mial.
2. Small value of Am, i.e., small kissing number.
3. Small value of d, so that e
− pi√
d is small.
However, from the three tables, the minimum seems to be more dominant than
other factors, and as we mentioned in Remark 4.12 point 5, large d can still be
preferable for high dimensions since it may result in large minima.
5. IMAGINARY QUADRATIC FIELD
Let d be a positive square-free integer. Let K = Q(
√−d) be an imaginary qua-
dratic field with Galois group {σ1, σ2}, where σ1 is the identity map and σ2 :√−d 7→ −√−d. The absolute value of the discriminant of K , denoted by ∆, is
given by [22]:
∆ =
{
4d d ≡ 1, 2 mod 4
d d ≡ 3 mod 4 .
Assume p ∈ Z is a prime which is totally ramified in K and let p be the unique
OK−ideal above p. Then OK/p ∼= Fp. Consider the lattice (ρ−1(C), bα) where C is
a linear (N, k) code over Fp.
Let α = 1/pwhen d ≡ 3 mod 4 and let α = 1/2pwhen d ≡ 1, 2 mod 4. Similarly
to Section 3, we will give two proofs that if C is self-orthogonal (i.e., C ⊆ C⊥),
then the lattice (ρ−1(C), bα) is integral and furthermore we will prove that for C
self-dual and for d a prime, we get unimodular lattices.
5.1. Approach I. By the discussion from Section 2, a generatormatrix for (ρ−1(C), bα)
is (see (8))
(18) MC =
√
α
[
Ik ⊗M A⊗M
0nN−nk,nk IN−k ⊗Mp
]
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where (Ik (A mod p)) is a generator matrix for C,
(19) M =
√
2
[
1 0
Rev −Imv
]
,Mp =
√
2
[
Reω1 −Imω1
Reω2 −Imω2
]
with {1, v} a Z−basis of OK , {ω1, ω2} a Z−basis of p and
(20) v =
{
1+
√−d
2 d ≡ 3 mod 4√−d d ≡ 1, 2 mod 4 .
Its Gram matrix is (see (9))
(21) GC = α
[
(I +AAT )⊗ Tr (vv†) A⊗ Tr (vω†)
AT ⊗ Tr (ω¯vT ) IN−k ⊗ Tr (ωω†)
]
,
where v = [1, v]T ,ω = [ω1, ω2]
T .
Lemma 5.1. If C is self-orthogonal, i.e. C ⊆ C⊥, then (ρ−1(C), bα) is an integral
lattice.
Proof. To prove (ρ−1(C), bα) is integral, it suffices to prove all entries of its Gram
matrix GC in (21) has integral entries.
Take any x ∈ p, as p is the only prime ideal above p, we have σ2(x) ∈ p and
hence Tr (x) ∈ p ∩ Z = pZ. As vω†, ω¯vT , ωωT all have entries in p, αA ⊗
Tr
(
vω†
)
, αAT ⊗ Tr (ω¯vT ) and αIN−k ⊗ Tr (ωωT ) all have entries in Z. Further-
more, by Lemma 3.2, as C is self-orthogonal, Ik+AA
T mod p ≡ 0mod p and hence
Ik +AA
T has entries in pZ. We have α(I +AAT )⊗ Tr (vv†) has integral entries.
When d ≡ 1, 2 mod 4, Tr (x) is even for all x ∈ OK . The proof is completed. 
Proposition 5.2. If C is self-dual and d = p is a prime, the lattice (ρ−1(C), bα) is
unimodular.
Proof. By Lemma 5.1, the lattice (ρ−1(C), bα) is integral. It suffices to prove it has
discriminant 1 [12]. By Lemma 2.1, (ρ−1(C), bα) has discriminant
∆Np2kN(α)N =
d
NdN
(
1
d2 )
)N
d ≡ 3 mod 4
(4d)NdN
(
1
(2d)2
)N
d ≡ 1, 2mod 4
= 1.

5.2. Approach II. In this subsection, we consider C ⊆ FNp a linear code not neces-
sarily having a generator matrix in the standard form. We will give another proof
that the lattice (ρ−1(C), bα) is integral, where α = 1/p if d ≡ 3 mod 4 and α = 1/2p
if d ≡ 1, 2 mod 4. Thus bα is the following bilinear form (see (2)):
bα(x,y) 7→
{
1
p
∑N
i=1 Tr (xiy¯i) d ≡ 1 mod 4
1
2p
∑N
i=1Tr (xiy¯i) d ≡ 2, 3 mod 4
.
Then the dual of (ρ−1(C), bα) is given by (ρ−1(C)∗, bα), where ρ−1(C)∗ := {x ∈
KN : bα(x,y) ∈ Z ∀y ∈ ρ−1(C)}. We have the following relation between the dual
of (ρ−1(C), bα) and the lattice constructed from the dual of C:
Lemma 5.3. (ρ−1(C⊥), bα) ⊆ (ρ−1(C)∗, bα).
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Proof. Take any x ∈ ρ−1(C⊥) and y ∈ ρ−1(C), then
ρ(x · y) = ρ
(
N∑
i=1
xiyi
)
=
N∑
i=1
ρ(xi)ρ(yi)
= ρ(x) · ρ(y) = 0 ∈ Fp,
which gives x · y ≡ 0 mod p.
As p is totally ramified, by the same argument as in Proposition 2.9, β ≡ β¯ mod p
for all β ∈ OK . Then we can conclude
x · y¯ ≡ x · y mod p =⇒ x · y¯ ∈ p.
As p is the only prime above p, we have σ2(x · y¯) ∈ p. Hence Tr (x · y¯) ∈ p∩Z = pZ
and
bα(x,y) =
N∑
i=1
Tr (αxiy¯i) = Tr (αx · y¯) ∈ αpZ.
In the case d ≡ 2, 3 mod 4, any element in OK has even trace. In conclusion, we
have bα(x,y) ∈ Z and hence ρ−1(C⊥) ⊆ ρ−1(C)∗ by definition. 
Corollary 5.4. Let C be a self-orthogonal linear code, then (ρ−1(C), bα) is integral.
Proof. As C is self-orthogonal, we have C ⊆ C⊥. Hence by Lemma 5.3 ρ−1(C) ⊆
ρ−1(C⊥) ⊆ ρ−1(C)∗. 
Example 5.5. Take d = 3,K = Q
√−3, linear code C ⊆ F43 with generator matrix[
1 0 2 1
0 1 2 2
]
.
(ρ−1(C), bα) is a unimodular lattice of dimension 8with minimum 2. Thus it is the
unique extremal 8−dimensional unimodular lattice E8 [9].
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