In this paper we propose tests based on GLS-detrending for testing the null hypothesis of deterministic seasonality. Unlike existing tests for deterministic seasonality, our tests do not suffer from asymptotic size distortions under near integration. We also investigate the behavior of the proposed tests when the initial condition is not asymptotically negligible.
Introduction
Deterministic seasonality describes the behavior of a time series in which the unconditional means change in different seasons of the year. One way to record this is a seasonal dummies representation. On the other hand, the presence of a seasonal unit root in the data could distort the seasonal correction procedure for the time series, so dividing the processes using deterministic seasonality and seasonal unit root processes is important in the time series analysis. Most of the work, following Hylleberg et al. (1990) (hereinafter HEGY), focuses on testing for seasonal unit roots at different frequencies against the alternative that all the roots are less than one. This procedure is related to the testing of the unit root (at zero frequency) against the alternative of stationarity in the nonseasonal case.
Similar to the nonseasonal case (the stationarity test against the alternative hypothesis of a unit root, see Kwiatkowski et al. (1992) ) the procedures for deterministic seasonality testing against the case of the presence of at least one seasonal unit root has also been developed. The problem of deterministic seasonality testing was first considered by Canova and Hansen (1995) . Taylor (2003a) analyzed a more general formulation in the context of the construction of locally mean most powerful invariant (LMMPI) tests. Taylor (2003b) also shows that under the presence of unattended unit roots, i.e. if the null hypothesis is tested against the alternative of a specific number of unit roots, but actually the series contains a number of additional roots at other frequencies, then the test statistic under the null will be O p ((T S T ) −1 ). This means the test will be conservative (and size distortion will increase as the sample size increases). To solve this problem, the author proposed the use of pre-filtered data similar to HEGY test. Kurozumi (2002) investigated the limiting properties of the Canova and Hansen test. The author has found the limiting distributions of tests by using the Fredholm approach (see Tanaka (1996) ), and also has shown that the power of the tests depends not only on the local parameter, c, but also on the reciprocal of the spectral density of the stationary component of the time series at frequency π or π/2.
There are alternative approaches to testing for deterministic seasonality. In Caner (1998), in contrast to the non-parametric approach proposed by Canova and Hansen (1995) and Taylor (2003a) , the parametric autocorrelation correction of errors according to the Leybourne and McCabe (1994) principle is used (but under stronger assumptions). More precisely, Caner (1998) uses the residuals from regression not only on the deterministic component, but also on a sufficient number of lagged dependent variables. In this case, there is no need to construct a nonparametric estimator of long-run variance and a conventional variance estimate of pre-whitened data should be used. The distributions of the test statistics coincide with the results obtained in Canova and Hansen (1995) and Taylor (2003a) . Another approach for deterministic seasonality testing was developed by Tam and Reinsel (1997, 1998) One problem is that under near integration all seasonal unit root tests at different frequencies will have an asymptotic size equal to unity (see M¨uller (2005) for the nonseasonal case). One solution to this problem (in the nonseasonal case) has been proposed by Harris et al. (2007) (henceforth HLM), where the authors used a (quasi) GLS-detrending to construct the test statistics. Here we generalize their approach to a seasonal case and we test the hypothesis of deterministic seasonality (local to a seasonal unit root) against the alternative of a seasonal unit root. This paper is organized as follows. Section 2 describes the data generating process (DGP) and assumptions about errors and initial conditions (the assumptions about the initial condition follow from Harvey et al. (2008) (henceforth HLT) ). In Section 3 we propose the procedure of seasonal GLS-detrending for stationarity test statistics. The Monte-Carlo simulation results (asymptotic and finite sample) are given in Section 4. The results are formulated in the Conclusion.
Model
Consider quarterly DGP such that
where a(L) = 1− 4 j=1 a j L j is a fourth order autoregressive polynomial, L is the lag operator such that L 4j+k y 4n+s = y 4(n−j)+s−k , T = 4N is the number of observations (N is the span in years of the sample data). The errors ε 4n+s are assumed to be a zero mean process, the long-run variance of which is bounded and strongly positive at zero and seasonal spectral frequencies, ω k = 2πk/4, k = 0, 1, 2. The deterministic component µ 4n+s = µ t is defined as a linear combination of spectral indicator variables, corresponding to the zero and seasonal frequencies, z t,0 = 1, z t,1 = (cos[2πt/4], sin[2πt/4]) and z t,2 = (−1) t . Define the vector Z t = (z t,0 , z t,1 , z t,2 ) and the deterministic component µ t = d ξ Z t,ξ for three possible cases, ξ = 1, . . . , 3 (see Smith and Taylor (1998) ). The first case corresponds to the constants at zero and seasonal frequencies, Z t,1 = Z t , the second case also allows for the trend at zero frequency, Z t,2 = (Z t , z t,0 t) , the third case allows for the trend at zero and seasonal frequencies,
The polynomial a(L) can be factorized as
. We are interested in testing for deterministic seasonality (local to the seasonal unit root), in other words to test the hypothesis H 0 : c i ≥c i > 0 for all i in a i = 1 − c i /T , against the alternative about the unit root at least one of the frequencies, i.e. H 1 : c i = 0 for at least one i, wherec i is the minimal amount of mean reversion for the specific frequency under the null hypothesis. The null hypothesis H 0 can be partitioned as H 0 = 2 k=0 H 0,c k , where H 0,c i :
In other words, testing the null hypothesis of stationarity (local to the unit root) at zero frequency, ω 0 = 0, against the alternative of a unit root at this frequency is equivalent to testing H 0,c 0 : c 0 ≥c 0 > 0 against H 0,c 0 : c 1 = 0. Similarly, testing the null hypothesis for stationarity (local to unit root) at the Nyquist frequency, ω 2 = π, against the alternative of a unit root at this frequency is equivalent to testing H 0,c 2 : c 2 ≥c 2 > 0 against H 2,c 2 : c 2 = 0, and testing the null hypothesis of stationarity (local to unit root) at seasonal harmonic frequencies, (π/2, 3π/2), against the alternative of unit roots at these frequencies is equivalent to testing H 0,c 1 :
This approach differs to the usual testing for deterministic seasonality, where either the local asymptotic behavior is not considered or parameters related to the signal-to-noise ratio are assumed to be local (see Taylor (2003a) ). The reason for considering near integration is the same as in M¨uller (2005) : it explains the increasing size in finite samples for highly autocorrelated stationary series. As demonstrated in M¨uller (2005) in the context of nonseasonal models, the conventional KPSS test with the bandwidth parameter in the long-run variance estimator increasing at a slower rate than the length of the sample leads to an asymptotic size equal to unity under the null hypothesis of near integration. It is easy to show that the same problem arises in the seasonal models, if we use the tests of Canova and Hansen (1995), Taylor (2003a) and Taylor (2003b) , inter alia. One way to solve this problem will be considered in the next section where we extend the HLM test to a seasonal case.
Also we set the initial condition u i , i = 1, . . . , 4, according to Assumption 1 (see HLT).
Assumption 1 Under H 0 with c < 0, the initial conditions are generated according to
where
. . , 4, independent of ε 4n+s , s = −3, . . . , 0, n = 2, . . . , N . For c = 0, under H 1 , the initial conditions can be set equal to zero, u i = 0, i = 1, . . . , 4, without loss of generality, due to the exact similarity of the tests to the initial conditions in this case.
In this assumption α i controls the magnitude of the initial condition in season i relative to the magnitude of the standard deviation of a stationary seasonal AR(1) process with parameter ρ N and innovation long-run variance ω 2 ε . The form given for the u i allow the initial conditions to be either random and of O p (N 1/2 ), or fixed and of O(N 1/2 ) depending on the value of variance σ 2 α (> 0 or 0, respectively).
Deterministic seasonality testing based on GLS-detrending
HLM proposed the following test using a (quasi) GLS-detrended series. More precisely, letũ ξ t be the residuals from regression yc = y t −ρ T y t−1 on Z i,c = z t −ρ T z t−1 , t = 2, . . . , T , where z t = 1 in constant case (ξ = µ) and z t = (1, t) in trend case (ξ = τ ) andρ T = 1 −c/T . Then the S ξ (c) test is constructed as following:
where the kernel based long-run variance estimatorω 2 is calculated by using GLS-detrended residualsũ i t . For a seasonal time series consider the following GLS-transformation (see also Rodrigues and Taylor (2007) in the context of seasonal unit root testing), by using a vector c = (c 0 ,c 1 ,c 2 ). Let the series y c and Z ξ,c be defined as
. GLS-detrended series are the OLS-residuals from regression y c on Z ξ,c . Define these residuals asũ t,ξ .
Before constructing the test statistics, we note that one of the basic principles of unit root testing in a seasonal time series is that when we test for a unit root at a specific frequency, the data should be prefiltered to reduce the order of integration at each of the remaining (unattended) frequencies by one (see HEGY and Taylor (2003b) ). If we are testing the stationarity against the presence of a unit root at zero frequency it is necessary to use the data y 0,t = (1 + L)(1 + L 2 )y t instead of y t , and then perform GLS-detrending. Accordingly for testing the stationarity at Nyquist frequency it is necessary to use the data y 2,t = (1 − L)(1 + L 2 )y t , and for testing the stationarity at the seasonal harmonic frequencies it is necessarily to use the data
However, due to the principle of constructing the GLS-detrended series (see Appendix) there is no need to prefilter unit roots at specific frequencies. Moreover, based on preliminary simulations we conclude that the use of prefiltered data reduces the finite sample power considerably while even for T = 100 (and i.i.d. errors) our GLS-based test with no prefiltering of unit roots has size curves very close to asymptotic.
Thus, a final test can be written as follows:
whereΩ Z is a consistent long-run variance estimator of Z t ε t , wherê
with the bandwidth parameter S T → ∞, S T /T 1/2 → 0 and the autocovariance estimator
The matrix C j depends on the frequencies at which we test the stationarity. For zero frequency C 0 is the first column of identity matrix I 4 , for Nyquist frequency C 2 is the fourth column of I 4 , for seasonal harmonic frequencies C 1 is the matrix consisting of the second and third columns of I 4 . For testing the stationarity at all seasonal frequencies the C 12 matrix contains the second, third and forth columns, and for testing the stationarity at all seasonal and nonseasonal frequencies C 012 is the identity matrix I 4 . The following proposition gives the limiting distributions of all test statistics to test the stationarity (local to the seasonal unit root) at specific frequencies under the null and alternative hypotheses.
Proposition 1 Let {y Sn+s } be generated as (1)- (2) under Assumption 1. For i = 1, . . . , 4 we define
where W i (r), i = 1, . . . , 4, are independent standard Wiener processes, W ic (r), i = 1, . . . , 4, are independent Ornstein-Uhlenbeck processes, and the spectral magnitudesᾱ i are defined asᾱ
. . , 4, for j = 0, ξ = 0 and for j = 1, 2, ξ = 0, 1, and
. . , 4, for j = 0, ξ = 1, 2 and for j = 1, 2, ξ = 3, and ⇒ denotes weak convergence.
The proof of this proposition follows from HLM, Taylor (2003a) and HLT and is omitted for brevity. Similar to HLM, it can be shown that for c j =c j the limiting distribution of the S j test coincides with the results obtained in Canova and Hansen (1995) and Taylor (2003a) (under the null hypothesis) and does not depend on initial conditions. Similar results will be occurred for c 1 =c 1 and c 2 =c 2 for the S 12 test and for c 0 =c 0 , c 1 =c 1 and c 2 =c 2 for the S 012 test. See Section 4.2 for a discussion of calculating the finite sample critical values.
Also it can be noted that the limiting distributions depend not on the values of the initial conditions α i , but on the so-called spectral initial conditionsᾱ i in the terminology of HLT. Hence for some given nonzero initial conditions, their linear combination may be zero and some tests will not depend on their magnitudes.
Monte-Carlo simulations

Asymptotic results
In this subsection, we analyze the asymptotic behavior of S 0 , S 2 , S 1 , S 12 and S 012 tests under various magnitudes for the initial conditions 1 . Figure 1 shows results for the case of a fixed initial condition (σ 2 α = 0 in Assumption 1), while Figure 2 shows results for the case of a random initial condition (σ 2 α > 0 in Assumption 1). Everywhere we consider a model with seasonal constants and a nonseasonal trend (since this model is most often used in practice) and usec 0 = 13.5,c 2 = 7, c 1 = 3.75.
Parts (a), (b) and (c) in Figure 1 represent, respectively, asymptotic size (a(L) = 1
4 , c > 0) and power (c = 0) of S 0 , S 2 and S 1 tests for various magnitudes of initial conditions α 1 ,ᾱ 2 andᾱ 3 =ᾱ 4 , respectively. The magnitudes of the initial conditionsᾱ i = |µ| = {0, 2, 4, 6}, i = 1, . . . , 4 are used for all the tests being considered. Parts (d), (e) and (f) represent results for the S 12 test under:ᾱ 2 = |µ|,ᾱ 3 =ᾱ 4 = 0;ᾱ 2 = 0,ᾱ 3 =ᾱ 4 = |µ|;ᾱ 2 =ᾱ 3 =ᾱ 4 = |µ|, respectively. Parts (g), (h) and (i) represent results for the S 012 test under:ᾱ 1 = |µ|,ᾱ 2 =ᾱ 3 =ᾱ 4 = 0; α 1 =ᾱ 2 = 0,ᾱ 3 =ᾱ 4 = |µ|;ᾱ 1 =ᾱ 2 =ᾱ 3 =ᾱ 4 = |µ|, respectively. Corresponding results for the case of random initial conditions are given in Figure 2 for σ 2 α = |µ| = {0, 2, 4, 6}, i = 1, . . . , 4. In all cases critical values are obtained at c j =c j .
The size curves of S 0 , S 2 and S 1 tests are tangent to each other for different initial conditions at points c j =c j , which confirms the invariance with respect to the initial conditions of each of the tests at c =c j . When c <c j the size of each test grows as the corresponding spectral initial condition is increased, although the size distortion is less pronounced for the S 0 test (intuitively because a larger value is used forc j ). For c >c j the size of the test is lower that the nominal one, except for the S 1 test with |µ| = 6 (because a very small value ofc j is used). Similar behavior is observed for S 12 and S 012 .
For the case of random initial conditions, the size distortions for c <c j are smaller that in case of fixed initial conditions, but larger than for c >c j .
Finite sample comparisons
In finite samples, when the error term ε t is i.i.d., the size curves are close to asymptotic. However, if ε t has a MA form, the power can be very low. One way to solve this issue is to sacrifice the size at some small c =c j (proposed above) and use a higher value ofc j , which will control the size at a higher c. One alternative is to use parametersc j such that the asymptotic size of S 0 , S 2 and S 1 tests (e.g., in case of a seasonal constant and nonseasonal trend) is equal to 0.5 at c 0 = 13.5, c 2 = 7, c 1 = 3.75. These new values ofc j are equal toc 0 = 29.55,c 2 = 20.05 andc 1 = 10.7 (in case of seasonal trendc 1 = 17.75 andc 2 = 29.55). Corresponding values of power in finite samples (T = 300) for S 0 , S 2 , S 1 , S 01 and S 012 tests will then be equal to 0.90, 0.86, 0.85, 0.97 and 0.99, respectively. Of course, the researcher can choose any values ofc j for his desired trade-off between size and power. However, if we choose the greater value ofc j , the critical values are more downward-biased. Therefore, for a hypothesis testing the finite sample, critical values should be used. Moreover, for largec j the size distortion increases under AR or MA error.
2
In this subsection we investigate the finite sample behavior of tests based on DGP (1)- (2) with ξ = 2 (seasonal intercept, nonseasonal trend) and Assumption 1. Results are presented for T = 300 with 10,000 replications and, without loss of generality, with the absence of the deterministic term. For simplicity, the initial conditions are assumed to be random. The longrun variance estimator (6) is constructed by using a quadratic spectral window and automatic bandwidth selection based on AR(1) approximation (see Andrews (1991)). As a comparison, we use conventional deterministic seasonality tests proposed by Taylor (2003b) , where the long-run variance estimator is constructed by using a Bartlett kernel with bandwidth S T = 6.
3 Because these two tests have different natures, we compare their size (c > 0) by fixing power (c = 0) at a predetermined level. More precisely, critical values are obtained so that the power is equal to 0.70 for T = 100. Based on obtained critical values we calculate the size of all tests for c ∈ {5, 10, . . . , 30}. It should be noted that the choice of setting power at a value of 0.70 is not crucial, and this value is chosen for the convenience of visualizing the comparison. In simulations we use the values ofc 0 = 29.55,c 2 = 20.05 andc 1 = 10.7. Other values ofc j produce similar results.
Tables 1-9 show the power-adjusted size of a conventional deterministic seasonality test (denoted as S j ) and our proposed GLS-based test (denoted as S j (c)) under various DGP, including i.i.d, AR and MA forms of error. More precisely, a(L) = 1 − (1 − c/N )L 4 , 4 and the error ε t have the both AR form,
or MA form,
where e t ∼ i.i.d.N (0, 1). We perform simulations with Φ = ±0.3, ±0.5 for (12) and with Θ = ±0.3, ±0.5 for (13), and also for ε t = e t . For i.i.d. errors in most cases the S j (c) tests have a smaller size than the S j , except for a small number of cases for small c. The results are similar for AR errors except for a small initial conditions for the S 12 and S 012 tests. For large Φ, the S 12 and S 012 tests outperform the S 12 (c) and S 012 (c) even for large initial conditions. For MA errors in most DGPs the GLS-based tests outperform conventional tests although for negative Θ the size of S 1 (c) is much higher than the one of S 1 . For positive Θ, the results are similar to AR cases. In general, our proposed GLS-based tests show the best properties in view of the fact that they have better size control specified for the local parameters c.
It should be noted that GLS-based tests are superior to conventional tests for deterministic seasonality only in finite samples, as the latter are consistent. Due to the nature of their construction, GLS-tests are not consistent in the sense that their power will not tend to unity with the growth of the sample size. Therefore, in large samples, conventional tests will outperform GLS-based tests.
Conclusion
In this paper, we consider GLS-detrendng in the context of deterministic seasonality testing (local to a seasonal unit root) against the alternative of a seasonal unit root. Unlike existing tests, the proposed tests do not suffer from asymptotic size distortions in the local to unity autoregression parameters and, at the same time, have a well-controlled size for a given level of (seasonal) mean reversion. The behavior of the proposed tests was also analyzed for fixed and random initial conditions of various magnitudes. Finite sample behavior confirms the superiority of GLS-based tests over conventional tests for deterministic seasonality.
Appendix
Proof of Proposition 1 : Without loss of generality let the deterministic term µ t = 0. Also for convenience define x 4n+s = u 4n+s − u s . For simplicity consider the case with a seasonal intercept and no trend, ξ = 1. The extension on nonseasonal or seasonal trends are similar. GLS-residuals u t,1 are defined asũ t,1 = ∆ c x t −μ t , whereμ t =d 1 Z t,1 ,d 1 is a vector of GLS-estimates for spectral indicator variables Z t,1 . Note that now ∆ c y t can be decomposed as
Consider deterministic seasonality testing against a unit root at the zero frequency (ω 0 = 0).
The second equality follows from the orthogonality of spectral indicator variables Z t,1 , and the third equality from x 1 = · · · = x 4 = 0 and from
and
Thus,
where ω 2 1,Z is a (1,1) element of covariance matrix Ω Z . Further, applying the CMT, we obtain
The consistency ofω 2 1,Z is proved similarly HLM, p. 362. For analysis of the limiting distribution of the test statistics at Nyquist frequency (ω 2 = π) and at harmonic seasonal frequencies (ω 1 = ±π/2), consider decomposition of the polynomial ∆ c up to the order T −1 :
When we obtained the limiting distribution at zero frequency, the third and fourth terms were asymptotically negligible. If we analyze the behavior of the test statistics at Nyquist frequency, then instead of considering partial sums T −1/2 t i=5ũ t,1 , we should consider partial sums T −1/2 t i=5ũ t,1 (−1) i . This leads to the fact that the first term in (
, and the second and fourth terms can be neglected, so that only the modified first and third terms are remain. There is a similar case with testing at harmonic seasonal frequencies, when the second and third terms in (A1) can be neglected.
Note also that the specified type of polynomial (A1) presupposes taking the filtered data, so additional filtering for possibly unattended unit roots is not required. Table 2 . Power adjusted size of tests, AR errors, Φ = −0.5 Table 3 . Power adjusted size of tests, AR errors, Φ = −0.3 Table 6 . Power adjusted size of tests, MA errors, Θ = −0.5 , µ = 2 : , µ = 4 : · , µ = 6 : · · ·
