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(“Algorithm for finding $K$ minimum weigth spanning trees” $\text{ }[2]$ )
. IN $\text{ }$ OUT
$f$ $e$







$P^{l}(i,j)$ : Tl( $T^{l}(i)$ $-$
$P^{l}(i, j)=\{T^{l}(k)|.k>j, IN^{l}(i)\subset\tau^{\iota l}(i), OU\tau(i)\subset E-T^{l}(i)\}$
$Q^{l}(i, j)$ : $P^{l}(i$ ,
$Q^{l}(i,i)=\{([e, f], r)\}$ $f\in E-T\iota(i)-oU\tau \mathrm{t}(i)\text{ }$ $e\in\tau^{l}(i)-IN^{\iota}(i)$
$r=w(f)-w(e)$










$T$ $G$ $(e, f)$ $T$
$T-e\cup f$ $G-e$
28
( $e$ , $T$
$(e, f)$ $T$ $e$
$e$
$f$




Step $0l=1\text{ }$ $i=1\text{ }$ $IN^{1}(1)--\phi\text{ }$ OUT$1(1)=\phi$ $\circ$
Step 1 $T^{1}(1)$ ( )
$m^{1}(1, \mu)\text{ }$ $\mu^{1}$
Step 2 $(T\iota(1), \mu l)$ –
Step 3 $\mu(e)\leq\mu^{l}$ $T^{l}(i)$ $OU\tau^{\iota}(i)$
Step 4 $T^{l+1}(1)=T^{l}(i)\backslash$ $P^{l+1}(1,1)=P^{l}(i, i)\iota$ $Q^{l+1}(1,1)=Q^{l}(i, i)\backslash IN^{l+1}(1)=IN^{l}(i)$ .
$OU\tau^{l+1}(1)=OU\tau^{\iota}(i)$
Step 5 $l=l+1\text{ }$ $i=1\circ$
. ...
Step 6 $Q^{l}(i, i)$ $r$ $Q^{l}(i, i)$
Step 7 $\tau^{\iota l}(i+1)=\tau(i)-e\cup f\tau$ $IN\iota(i)=INl(i)\cup e_{\text{ }}$ OUT $(i+1)=OUT^{\iota}(i)\cup e$
Step 8 $i=i+1$
Step 9 $m^{l}(i, \mu)$
Step 10 $m^{l}(i, \mu^{l})>0$ Step 5





$A$ ( ) $c(i, j)$ $0\leq\mu(i, j)\leq 1$
$V$ $S=\{s_{1}, s2, \cdots, sk\}$ $T=\{t_{1\eta}t2, \cdots, t_{l}\}$






$\mathrm{s}.\mathrm{t}$ . $\sum_{i\in v-j}f(i, j)=\sum i\in V-jf(j, i)$ $(j\in V\cap\overline{s}\cap\overline{T})$
$0\leq f(i, j)\leq c(i, j)$
$w_{j}>0$ $f(i, j)>0$ ( $i$ , $A_{F}$
[ ]
$V’=V\cup\{s, t\}\text{ }A’=A\cup$ { ( $s$ , si) $|i=$. $1,2,$ $\cdots,$ $k$} $\cup\{(t_{j}, t)|j=1,2^{\cdot}, \cdots, l\}$
$-.$ ? $G(V’, A/)$ $s$ $s_{i}$













Step 2 Step 1




Step 5 Step 4
:
Step 6Step 4







$\mathrm{s}.\mathrm{t}$ . $\sum_{i\in Vj}-f(i, j)=\sum_{i\in}V-jf(j, i)$ $(j\in V\cap\overline{s}\cap\overline{T})$
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