A weakly connected dominating set (WCDS) of graph G is a subset of G so that the vertex set of the given subset and all vertices with at least one endpoint in the subset induce a connected sub-graph of G. The minimum WCDS (MWCDS) problem is known to be NP-hard, and several approximation algorithms have been proposed for solving MWCDS in deterministic graphs. However, to the best of our knowledge no work has been done on finding the WCDS in stochastic graphs. In this paper, a definition of the MWCDS problem in a stochastic graph is first presented and then several learning automata-based algorithms are proposed for solving the stochastic MWCDS problem where the probability distribution function of the weight associated with the graph vertices is unknown. The proposed algorithms significantly reduce the number of samples needs to be taken from the vertices of the stochastic graph. It is shown that by a proper choice of the parameters of the proposed algorithms, the probability of finding the MWCDS is as close to unity as possible. Experimental results show the major superiority of the proposed algorithms over the standard sampling method in terms of the sampling rate.
Introduction
The dominating set (DS) problems are a class of optimization problems which are widely used in wireless ad hoc networks.
1- 14 The minimum connected dominating set (MCDS) of the network topology graph forms a virtual backbone by which the routing overhead can be significantly reduced, where the number of vertices responsible for the route discovery and data transmission can be reduced to the 6,9,12-16 A WCDS of a graph G is a dominating subset of G so that the vertex set of the given subset and all the vertices with at least one endpoint in the subset induce a connected sub-graph of G. Finding the WCDS 1,2,4-6,8,10 is a well-known approach for clustering the wireless ad hoc networks, 17, [18] [19] [20] [21] [22] [23] [24] [25] and was first proposed by Chen and Listman in Ref. 4 . In this clustering method, the dominator nodes and their closed neighbors assume the role of the cluster-heads and cluster members, respectively. The structure of the network graph can be simplified using WCDS and made more succinct for routing in ad hoc networks.
9,11 Dunbar et al. 26 studied weakly connected domination in graphs and showed that the problem of finding a minimum size WCDS in a given graph is NP-Hard.
Chen and Listman 4 first proposed a distributed approximation algorithm for clustering the wireless ad hoc networks by finding a near optimal solution to the minimum size WCDS problem. The proposed algorithm is also inspired by Guha and Khuller's centralized approximation algorithm 8 for finding small connected dominating sets (CDS). Guha and Khuller 11 proposed two centralized greedy heuristic algorithms with bounded performance guarantees for connected dominating set formation. In the first algorithm, the connected dominating set is grown from one node outward, and in the second algorithm, a WCDS is constructed, and then the intermediate nodes are selected to create a CDS. Chen and Liestman also proposed a zonal algorithm 1, 5 in which the graph is divided into regions. A WCDS is constructed for each region, and adjustments are made along the borders of the regions to produce a WCDS for the whole graph. Their algorithm for the partitioning phase is partly based on the algorithm proposed by Gallager et al. 7 for finding the minimum spanning tree in weighted graphs. Han and Jia 2 also proposed an area-based distributed algorithm for WCDS construction in vertex-weighted graphs with constant approximation ratio, linear time and message complexity. While it has a lower message complexity than the zonal algorithm proposed by Chen and Listman, it outperforms the mentioned algorithm. Alzoubi et al. 6 presented two distributed algorithms for finding a WCDS in ad hoc networks. The first algorithm was implemented by first electing a leader among the nodes, which was going to be the root of a spanning tree. The spanning tree is then traversed and the dominator nodes are selected. But the distributed leader election is extremely expensive in practice, and exhibits a very low degree of parallelism. The second algorithm first constructs a maximum independent set (MIS) by an iterative labeling strategy, and then modifies the formed MIS by selecting one intermediate node between each pair of dominators separated by exactly three hops.
In all existing methods proposed for solving the minimum WCDS problem, either the WCDS is constructed for unweighted graphs or it is assumed that the graph is deterministic and so the weight associated with the graph vertices is fixed and does not vary with time. Since the characteristics of the wireless ad hoc networks are stochastic, unpredictable and time-varying, [27] [28] [29] such an assumption can not hold true in realistic applications. Therefore, the stochastic graphs (which are described later in Subsection 2.2) are more appropriate structures for modeling the realistic behaviors and dynamics of the ad hoc networks. The minimum WCDS problem in deterministic graphs has been widely studied in the literature and a host of solutions are available, 1,2,4-6,8,10 but to the best of our knowledge, the idea of solving the minimum WCDS problem in a stochastic weighted graph is discussed for the first time here. In this paper, the stochastic minimum weakly connected dominating set problem is first introduced and then five learning automata-based approximation algorithms are proposed for solving the mentioned problem, when the probability distribution function (PDF) of the weight of the vertices is unknown. Each of the proposed algorithms is composed of the several stages, and the vertices that must be sampled at each stage are randomly selected by the learning automata. As the proposed algorithms proceed, the sampling process is concentrated on the vertices that construct the WCDS with the minimum expected weight. Hence, the proposed learning automata-based algorithms are able to reduce the number of samples needs to be taken from the graph by reducing the rate of unnecessary samples taken from the vertices which are not included in the MWCDS. To show the performance of the proposed algorithms, we have conducted two groups of experiments on stochastic graphs. In the first group, the proposed algorithms are tested on several stochastic benchmark graphs. The second group of experiments investigates the scalability of the proposed algorithms on a subset of dense stochastic graphs. In all experiments conducted in this paper, the number of samples taken by the proposed algorithms from the stochastic graphs is compared with that of the standard sampling method. Experimental results show the huge superiority of the proposed algorithms over the SSM in terms of the sampling rate.
The rest of the paper is organized as follows. In the next section, the dominating sets, stochastic graphs, and learning automata are briefly introduced. The proposed learning automata-based algorithms are described in Sec. 3. In Sec. 4, the convergence results of the first proposed algorithm are studied. In this section, strong convergence theorems in which the convergence of the first proposed algorithm to the optimal solution is proved are first presented. Then, the relationship between the learning rate and the convergence rate of algorithm is studied. The performance of the proposed algorithms is evaluated through the simulation experiments in Sec. 5. Section 6 concludes the paper.
Preliminaries and Definitions
In this section, to provide a sufficient background for the remainder of the paper, we present a brief overview of the dominating set problems and their applications in communication networks, stochastic graph, and learning automata and its variations. 
Dominating sets
Dominating set S of a given graph G = (V, E) is a subset of vertex set V , such that every vertex v ⊆ V is either in S or adjacent to a vertex of S. A vertex of S is said to dominate itself and all adjacent vertices. Each vertex is called a dominator, if it is in the dominating set, otherwise it is called a dominatee. That is, each dominatee is dominated by at least one dominator. A minimum DS (MDS) is a DS with the minimum cardinality. A dominating set is also an independent dominating set, if no two vertices in the set are adjacent. A CDS S of a given graph G is a dominating set whose induced sub-graph, denoted S , is connected, and a MCDS is a CDS with the minimum cardinality. A MCDS forms a virtual backbone in the graph by which the routing overhead can be significantly reduced. The MDS and MCDS problems have been shown to be NP-Hard, 30, 31 and even for a unit disk graph (UDG), the problem of finding a MCDS is still NP-Hard.
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The closed neighborhood N G [v] of a vertex v in graph G consists of the vertices adjacent to v and vertex v itself. The closed neighborhood N G [S] of the set S is the union v∈S N G [v] . The subscript G can be omitted if the meaning is clear from the context. A dominating set S is a WCDS of a graph G, if the graph
) is a connected sub-graph of G. In other words, the weakly induced sub-graph S W contains the vertices of S and all vertices of G which have at least one endpoint in S. Finding the minimum WCDS in the UDG is a NP-Hard problem 2, 26 and is one of the most investigated methods for cluster formation, in which a dominator node assumes the role of a cluster-head and its one-hop neighbors are assumed to be cluster members. A sample UDG and one of its WCDS are shown in Figs. 1(A) and 1(B), respectively. The dominator nodes assume the role of the cluster-heads and they have been colored black.
Stochastic graph
A vertex-weighted graph can be described by a triple G = V, E, W , where V = {v 1 , v 2 , . . . , v n } denotes the vertex set, E ⊆ V × V = {e 1 , e 2 , . . . , e m } denotes the Learning Automata-Based Algorithms for Finding MWCDS in Stochastic Graphs 725 edge set and W = {w 1 , w 2 , . . . , w n } denotes the set of vertex weights such that W (v i ) = w i , for all i ∈ {1, 2, . . . , n}. In most scenarios, the weight of the vertices is assumed to be fixed, but this is not always true and it varies with time. A vertexweighted graph is a stochastic vertex-weighted graph, and hereafter in this paper is called stochastic graph, if the weight of vertex v i , for all i ∈ {1, 2, . . . , n}, is a random variable with probability distribution function w i . Let G = V, E, W and S = {δ 1 , δ 2 , . . . , δ r } be a stochastic graph and the set of all its WCDSs, respectively. If W (v i ) and W (δ i ) = vi∈δi W (v i ) denote the expected weight of vertex v i and the expected weight of the WCDS δ i , respectively, therefore the stochastic WCDS δ * ∈ S of graph G is minimum, if and only if W (δ * ) = min ∀δi∈S W (δ i ). That is, the minimum WCDS of a given stochastic graph G is defined as the stochastic WCDS with the minimum expected weight.
Learning automata
A learning automaton [32] [33] [34] [35] [36] [37] [38] is an adaptive decision-making unit that improves its performance by learning how to choose the optimal action from a finite set of allowed actions through repeated interactions with a random environment. The action is chosen at random based on a probability distribution kept over the action set and at each instant the given action is served as the input to the random environment. The environment responds the taken action in turn with a reinforcement signal. The action probability vector is updated based on the reinforcement feedback from the environment. The objective of a learning automaton is to find the optimal action from the action set so that the average penalty received from the environment is minimized.
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The environment can be described by a triple E ≡ {α, β, c}, where α ≡ {α 1 , α 2 , . . . , α r } represents the finite set of the inputs, β ≡ {β 1 , β 2 , . . . , β m } denotes the set of the values can be taken by the reinforcement signal, and c ≡ {c 1 , c 2 , . . . , c r } denotes the set of the penalty probabilities, where the element c i is associated with the given action α i . If the penalty probabilities are constant, the random environment is said to be a stationary random environment, and if they vary with time, the environment is called a non stationary environment. The environments depending on the nature of the reinforcement signal β can be classified into P -model, Q-model and S-model. The environments in which the reinforcement signal can only take two binary values 0 and 1 are referred to as P -model environments. Another class of the environment allows a finite number of the values in the interval [0, 1] can be taken by the reinforcement signal. Such an environment is referred to as Q-model environment. In S-model environments, the reinforcement signal lies in the interval [a, b] . The relationship between the learning automaton and its random environment has been shown in Fig. 2 .
Learning automata can be classified into two main families: 32-37 fixed structure learning automata and variable structure learning automata. Variable structure learning automata are represented by a triple β, α, T , where β is the set of inputs, α is the set of actions, and T is learning algorithm. The learning algorithm is a recurrence relation which is used to modify the action probability vector. Let α(k) and p(k) denote the action chosen at instant k and the action probability vector on which the chosen action is based, respectively. The recurrence equation shown by (1) and (2) is a linear learning algorithm by which the action probability vector p is updated. Let α i (k) be the action chosen by the automaton at instant k.
When the taken action is rewarded by the environment (i.e., β(n) = 0) and
When the taken action is penalized by the environment (i.e., β(n) = 1 ). r is the number of actions can be chosen by the automaton, a(k) and b(k) denote the reward and penalty parameters and determine the amount of increases and decreases of the action probabilities, respectively. If a(k) = b(k), the recurrence equations (1) and (2) are called linear reward-penalty (L R−P ) algorithm, if a(k) b(k) the given equations are called linear reward-ε penalty (L R−εP ), and finally if b(k) = 0 they are called linear reward-Inaction (L R−I ). In the latter case, the action probability vectors remain unchanged when the taken action is penalized by the environment.
Learning automata have been found to be useful in systems where incomplete information about the environment, wherein the system operates, exists. Learning automata are also proved to perform well in dynamic environments. It has been shown in Refs. 39, 40-42 that the learning automata are capable of solving the NP-hard problems. Recently, several learning automata-based protocols have been designed for improving the performance of the wireless ad hoc networks. defined by a quadruple A, E, T, A 0 , where A = {A 1 , . . . , A n } is the set of learning automata, E ⊂ A × A is the set of the vertices in which vertex e (i,j) corresponds to the action α j of the automaton A i , T is the set of learning schemes with which the learning automata update their action probability vectors, and A 0 is the root automaton of DLA from which the automaton activation is started. An example of a DLA has been shown in Fig. 3 .
The operation of a DLA can be described as follows: At first, the root automaton randomly chooses one of its outgoing vertices (actions) according to its action probabilities and activates the learning automaton at the other end of the selected vertex. The activated automaton also randomly selects an action which results in activation of another automaton. The process of choosing the actions and activating the automata is continued until a leaf automaton (an automaton which interacts to the environment) is reached. The chosen actions, along the path induced by the activated automata between the root and leaf, are applied to the random environment. The environment evaluates the applied actions and emits a reinforcement signal to the DLA. The activated learning automata along the chosen path update their action probability vectors on the basis of the reinforcement signal by using the learning schemes. The paths from the unique root automaton to one of the leaf automata are selected until the probability with which one of the paths is chosen is close enough to unity. Each DLA has exactly one root automaton which is always activated, and at least one leaf automaton which is activated probabilistically.
Variable action set learning automata
A variable action set learning automaton is an automaton in which the number of actions available at each instant changes with time. It has been shown in Ref. 34 that a learning automaton with a changing number of actions is absolutely expedient and also ε-optimal, when the reinforcement scheme is L R−I . Such an automaton has a finite set of n actions, α = {α 1 , α 2 , . . . , α n }. A = {A 1 , A 2 , . . . , A m } denotes the set of action subsets and A(k) ⊆ α is the subset of all the actions can be chosen by the learning automaton, at each instant k. The selection of the particular action subsets is randomly made by an external agency according to the probability distribution q(k) = {q 1 (k), q 2 (k), . . . , q m (k)} defined over the possible subsets of the actions, where
is the probability of choosing action α i , conditioned on the event that the action subset A(k) has already been selected and also α i ∈ A(k). The scaled probabilityp i (k) is defined aŝ
where
is the sum of the probabilities of the actions in subset A(k), and
The procedure of choosing an action and updating the action probabilities in a variable action set learning automaton can be described as follows. Let A(k) be the action subset selected at instant k. Before choosing an action, the probabilities of all the actions in the selected subset are scaled as defined in Eq. (3). The automaton then randomly selects one of its possible actions according to the scaled action probability vectorp(k). Depending on the response received from the environment, the learning automaton updates its scaled action probability vector. Note that the probability of the available actions is only updated. Finally, the probability vector of the actions of the chosen subset is rescaled as
The absolute expediency and ε-optimality of the method described above have been proved in Ref. 34 .
The Proposed Algorithms
In this section, several learning automata-based approximation algorithms are proposed for solving the minimum WCDS problem in stochastic graphs. In the proposed algorithms, the vertex-weighted stochastic graph G V, E, W is served as the input of algorithm and the output is the WCDS of G. The reinforcement scheme by which the proposed algorithms update the probability vectors is L R−I . It is assumed that the weight associated with each vertex of the stochastic graph G is a random variable with unknown probability distribution function (PDF). Therefore, the PDF of the random variables must be estimated by a statistical method. The proposed algorithms taking advantage of learning automata are able to precisely determine the weight distribution of the vertices with a small number of samples. In these algorithms, a network of the learning automata isomorphic to the stochastic graph G is initially formed by assigning to each vertex v i of the graph learning automaton A i . The resultant network of learning automata can be described by a triple A, α, W , where A = {A 1 , A 2 , . . . , A n } denotes the set of the learning automata, α = {α 1 , α 2 , . . . , α n } denotes the set of actions in which α i = {α 1 i , α 2 i , . . . , α ri i } defines the set of actions that can be taken by learning automaton A i , for each α i ∈ α, and W = {w 1 , w 2 , . . . , w n } denotes the set of weights such that w i (for all i ∈ {1, 2, . . . , n}) is the random weight associated with automaton A i .
In the first proposed algorithm, the action-set of each learning automaton A i , referred to as α i , contains two actions α automaton A i declares vertex v i as a dominatee vertex and choosing action α 1 i declares it as a dominator vertex. The proposed algorithm consists of a number of stages, and at each stage the vertices which are selected as dominators are added to the set of vertices by which a WCDS may be formed in that stage. This algorithm iteratively constructs a number of WCDSs and updates the action probability vectors until it finds a near optimal solution to the minimum WCDS problem. Stage k of the proposed algorithm is briefly described in the following steps:
Step 1. WCDS formation While the cardinality of the dominatee set is less than the cardinality of vertex set V do For all learning automata do in parallel Each automaton A i chooses one of its actions If the chosen action declares vertex v i as a dominator, then Vertex v i is added to the set of dominators Vertex v i and all its neighbors are added to the dominatee set The random weight of vertex v i is added to the weight of dominator set
Step 2. Comparing the weight of the constructed WCDS with a dynamic threshold Let us assume that WCDS δ i is selected at stage k. The average weight of the constructed WCDS δ i until stage k is computed as
where k i denotes the number of times the WCDS δ i is constructed until stage k, and W (δ i (j)) denotes the weight of the j th sampled WCDS δ i which is defined as
where W (v s (j)) denotes the weight of the vertex v s in the j th sample taken from δ i . The average weight computed for the constructed WCDS δ i is compared to the dynamic threshold T k . At stage k > 1, the value of the dynamic threshold T k is calculated as
where r denotes the number of all WCDSs of G.
Step 3. Updating the action probability vectors Depending on the comparison result in step 2, all the learning automata (only the activated learning automata in Algorithm 5) reward their chosen actions if the average weight of the constructed WCDS δ i is less than or equal to the dynamic threshold T k−1 , and penalize them otherwise. Each learning automaton then updates its action probability vector using L R−I reinforcement scheme.
Step 4. Stopping Condition
The process of constructing the WCDSs and updating the action probabilities are repeated until the product of the probability of choosing the vertices of the constructed WCDS is greater than a certain threshold (P ) or the number of constructed WCDS exceeds a pre-specified threshold (K) The WCDS which is formed just before the algorithm stops is the WCDS with the minimum expected weight among all WCDSs of the stochastic graph G. The proposed algorithm has been described in Fig. 4 in more detail.
In Algorithm 1, it is assumed that the number of actions that can be taken by each learning automaton is fixed and does not vary with time. Fixed action-set learning automaton used in Algorithm 1 significantly increases the number of vertices that must be sampled for constructing the WCDS (or the cardinality of the constructed WCDS) and hence increases the running time of algorithm dramatically. To alleviate this problem, we propose another algorithm called Algorithm 2 in which the number of actions available for each learning automaton changes at each stage. The action-set of Algorithm 2 is similar to that of Algorithm 1. In this algorithm, each learning automaton A i disables its action α 1 i (which declares vertex v i as a dominator vertex) as described in Subsection 2.3.2 on variable action-set learning automata, if one of its neighbors has declared itself as a dominator vertex earlier. The action-set remains unchanged otherwise. In this algorithm, the learning automata are randomly and sequentially activated and choose one of their available actions based on the action probability vector scaled after disabling the actions as given in Eq. (3). The action probabilities are then rescaled after evaluating (rewarding or penalizing) the constructed WCDS. This reduction in number of actions considerably reduces the cardinality of the constructed WCDS and so increases the speed of convergence to the minimum WCDS.
Since the first two proposed algorithms (Algorithms 1 and 2) can not guarantee to from a WCDS at each stage, the first step (i.e., WCDS formation step) of these algorithms needs to be repeated until a weakly connected dominating set is finally formed. This dramatically increases the running time of algorithm. To solve the above mentioned problem, we propose another learning automata-based algorithm in which a weakly connected dominating set can be constructed at each stage. This algorithm which is called Algorithm 3, is very similar to Algorithm 1, but differs in the action-set defined for each learning automaton as well as the way of constructing the WCDSs (step 1). In Algorithm 3, learning automaton A j (for all j ∈ {1, 2, . . . , n}) assigned to vertex v j , where vertex v j is adjacent to vertex v i , Let k d denotes the dominatee set constructed at stage k and is initially set to null 12:
Let k i be the dominator set i constructed at stage k and initially set to null 13:
Let k be the weight of the WCDS constructed at stage k and initially set to 0 14:
For all the vertices of the stochastic graph do in parallel 16:
Learning The chosen actions by all the learning automata are rewarded 27:
The chosen actions by all the learning automata are penalized 29:
End If 30: Compute k T as average weight of all WCDSs constructed until stage k by Equation (6) as well as learning automaton A i itself, form the action-set of learning automaton A i . That is, α i = {A j |∀j; j = i or (v i , v j ) ∈ E}. For each learning automaton A i , choosing a given action A j ∈ α i declares vertex v j (the vertex corresponding to the selected action) as its dominator. In other words, each learning automaton chooses a dominator for its corresponding vertex among its neighbors or declares itself as a dominator node. The dominators selected by all learning automata constitute the current WCDS. The step of WCDS formation of Algorithm 3 (step 1) at each stage k is described as shown in Fig. 5 . The remaining steps (steps 2, 3, and 4) of Algorithm 3 are the same as those described in Algorithm 1. The dominating set formation process of Algorithm 3 may result in redundant dominators in WCDS by which no more vertices can be dominated. This enlarges the size of WCDS and increases the sampling rate of algorithm too. As shown in Algorithm 2, the variable action-set learning automata enable algorithm to reduce the number of vertices needs to be sampled (sampling rate) for constructing the WCDS at each stage. The reduced sampling rate increases the convergence speed to the optimal solution. To achieve such a performance in Algorithm 3, we propose another algorithm in which the action-set of each learning automaton changes with time as follows:
If vertex v i is selected as a dominator, then learning automaton A i and all the learning automata which are adjacent to learning automaton A i retain the action corresponding to learning automaton A i if any, and disable all the other actions (if they have not been disabled yet) as described in Subsection 2.3.2. That is, when a given vertex v i (associated with automaton A i ) is selected as a dominator, the action-set of its neighboring learning automata is pruned in such a way that the dominator that can be chosen by learning automaton A i and its neighbors is vertex v i only. Such a pruned action-set avoids selecting the adjacent vertices as dominators, and so causes significantly smaller WCDSs. In this algorithm, the learning automata are sequentially activated at random, and each learning automaton chooses one of its possible actions according to its scaled action probability vector as described in Algorithm 2. The algorithm in which the WCDS is thus constructed is called Algorithm 4.
The last algorithm we propose for approximating a near optimal solution to the stochastic minimum WCDS problem is based on distributed learning automata (DLA) described in Subsection 2.3.1 which is called Algorithm 5. This algorithm like Algorithm 3 differs from Algorithm 1 only in the action-set defined for each learning automaton as well as the method by which the WCDS is constructed at each stage. In this algorithm, the set of actions that can be taken by each learning automaton A i initially includes the set of all learning automata (i.e., A = {A 1 , A 2 , . . . , A n }) except automata A i and its neighbors. That is, the action-set of learning automaton A i is defined as α i = A − ({A i } ∪ {A j |∀j; (v i , v j ) ∈ E}). Each learning automaton can be in one of two states: active and passive. Each learning automaton is initially set to the passive state. The selected automata at each stage are activated and added to the set of dominator vertices. The WCDS formation step of Algorithm 5 at each stage k is described as shown in Fig. 6 . The remaining steps (steps 2, 3, and 4) of Algorithm 5 are the same as those described in Algorithm 1.
Convergence Results
In this section we prove two main results of the paper. The first result is concerned with the proof of the convergence of Algorithm 1 to the optimal solution. The method used to prove the convergence of the Algorithm 1 follows the method given in Refs. 32 and 36 to analysis the behavior and to prove the convergence of the learning automata operating in non-stationary environments. In addition to the convergence proof, it is also shown that by a proper choice of the learning rate a, the probability with which Algorithm 1 finds the optimal solution is as close to unity as possible where each learning automaton has a L R−I learning algorithm. The second result concerns the relationship between the convergence error parameter ε (i.e., the error parameter involved in the SSM) and the learning rate of Algorithm 1. The second result we discuss in this paper demonstrates the existence of a learning rate under which the probability of constructing (or converging to) the WCDS with the minimum expected weight is larger than 1 − ε. Theorem 1. Let q i (k) be the probability of constructing the WCDS ω i in a given stochastic graph, at stage k. If q(k) evolves according to algorithm 1, then for every ε > 0, there exists a learning rate a * (ε) ∈ (0, 1) such that for all a ∈ (0, a * ), we have
Proof. The steps of the convergence proof are briefly outlined as follows. At first, it is proved that, the penalty probabilities of the WCDSs converge to the constant values of the final penalty probabilities, for large enough values of k (Lemma 1). Then, it is shown that, the probability of choosing the WCDS with the minimum expected weight, is a sub-Martingale process for large values of k, and so the changes in the probability of constructing the minimum WCDS is always nonnegative (Lemmas 2 and 3) . Finally, the convergence of the algorithm 1 to the minimum WCDS is proved by using Martingale convergence theorems. Therefore, the following lemmas need to be proved before stating the proof of the theorem.
Lemma 1. If the WCDS ω i is penalized with probability c i (k) at stage k (i.e.,
Proof. Let c j (k) (for all j = 1, 2, . . . , r) denotes the probability with which the WCDS ω i is penalized at stage k, r denotes the number of all WCDSs of G, and c j * denotes the probability c j (k) for large values of k. Using weak law of large numbers, we conclude that
For every ε ∈ (0, 1), there exists a a * (ε) ∈ (0, 1) and K 0 (ε) < ∞ such that for all a < a * and k > K 0 we have, P rob[|c * i − c i (k)| > 0] < ε, and the proof of Lemma 1 is completed.
and d j = 1 − c j be the probability of penalizing and rewarding the WCDS ω j (for all j = 1, 2, . . . , r), respectively. If q(k) evolves according to algorithm 1, then the conditional expectation of q i (k) is defined as
Proof. Since the reinforcement scheme used to update the probability vectors in algorithm 1 is L R−I , at each stage k, the probability of constructing the WCDS ω i (i.e., q i (k)), remains unchanged with probability c j (k) (for all j = 1, 2, . . . , r), when the constructed WCDS ω j is penalized by the random environment. On the other hand, when the constructed WCDS ω j is rewarded, the probability of choosing the vertices of the WCDS ω i , which are in the constructed WCDS ω j increases Learning Automata-Based Algorithms for Finding MWCDS in Stochastic Graphs 735 Fig. 7 . Sample graph G and its minimum WCDS.
by a given learning rate as that of the other vertices decreases. To illustrate the proof of the lemma in more details, we prove it for the minimum WCDS of the graph shown in Fig. 7 . As shown in Fig. 7 , graph G has 4 vertices, 4 edges, and 11 WCDSs as follows:
It is also assumed that ω 1 is the WCDS with the minimum expected weight of the graph given in Fig. 7 . Let
be the probability of constructing the WCDS ω i at stage k, where p ∈ ω i otherwise. Therefore, for the graph shown in Fig. 3 we have
The conditional expectation of q 1 (k + 1), assuming q(k) evolves according to algorithm 1, is defined as
After simplifying all the terms in the right hand side of the equation above, and also some algebraic manipulations, we obtain
where p m 1 (k) is the probability that vertex v m declares itself as a dominator vertex, at stage k. Since each learning automaton has only two possible actions, the probability with which vertex v m declares itself as a dominatee vertex is defined as 1 − p m 1 (k). Hence, q i at stage k can be defined as
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and so we have
and hence the proof of the lemma.
Lemma 3. Let q i (k) denotes the probability of formation of the minimum WCDS ω i , at stage k. The increment in the conditional expectation of q i (k) is always nonnegative, assuming q(k) is updated according to algorithm 1. That is, ∆q i (k) > 0.
Proof. Define
From Lemma 2, we have
for notational convenience. Therefore, we have
where π m n (k) is the probability with which vertex v m , at stage k, declares itself as a dominator vertex, when n = 1, and as a dominatee vertex otherwise.
Since the probability that the WCDS is constructed, rewarded or penalized, is defined as the product of the probability of declaring the vertices in the constructed WCDS as dominators or dominatees as defined in Eq. (10), we have 
The equality above can be rewritten as
and 
which completes the proof of this lemma. 
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Proof. Lemma 3 implicitly proves that {q(k)} is a sub-Martingale. Using Martingale theorems, and the fact that {q(k)} is non-negative and uniformly bounded, it is concluded that Lim k→∞ q i (k) = q * exists with probability one. Hence, from Eq. (11), it can be seen that q i (k + 1) = q i (k) with a nonzero probability if and only if q i (k) / ∈ {0, 1}, and q(k + 1) = q(k) with probability one if and only if q * ∈ {0, 1}, where Lim k→∞ q i (k) = q * , and hence the proof is completed.
Let Γ i (q) be the probability with which the algorithm 1 converges to the unit vector e i with initial probability vector q and defined as
Let C(S r ) : S r → be the state space of all real-valued continuously differentiable functions with bounded derivative defined on S r , where is the real line. If ψ(.) ∈ C(S r ), the operator U is defined by
where E[.] represents the mathematical expectation. It has been shown in Ref. 32 that operator U is linear and as the expectation of a nonnegative function remains nonnegative, operator U preserves the non-negative functions. In other word, U ψ(q) ≥ 0 for all q ∈ S r , if ψ(q) ≥ 0. If the operator U is repeatedly applied n times (for all n > 1), we have
A function ψ(q) is called super regular (sub regular) if and only if ψ(q) ≥ U ψ(q)(ψ(q) ≤ U ψ(q)), for all q ∈ S r . It has also been shown in Ref. 32 that Γ i (q) is the only continuous solution of U Γ i (q) = Γ i (q), with the following boundary conditions. Γ i (e i ) = 1 Γ i (e j ) = 0; j = i .
Define
e −x/a − 1 where x > 0 is to be chosen. φ i [x, q] ∈ C(S r ) and satisfies the boundary conditions above. Theorem 2. Let ψ i (.) ∈ C(S r ) be super regular with ψ i (e i ) = 1 and ψ i (e j ) = 0 for j = i, then
for all q ∈ S r . If ψ i (.) ∈ C(S r ) is sub regular with the same boundary conditions, then
for all q ∈ S r . is the expectation of θ i (x, q), when the minimum WCDS ω i is rewarded by the environment and it is calculated as the product of the rewarded probabilities of the dominator or dominatee vertices (the vertices which declare themselves as dominator and dominatees) which constructs WCDS ω i . 
is super regular, so we have
a .
After multiplying and dividing the right hand side of the inequality above by −xq i and some algebraic simplifications, we have
where G i (x, q) is defined as
Therefore, θ i (x, q) is super regular if
for all q ∈ S r . From Eq. (16), it follows that θ i (x, q) is super regular if we have
The right hand side of the inequality (18) consists of the non-negative terms, so we have
Substituting j =i q j by (1 − q i ) in the above inequality, we can rewrite it as
From Eq. (18), it follows that θ i (x, q) is super regular if we have
For further simplification, let employ logarithms. Let
It has also been shown in Ref. 36 that
We have e −x/a − 1 is a sub regular function satisfying the boundary conditions (14) and from Theorem 2 and inequality (15), we conclude that
From the definition of φ i [x, q], we see that given any ε > 0 there exists a positive constant a * < 1 such that for all 0 < a ≤ a * , we have
Thus we conclude that the probability with which the algorithm 1 converges to (or constructs) the WCDS with the minimum expected weight is equal to 1 as k → ∞, and this completes the proof of the Theorem 1.
Theorem 3.
Let q i (k) be the probability of constructing the minimum WCDS ω i , at stage k, and (1 − ε) be the probability with which algorithm 1 converges to the WCDS ω i . If q(k) is updated by algorithm 1, then for every error parameter ε ∈ (0, 1), there exists a learning rate a ∈ (ε, q) so that,
Proof. It has been proved in Refs. 32 and 36 that there always exists a x > 0 under which the Eq. (19) is satisfied, if d j /d i < 1, for all j = i. Hence, it is concluded that
where q i is the initial probability of the optimal WCDS ω i . It is assumed in Theorem 1 that the probability with which the algorithm 1 converges to the WCDS with the minimum expected weight is (1 − ε), for each 0 < a < a * , where a * (ε) ∈ (0, 1). So we conclude that,
It can be shown that 36, 48 for every error parameter ε ∈ (0, 1) there exists a value of xunder which the Eq. (19) is satisfied, and we have
It is concluded that for every error parameter ε ∈ (0, 1) there exists a learning rate a ∈ (ε, q) under which the probability with which the algorithm 1 is converged to the WCDS with the minimum expected weight is greater than (1 − ε) and hence the proof of the theorem.
Experimental Results
To study the performance of the proposed algorithms, we have conducted two groups of simulation. The first group is concerned with investigating the efficiency of the proposed algorithms on three stochastic graphs borrowed from Ref. 49 and shown in Figs. 8, 9, and 10, and the second group of the simulation evaluates the scalability of the proposed algorithms on dense stochastic graphs. In all the experiments presented in this paper, the number of samples taken by the proposed algorithms from the stochastic graph to construct the WCDS with the minimum expected weight is compared with that of the standard sampling method quoted in Appendix A. The reinforcement scheme used for updating the action probability vectors is L R−I , and each algorithm is terminated when the probability of the constructed WCDS (PWCDS) is 0.95 or greater, or the number of constructed WCDSs exceeds a pre-defined threshold.
In the first group of the simulations, the proposed algorithms are tested on Graphs 1, 2, and 3, and the results are summarized in Tables 2, 4, and 6 for the different values of learning rate a which varies from 0.004 to 0.100. Then, the obtained results in terms of the number of samples taken from the graph are compared with those of the standard sampling method given in Tables 1, 3 , and 5. The aim of the standard sampling method used in our experiments is to obtain the minimum number of samples needs to be taken from the stochastic graph such that the average weight of the samples taken from the optimal WCDS be in the interval (µ − δ, µ + δ) with probability 1 − ε, where ε is the error parameter and δ is a small enough positive number. Graph 1 which is shown in Fig. 8 has 8 vertices, 12 edges and its minimal WCDS is δ 1 * = {v 1 , v 6 }, Graph 2 which is shown in Fig. 9 has 9 vertices, 15 edges and its minimal WCDS is δ 2 * = {v 1 , v 6 }, and Graph 3 which is shown in Fig. 10 has 10 vertices, 21 edges and its minimal WCDS is δ 3
The probability distributions of the vertex weight of these three stochastic graphs are given in tables shown in Figs. 8, 9 , and 10. The simulation results given in Tables 2, 4 , and 6 are averaged over 1000 runs and each of these tables includes the information about the total number of samples taken from all vertices of the graph (TS), the total number of the samples taken from the vertices of the WCDS with the minimum expected weight (WCDS) and the percentage of the converged runs (the percentage of runs converged to the minimum WCDS) (PC). According to the standard sampling method described in appendix A, to obtain a confidence level 1 − ε for the WCDS, we need to build a confidence with level 1 − ε i for each vertex v i such that k i=1 ε i = ε. We assume that the vertices of the stochastic graph all have the same confidence level 1 − ε 0 . Therefore, selecting ε 0 = ε/k, where k denotes the cardinality of the WCDS, guarantees a confidence level 1 − ε for the WCDS. For instance, when a confidence level 80% is desired for the WCDS of Graph 1, we need to build a confidence with level 90% for each of the 8 vertices. 50 The results of the standard sampling method for Graphs 1, 2, and 3 to obtain a confidence level 1 − ε for the WCDS, as ε varies from 0.01 to 0.5 have been shown in Tables 1, 2 , and 3, respectively.
From the results of the simulations, the following points can be made. The experiments have shown that for all algorithms the total number of converged runs (convergence rate) increases as the learning rate decreases. For example, in algorithm 1 for Graph 1, the number of converged runs is 54.3%, when α = 0.07, whereas it is 98.5% when α = 0.007. (see Table 2 )
The simulation results show that the total number of samples taken by algorithm 2 from the vertices of the graph is less than those of algorithm 1, but the percentage of the runs converged to the optimal WCDS is higher. The reason for this reduction in number of samples taken by algorithm 2 from the graph is the fact that, when a vertex declares itself as a dominator and its weight is sampled, unlike algorithm 1, algorithm 2 does not need to sample the weight of its neighbors again. This sampling method results in decreasing unnecessary samples and hence decreasing the running time of algorithm 2. The results show that for the same convergence rate, algorithm 2 has lower sampling rate comparing algorithm 1.
Experiments show that algorithm 3 has a lower convergence rate comparing algorithm 2. This may be due to the fact that the action set of each learning automaton in algorithm 3 is significantly larger than that of in algorithm 2, specifically for the dense graphs. That is, in algorithm 3 as stated in Sec. 3, each learning automaton has many choices (the number of actions available for each automaton is equal to the number of its neighbors plus one), while in algorithm 2 each learning automaton has at most two possible actions. This results in prolonging the convergence of each learning automaton to its optimal action and so the proposed algorithm to the optimal WCDS.
Comparing the results given in Tables 2, 4 , and 6 for algorithms 1 and 3, we observe that the total number of samples taken by algorithm 3 is not much more than that of algorithm 1, while it is expected to be due to the larger number of actions in algorithm 3. The reason for this reduction in number of samples taken by algorithm 3 can be the fact that algorithm 3 guarantees formation of a WCDS at each stage, while in a number of stages algorithm 1 fails in constructing a WCDS for the stochastic graph, which results in increasing the number of samples needs to be taken by the algorithm.
The simulation results show that algorithm 4 greatly improves the convergence rate. The reason for higher convergence rate for this algorithm is the fact that it employs the variable action set learning automata to construct the WCDSs which are more likely to be the WCDS with the minimum expected weight, and so increases the convergence rate to the optimal WCDS. The results show that algorithm 4 also considerably outperforms algorithms 1, 2, 3, and 5 in terms of the sampling rate.
According to the results given in Tables 2, 4 , and 6, algorithm 5 has higher convergence rate than both algorithms 1 and 3. The number of samples needs to be taken by this algorithm to construct the minimum WCDS is also much less than that of algorithms 1 and 3.
Comparing the results given in Tables 1, 3, and 5 with Tables 2, 4 , and 6, we find that the number of samples needs to be taken by the proposed algorithms, when the algorithms converge to the minimum WCDS with probability 1 − ε, is considerably less than that of the standard sampling method. This study is the main result of the paper that was theoretically proved in the previous section and will be considered in more details at the end of this section.
Another property we want to illustrate is any time behavior of the proposed algorithms. We show this property by plotting the development of the probability of choosing the minimum WCDS in time. Figures 11, 12 and 13 show a rapid progress in the beginning and flattening out later on. This is typical for many algorithms that work by iterative improvements on the initial solution. Based on the any time curve depicted in Figs. 11, 12 and 13 we can make some general observation concerning termination condition for the proposed algorithms. We can divide the run time into two equally long sections, the first and the second half. As Figs. 11, 12 and 13 indicate, the progress in terms of increments in probability of choosing the minimum WCDS is significantly greater than the achievements in the second half. This provides a general suggestion that it might not be worthwhile to allow very long runs; because of the any time behavior of the proposed algorithms efforts spent after a certain time may not result in better solution quality. A given point in any time curve gives us the average number of iterations required to find the minimum WCDS with a certain probability. This is one advantage of the proposed algorithm over non-iterative algorithms. Probability of the minimum WCDS (PWCDS) at each instant of the proposed algorithms is defined as the product of the probability of choosing the vertices of the constructed WCDS. The plots of the average probability of the minimum WCDS over the converged runs out of 100 runs for both graphs and different algorithms are given in Figs. 11, 12 and 13. Comparing the any time behavior of the proposed algorithms, we observe that algorithm 1 performs best and algorithm 3 performs worst among the algorithms presented in this paper.
To evaluate the scalability of the proposed algorithms, in the second group of the simulations, the proposed algorithms are tested on the dense stochastic graphs. The stochastic graphs used in these experiments are generated based on the method Learning Automata-Based Algorithms for Finding MWCDS in Stochastic Graphs 753 
is assumed to be an exponential random variable with parameter λ = i/n, where n is the number of vertices in the graph. It is assumed that the parameters of the underlying probability distribution of the vertex weight are unknown. In such geometric graphs, the vertices are randomly and uniformly distributed in a square area, and an edge connects two given vertices, if they are close enough (if the distance between to vertices is less than r).
In these experiments, it is assumed that a given number of vertices are randomly and uniformly distributed in a square area of size 100×100 units, and each two given vertices are connected together if the distance between them is at most 20. The total number of samples taken from the stochastic graphs by the proposed algorithms is obtained when the number of vertices ranges from 20 to 150 with increment step of 10 and the percentage of the converged runs is 98 percent. All the simulation results given in Table 7 are obtained by running the proposed algorithm on 100 stochastic graphs and averaged over these runs. Table 7 includes the information about the total number of the samples taken from all vertices of the graph (TS) and the total number of the samples taken from the vertices of the minimum WCDS (WCDS) for each of the proposed algorithms as well as the total number of samples taken by the standard sampling method when the confidence level for the WCDS is 98 percent.
The simulation results of the proposed algorithms given in Table 7 show that algorithm 2 performs best and algorithm 3 performs worst among the proposed algorithms. The obtained results also show that the number of samples taken by each of the five proposed algorithms increases as the number of vertices increases. Comparing the total number of samples taken by the proposed algorithms with that of the standard sampling method, we observe that the proposed algorithms significantly outperform the standard sampling method in terms of the sampling rate, especially for the dense graphs. The remainder of the simulation experiments compares the first proposed algorithm (algorithm 1) with the standard sampling method in terms of the number of samplings. Let q i denotes the initial probability of constructing the minimum WCDS ω i , and (1 − ε) denotes the probability with which algorithm 1 converges to the WCDS ω i and q(k) is updated by algorithm 1. The learning rate of algorithm 1 needs to be obtained for each error parameter ε ∈ (0, 1). To do that, parameter x can be obtained from Eq. (20) (1 − e −qix )/(1 − ε) = (1 − e −x ) (20) for a given error parameter ε. After some simplification, the equation above is rewritten as an equation of degree q i as follows (e −x ) qi + e −x (1 − ε) − ε = 0 .
The equation above can be solved by the numerical methods. Learning rate a is then calculated for the given parameter x by solving Eq. (21) ax/e ax − 1 = max
The number of samples needs to be taken by algorithm 1 is then determined by running the algorithm for the learning rate obtained from the equation above. The minimum number of samples taken by the standard sampling method, satisfying prob[|x n −µ| < δ] ≥ 1−ε, has also been given in Tables 1, 3 , and 5, where δ = 0.001. Comparing the results of algorithm 1 and the standard sampling method, we find that the number of samples taken by algorithm 1 is much less than that of the standard sampling method. These results are given in Table 8 .
Conclusion
In this paper, several learning automata-based algorithms were proposed to solve the minimum WCDS problem in a stochastic graph when the probability distribution function of the weight of the vertices is unknown. To evaluate the proposed Learning Automata-Based Algorithms for Finding MWCDS in Stochastic Graphs 755 algorithms, at first, the number of samples needs to be taken from the graph was obtained by the standard sampling method when the approximated value of the vertex weight satisfies a certain confidence constraint. Then, the number of samples taken by the proposed algorithm, where the probability with which the algorithm converges to the WCDS with the minimum expected weight satisfies the given constraint, were calculated and shown to be much less than that of the standard sampling method. As the algorithms proceed, taking advantage of learning automata the process of sampling from the graph is concentrated on the vertices by which the minimum WCDS is constructed. Such an intelligent sampling process meaningfully reduces the number of samples needs to be taken from the graph. For the first proposed algorithm, it was shown that by a proper choice of the parameters of the learning algorithm, the probability with which the given algorithm finds the optimal WCDS is close enough to unity. The simulation results showed the efficiency of the proposed algorithms in terms of the sampling rate. Proof. The required sample size for each of the vertices to satisfy a confidence level 1 − ε i is obtained by using the vertex sampling method described below.
Vertex sampling method Let (x 1 , x 2 , . . . , x N ) be a random sample of random variable X i associated with weight of vertex v i having unknown mean µ and variance σ 2 . Ifx ± σ/ √ N ε i , wherex
x j , is a 1 − ε i % confidence interval for mean µ, then for each sufficiently small value of δ, there exists a positive number N 0 such that
The problem is then to find a confidence region for each of the vertices under which a desired confidence level 1 − ε is guaranteed for the WCDS. The confidence region for the WCDS is defined as the intersection ∩ k i=1 C i (ε i ) of the confidence regions for the vertices, where C i (ε i ) = 1 − ε i denotes the confidence region for vertex v i and k denotes the cardinality of the WCDS. Using Booles-Bonferroni inequality, 52 we have
and so
Hence, the confidence level of the WCDS is not smaller than 1 − k i=1 ε i . In this theorem, the objective is to obtain a confidence level not smaller than 1 − ε for the WCDS. To achieve this, according to the Bonferroni Correction 53 it is sufficient to build a confidence with level 1 − ε i for each vertex v i such that k i=1 ε i = ε, and hence the proof of the theorem.
