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I. Introduction 
Let T(n, p) be a tournament with the vertex set [n] = { 1,2 .. . . .  n} such that the pair 
{i,j}, i < j, is oriented from i to j with probability p, independently for each i,j E In]. 
l The particular case of p = 2 was investigated by several authors (for further eferences 
see [5]). For arbitrary p, according to our knowledge, this model was introduced in 
[1]. In this note we study asymptotic properties of T(n, p), as n ---, cx~ and parameter p 
may vary as a function of n. We determine the threshold functions for small subgraphs 
of T(n, p), i.e. for those whose size does not depend on n. Then we characterize 
component structure of T(n, p) and deduce from it the length of the longest cycle in 
T(n, p). As a corollary we get the threshold function for the existence of a Hamilton 
cycle in T(n, p). 
Throughout he note paths and cycles are always meant to be directed and the 
connectivity should be understood as the strong connectivity of digraphs. 
2. Small subgraphs 
A subgraph of a tournament is necessarily an antisymmetric digraph, i.e. it does 
not contain arcs (i,j) and (j,i) at the same time. On the other hand, if p ~ 0, 1 
then each antisymmetric digraph of size at most n appears in T(n, p) with positive 
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probability. In this section we investigate the limit l imn-oo Prob(T(n, p )DD) ,  where 
D is an arbitrary but fixed antisymmetric digraph. From now on by a digraph we shall 
always mean an antisymmetric one. 
Consider first the case of an acyclic digraph D. Since every acyclic digraph can be 
trivially extended to the transitive tournament on the same vertex set, and the transitive 
tournament of order k is contained in every tournament on n>>.R(k,k) vertices, where 
R(k,k) is the Ramsey number (see [2, p. 18]), so, in this case, Prob(T(n, p )DD)  = 1 
independently of p, provided n is large enough. 
For all other digraphs, i.e. for those containing at least one directed cycle, we should 
expect two thresholds, one of '0-1 'and the other of '1 -0 '  type, since at the beginning, 
(when p = 0), and at the end of evolution (when p -- 1 ) the tournament T(n, p) is 
transitive. 
To formulate our result we acquire the following notation. Let D be a digraph with 
a linear order imposed on its vertex set. Then we define G(D) to be the undirected 
graph on the same vertex set as D, whose edges correspond to those arcs (i,j) of 
D for which i < j. For a graph G -- (V(G),E(G)) let d(G) = ]E(G)[/IV(G)] and 
m( G) = maxH c_ 6 d(H). 
Now, let D be an unlabelled digraph on k vertices. Among all copies of D on 
linearly ordered vertex set [k], let Do be one which minimizes m(G(Do)) and set 
m(D) = m(G(Do)). For instance, m(D) -- ½ for any directed cycle D. Observe, that 
m(D) = 0 if and only if D is acyclic. 
Theorem 1. Let D be an antisymmetr& digraph with at least one cycle. Then 
lim Prob(T(n, p) D D) = { 
n- - *o0  
0 if rip m(°) ~0,  
1 /f n(min(p, 1 - p))m(O) ~ 00, 
0 /f n(1 -- p),,(o) ~ O. 
Proof. We may restrict ourselves to the case p ~< ½; the case p>~ ½ follows by sym- 
metry. 
Note that G(T(n, p)) = G(n, p), so the existence of a copy of D in T(n, p) implies 
the existence of a copy of a graph H in G(n, p) with d(H)>~m(D). But the expected 
number of such copies in G(n,p) is O(nlV(H)lp IE(H)j) = O((npd(H)) IVfH)l) = O(1) 
whenever np re(D) ~ 0 as  n ~ (30. 
Assume now that np 'n(°) --* co and denote by X the number of those copies of D 
which are mapped into Do by some increasing bijection. The expectation of X is of 
the order nlV(D)lp IE(G(D°))I (due to the assumption that p~< ½ all powers of 1 - p can 
be ignored). For the variance of X we have 
VarX O( n2V o  v'O p2" Oo,, o 
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where the sum is taken over all subdigraphs D' of Do with at least one arc. Hence 
o Var  (V ' ) 
Prob(X = ) ~ ( ~ - 0  nlV~O')I~E~C~D))I = 0(1), 
since IE(G(D'))I/IV(D')I <~m(D). [] 
Remark. The second part of Theorem 1 can also be proved in the following way. Par- 
tition the vertex set of T(n, p) into k consecutive blocks of size about n/k each and find 
an induced copy of G(Do) with the ith vertex in ith block. The existence of such a copy 
follows from the induced version of Corollary 1 from [4] (see also Remark 3 there). 
Example. Let D be a directed cycle of length k. Then G(Do) is a graph on k vertices 
which contains at least one edge whose every connected component has at most two 
1 and, as long as n2p ~ O, there are almost surely no directed vertices. Thus m(D ) = 
cycles in T(n, p) (here and below almost surely means 'with probability tending to 
1 as n ~ cx~'). Indeed, for such p, tournament T(n, p) almost surely contains no arcs 
(i,j) with i < j, so it is transitive. As soon as n2p ---+ oo (but n2(1 -p)  ~ cxz) there are 
almost surely many copies of D in T(n, p). It can be proved (see Gruszka [3], Rucifiski 
[7]) that then the number of copies of D is asymptotically normal. So far the situation 
is similar to the evolution of G(n, p), where cycles of length k appear, independently 
of k, when np ~ oo. However, the threshold behaviours of these two models are quite 
different. If np --* c > 0, the number of cycles of length k in G(n, p) tends to a 
random variable with Poisson distribution, whereas for n2p ~ c > 0 the expectation 
of directed cycles of length k tends to infinity and their asymptotic distribution is more 
complicated. 
The above example does not indicate that there is no room for the Poisson phase 
in the evolution of T(n, p). It can be easily shown by the method of moments that, 
for np rn(D) ---, c > 0, the distribution of the number of copies of D is asymptotically 
Poisson if and only if for every copy Do of D on a linearly ordered vertex set, for 
which m(G(Do)) = re(D), the graph G(Do) is strictly balanced. (An undirected graph 
G is strictly balanced if for every proper subgraph H of G we have d(H) < d(G).) 
Let us call a digraph D which satisfies the above condition strictly balanced. Thus, 
the question arises whether such strictly balanced igraphs exist at all. The answer for 
this problem is positive and a strictly balanced igraph with 12 vertices was found by 
Andrzej Kurek who also proved that no digraph with less than 12 vertices is strictly 
balanced (personal communication). 
3. Large structures 
In this section we determine, for a wide range of p = p(n), the size of the largest 
strong component and the length of the longest cycle in T(n, p). 
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Call a tournament irreducible if it is not possible to partition its vertices into two 
non-empty sets A and B in such a way that no arc goes from A to B. It is well known 
(see [5]) that, for tournaments, the properties of being strongly connected, irreducible, 
Hamiltonian and pancyclic coincide - we shall use their equivalence a couple of times. 
For simplicity we restrict our consideration to the case when p~< ½ - using the 
obvious duality between T(n, p) and T(n, 1 - p) one can easily extend our result to 
larger values of p. 
Let 
and 
= min{i: (i,j) E T(n, p) for some j > i} 
fl = max{j:  (i,j) E T(n, p) for some i < j}, 
while in an (unlikely) case when (i, j) f[ T(n,p) for all 1 ~<i < j<~n we put ~ = fl = 1. 
(We use Greek letters here to emphasize the fact that ~ and fl are random variables.) 
Clearly, each i E [n] such that either i < c~ or i > fl constitutes a one-element 
strongly connected component of its own. The main result of this section states that 
all vertices between ~ and fl belong almost surely to one giant component of T(n, p), 
provided only that n2 p ~ oo. 
Theorem 2. I f  n2p --~ oo and p<<. 1/2 then almost surely the set {~,~ + 1 . . . . .  fl} is 
the vertex set of a stron9 component of T(n, p). 
Proof. Let us consider first the case when np ~< 3 log n. Our initial goal is to show that 
almost surely T(n, p) contains a directed path from ~ to ft. 
Let a = a(n)<<.b = b(n) be sequences of natural numbers such that anp ~ oc, 
b2p ~ c~ but abp ~ O. Note that these conditions imply that 1 ~<a = o(b) and 
b = o(n). For instance, a = 1 + [n-°98p-° '99j  and b = [n°'°2p-°'49J would do. 
Let us split the set [n] into five consecutive segments: A1 = {1 . . . . .  a}, A2 = {a + 
1 . . . . .  a+b},A3  = {a+b+ 1 . . . . .  n-a -b} ,  A4 = {n-a -b+l  . . . . .  n -a}  and 
A5 --- {n -a+ 1 . . . . .  n}. Thus, IA~I = IAsI = a, IA21 = IA41 = b and IA3[ = n-2a-2b  = 
n-  o(n). Note that the following facts hold almost surely: 
(i) ~EA1 andf lEAs .  
(ii) Vi E A1:Vj E [n] \A3, j  > i:( i , j)f[ T(n,p), and, similarly, 
Vi E [n] \ A3: Vj E As,j > i:(i,j) f[ T(n, p). 
In particular, 3io,jo E A3: (~, io), (jo, fl) E T(n, p). 
(iii) 3ko E A2:310 E A4: (ko, 10) E T(n, p). 
Indeed, (i) and (iii) are true since the number of arcs from A1 to [n] \ Al, from 
[n] \As to As and from Az to A4 are binomially distributed with expectations of orders 
anp ~ oc, anp ~ oo and bZp --~ 00, respectively. To see (ii) note that the expected 
number of arcs (i,j), with i < j ,  going either from Al to A1 UA2 UA4 UA5 or from 
A 1 UA 2 UA 4 UA 5 to As is of order abp ~ O. 
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Now we use the standard method of generating a random graph in two rounds, fixing 
the outcome of the first round (we omit here a formal conditioning argument). In our 
case we first generate all arcs but those between A2 and A 3 and between A3 and A4. 
Then, we find ~,/3, i0, j0, k0 and 10, and from now on we treat them as fixed vertices. 
Hence, the probability that in the second round both arcs (io, ko) and (lo,jo) belong to 
T(n, p) is (1 -p )2  = 1 -o (1 ) .  Thus, almost surely T(n, p) contains a directed path 
of length 5 (in our notation otiokolojo/3) from ~ to /3. 
To prove the strong connectivity we need to find, for each ~ ~<j ~</3, a path from /3 
to j and a path from j to ~. If  j = ~ + 1, • + 2, /3-  2 , /3-  1, the existence of such a path 
of length 1 follows from (i) and (ii). We claim that almost surely T(n, p) contains, 
for each j,  c~ + 3 ~<j ~</3 - 3, at least one of the paths j~, j (~ + 1 )~, j (~ + 2)~ and 
at least one of the paths /3j, /3(/3- 1)j o r /3 ( /3 -  2)j. Indeed, it follows from the fact 
that the expected number of quadruples of the form k, k + 1, k + 2, j which induce 
in T(n, p) a subtournament with more than two arcs going 'to the right' is bounded 
from above by 
n226p 3= O(log 3 n/n) = 0(1). 
Finally, assume that 3 log n <<.np<~n/2. Since for np ~ oo almost surely ~ = 1 
and fl = n we must show that almost surely T(n, p) is strongly connected, or, equiva- 
lently, that it is irreducible. Let X be the number of bipartitions of [n] which violate 
irreducibility of T(n, p). Then, the expectation of X is bounded from above by 
Ln/2J 
k=l  
Ln/2J 
1 - p, p})k(,,-k) ~< E(n(  1 _ p)n/Z)k = 0(1).  
k=l  
This completes the proof of Theorem 2. [] 
Thus we have shown that if n2p ~ oo and p~<½ then almost surely there are 
= ~-  1 + n -  fl vertices T(n, p) outside the giant component and the longest cycle is 
almost surely of the length n - ( (note that the assumption 2p ~ o~ is necessary to 
assure that T(n, p) is almost surely non-transitive.) It is not difficult to find the limit 
distribution of (. When np ---, 0 we have 
nlirnoo Prob((0~ - 1)np<.x,(n - fl)np<~y) = (1 - e-X)(1 - e -y )  
so np( converges in distribution to the sum of independent, identically distributed 
exponential random variables. Consequently, 
lim Prob( (<~X)  = l - ( l+x)e  -x fo r0  <X<OO.  
n~oc  k np ,/ 
In the threshold case np ~ c > 0, for fixed i and j there are no arcs from { 1,2 . . . . .  i} 
to {n- j ,n - j+  1 . . . . .  n} so events '7 = i' and 'n - /3  = j '  are asymptotically 
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independent. Thus, for k = 0, 1 . . . . .  
k 
l im Prob(~ = k)  = l i ra  E Prob(~ - 1 = l, n - fl --- k - l )  
?/ - -~ OG n 
1=0 
k 
= ~ n~m Prob(~ - 1 = l )  n~lim Prob( n - fl = k - 1) 
1=0 
k 
= E(e  -c l  _ e -C( l+ l ) ) (e -C(k - l )  _ e-c (k - t+ l ) )  
/=0 
=(k  + 1)(1 - e-~)2e -~k . 
In particular, if p ~< ½, then 
l im Prob(T(n, p )  is pancycl ic)  = lim Prob(T(n, p )  is Hamiltonian) 
n ---~ oo  n - -~ oo  
0 if  np- -~O,  
= lim Prob(T(n ,p )  is strongly connected) = (1 - e-C) 2 i f  np ~ c, 
n--+~ 1 i f  n p ~ oo . 
For p = ½, the above result was already shown in [6], a proof  of  the case when 
np ~ ~ was first presented in [3]. 
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