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Reziume˙. Pasiu¯lytas algoritmas kvaziperiodini ↪u funkcij ↪u vidurkinimo operatoriaus aproksimacijoms kon-
struoti. Algoritmas leidžia konstruoti diferencialini ↪u lygcˇi ↪u su mažuoju parametru asimptotinius artinius,
tolygiai tinkamus ilgame laiko intervale.
Raktiniai žodžiai: netiesiniai svyravimai, rezonansai, mažieji vardikliai, vidurkinimas.
1. Vidurkinimo metodas taikomas paprast
↪
uj
↪
u diferencialini
↪
u lygcˇi
↪
u, lygcˇi
↪
u daline˙mis
išvestine˙mis, integralini ↪u lygcˇi ↪u asimptotine˙je analize˙je. Jo ide˙ja — atskirti tam tikr ↪u
funkcij
↪
u integral
↪
u pagrindin
↪
e dal
↪
i nuo osciliuojancˇiosios dalies.
Tarkime, kad f (t): R→R yra periodine˙ funkcija. Tada
t∫
0
f (s)ds = 〈f 〉 t + F(t), (1)
〈f 〉 = lim
T→∞T
−1 T∫
0
f (s)ds yra funkcijos f (t) vidurkis, F(t) =
t∫
0
(f (s) − 〈f 〉)ds –
periodine˙ funkcija.
Jei funkcija f (t) ne˙ra periodine˙, F(t) (1) formule˙je gali bu¯ti neapre˙žta, kai t ∈
[0,+∞). Tacˇiau asimptotine˙je analize˙je paprastai svarbus jos augimo greitis baig-
tiniame, bet ilgajame intervale, pavyzdžiui, t ∈ [0,O(ε−1)], (0 < ε  1). Nustatyti
efektyvius funkcijos F(t) augimo greicˇio
↪
ivercˇius, atsižvelgiant
↪
i konkret
↪
u uždavin
↪
i
yra vidurkinimo metodo matematinio pagrindimo esme˙. Šiame darbe nagrine˙jama
kvaziperiodine˙ funkcija
f (t) = g(α1t,α2t, . . . ,αnt), αj ∈R, (2)
kai funkcija g(x1, x2, . . . , xn) yra periodine˙ pagal kiekvien ↪a kintam ↪aj↪i xj su periodu
2π , tacˇiau šis apribojimas periodui ne˙ra esminis. Funkcija F(t) apre˙žta tada ir tik tada,
kai ji yra beveik periodine˙ (žr., pvz. [1]), o tai priklauso nuo skaicˇi
↪
u αj algebrini ↪u
savybi ↪u.
Tarkime, kad T yra didelis teigiamas parametras ir F
T
= max
t∈[0,T ]
|F(t)|. Šio darbo
tikslas – išnagrine˙ti
↪
ivercˇio FT savybes, konstruojant vidurkio 〈f 〉 aproksimacijas.
Pakeiskime (2) formule˙s funkcij
↪
a g(· · ·) j
↪
a aproksimuojancˇiu trigonometriniu poli-
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nomu
gN(x1, . . . , xn) =
∑
l∈Zn,
∥∥∥l
∥∥∥N
gl e
i(l1x1+···+lnxn) (3)
ˇCia l = (l1, l2, . . . , ln) ∈ Zn, ‖l‖ = max
j=1,2,...,n
|lj |. Aproksimacijos g(· · ·) ≈ gN(· · ·)
paklaida rN(x1, . . . , xn) = g − gN priklauso tik nuo funkcijos g glodumo (toly-
dži ↪uj ↪u dalini ↪u išvestini ↪u eile˙s) ir nepriklauso nuo skaicˇi ↪u α1, . . ., αn. Pažyme˙kime
RN = max
(x1,...,xn)∈[0,2π]n
|rN (x1, . . . , xn)|.
Nagrine˙sime gaunamus iš (2), (3) formuli
↪
u reiškinius
δl (α) = α1l1 + α2l2 + · · · + αnln (4)
ir j
↪
u aproksimacijas δl (˜α), kai ˜α ≈ α.
Perrašome (1) lygyb
↪
e taip:
t∫
0
f (s)ds =
t∫
0
(
f (s) − gα,N (s)
)
ds +
t∫
0
(
gα,N(s)− g ˜α,N(s)
)
ds (5)
+
∫ t
0
(
g ˜α,N(s) −
〈
g ˜α,N
〉)
ds + t
〈
g ˜α,N
〉
.
Iš (5) matome, kad galioja
↪
ivertis
1
T
max
0tT
∣∣∣∣
∫ t
0
f (s)ds − t
〈
g ˜α,N
〉∣∣∣∣RN +CN T
∥∥∥α − ˜α∥∥∥+ I
0
˜α,N
T
. (6)
ˇCia pažyme˙ta CN  n · max
(x1 ,...,xn)∈[0,2π ]n
j=1,2,...,n
∣∣∣∣∣
∂g
N
(
x1, . . . , xn
)
∂x
j
∣∣∣∣∣,
I ˜α,N(t) =
∑
l∈Zn: δl
( ˜α)
=0, ∥∥∥l
∥∥∥N
gl
e
iδl
( ˜α)t − 1
iδl
( ˜α) , I
0
˜α,N = max0tT
∣∣∣I ˜α,N(t)
∣∣∣ ,
〈
g ˜α,N
〉
=
∑
l∈Zn: δl
( ˜α)=0, ∥∥∥l
∥∥∥N
gl. (7)
2. Tarkime, kad ε yra mažas teigiamas parametras ir T = O(ε−1). Tada (6) nely-
gybe˙s dešinioji puse˙ bus o(1), kai ˜α = α, nepriklausomai nuo skaicˇi ↪u αj savybi ↪u
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[2]. Jei αj algebriniai skaicˇiai1, šis ↪ivertis gali bu¯ti patikslintas: O(εγ ), 0 < γ  1.
Autoriaus darbe [3] buvo pasiu¯lyta taikyti dažni
↪
u aproksimacij
↪
a α ≈ ˜α, kuri leido
konstruoti hiperbolini
↪
u sistem
↪
u asimptotini
↪
u skleidini
↪
u aukštesni
↪
u eili
↪
u narius, tacˇiau
toki
↪
u aproksimacij
↪
u praktiniai aspektai nebuvo nagrine˙jami. Iš (6)
↪
ivercˇio matome,
kad geriausi
↪
a dažni
↪
u aproksimacij
↪
a gausime, kai∥∥∥α − ˜α(ε)
∥∥∥ CN(ε)
ε
= O(RN(ε)) = O
(
εI0˜α(ε),N(ε)
)
. (8)
Taigi praktiniam aproksimacijos α ≈ ˜α taikymui reikia patikimai (derinant skaicˇi-
avim
↪
u tikslum
↪
a su mažuoju parametru ε) skaicˇiuoti osciliuojancˇiojo integralo maksi-
mum
↪
a I0˜α,N . Nagrine˙sime nenulinius Furje˙ koeficientus gl ir skaicˇi ↪u αj aproksimacijas
racionaliosiomis trupmenomis ˜αj =
pj
qj
, Q – skaicˇi ↪u q1, . . ., qn mažiausiasis bendrasis
kartotinis. Tada pažyme˙j
↪
e p′j = pjQ, turime
δl
( ˜α)= Pl
Q
, Pl = p′1l1 + p′2l2 + · · · +p′nln ∈Z .
Pažyme˙kime sveikaskaicˇi
↪
u vektori
↪
u l ∈Zn aibes
As,N =
{
‖l‖N, gl 
= 0, Q ·
∣∣∣
n∑
j=1
p′j lj
qj
∣∣∣ · ⌈ 1|gl |
⌉
= s
}
, s = 0,1, . . .
Tada A0,N yra rezonansini ↪u vektori ↪u aibe˙ ir (7) vidurk↪i gauname taip:〈
g ˜α,N
〉
=
∑
l∈A0,N
gl . (9)
Nerezonansine˙ osciliuojancˇiojo integralo dalis išreiškiama formule
I ˜α,N(t) = J (x) = Q ·
S(N)∑
s=1, l∈As,N
gl
⌈
|g|−1l
⌉ eiPl x
s
, x = t
Q
. (10)
Atkreipkime de˙mes
↪
i, kad gl
⌈
|g|−1l
⌉
= O(1). Tode˙l (10) algoritmas leidžia išvengti
skirting
↪
u eili
↪
u de˙men
↪
u sumavimo, t. y. apvalinimo paklaid
↪
u kaupimo (žr. [4]). Funkci-
jos J (x) periodas lygus 2π . Tode˙l max |J (x)| nepriklauso nuo intervalo t ∈ [0,T ]
ilgio T = O(ε−1) ir turime skaitine˙s, o ne asimptotine˙s analize˙s uždavin
↪
i.
1Tai galioja ne tik algebriniams, bet ir beveik visiems skaicˇiams, Lebego mato prasme.
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3. Nagrine˙sime modelin
↪
e sistem
↪
a, (11) turincˇi
↪
a du greituosius (y, z) ir vien
↪
a le˙t
↪
aj
↪
i (x)
kintam ↪aj↪i. Šiai sistemai bu¯dingos daug bendresni ↪u, pavyzdžiui, dangaus mechanikos
uždavini
↪
u, problemos (žr. [5,6]).
dx
dt
= ε
∞∑
n=1
∞∑
m=1
cos (ny −mz)
n3 + m3 ,
dy
dt
= 1, dz
dt
= λ, 0 < ε  1. (11)
Jei λ yra iracionalusis skaicˇius, sistemos klasikiniu vidurkinimu gausime nedaug infor-
macijos apie sprendin
↪
i: x(t; ε) = o(1). Aproksimuokime dažn
↪
i racionaliosiomis trup-
menomis:
λ ≈ λ˜ = p
q
.
Tada y = t , z ≈ λ˜t ir asimptotinio sprendinio x(t; ε) = x0 (t; ε)+ εx1(t; ε) ieškome iš
šios suvidurkintosios lygties
dx0
dt
= ε
∑
m,n∈A0,N
1
m3 + n3 , x0 (0; ε) = 0. (12)
Taigi gauname asimptotin
↪
i skleidin
↪
i
x0 (t; ε) = εt
∑
m,n∈A0,N
1
m3 + n3 .
Tarkime, kad (11) sistemos dažnis λ = π . Geriausias šiuo metu [7] žinomas atsir-
andancˇi
↪
u integruojant (11) reiškin
↪
i maž
↪
uj
↪
u vardikli
↪
u
↪
ivertis yra toks
|n− πm| > m−7,0161. (13)
Iš (13) gauname (žr. [3]) asimptotinio artinio x(t, ε) ≡ 0 paklaidos
↪
ivert
↪
i O(ε
1
8,0161 ).
Praktikoje jis gali bu¯ti ir netaikytinas esant konkrecˇioms mažojo parametro ε
reikšme˙ms. Taikydami aproksimacij
↪
a π ≈ p(ε)
q(ε)
gauname (12) uždavinio sprendinio
asimptotin
↪
e aproksimacij ↪a ir paklaidos ↪ivert↪i galime pagerinti, jei
π− p(ε)
q(ε)
ε
 ε 18,0161 .
Taikome skaicˇiaus π aproksimacijas racionaliosiomis trupmenomis. Paimkime
π ≈ 227 . Tada
∣∣∣π − 227
∣∣∣ ≈ 0,001264543 . . . < 1,3 · 10−3 ir tolygiai laiko intervale
t ∈ [0,O(ε−1)] turime asimptotin
↪
i artin
↪
i
x0(t; ε) =
εt
73 + 223
(
1 + 1
8
+ · · ·
)
(14)
Matome, kad (14) skleidinys nelygus artiniui x(t, ε) ≡ 0. Taikydami dar tikslesn
↪
e
skaicˇiaus π aproksimacij
↪
a
∣∣∣π − 355113
∣∣∣< 3,2 · 10−7, gausime
x0 (t; ε) =
εt
1133 + 3553
(
1 + 1
8
+ · · ·
)
. (15)
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Elementariais, nors ir greme˙zdiškais pertvarkiais gaunami (6) nelygybe˙s dydži
↪
u
↪
ivercˇiai (11) uždaviniui, kuriuos pateiksime be
↪
irodymo:
RN 
π + √2√
2N
, CN 
(
ln 2
3
+ π√
3
)
· ln (1 +N) .
Asimptotini
↪
u artini
↪
u (14) ir (15) paklaidoms
↪
ivertinti reikalingos apskaicˇiuotos
I0
α˜≈π,N reikšme˙s:
N=5 N=10 N=50 N=500
π ≈ 227 0,564 0,557 0,559 0,559
π ≈ 355113 0,552 0,548 0,573 0,574
Taigi ture˙dami vis ↪u (6) nelygybe˙s parametr ↪u ↪ivercˇius, gauname kriterij ↪u aproksi-
macijai π ≈ p(ε)
q(ε)
pasirinkti, kai T = 1
ε
min
p,q
max
{
π +√2√
2N
;
(
ln 2
3 + π√3
)
ln (1 +N)
ε
∣∣∣π − p
q
∣∣∣; εI0p
q
,N
}
. (16)
Kai ε = 0,1 paimkime N = 50 ir iš (16) gauname (14) asimptotikos paklaidos
↪
ivert
↪
i
max
{
0,063; 8,04
0,1
0,0013; 0,1 · 0.559
}
= 0,10.
Matome, kad šiuo atveju netikslinga taikyti aproksimacijos π ≈ 227 ir geresn↪i paklaidos
↪
ivert
↪
i gausime, kai π ≈ 355113 , t. y. taikydami (15) skleidin↪i.
Kai ε = 0,01 paimkime N = 500 ir tada
max
{
0,0064; 12,71
0,01
0,33 · 10−6; 0,01 · 0.574
}
= 0,64 · 10−3.
Pastebe˙kime, kad (14) ir (15) skleidiniai apre˙žti atitinkamai konstantomis 9,1 ·10−5
ir 2,2 · 10−8, kai τ ∈ [0,1]. Tode˙l skleidinio x0 ≡ 0 paklaida, kai ε = 0,1 neviršija
0,063 ir 0,0064 esant ε = 0,01. Iš
↪
ivercˇio O(ε
1
8,0161 ) gautume atitinkamai 0,75 ir
0,56.
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SUMMARY
A. Krylovas. On approximation of averaging operator
An algorithm for constructing approximations of averaging operators of quasi-periodical functions is pre-
sented in the paper. The algorithm can be used for constructinguniformly valid for a long time asymptotical
solutions of differential equations with small parameter.
Keywords: averaging, small denominators, perturbation method, differential equations.
