Abstract: Ant colonies are successfully used nowadays as multi-agent systems (MAS) to solve difficult optimization problems such as travelling salesman (TSP), quadratic assignment (QAP), vehicle routing (VRP), graph coloring and satisfiability problem. The objective of the research presented in this paper is to adapt an improved version of Ant Colony Optimisation (ACO) algorithm, mainly: the Elitist Ant System (EAS) algorithm in order to solve the Vehicle Route Allocation Problem (VRAP). After a brief introduction in the first section about MAS and their characteristics, the paper presents the rationale within the second section where ACO algorithm and its common extensions are described. In the approach (the third section) are explained the steps that must be followed in order to adapt EAS for solving the VRAP. The resulted algorithm is illustrated in the fourth section. Section five closes the paper presenting the conclusions and intentions.
Introduction
Ant colonies are used nowadays as multi-agent systems to solve different optimization problems from the NP-hard class. Examples of such problems are traveling salesman (TSP), quadratic assignment (QAP), vehicle routing (VRP), graph colouring and satisfiability problem.
The multi-agent systems are copying some or all the characteristics of their biological counterparts (depending on how much these characteristics are helpful to the MAS solving a particular type of problem) such as [6] :
• distributed society of autonomous individuals/agents;
• fully distributed control among the agents;
• localized communications among the individual;
• stochastic agent decisions;
• system-level behaviours transcending the behavioural repertoire of the single (minimalist) agent;
• simple interaction rules.
Consequently, the overall very important features of the system are: robustness, adaptability and scalability. The paper presents the technique of solving yet another difficult problem (VRAP) which belongs to the NP-hard class of problems. Related work, regarding the ACO and EAS algorithms, is described recently (2006) (2007) in [1] , [2] , [3] , [9] ; to weaken redundancy, here details are skipped over. As a result, the rest of the paper is structured as follows: Section 2 expounds the rationale where Ant Colony Optimisation (ACO) and its common extensions are explained. Section 3 describes the steps that must be followed in order to adapt EAS for solving the VRAP. The next section concentrates on presenting the resulted algorithm. Conclusions and directions of future work (section 5) are closing the paper. 
Rationale and Approach
The ant colony optimization algorithm (ACO), introduced by Marco Dorigo in 1992 in his PhD thesis, is a probabilistic technique for solving computational problems which can be reduced to finding good paths through graphs and is inspired by the behaviour of ants in finding paths from the colony to food [8] .
In all early Ant System (AS) algorithms, ants are searching for (candidate) solutions based on two main components: pheromone trails and problem-dependent heuristic information. These algorithms have suffered frequent modifications in order to improve their efficiency. Thus, the AS [5] developed into the Elitist Ant System (EAS) [4] , because each ant that finds a better solution has the chance to deposit more pheromone.
Other systems that emerged from the AS are the Max-Min Ant System (MMAS) [10] and the Ant-Q [7] where the deposited pheromone amount is directly proportional to the quality of the found solution. In the Rank-Based Ant System (ASrank) all solutions are ranked accordingly to their fitness. The amount of pheromone deposited is then weighted for each solution, such that the more optimal solutions deposit more pheromone than the less optimal solutions.
The basic VRAP consists in allocating vehicles from a fleet to different routes in such a way that the average distance travelled in a month is (optimally) equal for all vehicles.
Before designing an ACO algorithm some questions regarding important aspects of the problem must be answered first [6] :
• The representation of the problem (pheromone model): What are the most effective state features to consider for learning "the good decisions"?
• Heuristic variables: What are they and what is their relative weight regarding the pheromone in the decisions?
• Ant-routing table: How pheromone and heuristic variables are combined together to define the goodness of a decision?
• Stochastic decision policy: How to make good exploration without sacrificing exploitation of promising/good actions?
• Regarding pheromones: Is it useful to put limits in pheromone ranges? How should the pheromone initialization and evaporation be dealt with? What is the best policy for pheromone updating: online or offline?
• Scheduling of the ants: How and/or how many per iteration?
• Restarting the algorithm after stagnation: Would it be better to restart the algorithm when stagnation is detected?
• Daemon components: What is the effect of local search?
The standard form of the EAS algorithm for solving the TSP is presented in figure 1 .
// Initialize pheromone trails for (every edge i, j) { τ = τ 0 } // Choose the starting town for every ant for (k = 1; k ≤ m; k++) { Place ant k on a randomly chosen city } // Initialize the best tour and length T + = the shortest tour found from the beginning L + = the length of the best tour // Main loop for (t = 1;t ≤ T max;t++) { // Compute a tour for every ant for (k = 1; k ≤ m; k++) { Build tour T k (t) by applying n − 1 times the following step: Choose the next node (city) j with the probability
where i is the current city. } // Compute the tour lengths for all ants
Compute the length L k (t) of the tour T k (t) produced by ant k } // Update the best tour if an improved tour is found if (an improved tour is found) { Update T + and L + print T + and L + } // Global update for the pheromone trails for (every edge i, j) { Update the pheromone trails by applying the rule: In this paper is presented a problem that has more constraints than TSP in its basic form:
• The number of routes (destinations);
• The number of vehicles in the fleet;
• The route allocation history (the routes must be allocated in an equally distributed manner for each month -TURNUS);
• The average distance travelled by vehicles in a month (this distance must be (optimally) equal for all the vehicles -AVERAGE DISTANCE);
• The driver's rest (of two days) between trips (REST).
Because of these constraints, new variables are necessary to be included in the algorithm for solving VRAP. Moreover a different approach is necessary regarding the development of the graph used to solve the problem. In figure 2 are depicted the graphs for solving TSP and VRAP accordingly. If in the case of TSP the nodes in the graph are representing the cities that the salesman must reach, and the arches are standing for the roads (their cost being directly proportional to the distance between cities), in the case of VRAP the nodes (seen as pairs node0 and noden) are equivalent to a certain route (e.g. Bucharest -Paris) and the arches are representing the cost of allocating a vehicle to that route. Another approach is that the node0 is a unique virtual node regardless of the name of the city that corresponds to the departure station (e.g. node0 can be Bucharest, Paris, etc.). The cost function must include the following factors:
• The vehicle history (the cost is greater if the vehicle departed from node0 and arrived at noden more recently and smaller otherwise);
• The average distance ran by a vehicle in a month (the cost is directly proportional with the difference between the average distance and the actual distance).
• The rest (of two days) of the drivers (the cost is directly proportional with the difference between the required resting days and the actual resting days).
The resulted algorithm
The algorithm for solving VRAP by using the modified Elitist Ant System is presented in figure 3 .
// Variables used // T max -maximum numbers of iterations // R -number of routes // V -number of vehicles // H -routes history matrix // D i j -distance between cities i and j // P i j -pheromone intensity between nodes i and j // a -number of ants used to solve the problem (a is also equal with the number of routes) // T kr (t) -the matrix tour of ant k at the iteration t // C -the vector containing ant tours costs // T + -vector containing the best tour // C + -the cost of the best tour // α ≃ 0.7 -how much the ants takes in consideration the history // β ≃ 0.3 -how much the ants takes in consideration the pheromone intensity // γ ≃ 0.8 -how much the ants takes in consideration the routes distances // ρ ≃ 0.5 -percent of the pheromone that evaporates // ε ≃ 0.5 -the multiplication value for the pheromone intensity of the elitist ant // p 0 -minimum pheromone intensity on arches = 10 −6 // Initialize pheromone trails for (every edge i, j) { P i j = p 0 } // Initialize the best tour and best tour cost T + = the best tour found from the beginning C + = the length of the best tour // Main loop for (t = 1;t ≤ T max;t++) { // For every vehicle (every ant colony) for (v = 1; v ≤ V ; v++) { // Choose the starting town for every ant for (k = 1; k ≤ a; k++) { Place ant k on node zero (start node) } // Compute a tour for every ant for (k = 1; k ≤ a; k++) { Build tour T r k (t) by applying R − 1 times the following step: Choose the next node i in witch the ant k will go with the probability
, where v is the current vechicle } // Compute the tour costs for all ants for (k = 1; k ≤ a; k++) { Compute the cost C k (t) of the tour T r k (t) produced by ant k } // Update the best tour if an improved tour is found if (an improved tour is found) { Update T + and C + Print T + and C + } // Global update for the pheromone trails for (every edge i, j) { Update the pheromone trails by applying the rule: P i j (t) = (1 − ρ) · P i j (t) + ∆P i j (t) + ε · P e i j (t) } // Calculate the intensity of the pheromone for next iteration for (every edge i, j) { P i j (t + 1) = P i j (t) } } } Figure 3 : Elitist Ant System pseudocode for solving the Route Allocation Problem.
The α, β and γ parameters are controlling the relative weight of the history, pheromone intensity and the distance in the process of choosing the next node in the itinerary. The formula for computing the pheromone intensity between nodes i and j at the t moment is: P i j (t) = (1 − ρ) · P i j (t) + ∆P i j (t) + ε · P e i j (t), where
-the pheromone quantity that evaporates on the arch between nodes i and j at the moment t;
• ∆P i j (t) = ∑ a k=1 ∆P k i j (t) -the total pheromone quantity that is deposited on the arch between nodes i and j at the moment t as sum of pheromone quantity deposited by all the ants that have used this arch;
-the pheromone quantity deposited by ant k on the arch between the nodes i and j if that arch belongs to its itinerary (T ki (t)) at the moment t. This quantity is inversely proportional with the history of the vehicle on the route associated to the node that points to that arch;
• ∆P e i j (t) =
-the pheromone quantity deposited by the elitist ant k on the arch between nodes i and j if that arch belongs to its itinerary (T ki (t) = T + ) at the moment t. This quantity is inversely proportional with the history of the vehicle on the route associated to the node that points to that arch.
This process repeats until a certain condition is met (number of iterations, time, the finding of an acceptable solution, etc.).
Conclusions and intentions
The self-organisation (as in the case of ant colonies) indirectly supports the quality of the allocation service through the lack of the distortions or the deficiencies that may appear in a centralized coordination. The resulting implemented algorithm is robust (both reliable and error tolerant). The optimisation algorithm (Elitist Ant System) proved to be perfectly adaptable to the Vehicle Route Allocation Problem. The ant colony algorithms are showing an obvious potential as problem-solving tool, at least in the context of simple MAS, and relevant results can be achieved on affordable hardware configurations. The short-range intentions are:
• Improving the cost formula;
• Finishing the research regarding the control of pheromones and search paths;
• Speeding up the search by fine-tuning the algorithm.
The middle-range target is to apply the optimisation in a real-time manner by modifying the algorithm.
