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Abstract
Phase change materials, typically composed out of Ge, Sb and Te alloys, are materials that
can switch very fast between two stable states, the amorphous and the crystalline phase. The
optical contrast of the two stable phases led to the application in optical data storage such as
compact disks (CD), digital versatile disks (DVD) and Bluray™ disk. Due to the pronounced
contrast in resistivity between the amorphous and the crystalline phase, phase change ma-
terials can also be used in electrical data storage devices. Since the two phases are stable at
moderate temperatures, phase change memory is non-volatile, i.e. it does not need a power
supply to sustain the information. Additionally, phase change memory is faster than the
well-established Flash memory and exhibits a better cyclability and scalability. Therefore,
phase change memory has become one of the most promising candidates for future non-
volatile memory applications and also a candidate to bridge the gap between fast dynamic
random access memory (DRAM) and slow non-volatile memory types.
A precondition for fast switching from the low conductive amorphous phase into the high
conductive crystalline phase is a phenomenon called threshold switching. At a characteris-
tic threshold field the amorphous phase becomes highly conductive entering the so called
amorphous on-state. Once the phase change memory is in the high conductive amorphous
on-state, a high current can flow which enables Joule heating and therefore the phase transi-
tion. In fast memory applications like DRAM, threshold switching and the transient dynam-
ics of the amorphous on-state are very important but poorly understood at the present time.
Therefore, in this work the switching behavior of phase change materials and the dynamics
of the amorphous phase have been studied.
Phase change bridge devices of various width and length have been produced using sev-
eral phase change materials as the active component. A very fast switching material,
Ge15Sb85, has been found to switch within 10ns. The pronounced differences (e.g. in crys-
tallization temperature and crystallization speed) between the amorphous-as-deposited
and amorphous-as-melt-quenched phases have been studied and explained with a differ-
i
ence in geometry of the environment of the active area. No evidence for an intrinsic differ-
ence has been found leading to the conclusion that it is adequate to study intrinsic proper-
ties of the amorphous-as-deposited phase which is much easier to obtain especially in thin
film experiments.
Furthermore, threshold switching in various phase change materials has been studied ex-
perimentally and linked to a generation-recombination statistics model in a multiple band
transport picture. The simulations could reproduce all features observed in the experiment,
and it was found that the threshold switching field varies strongly between different phase
change materials which was linked to the difference in bandgap and defect states.
Another requirement for a memory technology to succeed in the market is the potential to
store multiple bits in a single memory cell (multi level storage). Thus, different states of re-
sistance need to be stored in a phase change memory cell for multi level storage, which is
achieved by producing amorphous marks of different size. Phase change materials are fac-
ing a challenge in this approach because of the resistance drift phenomenon. The resistivity
at room temperature in the amorphous phase is increasing with time which would cause
a memory cell drifting from one state into another. Therefore, it is important to achieve a
better understanding of the amorphous phase to prevent resistance drift or at least describe
it so that it can be handled in memory cells.
For this reason, in this work the temperature dependence of several transport properties
such as conductivity, field effect mobility and Seebeck coefficient has been studied. Based
on optical absorption experiments a model of the density of states for the amorphous phase
was developed. Considering hopping in localized states and transport in extended states,
the experimentally observed transport properties were modeled. It is shown that band
transport is predominant and that the resistance drift phenomenon can be explained by
an increase of the bandgap. This result was confirmed by the absorption measurements.
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Kurzfassung
Übersetzung des englischenOriginaltitels: Elektrischer Transport und Schalten in Phasen-
wechsel Materialien
Phasenwechselmaterialien, in der Regel hauptsächlich aus Ge, Sb und Te Legierungen zu-
sammengesetzt, sind Materialien die sehr schnell zwischen zwei stabilen Zuständen wech-
seln können, der amorphen und kristallinen Phase. Der optische Kontrast zwischen den bei-
den stabilen Phasen führte zur Anwendung in optischen Datenspeichern wie compact disk
(CD), digital versatile disks (DVD) and Bluray™ disk. Aufgrund des starken Kontrasts zwi-
schen dem Widerstand der amorphen und der kristallinen Phase können Phasenwechsel-
materialien auch als elektronische Datenspeicher verwendet werden. Da die beiden Pha-
sen bei moderaten Temperaturen stabil sind, ist solch ein Phasenwechselspeicher nicht-
flüchtig, d.h. es muss keine Spannung anliegen, um die Informationen zu erhalten. Dar-
über hinaus sind Phasenwechselspeicher schneller als Flash und weisen eine höhere Zahl
von Wiederbeschreibzyklen und bessere Skalierbarkeit auf. Daher sind Phasenwechsel-
speicher eine der aussichtsreichsten Kandidaten für zukünftige nicht-flüchtige Speicher-
Anwendungen und könnten die Lücke schließen zwischen schnellem dynamic random ac-
cess memory (DRAM) und langsamen nicht-flüchtigen Speicherformen.
Eine Voraussetzung für schnelles Schalten von der gering leitfähigen amorphen Phase zur
hoch leitfähigen kristallinen Phase ist das so genannte threshold switching Phänomen. Bei
einer charakteristischen Feldstärke geht die amorphe Phase in den so genannten, hoch leit-
fähigen on-state. Wenn das Phasenwechselmaterial in diesem hoch leitfähigen, amorphen
on-state ist, kann ein Strom fließen, der das Material aufheizt und damit die Phasenum-
wandlung ermöglicht. In schnellen Speicher-Anwendungen wie DRAM ist threshold swit-
ching und die kurzlebige Dynamik des amorphen on-states sehr wichtig aber gegenwärtig
nicht ausreichend verstanden. Deshalb wurde in dieser Arbeit das Schaltverhalten von Pha-
senwechselmaterialien und die Dynamik der amorphen Phase untersucht.
iii
Einzelne Zellen unterschiedlicher Breite und Länge eines Phasenwechselspeichers wurden
unter Verwendung verschiedener Phasenwechselmaterialien als aktive Komponente her-
gestellt. Ein sehr schnelles Material, Ge15Sb85, wurde gefunden, dass innerhalb von 10ns
geschaltet werden kann. Die ausgeprägten Unterschiede (zum Beispiel in kristallisations
Temperatur und kristallisations Geschwindigkeit) zwischen der amorphen „as-deposited“
und der amorphen „as-melt-quenched“ Phase wurden untersucht und mit einem Unter-
schied in der Geometrie der Umgebung des aktiven Gebiets erklärt. Für einen intrinsi-
schen Unterschied wurden keine Hinweise gefunden, weshalb es ausreichend ist intrinsi-
sche Eigenschaften der amorphen „as-deposited“ Phase zu untersuchen, die vor allem in
Dünnschicht-Experimenten sehr viel einfacher zu erhalten ist.
Außerdem wurde threshold switching von verschiedenen Phasenwechselmaterialien expe-
rimentell untersucht und mit einem Generations-Rekombinations Model im Bandtransport
Bild verknüpft. Die Simulation konnte alle experimentell beobachteten Merkmale reprodu-
zieren, und es wurde herausgefunden, dass das threshold Feld stark materialabhängig ist,
was mit dem Unterschied in der Bandlücke und Defektzuständen in Verbindung gebracht
werden kann.
Eine andere Voraussetzung damit sich eine Speicher-Technologie auf dem Markt durchset-
zen kann ist das Potential mehrere Bits in einer Speicherzelle zu speichern (Multi level sto-
rage). Deshalb ist es nötig, dass in einer Phasenwechselspeicherzelle verschiedene Wider-
standszustände gespeichert werden können, was durch das produzieren von unterschied-
lich großen amorphen Bereichen erreicht wird. Phasenwechselspeicher stoßen hier auf eine
Herausforderung wegen des Widerstandsdrift Phänomens. Bei Raumtemperatur steigt der
Widerstand der amorphen Phase mit der Zeit an, was dazu führen kann, dass eine Speicher-
zelle von einem Zustand in den Nächsten driftet. Deshalb ist ein besseres Verständnis der
amorphen Phase unerlässlich um Widerstandsdrift zu verhindern oder zumindest zu be-
schreiben, damit in Speicherzellen damit umgegangen werden kann.
Aus diesem Grund wurd in dieser Arbeit die Temperaturabhängigkeit von mehreren Trans-
porteigenschaften wie Leitfähigkeit, Feldeffekt Beweglichkeit und Seebeck-Koeffizient un-
tersucht. Basierend auf optischen Absorptionsexperimenten wurde ein Modell für die Zu-
standsdichte für die amorphe Phase entwickelt. Unter Berücksichtigung von Hopping in lo-
kalisierten Zuständen und Transport in delokalisierten Zuständen, wurden die experimen-
tell beobachteten Transporteigenschaften modelliert. Es wird gezeigt, dass Bandtransport
gegenüber Hopping überwiegt und dass der Widerstand Drift durch eine Vergrößerung der
Bandlücke erklärt werden kann. Dieses Ergebnis wurde durch Absorption Messungen bestä-
tigt.
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Part I.
Background

CHAPTER 1
Introduction
With numerous inventions during the last 100 years, the way of communication (exchange
of information) and memory (storage of information) has changed tremendously. We are
confronted with enormous amounts of information in a huge variety of ways every minute
of our lives. Truly, we are in the information era with all its challenges to the way we filter,
process and also store data. Due to the steadily increasing amount of data and desire to
share and therefore carry these data, the way of data storage underwent continuous change
and improvement.
Especially the density and access times in digital data storage technology has advanced from
punch cards over data tape and data discs to Flash memory. The density has been increased
from a cm2-scale for a single bit to a nm2-scale by 14 orders of magnitude, and also the write
and access times were reduced by 9 orders of magnitude from seconds down to nanosec-
onds. The extended functionality, that modern technology experiences due to the possibil-
ities of higher computational power that comes with higher storage density and shorter ac-
cess times, drives an inexorable and self-sustaining development of miniaturization which
has been described as Moore’s law[Moo65, Moo98].
Currently, a variety of storage principles is used to cover different needs of application (see
Figure 1.1). Hard disc drives (HDD), Flash based solid-state drives (SSD) or compact disks
(CD), digital versatile disks (DVD) and Blu-ray™ disks (BD) are used to archive data. Thus, a
long data retention is required, but the write and access times or the number of rewrite pro-
cesses (cyclability) is less critical, since the data is not permanently read out and overwrit-
ten. On the other hand, for the processes performed in all modern computational devices,
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Figure 1.1.: Current memory hierarchy of computational devices. Fast accessible non-
volatile memories are used to support processing of the CPU. To store data for longer
times, slower and cheaper storage devices are used. Phase change memory (PCM) or phase
change random access memory (PCRAM) can possibly serve as a new type of memory due
to the fast programming speed and non-volatile nature.
the central processing unit (CPU) needs a very fast type of memory which can be used to
store data on very short time scales. For this type of application, static (SRAM) and dynamic
(DRAM) random access memory is used. Thus, a high cyclability and very fast write and
access times are required.
Due to the self-sustaining drive to higher data densities, the scaling performance of a mem-
ory technology is one major concern to compete on the market. In the past, Flash memory
has faced and successfully solved numerous difficulties in the effort to scale down to smaller
technology nodes[Lai08]. However, compromises between different requirements had to be
made. Therefore, the need for further improvements in speed and data endurance is driv-
ing an intensive search for a next-generation non-volatile memory with advanced scaling
potential.
Phase change memory is probably the most promising candidate for the next-generation
memory[LL01, BKS+08] featuring fast programming speed, low power consumption, low
voltage operation, high endurance to repeated cycling, and good scalability to smaller di-
mensions[RBB+08, ZRK+08]. Thus, phase change memory (PCM) could replace Flash as a
main memory component in computational devices in the future. Also, the fast program-
ming speed of phase change materials shows the potential as a unified high performance,
fast and non-volatile memory (PCRAM). This type of memory would be a competitor to
DRAM and could also enable new design concepts for the storage hierarchy in computers,
because it combines the speed of DRAM with the advantage of Flash, namely that data are
preserved when the device is powered off[FW08].
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1.1. Principle of Phase Change Memory
In this work, the underlying physics behind crucial properties of phase change materials
have been studied. To provide an overview, the basic principle of phase change memories is
presented in this section.
Whenever data is stored in digital form, the information is split into portions of binary dig-
its (bit). As the name says, each bit consists of two distinct states associated with “0” and
“1”. Based on this maximum decomposition, boolean logic is used to process and translate
the data between the forms in which computers and humans can understand it. In phase
change memory, the two states of a bit are associated with two forms in which this type of
material can exist, the amorphous phase and the crystalline phase. The amorphous phase
is characterized by a low reflectivity and electrical conductivity. In the crystalline phase, re-
flectivity and electrical conductivity are high. While many materials exhibit such two phases,
the unique feature that classifies phase change materials is the combination of high struc-
tural stability of the two phases with very fast transitions between the two states (memory
switching). This is possible due to the high temperature activation of the phase transition.
At moderate temperatures, the phase transition is very slow leading to high stability of the
states, whereas at high temperatures, the phase transition can occur very fast leading to fast
write times of the bit.
While initially electrical switching of phase change materials was discovered[Ovs68], opti-
cal data discs were commercialized first making use of alloys containing mainly Ge, Sb and
Te[YOA+87, WY07]. Figure 1.2 illustrates how phase change materials can be used in optical
and electrical data storage. When a laser or voltage pulse is applied to the phase change ma-
terial, heat will be generated that can induce the phase transition. If a pulse is applied that
holds the temperature in the regime of fast crystallization for a sufficient amount of time,
as depicted with the first pulse in Figure 1.2, the material is set into the crystalline state. To
bring the device back into the amorphous state, a pulse that heats the material over the melt-
ing temperature needs to be applied. When the material subsequently cools due to the cool
environment at room temperature, the regime of fast crystallization is crossed in a very short
time that is not sufficient to crystallize the material and the material becomes amorphous.
To read out the information, a pulse is applied that does not heat the device significantly.
Hence, no phase transition takes place. Instead, the reflectivity or the conductivity in the
current state is measured to receive the state of the bit.
5
Chapter 1: Introduction
"1"
Ap
plie
d P
uls
e
Te
mp
era
tur
e
Re
fle
ctiv
ity
Co
nd
uc
tivi
ty
set
reset
read read
Time
"0"
"1"
"0"
amorphization
regime of fast
crystallization
crystallization
amorphization
threshold switching
crystallization
Figure 1.2.: Sketch of the main processes in phase change memories. To set a device into
the crystalline state associated with bit state “1” (green), a pulse is applied that heats the
material into the regime of fast crystallization (red). This heating is done by a laser pulse
in optical disks or via a electrical current in electrical devices. To reset the device into the
amorphous state associated with bit “0” (orange), a pulse is applied that heats the material
over the melting temperature Tm . Subsequently, the material cools down rapidly crossing
the regime of fast crystallization in a minimum time so that the material cannot crystallize
during this time. To read out the state of the phase change material, a low power pulse is
applied that does not heat the material significantly. By monitoring reflectivity or conduc-
tivity in optical or electrical memories respectively, the bit state can be identified due to the
contrast in these properties that the amorphous and crystalline state exhibit.
6
1.2. Aim of This Work
1.2. Aim of This Work
The motivation for the work of this thesis is twofold. On the one hand, as pointed out before,
intensive effort is spent to develop a new memory type for the next-generation of storage
technology. Therefore, investigating the physics of phase change material may help to an-
swer the crucial questions to enable new applications. On the other hand, the motivation
is of plain scientific interest since many questions are unanswered even though research in
this area has been carried out since more than 40 years.
Two main questions that have been unanswered so far center on the amorphous phase.
When a device is set to the crystalline phase, sufficient power needs to be induced into the
device to heat the material into the region of fast crystallization. Since the amorphous state
is low conductive, a high voltage would be needed to induce enough power. However, in ex-
periments it is observed that at a certain electrical field the amorphous state becomes high
conductive which reduces the necessary voltage to switch the device drastically. Despite the
importance of this phenomenon known as threshold switching, no theory has been proven
to satisfactorily predict the threshold switching behavior yet.
The second crucial question also concerns the conductivity of the amorphous phase. It has
been observed that at room temperature or above, the conductivity in the amorphous state
decreases with time. Since a distinct state is the basis for the definition of the bit, this is a
major concern for the memory application especially regarding the potential of multi level
storage where more than two states are stored in a single cell. A quantitative description
of this phenomenon is already possible indeed, but a theoretical understanding that would
have predictive power is still missing.
The work is therefore focused on the electrical transport of the amorphous phase of phase
change materials, with the goal to gain more fundamental understanding of the underlying
physics and to show ways how theoretical work and different experiments need to be com-
bined to achieve this goal. The experimental work that has been carried out to achieve this
goal can be divided into two categories: Experiments on memory cells and on thin films.
An important aspect of this combination of experiments is the widely disregarded fact that
it is not per se clear that the amorphous-as-deposited phase, that is investigated in thin
film experiments, and the amorphous-as-melt-quenched phase, that is relevant for mem-
ory devices, behave identically, which limits the predictive power of experiments on thin
films which are much easier to perform. Therefore, experiments have been performed to
address this point breaking the strict separation of the two experimental parts.
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1.3. Structure of This Work
The present thesis structures as follows. The first part provides a background to the theo-
retical description of the density of states and charge transport in disordered systems such
as phase change materials in the amorphous phase. The influence of disorder and defects
on the electrical properties as a function of temperature and electric field is discussed. Ad-
ditionally, the experimental methods that were used within this thesis are explained. This
should provide the reader with the necessary background to follow the arguments in the
following parts.
Since there are in principle two ways to study the physics that will be relevant in memory
cells, the results of the experimental work is structured in these two approaches. The straight
forward way to study the behavior of phase change materials in memory cells is simply to
build memory cells and design experiments comparable to conditions in the application.
The results of such experiments are presented in the second part of this thesis. Experiments
to memory switching and threshold switching performance in phase change bridge devices
are shown and linked to theoretical concepts.
Not all aspects of memory relevant physics can be explained in experiments which are per-
formed on memory devices. Therefore, other measurement techniques using thin films of
phase change materials were applied to support the experiments on memory devices, to
indirectly study and predict the behavior of phase change materials in memory cells. The
results of these experiments are presented in the third part of this thesis. A general proce-
dure is demonstrated how the questions of charge transport and resistance drift can be ex-
plained in phase change materials. This will be demonstrated for the phase change material
Ge15Sb85.
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Theoretical Concepts
Motivation A fundamental understanding of the electrical transport in amorphous and
crystalline phase change materials is essential for the design of electrical phase change
memory. To understand electrical transport at low fields, especially in the amorphous phase,
it is inevitable to link the density of states (DOS) in the bandgap with transport properties.
This chapter is divided into two parts. First, typical features in the DOS of disordered semi-
conductors and their parametrization are described. In the second section, charge transport
in semiconductors is presented with respect to the influence of features in the DOS that arise
from disorder.
2.1. Density of States in Disordered Semiconductors
In the standard description of crystalline solids the one electron Schrödinger equation is
solved for a perfect periodic potential. This leads to the typical band structure with binding
and anti binding states that form the valence band and the conduction band respectively.
The densities of states of both bands Nc and Nv can be assumed to follow a square root
dependence with respect to the energy E close to the band edges Ec and Ev . m∗c and m∗v
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denote the effective masses of electrons and holes in conduction band and valence band
respectively. ħ is the reduced Planck constant.
Nc (E)=
(
2m∗c
)3/2
2pi2ħ3
√
E −Ec , (E > Ec ) (2.1a)
Nv (E)=
(
2m∗v
)3/2
2pi2ħ3
√
Ev −E , (E < Ev ) (2.1b)
While the assumption of a perfect periodic potential is good for crystalline solids, disordered
materials lack of long range order. Therefore, a stringent mathematical description as in the
case of a periodic potential is not possible. A simple approach, first introduced by Zachari-
asen[Zac32] for oxide glasses, is the continuous random network. The basic idea is that each
atom realizes its energetic most favorable short range order with slight variations in bond
length and bond angle to neighboring atoms. This smears out the sharp band edges and
instead introduces band tails that decay exponentially into the bandgap. Because of these
variations in bond length and bond angle, the band tails are built out of localized states, i.e.
states with exponentially decaying wave functions.
A simple mathematical model for this has been presented by Anderson [And58]. The model
assumes a Hamiltonian of a perfect crystal where all electronic eigenvalues are equal. To
describe a disordered system these eigenvalues are then taken to be uniform and randomly
distributed. This results in localized states at the band edges that from a tail of finite width γ.
The tail states are also often called Urbach tail after Franz Urbach who observed such an ex-
ponential decay in optical absorption experiments on AgBr crystals[Urb53]. The parameter
γ is also called Urbach energy.
Nc (E)∼ exp
(
E −Ec
γc
)
(2.2a)
Nv (E)∼ exp
(
Ev −E
γv
)
(2.2b)
The presence of band tails complicates the denomination of a bandgap because there are
no sharp edges for the conduction and valence band anymore. One concept that has been
introduced is the discrimination between an optical gap and a so called mobility gap for
conduction Em .
For optical transitions in the amorphous phase all states which can participate in excitation
processes need to be considered. The optical absorption α can be described by a sum over
all possible transitions from occupied states i in the valence band to unoccupied states j in
10
2.1. Density of States in Disordered Semiconductors
Figure 2.1.: Linear (a) and logarithmic (b) plot of the density of states in the gap of an
amorphous semiconductor. Valence band (red) and conduction band (purple) are de-
scribed with square-root functions giving a bandgap of Eg = Ec−Ev . Using the approach by
O’Leary, Johnson and Lim[OJL97], exponentially decaying band tails are stitched to band
states resulting in a mobility gap of Em,OJL = Ec−Ev + γc+γv2 . In green Gaussian-distributed
shallow and deep trap states that may be present are shown.
the conduction band via optical excitation with frequency ω multiplied with the probability
for the transition given by the matrix element Mi j (ħω).
α(ħω)= (Mi j (ħω))2 +∞∫
−∞
Nc (E)Nv (E −ħω) dE (2.3)
A commonly used definition for the optical bandgap is the so called α10k criterion that
comes from optical absorption experiments. In these measurements (see chapters 3.4 – 3.6)
the energy gap is defined at the point where the absorption coefficient α exceeds 104 cm−1
(see Figure 2.2b).
Another often used definition was introduced by Tauc[Tau70, DM70, WT72, TM72]. The
results of an absorption measurement are plotted in a way that
p
αE is displayed on the
y-axis as a function of energy (see Figure 2.2a). As for crystalline materials with an indirect
bandgap, the region where this plot has a linear functional dependence is extrapolated to y =
0 to find the bandgap. In most cases this definition is pretty close to the value obtained using
the α10k criterion. However, a weakness of this method is the arbitrariness of the region
chosen for the linear extrapolation.
For the definition of an electrical bandgap the situation is different. In this case only
states that can contribute to electrical conduction, i.e. extended states, have to be consid-
ered. Mott[Mot67, Mot68a, MD68, Mot70] and independently Cohen, Fritzsche and Ovshin-
sky[CFO69, Fri71] used Anderson’s model and proposed a sharp transition between ex-
11
Chapter 2: Theoretical Concepts
0.0 0.2 0.4 0.6 0.8 1.00
50
100
150
200
250
0.0 0.2 0.4 0.6 0.8 1.01
10
100
1k
10k
Parabolic Bands: Eg = 0.6 eV
+ Band Tails: γ = 60 meV
Fit to Energy Range: 0.8 eV - 1 eV
αE
 (  
 cm
   e
V)
-1
Energy (eV)
Etauc = 0.6 eV
Parabolic Bands: Eg = 0.6 eV
+ Band Tails: γ = 60 meV
Ec - Ev = 0.6 eV
Em,OJL = 0.72 eV
Ab
so
rpt
ion
 (c
m-
1 )
Energy (eV)
(b)(a)
Figure 2.2.: Absorption coefficient α (b) and the function
p
αE as suggested by Tauc (a)
plotted versus energy. The plot of
p
αE shows a linear behavior in the case of parabolic
bands without band tails (purple). Introduction of band tails with γ = 60meV (blue) leads
to a deviation from the linear behavior for low energies. The Tauc gap Etauc determined
by the intersection of the interpolation of the linear regime of
p
αE and the x-axis is in
both cases, with and without band tails, 0.6eV. In the direct plot of ln(α(E)) (b) the tails
appear linear while the parabolic bands approach 0cm−1 at the bandgap Eg = Ec −Ev . The
mobility edge Em,OJL and the Urbach-tail energy γ can be found via a fit to the OJL-model.
The mobility edge is not equal to the α10k gap which is defined by the Energy where the
absorption coefficient exceeds 104 cm−1 (gray line).
tended states and localized states in the band tails. Their argument is that the character
of the eigenstates changes abruptly from localized to extended at a critical energy called
mobility edge. Based on this approach various models have been developed to calculate the
energetic position of this transition[EC70, EC72, ACAT73, ACT74].
A simple approximation for the mobility edge Em was given by Mott with his description of
the metal-insulator transition[Mot68b]. Once the density of tail states Nt is large enough so
that their wave functions overlap sufficiently, electrons are delocalized and can contribute
to the conduction. From equation (2.4) one can, therefore, get a rough estimate at which
energetic position the mobility gap should be. The constant c is stated slightly different in
literature (c = 0.2 [Mot68b], c = 0.3[MD68], c = 0.25[Bar06]). a0 denotes the Bohr radius.
(Nt (Em))
1/3 a0 = c (2.4)
A simple mathematical parametrization of the density of states containing band tails was
suggested by O’Leary, Johnson and Lim (OJL-model)[OJL97]. Conduction and valence band
are assumed to follow a square root behavior as a function of energy. Exponential tails are
attached differentiable to the bands. The point were band and tail are attached is the mobil-
12
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ity edge were the mobility for band transport drops abruptly from the band mobility µ0 to 0
(see Figure 2.1).
Nc (E)=
(
2m∗c
)3/2
2pi2ħ3
{ p
E −Ec ,
(
E ≥ Ec + γc2
)√
γc
2 exp(−1/2) exp
(
E−Ec
γc
)
,
(
E < Ec + γc2
) (2.5a)
Nv (E)=
(
2m∗v
)3/2
2pi2ħ3
{ √
γv
2 exp(−1/2) exp
(
Ev−E
γv
)
,
(
E ≥ Ev − γv2
)
p
Ev −E ,
(
E < Ev − γv2
) (2.5b)
Besides these disorder induced, intrinsic defects resulting in an exponential tail, other de-
fects may be present in a semiconductor. These defects are usually classified into shallow
traps close to one of the band edges and deep traps close to the middle of the bandgap.
Shallow traps usually act as donor or acceptor levels increasing the conductivity of semi-
conductors. In contrast, deep traps in most cases decrease the conductivity by pinning the
Fermi energy in the middle of the bandgap and by acting as centers for recombination of
electrons and holes. The influence of defect states on the electrical transport will be pre-
sented in section 2.2.
For phase change materials very often a model for defect states in the amorphous phase
is used, consisting of positively charged C3+ and negatively charged C1− centers, called va-
lence alternation pairs, [SM75, KAF76, Adl78]. Many phase change materials contain chalco-
genides, i.e. elements from the 6th group of the periodic table, with a favorable coordination
number of 2. Therefore, it was suggested that the structure of this material class consists
of chains of 2 fold coordinated chalgogenide atoms. Over-coordinated chalcogen atoms
C3+ were proposed to be acceptor-like states close to the conduction band, while under-
coordinated chalcogen atomsC1− were assumed to be donor-like states close to the valence
band.
However, no evidence for binding between chalcogen atoms or even chains could be
found in experiments[BPL+06, JKS+08] or by density functional theory (DFT) calcula-
tions[CBK+09a]. Nevertheless it was shown that in the amorphous phase defects in the
bandgap are present[MDMP94, LAB+05, OLJ+06, JVLT08, Luc08] which influence the elec-
trical transport. Therefore, a good model for the density of states is one of the keys to under-
stand electrical transport in phase change materials.
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2.2. Charge Transport in Disordered Semiconductors
2.2.1. Temperature Dependence
Band Transport The standard model for electronic transport in semiconductors at inter-
mediate temperatures and low electric fields is band transport. In semiconductors the en-
ergetic position of the Fermi energy is per definition somewhere in the bandgap. I.e., the
valence band is completely filled and the conduction band is completely empty at T = 0K.
Therefore, the conductivity will be 0 because completely full or empty bands cannot con-
tribute to electrical transport. Hence, electrons need to be excited from the valence band
to the conduction band leaving a hole behind. Once electrons are excited into the conduc-
tion band they can be accelerated by an electric field with a certain mobility µe . In addition,
the valence band is not completely filled anymore and the holes in the valence band can
also move with a certain mobility µh . The conductivity is then determined by counting the
number of electrons and holes in conduction and valence band respectively that carry the
electric charge q .
σ= q (µenc +µhpv ) (2.6)
The density of electrons in the conduction band nc and holes in the valence band pv via
thermal excitation is given by Fermi-Dirac statistics.
nc =
+∞∫
Ec
Nc (E) f (E) dE (2.7a)
pv =
Ev∫
−∞
Pv (E)
(
1− f (E)) dE (2.7b)
Nc (E) and Nv (E) denote the density of state in conduction and valence band respectively, Ec
and Ev the edges of conduction and valence band respectively and f (E) denotes the Fermi
distribution. In the case of parabolic bands and the Boltzmann approximation for the Fermi
distribution equations (2.7) can be written as equations (2.8).
nc =Nc exp
(
−Ec −E f
kT
)
(2.8a)
pv = Pv exp
(
−E f −Ev
kT
)
(2.8b)
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Equations (2.8) calculate the number of free carriers that can contribute to the conductivity
with Nc andPv being the so called effective density of states in conduction and valence band
respectively.
Nc = 1
4
(
2m∗c kT
piħ2
)3/2
(2.9a)
Pv = 1
4
(
2m∗vkT
piħ2
)3/2
(2.9b)
The temperature dependent conductivity in the case of band transport is, therefore, mainly
dependent on the bandgap Ec −Ev and the position of the Fermi level, which is defined by
equation (2.10).
nc = pv (2.10)
Since holes are only missing electrons, every electron in the conduction band gives rise to a
hole in the valence band. Solving equation (2.10) by using equation (2.7), the position of the
Fermi level can be calculated. The only materials parameters, determining the position of
the Fermi level in the case of parabolic bands, are therefore the band gap and the effective
masses in valence and conduction band. To calculate the conductivity from the position
of the Fermi level for the case of band transport, the only additional parameters are the
mobilities in both bands.
Trap Limited Band Tranport The ideal case of band transport introduced above might
describe a crystalline semiconductor properly but is not sufficient to describe amorphous
semiconductors. The reason for this is the presence of additional localized states within
the bandgap due to disorder. What changes when such a density of trap states is present?
Most important, the position of the Fermi level will be significantly influenced. Trap states
will either act as donors, being occupied by an electron at T = 0K, or as acceptors being
unoccupied at T = 0K. Therefore, the charge carrier neutrality equation (2.10) needs to be
modified taking into account electrons in acceptor levels n−a and holes in donor levels n+d .
nc +n−a = pv +n+d (2.11a)
nc +Na −pa = pv +Nd −nd (2.11b)
Na and Nd are the total densities of acceptor-like and donor-like trap states respectively.
nd is the density of electrons in donor-like states and pa denotes the density of holes in
acceptor-like states. With equation (2.11) the density of free carriers in the valence and con-
duction band can then be calculated as in the disorderless case taking into account the dis-
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tribution of electrons and holes given by equations (2.7) and analogue formulations for the
densities in trap states.
nd =
+∞∫
−∞
Nd (E) f (E) dE (2.12a)
pa =
+∞∫
−∞
Na(E)
(
1− f (E)) dE (2.12b)
Again, from the position of the Fermi level the conductivity is easily derived by counting the
charge carriers in the conduction and valence band. The electrons and holes in the trap
states do not contribute to the electrical transport because these states are localized and
hence have a mobility of µ= 0.
In order to study the influence of different types of trap states, such as Gaussian-distributed
donors and acceptors or exponentially decaying band tails, a simulation tool was developed.
This was accomplished within the framework of the Bachelor thesis of T. Schäfer, supervised
by the author of this thesis, using the numerical computing environment MATLAB[Sch09].
The simulation tool calculates the Fermi level as a function of temperature using the equa-
tions described above. Subsequently, the distribution of electrons and the resulting conduc-
tivity as a function of temperature is calculated.
Using this simulation tool the temperature dependence of the Fermi energy and the con-
ductivity shall now be calculated for different density of states to work out the importance
of defect states. First, consider a Gaussian-distributed donor-like trap density Nt at 0.5eV
within a bandgap of 0.7eV (see Figure 2.3).
To understand the behavior of this system, it is useful to envision the situation at T = 0K.
Since the donor-like trap per definition comes with excess electrons, the Fermi level will be
between the empty conduction band and the filled trap. On the other hand, for very high
temperatures, the influence of trap states on the position of the Fermi level can always be
neglected against the influence of the bands because the density of states is much higher in
the bands. Hence, assuming equal electron and hole masses, for very high temperatures the
Fermi level will always end up in the middle of the bandgap. Consequently, the Fermi level
has to shift when the temperature changes. Figure 2.4 illustrates the shift of the Fermi level
for different trap concentrations. It can be seen that the shift of the Fermi level occurs at
higher temperatures and more rapidly with increasing trap density.
As a consequence of the shift of the Fermi level, the activation energy for conduction, i.e. the
difference between the conduction band edge and Fermi level Ec −E f , will change as well.
At high temperatures the activation energy equals half of the bandgap. This results in a steep
slope of the conductivity as a function of temperature as it would also be the case for a DOS
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Figure 2.3.: Hypothetical density of states with a donor-like trap state at 0.5eV and a
bandgap of 0.7eV. To study the influence of different defect densities, the trap density is
varied between Nt = 107−1020 cm−3. Trap densities are colored from brown to orange in
ascending order. Valence band and conduction band are colored in red and blue respec-
tively. (modified from [Sch09])
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Figure 2.4.: Position of the Fermi level as a function of temperature for the hypothetical
density of states from Figure 2.3. The Fermi energy is colored from brown to orange for
trap densities in ascending order. For a low concentration of defects (brown) the Fermi
level is pinned between the donor level around 0.5eV and the conduction band only at low
temperatures. At higher temperatures more and more carriers get excited into the bands
with a much higher density of states so that they determine the position of the Fermi level.
Hence, the Fermi level shifts into the middle of the bandgap. For higher concentrations of
trap states (orange) this shift of the Fermi level occurs at higher temperatures and is more
rapid. (modified from [Sch09])
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Figure 2.5.: Temperature dependence of the conductivity for the hypothetical density of
states from Figure 2.3. The conductivity is colored from brown to orange for trap densities
in ascending order. For low concentrations of defect states the typical behavior of a doped
semiconductor can be observed. At low temperatures the conductivity shows an activated
behavior with a low activation energy of about 0.07eV (extrinsic regime) because carriers
are provided by the donor levels. At around T = 100K the donor is depleted and no new
carriers can get excited to increase the conductivity. Above T = 150K the Fermi level is
shifted to the middle of the bandgap and carrier can be excited across the bandgap. Hence,
the activation energy is Ea = 0.35eV (intrinsic regime). For higher defect densities (orange)
the transition from the extrinsic to the intrinsic regime occurs at higher temperatures. Also
the plateau coming from the depletion of donors is reduced since the shift of the Fermi
level to the middle of the bandgap occurs much faster. (modified from [Sch09])
without any trap states. This region is, therefore, called intrinsic. Going to lower tempera-
tures, the activation energy decreases due to the shift of the Fermi energy. While this would
lead to a higher conductivity because less energy is needed to excite electrons into the con-
duction band, the Fermi distribution is less broad at lower temperatures which results in a
reduced number of electrons that get excited. These two effects compensate in the case of
low trap densities (brown) in a small temperature range. Going to even lower temperatures,
the Fermi level does not shift much anymore and the decrease of excited electrons, due to
the narrowing of the Fermi distribution, cannot be compensated anymore. Hence, the con-
ductivity decreases again and an activation energy that is related to the difference between
conduction band edge and trap position Ec −Et can be observed. This region is, therefore,
called extrinsic. For very high trap densities, the plateau where narrowing of the Fermi dis-
tribution and shift of the Fermi level compensate each other cannot be observed since the
shift of the Fermi level occurs too fast.
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Figure 2.6.: Hypothetical density of states with a bandgap of 0.7eV and a donor-like trap
state with a density of Nt = 1014 cm−3. The energetic position of the defect was varied be-
tween 0.2eV and 0.6eV. Trap positions are colored from orange to brown in ascending
order.
Besides the density of a trap state, the charge, i.e. donor- or acceptor-like character, and
the energetic position of the trap state is important for the temperature dependence of the
conductivity. For symmetry reasons acceptor-like states that have the same distance to the
valence band as donor-like states to the conduction band will have the same influence onto
Fermi level and therefore, onto the conductivity. The only difference is that the charge car-
rier majority is interchanged. Thus, we keep the focus on donor-like defects. The influence
of the energetic position of a donor-like defect with a density of Nt = 1014 cm−3 is illustrated
in figures 2.6, 2.7 and 2.8.
Since the donor-like state is pushing the Fermi level towards the conduction band, the Fermi
level is displaced from the middle of the bandgap for low temperatures. The magnitude of
the displacement is dependent on the defect position. The closer the donor-like defect to
the conduction band (brown) the wider is the displacement. Accordingly, the shift of the
Fermi level is smaller when the donor-like states are closer to the valence band (orange).
The reduced displacement of the Fermi level, in the case of donor-like states close to the
valence band (orange), results in a larger activation energy for the conductivity which can
be seen in the steeper slope of the conductivity at low temperatures (see Figure 2.8). Ad-
ditionally, the transition from extrinsic to intrinsic region is smoother when the donor-like
states are close to the valence band, because the Fermi level does not shift much and does
not need to cross the defect states.
19
Chapter 2: Theoretical Concepts
500 250 167 125 100 83 71 63 56 50
2 4 6 8 10 12 14 16 18 200
0.1
0.2
0.3
0.4
0.5
0.6
0.7
1000/T (1/K)
Temperature (K)
Fe
rm
iE
ne
rgy
(eV
)
E = 0.2 - 0.6 eVt
Figure 2.7.: Position of the Fermi level as a function of temperature for the hypothetical
density of states from Figure 2.6. The Fermi energy is colored from orange to brown for trap
positions in ascending order. When the donor is close to the conduction band (brown), the
Fermi level is at low temperatures close to the conduction band and shifts into the middle of
the bandgap going to higher temperatures (see also Figure 2.4). For donor positions closer
to the valence band (orange), the displacement of the Fermi level at low temperatures is
smaller resulting in a reduced shift of the Fermi level going to higher temperatures.
The effect of a defect density that is not Gaussian-distributed but exponentially decaying
into the bandgap is shown in Figures 2.9, 2.10 and 2.11. Again, a donor-like valence band tail
and a acceptor-like conduction band tail have the same influence on the overall conductivity
if the mobilities for electrons and holes are assumed to be equal.
As can be seen in Figure 2.10, the Fermi level is again displaced at lower temperatures due
to the additional electrons from the valence band tail. The magnitude of the displacement
of the Fermi level is highly dependent on the Urbach energy γ that defines the width and
overall number of the defect density. It can also be seen that the shift of the Fermi level into
the middle of the bandgap at higher temperatures is very smooth.
Due to the large number of defects especially in the case of a wide band tail (orange), the
Fermi level is pushed very close the conduction band at low temperatures which results in
an activation energy that is almost 0. Consequently, the conductivity runs almost horizontal
at low temperatures. For lower trap concentrations (brown) this effect is reduced and the
activation energy in the extrinsic region is higher. In any case, the transition from extrinsic
to intrinsic region is very smooth because the Fermi energy and therefore, the activation
energy changes continuously and rather slowly.
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Figure 2.8.: Temperature dependence of the conductivity for the hypothetical density of
states from Figure 2.6. The conductivity is colored from orange to brown for trap posi-
tions in ascending order. For all positions of the donor-like trap, the Fermi level is pushed
towards the conduction band and a transition from extrinsic to intrinsic behavior can be
observed as also illustrated in Figures 2.3 – 2.5. When the donor is close to the conduction
band (brown), the Fermi level will cross the trap density going to higher temperatures and
leading to a rather sharp transition between extrinsic and intrinsic region. Additionally, a
pronounced difference in the activation energy between the two regions can be seen in the
slopes. For donor positions closer to the valence band (orange), the displacement of the
Fermi level at low temperatures is smaller. Therefore, the shift in the Fermi level going to
higher temperatures is also reduced. This results in a smooth transition from the extrinsic
to the intrinsic region and only a weak difference in activation energy.
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Figure 2.9.: Hypothetical density of states with a valence band tail in the OJL-model. The tail
width was varied between 9meV and 78meV. Urbach energies γv are colored from brown
to orange in ascending order. (modified from [Sch09])
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Figure 2.10.: Position of the Fermi level as a function of temperature for the hypothetical
density of states from Figure 2.9. The Fermi energy is colored from brown to orange for
Urbach energies γv in ascending order. At low temperatures the donor-like states in the va-
lence band tail push the Fermi level towards the conduction band. At high temperatures the
Fermi level shifts into the middle of the bandgap. The higher the Urbach energy (orange)
the higher the temperature at which the Fermi level reaches the middle of the bandgap. The
shift of the Fermi level is similar to the case of an acceptor-like trap state (see Figure 2.7)
but more smooth. (modified from [Sch09])
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Figure 2.11.: Temperature dependence of the conductivity for the hypothetical density of
states from Figure 2.9. The conductivity is colored from brown to orange for Urbach en-
ergies γv in ascending order. At low temperatures the Fermi level is pushed close to the
conduction band edge resulting in a low activation energy and high conductivity. At higher
temperatures the conduction increases slowly because more electrons get excited but the
activation energy increases, since the Fermi level shifts into the middle of the bandgap.
The higher the Urbach energies (orange) the more pronounced is the effect of compensa-
tion between broadening of the Fermi distribution and the shift of the Fermi level resulting
in a flat conductivity curve. The lower the Urbach energy (brown) the more similar is the
case to a Gaussian-distributed donor-like trap density close to the valence band (see Figure
2.8). (modified from [Sch09])
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As theses simple examples already show, an interpretation of the temperature dependence
of the conductivity in the presence of trap states is not trivial. If different trap states are
present at the same time, their interaction and the consequence for the shift of the Fermi
level may complicate the development of the conductivity as a function of temperature even
further. Therefore, it is inevitable to simulate the temperature development of the conduc-
tivity for an assumed DOS based on optical absorption data to understand the electrical
transport at low fields.
The more complicated the density of states gets, when different trap states are present, the
higher is the number of parameters in the simulation as can be easily seen in the equa-
tions above. Therefore, it might be hard to prove that an obtained set of parameters that
can describe the conductivity is unique. In this case, it is advisable to also simulate other
experimentally accessible quantities like the field effect mobility or the Seebeck coefficient.
Drift Mobility As seen in the previous paragraphs, trap states change the charge neutral-
ity equation and therefore, have a large influence on the conductivity. In the theory of
band transport, only free carriers have to be considered. Therefore, the conductivity was
expressed as in equation (2.6).
σ= q (µenc +µhpv ) (2.13a)
The number of charge carriers in trap states is irrelevant in this description. On the other
hand, trap limited band transport is usually described in a picture where carriers that con-
tribute to conduction in the band will be captured by a trap and after some time released
back into the band (see Figure 2.12). In this picture all carriers have to be counted and
the mobility will be reduced due to the capturing events. The conductivity can then be ex-
pressed using the drift mobilities µd ,e and µd ,h for electrons and holes respectively and the
densities of trap states occupied by electrons nt and holes pt .
σ= q (µd ,e (nc +nt )+µd ,h(pv +pt )) (2.13b)
By comparing equations (2.13a) and (2.13b), the drift mobilities can be described with the
ratio between free and captured carriers.
µd ,e =µe
nc
nc +nt
(2.14a)
µd ,h =µh
pv
pv +pt
(2.14b)
At high temperatures the Fermi distribution reaches sufficiently into the bands to excite
many carriers and the density of trapped carriers is negligible compared to the density of
free carriers. In this case µd ,e and µd ,e equal µe and µh respectively. At low temperatures
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Figure 2.12.: Illustration of band transport in the presence of trap states. At a given tem-
perature a certain number of electrons get excited from trap states and the valence band
into the conduction band. In the valence band they can drift in an electric field with the
band mobility µe . Unoccupied states in the gap act as traps capturing an electron for a
certain amount of time before it is excited back into the conduction band. Taking this trap-
ping time into account leads to an effective mobility in the band called drift mobility µd ,e .
Analogous for holes in the valence band.
only a few carriers will be excited into the extended states in the band and therefore, the
density of free carriers can be neglected compared to the density of trapped carriers. In this
case equations (2.14) can be expressed in the Boltzmann approximation using equations
(2.8).
µd ,e =µe
nc
nt
=µe Nc
Nt
exp
(
−Ec −Et
kT
)
(2.15a)
µd ,h =µh
pv
pt
=µh
Pc
Pt
exp
(
−Et −Ev
kT
)
(2.15b)
As can be seen from equations (2.15), the drift mobility directly contains information about
the energetic position of the trap states. At low temperatures the drift mobility should be
activated with an activation energy equal to the distance between band edge and the trap
states.
For this reason, above equations were implemented into the simulation tool to calculate the
drift mobilities for electrons and holes from the occupation statistics.
A hypothetical density of states which demonstrates the effect of traps on the drift mobility
is shown in Figure 2.13. A donor-like defect density (red) was placed 0.3eV below the con-
duction band edge and acceptor-like trap states (blue) were implemented 0.2eV above the
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Figure 2.13.: Hypothetical density of states with a bandgap of 1eV and two defect densities
at around 0.2eV and 0.7eV respectively. The donor-like states at 0.7eV and the acceptor-
like state at 0.2eV have equal density of Nt = 1012 cm−3 and therefore, pin the Fermi level
in the middle of the bandgap.
valence band edge. The concentration of donor-like and acceptor-like states was chosen to
be equal. The band mobility for holes was set to 1 cm2/Vs while the band mobility for electrons
was chosen to be 100 cm2/Vs.
The temperature dependence of the drift mobility resulting from the hypothetical density of
states that is shown in Figure 2.13 is illustrated in 2.14.
Since the concentration of donors and acceptors is equal, the Fermi level is pinned in the
middle of the bandgap at all temperatures. At high temperatures the concentration of free
carriers exceeds the number of occupied trap states and the drift mobility is not reduced by
the traps so that the band mobilities for electrons and holes are observed. At low tempera-
tures the drift mobility is activated according to equation (2.15), and the activation energies
for electrons and holes reveal the position of the trap states with respect to the band edges.
Like in the interpretation of the temperature dependence of the conductivity, for more com-
plicated band structures especially when the Fermi level is shifting over traps, the interpre-
tation of the temperature dependence of the drift mobility is not trivial anymore. Only at
high temperatures, the band mobility is always observed. To learn more about the energetic
position of the defect states, simulations are again inevitable and especially promising in
combination with simulation of the conductivity and the Seebeck coefficient.
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Figure 2.14.: Calculated drift mobilities of electrons and holes for the hypothetical density
of states from Figure 2.13. According to equation (2.15) the drift mobility is activated at
low temperature with an activation energy of Ec −Et and Ev −Et for electrons and holes
respectively. For electrons the energetic position of the trap density above the Fermi level
is crucial because the other trap states are already filled. For holes analogous the energetic
position of the trap density below the Fermi level is crucial. At higher temperatures, due to
the broadening of the Fermi level, the trap states are mostly filled and a sufficient amount
of electrons is excited into the conduction band so that the drift mobility is not reduced
anymore but equals the band mobility.
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Figure 2.15.: Illustration of transport via localized states within the bandgap. If the density
of localized states within the bandgap (shown to the right) is high enough, their exponen-
tially decaying electronic wave functions will overlap sufficiently for electrons to hop from
one state to the next via tunneling. Because the hopping probability is proportional to the
exponentially decaying wave function, an electron will always hop into the next available
unoccupied state in space (1). At higher temperatures (T2 > T1) electrons can also excess
states further away from the Fermi level which increases the hopping probability if more
states can be found at these energies (2).
Hopping Transport In the last paragraphs transport via delocalized states in both conduc-
tion and valence band was discussed. It was shown that in the presence of localized states
within the bandgap this band transport is altered due to a shift of the Fermi level. Electrons
in localized states have been assumed to be completely bound in their state and hence could
not contribute to the electrical transport. In reality every binding electronic state will decay
exponentially with a certain localization length R0. Therefore, there is a finite probability
for an electron to hop from an occupied state to an unoccupied state nearby. This form of
transport within localized states is called hopping and was first discussed by Mott[Mot69].
To parametrize the conductivity σ in the common way (2.16), the main task is to find an
expression for the mobility µ while the density of occupied states ni can be found using
Fermi statistics.
σ= qniµ (2.16)
ni =
Ec∫
Ev
N (Ei ) f (Ei ) dEi (2.17)
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Considering an electronic gas the mobility can be derived from kinetic theory by the Einstein
relation, which shifts the problem to the determination of the diffusion coefficient D for
electrons that undergo hopping processes.
µ= qD
kT
(2.18)
The diffusion coefficient is proportional to the square of the distance between two hopping
sites r 2j , to the density of unoccupied states given by the Fermi statistics for holes and to the
probability of a hopping event[Mor99].
D = 1
6
r 2j Γi j
Ec∫
Ev
N
(
E j
)(
1− f (E j )) dE j (2.19)
The main problem is then to find an expression for the hopping probability Γi j . The prob-
ably simplest approach is given in the original model by Mott[Mot69, MD79]. Alternative
models using percolation theory led to similar results[AHL71, Pol77].
To find the probability of a hopping event, the fraction of states that can be reached by an
electron in the initial state i needs to be considered. If the energetic position of the final state
E j is equal or lower than the energetic position of the initial state Ei , the hopping probability
Γi j is proportional to the overlap of the electronic wave functions and the attempt to hop
frequency ν0[MA60].
Γi j = ν0
exp
(−2ri
R0
)
Ei∫
Ev
N (E ′) dE ′
,
(
Ei ≥ E j
)
(2.20a)
ri denotes the mean distance in which a state can be found around the initial state. If the
final state has a higher energy than the initial state, a phonon is necessary to provide the
energy needed to hop into the energetically higher state. Therefore, a Boltzmann term de-
scribing the distribution of phonons has to be added to the hopping probability.
Γi j = ν0
exp
(−2r j
R0
)
exp
(
−E j−EikT
)
E j∫
Ev
N (E ′) dE ′
,
(
Ei < E j
)
(2.20b)
The way how the mean trap distance is calculated varies between different hopping models
and is one of the major controversies. In the original model Mott considered a spherical
volume around a trap state to calculate the distance within which there is another trap state.
If Nt is the density of trap states, the spherical volume with radius r j shall contain another
trap state.
Nt = 14
3pir
2
(2.21a)
r =
(
4
3
piNt
)−1/3
(2.21b)
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Marshall and Main modified this estimation by weighting the radii within the spherical vol-
ume with the overlap of the wave functions of the electronic states to find the mean hopping
distance[Mar00, MM08]1.
ri , j =
Ri , j∫
0
r 3 exp
(−2ri , j
R0
)
dr
Ri , j∫
0
r 3 dr
(2.22a)
Ri , j =
4
3
pi
Ei , j∫
Ev
N
(
E ′
)
dE ′

−1/3
(2.22b)
The complete equation for hopping conduction can then be expressed as shown in equation
(2.23).
σ= q
2
6kT
Ec∫
Ev
N (Ei ) f (Ei ) dEi
Ec∫
Ev
Γi jN
(
E j
)(
1− f (E j ))r 2j dE j (2.23)
Typically, hopping mobilities are much lower then band mobilities. Therefore, the number
of electrons in states around the Fermi level must be much higher than the number of elec-
trons that are excited into the conduction band that hopping transport can outweigh band
transport. Hence, hopping transport will be important in materials with a large bandgap,
high defect densities and at low temperatures.
Figure 2.16 shows a hypothetical band structure with a bandgap of 2eV and a large number
of trap states that pin the Fermi level in the middle of the gap. The band mobility was chosen
to be µ0 = 10−4 cm2/Vs so that in combination with trap densities of 1016 1/cm3 and 1017 1/cm3 a
transition between hopping and band transport occurs at around T = 100K as can be seen
in Figures 2.17 and 2.18.
Since the Fermi level is pinned in the middle of the bandgap, the band transport is activated
with an activation energy of 1eV. This activation energy can be measured in the slope of
the temperature dependent conductivity at temperatures above 100K were band transport
is dominant. Between 100K and 70K hopping in the states around 1.3eV is predominant
and the activation energy is 0.3eV. Below 70K the measured activation energy approaches
0eV because in this region hopping around the Fermi level contributes the most to the con-
ductivity which does not involve much activation of electrons.
1It needs to be noted that this approach of averaging over the trap distances to obtain a mean hopping distance
only leads to a correct description if the minimum percolation path through the material is also given by this
mean hopping distance.
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Figure 2.16.: Hypothetical band structure for a material that shows hopping transport at
low temperatures. Acceptor-like states are drawn in blue while donor-like states are shown
in red. The large number of defect states in the middle of the bandgap pins the Fermi
level. This results, in combination with the large bandgap, in a high activation energy for
band transport. Hence, at low temperatures hopping transport is the dominant conduc-
tion channel. While transport in the states around the Fermi level can take place at very
low temperatures, the defect states around 1.3eV contribute to hopping only once the tem-
perature is high enough to excite carriers into these states (process (2) from Figure 2.15).
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Figure 2.17.: Simulated conductivity for the hypothetical band structure from Figure 2.16
(black circles). Band transport (blue diamonds) dominates at temperatures above 100K
when the thermal energy is sufficient to excite enough carriers into the bands. Below 100K
hopping transport (green squares) is the main transport channel. Between 100K and 70K
the hopping in the states around 1.3eV is predominant. Below 70K hopping around the
Fermi level takes place.
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Figure 2.18.: Activation energies for the simulated conductivity from Figure 2.17. Since the
Fermi level is pinned in the middle of the bandgap, the activation energy for band trans-
port (blue diamonds) is temperature independent 1eV. At very low temperatures hopping
around the Fermi level is dominant leading to an activation energy of almost 0eV (green
squares). Between 70K and 100K the defect states around 1.3eV participate in hopping
transport resulting in an activation energy of 0.3eV.
This can also be seen in Figure 2.18. The transport energy which indicates the energy that
contributes the most to the conductivity is 1eV below T = 70K. Accordingly, the activation
energy which is the difference between Fermi level and transport energy is 0.
Above T = 70K the temperature is high enough to excite electrons into the states around
1.3eV. Due to the higher density of states around this energy their mobility is higher than
the mobility of the states around the Fermi level so that the main contribution to the hop-
ping transport comes from those states. Accordingly, the transport energy is 1.3eV and the
activation energy approaches 0.3eV until band transport takes over to be the main transport
channel.
Figure 2.20 visualizes the different contributions to the hopping conductivity at various tem-
peratures. The higher the temperature the more energy for thermal excitation of electrons is
available. Hence, at higher temperatures the energetic distanceE j−Ei between initial and fi-
nal state in a hopping process can be large. Thus, with increasing temperature the energetic
range of high conductivity broadens around the Fermi level. Due to the high concentration
of states around 1.3eV the overlap of their electronic wave functions is large which results
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Figure 2.19.: Fermi energy (orange) and transport energy for hopping transport (green) of
the simulated conductivity from Figure 2.17. At low temperatures hopping around the
Fermi level is the predominant conduction channel. Above T = 70K the thermal energy
is sufficient to excite carriers into the defect states around 1.3eV. Due to their higher den-
sity the main contribution to the hopping conductivity comes from these states.
in a high mobility. Therefore, once thermal excitation to these states is possible they are the
main contribution to the conductivity.
As shown in Figure 2.19, the transport energy indicating the energy of highest conductivity
can change abruptly. This is due to the balance of maximizing the mobility by minimizing
the inter-trap distance at the transport energy while keeping the activation energy as low
as possible. The higher the defect density at a given energy the smaller is the inter-trap
distance. Therefore, the overlap of the wave functions is high and the hopping probability
increases. On the other hand, the lower the energy needed to get to this defect density from
an occupied state the higher is the probability to find a phonon with the right energy and
thus, the higher is the hopping probability.
The balance of these two effects can be seen clearly in Figures 2.21 and 2.22. They show
Fermi level, transport energy and conductivity as a function of temperature in the case of a
density of states with an exponential tail at the conduction band and no other defects within
the bandgap.
At low temperatures the Fermi level is close to the valence band edge because of the con-
duction band tail. For increasing temperatures the Fermi level shifts towards the middle of
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Figure 2.20.: Energetic distribution of the simulated conductivity from Figure 2.17 as a func-
tion of temperature. Since the distribution of states around the Fermi level is broad, the
conductivity expands at higher temperatures when electrons get excited into states further
away from the Fermi level. The conductivity of the states around 1.3eV overtakes hopping
around the Fermi level at T = 70K but does not broaden because the distribution of those
states is confined.
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Figure 2.21.: Fermi energy and transport energy for a density of states with an exponen-
tial tail at the conduction band and no other defects. The Fermi energy is pushed close to
the valence band edge due to the high density of acceptor-like defects and shifts towards
the middle of the bandgap for increasing temperature. The activation energy for hopping,
i.e. the distance between transport energy and Fermi level, increases because the trans-
port energy moves to higher energies for higher temperatures when the energy for thermal
activation increases.
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Figure 2.22.: Energetic distribution of the simulated conductivity for a density of states with
an exponential tail at the conduction band and no other defects. The transport energy
for hopping which is defined by the maximum in conductivity increases with increasing
temperature and the conductivity expands because more energy for thermal excitation is
available.
the bandgap. The transport energy is close to the Fermi level at low temperatures because
even though the defect density is higher further away from the Fermi level, a higher energy
is needed for thermal activation which reduces the hopping probability for energies further
away from the Fermi level. For increasing energies the distance between Fermi level and
transport energy increases gradually because the probability for a phonon being available
for a hopping process increases.
This can also be seen in Figure 2.22. The energy of highest conductivity moves to higher
energies where the trap density is higher when the temperature increases. Furthermore, it
can be seen as in Figure 2.20 that the conductivity expands at higher temperatures.
2.2.2. Field Dependence
As explained in section 1.1 the active material in an electrical phase change memory de-
vice needs to be switched between the low conductive amorphous and the highly conduc-
tive crystalline phase. This is done via Joule heating due to an electric current that passes
through the memory cell. Because of the high conductivity in the crystalline state a sufficient
amount of energy can be easily deposited via an electric current. In the amorphous state a
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large voltage would need to be applied to the device to reach a sufficient current because of
the low conductivity.
Fortunately, in 1968 Ovshinsky observed that the conductivity of the amorphous state in-
creases vastly at a certain voltage called threshold voltage[Ovs68]. It was observed later that
the current is already highly non-linearly dependent on the applied voltage long before the
transition from the low conductive amorphous state, called off-state, to the highly conduc-
tive amorphous state, called on-state, occurs.
To understand this so called sub-threshold regime and the switching from the off-state to
the on-state, called threshold switching, several models for the field dependence of the con-
ductivity have been promoted[OR73, VWD75]. In this section, first, the features of the field
dependent conductivity that have been observed and that need to be explained by a theory
will be described. Then, the most common theories will be briefly reviewed.
IV-Characteristics Figure 2.23 and 2.24 show a typical current-voltage characteristic curve
(IV-characteristic) as it can be measured in phase change memory devices[OF73]. Starting
in the amorphous off-state with a very low conductivity one can observe three regimes of
the field dependent conductivity. At low fields (voltages) the conductivity shows an ohmic
(linear) behavior. For higher fields the current increases first exponentially and for even
higher fields super exponentially (see Figure 2.24).
At the threshold voltage Vt the conductivity increases rapidly and the current through the
phase change memory device, hence, increases as well. At the same time usually the voltage
drop V across the phase change material decreases. This phenomenon called snap back
occurs because usually a load resistorRload is placed in series to the device under test (DUT)
to limit the current through the cell. In this case, most of the applied voltage Va over device
and load resistor will drop at the load resistor and the voltage at the phase change material
is reduced. Therefore, the current that is flowing through the cell right after the threshold
voltage, when the material is in the high conductive amorphous on-state, depends on the
load resistor. The higher the load resistor the lower is the current in the on-state and the
bigger is the snap back along the so called load line.
The conductivity in the amorphous on-state is similar to the conductivity of the crystalline
state, linear and metal-like, i.e. no temperature activated behavior is observed. If the mate-
rial is in the amorphous on-state, especially in the case of low load resistors, a high current
can flow through the cell which will heat up the phase change material. If the voltage, and
therefore the current, is increased further or held long enough to heat the phase change ma-
terial over the crystallization temperature, eventually, the phase change material will crys-
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Figure 2.23.: Illustration of a typical current-voltage characteristic curve (IV-characteristic)
for phase change materials. In the amorphous off-state (orange) the conductivity is very
low. For clearness, the amorphous conductivity was increased by a factor of 100 in this Fig-
ure. At the threshold voltage Vt the conductivity of the amorphous phase change material
increases rapidly by orders of magnitude without a phase transition to the crystalline state.
The material is now in the amorphous on-state (red). If the applied voltage in the amor-
phous on-state is increased until the temperature in the phase change material exceeds the
crystallization temperature, the memory switch to the crystalline phase (blue) with a high
conductivity occurs. If the applied voltage in the amorphous on-state is reduced below
the holding voltage Vh , the material relaxes back into the amorphous off-state. Threshold
switching and electrical relaxation occur along the load line, determined by a load resistor
Rload in series to the device under test (DUT). If the voltage is increased over the holding
voltage fast enough after a threshold switching pulse, the phase change material can go
into the amorphous on-state (dotted red) without passing the threshold voltage.
36
2.2. Charge Transport in Disordered Semiconductors
0.0 0.5 1.0 1.5 2.010
-8
10-7
10-6
10-5
10-4
10-3
10-2
Cu
rre
nt 
(A)
Voltage across DUT (V)
VthVhV~
crystalline
load line
amorphousoff-state
amorphouson-state
memory switch(crystallization)
thresholdswitch
electricalrelaxation
load line
ohmic
exponential
superexponential
VDUT
Va
R load DUT
Figure 2.24.: Illustration of a typical IV-characteristic for phase change materials. In the
logarithmic current scale the features of the amorphous off-state that are not visible in Fig-
ure 2.23 can be seen. At low applied voltage the conductivity of the amorphous off-state
is ohmic. At higher voltages the conductivity first increases exponentially and increases, at
even higher voltages, super exponentially until the threshold switch occurs.
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tallize. This switch from the amorphous on-state to the crystalline state is called memory
switch.
For materials that crystallize slowly another phenomenon can be observed. If the device is
switched into the amorphous on-state and the voltage is reduced fast enough so that the
material has no time to crystallize, it can be observed that below a certain voltage, called
holding voltage Vh , the conductivity of the phase change material decreases again[AHM78].
This electrical relaxation back to the amorphous off-state occurs again along the load line,
because during the decrease of the conductivity the voltage drop over the device increases.
Historically, the extrapolation of the amorphous on-state to 0 current, which does not go to
0 voltage, was called holding voltage V˜h (see Figure 2.23 and 2.24). This was done because
in experiments on flat films instead of nano-scale memory devices, as they have been per-
formed when the threshold switching effect was discovered, the IV-curves in the amorphous
on-state were very steep which is why Vh and V˜h were almost equal. In this thesis Vh shall
be used as the definition for the holding voltage since it refers to the lowest voltage at which
the on-state can be maintained.
In addition to these features that can be seen in the IV-characteristic, there are transient
phenomena that can be observed only by looking at the time dependent behavior of voltage
and current[PH72, VWD75, AHM78, ASSO80]. The first transient effect occurs when the on-
state collapses after the voltage falls below the holding voltage (see end of third pulse in
Figure 2.25). The decay of the conductivity to the value of the off-state needs a relaxation
time τ. During this time, at a constant applied voltage, the voltage over the device increases
while the current decreases resulting in an exponential increase of the resistance.
The second transient phenomenon can be observed by first applying a pulse to the device
under test that switches the device into the on-state. Then the voltage is switched off for the
interruption time ts2. After that interruption time a second pulse with a voltageV lower than
Vt but higher than Vh is applied. If the voltage is raised above the holding voltage before
a so called maximum interruption time ts,max has elapsed, the on-state can be recovered
without raising the voltage above the threshold voltage again (see first and second pulse of
Figure 2.25)[PH72, LH73, FA73, WV74, AHM78, ILM+05, ILM07].
If the interruption time ts is longer than ts,max , the threshold voltage has to be overcome
anew to get back into the on-state (see third pulse in Figure 2.25). But additionally, shortly
after the pulse, the threshold voltage is reduced to the holding voltage and recovers with time
as indicated with the purple, dashed line in Figure 2.25[OF73, FA73, Kro74, PA79, ASSO80,
Vez80, ILM+05, ILM07]. Therefore, a pulse that is lower than the initial threshold voltage
can switch the device into the on-state if the interruption time was small enough. If the
2In the orders of ns to µs.
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Figure 2.25.: Sketch of the transient behavior of a phase change memory cell. A sequence
of 4 pulses Va (dotted blue) is applied to a phase change device in series to a load resistor.
The first pulse slightly overcomes the threshold voltage Vt . After a delay time td the de-
vice switches into the high conductive amorphous on-state and the current increases. The
voltage is reduced because of the increased conductivity more voltage drops over the load
resistor. After an interruption time lower then the maximum interruption time ts,max , a
second pulse is applied with a voltage lower than the threshold voltage but higher than the
holding voltageVh . The phase change material enters the on-state directly without passing
the threshold voltage. After a threshold switching event the threshold voltage is reduced.
When the maximum interruption time is elapsed after the voltage was reduced below the
holding voltage, the threshold voltage increases again (dashed purple). The third pulse ex-
ceeds the threshold voltage by an overvoltage Vo that is higher than the overvoltage of the
first pulse and consequently the delay time is shorter. After the phase change material is
switched into the on-state, the voltage over the device is reduced below the holding voltage.
Therefore, the on-state cannot be conserved and the phase change material relaxes back
into the off-state during the relaxation time τ. The last pulse is applied after the threshold
voltage is recovered almost completely so that the voltage over the DUT does not overcome
the threshold voltage and the phase change material consequently remains in the off-state.
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interruption time is to long, so that the voltage across the device is lower than the threshold
voltage, the phase change material remains in the off-state (see last pulse in Figure 2.25).
The third transient effect can be observed at the threshold switch. When the voltage is in-
creased above the threshold voltage, the current does not follow instantaneously. After a
certain time called delay time td , the conductivity and therefore, the current is increased.
Furthermore, it was observed that the delay time decreases exponentially with the over-
voltage Vo , i.e. the difference between applied voltage and threshold voltage[OF73, WV74,
Kro74, Dey80, KCJ+05]. In Figure 2.25 the first pulse just barely overcomes the threshold
voltage while the third pulse overcomes the reduced threshold voltage by a large overvolt-
age. Therefore, the delay time in the first pulse is much larger than in the third pulse.
In Figure 2.25 the relaxation time τwas chosen to be bigger than the maximum interruption
time ts,max . Also, the development of the threshold voltage was chosen to be slower than the
delay time. It has to be emphasized that all values were chosen at random to illustrate the
different phenomena. It is still a matter of research to understand in detail the interrelation
of these observed parameters. Therefore, it cannot be excluded that the relation between
the observed parameters is different or that the effects even happen on different timescales.
Furthermore, it has been observed that the threshold voltage[VWD75, Tho76, KAL+94, AI00,
AAAL+01, MSL+06] as well as the sub-threshold curve[OF73, OR73, Kro74, TRL76, IZ06,
ILSL07, IZ07, Iel08] also depend on temperature, which needs to be considered when in-
terpreting the time development of small devices. It also points out one of the major chal-
lenges that have to be faced when dealing with memory cells at the nanometer scale. Due to
the small volume of the active phase change area, electrical and thermal effects can happen
at very similar timescales, which turns the separation of these effects into one of the major
points that have to be resolved.
Besides these extensively studied effects, there are still other phenomena observed like
a change of the threshold voltage under illumination[AHM78], with pulse width[SHK73,
BH74] and under pressure[VWD75], or like a dependence of the holding voltage on tem-
perature[TRL76] but no dependence of the holding voltage on the electrode spacing[OR73].
This gives an impression why it is so difficult to find a theory that can describe all these
complex and cross-linked phenomena.
Thermal Feedback Loop Since the conductivity in the amorphous off-state is highly tem-
perature dependent, Joule heating seemed likely to be the reason for the threshold switching
effect. When a voltage is applied, the current through the device heats the phase change ma-
terial and the conductivity increases. This leads to more heating resulting in a higher con-
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ductivity and so forth. However, the dependence of the threshold voltage on the ambient
temperature and the linear dependence on the electrode spacing could not be explained
with that model. Therefore, in the early years after the discovery of the threshold switch-
ing phenomenon critical voices were increasing, casting doubt on whether the origin of the
threshold switch could be solely thermal.
Work of Petersen and Adler[PA75, PA76] and of Henisch and Pryor[PH71, PH72] showed with
fast pulse experiments on micrometer thick films that the joule heating in such a geometry
cannot be sufficient. In such a large system the thermal time constants are much bigger3
than the time constants of electronic effects promoting the electronic nature of threshold
switching. However, for small devices as they are used in memory applications, it is advis-
able to bare in mind the considerations regarding thermal feedback, since for small volumes
thermal time constants are reduced and might not be negligible anymore against electrical
effects (see section 6.1).
Carrier Injection Model A first model based on electronic effects was proposed by Henisch
et al.[HFO70] and also Lucas[Luc71] and Mott[Mot71]. Essential for this model is the pres-
ence of charged deep traps in the bandgap (red and blue in Figure 2.26). When a voltage is
applied between the electrodes contacting the device, electrons and holes are thermally in-
jected into the phase change material from the cathode and anode respectively. In the phase
change material the injected carriers recombine in the traps neutralizing their charge. Since
electrons recombine at first mostly at the cathode and holes at the anode, this results in an
unequal spatial distribution of neutralized traps and positively or negatively charged traps
called space charge (see Figure 2.26a).
At higher applied voltages more electrons and holes get injected into the material. Near the
electrodes, where the trap states are filled, the carrier lifetime is increased, and they can
penetrate further into the phase change material enlarging the space charge regions. When
the space charge regions are grown so far, that they overlap somewhere in between the elec-
trodes, the material becomes neutral in the overlapping region (see Figure 2.26c). The con-
ductivity in this region is highly increased because trap states for both electrons and holes
are filled. The field on the other hand is decreased in this region because of the remaining
space charges near the electrodes while at the electrodes the potential drop is increased.
Thus, the injection of electrons and holes is increased, creating a positive feedback as soon
as the space charge regions overlap. This field at which the space charge regions overlap
denotes the onset of threshold switching (see Figure 2.26b).
3About 2 orders of magnitude[Die06].
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Figure 2.26.: Illustration of the double-injection model. Electrons and holes are thermally
injected from the electrodes into the phase change material where they recombine within
deep trap states. Space charges build up because electrons recombine first at the cathode
and holes at the anode (b). When the field is increased further, the phase change material
is electrically neutral where the space charge regions overlap. At the electrodes the field
is enhanced and carrier injection increases (c). The on-state is reached when all traps are
filled and carriers can tunnel through the narrow barriers between the electrodes and the
phase change material. The quasi Fermi levels are close to the band edges (d). (modified
from [OR73])
Due to the positive feedback the space charge will be neutralized over the whole phase
change material resulting in a flat band and thin Schottky-type barriers at the electrodes
(see Figure 2.26d). Thus, carriers can easily tunnel through the barrier into the material
where the traps are filled and therefore, the mobility of the carriers is high. The quasi Fermi
levels of electrons and holes are in conduction and valence band respectively, and a metallic
conductivity is obtained. The material is in the on-state.
While the threshold voltage was determined by the field that is necessary to make the space
charge regions overlap, the minimum voltage to conserve the on-state Vh is given by the
requirement, that the quasi Fermi levels remain in the bands.
qVh = Eg (2.24)
The delay time td is represented by the time that is necessary to fill half of the traps for
electrons and holes so that the space charge regions will overlap. A good review of this
model called double injection because both electrons and holes are injected is given by
[OR73, VWD75].
A slightly different version of this model is the recombinative injection model proposed by
Roosbroeck[vR72, vRCJ72]. For this model the density of acceptor-like deep trap states must
be significantly higher than the density of donor-like deep trap states or vice versa. In this
case, minority carriers get injected into the phase change material resulting in a shift of the
Fermi level into the band of the minority carriers. Since the trap states of the minority carri-
ers are filled, the conductivity is high and the mobility is not limited by trapping.
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An important detail is that the injected carriers must have larger trapping than transit times
in the phase change material, so that the space charge can be removed over almost the whole
device. If the space charges would not be compensated, Wright showed that the transition
from the off-state to the on-state would occur at a threshold voltage Vt proportional to the
electrode spacing d squared Vt ∼ d2[WI68], which is not observed in phase change materi-
als.
Generation-Recombination Model 1980 a model was proposed by Adler et al.[ASSO80]
based on the valence alternation pair (VAP) defects which had been proposed by Kastner,
Adler and Fritzsche[KAF76]. The idea is that in the presence of different kind of defects, such
as VAPs, electrons and holes can undergo trapping, release and recombination events with
different time constants for these processes. Since the release also called generation process
is field dependent and the recombination and trapping rates will depend on the occupation
statistics, the solution for a stable state might be already able to explain the sub-threshold
curve and the threshold switching condition.
To find a stable solution for a given electric fieldE , the continuity equations for electrons and
holes and the rate equations for the defects need to be solved similar to the coupled-carriers
equation approach from Walsh and Vezzoli[WV74, VWD75]. The continuity equations for
electrons and holes take into account trapping in the three types of defects proposed by the
VAP model and some kind of generation mechanism g (E) that consists of a thermal gen-
eration Gth and a field dependent generation G that is monotonically increasing with the
electric field E and proportional to the number of carriers. The rate equations for the defects
consider how the occupation statistics change due to the trapping and generation processes.
The simplified solution for only one type of carriers yields equation (2.25) under the assump-
tion that no space charges build up and that the charged trap states are equally dominating
over the uncharged trap states.
n = n0
1−τng (E)
(2.25)
τn = 2βnNt denotes the time constant for trapping with Nt being the number of trap states
and βn the trapping rate for electrons in charged defects. n0 =Gthτn is taking into account
the thermal generation from traps.
The conductivity is calculated from equation (2.25) using Ohm’s law by multiplying with the
electronic charge, the mobility and the current density.
j = qµen0
1−τng (E)
E (2.26)
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It can be seen that this equation will diverge for τng (E)= 1 which is, therefore, the threshold
switching condition. Also the linear, exponential and super exponential characteristics of
the sub-threshold curve can successfully be described by this model.
The only requirement for the generation mechanism in this model is the monotonic increase
with the field. The authors proposed either carrier injection[AHM78] or impact ionization
as possible mechanisms[ASSO80]. However, other generation mechanism are not excluded.
For example the group of Baranovski showed that their lucky-drift model for impact ioniza-
tion can serve as a possible generation mechanism[KRBT04, RBR+07, JRB+08].
In contrast to the original impact ionization process suggested by Shockley, the electrons
do not move ballistically but undergo scattering events when they are accelerated in the
electric field. Upon a scattering event they might lose the energy of an optical phonon and
the momentum will be changed. “Lucky” electrons will undergo a chain of events where the
momentum points in the direction of the field, so that they gain enough energy to ionize
another electron within the inelastic scatter length. The difference to the original lucky-drift
model by Ridley[Rid83, Rid87] is that the electrons only lose the energy of an optical phonon
instead of their whole energy.
While equation (2.26) describes the off-state behavior until the electrical breakdown occurs
it fails to describe the on-state. Pirovano et al. simplified Adlers model further by assuming
that recombination for electrons and holes occurs with the same rates[PLB+04, RPBL08] in
a single defect. In the steady state at each given field, the generation and recombination
balance each other, so that the carrier concentrations of electrons and holes can be calcu-
lated from the charge neutrality condition. This approach yields quadratic equations for
the electron and hole concentrations which have two possible solutions associated with the
on-state and the off-state.
Figure 2.27(a) and 2.27(b) show the results of the previously described calculation for a den-
sity of states with an acceptor level close to the valence band that does not take part in trap-
ping processes but just introduces holes and a donor level close to the conduction band that
can trap and release electrons and holes.
In the off-state a low concentration of carriers is generated by the electric field, and transport
is dominated by the holes coming from the acceptor level. When the field is increased more
and more, carriers are generated until the threshold field Et is reached. At this critical field
recombination cannot counterbalance generation anymore and threshold switching occurs.
In the on-state the carrier concentration of both types of carriers are much higher leading to
much higher generation and recombination than in the off-state. When the field is reduced
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Figure 2.27.: Carrier density (a) and trap occupation (b) in the simplified one state Adler
model for the case of a high acceptor density close to the valence band and a smaller den-
sity of donor-like trap states close to the valence band. Since the density of the acceptor
states is higher, the material is p-type in the off-state. For increasing fields more carriers
are generated and consequently occupy the trap states. At the threshold field Et the gener-
ation cannot be balanced by the recombination in trap states, and the phase change mate-
rial goes into the on-state which is characterized by a high density of electrons and holes.
Almost all trap states are filled in the on-state which is equivalent to the description of the
quasi Fermi level of electrons being in the conduction band. Below the holding field Eh the
generation rate is to low to keep all traps filled, the recombination rate increases and the
phase change material relaxes back into the off-state. (modified from [Vol08])
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below a critical value called holding field Eh , the generation is not sufficient anymore to
stabilize the system.
The difference between on-state and off-state can be seen also in the occupation of trap
states (see Figure 2.27(b)). In the off-state the states close to the valence band are filled while
the state close to the conduction band are empty which is the usual equilibrium distribution.
When the field is increased more, electrons are excited into the states close to the conduction
band which is equivalent to a shift of the quasi Fermi levels. In the on-state almost all traps
are filled and carriers can move without trapping events in the band.
To explain transient effects like the delay time, electrical relaxation back from the on-state
to the off-state or the snap back during the threshold switching event, the assumption of
equal generation and recombination needs to be replaced by the continuity equations for
electrons and holes. This was done by Pirovano et al., and by H. Volker using the numer-
ical computing environment MATLAB[Vol08]. With this time dependent simulation it was
shown, that threshold switching and relaxation occur along the load line until the steady
state solution is met again. Additionally, a delay time could be observed in the simulations
as well.
To further increase the simulation it is possible to replace the charge neutrality equation by
the Poisson equation to account for possible space charges.
Poole-Frenkel Model The models in the previous paragraph tried to explain the field de-
pendence of the conductivity by calculating the number of free carriers via rate equations,
taking into account trapping and generation mechanisms. In contrast to this approach, in
the models presented in this paragraph Boltzmann statistic is applied, modified by a field
dependence to calculate the number of free carriers released from traps.
In the absence of an electric field the number of carriers released from traps is simply acti-
vated with an activation energy Ec −Et that corresponds to the depth of the trap state. For
simplicity only the terms for electrons are presented.
nc ∼ exp
(
−Ec −Et
kT
)
(2.27)
Poole and Frenkel were among the first to modify this equation by adding a term that takes
into account the lowering of the activation barrier by an electric field E [Fre38]. If the con-
centration of trap states is low, the barrier lowering ∆Φ is proportional to the square root of
the applied electric field ∆Φ∼pE (see Figure 2.28a).
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Figure 2.28.: Sketch of the potential of a trap state in the Poole-Frenkel model (a). The
energy to escape from the trap state into the conduction band is reduced due to the field.
In the Poole model (b) traps influence each other due to their low inter-trap distance ∆z.
The reduction of the energy barrier to jump from one trap to the next one due to the electric
field is higher than in the Poole-Frenkel model. At high fields electrons can jump from one
trap to the next one not only by Poole-Frenkel emission but also via tunneling through the
barrier. (modified from [Hil71])
This results in the so called Poole-Frenkel field dependent conductivity with β= q
√
q
pi² and
² being the permittivity of the material.
σPF ∼ exp
(
− (Ec −Et )+β
p
E
kT
)
(2.28)
For high defect densities the distance between two traps is so small that their potentials over-
lap significantly, so that the lowering of the potential due to an electric field is enhanced to
∆Φ=β′E = q ∆z2 E (see Figure 2.28b). This leads to the so called Poole’s law of field dependent
conductivity.
σP ∼ exp
(
− (Ec −Et )+β
′E
kT
)
(2.29)
Hill showed that these theories can be applied to amorphous solids[Hil71] and Stubb et
al.[SST72], Marshall[Mar73] and Owen and Robertson[OR73] showed that both field depen-
dencies can be found in some amorphous phase change materials. It is important to note
that Marshall argued that the current density j is to be calculated using Ohm’s law j = qnv
with the usual linear behavior of the drift velocity v =µE while Stubb et al. assumed the drift
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velocity v to be saturated at high fields v ∼ µ so that the field dependence coming from the
drift velocity needs to be omitted, so that j ∼ qnµ.
jPF,Mar shal l ∼ E exp
(
− (Ec −Et )+β
p
E
kT
)
(2.30a)
jP,Mar shal l ∼ E exp
(
− (Ec −Et )+β
′E
kT
)
(2.30b)
jPF,Stubb ∼ exp
(
− (Ec −Et )+β
p
E
kT
)
(2.30c)
jP,Stubb ∼ exp
(
− (Ec −Et )+β
′E
kT
)
(2.30d)
Ielmini and Zhang used the idea of Poole-Frenkel transport to propose a model for the sub-
threshold conductivity and the threshold switching mechanism in phase change materi-
als[IZ06, IZ07, Iel08]. Based on a potential between two trap states as proposed by Poole,
they calculated the transfer time from one trap to another over the potential barrier. Since
the potential barrier is decreased in field direction and increased for an electron trying to
jump over the barrier against the field, the transfer time in field direction is shorter than
against the field.
τ*) = τ0 exp
(
Ec −Et ∓ (q∆zE/2)
kT
)
(2.31)
The minus sign applies to the jump in field direction and accordingly the plus sign to the
jump against the field. τ0 denotes the attempt to escape frequency. With the assumption
that an electron is immediately captured by the next trap state4 after the release from the
original trap, the distance∆z between the states divided by the transfer time gives an expres-
sion for the drift velocity. By summing over the electrons jumping in and against the field
direction, a current density can be calculated with Nt denoting the density of trap states.
j = 2qNt ∆z
τ0
exp
(
−Ec −E f
kT
)
sinh
(
q∆zE
2kT
)
(2.32)
This result can successfully explain the sub-threshold curve. At low fields the sinh function
can be approximated by its argument reproducing the ohmic behavior at small fields. For
high fields, jumps against the field can be neglected and one obtains the exponential region
from the exponential term of the transfer time.
The threshold switching effect cannot be explained by this model based on Poole-Frenkel
transport alone. Therefore, Ielmini and Zhang included an additional process that creates
carriers when the field is high enough. They argue that at some field carriers will be able
to tunnel through the potential barriers between two trap states and gain sufficient energy
4This is different to the original Poole-Frenkel transport mechanism where electrons travel freely in the band
after release until they get captured again.
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Figure 2.29.: Sketch of the field induced formation of a crystalline filament (a). Once a nu-
cleus is formed, the field is increased at the rim of the nucleus facilitating crystallization in
field direction until a filament bridging the electrodes is formed. The free energy diagram
(b) shows the field induced reduction of the critical radius Rc to form a nucleus. If in the
on-state (red) the stable radius of the filament RE ,0 is smaller than the critical radius with-
out a field Rc , the filament will disappear and the phase change material relaxes back into
the off-state (orange). If the stable radius of the filament is bigger than the critical radius
without field upon removal of the field, the crystalline filament is stable and can even grow
further (blue). A memory switch has happened. (modified from [NKJK09])
in the field to access energetically higher trap states. Therefore, the quasi Fermi levels for
electrons and hole move towards the conduction and valence band. Similar to the injection
model, this effect is believed to start via injection from the electrode via Fowler-Nordheim
tunneling, so that the high conductive on-state has to evolve through the phase change ma-
terial in the delay time.
Field-Induced Nucleation The origin of memory switching is the phase transition from
the amorphous to the crystalline state. It has been observed that this phase transformation
does not occur homogeneously over the whole film or device but in filaments[Rid63, PA76,
ASSO80]. Additionally, it has been observed that the crystalline resistance and the resistance
in the on-state are similar. This suggests that the amorphous on-state is formed by a thin
crystalline filament, that is induced by an electric field (see Figure 2.29a).
Karpov et al. developed a theory based on this idea[KKSK07]. They extended the classical
nucleation theory by adding a field term to the free energy and by increasing the degrees of
freedom from a radial symmetric problem to a cylindrical symmetric problem since the field
is directed.
They showed that the barrier for nucleation of cylindrically shaped nuclei can be signifi-
cantly lower than that of spherical nuclei[KKKM08]. Therefore, the field can induce a crys-
49
Chapter 2: Theoretical Concepts
talline filament to grow from one electrode to the other in the delay time. Once the crys-
talline filament bridges from one electrode to the other, the device enters into the on-state. If
the field is removed, the filament will either disappear (electrical relaxation) or grow (mem-
ory switch) depending on the size of the filament in the on-state[NKJK09] (see Figure 2.29b).
When the crystalline filament shorts the electrodes, the field is weakened within a screening
length λ. The holding voltage can, therefore, be calculated from the minimum electric field
that is required to maintain a negative difference between the free energies of the system
with and without a conductive filament[NKJK09].
The delay time corresponds to the time necessary to form a critical nucleus in the presence
of the electric field. The theory predicts an exponential behavior of the delay time as a func-
tion of the overvoltage and temperature as experimentally observed[KKKM08].
The quantitative predictions for threshold field, delay time and holding voltage fit well to
their experimental results[KKKM08, KMK+08, NKJK09]. However, the predictive power of
this theory regarding the sub-threshold conductivity and the recovery process after field re-
moval remain questionable.
Small Polaron Hopping Another model was proposed by Emin[Emi06]. His observations
in Hall and Seebeck measurements lead him to the conclusion that transport in the amor-
phous state is not dominated by extended states in the band but by hopping of small po-
larons[BE06, BEL06]. Electrons in the periodic potential of the atomic lattice can slightly
distort the periodic structure to minimize the energy thereby forming a so called small po-
laron. This process is called self-trapping. The mobility of small polarons is highly reduced
and proportional to the square of the jump distance a of the small polaron, a frequency ν
characterizing the phonons that interact with the carriers, the probability to jump P and a
temperature activated term with an activation energy Eµ.
µ= qa
2ν
kT
P exp
(
− Eµ
kT
)
(2.33)
The pre-exponential factor is of the order of 1 cm2/Vs at room temperature. Thus the mobility
in the amorphous off-state is much smaller than 1 cm2/Vs as observed experimentally.
When a voltage is applied to a device, electrons will have to enter the phase change material
from an electrode, move within the phase change material and exit the phase change mate-
rial at the other electrode. These processes are associated with the rates R f for an electron
to move within the electrodes, R for a jump of a small polaron from one site to the next in
the phase change material and r for the conversion of a free charge carrier in the electrode
to a small polaron in the phase change material and vice versa. Since R f À RÀ r small po-
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larons will eventually accumulate in the phase change material. When the applied voltage
is high enough, the density of small polarons is high enough so that they destabilize each
other. This is the threshold switching event. In the on-state the electrons are not localized
anymore and move freely with a high mobility through the phase change material.
The delay time in this model corresponds to the time that the system needs to reach the
steady on-state condition. The holding voltage is determined by the minimum electron den-
sity below which the carriers relax into small polarons once again forming the off-state.
Conclusion The variety of models described above illustrates the controversy about the
threshold switching mechanism. The currently used models certainly have descriptive value
since it is possible to explain a lot of features of the threshold switching phenomenon. How-
ever, all models make use of a lot of parameters that are not necessarily known. Therefore,
the predictive value is questionable. It is also questionable whether it is possible to find a
theory explaining all the phenomena coming along with threshold switching that involves
only few parameters or at least parameters that can be fixed by other experiments. If the
number of parameters cannot be reduced the number of different experiments that need to
be described with a single set of parameters should be increased. The transient phenomena
of threshold switching are, therefore, suitable to bring new light into the debate. A practica-
ble way is to study the material dependence of threshold switching linking the change of the
threshold switching behavior to the materials parameters involved in the different theories.
The results of these studies are shown in Chapter 6.
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CHAPTER 3
Experiments
Motivation In this chapter the experimental methods and tools used to deposit and char-
acterize thin films of phase change materials will briefly be discussed.
3.1. Sputter Deposition
To deposit thin films with thickness of the order of a few nm to several µm, the sputtering
technique is commonly used in the lab and on an industrial level.
A sputter tool consists of 3 main elements. A vacuum chamber which allows application
of low pressure down to around 1 ·10−6 mbar and below, a target cathode consisting of the
material to be deposited and the substrate for the film deposition (Figure 3.1).
First, the vacuum chamber is pumped down to around 1·10−6 mbar to remove unwanted gas
and other particles from the chamber. Then, an inert gas like Ar is filled into the chamber
until a pressure of about 5 ·10−3 mbar is reached. A high electric field applied between tar-
get and substrate can now accelerate electrons produced by random processes sufficiently
to ionize other Ar atoms. A magnet located underneath the target forces electrons and Ar
ions on a circular path to increase the number of ionization processes. The Ar ions will be
accelerated onto the target where the collision expels small clusters from the target. These
small clusters of target atoms diffuse through the chamber. Once they reach a surface they
adsorb and diffuse on the surface until they condense back into the solid state. In this way,
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Figure 3.1.: Simplified sketch of a sputter chamber. By applying a high voltage between
target and substrate Argon inside the chamber will be ionized and accelerated onto the
target. The collision of Argon ions with the target expels target atoms which then can diffuse
onto the substrate. (modified from [Kal06])
a thin film of the target material can be deposited on the substrate which is placed face to
face with the target.
The deposition rate can be adjusted by the applied electric field (power) and the Ar pres-
sure (flow), which change the mean free path of electrons and Ar ions and the impact of the
collision with the target. In this work an Ar flow of 20sccm and a power of 20W was used
to deposit phase change materials. For the deposition of metals a power of 60W was used.
For the deposition of insulating target materials a static electric field cannot be used. In this
case a radio frequency (RF) alternating field is applied. Further details regarding the sputter
deposition technique and the used sputter tool can be found in [Fri00].
3.2. Phase Change Optical and Electrical Tester (POET)
In the development of optical data storage technology key tools for the investigation of phase
change materials were static optical testers[FdMO71, OF73, YOA+87, YON+91]. Crystalliza-
tion kinetics can be studied in such tools because extremely fast temperature changes in
thin films of phase change materials can be realized using laser light while a fast detection
system monitors the degree of crystallization[CJVESJ95, VW99, WFZW01].
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On the other hand, the characterization of phase change materials for electrical data stor-
age requires different tools. To study the electrical properties of phase change materials,
especially the highly non-linear field dependent conductivity, very fast electronic testers are
required. However, the questions concerning crystallization kinetics still remain important
and need to be answered again for phase change materials integrated in memory cells, since
it is questionable whether optical experiments performed on thin films will have predictive
value for the behavior of memory cells.
The combination of an optical and an electrical tester provides the possibility to study both,
kinetic and electronic properties in one tool. Furthermore, using a memory cell geometry
with an optically accessible active material both optical and electrical experiments can be
performed at the very same time allowing for a variety of new experiments.
Such a combined phase change optical and electrical tester (POET) has been built by M.
Salinga and co-workers[Sal08]. In this thesis the POET was modified and developed further
according to the requirements of experiments on bridge cell devices. The basic principle of
the optical and electrical parts of the setup will be described in the next two paragraphs. A
detailed description can be found in [Sal08].
Optical Testing The main idea behind the optical setup is to use two lasers of slightly dif-
ferent wavelength to apply a pulse of certain length and power on one hand and to monitor
the corresponding reflectivity change at the same position and time on the other hand. In
this section it is described how this idea is realized with the optical part of the POET.
Figure 3.2 shows the main components of the optical path. First, pump laser and probe
laser are combined. Therefore, the direction of polarization of the probe laser is rotated via
a Faraday isolator and a wave plate to match the direction of polarization of the pump laser.
Then, both propagation directions are aligned in a chromatic beam splitter which reflects
the probe beam but transmits the pump beam. A polarization rotator then changes the di-
rection of polarization of both beams before they are coupled into an optical monomode
fiber. Behind the fiber both beams are shaped to exhibit an approximately Gaussian inten-
sity profile with their maximum at the same location.
After shaping of the beams by the monomode fiber, about 2% of the light is coupled out
of the optical path by a beam sampler. The two beams reflected at the front and the back
surface each run through a line filter. In one case only the pump laser can pass the filter
while in the other case only the probe laser goes through the filter to be detected. This way
the detectors behind the line filter can measure the intensity of the incoming light seperately.
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Figure 3.2.: Sketch of the optical setup of the phase change optical and electrical tester
(POET). (modified from [Sal08])
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While the beam sampler couples out only a small part of the light, the main part passes
through another Faraday isolator consisting of two polarizing beam splitters and a Faraday
rotator. The polarization of the beam splitters are matched with the direction of polarization
of the beams, which were adjusted with the polarization rotator before the fiber. This way
the maximum of the incoming light is transmitted.
Behind the Faraday isolator a retractable power meter is measuring the incoming power
once before a matrix of pulses, with varying power and duration, is written. This way it is
possible to calculate the pulse laser power at the surface of the sample from the measured
intensities at the detector considering the loss of power on the optical path that has been
measured previously in a calibration.
When the retractable power meter is not blocking the optical path, the laser beams can prop-
agate further, reflected by a movable mirror, through a 50x microscope objective onto the
sample. The movable mirror is controlled by actuators and allows the adjustment of the po-
sition where the laser beams will hit the sample. The 50x microscope objective focuses the
laser beams to a spot with a diameter of 1µm to reach sufficient power densities.
To observe where the laser beams hit the sample, a white light source, that is coupled into
the beam path with a beam splitter, reflects at the surface and is coupled out of the beam
path onto a CCD camera using a second beam splitter. Since both beam splitters used for
this purpose are largely transparent for both used laser wavelength, the intensities of pulse
and probe beam are not significantly reduced.
After reflection at the sample both beams are propagating back along the exact optical path
until they enter the Faraday Rotator a second time. There they are rotated by 45° a second
time so that the resulting polarization direction points perpendicular to the one of the orig-
inal laser beam. Therefore, the reflected light coming from the sample is almost completely
deflected by the polarizing beam splitter.
20% of the deflected beam is then coupled out to an auto focus unit that is realized using
the combination of a lense, a knife edge and a quadrant detector. The other part is passing
through a line filter that blocks the pump beam. Behind the line filter the intensity of the
probe beam is measured with a detector. This way the reflectivity of the probed part of
the sample can be calculated by dividing the intensities of the probe beam before and after
reflection at the sample.
Figure 3.3 shows the path of the light plotted into pictures of the optical setup.
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Electrical Testing As shown in Figure 3.3, the sample is placed on top of a heated sample
holder below the microscope objectives. This allows optical access to memory cells from the
top and visualization of the probed area. The visualization is necessary to be able to electri-
cally contact memory cells from the side via retractable electrical probes. In this paragraph,
the electrical circuit connected with the device under test (DUT) by the electrical probes is
described. Further details about the used equipment can be found in [Sal08].
Electrical tests on phase change memory cells require exact measurements of the resistance
of the device resistance over a huge range. In the amorphous phase the resistance of a typical
memory cell can exceed a few hundred MΩ, while in the crystalline phase or in the amor-
phous on-state the resistance is around 1kΩ. On the other hand, fast switching experiments
with resolution down to a few ns are in demand to gain information about the dynamics
during threshold switching.
To enable precise measurements of the current and voltage dynamics on one hand, and the
exact determination of the device resistance on the other hand, a combination of a directed
current (DC) and an alternating current (AC) circuit was chosen (see Figure 3.4).
Using two switches the control program of the POET is able to switch between AC and DC
circuits. In the switch position depicted in green in Figure 3.4, the DC circuit is active. A
voltageVA of around 50mV is supplied to the device under test over a load resistorRL and an
additional load resistor integrated in one of the electrical probesRt i p . Voltages are measured
before (V1) and behind (V2) the load resistor so that the resistance of the device under test
RDUT can be calculated via equation (3.1).
RDUT = V2
V1−V2
·RL −Rt i p (3.1)
To get a good signal to noise ratio, a reasonable amount of the voltage has to drop both,
across the load resistor and across the device under test. Therefore, the load resistor can be
switched automatically between 5kΩ, 500kΩ and 50MΩ to adapt to the resistance of the
DUT.
In the switch position depicted in red in Figure 3.4 the AC circuit can be activated. A pulse of
arbitrary shapeVA(t ) is generated by using an arbitrary waveform generator and a combina-
tion of a programmable attenuator and an amplifier. This signal is transfered to the device
under test and further handing over the shield potential in each case to enable transmission
of signals with frequencies up to roughly 1GHz. To avoid reflections of the signal at the DUT
especially in the high resistive amorphous phase, a 50Ω resistor in the tip of the contact-
ing probe is terminating the DUT to ground. The resistor in the second probe Rt i p serves
in this circuit as a load resistor to limit the current through the device in the low resistive
amorphous on-state.
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Figure 3.4.: Electrical circuit of the POET. Using two switches, the control software can se-
lect between AC (red switch position) and DC (green switch position) circuit. The AC circuit
uses an arbitrary waveform generator to generate a pulse of arbitrary shape which is sup-
plied to the device under test. A 1kΩ resistor splits up 5% of the current before the DUT
to measure the incoming signal. Behind the DUT a 500Ω resistor limits the current and
the outgoing signal is measured via an oscilloscope. The DC circuit supplies a constant low
voltage to the DUT via a switchable load resistor to allow for precise resistance measure-
ments over a range of resistances from a fewΩ to hundreds of MΩ.
To be able to monitor current and voltage at the device during threshold and memory
switching, also the AC circuit has to take into account the enormous dynamic range of the
resistance in the different states of the DUT. Therefore, the signal behind the DUT is split.
One signal is first amplified and then monitored in an oscilloscope while the other signal
is directly fed into the scope. Thus, the amplified signal V1 can measure currents down to
µA while the unamplified signal V2 is able to monitor currents in the mA range. The input
voltage is measured via a 1kΩ resistor which splits up 5% of the current.
Effects of capacities and impedances have been minimized even though it is not possible
to avoid these effects completely. Since the remaining capacities and impedances are un-
known, current and voltage at the device are calculated taking into account only the resis-
tances in the circuit. Equations (3.2) show the relationships between the voltages measured
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across the 50Ω resistors in the oscilloscope and the desired current and voltage at the device.
IDUT = 2V3
50Ω
(3.2a)
VDUT = 1kΩ+50Ω
50Ω
V2−2V3
(
Rt i p
50Ω
+1
)
(3.2b)
The amplified signal is calculated likewise replacingV3 by
V1
A , with A being the amplification
factor of the signal between splitter and scope.
3.3. Van der Pauw Method (VdP)
Conductivity measurements are one of the most valuable information for the investigation
of electrical properties. The easiest way to probe the conductivity is done by applying a
voltage between two points on the material under test. If the geometry is known, the con-
ductivity can be calculated easily by measuring the current. However, the necessity to know
the exact geometry often poses a problem for obtaining absolute values. In addition, the
contact resistance that is always present in an electrical measurement cannot be separated
in such a two point probe experiment.
This problem was solved 1958 by Van der Pauw[vdP58a, vdP58b]. He showed that it is possi-
ble to eliminate the influence of geometry and contact resistance under the assumptions of
ideal point contacts and a continuous and homogeneous films by using a four point probe
approach. A current is applied between two points 1 and 2 on the sample. At the same time
the voltage drop between two different points 3 and 4 is measured (see Figure 3.5).
For a perfect quadratic sample geometry without any Schottky barriers at the contacts and
a thickness d the resistivity ρ is given by equation (3.3).
ρ = pid
ln(2)
U34
I12
(3.3)
To remove the dependence on a perfect quadratic sample geometry, a second measurement
with changed contact configuration needs to be performed. The resistivity can then be ex-
pressed as shown in equations (3.4).
ρ = pid
ln(2)
R12,34+R23,41
2
f
(
R12,34/R23,41
)
(3.4a)
Ri j ,mn = Umn
Ii j
(3.4b)
61
Chapter 3: Experiments
material under test
metal contacts
I
U
1
2
4
3
Figure 3.5.: Geometry of the Van der Pauw method. A current is applied to contacts 1 and
2 while the voltage drop between contacts 3 and 4 is measured. With a permutation of the
contact configuration by 90◦ the sheet resistance can be obtained without the influence of
geometry and contact resistance.
The function f depends only on the ratio of R12,34/R23,41 and can be found by solving equa-
tion (3.4c).
cosh
(
R12,34/R23,41−1
R12,34/R23,41−1
ln(2)
f
)
= 1
2
exp
(
ln(2)/ f
)
(3.4c)
3.4. Fourier Transform Infrared Spectroscopy (FT-IR)
Infrared Spectroscopy is a commonly used tool to gain information about the dielectric
function of a material in dependence on the excitation frequency ω. For this reason the
experimental setup consists of 4 major parts depicted in Figure 3.6. A spectral source that
covers the energetic range of interest, a Michelson interferometer that allows to separate
the different frequencies of the light beam although the whole spectral range is measured at
once, a temperature controlled sample stage that enables to determine the dielectric func-
tion for temperatures from 4K to 800K and a detector collecting the reflected light from the
sample. For a detailed description see [Kre09].
Using a simplified picture, one can get an idea about the measurement principal focusing
on a single excitation frequency. The light beam coming out of the Michelson interferom-
eter hits a layer stack of the sample consisting of an about 1µm thick film of phase change
material on a reflecting metal film (see Fig. 3.7). Part of the beam is reflected at the sur-
face the other part penetrates the phase change material and is then reflected at the metal
film. In the detector both parts of the beam interfere containing the information of the light-
material interaction and the back reflector.
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temperature controlled stagesource
beam splitter interferometer
detector
movable mirror
Figure 3.6.: Sketch of a FT-IR setup. A source provides a beam of light covering the energetic
range of interest. The light beam passes a Michelson interferometer which allows to resolve
the different frequencies via a Fourier transformation and hits the sample. The reflected
signal is measured in a detector.
Figure 3.7.: Illustration of the FT-IR measurement principle. (a) A measurement on a gold
mirror is necessary to obtain the reference intensity of the spectral source. (b) One part of
the light beam is reflected at the surface, the other part is reflected at the metal film. While
passing through the material under test the beam undergoes absorption and a phase shift.
This information is detected in the reflected signal.
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Figure 3.8.: Simulated reflection spectra for a transparent (blue) and an absorbing (red)
material. The film thickness is taken to be 1µm. The transparent material shows typical
interference fringes. The absorbing material shows additionally an envelope of decreasing
reflection to higher energies. (modified from [Kre09])
The Michelson interferometer ensures that this measurement can be done simultaneously
for the different frequencies of the spectral source. A movable mirror changes the phase
shift introduced to one part of the beam so that the beam after the Michelson interferom-
eter exhibits different frequency maxima for different mirror positions. By performing the
measurement at various positions of the mirror, the spectrum can be reconstructed using a
Fourier transformation. The big advantage of this approach is that a measurement is very
fast and one can use longer exposure times to increase the resolution.
After the reflection spectrum of a metal film without phase change film is subtracted from
the measurement, the resulting reflection spectrum shows the typical interference fringes
and in addition an envelope due to the absorption in the phase change material. Typical
reflection spectra simulated by Kremers[Kre09] for a transparent (blue) and an absorbing
(red) material are shown in Figure 3.8.
In this work a spectral region from 360cm−1 to 8000cm−1 was investigated which corre-
sponds to the energy range from 45meV to 1eV. Using ellipsometry (described in detail in
[Kre09]) this region was extended to 5.2eV. This is necessary to be able to obtain the the
dielectric function ²(ω) = ²1(ω)+ i²2(ω), which is obtained via a fitting procedure from the
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reflectance spectra of the FT-IR and ellipsometry measurements. From the dielectric func-
tion the absorption coefficient α(ω) can be calculated using equations (3.5)[Fox04].
²1(ω)= n(ω)2+κ(ω)2 (3.5a)
²2(ω)= 2n(ω)κ(ω) (3.5b)
α(ω)= 2ω
c
κ(ω) (3.5c)
The absorption on the other hand is linked to the joint density of states (JDOS) via equation
(3.6).
α(ħω)=Mi j (ħω)2 · J (ħω) (3.6)
Mi j (ħω) denotes the optical transition matrix element introducing the probability for a tran-
sition from an occupied state ni to an unoccupied state n j . The JDOS J (ħω) contains the
information about the number of possible transitions taking into account the density of the
occupied states Nv and the density of unoccupied states Nc .
J (ħω)=
+∞∫
−∞
Nc (E)Nv (E −ħω) dE (3.7)
Thus, valuable information about the DOS is obtained that can be used to study the mecha-
nism of electrical transport (see also 2.1).
3.5. Photothermal Deflection Spectroscopy (PDS)
The probably most straightforward method to measure optical absorption is to expose a
thin film of the material under test with light and to detect its intensity before and after the
sample. This method, simply called transmission and reflection (T&R), is able to measure
down to a sensitivity of α ·d = 10−2, where d denotes the film thickness. A more sensitive
method is photothermal deflection spectroscopy (PDS). Under best condition this method
allows to measure an absorption of α= 0.1cm−1 at a film thickness of d = 1µm.
As in transmission and reflection experiments, in a photothermal deflection spectroscopy
experiment the sample consisting of a thin film of the material under test on a transparent
substrate is exposed to monochromatic light. However, the method to detect the absorption
of the incoming light is different.
As nomadic people in the desert have known for centuries, absorption of light in the sand
leads to a warming of the air over the sand which comes along with the famous Fata Morgana
phenomenon also called mirage effect. The temperature induced change of the refractive
index leads to a deflection of light traveling from the sky over the horizon away from the
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Figure 3.9.: Comparison of the sensitivities of absorption measurements[Car09] performed
with ellipsometry (red), transmission and reflection (blue) and photothermal deflection
spectroscopy (green). Applicable film thicknesses are in a range of 100nm to 1µm (grey).
earth. The observer then sees a blurred image of the sky instead of sand which leads to the
impression of a lake.
This effect was first used by Boccara et al.[BFB80] in photothermal deflection spectroscopy
to detect the absorption in the material under test. The sample is kept in a liquid, trans-
parent deflection medium1 with an index of refraction which is strongly dependent on tem-
perature. Upon light exposure the sample heats up in turn changing the temperature of the
deflection medium. The resulting change of the index of refraction can then be detected by
the deflection of a laser beam2 that passes the deflection medium in proximity (about 1µm)
to the surface of the sample.
The implementation of the whole experimental setup for photothermal deflection spec-
troscopy is shown in Figure 3.11. From the signal detected by the position detector (see Fig.
3.11) that measures the deflection of the laser beam, the absorption can be calculated back
in a rather complicated analysis. For a detailed discussion see Jackson et al. [JABF81, RW86].
In this work an unpublished analysis developed by Carius et al. at the Forschungszentrum
Jülich was used to obtain the interference free absorption coefficient.
1In this work CCl4 was used as deflection medium.
2In this work a solid state laser with a wavelength of 632nm was used.
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monochromaticmodulatedpump beam
probelaser beam
refractiveindex profile
deflection due tomirage effect
material under test
deflection medium
quartz substrate
Figure 3.10.: Illustration of the mirage effect, that is used in PDS to detect the optical ab-
sorption in a material under test. The absorbed light recombines followed by a warming of
the sample. This results in a temperature gradient and therefore also a gradient in the index
of refraction in the deflection medium above the sample. Due to the mirage effect a laser
beam is deflected away from the surface.
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Figure 3.11.: Experimental setup for a photothermal deflection spectroscopy measurement.
A tunable light source, consisting of a spectral source and a monochromator, illuminates a
thin film of the material under test. The change of temperature in the thin film due to ab-
sorption of light is transfered to a transparent deflection medium surrounding the sample.
The temperature induced change of the refractive index of the deflection medium deflects
a laser passing the deflection medium in close proximity to the surface of the sample. The
deflection of the laser beam is detected in a position detector. (modified from [Car09])
The absorption coefficient gives information about the joint density of states which is help-
ful to investigate electronic transport. Since the joint density of states is always a convolu-
tion of states above and below the Fermi level, another method is needed to directly observe
at least the occupied or the unoccupied states. Then, in combination with the joint density
of states the DOS can be deduced. Such a method, that gives information about the DOS on
one side of the Fermi level, is the modulated photocurrent method (MPC) described in the
next section.
3.6. Modulated Photocurrent Method (MPC)
A method to probe the reduced DOS of majority carriers N(Eω)·cµ is the modulated photocur-
rent method (MPC). N (Eω) denominates the density of states at the energy that is probed
at the modulation frequency f . c is the capture coefficient describing the interaction of
trap states and the probed carriers and µ the band mobility of free carriers. In combination
with the methods described above to measure the joint density of states, this is a powerful
approach to gain information about the density of states especially within the bandgap of
semiconductors.
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Figure 3.12.: Sketch of the sample geometry for MPC measurements. Using LEDs a modu-
lated photocurrent is induced in a thin film of the material under test. Using lock-in tech-
nique the photocurrent and the phase shift between the modulation of the photon flux
and the photocurrent is measured containing the information about the reduced density
of states.
Light emitting diodes (LEDs), with an energy larger than the bandgap of the material under
investigation3, are used to illuminate the sample consisting of a thin film of the material
under investigation and two metal electrodes separated by 2mm from each other.
A LED light source with an intensity modulated with a frequency f = ω2pi4, induces a modu-
lated photocurrent Iac (ω) due to band-to-band carrier excitation. The modulated photocur-
rent is measured by applying a DC bias between 0.1V and 5V to the electrodes5. The phase
shift φ(ω) and the amplitude Iac (ω) of the alternating part of the photo current contain the
information about the reduced density of states N(Eω)·cµ .
Usually the observed signals are very small ranging from 1pA to 10pA. To get a better signal
to noise ratio, the signal is measured using lock-in technique. In general, the photocurrent
3In this work LEDs with an energy of 1.45eV were used.
4In this work the frequency was modulated in a range from 12Hz to 40kHz. The continuous photon flux of the
LEDs was chosen to be Fdc = 1016 cm−2s−1 with an alternating part of Fac = Fdc2.5 .
5The resulting fields of 1 V/cm to 50 V/cm are far in the ohmic region of the sub-threshold characteristic of phase
change materials.
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lags behind the excitation as a consequence of the interplay of free carriers and localized
trap states. The latter capture free carriers from the conducting band. A trapped carrier
is localized and thus, cannot contribute to the electronic conduction until it is thermally re-
leased back into the band. The further the trap state is located from the band edge the longer
is the release time and the higher is the measured phase shift. The complete derivation of
equation (3.8), which links photocurrent and phase shift to the reduced density of states,
can be found in [Luc08].
N (Eω) · c
µ
∼ sin
(
φ(ω)
)
|Iac (ω)|
(3.8)
The energies, that can be investigated with MPC, range from the mobility edge Em of ma-
jority carriers to the quasi Fermi level En,pf . Below the quasi Fermi level trapping processes
are dominant over the emission from traps so that the observed current is independent of
trap-release statistics that would give information about the density of states. Above the
quasi Fermi level the photocurrent is dependent on the emission rate of the states that are
probed. Since the emission rate is a function of temperature, the range of energies, that can
be probed by a change of the modulation frequency of the LEDs, is different for different
temperatures (see Figure 3.13). At low temperatures states close to the mobility edge of the
majority carriers can be probed, while at high temperatures states deep in the gap close to
the quasi Fermi level are observed6.
The energy Eω that is probed by the photocurrent depends not only on the temperature
and the modulation frequency of the LEDs but also the attempt to escape frequency ν ∼
c. Therefore, states within the bandgap with different attempt to escape frequencies are
detected at different energies and need to be shifted to the correct energies by an energy
scaling following equation (3.9).
Em −Eω = T · ln
( ν
ω
)
(3.9)
Using this approach measurements of the reduced density of states can be scaled in energy
to give a self consistent picture of the DOS of majority carriers within the bandgap between
the mobility edge and the quasi Fermi level.
6In this work measurements were performed in a temperature range of 10 K to 300 K.
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Figure 3.13.: Illustration of the range of energies that can be probed with MPC. In between
mobility edge Em and quasi Fermi level of majority carriers E
n,p
f the emission rate is higher
than the trapping rate and the photocurrent can be linked to the reduced density of states.
At different temperatures the range of modulation frequencies of the LEDs probes a differ-
ent range of energies. At low temperatures states close to the mobility edge can be probed.
At high temperatures states close to the quasi Fermi level are observed.
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Part II.
Direct Approach — Memory Cells

Motivation The straight forward method to study phase change materials with respect to
their use in memory technology is the production and testing of phase change memory cells.
This method will be presented in this part. The aim is to learn about the materials require-
ments and the underlying physics of the device performance. This can give valuable input
to develop theoretical concepts that can describe the microscopic origin of the observed be-
havior of phase change memory cells. Additionally, these experiments will motivate indirect
experiments, i.e. experiments that are not performed on memory cells, that can give insight
into critical materials properties used in the theoretical concepts that describe the physics
of phase change memory cells.
This part is divided into four chapters. In the first chapter different cell concepts will be com-
pared, and the process flow to produce memory cells with the chosen design is presented.
The two following chapters deal with the switching phenomena of Ge15Sb85, a candidate
material for application. In chapter 5 the memory switching, which is one of the two im-
portant processes for the device operation, is discussed. The third chapter covers threshold
switching which is a precondition for memory switching to happen at low voltages. In the
last chapter resistance drift in memory cells is described which is one of the most important
issues regarding multi level storage.
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CHAPTER 4
Phase Change Memory Devices
4.1. Cell Concepts
The typical architecture of any kind of memory cell array consist of an address decoder,
connected to the memory cell array via so called word lines, and a read-write unit connected
via bit lines. Every entry of this matrix of bit lines and word lines connects a single bit which
is realized by the actual memory cell. A selector transistor is used to address a cell only if bit
line and word line connecting this entry of the matrix are active (see Figure 4.1).
The memory cell itself is today made out of a capacitor in DRAM (dynamic random access
memory) or a network of capacitors and transistors in the case of SRAM (static random ac-
cess memory). In the case of NOR Flash memory the combination of selector and cell is
replaced by a transistor with a floating gate.
The implementation of phase change memory bridge cells with their selectors is shown in
Figure 4.2(c). The selector transistor consisting of common source (brown), drain via (blue)
and word line, as gate electrode, is shown in the bottom. The memory cell is bridging be-
tween the drain via and the bitline. Lance cell and pore cell, two other common memory
cell types, are shown in Figure 4.2(a) and 4.2(b) without their selectors.
In principle, one can classify the memory cells into two groups by the way how the heat-
ing current is created. The volume-minimized and the contact-minimized concepts. In the
volume-minimized approach the highest current density is in the confined region of the
77
Chapter 4: Phase Change Memory Devices
ad
dre
ss 
de
co
de
r
word line
selector
bit line
memory cell
read-write unit
Figure 4.1.: Sketch of the typical memory cell array architecture. Word line and bit line
address each bit, realized by the memory cell, over a selector transistor. (modified from
[Noe05])
phase change material. In the case of the line cell this is in the center between the contacting
electrodes and in the case of the pore cell the center of the pore. In the contact-minimized
concept the phase change material is contacted by a metal electrode called heater that con-
fines the current to heat the phase change material. The resulting amorphous region has the
form of the cap of a mushroom which is why this type of cell is often called mushroom cell.
The main requirements on a memory cell are fast read and write times, low set and reset
currents, high number of read and write cycles, long data retention and high scalability. All of
these requirements depend on the intrinsic properties of the chosen phase change material
but also on the device geometry and the interplay between the surrounding materials with
the phase change material. While most of this work is dedicated to the intrinsic properties
of phase change materials, in the next few paragraphs some remarks about the differences
between the memory cell concepts will be given.
To switch the phase change material from one phase to the other, heat has to be introduced
into the material. While in the case of pore cell and line cell the narrow channel of phase
change material is creating a high current density to heat the material, in the lance cell con-
cept a high resistive metal heater (red) is the bottleneck for the current. By adjusting the
resistance of the part that exhibits the highest current density, the temperature profile in
time and space can be defined. The aspect ratio of the phase change material is therefore a
major parameter in the volume-minimized cell concept. Devices with a small cross sectional
area and a large length are favorable for low reset currents since the electrical resistance is
maximized. Such a geometry is easy to achieve by lithography and sputtering.
Also the thermal resistance of the materials, surrounding the phase change material, play a
crucial role in defining the minimum reset current and the switching time. If the thermal
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Figure 4.2.: Sketches of lance cell (a), pore cell (b) and line cell with selector (c). The lance
cell employs a thin, high resistive metal heater to achieve a high current density that heats
the phase change material resulting in the phase transformation (contact-minimized). In
the pore cell and line cell concepts the confined part of the phase change material yields the
high current density (volume-minimized). For the line cell additionally to the memory cell
itself, the selector transistor consisting of a common source, an active channel (yellow) and
the drain via is shown (c). The word line acts as a Schottky gate in the field effect transistor.
(modified from [RBB+08] and [CRR+06])
resistance is low, heat can be removed from the cell quickly which is necessary for the reset
process. On the other hand, this leads to high reset currents because much Joule heating is
necessary to balance the cooling from the surrounding materials.
The long term stability of the memory cell depends largely on the structural durabil-
ity. Since the device is permanently exposed to thermal treatment, diffusion of mate-
rials from the surrounding material into the phase change material might alter its per-
formance. Additionally, the phase transition is accompanied by a density change of the
phase change material which introduces stress[PKN+01] that might lead to voids that breaks
the electrical contact. However, it was shown that both volume-minimized and contact-
minimized concepts yield high numbers of read and write cycles and a long data reten-
tion[PRP+04, Lac06, LKW05, CRR+06].
For the purpose of investigating the intrinsic properties of phase change materials, in this
work a volume-minimized line cell concept has been chosen because of two advantages.
First, the production process, developed at the IBM Almaden Research Center and described
in the next section, allows to create line cells of various length and width in the amorphous-
as-deposited phase because the crystallization temperature is not exceeded in any step of
the production. This allows for the investigation of both, the amorphous-as-deposited and
the amorphous-as-melt-quenched phase. The studies in the amorphous-as-melt-quenched
phase are interesting for the memory switching behavior since this is the relevant phase
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Figure 4.3.: Scanning electron microscopy images of the contact pads (a) and the electrode
fingers crossed by the phase change line (b) and (c). In the atomic force microscopy im-
age (d) the well defined height profile of the 30nm thick phase change line on top of the
planarized TiN electrodes can be seen before capping layers are applied. The squares sur-
rounding the device and electrodes are placeholders for chemical mechanical polishing.
during device operation. On the other hand, the well defined and known geometry of the
amorphous area in the amorphous-as-deposited phase is extremely useful to investigate the
threshold switching behavior.
The second advantage of the line cell concept is the optical accessibility of the active mate-
rial. This allows the manipulation with laser light and with electrical pulses at the same time
enabling a variety of novel experiments.
4.2. Line Cell Production Process
Phase change memory bridge devices were produced at the IBM Almaden Research Center.
Pre-structured Si wafer were provided from IBM Watson Research Center with 80nm thick
planarized TiN electrodes on ca. 1µm SiO2. The electrodes are made of 70µm× 175µm
wide TiN contact pads. From these pads two 200nm wide TiN fingers approach each other
running parallel in a specific electrode spacing (see Figures 4.3).
The wafer is divided into pieces, each containing 32 identical sets of 24 different electrode
pairs with nominal spacings of 20nm to 210nm in 10nm steps and 260nm, 310nm, 410nm
and 510nm.
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On top of this structure a line of phase change material with arbitrary width between 15nm
and 500nm was placed to bridge the electrodes. The production steps are illustrated in Fig-
ure 4.4.
First of all the TiN electrodes need to be cleaned from surface oxide. Therefore, the wafer
was sputter etched for 10minutes using Ar gas in a sputter chamber under a pressure of
0.27Pa, a flow of 40sccm and a power of 100W DC. After the cleaning procedure a 30nm
thick phase change film from a compound sputter source was deposited with a power of
10W DC resulting in as-deposited films in the amorphous phase. On top of the phase change
film 5nm SiO2 was deposited using RF sputtering to prevent the phase change material from
oxidation.
In order to create a line from the deposited films via etching, a mask was applied using elec-
tron beam lithography with a 30nm thick negative photo resist leaving a line of designated
width across the electrodes. After the photo resist is removed, the sample needs to be sputter
etched for about 15minutes to remove residual photo resist. This is the most critical step in
the process because the resist needs to be removed completely without damaging the thin
phase change line.
After the sputter cleaning the wafer is capped anew with 5nm SiO2 without breaking vac-
uum. In the next step a mask is applied leaving open the area over the phase change line.
Then, a final capping layer of 60nm SiO2 can be deposited to embed the phase change line
safely. When the mask is removed using a lift-off procedure, the initial 5nm capping layer,
which is not only covering the phase change material but also the electrodes, needs to be
removed. This was done by sputter etching for 20minutes.
In order to prevent the TiN electrodes from oxidization, it is also advisable to additionally
deposit an inert metal on top of the electrodes. Therefore, first a mask was applied leaving
open the electrodes. Then 3nm of Ta were deposited as an adhesion layer and finally a 50nm
thick film of Pt.
After removal of the last mask, the electrodes are free and can be easily contacted. The phase
change line is covered by a 60nm thick film of SiO2 which is stabilizing the phase change
material and still leaves optical access since SiO2 is only weakly absorbing the used laser
light. On the other hand, the thick capping layer lowers the spatial resolution of methods like
atomic force microscopy (AFM) or especially conductive AFM which could be used to detect
the conductivity of the phase change material below the tip. For this purpose a thinner
capping layer could be applied, yet with drawbacks for the stability of the line cell.
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Figure 4.4.: Top view sketches and cross sectional sketches along the red line of the pro-
duction process of phase change bridge devices. Devices were produced on Si wafer from
IBM Watson Research Center with planarized TiN electrodes on ca. 1µm SiO2 (a). Using
sputter deposition 30nm phase change material (PCM) and 5nm SiO2 were deposited on
the wafer. With electron beam lithography a mask was applied to cover a line bridging the
electrodes (b). A capped phase change bridge is created by etching (c). A 5nm SiO2 capping
is deposited and a mask is applied to cover the electrodes (d). 60nm SiO2 is deposited as a
final capping layer (e) and the mask is removed via a lift-off procedure (f). Another mask is
applied leaving open the electrodes (g). 3nm Ta as an adhesion layer and 50nm Pt to pre-
vent the electrode from oxidation are deposited (h). Finally the mask is removed via lift-off
(i).
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Memory Switching in Ge15Sb85 Line
Cells
5.1. Initialization
Phase change bridge devices, produced as described in section 4.2, were tested[KRR+09b]
using the phase change optical and electrical tester (POET) (see section 3.2). Fabricated de-
vices were found to be in a fairly high initial resistance state, confirming that they remained
in the as-deposited amorphous phase. For a 56nm long bridge device that was 40nm wide
and 30nm thick, this initial resistance was 1MΩ, as shown in Figure 5.1(a). Since it is rea-
sonable to conclude that the entire bridge was in the amorphous-as-deposited state, the re-
sistivity of Ge15Sb85 in the amorphous-as-deposited phase can be estimated to be 2.1Ωcm.
This is in good agreement with the value of 2.4Ωcm obtained for 50nm thick blanket films.
In order to determine the pulse parameters required to set the device into the fully crys-
talline state, pulses with increasingly larger voltage (0.1V increment) were applied to the
as-fabricated device. Figure 5.1(a) shows experiments on four different but nominally iden-
tical devices, with each curve corresponding to pulses of different plateau duration (ranging
from no plateau to 4.35µs) but identical leading and trailing edges (100ns).
It can be seen that a first significant drop in resistance occurred at approximately 1.2V,
largely independent of the pulse duration. This intermediate state corresponded to a resis-
tance of roughly 20−30kΩ, but was not the final set state. Increasing the voltage further led
to an even lower resistance state of about 700−800Ω. Since this is the same resistance that
83
Chapter 5: Memory Switching in Ge15Sb85 Line Cells
0 2 4 6 8
1 k
1 0 k
1 0 0 k
1 M
 
 
Res
ista
nce
 (Ω)
A p p l i e d  P o w e r  ( m W )
0 . 0 0 . 3 0 . 6 0 . 9 1 . 2
0 . 0
0 . 5
1 . 0
1 . 5
2 . 0
P u l s e :  t L E  /  t P  /  t T E  i n  n s 1 0 0  /  5 0 0  /  1 0 0
 
 
Cur
ren
t (m
A)
V o l t a g e  a c r o s s  D U T  ( V )
0 . 0 0 . 2 0 . 4 0 . 6 0 . 8 1 . 0
0 . 0
0 . 2
0 . 4
0 . 6
0 . 8
P u l s e :  t L E  /  t P  /  t T E  i n  n s 1 0 0  /  5 0 0  /  1 0 0
 
 
Cur
ren
t (m
A)
V o l t a g e  a c r o s s  D U T  ( V )
0 1 2 3 4
1 k
1 0 k
1 0 0 k
1 M
P u l s e :  t L E  /  t P  /  t T E  i n  n s 1 0 0  /  0  /  1 0 0 1 0 0  /  5 0 0  /  1 0 0 1 0 0  /  1 0 0 0  /  1 0 0 1 0 0  /  4 3 5 0  /  1 0 0
 
 
Res
ista
nce
 (Ω)
A p p l i e d  V o l t a g e  ( V )
( a ) ( b )
( c )
Figure 5.1.: (a) Resistance of Ge15Sb85 bridge devices as a function of applied voltage pulse
starting from the amorphous-as-deposited phase, for different plateau durations. Here tLE ,
tP and tTE denote leading edge time, plateau time and trailing edge time of the pulses. The
measured resistance after a voltage pulse drops to an intermediate level at about 1.2V for all
pulse lengths (threshold voltage). However, the fully crystalline set state is reached at differ-
ent pulse voltages depending on the pulse width. The inset shows the same resistance data
from (a), but plotted as a function of applied power. (b) The current-voltage characteristic
for a pulse that produces the transition from as-deposited amorphous to the intermediate
state. (c) Current-voltage characteristic for a pulse that transforms the intermediate state
to the set state.
could be obtained by thermal annealing at temperatures well above the crystallization tem-
perature, it can be concluded that this lowest resistance corresponds to full crystallization
along the length of the bridge. With this assumption, the resistivity of the crystalline phase
can be calculated to 4×10−4Ωcm. This is actually slightly lower than the value obtained for
a blanket film (2×10−3Ωcm).
It was also possible to switch as-fabricated devices directly into the fully crystallized set state
without entering the intermediate resistance state, by using a voltage approximately twice
as large. Alternatively, longer trailing edges at lower voltage could be used to set the as-
fabricated devices directly, again bypassing the intermediate state. For instance, if the trail-
ing edge was extended to 1µs, the same threshold voltage that would have produced an as-
fabricated-to-intermediate transition for the rapid ramp-down pulses shown in Figure 5.1,
instead produced the set state directly.
This intermediate state can be attributed to the presence of a crystalline region in the center
of the bridge which fails to overlap one or both of the electrodes, as illustrated in Figure
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Figure 5.2.: Sketch of a phase change bridge device illustrating the crystalline (blue) and
amorphous (yellow) portions of the device during the (a) initial Joule heating of the device,
(b) intermediate state, in which the central region has finally crystallized yet has not grown
to overlap the electrodes, the (c) set state, once the central crystalline region overlaps the
electrodes at which point the high peak temperature in the bridge center can potentially
induce melting of a small region, and the (d) reset state in which this central crystalline
region is blocked by a plug of amorphous-as-melt-quenched material.
5.2. Once the applied voltage exceeds the threshold field for electrical breakdown[KRR+09a],
heat is generated in the center of the bridge, leading eventually to nucleation of a crystalline
region (Figure 5.2(a)). Since the center of the bridge is hot, this crystalline region can grow
rapidly to fill the center of the bridge (Figure 5.2(b)). However, the presence of the high
thermal conductivity electrodes tends to keep the outer portions of the bridge at a cooler
temperature, forcing the crystal growth to proceed more slowly. Thus either much higher
voltages or longer trailing edges are required to crystallize the material all the way to the
electrodes (Figure 5.2(c)) and as a result avoid this intermediate state (Figure 5.2(b)).
In the intermediate state, the resistance is significantly lower than in the fully amorphous
as-fabricated device, since much of the bridge is crystalline. However, since some current
must pass through a region of material that is still in the amorphous phase, the device resis-
tance tends to be higher than in the set state. Because of the temperature gradient produced
by the metallic TiN electrodes, we believe that this region is most likely found at the inter-
section of the electrodes and the phase change bridge. If the Thomson effect1 is present to a
1The Thomson effect occurs when both an electrical current density and a temperature gradient are present,
and leads to an additional term in the heat balance equation. In memory cell it may occur whenever the cell
geometry is not symmetrically.
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significant extent[CGH+07], it is possible that the temperature contours are asymmetrically
located with respect to the geometric center of the bridge. Thus one electrode will likely
be overlapped by crystalline material well before the other electrode on the “colder” side of
the bridge. Because the electrodes possess a high thermal conductivity, a fairly large elec-
trical power is required in order to heat the phase change material in immediate contact to
the electrodes sufficiently to enable rapid crystal growth. Of course, at such large electrical
powers, the peak temperature at the center of the bridge can exceed melting, leading to the
possibility of a small amorphous region after the device cools. However, this amorphous re-
gion can only have a noticeable effect on the device resistance when it blocks a significant
portion of the bridge.
A pulse at moderate power can also produce the set state, but a much longer pulse dura-
tion is required due to the slow crystal growth at lower temperatures[BSR+08]. However,
once a conductive path is formed to both electrodes, these regions near the electrode re-
main crystalline and the overall device resistance drops to the final low resistance set state.
If the pulse duration or power of the set pulse is not sufficient to crystallize the regions near
the electrodes the intermediate state is formed. Subsequent pulses applied to the device
in the intermediate state must then perform electrical switching of the residual region(s) of
amorphous material with a reduced threshold voltage2 as shown in Figure 5.1(c).
5.2. Reset Characteristics
Once the set state is achieved, cycling between a reset and set state can be achieved at much
lower power, as illustrated in Figure 5.3. Here, two experiments are shown to explore the
Set-to-Reset and Reset-to-Set transitions. For the former, indicated by open circles, a device
was first placed directly into the set state by a pulse with 100ns leading edge duration, 5µs
plateau duration at 3V and 5µs trailing edge duration, after which short square pulses of
14ns (10ns plateau with 2ns leading and trailing edges) were applied to reset the device.
After each attempted reset pulse, the device was switched back into the fully set state again
with a set pulse of 1.5V and 100ns duration leading edge, plateau and trailing edge, before
the next reset pulse was applied with a 0.1V larger pulse amplitude.
It could be found that between 2V and 3V the amorphous resistance could be tuned to dif-
ferent values between about 1kΩ and 30kΩ, which can be attributed to different portions
of the bridge being melt-quenched. Simulations performed by Burr (not shown) indicate
that the shape of this amorphous region can be expected to be a distorted cylinder, with the
2The threshold voltage is reduced because the residual amorphous regions are small (see also 6.4).
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Figure 5.3.: Resistance of a Ge15Sb85 bridge device as a function of device power for both
the Set-to-Reset transition (open circles, 14ns pulses of varying amplitude) and the Reset-
to-Set transition (filled squares, 560ns pulses of varying amplitude). A trailing edge of 50ns
is sufficient to prevent the device from quenching into the reset state.
widest portion along the centerline of the bridge and the narrowest portions at the periph-
ery[CRR+06], as illustrated schematically in Figure 5.2(c).
For an applied voltage between 3V and 5V, the amorphous resistance reached a stable reset
value of about 30kΩ that was more or less independent of the applied voltage. The initial
high resistance observed immediately after device fabrication could not be obtained again
by a current pulse, thermal annealing, or laser heating of any kind once a transition out of
this initial state had occurred.
While for single level storage a wide plateau in which a stable resistance can be programmed
is helpful to reproducibly switch into a well defined reset state for multilevel storage a slight
slope in either the Reset-to-Set or the Set-to-Reset curve is desired. It can be seen from Fig-
ure 5.3 that the Set-to-Reset transition is much better suited than the Reset-to-Set transition.
This is due to the growth dominated nature of Ge15Sb85. An amorphous plug of different size
can easily formed by melt-quenching different portions of the bridge since only fast cooling
bypassing the fast growth temperatures is necessary. On the other hand to reduce the size
of an amorphous portion crystal growth has to be triggered and stopped precisely to shrink
the spot to intermediate resistances.
The intermediate and reset states have similar resistances, mostly because both states each
have small portions of the electrical path that are in the amorphous phase. However, the
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Figure 5.4.: Resistance of Ge15Sb85 bridge devices during the Reset-to-Set transition as a
function of applied voltage, for various pulse durations and trailing edge times. For a pulse
longer than 260ns, the device can be set with an applied voltage of approximately 0.6V.
For shorter pulses, higher applied voltages and thus higher switching power are required.
The starting reset resistance is slightly different because the set-to-reset transition is not
perfectly reproducible.
two states are quite easy to distinguish in the lab. Only in the reset state a low-voltage low-
power long pulse can produce the low-resistance set state, as shown in Figure 5.3. In the
intermediate state, even though the device resistance is similar to reset, such a pulse will
have no effect, and only a high-voltage, high-power pulse leads to the set state, as shown in
Figure 5.1(a).
5.3. Set Characteristics
Once the device has been placed in the reset state by applying a voltage in the range where
the resistance increase saturates, a subsequent pulse can be used to investigate the set op-
eration. As shown in Figure 5.3, the transition from Reset-to-Set requires much less power
than any of the other three transitions (As-Fabricated-to-Intermediate, Intermediate-to-Set,
or Set-to-Reset), which is consistent with the picture that only the center of the bridge re-
gion needs to be heated and that the required temperatures are significantly lower than the
melting temperature.
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Figure 5.5.: (a) Resistance of a Ge15Sb85 bridge device during Set-Reset cycling with 10ns
pulses. Device (b) voltage and (c) current for the set (black solid curve) and reset (red
dashed curve) pulses. The deviation from a square voltage pulse (b) stem from reflections
in the electric circuit for edges as fast as 2ns used here. For increasing edge durations the
reflections get smaller and can be neglected for edge durations above 30ns.
Figure 5.4 shows the results of varying the pulse duration by changes in leading edge,
plateau, and trailing edge times. For pulses longer than 260ns, crystallization takes place
from the melt-quenched phase for an applied voltage of approximately 0.6V (threshold volt-
age). For shorter pulses, higher voltage and power are required. Pulses as short as 4ns can
be used to set the device, although significantly higher power and voltage are then required
in order to achieve acceptable resistance contrast. As shown in Figure 5.5, stable and re-
producible switching between the SET and RESET states with > 10× resistance contrast was
achieved with 10ns pulses of 2V and 4V for set and reset, respectively. While the exact elec-
trical response of the device for such short pulses is affected strongly by reflections and ca-
pacitive effects, it is clear that both set and reset are performed in approximately 10ns.
5.4. Amorphous As-deposited vs. As-melt-quenched Phase
It is known that the amorphous-as-deposited and the amorphous-as-melt-quenched phases
have different crystallization speed and medium range order[CRR+06, SSHR06, LRS+07,
LBS+09]. Thus it would be reasonable to expect that one should be able to measure dif-
ferences in electrical resistivity and/or threshold field between these two variants of the
amorphous phase. The low-temperature fabrication procedure described here for the phase
change bridge offers a unique opportunity to perform such measurements, since the de-
vice can be fabricated with a known volume of amorphous-as-deposited material and the
breakdown voltage can be correlated with the device length for a large number of sam-
ples[KRR+09a].
However, in order to quantify the difference between the as-deposited and melt-quenched
amorphous material, it is critical to know the exact size (and shape) of the re-amorphized
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region in the reset state illustrated in Figure 5.2(d). Any uncertainty concerning this spa-
tial distribution will lead to a significant uncertainty in the resistivity and threshold field
determined for the amorphous-as-melt-quenched phase, but not for the amorphous-as-
deposited phase since in this case the amorphous device length is well-known.
In the following two subsections, the differences observed in switching speed and crystal-
lization temperature between the amorphous-as-deposited and the amorphous-as-melt-
quenched phases are presented.
5.4.1. Optical and Electrical Switching
Figure 5.6 summarizes the differences in the crystallization behavior of the amorphous-
as-deposited and amorphous-as-melt-quenched phases, as a function of pulse power and
pulse duration. The left-hand portion of the plot combines the data from Figure 5.4 together
with the results of additional electrical testing measurements, while the right-hand portion
summarizes optical measurements of an unpatterned thin-film Ge15Sb85 sample.
The optical testing was performed on 30nm thick Ge15Sb85 films, sputter-deposited under
the same conditions as the devices onto a 50nm alumina heat barrier layer on a silicon
wafer. The POET was used to apply high power laser pulses to the sample in order to in-
duce the phase transitions and to monitor the reflectivity of the material before, during,
and after the heating laser pulse in order to detect the phase transition. In order to mea-
sure re-crystallization times, the material was first crystallized thermally by annealing it in
a furnace in nitrogen flow at a temperature of 300°C for 10 minutes. Then, just prior to
each attempted recrystallization pulse amorphous-as-melt-quenched areas were produced
in the crystalline matrix by an amorphization pulse (40mW for 50ns) sufficient to melt the
material, so that each recrystallization attempt begins with the same size melt-quenched
mark. Re-crystallization of these amorphous-as-melt-quenched areas was then performed
with laser pulses of variable duration and power to measure crystallization times. The pulse
laser power for the experiments ranged from 1mW to 20mW, and the laser pulse width from
5ns to 30µs, while the cw probe laser power remained below 2mW to avoid any additional
probe-induced heating.
In Figure 5.6(a), the resistance after electrical pulses of increasing power is plotted for de-
vices starting in the amorphous-as-deposited phase, while in Figure 5.6(c) the measured re-
sistance is plotted starting from the amorphous-as-melt-quenched state. The applied power
was calculated from the measured dynamic resistance and the applied voltage. Note that
while Figure 5.6(a) spans 4.5µs in time and 3mW in power, Figure 5.6(b) spans only 80ns
and 800µW. Because the amorphous-as-deposited phase cannot be re-attained once test-
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Figure 5.6.: Comparison of the pulse power-duration parameter space for (a), (c)
electrically- and (b), (d) optically-induced crystallization of Ge15Sb85 starting from the (a),
(b) amorphous-as-deposited and (c), (d) amorphous-as-melt-quenched phase[KRR+08].
The color scale signifies (a) the resistance Ra after an electrical pulse,(c) the resistance
change ∆R after an electrical pulse normalized to the initial resistance Ri , or (b) and (d)
the reflectivity change ∆ℜ measured after a laser pulse normalized to the initial reflectivity
ℜi . Please note the different time axes in the upper two (µs) and the lower two (ns) plots.
Power comparisons between the electrical and optical experiments are complicated by the
differences in the heating and cooling environments.
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ing has begun, the data shown in Figure 5.6(a) are obtained in sequence (incrementing ap-
plied voltage and thus the pulse power), leading to the two steps observed in this plot due
to the intermediate state. Despite this complication, it is clear from the electrical data in
the left-hand portion that the amorphous-as-melt-quenched phase crystallizes much faster
and requires much lower power than the amorphous-as-deposited phase.
This observation is confirmed by the right-hand portion of Figure 5.6, which shows the re-
sults of the laser experiments. Figure 5.6(b) and 5.6(d) plot the change in reflectivity, after
a laser pulse of variable power and duration. For samples in the amorphous-as-deposited
phase, laser pulses must be longer than 6µs in order to crystallize the film (Figure 5.6(b)), in-
dicative of the difficulty of nucleation in this growth-dominated phase change material. The
re-crystallization experiment starting from the amorphous-as-melt-quenched marks (Fig-
ure 5.6(d) reveals a re-crystallization time of about 10ns, approximately 600× shorter than
for the initial crystallization of the as-deposited amorphous state and comparable to the
Reset-to-Set speed observed in devices.
It is unlikely that this pronounced difference in speed is an intrinsic property change
between the amorphous-as-deposited and amorphous-as-melt-quenched phases. Lee et
al. showed for the also growth dominated material AIST (Ag and In incorporated Sb2Te)
that the nucleation time in the amorphous-as-melt-quenched phase is equal to or even
slightly higher than in the amorphous-as-deposited phase if no crystalline interface is
present[LBS+09]. Therefore, the pronounced difference in speed must be due to the dif-
ference between the difficulty of nucleating new crystalline material within the amorphous
material, and the ease of propagating an existing crystalline region into a neighboring amor-
phous region.
Both in devices and in thin films, the phase change material must first form crystalline nu-
clei within the as-deposited state during an incubation period, before these nuclei can grow
(Figure 5.2(a)). However, since the melt-quenched phase can only be formed over a limited
region of crystalline material, a boundary between the amorphous-as-melt-quenched and
crystalline phases is unavoidable (Figure 5.2(d)). Therefore nucleation is no longer required,
and rapid growth can occur as the crystalline interface propagates into the melt-quenched
amorphous material.
The much faster crystallization times we observe for the amorphous-as-melt-quenched
phase confirm the growth dominated nature of Ge15Sb85[CRR+06, SSHR06]. Crystal growth
velocity is a strong function of temperature, peaking for Ge15Sb85 at a temperature around
400°C[BSR+08]. An upper limit for the maximal growth velocity can roughly be estimated to
be about 50 m/s assuming full crystallization of the laser spot with a radius of about 500nm
in 10ns. It has been observed, using atomic force microscopy, that the crystallization of
92
5.4. Amorphous As-deposited vs. As-melt-quenched Phase
Ge15Sb85 typically begins near the edge of the laser spot and then propagates through the
spot[CRR+06, SSHR06]. Thus we can assume that the crystallization front travels through
nearly the full spot diameter.
It is important to note that experiments on the amorphous-as-melt-quenched thin films
and devices show basically the same results in the case of the growth dominated Ge15Sb85.
It seems reasonable to conclude that this can be generalized for all phase change materials.
Consequently thin film experiments allow the prediction of switching speed in actual mem-
ory devices. This result is important since thin film experiments are much easier, faster and
cheaper to perform.
5.4.2. Thermal Crystallization
The difference between the amorphous-as-deposited and the amorphous-as-melt-quenched
phase can also be seen clearly in the crystallization temperatures via the contrast in resis-
tance. For these measurements as-fabricated devices were contacted and heated on the
heated stage of the POET with a heating rate of 75 K/min. After the crystallization the devices
were reset either with an electrical pulse of various voltage or a laser pulse of various power.
The result of these measurements is shown in Figure 5.7.
As-fabricated the devices have a resistance of 2MΩ. As the temperature increases, the resis-
tance is reduced with an activation energy3 of 0.26eV which is the usual behavior for semi-
conductors. At 233°C the phase transition occurs and the resistance decreases by almost 2
orders of magnitude. In the crystalline state the temperature behavior of the resistance is
metallic.
Amorphous-as-melt-quenched devices show a significantly decreased crystallization tem-
perature. A device that is reset with either a laser pulse of high absorbed power or with an
electrical pulse with an amplitude of 4V, exhibits a resistance of roughly 50kΩ at room tem-
perature. The temperature dependence is still semiconductor-like but with a reduced acti-
vation energy of 0.12eV. Most striking the crystallization temperature is reduced to 210°C.
When the device is reset with a laser pulse of low absorbed power or 3V applied voltage the
device has a room temperature resistance of about 15kΩ. The activation energy of conduc-
tion is further reduced to 0.10eV and the crystallization temperature is again significantly
reduced, in the most distinct case down to roughly 103°C. The reduced resistance is due to
the different size of the amorphous portion blocking the phase change bridge. The differ-
ence in activation energy might stem from an intrinsic difference of the amorphous states
3Activation energies were fitted below 60°C.
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Figure 5.7.: Resistance of a phase change bridge cell device during heating starting from
the amorphous-as-deposited phase (orange squares) and amorphous-as-melt-quenched
states generated by either electrical (blue and purple filled symbols) or laser pulses (green
open symbols). The reset devices show reduced activation energies and crystallization tem-
peratures.
reached after the different reset pulses (see also chapter 10). The most prominent change in
crystallization temperature will be discussed below.
The most prominent difference between amorphous-as-deposited and amorphous-as-
melt-quenched phases in memory devices is the different dimension of the amorphous area.
In the amorphous-as-deposited phase the whole line with a dimension of width× thickness
× length = 40nm×30nm×85nm is amorphous while in the amorphous-as-melt-quenched
phase the blocking amorphous portion is located only in the middle of the phase change
line as depicted in Figure 5.2. Thus, in the amorphous-as-melt-quenched phase, only a few
nm of amorphous material at the edges of the phase change line are responsible for the ob-
served resistances. Therefore, it seems obvious that effects that occur when dimension are
reduced below about 20nm might play a role. S. Raoux et al. showed that 30nm – 50nm
big nanoparticles of various materials do not exhibit any difference in crystallization tem-
perature to thin films[RRJS+07]. But in cooperation with Y. Zhang, S. Raoux and others it
was shown that the crystallization temperature of 15nm big nanodots is increased[ZRK+08].
Certainly, this effect goes into the opposite direction and cannot be responsible for the de-
crease of the resistance of the amorphous-as-melt-quenched amorphous line cells.
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An explanation might be given by the difference in the crystallization mechanism in the
amorphous-as-deposited and the amorphous-as-melt-quenched phases. In the amorphous-
as-deposited phase first crystalline nuclei need to form while in the amorphous-as-melt-
quenched phase only crystal growth is of importance. J. Kalb calculated the homogeneous
steady state nucleation rate to peak around 455°C[Kal06] and G. Burr et al. calculated the
maximum of the growth velocity to occur at about 400°C[BSR+08]. Therefore, it is not sur-
prising that the crystallization temperature in the amorphous-as-melt-quenched phase is
lowered.
However, the reason for different crystallization temperatures for different sizes of the amor-
phous portion remains unclear. Possibly, when the blocking amorphous portion is very thin,
lower crystallization temperatures are observed because slow crystal growth velocities are
sufficient to decrease the size of the amorphous plug sufficiently so that a reduced resis-
tance is visible. An additional argument in favor of this explanation is fact that the phase
transition to lower resistances occurs much less abrupt than for large amorphous portions
or the amorphous-as-deposited case.
It shall be noted that this result is of extreme importance regarding the predictive power of
thin film experiments. Whereas the switching speed of memory devices can be determined
from experiments on thin films as shown in the previous subsection, the crystallization tem-
peratures determined from thin film experiments give only an upper limit for the crystalliza-
tion temperatures that memory devices will exhibit.
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CHAPTER 6
Threshold Switching
The features of the threshold switching phenomenon have been described in section 2.2.2,
and models that are able to explain some of these features have been reviewed in the same
chapter. In order to learn more about the threshold switching mechanism, it is especially im-
portant to study the transition from the off-state (sub-threshold) into the on-state and vice
versa. In this chapter, direct observations of these transitions are presented and compared
to the predictions of various models.
6.1. Thermal Simulations
As mentioned in section 2.2.2, in nanometer sized phase change devices thermal effects
might play a role in addition to electrical effects that need to be considered studying the
threshold switching phenomenon. Therefore, simulations using the finite element method
computational software COMSOL were performed using a line cell geometry to obtain an
estimate of the thermal reaction on electrical pulses.
The used geometry is shown in Figure 6.1. The dimension of the whole simulated volume is a
500nm×1.1µm×675nm cuboid containing 4119 mesh points. With tetrahedral connections
between the mesh points this results in 19,941 mesh elements. 4691 of these elements are
in the phase change line. Using the set of differential equations, provided by COMSOL and
describing the electro-thermal interaction, 59490 degrees of freedom have to be calculated.
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Figure 6.1.: CAD drawing of the simulated geometry consisting of a 1.1µm long, 75nm wide
and 30nm thick line of phase change material on top of two 322nm wide and 500nm long
TiN electrodes separated by 60nm of SiO2. Below the 85nm thick electrodes 500nm SiO2
are placed. The electrodes are covered by 30nm SiO2 and the phase change line is covered
by 60nm SiO2. Between the electrodes the phase change material is lowered by 5nm. The
inset on the top right shows a cross section along the line of phase change material. The
red, green and purple dots mark the points at which temperature-time profiles were eval-
uated. The red point is in the center of the phase change line between the electrodes. The
green point is in the corner of the phase change material between the electrodes, and the
purple point is at the intersection of electrode and phase change line on the exterior of the
electrode.
Input parameter for the thermal equations were density, thermal conductivity and heat ca-
pacity. The used densities were ρPCM = 6200 kg/m3, ρTiN = 5430 kg/m3 and ρSiO2 = 2200 kg/m3.
For thermal conductivity and heat capacity a temperature dependent input was used in form
of an extrapolation table shown in Figure 6.2.
For the electrical equations the only input parameter is the electrical conductivity or re-
sistivity chosen to be σSiO2 = 1× 10−16 1/Ωm and ρTiN (T ) = ρ0 (1+α · (T −T0)) with ρ0 =
2.5×10−7Ωm, α= 9.4×10−6 K−1 and T0 = 293.15K. The resistivity of the phase change ma-
terial was set to be ρon = 1kΩ ·30nm×75nm/60nm or ρo f f = 1MΩ ·30nm×75nm/60nm
to achieve the resistance of a typical device in the on-state or in the off-state respectively.
The electrical boundary conditions were set to electrical insulation except for one boundary
of the left electrode set to ground and one boundary of the right electrode where a voltage
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(a) (b)
Figure 6.2.: Thermal conductivity (a) and heat capacity (b) of the materials used in the sim-
ulation. Marks denote literature values solid and dashed lines indicate inter- and extrapo-
lations respectively.
pulse was applied. Similarly, the thermal boundary condition were set to thermal insulation
except for the electrode boundaries that are on electrical potentials and the bottom of the
SiO2 insulation. These boundaries were set to constant 300K to account for the cooling of
the electrodes and the Si wafer respectively.
When a voltage pulse of 1V is applied to the phase change line in the off-state, a current
of 1µA will flow through the cell. The simulation shows that this results in an increase of
the temperature in the central point of the device (red), which is the hottest spot, by less
than 1.3K. Therefore, an influence of the temperature on the sub-threshold behavior can be
excluded.
On the other hand a voltage pulse of 1V applied to the phase change line in the on-state
results in a current of 1mA. The temperature distribution in the device when a pulse with
100ns leading edge, plateau and trailing edge time is applied is shown in Figure 6.3 at the
end of the plateau. The maximum temperature reached in the central point of the device is
1372K sufficient to melt the complete area between the electrodes. It can be also seen that
the temperature profile is spherical around the middle of the two electrodes as proposed in
chapter 5.
The time dependence of the temperature during the pulse illustrated in Figure 6.3 of the 3
points of interest along the phase change line that are marked in Figure 6.1 are shown in
Figure 6.4(a). It can be seen clearly that the temperature is following the applied voltage
rapidly. In the case of Ge15Sb85 with a melting temperature of 863K and a crystallization
temperature of 523K this pulse would have melted the center of the phase change line while
in the vicinity of the electrodes the material would have been only crystallized. Depending
on the time of the trailing edge crystallization coming from the melt is possible.
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Figure 6.3.: Temperature distribution at the end of the plateau of a pulse with 1V amplitude
and 100ns leading edge, trailing edge and plateau time applied to a phase change material
in the on-state with a resistance of 1kΩ. Top (c) and side views (b) and (d) reveal the spher-
ical shape of the temperature profile with the hot spot in the center of the phase change
line caused by the cooling effect of the electrodes.
(a) (b)
Figure 6.4.: Temperature-time profiles of the simulation from Figure 6.3 (a) and for a pulse
of 1V amplitude and 2ns leading and trailing edge and a plateau time of 10ns (b) ap-
plied to a phase change material in the on-state with a resistance of 1kΩ evaluated at the
3 points indicated in Figure 6.1. The temperature follows the applied voltage rapidly en-
abling fast memory switching. Crystallization temperature Tc and melting temperature Tm
for Ge15Sb85 are included for orientation.
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Melt-quenching, leaving the phase change material in the amorphous state, is possible if
the trailing edge is very short as shown in Figure 6.4(b) for a pulse of 1V with a trailing and
leading edge of 2ns and a plateau of 10ns.
While these simulations show that at low resistance set and reset operation are easily per-
formed because the temperature responds rapidly to the applied voltage, they also show
clearly that the resistance in the amorphous phase needs to be reduced before the temper-
ature can trigger a memory switch because in the off-state the temperature does not signifi-
cantly increase.
6.2. Off-State Characteristics
In the previous section it was shown that thermal effects can be neglected in the sub-
threshold region (for currents below 1µA the temperature increase is less then 2K in the
simulation). Thus, in this section different theories that are not based on the electro-thermal
interaction are compared. For this reason experimental sub-threshold IV-characteristics for
several temperatures were digitized from [IZ07] and fitted with the theories.
The data obtained on Ge2Sb2Te5 show an ohmic and exponential region but no super ex-
ponential region as it is observed just before the threshold switching event (see for example
Figure 6.6(b)). The super exponential region has been avoided in the experiment to make
sure that the amorphous state remains unaffected by the current. The threshold voltage is,
therefore, expected to be above 1V1.
Poole-Frenkel Mechanism At first, the different variations of the Poole and Poole-Frenkel
transport mechanism, given by equations (2.30a) to (2.30d) in section 2.2.2, are fitted. The
field dependence was transformed into a voltage dependence by assuming the thickness
of the active amorphous region in the cells used by Ielmini et al. to be 50nm. To fit the
room temperature IV-characteristic, the activation energy Ea = Ec −Et was set to be 0.35eV
leaving the pre-exponential current I0 and the permittivity ²r or the mean inter-trap dis-
tance ∆z as free fit parameters in Poole-Frenkel or Poole transport respectively. For the IV-
characteristics at elevated temperatures I0 from the room temperature fit was fixed and the
activation energy was fitted. The initial activation energy of 0.35eV would correspond to
deep traps in the middle of the bandgap but is not a unique choice. Another start value for
the activation energy would not influence the values for permittivity and mean trap distance
1The authors of reference [IZ07] report a threshold voltage of about 1.2V in presumably equivalent cells.
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Figure 6.5.: Sub-threshold IV-characteristics for several temperatures from [IZ07] measured
on Ge2Sb2Te5. A Poole-Frenkel behavior with approximation from Marshall (see equation
(2.30a)) (a) and Stubb (see equation (2.30c)) (b) has been fitted to the exponential region
from 0.7V to 1V and from 0.4V to 1V respectively. Fit parameters are shown in Figure 6.7(b)
and 6.8.
(a) (b)
Figure 6.6.: Sub-threshold IV-characteristics for several temperatures from [IZ07] measured
on Ge2Sb2Te5. Poole’s law with approximation from Marshall (see equation (2.30b)) (a) and
Stubb (see equation (2.30d)) (b) has been fitted to the exponential region from 0.4V to 1V
and from 0.5V to 1V respectively. Fit parameters are shown in Figure 6.7(a) and 6.8.
but only the temperature dependence of the activation energy. The IV-characteristics with
the corresponding fits are shown in Figure 6.5 and 6.6.
The fit parameters for the different temperatures are plotted in Figure 6.7 and 6.8. The tem-
perature dependence of the IV-characteristics can be explained with all models with only
slight changes in the fit parameters. The results for mean trap distance and permittivity
are different for the different variations of the models and slightly temperature dependent
within a reasonable range.
The activation energy is decreasing for increasing temperature as it is also observed in See-
beck measurements by Jost[Jos09]. The reason for the decrease of the activation energy
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(a) (b)
Figure 6.7.: Mean trap distance (a) and permittivity (b) obtained as free fit parameters in
the fits to Poole (a) and Poole-Frenkel (b) transport in Figure 6.5 and 6.6. In the approxi-
mation by Marshall the mean trap distance is around 5.5nm slightly decreasing with tem-
perature while the mean trap distance in the approximation by Stubb is about 9nm slightly
increasing with temperature. The permittivity in Stubbs approximation is around 5 slightly
decreasing with temperature. In the approximation by Marshall a value of about 13 is ob-
tained which is comparable to the value of 16 obtained with FT-IR[Kre09].
could be a decrease of the bandgap which is a typical behavior for semiconductors[Var67].
Above the Debye temperature which can be estimated to be around room temperature for
phase change materials[SP87, KST+06] the empirical formula from Varshni can be expressed
as shown in equation (6.1).
Eg (T )= Eg ,0−ξT (6.1)
Fitting this behavior to the temperature dependence of the activation energy gives values
between E0 = (0.38±0.02) eV and E0 = (0.41±0.02) eV for the activation energy at T = 0K
and values between ξ= (85±62) µeV/K and ξ= (293±84) µeV/K. An average behavior fitted to
all models is shown in Figure 6.8. The average result of E0 = (0.40±0.01) eV is slightly higher
than the result obtained from Seebeck measurements and ξ = (162±44) µeV/K is roughly a
factor of 3 lower.
Ielmini Model Analogous to the above procedure the model from Ielmini and Zhang which
is based on the Poole transport was fitted to the data from [IZ07]. The current can be calcu-
lated using equation (2.32) and the assumption of a homogeneous trap distribution Nt = 1∆z3
with the mean inter-trap distance ∆z and the activation energy Ea as fit parameters. For the
room temperature IV-characteristic the activation energy was again set to be 0.35eV to cal-
culate the pre-exponential current I0 which was then set in the fits to the IV-characteristics
at elevated temperatures.
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Figure 6.8.: Activation energies obtained from fits of the Poole and Poole-Frenkel transport
in Figures 6.5 and 6.6. The room temperature activation energy was set to be 0.35eV which
is about half of the optical bandgap of Ge2Sb2Te5, and would mark the position of deep
defect levels in the Poole or Poole-Frenkel transport picture. The activation energies are
decreasing with temperature which is in accordance to a decreasing bandgap for increasing
temperature observed in phase change materials.
Figure 6.9.: Sub-threshold IV-characteristics for several temperatures from [IZ07] measured
on Ge2Sb2Te5. The modified Poole-Frenkel model by Ielmini et al. is fitted to the whole
voltage range. Fit parameters are shown in Figure 6.10.
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(a) (b)
Figure 6.10.: Mean trap distance (a) and activation energy (b) obtained from fits of the
Ielmini model in Figure 6.9. The mean trap distance is higher than obtained in the Poole or
Poole-Frenkel model. The activation energy is decreasing according to the decrease of the
bandgap.
The obtained mean inter-trap distance is about 21nm, more than twice as large as the results
of the fits of Poole and Poole-Frenkel transport2. Consequently, the trap density is estimated
to be much smaller with roughly 1×1017 cm−1 as compared to 8×1018 cm−1 which would
result from Poole transport with Marshall’s approximation.
The temperature dependence of the activation energy is similar to the one obtained in the
previous paragraph. The activation energy is decreasing for increasing temperature and can
be fitted with a linear behavior with E0 = (0.39±0.02) eV and ξ= (112±63) µeV/K.
Adler Model The generation-recombination model proposed by Adler et al. was fitted to
the data from [IZ07] using equation (6.2).
I = V
R0
(
1−α exp
(
V
V0
)) (6.2)
Since Adler et al. did not consider thermal generation of carriers, only the room temperature
data are fitted. The best parameters were found to be R0 = 50MΩ, α = 0.75 and V0 = 4.5V.
The threshold switching event in this model is defined by the voltage where the current di-
verges. This is the case, when the denominator equals 0. As also observed in the Ielmini
model in Figure 6.9, the transition from ohmic to exponential behavior does not fit well to
the experimental data.
Vt =V0 ln 1
α
= 1.3V (6.3)
2For comparision Ielmini and Zhang used an initial activation energy of Ea = 0.37eV , a thickness of d = 32nm
and a mean inter-trap distance of∆z5nm, which does not match the best fit to the digitized data at T = 300K.
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Figure 6.11.: Fit of the Adler model to the sub-threshold IV-characteristics at room tem-
perature from [IZ07] measured on Ge2Sb2Te5. The obtained fit parameter are R0 = 50MΩ,
α= 0.75 and V0 = 4.5V which result in a threshold voltage of Vt = 1.3V.
Figure 6.12.: Fit of the modified Adler model by Pirovano et al. to the sub-threshold IV-
characteristics at room temperature from [IZ07] measured on Ge2Sb2Te5.
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Pirovano Model The model proposed by Pirovano et al. based on the Adler model was also
fitted to the data from [IZ07]. The generation and recombination equations of this model
contain a lot of fit parameters. Therefore, as many parameters as possible were fixed. The
mobilities of electrons and holes were fixed at µe = µh = 1 cm2/Vs. Recombination cross sec-
tionsαn = 1×10−12 cm2 andαp = 1×10−16 cm2 were taken from[RPBL08] as well as the num-
ber of active donor and inactive acceptor states Nd = 8×1017 cm−3 and Na = 1×1018 cm−3.
The geometry of the cell was estimated to have a cross section of A = 30× 30nm2 and a
thickness of d = 50nm leaving the parameters of the generation rate g (E)=α exp
(
V
V0
)
free.
The result of the best fit yielded V0 = 0.372V and α = 555 which is quite different from the
values obtained in the Adler model which applies the same equation for the generation rate.
The fit to the data is shown in Figure 6.12. Again the transition between ohmic and exponen-
tial region do not match the exponential data but the fit is better than in the Adler model.
Field-Induced Nucleation In the nucleation switching model proposed by Karpov et al.
no quantitative prediction for the sub-threshold switching behavior of the current is made.
However, in principle also this model is able to describe an ohmic to exponential and super
exponential IV-characteristic. With the naive assumption that the filament length x depends
linearly on the applied voltage and that at the threshold voltage Vt the filament is bridging
the electrodes, one can describe the device as a network of resistors (see equation (6.4)). A
series of two resistors, one high ohmic the other low ohmic, is representing the filament.
Parallel to the filament a high ohmic resistor is representing the surrounding amorphous
material (see inset of Figure 6.13).
I =V
(
1
Ramo
+ 1(
xRcr y + (Vt −x)Ramo
)) (6.4)
The results with a parameter set ofVt = 1.2V, Ramo = 35MΩ, Rcr y = 100kΩ are shown in Fig-
ure 6.13 in comparison to data from [IZ07]. The naive estimation is not matching the data,
but it is shown that in principle it seems possible to describe the sub-threshold behavior
within the framework of the nucleation switching model.
Hot Electrons All proposed models shown so far are able to describe the off-state charac-
teristics at least partly with fit parameters in a reasonable range without reaching a satisfac-
tory match of the transition from the ohmic to the exponential region. Therefore, another
simple model is presented in this paragraph called hot electron model.
The basic idea is that electrons gain energy when an electric field is applied that can be ex-
pressed as if the electrons would have a higher thermal energy. Hence, the ambient temper-
ature in the simple activated conductivity is replaced by an effective temperature that takes
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Figure 6.13.: Sub-threshold IV-characteristics at room temperature from [IZ07] measured
on Ge2Sb2Te5. A network of resistors, shown in the inset, is assumed as equivalent circuit
for the crystalline filament in the amorphous device. A transition between ohmic, expo-
nential and super exponential behavior can be reproduced. The increase of the filament
was simply assumed to be proportional to the increase of the electric field. Fit parameters
are Vt = 1.2V, Ramo = 35MΩ, Rcr y = 100kΩ.
into account the additional energy due to the electrical field. Cleve and Nebel suggested to
simply add a field dependent term qaEk to the ambient temperature[CHB
+95]. a denotes in
this formula the mean distance of a carrier to travel until it is localized again. Marianer and
Shklovski[CHB+95] suggested to find the effective temperature by adding ambient temper-
ature and the field dependence quadratically with a weighting factor γ: T 2e f f = T 2+
(
γ
qaE
k
)2
to yield a weaker influence of the electric field.
For the purpose of modeling the sub-threshold behavior from [IZ07] a compromise of both
solutions was chosen by adding the ambient temperature and the field induced term as ex-
pressed in equation (6.5b) with an exponent of β= 1.43, which fits the data best.
I =R0 exp
(
Ea
kTe f f
)
(6.5a)
Te f f =
(
T β+
(
γqVa
dk
)β)1/β
(6.5b)
For the fit the IV-characteristics, the electric field was replaced by the quotient of voltage V
and device thickness d . The weighting factor γ was chosen to be 0.5, a was set to a typical
value of a localization length 1nm and the device thickness d was chosen to be 50nm. When
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Figure 6.14.: Sub-threshold IV-characteristics for several temperatures from [IZ07] mea-
sured on Ge2Sb2Te5. The field dependence of the current can be fitted quite well calcu-
lating an effective temperature due to field induced carrier excitation in simple activated
band transport. Fit parameters were the weighting parameter β = 1.43 and the activation
energy shown in Figure 6.15.
the activation energy Ea = Ec −E f is set to 0.35eV at room temperature the pre-exponential
resistance R0 can be fitted. For the fits of elevated temperatures this pre-exponential resis-
tance, obtained from the fit to the room temperature data, was set and the activation energy
was the free fit parameter.
It can be seen in Figure 6.14 that the hot electron model describes the transition from the
ohmic to the exponential region better than the other models. However, a super exponential
region or a switching condition is not included in this model.
The temperature dependence of the activation energy is shown in Figure 6.15. The ac-
tivation energy decreases for increasing temperature which might be due to a decrease
of the bandgap. A linear dependence can be fitted resulting in E0 = (0.40±0.02) eV and
ξ= (164±58) µeV/K.
All the presented models can fairly well describe the off-state characteristics with fit param-
eters of reasonable magnitude. Therefore it is clear, that the sub-threshold characteristic
alone is not sufficient to prove a concept.
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Figure 6.15.: Activation energy for band transport at different temperatures obtained from
fit to the IV-characteristics for several temperatures in Figure 6.15. The activation energy is
decreasing according to the decrease of the bandgap.
6.3. On-State Characteristics
In the previous section the behavior of phase change memory cells under bias with fields
lower than the threshold field was studied. It was shown that it is not sufficient to examine
the off-state behavior alone to prove a concept for threshold switching. Thus, in the follow-
ing two subsections the switching and on-state behavior is studied.
This was done considering the time dependence in the homogeneous generation-recombination
model originally proposed by Adler et al. and refined by Pirovano et al.[ASSO80, PLB+04,
RPBL08, Vol08]. The Poisson equation simplifies to the charge neutrality condition assum-
ing that no space charges build up.
p+N+d = n+N−a (6.6a)
The acceptor states Na are assumed to have a very low capture cross section for electrons,
i.e. they are regarded as not involved into trapping processes, while the donor states Nd can
capture and release electrons.
Nd =N+d +N0d (6.6b)
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The continuity equations for electrons and holes become rate equations with equal gener-
ation rate G for electrons n and holes p and recombination rates Rn and Rp depending on
the occupation statistics of the donor states and the capture coefficients αn and αp .
δn
δt
=G−Rn =
(
n+p)A · g (E)−αnN+d n (6.6c)
δp
δt
=G−Rp =
(
n+p)A · g (E)−αpN0dp (6.6d)
(6.6e)
The rate equations were solved for arbitrary shaped voltage pulses with a simulation tool
developed by H. Volker within the framework of his diploma thesis using the numerical
computing environment MATLAB. The generation rate A · g (E) was set to be proportional
to the electric field across the phase change material g (E) ∼ E . Current and voltage across
the device can then be calculated in a simple band transport picture.
It has to be noted, that no temperature dependence is included in the model. Thermal gen-
eration of charge carriers is neglected against generation by the electric field. Therefore, the
effect of Joule heating and the resulting change in electron density can not be modeled in
this simulation. However, the transient effects in the on-state before memory switching oc-
curs can be investigated to see whether experimentally observed effects can be reproduced.
The parameters for all simulations were chosen to be suitable to visualize the features ob-
served in experiments, but are no realistic values to model a specific phase change material.
Therefore, only the ratios of the chosen parameters are meaningful but not the absolute val-
ues. Also, the absolute time and voltage scales of the simulation results are not comparable
with the experimental results. Electron and hole mobilities were set to µe = µh = 1 cm2/Vs,
capture coefficients to αn = αp = 5 cm3/s, the generation coefficient to A = 10 m/Vs and the
number of donor and acceptor states to Nd = 10cm−3 and Na = 100cm−3. Additionally, pa-
rameters characterizing the cell geometry were considered to calculate voltage and current
(load resistor RL = 500Ω, contact resistance Rc = 500Ω, cross sectional area 30nm×100nm,
device length 1µm).
6.3.1. Delay Time
When a square pulse, i.e. a pulse with instantaneous increase of the applied voltage from
0 to Va is applied to a device the phase change material does not switch immediately into
the on-state but after a delay time td . In the simulation this behavior is observed as well.
Figure 6.16 shows the current response when pulses with increasing voltage are applied to
the device. The higher the voltage the higher is the current reached in the on-state and the
faster the device switches into the on-state.
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Figure 6.16.: Simulated current response to a pulse with trailing and leading edge of 0.01ns
and different applied voltages. For high applied voltages (blue) the switching occurs with a
short delay time and the current increases rapidly. At low applied voltages (red) the current
increases rather slowly and the maximum current in the on-state is reached after a longer
delay time.
Defining the delay time as the time at which the maximum on-state current is reached, the
delay time can be plotted as a function of the applied voltage (see Figure 6.17). At low applied
voltages the delay time is increasing rapidly going to infinity when the applied voltage is
approaching the minimum threshold voltage. This minimum threshold voltage can also be
called steady state threshold voltage Vt ,ss because it corresponds to the time independent
solution of the generation-recombination model.
A similar effect is caused by the delay time when a voltage pulse3 of sufficient voltage over
the steady state threshold voltage with different leading edges tLE is applied to the phase
change material.
If the leading edge time is long, the material has enough time to switch into the on-state at
low voltages before the plateau is reached. In this case the IV-characteristic is curved before
the material enters the on-state along the load line. In the case of a short leading edge time
the phase change material may not have enough time to switch into the on-state. This is
the case if td > tLE (here for tLE = 2ns). Then, the threshold switching occurs in the plateau
3Here 2V
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Figure 6.17.: Delay times extracted from Figure 6.16 as a function of the applied voltage. The
lower the applied voltage the longer is the delay time until threshold switching occurs. The
limiting case for infinite delay time corresponds to the minimum or steady state threshold
voltage Vt ,ss .
and the IV-characteristic is not curved after the switch because the applied voltage is not
increased anymore and the material enters the on-state directly along the load line.
Plotting the threshold voltage as a function of the leading edge time reveals a similar be-
havior as the relation between delay time and applied voltage. For short leading edge times
a high threshold voltage is observed because the delay time prohibits switching in the be-
ginning of the leading edge at low voltages. For long leading edge times the threshold volt-
age decreases approaching the steady state or minimum threshold voltage for leading edge
times going to infinity.
Experimental evidence for the existence of the delay time was given amongst others by H.
Volker[Vol08]. He observed, that for very short trailing and leading edges the threshold
switching voltage increases if the plateau time is reduced. The plateau time defines the
time within which the threshold switching event needs to occur. Therefore, the delay time
needs to be short enough so that the pulse does not end before the threshold switching event
can occur. By increasing the applied voltage, the delay time can be reduced sufficiently so
that it is shorter than the plateau time and a threshold switch is observed. Therefore, the
plateau time in this experiment is a direct measure for the delay time, and the experimen-
tally observed relation between threshold switching voltage and plateau time (see Figure
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Figure 6.18.: Simulated IV-characteristics for applied voltage pulses with different leading
edges. The threshold voltage decreases with increasing leading edge time. For short leading
edge times (red) the switching might not occur within the leading edge anymore (td > tLE )
resulting in a sharp switch along the load line as observed for tLE = 2ns.
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Figure 6.19.: Threshold switching voltages extracted from Figure 6.18 as a function of the
leading edge time. For short leading edge times the material has less time to switch while
the voltage is still low and the threshold voltage is increased. The limiting case for infinite
leading edge time corresponds to the minimum or steady state threshold voltage Vt ,ss .
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Figure 6.20.: Threshold voltage as a function of plateau time of an applied pulse with trailing
and leading edge of 2ns. For short plateau times the applied voltage needs to be high to
shorten the delay time resulting in an increased threshold voltage. The minimum or steady
state threshold voltage Vt ,ss can be estimated as the limiting case for infinite plateau time.
(modified from [Vol08])
6.20) needs to be equal to the relation between delay time and threshold switching voltage
observed in the simulation (see Figure 6.17).
Even though the absolute values of time and voltage cannot be compared directly because
the parameters in the simulation were not chosen to model a specific material the form
of the relation is confirmed. This supports the generation-recombination model and the
existence of the delay time.
6.3.2. Transient Relaxation
In the previous section it was shown that one needs to distinguish on which timescale the
material is switched into the on-state. From here the limiting case for very long switching
times shall be called steady state on-state while all other faster switches are called transient
on-states. Since in memory devices especially in RAM applications very fast switching is
necessary, the behavior of the transient on-state is important to understand the behavior of
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Figure 6.21.: Simulation of the IV-characteristics for switching with low leading and trail-
ing edges (blue) and for fast leading and trailing edges (red and orange). If the voltage is
reduced after the device was switched into the on-state the conductivity is not changed
during a trailing edge of tTE = 0.01ns (red). For slower trailing edges (orange) the conduc-
tivity decreases during the trailing edge time. In the case of very long trailing edge times
(blue) the conductivity decreases along the steady state on-state curve until the holding
voltage is reached. Vh and Vt ,ss mark holding voltage and threshold voltage for the steady
state.
random access memory cells. The transient switching into the on-state was described in the
previous section. Therefore, this section deals with the transient relaxation of the on-state.
Figure 6.21 shows the IV-characteristics for transient switching with different trailing edges
(red and orange) and in comparison also the steady state switching characteristic (blue). At
the end of the plateau time the device is in the conductivity state of the point in the upper
corner of the triangle in Figure 6.21. If the voltage is reduced instantaneously from this point
(red), the conductivity is not changed during the switching curve and a straight line with a
constant high conductivity is measured. For very slow trailing edges (blue) the phase change
material has at every voltage step enough time to relax its conductivity so that a transition to
the off-state is observed at the holding voltage. All values for the trailing edge time between
the maximum transient on-state, in which the conductivity is conserved until the end of the
trailing edge, and the steady state case, where the conductivity is maximally reduced, will
result in a curved IV-characteristics similar to the one shown in orange in Figure 6.21.
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Figure 6.22.: IV-characteristics obtained from simulation (a) and experiment (b) for a pulse
with two plateaus shown in the insets. At the end of the first plateau (point 1) the phase
change material is switched into the steady state on-state. Upon a rapid decrease to the
second plateau (point 2) the phase change material goes into the transient on-state. During
the second plateau the phase change material relaxes along the load line from the transient
on-state to either the steady state on-state (point 3 in (a)) or the off-state (point 3 in (b)).
Since the device is relaxing in the transient on-state towards the steady state solutions of on-
state and off-state, it is interesting to apply a voltage pulse that fixes the applied voltage dur-
ing the transient on-state. This is done by reducing the voltage after the plateau is reached
rapidly to a second plateau (see inset of Figure 6.22). The results of a simulation and an ex-
periment4 with such a pulse form is shown in Figure 6.22(a) and (b) respectively. When the
second plateau is reached, the conductivity of the transient on-state starts to reduce along
the load line until either the steady state on-state (blue) or the off-state (red) is reached. In
Figure 6.22 this point of stable conductivity is marked as number 3. At the end of the second
plateau the voltage is again reduced rapidly. If the phase change material was in the on-state
at the end of the second plateau, the conductivity relaxes again while the voltage is reduced
along another transient on-state curve. In the experiment precisely this relaxation behavior
into the off-state was observed. In the transition from the first to the second plateau (point
1 to 2), simulation and experiment are not matching because at the fast slope between the
two plateaus the capacitance of the device prohibits a correct measurement of voltage and
current.
The relaxation process can also be depicted in the current and voltage traces (see Figure
6.23(a) and (b)). When the conductivity relaxes in the beginning of the second plateau, the
current decreases and the voltage across the DUT increases. To get a quantitative informa-
tion about the electrical relaxation process the voltage trace was divided by the current trace
to obtain the resistance as a function of time (see Figure 6.23(c) and (d)). In the logarithmic
4The material used for the experiment is Ge2Sb2Te5.
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Figure 6.23.: Simulated (a) and measured (b) voltage and current traces of a relaxation pro-
cess into the off-state from Figure 6.22. The corresponding resistance traces calculated
from current and voltage are shown in (c) and (d). The resistance increases exponentially
during the relaxation process, when the second plateau voltage V2 is applied.
plot the relaxation, after the second plateau voltage is applied, reveals a linear slope corre-
sponding to an exponential resistance increase as it has also been observed by Ielmini et
al.[ILM07]. The time constant for relaxation τ obtained in the experiment is 22ns roughly 4
times bigger than the time constant τ= 5ns observed by Ielmini et al. on Ge2Sb2Te5 in pillar
cells.
Even though the exponential behavior was obtained in both, experiment and simulation5,
which means that the relaxation could be electronic in nature alone, one need to be aware
of the fact that due to the high current densities in the on-state thermal effects cannot be
ruled out since the temperature follows the applied voltage rapidly at high conductivities as
shown in the thermal simulations in section 6.1.
When the phase change line cell in the amorphous off-state is illuminated with a laser pulse
while a constant probing voltage is applied, the measured conductivity is increased during
the laser pulse and the high conductive state collapses exponentially after the laser is turned
off with a time constant of about 30ns. This is comparable to the time constant of 22ns
5The time constant in the simulation cannot be compared to the experiment because the used parameters in
the simulation were not be chosen to model Ge2Sb2Te5.
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Figure 6.24.: IV-characteristics for a dual pulse simulation. A second pulse of reduced volt-
age is applied after an interruption time ts . For short interruption times the phase change
material is still in a high conductive transient on-state and the conductivity decreases when
the second plateau is applied to the steady state on-state (point 2). When the interruption
time between the two pulses is long, the transient on-state conductivity is lower than the
steady state on-state conductivity and the device has to undergo a second threshold switch.
The threshold voltage of the second switch is reduced in comparison to the first threshold
switch even though the leading edge of the second threshold switch is shorter (0.01ns in
comparison to 2ns).
observed in the electrical experiment but does not prove or refute thermal effects since the
origin of the conductivity change could be thermally or due to photo excitation of electrons.
The thermal excitation could not be ruled out because it is not possible to approximate the
temperature increase since the induced power into the phase change material is unknown.
Another experiment to investigate the on-state was proposed by Pryor and Henisch[PH72].
They applied two pulses shortly after another, a first pulse that switches the material into the
on-state followed by a second pulse with lower amplitude probing the on-state. In principal,
this experiment is identical to the experiment with two plateaus in a single pulse except a
small interruption time ts between the first and the second plateau (see inset of Figure 6.24).
If the interruption time is short, the conductivity of the phase change material is relaxed just
slightly when the second pulse is applied. The material is in a transient on-state and relaxes
during the plateau of the second pulse into the steady state on-state (blue and green curve
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Figure 6.25.: IV-characteristics of a phase change memory cell obtained from simulation (a)
and experiment (b). The parameter of the first pulse used in the experiment wereVa = 1.9V,
tLE = 100ns, tP = 0ns and tTE = 20ns, followed after an interruption time of ts = 20ns by
a second pulse with Va = 1.5V (blue) or Va = 1.4V (orange) and tLE = 20ns, tP = 0ns and
tTE = 100ns. If the second applied voltage is high enough the device switches back into the
on-state.
in Figure 6.24). If the interruption time is long, the conductivity in the transient on-state at
the beginning of the second plateau is lower than the steady state on-state conductivity and
the device needs to switch into the on-state again (red and orange curve in Figure 6.24). The
threshold voltage of the second pulse is reduced depending on the interruption time, and
on leading edge and voltage of the second pulse. If the plateau is too short to allow for the
complete second switch, the material relaxes along a transient on-state curve even before
the steady state on-state is reached (orange curve in Figure 6.24). If the second threshold
voltage is smaller than the steady state threshold voltage or the minimum possible threshold
voltage for the given plateau time of the second pulse, no second threshold switch occurs.
Figure 6.25(b) shows an experiment with such a double pulse. A second pulse with an am-
plitude of 1.5V 60ns after the end of the first pulse is able to switch the device back into the
on-state (blue) while a pulse with an amplitude of 1.4V is not sufficient to switch the device.
Simulations under similar conditions are shown in Figure 6.25(a) reproducing the observed
IV-characteristics.
In conclusion, it was found that the phenomena observed in the transient switching be-
havior could be qualitatively explained by the time dependent generation-recombination
model which suggests that simple band transport combined with generation and recombi-
nation statistics is the correct model to describe the electrical transport in phase change ma-
terials. To reach a more quantitative description it is advisable to study slow crystallization
materials to be able to perform experiments in a wider time frame that is easier accessible
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with the available fast measurement technology. Furthermore, it is necessary to study the
properties of the defects in the amorphous phase to gain a better theoretical description of
the generation and recombination statistics.
6.4. Threshold Switching Field
In the previous sections the transient behavior of phase change memory cells before and
after the threshold switching event was described. Additionally, sub-threshold character-
istics have been compared based on models for the threshold switching mechanism (see
chapter 2.2.2 in part I). A common feature of these models is that the threshold switch-
ing is driven by a critical electrical field above which the conductivity in the amorphous
phase rises very quickly. PCRAM device fabrication using CMOS technology typically in-
volves high-temperature processes that lead to the crystallization of the phase change ma-
terial. Therefore, study of the threshold switching effect in memory devices requires that
an amorphous plug must first be formed by melt-quenching the phase change material,
followed by measurement of the threshold voltage required to electrically breakdown this
amorphous portion. Under these test conditions the uncertainties in the spatial distribu-
tion of amorphous material complicate the conversion of this voltage measurement into a
materials parameter that would be applicable in other contexts. In order to supply direct ex-
perimental evidence for such a threshold switching field, phase change bridge devices with
well-defined geometry of amorphous-as-deposited material for threshold switching exper-
iments due to different width w and increasing length l were tested[KRR+09a]. The slopes
of the used electrical pulses for these experiments were chosen to be slow to avoid transient
overshoot effects as expected from the simulations shown in section 6.3.2.
6.4.1. Ge15Sb85
Initial resistances and threshold voltages were measured, as shown in Figure 6.26 for
Ge15Sb85 devices. The resistance is plotted versus actual device length, as determined from
extensive scanning electron microscopy (SEM) measurements. Since these top-down SEMs
are mostly imaging the top of the electrodes, an offset has been subtracted to account for
the trapezoidal shape of the electrodes as revealed by cross-sectional SEM[CRR+06].
From the linear slope of the initial resistance as a function of device length (Figure 6.26(a),
the resistivity ρ of the amorphous-as-deposited phase of Ge15Sb85 can be estimated to be
(2.0±0.4)Ωcm. In the fully crystalline state we find a resistance of 500Ω to 3kΩ. This re-
sult is consistent with the device dimensions and the resistivity of Ge15Sb85 demonstrating
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Figure 6.26.: (a) Initial resistance versus device length, (b) threshold voltage versus resis-
tance and (c) threshold voltage versus device length for amorphous Ge15Sb85 devices tested
from the amorphous-as-deposited state, with bridge widths of 40nm (squares) and 140nm
(circles).
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Figure 6.27.: Threshold voltage versus device length, for 4 amorphous-as-deposited phase
change materials. The slopes of the linear fits are used to determine the threshold fields for
each material, as shown in Table 6.1. Different symbols indicate different bridge widths.
that in the crystalline state the contact resistance between Ge15Sb85 and the TiN electrodes
is negligible[KRR+09b]. The threshold voltage Vt depends linearly on the initial resistance
R (Figure 6.26(b). Since in our case the device length is well-known, in contrast to previous
results on the amorphous-as-melt-quenched phase, we can also plot the threshold voltage
versus the device length l (Figure 6.26(c). Again a linear dependence is observed but addi-
tionally it can be seen thatVt (l ) shows just a single slope for all different device widths w . All
of these plots can be explained by a constant threshold field Et through the relations (6.7),
where R = ρl/wh with h representing bridge thickness.
Vt = Et l = Etwh
ρ
·R (6.7)
Equation (6.7) explains why the slopes of the linear fits of Vt versus R are different for each
device width, while the dependence of Vt versus l exhibits only a single slope across all dif-
ferent widths.
6.4.2. Material Dependence
The procedure described in the previous subsection was applied to devices of various phase
change materials and widths (Figure 6.27). A well-defined threshold field could be obtained
for Ge15Sb85, Ag- and In-doped Sb2Te (AIST), Ge2Sb2Te5 (GST) and pure Sb the active mate-
rial, with all devices having a thickness of 30nm, except for the Sb devices which were 4nm
thick (see Table 6.1). The different intersection with the y-axis for Ge2Sb2Te5 is attributed to
larger contact resistance.
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Table 6.1.: Critical fields for threshold switching calculated from slopes of data shown in
Figure 6.27 and from additional data.
Material Threshold Field (V/µm)
Ge15Sb85 8.1±0.2
AIST 19±1
doped Ge15Sb85 20±2
Ge15Te85 38±3
Ge2Sb2Te5 56±2
4 nm thick Sb 94±9
It is apparent that these materials exhibit threshold fields that differ by more than one order
of magnitude. From a device perspective, a threshold voltage of approximately 1V is a good
balance, allowing room for a read voltage that produces sufficient current without disturbing
stored data, while also not forcing an unreasonably large supply voltage. As we have shown,
for each given material the threshold voltage will tend to decrease as device dimensions
are reduced for scaling to future technology generations. This measurement of a material-
dependent threshold field offers the capability to tailor the threshold voltage according to
device dimensions by selecting the appropriate phase change material.
The results shown here are in good agreement with Lankhorst et al.[LKW05], who measured
threshold fields for the amorphous-as-melt-quenched phase of doped Sb2Te to be 14 V/µm.
They also concluded from their unsuccessful attempt to switch Ge2Sb2Te5 that its thresh-
old field must be greater than 30−40 V/µm. This agreement is an indication that the trends
for threshold field in the amorphous-as-melt-quenched and the amorphous-as-deposited
phases are comparable. Therefore improved understanding of the material dependence of
the threshold field in the amorphous-as-deposited phase is highly relevant to real memory
devices. A starting point to understand the material dependence of the threshold switch-
ing effect is provided by the various predicted models that describe electrical breakdown in
phase change materials (see chapter 2.2.2 in part I). Considering the generation and recom-
bination statistic based models two major features of the density of states are linked to the
threshold switching mechanism.
For carrier generation the mobility gap and the position of the Fermi level are significantly
involved. Plotting the measured threshold switching fields versus optical bandgaps from FT-
IR measurements[SKW+08] reveals a rough trend (see Figure 6.28). The threshold switching
voltage increases for increasing bandgaps. This is in accordance to field induced generation
of carriers over the activation energy of conductivity. Evidence is given from temperature
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Figure 6.28.: Threshold switching fields as a function of the optical bandgap obtained from
FT-IR measurements. Since carrier generation is linked to the activation energy of conduc-
tion, a trend supports theories for threshold switching involving generation-recombination
statistics. Deviations from a trend might come from other important parameters like the
defect density balancing generation via recombination processes.
dependent conductivity measurements that the Fermi level is located roughly in the middle
of the bandgap at room temperature. Therefore, with increasing bandgap the carrier gen-
eration reduces which leads to an increase of the threshold voltage. On the other hand a
trend in this single parameter is no proof that this is the dominating parameter. In contrast
deviations from this trend suggest that other parameters are important as well.
For recombination processes the density of defect states is important which additionally
also influences the position of the Fermi level (see chapter 2.1 in part I). Presently, data to
quantify defect densities for the measured compositions shown in Figure 6.28 are not avail-
able precluding the evaluation of trends. Hence, a better understanding of how the defect
states in the amorphous phase moderate charge transport and thus, accelerate or deceler-
ate electrical breakdown, will help to understand the material dependence of the threshold
field.
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CHAPTER 7
Resistance Drift
Another phenomenon that can be directly observed in memory cells is the resistance
drift. This is the effect that the time evolution of a thin film of phase change material
or a phase change memory cell in the amorphous-as-deposited or amorphous-as-melt-
quenched phase shows a significant increase in the resistance and threshold switching volt-
age[PLP+04, KMK+07, ILSL07, BRP+09] at room temperature. The crystalline state on the
other hand does not show an increase in resistance with time.
Since a well defined amorphous resistance is demanded for especially multi level storage,
the resistance drift is a major concern regarding the potential of phase change memory.
Therefore, a better understanding of the resistance drift phenomenon, to potentially reduce
or avoid the increasing resistance, is one of the keys to enable higher storage density by stor-
ing multiple bits in a single memory cell.
A typical example for resistance drift in phase change bridge cells is shown in Figure 7.1.
Devices of different length from 40nm to 420nm were set thermally and sequentially reset
by an electrical pulse of equal amplitude for all devices. An increasing resistance R0 was
observed at the time t0 just after reset for increasing device length because the electrodes
cool a smaller part of the device when they are further apart so that a larger amorphous
portion is produced. After the reset process the devices drift according to a power law with
an exponent ν= 0.151±0.005 that is independent of the length of the amorphous portion.
R(t )=R0
(
t
t0
)ν
(7.1)
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Figure 7.1.: Resistance of phase change bridge cell devices with various length in different
reset states as a function of time. Independent of device length and initial reset resistance
the resistance of the device increases following a power law with an exponent of ν= 0.151±
0.005.
While the power law dependence has been observed before with similar drift exponents
ν[ILSL07, BRP+09], Braga et al. report a thickness dependence of the resistance drift ex-
ponent ν in mushroom cells[BCT09] with Ge2Sb2Te5 as the active material. They attribute
the resistance drift to an annihilation of valence alternation pair defect states (see chapter
2.1). The different drift exponents are explained by stress that is induced due to the density
change between the amorphous and crystalline phases. The bigger the amorphous portion
in the mushroom cell the larger is the stress which enhances the annihilation of valence al-
ternation pairs leading to a faster resistance drift process. In the line cells stress, induced
upon the phase transition, can be released since the cell is only capped by 60nm SiO2 and
not caged between two rigid metal films as in the case of the mushroom cell. This might be
the reason why in the experiments on line cells a constant drift exponent was found.
The explanation via stress release was also proposed by Pirovano[PLP+04, BRP+09] et al. and
Karpov et al.[KMK+07]. Both observed that the increase in resistance is due to an increase
in the activation energy of conduction. Karpov et al. concluded similar to Braga et al. and
Ielmini et al.[ILSL08] that the decrease of defect density is the reason for the increase in re-
sistance. On the other hand, Pirovano et al. argued that an increase in activation energy and
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therefore resistance must be either due to a shift of the Fermi level triggered by an increasing
defect density (in contrast to Karpov et al. and Ielmini et al.) or an increase of the bandgap.
Besides the increase of resistance and activation energy a change of the sub-threshold
I-V characteristic[ILSL07, ILSL08] and the threshold switching voltage[PLP+04, KMK+07,
ILSL07, ILM07] has been observed. Ielmini et al. observed an increase of the threshold volt-
age following a similar power law as the resistance. Karpov et al. observed a logarithmic
dependence of the threshold voltage Vt (t )=Vt ,0 (1+ν · ln(t/t0)).
All proposed models have in common that they are based on some kind of structural re-
arrangement process in the amorphous phase. This conclusion is supported by the obser-
vation that the magnitude of the drift process is largely dependent on the ambient tem-
perature at which the amorphous device or thin film drifts for the time t [PLP+04, ILSL08,
IB09, BRP+09]. In fact, the enhancement of the drift effect at higher temperatures is so
pronounced, that it is convenient to study the influence of drift as a function of different
annealing steps instead of performing an experiment after waiting for long periods of time.
Such experiments were performed on Ge15Sb85 thin films to distinguish between the influ-
ence of defects and the bandgap on the observed increase in resistance. The results of these
experiments are presented in section 10 in part III.
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Part III.
Indirect Approach — Thin Films

Motivation To study the physics of phase change materials relevant to memory technol-
ogy, the straight forward way of producing and characterizing memory devices is not always
advantageous. A lot of important properties to understand the physics of phase change ma-
terial cannot be studied in memory devices. The aim of this part is therefore to study the
material properties of phase change materials using the example of Ge15Sb85 to gain in-
formation about the density of state which provides one key to understand the electrical
properties of phase change materials and thus the behavior of memory cells.
This part is deviced into three chapters. At first the results of thin film experiments contain-
ing information about the density of states of Ge15Sb85 are described. In the second chapter
the information about the DOS are used to compare temperature dependent conductivity,
field effect transistor and Seebeck measurements via simulation. A possible transport pic-
ture of the amorphous phase of Ge15Sb85 is developed explaining the experiments. In the
third chapter special interest is directed towards the resistance drift phenomenon that is a
major concern regarding multi level storage in memory cells and can be observed and ex-
plained with thin film experiments.
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CHAPTER 8
Density of States of Ge15Sb85
8.1. DOS at Room Temperature
As explained in detail in chapter 2.2, a precise knowledge of the density of states is indis-
pensable for the description of charge transport independent of the predominant transport
mechanism. Therefore, FT-IR, PDS and MPC measurements have been performed to gain
information about the density of states especially within the bandgap. The measurements
have been performed on samples in the amorphous-as-deposited phase and also on sam-
ples which have been annealed for 1h at certain temperatures below the crystallization tem-
perature. The motivation for these measurements will become clear in the last chapter of
this part.
FT-IR Samples for FT-IR measurements were produced via sputter deposition on glass
substrates. First, a 200nm thick aluminum layer is deposited followed by a 690nm thick
layer of Ge15Sb85. As explained in section 3.4, the reflectivity of this layer system is measured
as a function of energy resulting in the spectra shown in Figure 8.11. The typical interference
fringes are visible at low energies. At higher energies the interference pattern starts to van-
ish due to the beginning of inter-band transitions. Looking at the last oscillations at the
higher end of the spectrum it can be seen that the maxima of the oscillations get larger upon
annealing and shift to higher energies. This trend is much larger than differences between
1The measurements and supporting ellipsometry measurements were performed by M. Woda and A. Herpers.
135
Chapter 8: Density of States of Ge15Sb85
Figure 8.1.: FT-IR spectra of several 690nm thick Ge15Sb85 films on 200nm thick aluminum
layers on glass substrates. The reflectivity shows the typical interference fringes determined
by the refractive index and the film thickness. At higher energies the interference pattern
vanishes due to the beginning of inter-band transitions. Films that have been annealed at
higher temperatures for 1h (red) exhibit a wider bandgap which can be seen in the inter-
ference pattern extending to higher energies.
spectra of different but nominally identical samples indicating that the bandgap becomes
larger upon annealing.
A more quantitative description is possible by fitting the reflectivity spectra with a Tauc-
Lorentz oscillator model[SKW+08]2. With this procedure the dielectric function can be ob-
tained which allows the calculation of the absorption coefficient as described in section 3.4.
The results of this fitting procedure are shown in Figure 8.2. At energies below 0.285eV the
material is transparent since the photon energy is not sufficient to excite electrons across
the bandgap. At 0.285eV electrons in the valence band can overcome the energetic distance
to the conduction band where free states are available, and the optical absorption increases
according to the joint density of states of occupied states in the valence band and unoccu-
pied states in the conduction band. This onset of the absorption increases for increasing
annealing temperatures again showing, that the bandgap is increasing.
2The fits were performed by S. Kremers.
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Figure 8.2.: Absorption coefficient of Ge15Sb85 calculated from the FT-IR spectra shown in
Figure 8.1. The obtained reflectivity spectra have been fitted with a Tauc-Lorentz oscilla-
tor model to determine the dielectric function from which the absorption coefficient was
calculated. The absorption sets in at higher energies for samples annealed at higher tem-
peratures for 1h (red). This indicates an increase of the bandgap visualized in Figure 8.3.
According to equation (2.3) the absorption can be described by an integration over the con-
volution of the density of states in valence band and conduction band. Assuming the matrix
element to be an energy independent scaling parameter the absorption spectra were fitted
using parabolic bands. This way the optical bandgap was determined resulting in systemat-
ically lower values than extracted applying α-10k criterion or Tauc’s method. However, for
the purpose of finding the shape of the bands and the bandgap which can be used in simu-
lations this method seems favorable since for both, the extraction and use in the simulation,
the OJL model is used. The results of this analysis for the absorption spectra obtained with
FT-IR are shown in Figure 8.3. The optical bandgap is increased by roughly 45meV after the
sample was annealed for 1h at 200°C. The temperature region where the bandgap increases
the most seems to be between 100°C and 150°C.
Since the FT-IR spectra are fitted with a Tauc-Lorentz oscillator model, by definition the
absorption spectra cannot feature any tail states even if the information is available in the
reflectivity signal (see also [Kre09]). A model different from the Tauc-Lorentz model that in-
cludes tail states would be needed for fitting instead. Therefore, without adjusting the model
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Figure 8.3.: Optical bandgap of Ge15Sb85 as a function of annealing temperature as deter-
mined from FT-IR measurements at room temperature. The absorption spectra obtained
from the FT-IR spectra were fitted with equation (2.3) using parabolic bands. The bandgap
determined from these fits is plotted. The bandgap is increasing nearly linear for increasing
annealing temperature.
to account for the absorption via tail states in the fitting procedure, the shape of the bands
especially in the vicinity of the bandgap remains unclear. For this reason PDS measurements
were performed to get more information about the DOS near the band edges.
PDS Another measurement technique to gain information about the density of states via
the joint density of states is PDS. This technique is supposed to be more sensitive at small
absorption coefficient as shown in Figure 3.9. Measurements have been performed in coop-
eration with the group of Dr. R. Carius by J. Klomfaß at the Forschungszentrum Jülich using
samples with a 500nm thick layer of Ge15Sb85 on a quartz glass substrate and a capping of
18nm ZnS–SiO2. The results of these measurements are shown in Figure 8.4.
Several features can be seen in the PDS spectra that are not visible in the results of the FT-IR
measurements. At high high energies a plateau of the absorption coefficient is visible. This
plateau originates from the film thickness of the phase change layer. At a certain optical
absorption, here around 1.5× 105 cm−1, all light gets absorbed and no light is transmitted
anymore. Therefore, the absorption coefficient cannot be determined above this critical
value for the optical absorption unless thinner phase change layers are used. The advantage
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of a thicker phase change layer on the other hand is the better resolution at low optical ab-
sorption as intended in these measurements. At low energies namely 0.3eV and 0.45eV two
peaks are visible. These are also visible in a spectrum obtained on the plain quartz substrate
and thus do not stem from the phase change material.
In the region between 0.5eV and 1.3eV the PDS and the FT-IR spectra of the amorphous
samples match each other featuring similar slopes. The PDS spectra seem to be systemati-
cally slightly lower. Below 0.5eV the FT-IR spectra drop rapidly to zero and can be described
by parabolic bands only. The PDS data need to be described with the OJL model featuring
a small exponential tail which can be fitted with an Urbach energy of roughly γ = 30meV.
Since the exponential regime does extend only over less than one order of magnitude until
the absorption is dominated by the peak of the quartz substrate, the value of the tail state
cannot be determined very precisely and smaller values are also possible. For other typical
phase change materials like GeTe or materials of the Ge-Sb-Te system more pronounced Ur-
bach tails have been observed which was also shown by other groups using PDS[JVLT08] or
T&R experiments[LAB+05].
Annealed samples feature a trend to higher bandgaps as observed in the FT-IR measure-
ments. However, there is no sign for a change of the band tail energy upon annealing. The
sample annealed at 290°C for 1h (green) is in the crystalline phase after annealing an ex-
hibits a much higher overall absorption, in particular at low energies. This means, that even
at low energies the photon energy is sufficient to excite electrons from unoccupied into oc-
cupied states. This can have two origins. Either the bands overlap so that no bandgap exists
anymore or the Fermi level is shifted into one of the bands3 so that occupied and unoccu-
pied states are close in energy.
Below 0.4eV the PDS spectra are dominated by the substrate which prohibits measurement
of defect states that might be deep in the bandgap. This information about the DOS can be
obtained by MPC measurements.
MPC With MPC measurements further information about the density of states can be ob-
tained. MPC is especially providing information about the states within the bandgap which
are very important for simulations because of their large influence on the position of the
Fermi level as shown in chapter 2.2. At the Laboratoire de Génie Electrique de Paris in coop-
eration with the group of Dr. C. Longeaud, Directeur de Recherche (CNRS), MPC measure-
ments were performed on 150nm thick films of Ge15Sb85 on glass substrates with 100nm
thick Al contacts. From the measurements the reduced density of states which is the prod-
3Or one of the bands is shifted into the Fermi level, which might be due to a reduction of the bandgap caused
by resonance bonding in the crystalline phase.
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Figure 8.4.: Absorption coefficient of Ge15Sb85 determined from PDS measurements on
500nm thick samples on quartz glass substrates with a capping layer of 18nm ZnS–SiO2.
The obtained peaks at 0.3eV and 0.45eV are also visible in measurements on the pure
quartz substrate and thus, do not stem from the phase change layer. The absorption can be
fitted with equation (2.3) using the OJL model with a small bandtail of≤ 30meV and slightly
larger bandgaps as determined from the FT-IR spectra. The bandgap increases for increas-
ing annealing temperature. The sample annealed at 80°C for 1h (blue) appears to have a
lower bandgap as the as-deposited sample (black). This might be due to an overall lower
absorption of the as-deposited sample. The sample annealed to 290°C is in the crystalline
phase after annealing and does not show a bandgap anymore in the measured region of
the absorption spectrum. This might be either due to an overlap of valence and conduc-
tion band, or the Fermi level lying in on of the bands which enables intra-band transitions.
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Figure 8.5.: MPC spectra of a 150nm thick film of Ge15Sb85 on a glass substrate with 100nm
thick Al contacts. The reduced density of states does not show any signs for Gaussian
shaped defect states but a bandtail of about 46meV determined by fitting an exponential
decay.
uct of the density of states N and the capture coefficient ν divided by the mobility µ can be
determined.
The result of these measurements is shown in Figure 8.5. Each measurement at a specific
temperature is plotted in a different color. Data points in blue are measured at low tem-
peratures while data in read are obtained at high temperatures. At each temperature the
modulation frequency of the exciting light has been swept from 12Hz to 40kHz. The higher
the frequency and the lower the temperature the lower is the probed energy with respect to
the mobility edge of the carrier with the lower reduced density of states. By choosing an ap-
propriate capture coefficient of the states constituting the tail, the energy scale was adjusted
so that the curves superimpose at high frequencies.
Assuming an energy independent mobility, an exponential function can be fitted to the en-
velope of the data resulting in a tail width of γ= 46meV. Gaussian shaped defect states are
not found in Ge15Sb85 in contrast to other typical phase change materials as for example
GeTe or Ge2Sb2Te5[Luc08]. Since the correct analysis for the energy scaling of MPC mea-
surements is still a topic of discussion, the obtained value for the tail width should be in-
terpreted rather as an orientation than as a fix given value. The more valuable information
is the lack of signs for Gaussian shaped defect states which would have introduced 3 free
parameters for each defect density, while the tail is described by a single parameter.
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Figure 8.6.: The temperature dependence, i.e. the dependence on the ambient temperature
during the measurement not to be confused with the annealing temperature, of the optical
absorption as determined from FT-IR measurements reveals an increasing bandgap for de-
creasing ambient temperature. Since no ellipsometry measurements could be performed
below room temperature, the absorption coefficients above 1eV are only an extrapolation
which should not be construed.
8.2. Temperature Dependence — Varshni Effect
A commonly observed feature in semiconductors is a decrease of the bandgap for an in-
crease of the ambient temperature[Var67, HT70]. This significantly influences the transport
in these materials because it alters the activation energy for band transport. Therefore, tem-
perature dependent FT-IR measurements have been performed and fitted by P. Jost on the
same Ge15Sb85 samples mentioned in the previous section.
In the procedure explained before the obtained reflectivity spectra were fitted with a dielec-
tric function and from the dielectric function the absorption coefficients shown in Figure 8.6
were calculated. As the temperature is lowered (blue), the absorption edge moves to higher
energies indicating an increasing bandgap for decreasing ambient temperature.
The change of the bandgap in semiconductors was described by Varshni with an empirical
equation[Var67]. Below the Debye temperature, which can be estimated to be around room
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Figure 8.7.: Optical bandgap determined from fits of the absorption spectra shown in Fig-
ure 8.6 to equation (2.3) using parabolic bands. The bandgap is increasing for decreasing
temperature following equation (8.1) with Eg ,0 = 0.33eV and ξ= 0.73µeV/K2. Both values are
about half as big as observed for other typical phase change materials like for example GeTe
or Ge2Sb2Te5.
temperature for amorphous phase change materials[SP87, KST+06], the empirical formula
from Varshni can be expressed as shown in equation (8.1).
Eg (T )= Eg ,0−ξT 2 (8.1)
As in the previous section the bandgap was extracted by fitting the absorption spectra with
the integral over a joint density of states comprising two parabolic bands. The result of these
fits is shown in Figure 8.7. The decrease of the bandgap can be described perfectly by the
low temperature limiting case of Varshni’s equation with a zero temperature bandgap of
Eg ,0 = 0.33eV and a temperature coefficient ξ= 0.73µeV/K2.
This result is very different from the values obtained for other typical phase change materials
which exhibit values for Eg ,0 and ξ that are roughly twice as large[Kre09].
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CHAPTER 9
Charge Transport in amorphous
Ge15Sb85
In the previous section experiments were shown providing information about the density of
states of the amorphous phase of Ge15Sb85. This information has been used to create a DOS
as an input for a simulation that calculates the position of the Fermi level as a function of the
ambient temperature solving the charge neutrality equation. From the position of the Fermi
level band and hopping transport were calculated with the band mobilities µ0,e = µ0,h =
2.5 cm2/Vs and the localization length of a trap R0 = 1nm and the attempt to hop frequency
ν0 = 1×1012 Hz as additional parameters.
The aim of the simulation is to find a DOS that can explain experimental results such as tem-
perature dependent conductivity, field effect mobility and Seebeck coefficient. Therefore,
the simulated conductivity, drift mobility and Seebeck coefficient were compared to the ex-
perimentally observed characteristics and the DOS parameter adjusted to find a model that
is able to explain the basic features of the experimentally observed characteristic curves.
The DOS resulting in the best match to the experimental transport characteristic curves is
illustrated in Figure 9.1. A bandgap of 0.285eV−1.25µeV/K2 ·T 2 separating a parabolic valence
band with a density of states effective hole mass of 0.3me and a conduction band with an
electron mass of 1me was found. Additionally, a tail state with a width of γ = 30meV was
attached to the conduction band with the OJL model.
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Figure 9.1.: Sketch of the density of states used to simulate the temperature dependence of
electrical transport in Ge15Sb85. A bandgap of 0.285eV−1.25µeV/K2 ·T 2 separates a parabolic
valence band with a hole mass of 0.3me and a conduction band with an electron mass of
1me decaying in an exponential tail with an Urbach energy of γ = 30meV. Trap limited
band transport takes place via holes in the extended states in the valence band and via
electrons above the mobility edge in the conduction band. Hopping transport can occur in
the exponential tail in the gap. At low temperatures the material is p-type because the Fermi
level is located close to the valence band due to the exponential. At high temperatures also
electrons contribute significantly because of the higher density of states effective mass of
electrons in the conduction band.
The simulated conductivity, drift mobility and Seebeck coefficient as a function of temper-
ature for the assumed DOS are shown in comparison to the experimentally observed con-
ductivity, field effect mobility and Seebeck coefficient in Figures 9.2 to 9.5.
9.1. Conductivity
At first, the contribution of hopping conductivity and band transport are compared (see Fig-
ure 9.2). It can be seen clearly that hopping transport shown in purple is several orders of
magnitude smaller than band transport shown in green. The high band transport conduc-
tivity comes from the small bandgap which results in a low activation energy at high tem-
peratures and from the asymmetry introduced by the conduction band tail. This asymmetry
causes the Fermi level to be located close to the valence band which assures a high conduc-
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Figure 9.2.: Comparison of simulated hopping transport and band transport based on the
density of states illustrated in Figure 9.1. Hopping transport is several orders of magnitude
lower than band transport in the whole simulated temperature range. This is due to the
small bandgap facilitating easy thermal excitation of carriers into the bands and due to the
low density of defect states around the Fermi level hampering hopping transport.
tivity also at low temperatures. The low hopping conductivity is due to the low defect density
around the Fermi level.
The dominating band transport, obtained from simulation, is compared to the experimen-
tally observed conductivity and split into the contributions of electrons and holes in Figure
9.3. The simulation matches the experimentally observed conductivity with only slight de-
viations which increase at very low temperatures. In this region the transport is dominated
by holes (red) since the Fermi level is pushed close to the valence band by the acceptor like
tail states. At high temperatures electrons also contribute significantly to the conductivity.
Due to the higher density of states effective electron mass the Fermi level remains close to
the valence band, but the number of electrons and holes in conduction and valence band
respectively will be almost equal. The curvature of the conductivity comes from the trans-
port channel being dominated by holes at low temperatures and by electrons and holes at
high temperatures. No hopping transport is needed to explain this deviation from a simple
activated behavior.
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Figure 9.3.: Simulated band transport (green) for the density of states from Figure 9.1 and
the contribution of electrons (blue) and holes (red) to the conductivity. At low temperatures
the transport is dominated by holes while at higher temperatures electrons also contribute
to the conduction. The simulated conductivity matches the dark current obtained from
MPC measurements (black) especially for high temperatures. At low temperatures the sim-
ulation underestimates the conductivity.
9.2. Field Effect Mobility
Another experiment that can be reproduced by the simulations starting from the above DOS
using band transport is the field effect mobility. Field effect transistors were produced on
phosphorus doped Si substrates with a resistivity of 0.01Ωcm and a thermally grown oxide of
300nm within the framework of the diploma thesis of H. Volker. The active layer of Ge15Sb85
was d = 18nm thick and contacted with 100nm thick Au electrodes. The contacts were w =
1mm wide and separated by l = 0.15mm.
As described by Schroder[Sch06], the field effect mobility µFE can be derived from the trans-
ductance g (VGS) of the field effect transistor at constant source-drain voltage VDS .
µFE = l g (VGS)
wCoxVDS
(9.1a)
g (VGS)= ∂ID (VGS)
∂VGS
(9.1b)
Cox denotes the capacity of the SiO2 layer, ID the source-drain current andVGS the gate volt-
age. Since the source-drain current is not linearly dependent on the gate voltage, equation
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(9.1a) can be evaluated only for single gate voltages. The average over the gate voltages has
no physical meaning.
In the experiments the source-drain current was measured at a constant drain voltage of
VDS = 10V. The gate voltage was set to ground and varied with respect to drain and source
by an equal change of drain and source voltage which did not alter the potential difference
between source and drain. These measurements were performed by H. Volker at several
temperatures to obtain the temperature dependence of the field effect mobility for several
gate voltages (see Figure 9.4).
In the simulation the field effect mobility can be evaluated by calculating the source-drain
current ID .
ID = q
(
µ0,enc (VGS)+µ0,hpv (VGS)
) wd
l
VDS (9.2)
By substitution of equation (9.2) into equations (9.1), one gets equation (9.3a) which reveals
the true influence of the gate voltage. Due to the field effect depending on the gate voltage
additional electrons or holes are introduced into the phase change material. This additional
charge needs to be considered in the charge neutrality equation (2.11) because it influences
the position of the Fermi level.
µFE = qd
Cox
(
µ0,e
∂nc
(
E f (VGS)
)
∂VGS
+µ0,h
∂pv
(
E f (VGS)
)
∂VGS
)
(9.3a)
Furthermore, assuming parabolic bands and the Boltzmann approximation for the Fermi
distribution equations, equations (2.8) can be substituted in equation (9.3a) resulting in
equation (9.3b).
µFE = qd
Cox
1
kT
∂E f (VGS)
∂VGS
(
µ0,enc −µ0,hpv
)
(9.3b)
The influence of the gate voltage is currently implemented into the simulation tool within
the framework of the Diploma thesis of J. Riedel supervised by the author of this thesis to
enable the calculation of the field effect mobility in the future. At this point in time only
measured field effect mobility and simulated drift mobility, which are per definition differ-
ent, can be illustrated (see Figure 9.4).
The drift mobility for electrons and holes behaves like expected from the considerations in
section 2.2 in part I. The hole drift mobility is nearly constant, equal to the band mobility
of µ0,h = 2.5 cm2/Vs since the Fermi level is close to the valence band and the defect density
between Fermi level and valence band is small. The electron drift mobility on the other hand
is reduced due to the high trap concentration between Fermi level and conduction band.
The measured field effect mobility is slightly smaller than the simulated electron drift mobil-
ity and exhibits a similar temperature dependence. Absolute value and slope of the field ef-
fect mobility depend on the gate voltage around which the mobility is measured. According
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Figure 9.4.: Field effect mobility obtained from field effect transistor measurements on
Ge15Sb85 for several gate voltages and simulated drift mobility of electrons and holes.
The simulated drift mobility of electrons in the density of states illustrated in Figure 9.1
is in the order of the experimentally observed field effect mobility with a similar tem-
perature dependence for a band mobility of µ0,e = 2.5 cm2/Vs. The band mobility of holes
was set to µ0,h = 2.5 cm2/Vs resulting a simulated drift mobility which is nearly constant at
µd ,h = 2.5 cm2/Vs.
to equation (9.3b), the positive sign of the field effect mobility indicates that electrons dom-
inate the transport in the measured temperature regime since
∂E f (VGS )
∂VGS
is always positive1.
This result is in agreement with Seebeck measurements (see next section). The increase of
the field effect mobility with increasing gate voltage is caused by the Fermi level being shifted
to the conduction band, which increases the number of electrons and decreases the number
holes thereby increasing the absolute value of the mobility according to equation (9.3b).
9.3. Seebeck Coefficient
Seebeck measurements are the third type of transport measurements that have been com-
pared to the simulation. For this purpose 150nm thick, 50mm long and 3mm wide stripes of
Ge15Sb85 were deposited onto glass substrates and contacted with 100nm thick Cr contacts
at the long ends. Using two heat baths a temperature gradient∇T is applied along the phase
1A positive gate voltage induces additional electrons shifting the Fermi level to higher Energy. Analogous, a
negative gate voltage introduces holes and the Fermi level is reduced.
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change stripes. The temperature gradient leads to an electric field E with the proportionality
factor α called Seebeck coefficient or thermopower.
By describing the transport in this non-equilibrium condition using the Boltzmann trans-
port equation, an expression for the Seebeck coefficient for multiple band transport can be
found[Fri72, Jos09].
α= k
q
((
E f −Ev
kT
+ Av
)
σv
σc +σv
−
(
Ec −E f
kT
+ Ac
)
σc
σc +σv
)
(9.4)
Only the heat of transport coefficients Ac and Av for electrons and holes respectively are in-
troduced as parameters that are not given by the density of states and the charge neutrality
equation already. Therefore, the comparison of the experimentally observed Seebeck coef-
ficient and the Seebeck coefficient obtained in the simulation via equation (9.4) can serve as
another proof for the model of the density of states used in the simulation.
The Seebeck coefficient has been measured as a function of temperature by applying a tem-
perature difference∆T of {−3,0,+3} K around an ambient temperature T and measuring the
thermoelectric voltage at the ends of the phase change material. The result of these mea-
surements are compared to the results of the simulation in Figure 9.5 using heat of transport
coefficients of Ac = Av = 1. While the simulated Seebeck coefficient is obviously not match-
ing the experimental results, the main features of the experimentally observed Seebeck coef-
ficient are still present in the simulation. At 350K the simulated Seebeck coefficient switches
the sign as observed in the measured data at 220K. Above this transition point the material is
n-type and in both, simulation and experiment the absolute value of the Seebeck coefficient
is increasing with a similar temperature dependence. In the simulation the transition of
the Seebeck coefficient occurs due to the higher activation energy for electrons even though
there is no transition from p-type to n-type conduction.
This result points out that the density of states used to model the transport data is not com-
pletely correct. The transition of the sign of the Seebeck coefficient should occur at lower
temperatures. This can be done in several ways in the simulation. However, more precise
information about the density of states especially about the effective masses of electrons
and holes and about defects that might not appear in the bandgap but still influence the
position of the Fermi level are needed to adjust the DOS.
In conclusion, a procedure was presented for Ge15Sb85 that can serve as a method to find
the transport mechanism and density of states in semiconductors. It was shown clearly that
hopping does not play a role in the transport of Ge15Sb85 but band transport can explain the
main features of conductivity, field effect mobility and Seebeck coefficient as a function of
temperature. While the presented DOS for Ge15Sb85 is not close to be a perfect description,
it is nevertheless shown that all main features in the characteristics of conductivity, field
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Figure 9.5.: Seebeck coefficient obtained from Seebeck measurements after several anneal-
ing steps and simulated Seebeck coefficient from the results of the transport simulation of
the DOS from Figure 9.1. For the simulation of the Seebeck coefficient according to equa-
tion (9.4) heat of transport constants of Ac = Av = 1 were assumed. The simulated Seebeck
data do not match the experimentally observed Seebeck coefficient since the material is
n-type in the measured range while the transport in the simulation is dominated by holes.
However, the simulated Seebeck coefficient features a similar temperature dependence as
the observed data but shifted to higher temperatures. At 350K the simulation exhibits a
transition of the sign of the Seebeck coefficient as it can be seen for the measured data at
around 220K.
effect mobility and Seebeck coefficient can be explained by this DOS if the parameter are
tweaked to fit the curves. With regards to the different models for the field dependence of
the electrical transport this result is a strong argument in the favor of the theories that are
based on band transport like for example the approach by Pirovano et al.
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Resistance Drift in amorphous
Ge15Sb85
10.1. High Temperatures
For memory technology it is crucial that the amorphous and crystalline states defining “0”
and “1” are well defined. However, in chapter 7 it was demonstrated that the resistance of
the amorphous phase is increasing with time. Thus, this phenomenon called resistance drift
is a major concern regarding especially the potential for multi level storage. In this chapter
resistance drift is investigated by measuring the resistance after annealing to different tem-
peratures below the crystallization temperature. This way the resistance drift phenomenon
is accelerated since it is temperature activated.
The resistivity in the amorphous states after annealing is modeled with the DOS from the
previous chapter that was found to describe the conductivity well for temperatures above
room temperature. The data obtained from measurements in Van der Pauw geometry are
shown in Figure 10.1. Several samples were heated with a heating rate of 5 K/min starting
from room temperature to different holding temperatures between 360K and 480K. At the
holding temperature they were annealed for an hour before they were cooled down to room
temperature again. During the whole heating, holding and cooling process the resistance
was monitored.
The higher the annealing temperature the more pronounced is the change between initial
resistance and resistance after heating. In the heating curve of the annealing step with the
153
Chapter 10: Resistance Drift in amorphous Ge15Sb85
500 455 417 385 357 333 313 294
Temperature (K)
2 2.2 2.4 2.6 2.8 3 3.2 3.410
10
10
1000/T (1/K)
Re
sis
tivi
ty 
(W
 m
)
-1
-2
-3
400K 350K 300K
Figure 10.1.: Resistivity of 690nm thick phase change layers on glass substrates with 50nm
Cr contacts measured with Van der Pauw method. The samples were heated to the maxi-
mum temperature with a heating rate of 5 K/min and held at the maximum temperature for
1h. Samples held at high temperatures (red) show an increased resistance which is pro-
nounced visible when the sample is cooled down again.
highest holding temperature on can see, that the slope becomes less steep in a region be-
tween about 380K and 450K. This is the region where the resistivity is increasing the most as
can be also seen in the pronounced increase of resistance at the holding temperature while
for very low or very high holding temperatures no significant change in resistivity is visible
at the holding temperature.
In principle the increase in resistivity can be explained in the band transport picture that was
verified in the last chapter only by two possible mechanisms. Either the band mobility or the
number of charge carriers decreases. A change in the mobility would be caused by a change
in the efficiency of the scattering mechanism which could be due to a structural change that
is induced by the annealing process. Hall measurements could prove this explanation.
A change in the number of charge carriers would be caused by a change in the position of
the Fermi level relative to the mobility edges. Such a relative shift of the Fermi level can
have two origins. Either the mobility edges move away from the Fermi level, e.g. due to
an increase of the bandgap, or the Fermi level is moving away from the adjacent band edge
towards the middle of the bandgap. The reason for the later could be a change in the defect
concentration or shape of the bands.
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Figure 10.2.: Resistivity obtained in experiment (symbols) and in simulation (lines) as a
function of bandgap (a) and band tail width (b). The resistivity of the samples from Fig-
ure 10.1 is read out at 300K (diamonds), 350K (squared) and 400K (circles) after different
annealing cycles (blue to red) and fitted to the simulated resistivity at the given measure-
ment temperature for each annealing step simultaneously. This way a bandgap can be as-
signed to each sample after a certain annealing explaining the increase of the resistance.
The procedure fails for the attempt to assign a certain band tail width to each annealing
step because the increase of resistance due to the decrease of the band tail width is not
large enough. Thus, resistance drift can be explained by a increase in bandgap as observed
in absorption measurements but not with a decrease of the defect density.
Since by other groups the resistance drift phenomenon has been attributed to either a
change of the bandgap[PLP+04] or a decrease[ILSL08] or increase[PLP+04] of the defect den-
sity, we have tried to explain our experimental results by one of these possible mechanisms.
In Figure 10.2(a) the simulated change of the resistivity at 3 different ambient temperatures
is plotted for increasing bandgaps in the DOS illustrated in Figure 9.1. The resistivity is in-
creasing for increasing bandgaps and the lower the ambient temperature the higher is the
increase. The resistivity from Figure 10.1 after each annealing measured at these 3 ambient
temperatures can be assigned to a bandgap so that they fit to the simulation assuming that
the bandgap is not changing significantly during the cooling process. This procedure works
well for each annealing temperature resulting in a quantitative result for the increase of the
bandgap as a function of the annealing temperature of roughly 85meV.
In Figure 10.2(b), applying the same method used above, it was tried to match the obtained
data to the simulated resistivity change upon a decrease or increase of the tail state width.
It can be seen clearly that the absolute resistivity change is not sufficient to account for the
measured change in resistivity.
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Figure 10.3.: Dark conductivity determined by MPC measurements (symbols) for an
amorphous-as-deposited (black squares), a sample annealed at 50°C for 1h and a sam-
ple annealed at 200°C for 1h. The conductivity is decreased in accordance to the Van der
Pauw measurements. The simulated conductivity (solid lines) for bandgaps suggested by
the evaluation from Figure 10.2 shows as expected a good agreement for high tempera-
tures. At low temperatures the conductivity is underestimated which can be fixed if the
defect density is increasing upon annealing as well (green dashed line).
The explanation of the resistance increase via an increase of the bandgap is also supported
by the results obtained in FT-IR and PDS measurements where an increase of the bandgap
upon annealing to a similar extent has been observed as well (see Figures 8.2 and 8.4).
10.2. Low Temperatures
While the change of resistivity upon annealing above room temperature seems to be ex-
plained by the increase of the bandgap, at low temperatures the conductivity is underes-
timated significantly if only the bandgap is changed (see Figure 10.3). If additionally the
defect density is changed (green dashed line), the conductivity at high temperatures is not
changed significantly but at low temperatures the simulated conductivity matches the ex-
periment much better.
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In other materials such a behavior is observed even more clearly. Fagen and Fritzsche[FF70]
observed in chalcogenide glasses with a composition of 11% Si, 11% Ge, 35% As, 3% P and
40% Te that the conductivity at low temperatures even increases upon annealing. J. Luckas
observed this behavior also in GeTe at low temperatures and a decrease of the resistivity at
high temperatures at the same time. It seems likely that theses two effects can in general
be attributed to 1) an increase of the bandgap reducing the conductivity at high tempera-
tures due to a larger activation energy and 2) an increase in the defect density shifting the
Fermi level close to one band edge at low temperatures leading to high conductivity at low
temperatures.
Additionally, the increase of the threshold switching voltage upon annealing follows natu-
rally from an increase in the bandgap if the generation-recombination model is considered.
For example impact ionization has been proposed as a possible generation mechanism. In
this case the increase of the bandgap increases the energy necessary for impact ionization
which reduces the generation rate and therefore increases the threshold switching voltage.
10.3. Possible Explanations
In the last section evidence has been given that in the amorphous phase an increase of the
bandgap is the origin of the observed resistance drift. Experimental proof for the increase of
the bandgap by two different absorption techniques was presented in chapter 8. However,
the origin of the increase of the bandgap in amorphous phase change materials has not been
explained.
Using extended X-ray absorption fine structure (EXAFS) and reverse Monte Carlo (RMC)
simulations, P. Zalden found a model for the amorphous structure of Ge15Sb85[Zal08]. His
results show that Sb and Ge are mixed statistically, with Sb atoms having an average number
of 3.2 nearest neighbors. Ge atoms have an average number of 4.0 nearest neighbors. Bond
lengths of 2.46Å and 2.66Å have been found and were related to Ge-Ge and Ge-Sb bonds
respectively[ZBvE+]. Ge-Ge bonds have a common lengths of 2.45Å in sp3-hybridized
structures like amorphous and crystalline Ge. This suggests that a sp3-hybridized bond-
ing of Ge and another type of bonding coexist in Ge15Sb85. Such a coexistence of differ-
ent bonding configurations of Ge has also been observed in other phase change materi-
als[KFF+04, CBK+09a, CBK+09b].
To use any of these information about the microscopic atomic arrangement, the dilemma
has to be pointed out that arises in the attempt to describe the transport in amorphous
phase change materials using a band picture. Electronic bands arise from long range or-
157
Chapter 10: Resistance Drift in amorphous Ge15Sb85
der, but in the amorphous state a long range order is not present. Therefore, the correct
but painful approach would be a microscopic description via transition probabilities from
one local atomic arrangement to another. The search for a percolation path of maximum
transition probability, would then lead to the conductivity. Therefore, the conductivity does
not necessarily needs to be dominated by a majority of local atomic arrangements, which
are visible in measurements that average over all atomic configurations. However, since a
bandgap increase is visible with FT-IR and PDS, which probe an average absorption, and
this increase of the bandgap is able to account for the increase of the resistance, the much
simpler and easier approach of defining an average bandgap that is constructed from all
bonding and anti bonding states at each atom seems to be applicable.
Considering now the different bonding configurations of Ge atoms, the average bandgap
might be changed if the different types of Ge bonds result in different local bandgaps and
the ratio of the types of Ge bonds changes. This was observed by Takahashi et al. on thin
film of amorphous GeTe[TSS82]. They found using photoemission studies that amorphous-
as-deposited GeTe films1 are 3-3 coordinated. I.e. Ge and Te have 3 nearest neighbours,
and therefore probably 3 second nearest neighbors resulting in an octahedral configuration.
Furthermore, they observed that these films relax into a 4-2 coordinated structure with Ge
being tetrahedrally bonded and Te having 2 nearest neighbors. For tetrahedrally bonded Ge
having a larger bandgap than octahedrally bonded Ge, this would explain the drift of the
bandgap.
Alternatively, the bandgap of one of the local configurations could be changed. Kastner ob-
served that for some p-bonded systems the bandgap decreases under pressure[Kas73]. If in
phase change materials the density is relaxing this could cause the increase of the bandgap.
On the other hand, for sp3-bonded systems the trend would be opposite, and an increase of
the density, maybe due to strain release, would be necessary. Another promising explana-
tion might arise from the ideas promoted in the paper by Pan et al.[PIZD08]. They found for
amorphous Si, based on density functional theory (DFT) calculations, that the highest occu-
pied and the lowest unoccupied states are correlated with short and long bonds respectively.
Therefore, a change of the magnitude of long and short bonds may also cause a change of
the bandgap.
Unfortunately, at this point in time the knowledge base is not sufficient to go beyond specu-
lations. Molecular dynamic (MD) simulation and X-ray absorption near edge spectroscopy
(XANES) measurements might be able to bring new light into the question of local atomic
arrangement and the consequence for a density of states.
1Deposited onto cooled (77K) substrates.
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Conclusion
The description of transport in disordered materials is a topical field of research since con-
cepts, used to describe crystalline materials, often fail to characterize disordered materials
due to their lack of long range order. In this work, this scientific problem has been addressed
for the case of amorphous phase change materials. These class of materials is very inter-
esting for storage application. Among the major questions to enable a new type of mem-
ory technology, threshold switching and resistance drift can only be understood if a funda-
mental description of the transport in the amorphous phase of phase change materials is
reached.
In bulk experiments the amorphous-as-deposited phase is present, while for the operation
of memory cells the amorphous-as-melt-quenched phase is important. Therefore, in this
work the memory switching behavior of Ge15Sb85 was investigated to study the difference
between the amorphous-as-deposited and amorphous-as-melt-quenched phases. It was
found with electrical and optical testing in good agreement, that the amorphous-as-melt-
quenched state switches about 600× faster than the amorphous-as-deposited state. This
increase in switching speed can be attributed to the presence of a crystalline-to-amorphous
interface in the amorphous-as-melt-quenched state. Therefore, only crystal growth need
to occur while in the amorphous-as-deposited phase the slow process of crystal nucleation
needs to occur. For an intrinsic difference between the amorphous-as-deposited and the
amorphous-as-melt-quenched states no evidence was found. Consequently, it is shown
that laser experiments performed on thin films and bulk experiments measuring intrinsic
properties of amorphous phase change materials have predictive power for the behavior of
memory cells.
Based on these results, the electrical transport in amorphous phase change materials was
studied. It was shown, that transport in amorphous phase change materials can be param-
eterized in terms of the simple picture of trap limited band transport, just like transport in a
crystalline semiconductor but with large defect concentrations due to disorder.
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Threshold switching voltages have been measured for devices with several width an length
showing unambiguously that the critical materials parameter for threshold switching is a
threshold field and not a threshold voltage. Measurements of threshold fields for several
materials show that the critical field can differ by more than one order of magnitude ranging
from for 8.1 V/µm Ge15Sb85 to 94 V/µm for pure Sb.
Several common models, describing the behavior of the amorphous off-state, were com-
pared, showing that it is not sufficient to study the amorphous off-state to find a unique
description of threshold switching. The transient behavior of the amorphous on-state was
studied experimentally, and the experimental results were qualitatively reproduced using
a generation-recombination model based on trap limited band transport. Commonly ob-
served phenomena like resistance and threshold voltage relaxation, delay time and inter-
ruption time could be modeled qualitatively pointing out the importance to study the prop-
erties of defects in the amorphous phase of change materials.
The resistance drift phenomenon was also explained based on the trap limited band trans-
port picture. It was shown by simulation and verified in experiment, that the increase of the
resistance with time and upon annealing can be explained by an increase of the bandgap
and not due to a change of the defect density. However, it was shown, that defects are im-
portant for the description of transport at temperatures below room temperature.
The results obtained in the framework of this thesis show that the basis for a fundamental
understanding of the electronic transport phenomena is given by trap limited band trans-
port. However, for a quantitative description, experiments to determine all input param-
eters for this model are necessary. FT-IR, MPC, Hall, Seebeck and Field Effect Transistor
measurements provide valuable information about the parameter that need to be used in
a DOS model. Furthermore, techniques to determine the density of states effective masses
of electrons and holes and the energy dependence of the mobility would be very useful. To
describe threshold switching universally, more knowledge about the properties of defects,
e.g. donor- or acceptor-like nature, capture cross sections, etc., is necessary, the nature of
the generation mechanism need to be investigated and the influence of Joule heating in the
amorphous on-state needs to be included. Finally, the input parameter for the generation-
recombination model could be mapped to understand which combination of parameters
will lead to threshold switching. Thus, a fundamental understanding of the material depen-
dence of the threshold switching field could be achieved.
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