Abstract
Introduction
The use of heuristics for resource allocation in a heterogeneous computing (HC) environment is an important area of research and has been widely studied (e.g., [2, 3, 15, 18] ). One metric for evaluating the performance of heuristics is the maximum completion time over all machines (makespan). The makespan machine is defined as the machine with the largest completion time.
In some environments, it is useful to minimize the finishing times of the non-makespan machines, i.e., those machines that are not the last to complete. As an example, consider a production environment where a set of known tasks are mapped to resources off-line before execution begins. Minimizing the finishing times of all the machines will provide the earliest available ready time for these machines to execute tasks that were not initially considered. In this study, we present one approach, for attempting the finishing time of each machine in a given resource allocation. There are different ways to capture the concept of minimizing the finishing times of a set of heterogeneous machines, e.g., minimize the average finishing time, or minimize the largest finishing time among the machines. This iterative approach decreases the finishing time by repeatedly running a mapping heuristic to minimize the makespan of the considered machines and tasks. For each successive iteration, the makespan machine of the previous iteration and the tasks assigned to it are removed from the set of considered machines and tasks. This work studies the performance of resource allocation heuristics that use the iterative approach.
This paper has two main contributions. The first contribution is the introduction of an iterative technique that may be able to reduce the completion times of non-makespan machines when used with certain heuristics. The second contribution is a detailed mathematical study of the performance of a variety of resource allocation heuristics for which the iterative technique does not change the mapping.
The heuristics considered for this study were Minimum Execution Time, Minimum Completion Time, Min-Min [8] , Genitor [17] , Switching Algorithm [14] , Sufferage [14, 4] , and K-Percent Best [14] . The remainder of the paper is organized as follows. Section 2 describes the problem statement in detail. The heuristics are discussed in detail in Section 3. The related work is reviewed in Section 4, and Section 5 concludes the work.
Problem Statement
Let T be the set of tasks that must be executed on a set of machines, M . The estimated time to compute (ETC) each task on each machine is assumed to be known in advance and contained in an ETC matrix [3] . The ETC values can be based on user supplied information, experimental data, or task profiling and analytical benchmarking [1, 6, 7, 10, 13, 20] . Determination of ETC values is a separate research problem; the assumption of such ETC information is a common practice in resource allocation research (e.g., [7, 9, 10, 12, 16, 19] ). The initial ready time for a machine is the time at which the machine will become available to begin processing its first task from the set of tasks T . Tasks are assumed to be independent, i.e., no inter-task communication is required. We make the common simplifying assumption that each machine can only execute one task at a time, i.e., multitasking is not allowed (e.g., [5, 11] ).
For each heuristic, the mapping it produces when all tasks and machines are available is called the original mapping. After each iteration (of the iterative approach), the makespan machine and the tasks assigned to it are removed from consideration, and the ready times for all other machines are reset to their initial ready times. The tasks that are available for mapping (mappable tasks) are mapped again, using the same heuristic to minimize makespan among the remaining machines; this mapping is called the iterative mapping. This iterative process is repeated until only one machine remains. The goal of this study is to investigate whether this iterative procedure can reduce the finishing time of some machines compared to using only the original mapping. We show that the effectiveness of the iterative approach is heuristic dependent and study the behavior of the iterative approach for each of the chosen heuristics.
Whether the iterative approach will change a mapping often depends on how ties are broken within a heuristic. A tie in a resource allocation heuristic is when a heuristic must choose from two equally good solutions, i.e., the heuristic determines both mappings are the best possible mappings.
Two types of methods to break ties will be considered for this study. The first method is to break ties deterministically, e.g., the oldest task is chosen. The second method is to break ties randomly, e.g., if two machines are tied each will have a 0.5 probability of being chosen.
We define the function RT that receives as an argument a machine (m) from the HC suite and returns the ready time for this machine given the tasks that are currently assigned to the machine. The function ETC receives as arguments a task (t) and a machine (m) from the HC suite and returns the estimated time to compute. We can then define the completion time, CT, of a new task t on machine m with Equation 1.
3 Heuristics
Genitor
Genitor [17] is a steady-state genetic algorithm that has been shown to work well for several problem domains, including resource allocation and job shop scheduling. Genitor uses chromosomes to represent possible solutions, e.g., all tasks and the machines to which they are assigned. Genitor has a population that consists of multiple chromosomes and has two operators to search for better solutions. The first operator is crossover, an operator that combines two chromosomes to produce two new chromosomes. The second operator is mutation, an operator that has a probability of changing tasks assignments within a chromosome. Genitor can be summarized by the procedure shown in Figure  1 .
For each iteration (of the iterative approach), the mapping found by Genitor in the previous iteration, excluding the makespan machine and the tasks assigned to it, is seeded into the population of the current iteration. The ranking in Genitor guarantees that the final mapping is either the seeded mapping or a mapping with a smaller makespan, among the machines considered in the current iteration. Thus, for Genitor the iterative technique will result in either an improvement or no change.
Min-Min
The Min-Min heuristic [8] is a two phase greedy heuristic. The procedure for this heuristic is given in Figure 2 . The performance of the Min-Min heuristic will depend on the method used to break ties. If the ties are broken deterministically then the individual completion times for each machine do not improve. If ties are broken randomly then the makespan can increase.
1 An initial population of mappings is generated.
2 The mappings in the population are ordered based on makespan.
3 while (the stopping criteria not met) a Two chromosomes are randomly selected to act as parents for crossover.
i A random cut-off point is generated.
ii the machine assignments of the tasks below the cut-off point are exchanged. iii The offspring is inserted into the sorted population based on its makespan. The worst chromosomes are removed (population size stays fixed).
b A chromosome is randomly selected for mutation.
i For the chosen chromosome, a random task is chosen and its machine assignment is arbitrarily modified. ii The offspring is inserted into the sorted population based on its makespan. The worst chromosome is removed (population size stays fixed).
4 The best solution is output. 
Proof
The initial ready times, for this proof, can be considered 0 without loss of generality. Assume the makespan machine of the original mapping is machine µ. The iterative approach does not change the assignment of tasks that were assigned to machine µ in the original mapping; i.e., tasks assigned to the makespan machine in the original mapping are ignored in the first iterative mapping.
Inductive hypothesis: Consider the n th task mapped by Min-Min in the original mapping. Let P (n) be the state-1 A task list is generated that includes all the tasks as unmapped tasks.
Figure 2. Procedure for Min-Min
ment that the n th task will have the same completion time and be mapped to the same machine in both the original mapping and the first iterative mapping, if ties are broken deterministically. For the basis and inductive steps, there are two cases to consider: the case when the task is mapped to machine µ and the case when the task is not mapped to machine µ.
To prove P (n) is true for ∀n ≥ 1 we need to prove:
Step: Prove that P (1) is true. Case 1: The first task to be mapped in the original mapping is assigned to machine µ. For the first case, P (1) is clearly true because the tasks assigned to machine µ in the original mapping remain assigned to machine µ in the iterative mapping; Case 2: The first task, denoted t 1 , to be mapped in the original mapping is not assigned to machine µ. In the original mapping, let t 1 be assigned to machine β 1 (β 1 ∈ M and β 1 = µ). Given the definition of the Min-Min mapping procedure and that ready times are 0 for all machines, t 1 is assigned to its minimum execution time machine. For the iterative mapping, t 1 is still the first task to be assigned, therefore, all of the machines are idle and t 1 is assigned to its minimum completion time machine. Because the ETC values in the iterative mapping are identical to those in the original mapping, the minimum execution time machine (i.e., the minimum completion time machine) for task t 1 Step: For the inductive step assume that ∀r P (1 ≤ r ≤ k) is true and prove P (k + 1) is true. The assumption that P (1 ≤ r ≤ k) is true implies that ready times, when the (k + 1) th task is mapped, are equal in the original mapping and the first iterative mapping. Case 1: The (k+1) th task to be mapped in the original mapping is assigned to machine µ; because the tasks assigned to machine µ in the original mapping remain assigned to machine µ in the iterative mapping, then P (k + 1) for the first case is clearly true. Case 2: The (k + 1) th task, denoted t k+1 , to be mapped in the original mapping is not assigned to machine µ. Assume t k+1 is assigned to machine β k+1 (β k+1 ∈ M and β k+1 = µ) in the original mapping. Task t k+1 was assigned to its minimum completion time machine, this implies t k+1 on machine β k+1 is the smallest task-machine pair. The inductive step assumes the completion times of all tasks are the same, therefore the ready times, when t k+1 is mapped, of the original mapping and the iterative mapping are identical. Thus, the completion time of t k+1 on machine β k+1 is still the smallest completion time; therefore, t k+1 is assigned to machine β k+1 in the iterative mapping, and P (k + 1) is clearly true.
Generalization:
The above can be generalized for iterations i and i + 1 by considering i to be the original mapping and i + 1 to be the first iterative mapping.
Example of Min-Min increasing makespan by breaking ties randomly
For this example, we can consider the initial ready times of machines to be 0. The ETC matrix used is shown in Table  1 .
Original Mapping
The original mapping is shown in Table 2 and a visual representation is shown in Figure 3 . The term "m i CT" denotes the completion time of the task in the corresponding row for machine m i . The following are the completion times after the original mapping: m 1 : 5, m 2 : 2, and m 3 : 4. The makespan machine is m 1 , therefore machine m 1 and task t 2 will not be considered for future iterations. 
First iterative mapping
The first iterative mapping shown in Table 3 , considers the remaining tasks t 1 ,t 3 , and t 4 and machines m 2 and m 3 . A visual representation of the first iterative mapping is shown in Figure 4 . In this example, t 3 may be assigned to m 3 because ties are broken randomly. In the original mapping we considered that this tie was broken by assigning t 3 to m 2 . This change from the original mapping causes the makespan to increase. The final completion times are as follows: m 1 : 5 (same as original mapping), m 2 : 1, and m 3 : 6. The new makespan machine is m 3 .
This example proves that the makespan can increase if the Min-Min heuristic is used. 
Minimum Completion Time (MCT)
The procedure to implement the Minimum Completion Time (MCT) heuristic [3] is shown in Figure 5 . With the iterative approach, the individual completion times for each machine do not improve over iterative mappings.
Theorem
If MCT is used as a mapping heuristic with the iterative approach and ties are broken deterministically, then the mappings produced by all the iterations are identical.
Proof
The initial ready times, for this proof, can be considered 0 without loss of generality. Let the makespan machine of the original mapping be machine µ. The iterative approach does not change the assignment of tasks that were assigned to machine µ in the original mapping; i.e., tasks assigned to the makespan machine in the original mapping are ignored in the first iterative mapping. The order of the task list is 1 A task list is generated that includes all unmapped tasks in a given arbitrary order.
2 The first task in the list is mapped to its minimum completion time machine (machine ready time plus estimated computation time of the task on that machine).
3 The task selected in step 2 is removed from the task list.
4 The ready time of the machine on which the task is mapped is updated.
5 Steps 2-4 are repeated until all the tasks have been mapped. Inductive hypothesis: Consider the n th task mapped by MCT in the original mapping. Let P (n) be the statement that the n th task will have the same completion time and be mapped to the same machine in both the original mapping and the first iterative mapping, if ties are broken deterministically. For the basis and inductive steps, there are two cases to consider: the case when the task is mapped to machine µ and the case when the task is not mapped to machine µ.
To prove P (n) is true for n = 1 we need to prove:
Step: Prove that P (1) is true. Case 1: The first task is assigned to machine µ in the original mapping; For the first case, P (1) is clearly true because the tasks assigned to machine µ in the original mapping remain assigned to machine µ in the iterative mapping. Case 2: The first task, denoted t 1 , to be mapped in the original mapping is not assigned to machine µ. In the original mapping, let t 1 be assigned to machine β 1 (β 1 ∈ M and β 1 = µ). The MCT heuristic uses a list to determine the order tasks are mapped. The first task in the list will not change from the original mapping to the iterative mapping. This implies t 1 is also the first task to be assigned in the iterative mapping. The minimum execution time machine (i.e., the minimum completion time machine) for task t 1 remains unchanged from the original mapping because the ETC values in the iterative mapping are identical to those in the original mapping. Therefore, P (1) is clearly true.
Inductive
Step: For the inductive step we assume ∀r 
th task is assigned to machine µ in the original mapping. P (k + 1) for the first case is clearly true because the tasks assigned to machine µ in the original mapping remain assigned to machine µ in the iterative mapping . Case 2: The (k + 1) th task, denoted t k+1 , to be mapped in the original mapping is not assigned to machine µ. Assume t k+1 is assigned to machine β k+1 (β k+1 ∈ M and β k+1 = µ) in the original mapping. This implies that t k+1 on machine β k+1 , in the original mapping, has the minimum completion time. The inductive step assumes the ready times, when t k+1 is mapped, of the original mapping and the iterative mapping are identical. Thus, the completion time of t k+1 on machine β k+1 is identical in the original mapping and the iterative mapping; therefore, t k+1 is assigned to machine β k+1 in the iterative mapping, and P (k + 1) is clearly true.
Generalization:
Example of MCT increasing makespan by breaking ties randomly
For this example, we can consider the initial ready times to be 0. Consider the following mapping order for the MCT heuristic: t 1 , t 2 , t 3 , and t 4 . The ETC matrix used for this example is shown in Table 4 .
Original Mapping
The Table 5 and a visual representation is shown in Figure 6 . The following are the completion times: m 1 : 4, m 2 : 3, and m 3 : 3. The makespan machine is m 1 .
First iterative mapping
For the first iterative mapping, we assign task t 1 to m 3 . This will cause the makespan machine to change. The resource allocations for the first iterative mapping are shown in Table 6 and a visual representation is shown in Figure 7 
Minimum Execution Time (MET)
The details of the Minimum Execution Time (MET) heuristic [3] are shown in Figure 8 . The MET heuristic will not change its mapping from iteration to iteration. The following trivial proof shows that if ties are broken deterministically, e.g., using the machine with the lowest reference number, then the mapping will not change from iteration to iteration.
Proof MET mapping will not change from iteration to iteration
The statement we want to prove is that for any task t ∈ T the original mapping and the iterative mapping are the same for non-makespan machines given that a tie between two or more machines (i.e., different machines have the same execution time) will always be broken in a deterministic way. The makespan machine of the original mapping is referred to as µ. The MET machine is dependent on the ETC values of t for all machines. This implies that t is assigned to its MET machine β because the ETC values do not change.
Example of MET increasing makespan by breaking ties randomly
For this example, we can consider the initial ready times to be 0. Consider the ETC matrix shown in Table 4 and the following mapping order: t 1 , t 2 , t 3 , and t 4 . 1 A task list is generated that includes all unmapped tasks in a given arbitrary order.
2 The first task in the list is mapped to its minimum execution time machine.
3 The task selected in step 2 is removed from the task list 4 Steps 2-3 are repeated until all tasks have been mapped. 
Original Mapping
The resource allocations of the original mapping are shown in Table 7 and a visual representation is shown in Figure 9 . There are two MET machines for t 1 . In the original mapping, task t 1 will be assigned to m 2 . The following are the completion times after the MET heuristic finishes mapping: m 1 : 4, m 2 : 3, and m 3 : 3. The makespan machine is m 1 .
First iterative mapping
The makespan machine from the original mapping (m 1 ) and the task assigned to it (t 4 ) are not considered for the iterative mapping. In the iterative mapping, t 1 is mapped to m 3 . This change causes the makespan to increase. The resource allocations are shown in Table 8 and a visual representation is shown in Figure 10 
Switching Algorithm (SWA)
The Switching Algorithm (SWA) is adapted from [14] . It was designed for use in dynamic environments. The procedure for SWA is shown in Figure 13 . The switching algorithm is a hybrid of the MET and MCT heuristics. An example of SWA increasing its makespan using the iterative approach can be found even for the case when ties are broken deterministically.
Example of SWA increasing makespan
Consider the ETC matrix shown in Table 9 and the following mapping order: t 1 , t 2 , t 3 , t 4 , and t 5 . The intial ready times for all the machines is 0. SWA will switch from MCT to MET when the balance index (BI) is more than the high threshold of 0.49 and will switch from MET to MCT when the BI goes below the low threshold of 0.48.
Original Mapping
The original mapping is shown in Table 10 and a visual representation is shown in Figure 11 . The completion times for the original mapping are: m 1 : 6, m 2 : 5, and m 3 : 5. The makespan machine is m 1 . Table 9 . ETC matrix for SWA example
First Iterative Mapping
The first iterative mapping is shown in Table 11 and a visual representation is shown in Figure 12 . The makespan machine (m 1 ) and the task assigned to it (t 1 ) are not considered for resource allocation in the first iterative mapping. Tasks t 2 and t 3 are assigned to the same machines in the original mapping and the first iterative mapping, however, t 4 is assigned to m 3 because the resource allocation of t 4 has a different BI. The completion times for the first iterative mapping are: m 1 : 6, m 2 : 4, and m 3 : 6.5. The new makespan machine is m 3 .
K-percent Best Algorithm
The K-percent Best Algorithm is adapted from [14] . The K-percent Best Algorithm, similar to the SWA, is a hybrid of MET and MCT. The procedure to implement the K-percent Best is shown in Figure 14 . If the percentage is (100/number of machines)% then the K-percent Best is identical to the MET heuristic, however, if the percentage is 100% then it is identical to the MCT heuristic. Proof of the K-percent Best Algorithm increasing its makespan can be found even for the case when ties are broken deterministically.
Example of K-percent Best increasing makespan
For this example, we can consider the initial ready times of machines to be 0. Consider the ETC matrix shown in Table 12 and the following mapping order: t 1 , t 2 , t 3 , t 4 , and t 5 . The percent, for this example, is set to 70%. This implies that for the original mapping the best two machines are used for mapping, and for the first iterative mapping only Table 10 . Original mapping for SWA example one machine is considered. This is the critical difference between the first iterative mapping and the original mapping. The option of only having one machine forces the Kpercent Best Algorithm to perform like the MET heuristic in the first iterative mapping.
Original Mapping
The results of the original mapping are shown in Table 13 and a visual representation is shown in Figure 15 . The K-percent Best machines are also shown. The completion times for the original mapping are: m 1 : 6, m 2 : 5, and m 3 : 5.5. The makespan machine is m 1 .
First Iterative Mapping
The makespan machine (m 1 ) and the task assigned to it (t 1 ) are not considered for resource allocation in the first iterative mapping. The results of the first iterative mapping are shown in Table 14 and a visual representation is shown in Figure 16 . The completion times for the first iterative mapping are: m 1 : 6, m 2 : 7, and m 3 : 3. The makespan machine after the first iteration becomes m 2 . This example proves that for K-percent Best the makespan can increase if ties are broken deterministically. 
Sufferage Algorithm
The Sufferage Algorithm (shown in Figure 17 ) is adapted from [4, 14] . The sufferage algorithm is a greedy algorithm that does a limited local search. The proof of the sufferage algorithm increasing makespan with the iterative approach can be found even for the case when ties are broken deterministically.
The example, however, is considerably more complex than the examples provided for K-percent Best and SWA.
Example of sufferage increasing makespan
For this example, we can consider the initial ready times of machines to be 0. Consider the ETC matrix shown in Table 15 .
Original Mapping
The original mapping is shown in Table 16 and a visual representation is shown in Figure 18 . The completion times of the original mapping using the Sufferage Algorithm are as follows: m 1 : 10, m 2 : 9.5, and m 3 : 9.5. The makespan machine is m 1 .
1 A task list is generated that includes all unmapped tasks in a given arbitrary order.
2 The first task in the list is mapped using the MCT heuristic.
3 The load balance index is calculated for the system (min. ready time / max. ready time).
4 The heuristic used to map the task is determined as follows:
i If the load balance index > high threshold, the MET heuristic is selected to map future tasks.
ii If the load balance index < low threshold, the MCT heuristic is selected to map future tasks.
iii Otherwise, the current heuristic remains selected.
5 Steps 3-4 are repeated until all tasks have been mapped. 
First Iterative Mapping
The first iterative mapping is shown in Table 17 and a visual representation is shown in Figure 19 . The completion times of the first iterative mapping using the Sufferage Algorithm are as follows: m 1 : 10, m 2 : 10.5, and m 3 : 8.5. The new makespan machine is m 2 . This example shows that the makespan can increase when using the iterative approach.
Related Work
Makespan is often the performance feature to be optimized in the study of resource allocation in a heterogeneous computing system. Many studies explore different methods of reducing the makespan of the given set of tasks. The literature was examined to select a set of heuristics appropriate for the HC environment considered in this study. The 1 A task list is generated that includes all unmapped tasks in a given arbitrary order.
2 A subset is formed by picking the M · ( k 100 ) best machines based on the execution times for the task.
3 The task is assigned to a machine that provides the earliest completion time in the subset.
4 The task is removed from the unmapped task list.
5 The ready time of the machine on which the task is mapped is updated.
6 Steps 2-5 are repeated until all tasks have been mapped. MET, MCT and Min-Min heuristics implemented here are adapted from [8] . The K-percent Best and Switching Algorithm were adapted from [14] and the Sufferage Algorithm was adapted from [14] . The variation of Genitor implemented here is an adaptation of the Genitor heuristic introduced in [17] .
In the static environment studied in [3], heuristics were used to minimize makespan. The goal of [3] was to reduce the makespan in a static environment. The goal of this study is to investigate whether the iterative procedure can reduce the finishing time of some machines compared to using only the original mapping. Our goal is clearly different from the goal of [3] because the reduction of makespan does not imply a reduction in the completion time of all machines. The work in [14] reduces the makespan of a set of tasks in a dynamic mapping environment, i.e., the arrival times of the tasks are not known a priori. The study in [8] attempts to minimize the makespan of a set of tasks on a heterogeneous multiprocessor system.
Conclusions
An iterative approach for minimizing the finishing times of machines in a heterogeneous computing environment was proposed. The performance of several heuristics was analyzed for such an approach. The greedy heuristics studied (Min-Min, MCT, MET, SWA, K-percent Best, and Sufferage) did not guarantee an improvement in the completion time among remaining machines. The mappings generated by MET, MCT, and Min-Min heuristics were proven to not change over successive iterations, if ties are broken deterministically. If ties are broken randomly, the makespan of MET, MCT and Min-Min can actually increase. When the iterative approach is used, the Switching Algorithm, K-percent Best and Sufferage heuristics all produced mappings that could increase their makespan when ties are broken deterministically. The Genitor-based approach will keep the same mapping or produce a better mapping be- i Mark all machines as unassigned.
ii For each task t k ∈ L.
a The machine m j that gives the earliest completion time is found. b The Sufferage value is calculated. (Sufferage value = second earliest completion time minus earliest completion time). c If machine m j is unassigned then assign t k to machine m j , delete t k from L, and mark m j as assigned. Otherwise, if the sufferage value of the task (t i ) already assigned to m j is less than the sufferage value of task t k then unassign t i , add t i back to L, assign t k to machine m j , and remove t k from L.
iii The ready times for all machines are updated.
Figure 17. Procedure for Sufferage
cause the best solution is preserved from one iteration (of the iterative approach) to the next iteration. Implementing a form of "seeding" similar to Genitor's seeding to other heuristics would guarantee that a heuristic can never increase makespan from one iteration to the next. This would cause the best solutions to be preserved across iterations, thus changing the mapping only if better mapping is found. 
