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We study the computational complexity of solving systems of equations over a finite group. An
equation over a group G is an expression of the form
w1 · w2 · . . . · wk = 1G ,
where each wi is either a variable, an inverted variable, or a group constant and 1G is the identity
element of G. A solution to such an equation is an assignment of the variables (to values in G) which
realizes the equality. A system of equations is a collection of such equations; a solution is then an
assignment which simultaneously realizes each equation. We show that the problem of determining if
a (single) equation has a solution is NP-complete for all nonsolvable groups G. For nilpotent groups,
this same problem is shown to be in P. The analogous problem for systems of such equations is shown
to be NP-complete if G is non-Abelian, and in P otherwise. Finally, we observe some connections
between these problems and the theory of nonuniform automata. C© 2002 Elsevier Science (USA)
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1. INTRODUCTION
Many natural computational problems can be viewed as problems about the solvability of certain
equations over a finite group. One immediate example is QUADRATIC RESIDUES, the problem of determining
if the equation x2 = a mod n has a solution given n and a. The discrete log problem also fits into this
framework, though the issue here is that of constructing a solution. To a large extent, both these
problems are problems about the group, rather than the equation. Recent work of Ha˚stad (2001) on
the inapproximability of k-SAT has focused on the scenario where the group is fixed: the input consists
only of the equations to be solved. We adopt this second perspective, classifying the problem of solving
equations over a finite group G in terms of algebraic properties of G.
An expression over a group G is a function  : Gs → G, where  : (v1, . . . , vs) → w1w2 . . . wt , each
wi being a constant from the group, a variable vi , or an inverted variable v−1i . Observe that a given
variable may occur many times. An equation over G is simply an equality (v1, . . . , vs) = γ for some
constant γ in G.
Naturally, a system of equations over a group G is a collection of expressions 〈i 〉i∈[n] (assumed of
the same arity, s) and group constants 〈γi 〉i∈[n]. (Here [n] denotes the set {1, . . . , n}.) A solution to such
a system is a vector of group constants α = (α1, . . . , αs) for which i (α1, . . . , αs) = γi for each i ∈ [n].
For example, the system of equations
〈xγ x−1γ −1 = 1G〉γ∈G,
where 1G is the group identity element, is solved by any x in the center of G.
1 Portions of this research were supported by NSF NYI Grant CCR-9457799 and a David and Lucile Packard Fellowship for
Science and Engineering. Portions of this research were supported by NSF Career Award CCR-0093065. Portions of this research
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For a finite group G, we shall focus on the following two languages2:
EQNG
def= {〈, γ 〉 | ∃α ∈ Gs such that (α) = γ }, and
EQN∗G
def= {〈(1, γ1), . . . , (n, γn)〉 | ∃α ∈ Gs such that ∀i, i (α) = γi }.
When G is Abelian, it is not hard to show that EQN∗G , and hence EQNG , can be recognized in polynomial
time (see Section 2.1). For any non-Abelian group G, EQN∗G is NP-complete, making a tidy boundary;
this is the subject of Section 2.
The situation for a single equation (that is, EQNG) appears to be more complicated. Section 3.1 is
devoted to demonstrating that for nonsolvable groups G, EQNG is NP-complete. Curiously, applying
machinery from the theory of nonuniform automata, it is shown in Section 3.2 that for nilpotent groups
G, EQNG can be recognized in polynomial time. This gap between nilpotent groups and nonsolvable
groups appears to be comparable to that manifested in the study of nonuniform automata (e.g., [3]) and
the fine structure of NC1.
2. SYSTEMS OF EQUATIONS OVER FINITE GROUPS
We begin by studying the complexity of solving systems of equations. For completeness, we recall
that over an Abelian group, systems can be solved in polynomial time.
2.1. Abelian Groups
The fact that solving linear equations over a finite Abelian group is in polynomial time is well known.
We write Zn for the additive group of integers modulo n.
THEOREM 1 (Folklore). For G a finite Abelian group, EQN∗G ∈ P.
For completeness, we give a proof.
Proof. Since G is Abelian, we may write
G ∼= Zq1 ⊕ · · · ⊕ Zqk
(see, for example, Hungerford [8, II. Sect. 7]). With this decomposition, a system of equations over G
may be viewed as k independent systems of equations, each over a cyclic group Zqi: thus it is sufficient
to show that solvability for a system of linear equations over Zm can be determined in polynomial time.
In fact, we will see that if the system has n unknowns and k equations, then O(nk · min(n, k)) time
suffices. (Since m is a constant, independent of the input, it does not affect the asymptotic complexity.)
Consider the standard matrix representation of a system of linear equations over Zm in variables
x1, . . . , xn expressed as Ax = b. We will show that the matrix A can be diagonalized in a way that
preserves solvability of the system. When m is a prime,Zm is a field and this is an immediate consequence
of Gaussian elimination. It turns out that even when m is composite it is still possible to appropriately
diagonalize the matrix, in which case it is easy to decide if the system is solvable.
Diagonalization is carried out using elementary operations. These operations are:
(1) interchanging two rows of A (and the corresponding elements of b), i.e., reordering the
equations,
(2) interchanging two columns of A, i.e., reordering the variables,
(3) adding a multiple of row i to row j (and adding bi to b j ), where i = j ,
(4) adding a multiple of column i to column j , where i = j .
2 Since we are working with groups, we could without loss of generality restrict ourselves to equations where the right hand
side is equal to 1G .
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It is easy to see that elementary operations preserve solvability. Next, we describe how the matrix A
can be diagonalized using elementary operations.
Find the smallest nonzero valued entry, ai ′, j ′ , in the matrix. Let α = ai ′, j ′ , and r i and c j be the rows
and columns of A.
Case 1. If α divides all entries in r i ′ and c j ′ (when A is viewed as a matrix over Z), then for each
i = i ′ subtract ai, j ′
α
r i ′ from r i , and similarly for each j = j ′ subtract ai ′ , jα c j ′ from c j . Reduce all elements
of the matrix modulo m. Then ai ′, j ′ = α will be the only nonzero element in r i ′ and c j ′ . Interchange
rows r1, r i ′ and columns c1, ci ′ . It remains to diagonalize a (k − 1) × (n − 1) matrix, and this can be
done by induction. The cost of this case is 	(nk).
Case 2. Assume that α does not divide ai ′, j where j = j ′. Subtract  ai ′ , jα c j ′ from c j . Reduce all
elements in column c j of the matrix modulo m. As a result, 0 < ai ′, j < α, and thus the smallest nonzero
element of the matrix is strictly less than before. Hence, this case can occur at most m − 1 times, i.e., a
constant number of times before Case 1 occurs. The cost of this case is O(max(n, k)).
The case where α does not divide some element in c j ′ is similar, except that the elementary operation
is carried out on rows instead.
The matrix will be diagonalized when Case 1 has occurred min(n, k) times, giving a total complexity
of min(n, k)O(nk) = O(nk · min(n, k)) which is polynomial, as desired.
2.2. Non-Abelian Groups
We shall say that a group G is expressive if EQN∗G is NP-complete. Our goal in this section is to
prove the following:
THEOREM 2. Every finite non-Abelian group is expressive.
2.2.1. A Special Case: S3
Before presenting the proof of Theorem 2 we consider the special case of S3 on which the general
argument will rely as a base case.
THEOREM 3. Let S3 be the group of permutations of three elements. S3 is expressive.
Proof. The proof is a reduction from GRAPH 6-COLORABILITY to EQN∗S3.
With each vertex i in G we associate a variable xi ; an assignment of group elements to these variables
will correspond to a coloring of G. For each edge (i, j) in G we introduce a variable zi, j and the
equation
zi, j xi x−1j z
−1
i, j x j x
−1
i = (1 2 3).
Note that if for any edge (i, j), xi = x j then the corresponding equation cannot be satisfied as the left
hand side will be the identity of S3 regardless of zi, j . Evidently, a solution to the system of equations
corresponds to a legal 6-coloring of the graph.
It remains to show that if G is 6-colorable, then the system of equations has a solution. Assume that
there is a legal 6-coloring of the graph and let each color correspond to an element of S3. Assign to xv
the color of v; since the coloring is legal, for every edge (i, j) the product xi x−1j is not the identity. It is
now easy to check that the equation
zi, jαz−1i, j α
−1 = (1 2 3)
has a solution if and only if α is not the identity, which completes the proof.
2.2.2. The General Result
As in the case of EQNS3 , we use a reduction from GRAPH k-COLORABILITY (for some k ≥ 3) to prove
Theorem 2. Developing a direct analogue of the proof of Theorem 3 in the general case appears difficult
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as there is no immediate method for distinguishing elements in the center of G from each other. (Recall
that the center of a group G is the subgroup Z(G) = {γ ∈ G ∀α ∈ G, αγ = γα}.) Indeed, we shall
use the cosets of Z(G) to color the elements. We begin with some definitions.
DEFINITION 1. A subset T of a group G is called inducible if there is an expression  : Gs → G so
that
T = im  = {γ | ∃α ∈ Gs, (α) = γ }.
Our proof of Theorem 2 proceeds by induction on the size of the group. In preparation for this, we
observe that the property of expressivity respects subgroup and group quotient structure when the
subgroup is inducible:
LEMMA 4. Let H be an inducible subgroup of G.
(1) If H is expressive, then G is expressive.
(2) If H is normal in G and G/H is expressive, then G is expressive.
Proof. As H is inducible, there is an expression H : Gs → G for which H = im H . Then for
any group elements α, β, γ ∈ G, the statement ∃η ∈ H, αηβ = γ is equivalent to ∃x1, . . . , xs ∈ G,
αH (x1, . . . , xs)β = γ . If E is a system of equations over H , this same equivalence may be used to re-
place the occurrences of a variable u and its inverse u−1 (taking values in H ) with H (vu1 , . . . , vus )
and H (vu1 , . . . , vus )−1, respectively, these vui being new variables taking values in G; note that if
H (vu1 , . . . , vus ) = w1 . . . wt then H (vu1 , . . . , vus )−1 = w−1t . . . w−11 . Carrying out this process for each
variable u of E results in a system of equations ˆE over G that can be satisfied if and only if E can be
satisfied (over H ). This establishes Part 1. Part 2 follows similarly by rewriting an equation E of the
form
x1 H · x2 H . . . . . xk H = γ H
(where each xi is a variable or constant in G), first as
∃η ∈ H, x1 · x2. . . . . xk · η = γ
and finally as
x1 · x2. . . . . xk · H
(
vE1 , . . . , v
E
s
) = γ,
where these vE1 are (new) variables associated with this equation.
DEFINITION 2. A commutator of G is an element of the form αβα−1β−1, denoted [α, β], for some
α, β ∈ G. For two subsets A and B of G, we extend this notation, defining
[A, B] def= {αβα−1β−1 | α ∈ A, β ∈ B}.
Then the commutator subgroup G ′ of a group G is the smallest subgroup containing [G, G]. In gen-
eral, for subsets A and B, the (A, B)-commutator subgroup, denoted (A, B), is the smallest subgroup
containing [A, B].
It is worth noting that G is Abelian if and only if G ′ = {1G}. The commutator subgroup is always
normal and, in fact, the group G/G ′ is the largest Abelian quotient of the group G. In this sense, the
commutator subgroup can be seen as a measure of the “noncommutativity” of the group.
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LEMMA 5. G ′ is inducible.
Proof. Considering that for any group element γ we have γ −1 = γ k for some k ≥ 1, every element
of G ′ can be formed as a finite product of elements in [G, G]. Now [α, α] = 1G , so that there is a constant
cG ≥ 1 for which
G ′ = {[α1, β1] · · · [αcG , βcG ] ∣∣ αi , βi ∈ G},
and this gives an easy recipe for inducing G ′.
The proof of Theorem 2 focuses on subgroups of G ′ of the form ({γ }, G) for an element γ ∈ Z(G).
Such subgroups are inducible and, in fact, normal:
LEMMA 6. For every γ ∈ G,
(1) ({γ }, G) ⊆ G ′,
(2) ({γ }, G) is inducible, and
(3) ({γ }, G) is normal in G.
Proof. Part 1 is immediate. The proof of Part 2 is analogous to the proof that G ′ is inducible.
To prove Part 3, it is enough to prove that α[γ, β]α−1 ∈ ({γ }, G) for all α, β ∈ G, since the
commutators [γ, β] generate ({γ }, G). However, this follows by noting that α[γ, β]α−1 = [γ, α]−1
[γ, αβ].
DEFINITION 3. We call G commutator simple if for all γ ∈ Z(G) we have G ′ = ({γ }, G).
Next we establish that if G is non-Abelian and commutator simple, then G is expressive.
LEMMA 7. Let G be a finite and non-Abelian commutator simple group. Then G is expressive.
Proof. It is easy to show that if G is non-Abelian, then the quotient group G/Z(G) cannot be cyclic
and thus contains at least four elements. Let k = |G/Z(G)|. We reduce GRAPH k-COLORABILITY to EQN∗G .
An instance (V, E) of GRAPH k-COLORABILITY is mapped to a system of equations in the following way.
We shall have a variable xv for every v ∈ V . Intuitively, the coset ofZ(G) in which xv lies is the “color”
of v. Recall that xu x−1v ∈Z(G) iff xu and xv lie in the same coset ofZ(G). Now, we would like to include,
for each edge, an equation satisfied only when xu x−1v ∈ Z(G) (that is, when they lie in different cosets).
Fortunately, when G is commutator simple either xu x−1v ∈Z(G), in which case ({xu x−1v }, G) = G ′, or
xu x
−1
v ∈ Z(G), in which case ({xu x−1v }, G) = {1G}. Let dG ≥ 1 be a constant large enough to guarantee
that ∀γ ∈ G,
({γ }, G) = {[γ, α1] · · · [γ, αdG ] ∣∣ αi ∈ G}
and select an element κ ∈ G ′\{1G}. For each edge e = (u, v) ∈ E , we include the equation
[
xu x
−1
v , s
e
1
] · · · [xu x−1v , sedG ] = κ,
where the sei are (new) variables associated with this edge. It is then easy to see that the graph has a
legal k-coloring if and only if this system has a solution.
Combining the above lemma with induction on group order proves Theorem 2.
Proof of Theorem 2. The proof proceeds by induction on the size of the group. The smallest non-
Abelian group is S3, for which the theorem is true. There are no other non-Abelian groups of order
6, so the theorem is true for all non-Abelian groups of order 6 or less. Assuming the theorem for all
non-Abelian groups of size n − 1 or less, let us consider a non-Abelian group G of order n. If G is
commutator simple, we are done, so assume that there is γ ∈ G\Z(G) for which ({γ }, G)  G ′.
Since γ ∈Z(G), ({γ }, G) is nontrivial. Also, since ({γ }, G) is a proper subgroup of G ′, G/({γ }, G)
is non-Abelian (see, e.g., Hungerford [8, Theorem 7.8]). Applying Lemma 4, Part 2, Lemma 6, and the
induction hypothesis to this smaller group finishes the proof.
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We remark that recent work of Engebretsen et al. [4], extending work of Ha˚stad [7], shows that even
approximating the number of simultaneously satisfiable equations in an instance of EQN∗G within a
factor |G| −  is NP-complete for any  > 0.
3. SINGLE EQUATIONS OVER FINITE GROUPS
Let us now shift our attention to the language EQNG , that is, the problem of determining if a single
equation over G has a solution. We begin by showing that if G has a rich enough structure (i.e., G is
nonsolvable), then even solving a single equation over G is NP-complete. For a discussion of solvable
and nilpotent groups, see [8].
3.1. Nonsolvable Groups
DEFINITION 4. A group G is called singly expressive if EQNG is NP-complete.
As before, single expressivity respects subgroup and group quotient structure with respect to inducible
subgroups.
LEMMA 8. Let H be an inducible subgroup of G.
(1) If H is singly expressive, then G is singly expressive.
(2) If H is normal in G and G/H is singly expressive, then G is singly expressive.
The proof proceeds as does that of Lemma 4.
DEFINITION 5. Let G be a nonsolvable group, and define G(1) = G ′ = (G, G) and G(i+1) = (G(i), G(i)).
These subgroups form the derived series for G,
G > G(1) > · · · > G(k) = H,
which terminates in a nontrivial subgroup H for which H ′ = H . This subgroup, which we label G(∗), is
actually normal in G. (See, e.g., [8, II.7.13].) Iterating the proof of Lemma 5 shows that G(i) is inducible
for each i , and thus G(∗) is inducible as well.
The following lemma proves that a certain variety of nonsolvable groups are singly expressive. It will
serve as a base case in an inductive proof of the general result.
LEMMA 9. Let G be a finite nonsolvable group such that G = G ′ and G is commutator simple. Then
G is singly expressive.
Proof. Initially, the proof follows that of Lemma 7. For k = |G/Z(G)|, we shall reduce GRAPH k-
COLORABILITY to EQNG . As before, k ≥ 4. An instance (V, E) is mapped to an equation in the following
way. Every vertex v in V shall be associated with a variable xv . As before, the coset ofZ(G) in which xv
lies will correspond to the color assigned to v. Then, for every edge e = (u, v) in E , xu x−1v ∈ Z(G) iff
xu and xv lie in different cosets of Z(G). Since G is commutator simple and G ′ = G, there is a constant
dG so that whenever xu x−1v ∈ Z(G),
G =
{
dG∏
i=1
[
xu x
−1
v , βi
]
βi ∈ G
}
.
Let Ee(β1, . . . , βdG ) =
∏dG
i=1[xu x−1v , βi ] denote this function. Then, when xu x−1v ∈Z(G), Ee = 1G for
all β1, . . . , βdG and when xu x−1v ∈ Z(G), every element of G can be induced from some setting of
β1, . . . , βdG . Now we use an idea of Barrington [2] to knit these equations together. Specifically, let
E1(α) and E2( β) be two functions, over disjoint sets of variables, each of which induces {1G} or G. Then
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there is a constant d ′G , for which the function
E =
d ′G∏
i=1
[E1(αi ), E2( β i )] (1)
induces G exactly when both E1 and E2 induced G, and {1G}, otherwise. Repeatedly applying this
construction in a balanced manner results in a function E which induces G when every edge has been
colored with different cosets, and {1G}, otherwise. Selecting an element κ ∈ G\{1G}, the equation E = κ
has the desired properties.
To see that E has polynomial size, notice that as a function of the number of compounded equations
(the Ee), the length L(k) of E satisfies L(k) = O(1)L(k/2), so that L(k) ≤ nO(1), as desired.
THEOREM 10. If G is a finite nonsolvable group, then G is singly expressive.
Proof. We proceed by induction on the order of G. Let G be a nonsolvable group of minimum size.
(The smallest nonsolvable group is the alternating group A5, of order 60.) Recall the following standard
result from the theory of solvable groups (see, e.g., [8, Theorem 7.11(ii)]):
FACT 1. Let H be a normal subgroup of G, with both H and G/H solvable. Then G is solvable.
As G has minimum order, G must be simple, for if there were a nontrivial normal subgroup H  G,
then by the fact above, either H or G/H must be a (smaller) nonsolvable group. Hence G = G(∗) and
G is commutator simple, so that Lemma 9 applies.
For the induction step there are two cases. If |G(∗)| < |G|, then by induction G(∗) is singly expressive
(as it is nonsolvable), and since G(∗) is inducible G is also singly expressive by Lemma 8. If G = G(∗)
and G is not commutator-simple, we argue as follows. There is γ ∈ G \Z(G) for which ({γ }, G)  G.
Since γ ∈ Z(G), ({γ }, G) is nontrivial. As ({γ }, G) is normal in G, by the fact above either ({γ }, G)
or G/({γ }, G) is nonsolvable. Notice, also, that ({γ }, G) is inducible. Then Lemma 8 coupled with the
induction hypothesis finishes the proof.
We remark that one can obtain another proof of this theorem by relying on the “functional complete-
ness” theorem of Maurer and Rhodes [9]: they show that if G is a finite simple non-Abelian group then
every function f : Gk → G is an expression. In particular, equations with the properties possessed by
the Ee can be constructed when G is simple and non-Abelian. These equations can be combined as in
Eq. (1), which completes the proof for simple non-Abelian groups. Noting now that any nonsolvable
group G contains the inducible simple non-Abelian group G(∗) and appealing to Lemma 8 concludes
the proof.
3.2. Nilpotent Groups and the Connection with Nonuniform Finite Automata
So far, we see that for rich enough groups, the language EQNG is NP-complete. It is natural to
wonder if the above theorem can be improved somehow to show that for any non-Abelian group, EQNG
is NP-complete. It turns out that this is not the case (unless P = NP): applying the nonuniform finite
automata machinery of Barrington et al. [3] and Pe´ladeau and The´rien [10], we show that for nilpotent
groups N , EQNN ∈ P. This also suggests that the ambient AND introduced when one considers a system
of equations (that is, the requirement that every equation be satisfied) is significant. Indeed, there are
impossibility results for “computing the AND function” over nilpotent groups. (In fact, Lemmas 13
and 14 offer a result of this sort; see also [2]).
DEFINITION 6. A nonuniform deterministic finite automaton (NUDFA) over a group G on n inputs
is defined by a sequence of instructions; each instruction is an element of [n] × G{0,1}. Computation
proceeds as follows: for an element w ∈ {0, 1}n , the automaton A = (i1, δ1)(i2, δ2) · · · (i, δ) yields the
group element γ ∈ G if
δ1
(
wi1
) · δ2(wi2) · . . . · δ(wi) = γ.
In general, the automaton defines a function f A : {0, 1}n → G. We say that the automaton can recognize
L ⊂ {0, 1}n if there is a subset S ⊂ G for which L = f −1A (S).
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The theory of such automata has been admirably developed, motivated both by their connection with
the fine structure of NC1 and the satisfying algebraic perspective they offer the theory of finite automata.
(See Barrington et al. [3] for more discussion.)
For a fixed group G = {g1, . . . , gk}, observe now that an equation
w1w2 . . . w = γ
over variables v1, . . . , vn may be transformed into an automaton program, with the property that there
is an input accepted by the program if and only if there is a solution to the equation. The transformation
proceeds as follows:
• The product w1w2 . . . w is translated into a sequence of instructions by translating each wi into
a short sequence of instructions and concatenating the result. For notational convenience we introduce
a short-hand for instructions: let δg0,g1 (y) correspond to an instruction that depends on the variable y
and maps 0 to g0 and 1 to g1.
• With each variable xi of the equation we associate k = |G|variables (yi, j ) j∈[k]. We also introduce
a dummy variable z which is used when wi is a constant.
(1) If wi = g ∈ G, then wi is transformed into the instruction δg,g(z).
(2) If wi = x j , then wi is transformed into the sequence:
δ1G ,g1 (y j,1), δ1G ,g2 (y j,2), . . . , δ1G ,gk (y j,k).
(3) If wi = x−1j , then wi is transformed into the sequence:
δg−1k ,1G (y j,k), . . . , δg−12 ,1G (y j,2), δg−11 ,1G (y j,1).
• Finally, let {γ } be the set S of Definition 6.
It is straightforward to transform a solution to the equation into an input accepted by the NUDFA,
and vice versa. Also, the transformation can be done in polynomial time. Thus, if we can decide
in polynomial time whether f −1A (S) = ∅ for a given NUDFA A over G and a given S ⊂ G, then we
can decide in polynomial time if a given equation over G is solvable. We call this decision problem
NUDFA-SATG .
Using the methods of Barrington et al. [3] and Pe´ladeau and The´rien [10], we show the following.
THEOREM 11. If G is a finite nilpotent group, then NUDFA-SATG can be decided in polynomial time.
As noted above, this yields the desired result:
COROLLARY 12. If G is a finite nilpotent group, then EQNG can be decided in polynomial time.
Before describing the proof, we set down some notation. For a ring R with unit 1R , the ring of
n-variate polynomials over R is denoted R[x1, . . . , xn]. Let N ⊂ R[x1, . . . , xn] be the ideal generated
by the set {x2i − xi | i = 1, . . . , n}. Then every element p ∈ R[x1, . . . , xn]/N may be represented as a
multilinear polynomial over R and gives rise to a function p : {0, 1}n → R by evaluation. We say that
p ∈ R[x1, . . . , xn]/N recognizes the language L ⊂ {0, 1}n , if for some subset S ⊂ R,
L = p−1(S).
The proof of Theorem 11 depends on the following two lemmas.
LEMMA 13. Let L be a subset of {0, 1}n recognized by a NUDFA over a finite nilpotent group G.
There exists a finite, commutative ring R = R(G) with unit and an element r ∈ R[X ]/N of degree
d = d(G) such that L is recognized by r. Furthermore, given a NUDFA, the corresponding polynomial
is constructible in polynomial time.
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Lemma 13 is stated and proved in Pe´ladeau and The´rien [10]. (Polynomial-time constructibility is
not explicitly stated there, but it is easy to conclude from their proof.) Note in particular that neither the
ring R nor the degree d depend on n. For w ∈ {0, 1}n , let σ (w) = {i wi = 1}.
LEMMA 14. If R is a finite ring and d is a positive integer, then there is a constant m = m(R, d)
with the property that if r ∈ R[x1, . . . , xn]/N is a polynomial of degree at most d, then
r({0, 1}n) = {r(w) | w ∈ {0, 1}n, |σ (w)| ≤ m}.
In other words, for every w ∈ {0, 1}n , there is u ∈ {0, 1}n with weight no more that m so that r(w) =
r(u). Before proving Lemma 14, let us see that this is the key to proving Theorem 11.
Proof of Theorem 11. By Lemma 13 we can reduce NUDFA-SATG to the problem of determining if
a given polynomial r of degree at most d over a fixed ring R has a zero. By Lemma 14 we know that if
r(w) = 0 for some w ∈ {0, 1}n , then there is u ∈ {0, 1}n with |σ (u)| ≤ m such that r(u) = 0. As the set
of u with weight m or less has size 	(( nm )2m) and m is independent of n, this search can be completed
in polynomial time.
Theorem 11 shows that EQNG is in P when G is nilpotent. However, the time grows essentially like
nm , where m depends (only) on the group G. In fact, as we shall see, m can be quite large even for small
groups.
Lemma 14 follows from the proof of Lemma 2 in [10]; the proof of [10], however, has an error which
we remedy here. (The proof below uses the main ideas from [10] and can be used to fix the proof of
Lemma 2 in that article.)
Proof of Lemma 14. Let w ∈ {0, 1}n be arbitrary. It suffices to show that there is a constant m
such that, if |σ (w)| > m, then we can find some u for which σ (u) σ (v) and f (u) = f (w). Write r as
r (x1, . . . , xn) =
∑
|S|≤d λS(
∏
j∈S x j ).
For a set I ⊆ σ (w) we define
(I ) =
∑
I⊆S⊆σ (w)
|S|≤d
λS.
Note that if i ∈ σ (w) and we reset wi to 0, then the value of r changes by ({i}).
Let t = |R| and let q be the smallest integer such that qx = 0 for all x ∈ R. By Ramsey’s theorem
(see e.g., Graham et al. [6, Theorem 2]) there is an integer m = m(q, t, d) = m(R, d) with the following
property: if |σ (w)| > m, then there exists a set J ⊆ σ (w) of cardinality qd! such that for i = 1, 2, . . . , d
the quantities (I ) associated with subsets I ⊂ J of size i all have the same value, denoted by i .
If σ (w) > m then construct u ∈ {0, 1}n as follows. Find J ⊆ σ (w) with the property described above.
Let ui = wi if i ∈ J , and let ui = 0 if i ∈ J .
Obviously σ (u)  σ (v). It remains to see that r(u) = r(w). Now,
r(u) = r(w) −
∑
I∩J =∅,I⊆σ (w),
|I |≤d
λI
and by inclusion-exclusion we have
r(u) = r(w) −
∑
{ j}⊂J
({ j}) +
∑
{ j1, j2}⊂J
({ j1, j2}) − · · ·
= r(w) −
d∑
s=1
(−1)s
(
qd!
s
)
s = r(w).
The last equality follows because q divides each binomial coefficient in the sum.
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3.3. Equations over Computationally Weak Groups
As a result of the discussion in the previous section, it is clear that NUDFAs over nilpotent groups
cannot compute the AND function over n variables, for large enough n. (Here AND denotes the logical
∧ function.) In contrast, NUDFAs over nonnilpotent groups can in fact compute any function on n
inputs. We mentioned as an open question in [5] the problem of determining the complexity of EQNG
and NUDFA-SATG when G is nonnilpotent but solvable. This problem has subsequently been studied
by Barrington et al. [1], who show that equations over AND-weak groups (see below) can be solved in
quasi-polynomial time. They also generalize the study of equation satisfiability to finite monoids.
For completeness, we briefly sketch their result for NUDFAs over nonnilpotent groups. Such a group
defines a natural notion of complexity: for a sequence of Boolean functions { fn : {0, 1}n → {0, 1}} we
let CGf (n) be the minimum length of a NUDFA over G which computes f . We say that a group G is
AND-weak if CGAND(t) = 2(t). It is known, for example, that S3 and A4 are AND-weak, and it is conjectured
that all solvable nonnilpotent groups are AND-weak (recall that a nilpotent group cannot be used to
compute the AND-function at all).
We would like to see that equations over AND-weak groups can be solved in time O(nlog n). As in the
previous section, the argument will be that the associated NUDFA either accepts no inputs, or accepts
an input of weight O(log m), where m is the size of the NUDFA. Thus, it is sufficient to look at nO(log m)
inputs which can be done in quasi-polynomial time (we may assume that n ≤ m).
More precisely, consider a NUDFA of size m with n inputs over an AND-weak group, and let u be
a minimum weight input accepted by the NUDFA. Now, for all i ∈ σ (u), set variables xi to 0. The
NUDFA resulting from this restriction has size at most m and computes the AND of (xi )i∈σ (u). Since G
is AND-weak, |σ (u)| = O(log m), which completes the argument.
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