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OPERATOR-VALUED FOURIER MULTIPLIERS IN BESOV
SPACES AND ITS APPLICATIONS
VELI SHAKHMUROV AND RISHAD SHAHMUROV
Abstract. The present paper, is devoted to investigation of operator–valued
Fourier multiplier theorems from Bs
q1,r
to Bs
q2,r
, optimal embedding of Besov
spaces, the separability and positivity of differential operators. Here, we show
that these differential operators generate analytic semigroup.
1. Introduction, notations and background
In recent years, Fourier multiplier theorems in vector–valued function spaces
have found many applications in embedding theorems of abstract function spaces
and in theory of differential operator equations, especially in maximal regularity
of parabolic and elliptic differential–operator equations. Operator–valued multi-
plier theorems in Banach–valued function spaces have been discussed extensively
in [3,8,12,15, 17]. Boundary value problems (BVPs) for differential–operator equa-
tions (DOEs) in H–valued (Hilbert valued) function spaces and parabolic type con-
volution operator equations (COEs) with bounded operator coefficient have been
studied in [1,2,6,7,9,13,14], and [3] respectively.
Let E be a Banach space, x = (x1, x2, · · · , xn) ∈ Ω ⊂ Rn. Lr(Ω;E) denotes
the space of all strongly measurable E–valued functions that are defined on the
measurable subset Ω ⊂ Rn with the norm
‖f‖Lr(Ω;E) =
(∫
‖f(x)‖rEdx
) 1
r
, 1 ≤ r <∞,
‖f‖L∞(Ω;E) = ess supx∈Ω[‖f(x)‖E ].
Let S = S (Rn;E) denote a Schwartz class i.e. the space of E-valued rapidly
decreasing smooth functions on Rn, equipped with its usual topology generated
by semi-norms. Let S p (Rn;E) denote the space of all continuous linear operators
L : S → E, equipped with the bounded convergence topology. Recall S (Rn;E) is
norm dense in Bsp,r (R
n;E) when 1 ≤ p, r <∞.
Let α = (α1, α2, · · · , αn), where αi are integers. An E–valued generalized func-
tion Dαf is called a generalized derivative in the sense of Schwartz distributions, if
the equality
< Dαf, ϕ > = (−1)|α| < f,Dαϕ >
holds for all ϕ ∈ S.
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The Fourier transform F : S(X)→ S(X) is defined by
(Ff)(t) ≡ fˆ(t) =
∫
RN
exp(−its)f(s)ds
is an isomorphism whose inverse is given by
(F−1f)(t) ≡ fˇ(t) = (2pi)−N
∫
RN
exp(its)f(s)ds,
where f ∈ S(X) and t ∈ RN .
It is known that
F (Dαxf) = (iξ1)
α1 · · · (iξn)
αn fˆ , Dαξ (F (f)) = F [(−ixn)
α1 · · · (−ixn)
αnf ]
for all f ∈ S†(Rn;E).
Let C be the set of complex numbers and
Sϕ = {λ; λ ∈ C, | argλ| ≤ ϕ} ∪ {0}, 0 ≤ ϕ < pi.
A linear operator A is said to be a ϕ–positive in a Banach space E, if D(A) dense
in E, and ∥∥(A+ λI)−1∥∥
B(E)
≤ M(1 + |λ|)−1
with M > 0, λ ∈ Sϕ, ϕ ∈ [0, pi); here I is the identity operator in E, B(E) is
the space of all bounded linear operators in E. Sometimes instead of A + λI, we
will write A + λ and denote it by Aλ. Let E
(
Aθ
)
denote the space D
(
Aθ
)
with
graphical norm
‖u‖E(Aθ) =
(
‖u‖p +
∥∥Aθu∥∥p) 1p , 1 ≤ p <∞,−∞ < θ <∞.
Definition 1. Let A = A (t) be a uniformly positive operator in E, u ∈ E(A)
and Au ∈ S (R;E) . Then, the Fourier transformation of A (t) is defined by
((FA)u)(ξ) = (Aˆu)(ξ) = (2pi)−
1
2
∫
R
e−itξA(t)u dt.
Definition 2. Let A = A (t) be a uniformly positive operator in E. Then, it is
differentiable if for all u ∈ E (A)
(
d
dt
A
)
u = A′(t)u = lim
h→0
‖A(t+ h)u−A(t)u‖E
h
<∞.
Definition 3. Let A = A (t) be a uniformly positive operator in E and u ∈
S (R;E(A)) and
(A ∗ u)(t) =
∫
R
A(t− y)u(y) dy.
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Let y ∈ R, m ∈ N and ei, i = 1, 2, · · · , n be standard unit vectors of Rn. Let
∆i(y)f(x) = f(x+ yei)− f(x),
∆mi (y)f(x) = ∆i(y)
[
∆m−1i (y)f(x)
]
=
m∑
k=0
(−1)m+kCkmf(x+ kyei).
Let
∆i(Ω, y) =
{
∆i(y)f(x), for [x, x+myei] ⊂ Ω
0, for [x, x+myei] /∈ Ω.
Let m be integer, s be positive number, and
m > s, 1 ≤ p ≤ ∞, 1 ≤ q ≤ ∞, y0 > 0.
The space Bsp,q(Ω;E) is E–valued Besov space, i.e.,
Bsp,q(Ω;E)
=


f : f ∈ Lp(Ω;E), ‖f‖Bsp,q(Ω;E)
=
n∑
i=1
(
y0∫
0
y−(sq+1)‖∆mi (y,Ω)f(x)‖
q
Lp(Ω;E)
dy
) 1
q
<∞

 ,
‖f‖Bsp,∞(Ω;E) =
n∑
i=1
sup
0<y<y0
‖∆mi (y,Ω)f(x)‖Lp(Ω;E)
ys
, 1 ≤ p ≤ ∞, 1 ≤ q <∞.
Let,
Dα = Dα11 D
α2
2 · · ·D
αn
n , D
i
k =
(
∂
∂xk
)i
.
and
Bl,sp,q(Ω;E0, E) =
{
u : u ∈ Bsp,q(Ω;E0), D
l
ku ∈ B
s
p,q(Ω;E), k = 1, 2, ..., n
}
,
‖u‖
B
l,s
p,q(Ω;E0,E)
= ‖u‖Bsp,q(Ω;E0) +
n∑
k=1
∥∥Dlku∥∥Bsp,q(ΩE) < ∞.
C(m)(Ω;E) denotes the space of E–valued uniformly bounded and m–times con-
tinuously differentiable functions on Ω.
[7, Lemma 2.3] . Let λ ∈ Sϕ and µ ∈ Sψ where ϕ + ψ < pi. Then there exist
M > 0 such that |λ+ µ| ≥M (|λ|+ |µ|) .
2. Youngs type Fourier multipliers
Here, we shall study Fourier multiplier theorems from Bsq1,r to B
s
q2,r
for 1
q2
=
1
q1
− 1
η′
and 1 < q1 < η
′ ≤ ∞ in the highlight of [10]. In this section, X and Y are
Banach spaces over the field C and X∗ is the dual space of X. The space B(X,Y ) of
bounded linear operators from X to Y is endowed with the usual uniform operator
topology. N0 is the set of natural numbers containing zero.
All the basic properties of F and F−1 that hold in the scalar–valued case also
hold in vector–valued case; however, the Housdorff–Young inequality need not hold.
Therefore, we need to define Banach spaces that was introduced by Peetre [11].
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Definition 2.1. Let X be a Banach space and 1 ≤ p ≤ 2.We say X has Fourier
type p if
‖Ff‖Lp′(RN ,X) ≤ C‖f‖Lp(RN ,X) for each f ∈ S(R
N , X),
where 1
p
+ 1
p′
= 1, Fp,N (X) is the smallest C ∈ [0,∞].
[10, Proposition 2.3] Let X be a Banach space with Fourier type p ∈ [1, 2] and
p ≤ q ≤ p′. Then X∗ and Lq(RN , X) also have Fourier type provided both are with
the same constant Fp,N (X).
We shall use Fourier analytic definition of Besov spaces in this section. Therefore,
we need to consider some subsets {Jk}∞k=0 and {Ik}
∞
k=0 of R
N , where
J0 =
{
t ∈ RN : |t| ≤ 1
}
, Jk =
{
t ∈ RN : 2k−1 ≤ |t| ≤ 2k
}
for k ∈ N
and
I0 =
{
t ∈ RN : |t| ≤ 2
}
, Ik =
{
t ∈ RN : 2k−1 ≤ |t| ≤ 2k+1
}
for k ∈ N.
Next, we define the unity {ϕk}k∈N0 of functions from S(R
N , R). Let ψ ∈ S(R,R)
be nonnegative function with support in [2−1, 2], which satisfies
∞∑
k=−∞
ψ(2−ks) = 1 for s ∈ R\{0}
and
ϕk(t) = ψ(2
−k|t|), ϕ0(t) = 1−
∞∑
k=1
ϕk(t) for t ∈ R
N .
Later, we will need the following useful properties:
supp ϕk ⊂ I¯k for each k ∈ N0,
ϕk ≡ 0 for each k < 0,
∞∑
k=0
ϕk(s) for each s ∈ R
N ,
Jm ∩ supp ϕk = ∅ if |m− k| > 1,
ϕk−1(s) + ϕk(s) + ϕk+1(s) = 1 for each s ∈ supp ϕk, k ∈ N0.
Definition 2.3. Let 1 ≤ q ≤ r ≤ ∞ and s ∈ R. The Besov space is the set of
all functions f ∈ S′(RN , X) for which
‖f‖Bsq,r(RN ,X) : =
∥∥2ks {(ϕˇk ∗ f)}∞k=0∥∥lr(Lq(RN ,X))
≡


[
∞∑
k=0
2ksr‖ϕˇk ∗ f‖
r
Lq(RN ,X)
] 1
r
if r 6=∞
sup
k∈N0
[
2ks‖ϕˇk ∗ f‖Lq(RN ,X)
]
if r =∞
is finite; here q and s are main and smoothness indexes respectively.
To prove multiplier theorems, we will later need following results.
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[10, Theorem 3.1] Let X be a Banach space with the Fourier type p ∈ [1, 2].
Let 1 ≤ q < p′, 1 ≤ r ≤ ∞ and s ≥ N
(
1
q
− 1
p′
)
. Then, there exists a constant C
depending only on Fp,N (X), so that if f ∈ Bsp,r(R
N , X),∥∥∥{fˆ .χJm}∞
k=0
∥∥∥
lr(Lq(RN ,X))
≤ C‖f ‖Bsp,r(RN ,X) .
Note that [10, Theorem 3.1] remains valid if Fourier transform is replaced by
the inverse Fourier transform. Choosing r = 1 and s = N
(
1
q
− 1
p′
)
we obtain the
following corollary.
Corollary 2.5. Let X be a Banach space having Fourier type p ∈ [1, 2] and
1 ≤ q < p′. Then the Fourier transform defines bounded operator
F : B
N
“
1
q
− 1
p′
”
p,1 (R
N , X) → Lq(R
N , X). (1)
For a bounded measurable function m : RN → B(X,Y ), its corresponding
Fourier multiplier operator Tm is defined as follows
Tm(f) = F
−1[m(·)(Ff)(·)].
In this section, we identify conditions on m, extending those of [10], that
‖Tmf‖Bsq2,r ≤ C‖f‖B
s
q1,r
for each f ∈ S(X).
Definition 2.6. Let
(
E1(R
N , X),E2(R
N , Y )
)
be one of the following systems,
where 1 ≤ q1, q2, r ≤ ∞ and s ∈ R
(Lq1(X), Lq2(Y )) or (B
s
q1,r
(X), Bsq2,r(Y )).
A bounded measurable function m : RN → B(X,Y ) is called a Fourier multiplier
from E1(X) to E2(Y ) if there is a bounded linear operator
Tm : E1(X)→ E2(Y )
such that
Tm(f) = F
−1[m(·)(Ff)(·)] for each f ∈ S(X), (2)
Tm is σ(E1(X), E
∗
1 (X
∗)) to σ(E2(Y ), E
∗
2 (Y
∗)) continuous. (3)
The uniquely determined operator Tm is the Fourier multiplier operator induced
by m.
Remark 2.7. If Tm ∈ B(E1(X), E2(Y )) and T ∗m maps E
∗
2 (Y
∗) into E∗1 (X
∗)
then Tm satisfies the continuity condition (3).
Lemma 2.8. Let k ∈ Lη(RN , B(X,Y )),
1
q2
= 1
q1
− 1
η′
and 1
η
+ 1
η′
= 1 for
1 < q1 < η
′ ≤ ∞. Assume there exist C0 so that for all x ∈ X and y∗ ∈ Y ∗
‖kx‖Lη(Y ) ≤ C0‖x‖X (4)
and C1 so that
‖k∗y∗‖Lη(X∗) ≤ C1‖y
∗‖Y ∗ . (5)
Then the convolution operator
K : Lq1(R
N , X) → Lq2(R
N , Y )
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defined by
(Kf)(t) =
∫
RN
k(t− s)f(s)ds for t ∈ RN
satisfies ‖K‖Lq1→Lq2 ≤ C.
Proof. Taking into account that 1 ≤ η and by using general Minkowski-Jessen
inequality and (4) we obtain
‖(Kf)(t)‖Lη(Y ) ≤

∫
RN

∫
RN
‖k(t− s)f(s)‖Y ds


η
dt


1
η
≤
∫
RN

∫
RN
‖k(t− s)f(s)‖ηY dt


1
η
ds
=
∫
RN
‖kf(s)‖Lη(Y ) ds
≤ C0
∫
RN
‖f(s)‖Xds ≤ C0‖f‖L1(X).
for all f ∈ L1(X). Thus, ‖K‖L1→Lη ≤ C0. Now, assume f ∈ Lη′(X), y
∗ ∈ Y ∗ and
t ∈ RN . Then, by using Ho¨lder inequality and (5) we get
| < y∗, (Kf)(t) >Y | ≤
∫
RN
| < k(t− s)∗y∗, f(s) >X |ds
≤
∫
RN
|k(t− s)∗y∗f(s)| ds
≤ ‖k∗y∗‖Lη(X∗)‖f(s)‖Lη′ (X)
≤ C1‖y
∗‖‖f‖Lη′ (X).
Hence, ‖K‖Lη′→L∞ ≤ C1. Now, Riesz-Thorin theorem implies that
‖K‖
Lq1
→Lq2
≤ C
for
1
q1
= 1− θ +
θ
η′
and
1
q2
=
1− θ
η
where 0 < θ < 1. Solving these equation we obtain
‖K‖
Lq1
→Lq2
≤ C
for
1
q2
=
1
q1
−
1
η′
.
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Remark 2.9. Let us note that if we choose η′ = ∞ in Lemma 2.8, we obtain
Lemma 4.5 of [10].
Theorem 2.10. Let X and Y be Banach spaces having Fourier type p ∈ [1, 2].
Then there is a constant C depending only on Fp,N (X) and Fp,N (Y ) so that if
m ∈ B
N
“
1
η
− 1
p′
”
p,1 (R
N , B(X,Y ))
then m is a Fourier multiplier from Lq1(R
N , X) to Lq2(R
N , Y ) with
‖Tm‖Lq1(RN ,X)→Lq2(RN ,Y ) ≤ CMp,η(m) for each (6)
where 1
q2
= 1
q1
− 1
η′
, 1
η
+ 1
η′
= 1, 1 < q1 < η
′ ≤ ∞ and
Mp,η(m) = inf
{
‖m(a·)‖
B
N
„
1
η
− 1
p′
«
p,1 (R
N ,B(X,Y ))
: a > 0
}
Proof. The key point in this proof is the fact (1). As in the proof of [10,Theorem
4.3] we assume in addition thatm ∈ S (B (X,Y )) . Hence, mˇ ∈ S (B (X,Y )) . Since,
F−1 [m (a·)x] (s) = a−Nmˇ
(
s
a
)
x choosing an appropriate a and using (1) we obtain
‖mˇ (·) x‖Lη(Y ) =
∥∥[m (a·)x]∨∥∥
Lη(Y )
≤ C1 ‖m (a·)‖
B
N
„
1
η
− 1
p′
«
p,1
‖x‖X
≤ 2C1Mp,η(m) ‖x‖X
where C1 depends only on Fp,N (Y ). Ifm ∈ S (B (X,Y )) then [m(·)∗]
∨ = [mˇ(·)]∗ ∈
S (B (Y ∗, X∗)) and Mp,η(m) = Mp,η(m
∗). Thus, in a similar manner as above, we
have ∥∥[mˇ (·)]∗ y∗∥∥
Lη(Y )
≤ 2C2Mp,η(m) ‖y
∗‖Y ∗
for some constant C2 depends on Fp,N (X
∗). Since, we have
‖mˇ (·)x‖Lη(Y ) ≤ 2C1Mp,η(m) ‖x‖X
and ∥∥[mˇ (·)]∗ y∗∥∥
Lη(Y )
≤ 2C2Mp,η(m) ‖y
∗‖Y ∗
by Lemma 2.8 we can conclude
(Tmf) (t)) =
∫
RN
mˇ (t− s) f (s) ds
satisfies
‖Tmf‖Lq2(RN ,Y )
≤ CMp,η(m) ‖f‖Lq1(RN ,X)
for 1
q2
= 1
q1
− 1
η′
where 1 < q1 < η
′ ≤ ∞. Now, taking into account the fact that
S (B (X,Y )) continuously embedded to B
N
“
1
η
− 1
p′
”
p,1 (B(X,Y )) and using the same
reasoning as in the proof of [10,Theorem 4.3] one can easily prove for the general
case m ∈ B
N
“
1
η
− 1
p′
”
p,1 and that Tm satisfies (2) , (3) .
Let us note that choosing η = 1 in the Theorem 2.10 , we obtain [10,Theorem
4.3]. The next theorem is the extension of [10,Theorem 4.8].
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Theorem 2.11. Let X and Y be Banach spaces having Fourier type p ∈ [1, 2]
and 1
q2
= 1
q1
− 1
η′
, 1
η
+ 1
η′
= 1 for 1 < q1 < η
′ ≤ ∞. Then, there exist a constant C
depending only on Fp,N (X) and Fp,N (Y ) so that if m : R
N → B(X,Y ) satisfy
ϕk ·m ∈ B
N
“
1
η
− 1
p′
”
p,1 (R
N , B(X,Y )) and Mp,η(ϕk ·m) ≤ A (7)
then m is Fourier multiplier from Bsq1,r(R
N , X) to Bsq2,r(R
N , Y ) and ‖Tm‖ ≤ CA
for each s ∈ R and r ∈ [1,∞].
Proof. Since ϕk ·m ∈ B
N
“
1
η
− 1
p′
”
p,1 (R
N , B(X,Y )), Theorem 2.10 ensures that∥∥Tmϕkf∥∥Lq2(RN ,Y ) ≤ C Mp,η(ϕk ·m) ‖f‖Lq1(RN ,X) ≤ CA ‖f‖Lq1 (RN ,X) .
In the introduction we defined function ψk = ϕk−1 + ϕk + ϕk+1 that is equal to 1
on suppϕk. Thus, ∥∥Tmψkf∥∥Lq2(Y ) ≤
∥∥∥Tmϕk−1f∥∥∥
Lq2(Y )
+
∥∥Tmϕkf∥∥Lq2 (Y ) +
∥∥∥Tmϕk+1f∥∥∥
Lq2(Y )
≤ 3CA ‖f‖Lq1 (RN ,X)
.
Let T0 : S(X)→ S′(Y ) be defined as
T0f = F
−1 [m(·) (Ff) (·)] .
From the proof of [10, Theorem 4.3] we know that
ϕˇk ∗ T0f = Tmψk (ϕˇk ∗ f) .
Hence,
‖ϕˇk ∗ T0f‖Lq2 (Y )
=
∥∥Tmψk (ϕˇk ∗ f)∥∥Lq2 (Y )
≤ 3CA ‖f‖Lq1(RN ,X)
and
∞∑
k=0
2ksr ‖ϕˇk ∗ T0f‖
r
Lq2 (Y )
≤ 3CA
∞∑
k=0
2ksr ‖f‖rLq1(RN ,X)
.
Thus, we obtain that
‖T0f‖Bsq2,r(R
N ,Y ) ≤ 3CA ‖f‖Bsq1,r(R
N ,X)
for 1
q2
= 1
q1
− 1
η′
where1 < q1 < η
′ ≤ ∞. If q, r <∞ then B˚sq,r = B
s
q,r. Therefore, it
remains only to show the weak continuity condition (3) . Proof of the case r =∞ and
the weak continuity condition (3) follows trivially from the proof of [10, Theorem
4.3].
To establish maximal regularity of DOEs and abstract embeddings we shall use
Theorem 2.11 in the next sections. However, it is not easy to check assumptions
of the Theorem 2.11 for multiplier functions. Therefore, we prove a lemma that
makes Theorem 2.11 more applicable.
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Lemma 2.12. LetN
(
1
η
− 1
p′
)
< l ∈ N and u ∈ [p,∞]. Ifm ∈ Cl(RN , B(X,Y ))
with
‖Dαm
∣∣
I0‖Lu(B(X,Y )) ≤ A, ‖D
αmk
∣∣
I1‖Lu(B(X,Y )) ≤ A,
mk(·) = m(2
k−1·),
for each α ∈ NN0 , |α| ≤ l and k ∈ N then m satisfies conditions of Theorem 2.11.
Proof. Using the factW lp(R
N , B(X,Y )) ⊂ B
N
“
1
η
− 1
p′
”
p,1 (R
N , B(X,Y )) forN
(
1
η
− 1
p′
)
<
l (see [2]) one can prove this lemma in a similar manner as [10, Lemma 4.10].
The following corollary shows that classical Mikhlin condition implies assump-
tions (7) of Theorem 2.11.
Corollary 2.13. Let X and Y be Banach spaces having Fourier type p ∈ [1, 2]
and 1
q2
= 1
q1
− 1
η′
, 1
η
+ 1
η′
= 1 for 1 < q1 < η
′ ≤ ∞. If m ∈ Cl(RN , B(X,Y )) satisfies
∥∥∥(1 + |t|)|α|Dαm(t)∥∥∥
L∞(RN ,B(X,Y ))
≤ A (8)
for each multi–index α with |α| ≤ l =
⌈
N
(
1
η
− 1
p′
)⌉
+1 thenm is Fourier multiplier
from Bsq1,r(R
N , X) to Bsq2,r(R
N , Y ) for each s ∈ R and r ∈ [1,∞].
Proof. The proof follows from [10, Corollary 4.11]. Actually, choosing u = ∞
in the Lemma 2.12 we get assertions of Corollary.
Remark 2.14. It is known that, any Banach space has Fourier type 1. Therefore,
in the Corollary 2.13 if X and Y are arbitrary Banach spaces then l =
⌈
N
η
⌉
+ 1.
The next corollary shows that classical Ho¨rmander condition implies assumptions
(7) of Theorem 2.11.
Corollary 2.15. Assume 1
q2
= 1
q1
− 1
η′
for 1
η
+ 1
η′
= 1 and 1 < q1 < η
′ ≤ ∞.
Suppose X and Y have Fourier type p ∈ [1, 2] and l =
⌈
N
(
1
η
− 1
p′
)⌉
+ 1. If
m ∈ Cl(RN , B(X,Y )) satisfies

 ∫
|t|≤2
‖Dαm(t)‖p


1
p
≤ A
and 
R−N ∫
R≤|t|≤4R
‖Dαm(t)‖p


1
p
≤ AR−|α|
for each multi–index α with |α| ≤ l then m is Fourier multiplier from Bsq1,r(R
N , X)
to Bsq2,r(R
N , Y ) for each s ∈ R and r ∈ [1,∞].
Proof. Choosing u = p in the Lemma 2.12 we get assertions of corollary.
10 VELI SHAKHMUROV AND RISHAD SHAHMUROV
3. Abstract Embeddings
In the present section, using Corollary 2.13 we shall prove continuity of the
following embedding
Dα : Bl,sq1,r
(
RN ;E (A) , E
)
⊂ Bsq2,r
(
RN ;E
)
.
These type of embeddings very often used to establish maximal regularity for
differential operator equations see e.g [14] , [15].
Proposition 3.1. Let A be a positive operator in Banach space E, α =
(α1, α2, ..., αN) and x =
|α|
l
≤ 1. Then, operator-function
Ψ (ξ) = (iξ)
α
A1−x [A+ θ (ξ)]
−1
is uniformly bounded and satisfies
‖Ψ(ξ)‖B(E) ≤ C (10)
for all ξ ∈ RN , where
θ = θ (ξ) =
N∑
k=1
|ξk|
l ∈ S (ϕ) .
Proof. Since θ (ξ) ∈ S (ϕ) , for all ϕ ∈ (0 , pi] and A is ϕ-positive in E, the
operator A+ θ (ξ) is invertible. Let
u = [A+ θ (ξ)]
−1
f. (11)
Then
‖Ψ(ξ) f‖E ≤
∥∥A1−xu∥∥
E
|ξ1|
α1 ... |ξN |
αN
.
Using the Moment inequality for powers of positive operators, we get a constant C
such that
‖Ψ(ξ) f‖E
≤ C ‖Au‖1−x ‖u‖x |ξ1|
α1 ... |ξN |
αN .
Then, applying Young inequality, which states that ab ≤ a
k1
k1
+ b
k2
k2
for any positive
real numbers a, b and k1, k2 with
1
k1
+ 1
k2
= 1, to the product
‖Au‖1−x [‖u‖x |ξ1|
α1 ... |ξn|
αN ]
we obtain
‖Ψ(ξ) f‖E ≤ C {(1− x) ‖Au‖
+ x [|ξ1|]
α1
x ... |ξN |
αN
x ‖u‖
} (12)
Since,
N∑
i=1
αi
x
= l
there exists a constant M0 independent of ξ, such that
|ξ1|
α1
x ... |ξN |
αN
x ≤M0
(
1 +
N∑
k=1
|ξk|
l
)
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for all ξ ∈ RN . Combining above estimate with inequality (12) and using the fact
that x = |α|
l
≤ 1, we obtain
‖ψ (ξ) f‖ ≤ C
[
‖Au‖+
N∑
k=1
|ξk|
l ‖u‖+ ‖u‖
]
.
Then, with the help of (11) we get
‖ψ (ξ) f‖ ≤ C
[∥∥∥A [A+ θ (ξ)]−1 f∥∥∥+
N∑
k=1
|ξk|
2l
∥∥∥[A+ θ (ξ)]−1 f∥∥∥+ ∥∥∥[A+ θ (ξ)]−1 f∥∥∥
]
.
Finally, using resolvent properties of positive operator A we conclude
‖Ψ(ξ) f‖E ≤ C0 ‖f‖E
for all f ∈ E.
Proposition 3.2. Let A be a positive operator in Banach space E, α =
(α1, α2, ..., αN) and x =
|α|+σ
l
≤ 1 for σ =
⌈
N(1 + 1
q2
− 1
q1
)
⌉
+ 1. Then, operator-
function
Ψ (ξ) = |ξ|σ (iξ)αA1−xDσ [A+ θ (ξ)]−1
is uniformly bounded.
Proof. Since, |α|+σ
l
≤ 1 we have
|ξ|σ |iξ|α ≤ C
N∑
j=1
|ξj |
σ |ξ1|
α1 |ξ2|
α2 · · · |ξN |
αN
≤ Co
(
1 +
N∑
k=1
|ξk|
l
)
.
Thus, using above estimate and proof of Proposition 3.1 one can easily prove as-
sertion of this theorem.
Theorem 3.3. Let E be a Banach space and A be a ϕ-positive operator
in E, where ϕ ∈ (0 , pi] . If α = (α1, α2, ..., αN ) and x =
|α|+σ
l
≤ 1 for σ =⌈
N(1 + 1
q2
− 1
q1
)
⌉
+ 1 then the following embedding
Dα : Bl,sq1,r
(
RN ;E (A) , E
)
⊂ Bsq2,r
(
RN ;E
(
A1−x
))
is continuous for 1
q2
= 1
q1
− 1
η′
,
(
1
η
+ 1
η′
= 1, 1 < q1 < η
′ ≤ ∞
)
and there exists a
positive constant C, such that
‖Dαu‖Bsq2,r(R
N ;E(A1−x)) ≤ C ‖u‖Bl,sq1,r(RN ;E(A),E) (13)
for all u ∈ Bl,sq1,r
(
RN ;E (A) , E
)
.
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Proof. Since A is constant and closed operator, we have
‖Dαu‖Bsq2,r(R
N ;E(A1−x)) =
∥∥A1−xDαu∥∥
Bsq2,r
(RN ;E)
∽
∥∥F−p (iξ)αA1−xFu∥∥
Bsq2,r
(RN ;E)
.
(14)
(The symbol ∽ indicates norm equivalency). In a similar manner, from definition
of Bl,sq1,r
(
RN ;E0, E
)
we have
‖u‖
B
l,s
q1,r
(RN ;E0,E)
∼ ‖Au‖Bsq1,r(R
N ;E) +
N∑
k=1
∥∥∥F−1ξlkuˆ∥∥∥
Bsq1,r
(RN ;E)
. (15)
By virtue of above relations, it is sufficient to prove∥∥F−p [(iξ)αA1−xuˆ]∥∥
Bsq2,r
(RN ;E)
≤ C
[∥∥F−pAuˆ∥∥
Bsq1,r
(RN ;E)
+
N∑
k=1
∥∥∥F−p (ξlkuˆ)∥∥∥
Bsq1,r
(RN ;E)
]
.
Hence, the inequality (13) will be followed if we can prove the following estimate∥∥F−p [(iξ)αA1−xuˆ]∥∥
Bsq2,r
(RN ;E)
≤ C
∥∥F−p ([A+ Iθ] uˆ)∥∥
Bsq1,r
(RN ;E)
(16)
for all u ∈ Bl,sq1,r
(
RN ;E (A) , E
)
, where
θ = θ (ξ) =
N∑
k=1
|ξk|
l ∈ S (ϕ) .
Let us express the left hand side of (16) as follows∥∥F−p [(iξ)αA1−xuˆ]∥∥
Bsq2,r
(RN ;E)
=
∥∥∥F−p (iξ)αA1−x [(A+ Iθ]−1 [(A+ Iθ)] uˆ∥∥∥
Bsq2,r
(RN ;E)
(Since A is the positive operator in E and θ (ξ) ∈ S (ϕ) , [(A+ Iθ]−1 exists ). From
Corollary 2.13 we know that∥∥∥F−p (iξ)αA1−x [(A+ Iθ]−1 [(A+ Iθ)] uˆ∥∥∥
Bsq2,r
(RN ;E)
≤
C ‖F−p ([A+ Iθ] uˆ)‖Bsq1,r(R
N ;E)
(17)
holds if 1
q2
= 1
q1
− 1
η′
and operator-function (iξ)
α
A1−x [(A+ θ]
−1
satisfies (8) for
each multi–index β, |β| ≤
⌈
N
η
⌉
+ 1. It is clear that
∥∥(1 + |ξ|)|β|DβΨ(ξ)∥∥
L∞(B(E))
≤
|β|∑
k=0
∥∥|ξ|kDβΨ(ξ)∥∥
L∞(B(E))
(18)
Therefore, it is enough to show∥∥|ξ|kDβΨ(ξ)∥∥
L∞(B(E))
≤ C
for k = 0, 1, ···|β| and |β| ≤
⌈
N(1 + 1
q2
− 1
q1
)
⌉
+1 ≤ N+1. The case k = 0 and |β| =
0 follows from Proposition 3.1 and the principal case k = |β| =
⌈
N(1 + 1
q2
− 1
q1
)
⌉
+1
follows from Proposition 3.2. For the sake of simplicity of calculations, we shall
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prove only for the cases |β| = 1, k = 0 and k = 1. Taking derivative of operator
function Ψ (ξ) with respect to ξi we get∥∥∥ ∂∂ξiΨ(ξ)
∥∥∥
L∞(B(E))
≤ ‖I1‖B(E) + ‖I2‖B(E) + ‖I3‖B(E)
where
I1 = |ξ1|
α1 · · · |αiξi|
αi−1 · · · |ξN |
αN A1−x [(A+ θ]
−1
I2 = |ξ1|
α1 |ξ2|
α2 · · · |ξN |
αN A1−x
N∑
k=1
k 6=i
(ξk)
l [(A+ θ]−2
I3 = |ξ1|
α1 |ξ2|
α2 · · · |ξN |
αN A1−xl (ξi)
l−1
[(A+ θ]
−2
.
Since, the first term I1 is almost same with Ψ (ξ) one can easily show that it is
uniformly bounded. By virtue of the facts that Ψ (ξ) is uniformly bounded, A is
closed and positive operator in E and θ (ξ) ∈ S (ϕ) we obtain
‖I2‖B(E) =
∥∥∥∥∥∥|ξ1|α1 |ξ2|α2 · · · |ξN |αN A1−x [(A+ θ]−1
N∑
k=1
k 6=i
(ξk)
l [(A+ θ]−1
∥∥∥∥∥∥
=
∥∥∥∥∥∥Ψ(ξ)
N∑
k=1
k 6=i
(ξk)
l
[(A+ θ]
−1
∥∥∥∥∥∥ ≤ C
N∑
k=1
k 6=i
|(ξk)|
l
(
1 +
N∑
k=1
|ξk|
l
)−1
≤ C.
Taking into account
l |(ξi)|
l−1 ≤ C
N∑
k=1
|ξk|
l
and using the same reasoning as above one can easily prove that I3 is uniformly
bounded. Hence, ∥∥∥∥ ∂∂ξiΨ(ξ)
∥∥∥∥
L∞(B(E))
≤ C.
In order to show ∥∥∥∥|ξ| ∂∂ξiΨ(ξ)
∥∥∥∥
L∞(B(E))
≤ C
it is sufficient to prove |ξ|Ij are bounded for j = 1, 2, 3. It is clear that,
‖|ξ|I1‖B(E) ≤
N∑
j=1
∥∥∥|ξj | |ξ1|α1 · · · |αiξi|αi−1 · · · |ξN |αN A1−x [(A+ θ]−1∥∥∥
B(E)
Since, there exist a constant M0 independent of ξ such that
|ξj | |ξ1|
α1 · · · |ξi|
αi−1 · · · |ξN |
αN ≤ M0
(
1 +
N∑
k=1
|ξk|
l
)
for all j = 0, 1 · ··, N, using same arguments as in Proposition 3.1 one can easily
show that
‖|ξ|I1‖B(E) ≤ C.
Similarly, by virtue of Proposition 3.1 and using the same techniques, one can es-
tablish uniformly boundedness of |ξ|I2 and |ξ|I3. Hence, operator functions
∂
∂ξi
Ψ(ξ)
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and |ξ| ∂
∂ξi
Ψ(ξ) are uniformly bounded multipliers. Other cases can be proved anal-
ogously.
The next embedding theorem arises in the investigation of COE’s.
Theorem 3.5. Let E be a Banach space and A be a ϕ-positive operator in
E, where ϕ ∈ (0 , pi] . If aα ∈ L1(R), α = (α1, α2, ..., αN ) and x =
|α|+σ
l
≤ 1 for
σ =
⌈
N(1 + 1
q2
− 1
q1
)
⌉
+ 1 then the following embedding
aα ∗D
α : Bl,sq1,r
(
RN ;E (A) , E
)
⊂ Bsq2,r
(
RN ;E
(
A1−x
))
is continuous for 1
q2
= 1
q1
− 1
η′
,
(
1
η
+ 1
η′
= 1, 1 < q1 < η
′ ≤ ∞
)
and there exists a
positive constant C, such that
‖aα ∗Dαu‖Bsq2,r(R
N ;E(A1−x)) ≤ Caα ‖u‖Bl,sq1,r(RN ;E(A),E) (19)
for all u ∈ Bl,sq1,r
(
RN ;E (A) , E
)
.
Proof. Really, using Theorem 3.3 and Youngs inequality we get
‖aα ∗Dαu‖Bsq2,r(R
N ;E(A1−x)) ≤ ‖aα‖L1(R) ‖D
αu‖Bsq2,r(R
N ;E(A1−x))
≤ Caα ‖u‖Bl,sq1,r(RN ;E(A),E)
.
Result 3.6. Let all conditions of Theorem 3.3 hold and |α| = l − σ. Then for
all u ∈ Bl,sq1,s
(
RN ;E (A) , E
)
we have
Dα : Bl,sq1,r
(
RN ;E (A) , E
)
⊂ Bsq2,r
(
RN ;E
)
.
Indeed, choosing |α| = l − σ in Theorem 3.3 we get x = 1 that implies desired
result.
Result 3.7. Let all conditions of Theorem 3.5 hold and |α| = l − σ. Then for
all u ∈ Bl,sq1,s
(
RN ;E (A) , E
)
we have
aα ∗D
α : Bl,sq1,r
(
RN ;E (A) , E
)
⊂ Bsq2,r
(
RN ;E
)
.
4. Differential–operator equations
The main aim of this section is to establish Bsq1,r → B
s
q2,r
regularity of the
following elliptic DOE
(Q+ λ)u =
∑
|α|≤2l
aαD
αu+Aλu = f, (20)
where Aλ = A+ λ is a possible unbounded operator in E.
Theorem 4.1. Suppose 1
q2
= 1
q1
− 1
η′
(
for 1
η
+ 1
η′
= 1 and 1 < q1 < η
′ ≤ ∞
)
and the following conditions hold:
(1) E is a Banach space;
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(2) A is a ϕ–positive operator in E with ϕ ∈ [0, pi) and
L(ξ) =
∑
|α|≤2l
aα(iξ1)
α1(iξ2)
α2 · · · (iξN )
αN ∈ S(ϕ1),
|L(ξ)| ≥ K
N∑
k=1
|ξk|
2l, ξ ∈ RN , ϕ1 + ϕ < pi.
Then for all f ∈ Bsq1,r(R
N ;E), r ∈ [1,∞], λ ∈ S(ϕ) the equation (20) has a unique
solution u(x) ∈ B2l,sq2,r(R
N ;E(A), E) and coercive uniform estimate∑
|α|≤2l
|λ|1−
|α|
2l ‖Dαu‖Bsq2,r(R
N ;E) + ‖Au‖Bsq2,r(R
N ;E)) ≤ C‖f‖Bsq1,r(R
N ;E) (21)
holds.
Proof. Applying Fourier transform to equation (20), we obtain
[L(ξ) +A+ λ]uˆ(ξ) = fˆ(ξ). (22)
Since L(ξ) ∈ S(ϕ1) for all ξ ∈ R
N and A is a positive operator, solutions are of
the form
u(x) = F−1[A+ λ+ L(ξ)]−1fˆ . (23)
By using (23), we have
‖Au‖Bsq2,r(R
N ;E) =
∥∥∥F−1A[A+ (λ+ L(ξ))]−1fˆ∥∥∥
Bsq2,r
(RN ;E)
‖Dαu‖Bsq2,r(R
N ;E) =
∥∥∥F−1[L1fˆ ]∥∥∥
Bsq2,r
(RN ;E)
,
where
L1(ξ) = (iξ1)
α1(iξ2)
α2 · · · (iξN )
αN [A+ (λ+ L(ξ))]−1.
Hence, it suffices to show that operator–functions
σ1λ(ξ) = A[A+ (λ+ L(ξ))]
−1, σ2λ(ξ) =
∑
|α|≤2l
|λ|1−
|α|
2l L1(ξ)
are uniformly bounded multipliers from Bsq1,r(R
N ;E) to Bsq2,r(R
N ;E). In order to
use Corollary 2.13, we have to show that σjλ ∈ Cl(RN , B(E)) and there exists a
constant C > 0 such that∥∥∥(1 + |ξ|)|β|Dβσjλ(ξ)∥∥∥
L∞(Rn,B(E))
≤ C
for each multi–index β with |β| ≤
⌈
N
η
⌉
+ 1 ≤ N + 1. For this, from the resolvent
property of positive operator A, we have
‖σ1λ(ξ)‖B(E) =
∥∥A[A+ (λ+ L(ξ))]−1∥∥
B(E)
=
∥∥I − (λ + L(ξ))[A + (λ+ L(ξ))]−1∥∥
B(E)
≤ 1 + |λ+ L(ξ)|
∥∥[A+ (λ+ L(ξ))]−1∥∥
B(E)
≤ 1 +M‖λ+ L(ξ)|(1 + |λ+ L(ξ)|)−1 ≤ 1 +M.
(24)
Now let us consider σ2λ. It is clear that
‖σ2λ(ξ)f‖E =
∥∥∥|λ|1− |α|2l L1(ξ)f∥∥∥
E
≤ |λ|
(
|ξ1||λ|
−1
2l
)α1
· · ·
(
|ξN ||λ|
−1
2l
)αN ∥∥[A+ (λ+ L(ξ))]−1f∥∥
E
.
(25)
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Then, by using the well–known inequality
|ξ1|
α1 |ξ2|
α2 · · · |ξN |
αN ≤ C
(
1 +
N∑
k=1
|ξk|
2l
)
, |α| ≤ 2l (26)
[7, Lemma 2.3], (25), the positivity of operator A and ellipticity of L, we obtain
that
‖σ2λ(ξ)f‖E ≤ CM
(
|λ|+
N∑
k=1
|ξk|
2l
)
(1 + |λ+ L(ξ)|)−1 ‖f‖E
≤ C0
(
|λ|+
N∑
k=1
|ξk|
2l
)
(1 + |λ|+ |L(ξ)|)−1‖f‖E ≤ C1‖f‖E
(27)
for all λ ∈ S(ϕ1) and ξ ∈ R
N .
It is clear that
∥∥(1 + |ξ|)|β|Dβσjλ(ξ)∥∥L∞(B(E))) ≤
|β|∑
k=0
∥∥|ξ|kDβσjλ(ξ)∥∥L∞(B(E))) (28)
Without any loss of generality, we shall prove (28) for σ1λ(ξ). For the sake of
simplicity of calculations, we shall prove for cases |β| = 1, k = 0 and k = 1. Let us
first recall the following well–known inequality
N∏
k=1
|ξk|
αk ≤ M
[
1 +
N∑
k=1
|ξk|
2l
]
for |α| ≤ 2l. (29)
Since
∂
∂ξk
σ1λ(ξ) = −A[A+(λ+L(ξ))]
−2
∑
|α|≤2l
aα(iξ1)
α1(iξ2)
α2 · · · (iξk)
αk−1 · · · (iξN )
αN
by using (29), we obtain
∥∥∥ ∂∂ξk σ1λ(ξ)
∥∥∥
B(E)
≤
C
∑
|α|≤2l
|ξ1|
α1 |ξ2|
α2 · · · |ξk|
αk−1
· · · |ξN |
αN
∥∥A[A+ (λ+ L(ξ))]−2∥∥
B(E)
≤ C
[
1 +
N∑
k=1
|ξk|
2l
]∥∥A[A+ (λ+ L(ξ))]−2∥∥
B(E)
where |α| − 1 ≤ 2l. Then by using [7, Lemma 2.3], resolvent properties of positive
operator A and ellipticity of L, for all λ ∈ S(ϕ1), ξ ∈ R
N , we have∥∥∥ ∂∂ξk σ1λ(ξ)
∥∥∥
B(E)
≤ C
∥∥(A+ (λ+ L(ξ))−1∥∥
B(E)
∥∥A[A+ (λ+ L(ξ))]−1∥∥
B(E)
≤ C
[
1 +
N∑
k=1
|ξk|
2l
]
(1 + |λ|+ |L(ξ)|)−1
≤ C
[
1 +
N∑
k=1
|ξk|
2l
](
1 + |λ|+
N∑
k=1
|ξk|
2l
)−1
≤ C.
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Now let us consider the case |β| = 1 and k = 1. Similarly, we have
∥∥∥∥|ξ| ∂∂ξk σ1λ(ξ)
∥∥∥∥
B(E)
≤
C|ξ|
∑
|α|≤2l
|ξ1|
α1 · · · |ξk|
αk−1 · · · |ξN |
αN
×
∥∥A[A+ (λ+ L(ξ))]−2∥∥
B(E)
≤ C
N∑
j=1
|ξj |
∑
|α|≤2l
|ξ1|
α1 · · · |ξk|
αk−1 · · · |ξN |
αN
∥∥A[A+ (λ + L(ξ))]−2∥∥
B(E)
≤ C
∑
|α|≤2l
N∑
j=1
|ξj ||ξ1|
α1 · · · |ξk|
αk−1 · · · |ξN |
αN
∥∥[A+ (λ + L(ξ))]−1∥∥
B(E)
≤ C
[
1 +
N∑
k=1
|ξk|
2l
](
1 + |λ|+
N∑
k=1
|ξk|
2l
)−1
≤ C.
Hence,∥∥∥∥|ξ| ∂∂ξk σ1λ(ξ)
∥∥∥∥
B(E)
≤ C
[
1 +
N∑
k=1
|ξk|
2l
](
1 + |λ|+
N∑
k=1
|ξk|
2l
)−1
≤ C.
Other cases can be proved analogously. Therefore, we obtain∥∥∥|ξ||β|Dβσ1λ(ξ)∥∥∥
L∞(B(E)))
≤ C (30)
and ∥∥∥|ξ||β|Dβσ2λ(ξ)∥∥∥
L∞(B(E)))
≤ K. (31)
for each multi–index β with |β| ≤
⌈
N
η
⌉
+1 ≤ N+1. Taking into account assumptions
of the theorem and using (30), (31) and Corollary 2.13, we find σjλ(ξ) are Fourier
multipliers from Bsq1,r(R
N ;E) to Bsq2,r(R
N ;E). Hence, for all f ∈ Bsq1,r(R
N ;E)
there is a unique solution of the equation (20) in the form u(x) = F−1[A + (λ +
L(ξ))]−1fˆ and the estimate (21) holds.
Let B denote the space B(Bsq1,r(R
N ;E), Bsq2,r(R
N ;E)) and Q be an operator
generated by the problem (21), i.e,
D(Q) = B2l,sq2,r(R
N ;E(A), E), Qu =
∑
|α|≤2l
aαD
αu+Au. (32)
Result 4.2. Assume all conditions of the Theorem 4.1 hold. Then for all
λ ∈ S(ϕ) the resolvent of operator Q exist and the following estimate holds∑
|α|≤2l
|λ|1−
|α|
2l
∥∥Dα(Q+ λ)−1∥∥
B
+
∥∥A(Q+ λ)−1∥∥
B
≤ C.
Remark 4.3. The Result 4.2 particularly, implies that the operator Q + a,
a > 0 is positive (B2l,sq2,r (R;E (A) , E) → B
s
q1,r
(R;E)). I.e. if A is strongly positive
for ϕ ∈
(
pi
2 , pi
)
then ( see e.g. [3, Theorem 8.8] ) the operator Q+ a is a generator
of analytic semigroup.
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5. Convolution operator equations
In this section we shall investigate an ordinary convolution operator equation
(L+ λ)u =
l∑
k=0
ak ∗
dku
dxk
+Aλ ∗ u = f(t) (33)
in Bsq1,r(R;E), where Aλ = Aλ(x) = A(x) + λ is a possible unbounded operator in
E and ak = ak(x) are complex valued functions.
Condition 5.1. Suppose
ak ∈ L1(R), L (ξ) =
l∑
k=0
aˆk(ξ) (iξ)
k ∈ S (ϕ1) , ϕ1 + ϕ < pi.
and there is a positive constant C so that
|L (ξ)| > C |ξ|l
l∑
k=0
|aˆk| .
Lemma 5.2. Let the Condition 5.1 be satisfied and A(ξ) be a uniformly ϕ-
positive (ϕ ∈ [0, pi)) operator in a Banach space E, λ ∈ S (ϕ). Then, operator
functions
σ0 (ξ, λ) = λ [A (ξ) + (λ+ L (ξ)]
−1
,
σ1 (ξ, λ) = A (ξ) [A (ξ) + (λ + L (ξ)]
−1
σ2 (ξ, λ) =
l∑
k=0
|λ|1−
k
l aˆk(ξ) (iξ)
k
[A (ξ) + (λ+ L (ξ))]
−1
are uniformly bounded.
Proof. Let us note that for the sake of simplicity we shall not change constants
in every step. By using the resolvent properties of positive operators we obtain
‖σ0 (ξ, λ)‖B(E) ≤M |λ| (1 + |λ+ L (ξ)|)
−1 ≤M,
‖σ1 (ξ, λ)‖B(E) =
∥∥∥A (ξ) [A (ξ) + (λ+ L (ξ))]−1∥∥∥
B(E)
=
∥∥∥I − (λ+ L (ξ)) [A (ξ) + (λ+ L (ξ))]−1∥∥∥
B(E)
≤ 1 + |λ+ L (ξ)|
∥∥∥[A (ξ) + (λ+ L (ξ))]−1∥∥∥
B(E)
≤ 1 +M |λ+ L (ξ)| (1 + |λ+ L (ξ)|)−1 ≤ 1 +M.
Next, let us consider σ2. It is clear to see that
‖σ2 (ξ)‖B(E) =
∥∥∥∥∥
l∑
k=0
|λ|1−
k
l aˆk(ξ) (iξ)
k
[A (ξ) + (λ+ L (ξ))]
−1
∥∥∥∥∥
B(E)
≤ ≤ C
l∑
k=0
|aˆk(ξ)| |λ|
[
|ξ| |λ|−
1
l
]k ∥∥∥[A (ξ) + (λ+ L (ξ))]−1∥∥∥
B(E)
.
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Therefore, σ2 (ξ, λ) is bounded if
‖I‖B(E) =
l∑
k=0
|aˆk(ξ)| |λ| |ξ|
k |λ|−
k
l
∥∥∥[A (ξ) + (λ+ L (ξ))]−1∥∥∥
B(E)
≤ C.
Since A is a uniformly ϕ-positive and L(ξ) ∈ S(ϕ1) for all ξ ∈ R then
‖I‖B(E) ≤ C
l∑
k=0
|aˆk(ξ)| |λ|
[
1 + |ξ|l |λ|−1
]
[1 + |λ+ L (ξ)|]−1 .
Taking into account aˆk(ξ) (iξ)
k ∈ S(ϕ2), ϕ2 <
pi
l
, aˆl(ξ) 6= 0 and by using
[7, Lemma 2.3] , Condition 5.1 and the fact aˆk(ξ) ∈ L∞(R) (Housdorff-Youngs
inequality) we get
‖σ2 (ξ)‖B(E) ≤ C ‖I‖B(E) ≤ C
l∑
k=0
|aˆk(ξ)|
[
|λ|+ |ξ|l
]
[1 + |λ|+ |L (ξ)|]−1
≤ C
l∑
k=0
|aˆk(ξ)|
[
|λ|+ |ξ|l
] [
1 + |λ|+
l∑
k=0
|aˆk(ξ)| |ξ|
k
]−1
≤ C.
(34)
Proposition 5.3. Let the Condition 5.1 be satisfied and A(ξ) be a uniformly
ϕ-positive (ϕ ∈ [0, pi)) operator in a Banach space E and
ak ∈ C
(m) (R) , k = 0, 1, ..., l, m = 1, 2, A (ξ)A−1 (ξ0) ∈ C
(m) (R;B (E)) , ξ0 ∈ R.
Suppose there are positive constants Ci, i = 1, ..., 4 so that∥∥∥A(m) (ξ)A−1 (ξ)∥∥∥
B(E)
≤ C1,
∥∥∥ξmA(m) (ξ)A−1 (ξ)∥∥∥
B(E)
≤ C2 (35)
|ξmaˆk(ξ)| ≤M ,
∣∣∣∣ dmdξm aˆk(ξ)
∣∣∣∣ ≤ C3,
∣∣∣∣ξm dmdξm aˆk(ξ)
∣∣∣∣ ≤ C4, (36)
Then, operator functions d
m
dξm
σi (ξ), i = 0, 1, 2 are uniformly bounded for λ ∈ Sϕ
with 0 < λ0 ≤ |λ| .
Proof. Let us first prove for d
dξ
σ1 (ξ). Really,∥∥∥∥ ddξ σ1 (ξ)
∥∥∥∥
B(E)
≤ ‖I1‖B(E) + ‖I2‖B(E) + ‖I3‖B(E)
where
I1 = A
′ (ξ) [A (ξ) + λ+ L(ξ)]
−1
,
I2 = A (ξ)A
′ (ξ) [A (ξ) + λ+ L(ξ)]
−2
and
I3 = A (ξ)L
′ (ξ) [A (ξ) + λ+ L(ξ)]−2 .
By using (35) we get
‖I1‖B(E) =
∥∥∥A′ (ξ)A−1 (ξ)A (ξ) [A (ξ) + λ+ L(ξ)]−1∥∥∥
B(E)
≤
∥∥A′ (ξ)A−1 (ξ)∥∥
B(E)
∥∥∥A (ξ) [A (ξ) + λ+ L(ξ)]−1∥∥∥
B(E)
≤ C.
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Taking into account the fact A is closed and linear operator and by using (35) we
obtain
‖I2‖B(E) ≤
∥∥∥A′ (ξ) [A (ξ) + λ+ L(ξ)]−1∥∥∥
B(E)
·
∥∥∥A (ξ) [A (ξ) + λ+ L(ξ)]−1∥∥∥
B(E)
≤ C.
Since, A(ξ) is a uniformly ϕ-positive, L (ξ) ∈ S (ϕ1) for ϕ1 + ϕ < pi, we get
‖I3‖B(E) ≤ |L
′ (ξ)|
∥∥∥[A (ξ) + λ+ L(ξ)]−1∥∥∥
B(E)
·
∥∥∥A (ξ) [A (ξ) + λ+ L(ξ)]−1∥∥∥
B(E)
≤ C |L′ (ξ)| [1 + |λ+ L(ξ)|]−1 .
Thus, by using [7, Lemma 2.3] we have
‖I3‖B(E) ≤ C |L
′ (ξ)|
[
1 + |λ|+
l∑
k=0
|aˆk(ξ)| |ξ|
k
]−1
.
It is clear to see that
|L′ (ξ)| ≤
l∑
k=0
∣∣∣∣ ddξ aˆk(ξ)
∣∣∣∣ |ξ|k + l
l∑
k=1
|aˆk(ξ)| |ξ|
k−1 . (37)
By using (36), (37) we obtain
l∑
k=0
∣∣∣∣ ddξ aˆk(ξ)
∣∣∣∣ |ξ|k ≤ C
[
1 + |λ|+
l∑
k=0
|aˆk(ξ)| |ξ|
k
]
and
l∑
k=1
|aˆk(ξ)| |ξ|
k−1 ≤ C
[
1 + |λ|+
l∑
k=0
|aˆk(ξ)| |ξ|
k
]
that implies
‖I3‖B(E) ≤ C |L
′ (ξ)|
[
1 + |λ|+
l∑
k=0
|aˆk(ξ)| |ξ|
k
]−1
≤ C. (38)
Next we shall prove uniformly boundedness of d
dξ
σ2 (ξ, λ). Similarly,∥∥∥∥ ddξ σ2 (ξ)
∥∥∥∥
B(E)
≤ ‖J1‖B(E) + ‖J2‖B(E) + ‖J3‖B(E) + ‖J4‖B(E) ,
where
J1 =
l∑
k=0
|λ|1−
k
l
d
dξ
aˆk(ξ) (iξ)
k
[A (ξ) + L(ξ)]
−1
,
J2 =
l∑
k=0
|λ|1−
k
l aˆk(ξ)ik (iξ)
k−1
[A (ξ) + L(ξ)]
−1
,
J3 =
l∑
k=0
|λ|1−
k
l aˆk(ξ) (iξ)
k
L′ (ξ) [A (ξ) + L(ξ)]
−2
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and
J4 =
l∑
k=0
|λ|1−
k
l aˆk(ξ) (iξ)
k A′ (ξ) [A (ξ) + L(ξ)]−2 .
Let us first show J1 is uniformly bounded. Since,
‖J1‖B(E) ≤
l∑
k=0
∣∣∣∣ ddξ aˆk(ξ)
∣∣∣∣
∥∥∥|λ|1− kl (iξ)k [A (ξ) + (λ+ L(ξ))]−1∥∥∥
B(E)
by virtue of (34) and (37) we obtain ‖J1‖B(E) ≤ C. Then, with the help of (34),
(37) , Condition 5.1 and the fact aˆk(ξ) ∈ L∞(R) we get
‖J2‖B(E) ≤
l∑
k=1
|aˆk(ξ)|
∥∥∥|λ|1− kl (iξ)k−1 [A (ξ) + (λ+ L(ξ))]−1∥∥∥
B(E)
≤ C
l∑
k=1
|aˆk(ξ)| |λ|
− 1
l |λ|
(
|ξ| |λ|
−1
l
)k
B(E)
(
1 + |λ|+
l∑
k=0
∣∣∣aˆk(ξ) (iξ)k∣∣∣
)−1
≤ C |λ0|
− 1
l
l∑
k=1
|aˆk(ξ)| |λ|
(
1 + |λ|−1 |ξ|l
)(
1 + |λ|+ |ξ|l
l∑
k=0
|aˆk(ξ)|
)−1
≤ C0
l∑
k=1
|aˆk(ξ)|
(
|λ|+ |ξ|l
)(
1 + |λ|+ |ξ|l
l∑
k=0
|aˆk(ξ)|
)−1
≤ C0.
Next, by means of (34) , (35) , (38) and the facts aˆk(ξ) ∈ L∞(R), A(ξ) is a uniformly
ϕ-positive, L (ξ) ∈ S (ϕ1) for ϕ1 + ϕ < pi, we obtain
‖J3‖B(E) ≤ C |L
′ (ξ)|
∥∥∥[A (ξ) + (λ+ L(ξ))]−1∥∥∥
B(E)
·
l∑
k=0
|aˆk(ξ)| |λ| |ξ|
k |λ|−
k
l
∥∥∥[A (ξ) + (λ+ L(ξ))]−1∥∥∥
B(E)
≤ C
l∑
k=0
|aˆk(ξ)| |ξ|
k
[
1 + |λ|+
l∑
k=0
|aˆk(ξ)| |ξ|
k
]−1
≤ C.
(39)
Finally, by virtue of (34) and (35) we obtain
‖J4‖B(E) ≤ C
∥∥∥∥ ddξA (ξ)A−1 (ξ)A (ξ) [A (ξ) + (λ + L(ξ))]−1
∥∥∥∥
B(E)
·
l∑
k=0
|aˆk(ξ)| |λ| |ξ|
k |λ|
−k
l
∥∥∥[A (ξ) + (λ+ L(ξ))]−1∥∥∥
B(E)
≤ C
∥∥A′ (ξ)A−1 (ξ)∥∥
B(E)
∥∥∥A (ξ) [A (ξ) + (λ+ L(ξ))]−1∥∥∥
B(E)
≤ C.
Hence, operator functions d
dξ
σi (ξ, λ) are uniformly bounded. Hence, operator func-
tions d
dξ
σi (ξ) are uniformly bounded. Using the same techniques one can easily
establish boundedness of d
2
dξ2
σi (ξ) .
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Proposition 5.4. Let all conditions of Proposition 5.3 are satisfied.
Then the following estimates hold∥∥∥∥|ξ|m dmdξmσi (ξ, λ)
∥∥∥∥
L∞(B(E)))
≤ Ai, m, i = 0, 1, 2.
Proof. As a matter of fact, it is enough to prove
|ξ| ‖Ii‖B(E) ≤ Ci and |ξ| ‖Jj‖B(E) ≤ Dj
for some constant Ci and Dj , i = 1, 2, 3, j = 1, 2, 3, 4. It is easy to see from the
proof of Proposition 5.3
|ξ| ‖I1‖B(E) ≤ C1
∥∥ξA′ (ξ)A−1 (ξ)∥∥
B(E)
·
∥∥∥A (ξ) [A (ξ) + (λ+ L(ξ))]−1∥∥∥2
B(E)
|ξ| ‖I2‖B(E) ≤ C2
∥∥ξA′ (ξ)A−1 (ξ)∥∥
B(E)
·
∥∥∥A (ξ) [A (ξ) + (λ+ L(ξ))]−1∥∥∥
B(E)
|ξ| ‖I3‖B(E) ≤ C3 |ξ| |L
′ (ξ)|
[
1 + |λ|+
l∑
k=0
|aˆk(ξ)| |ξ|
k
]−1
.
From resolvent properties of positive operators, it follows ξI1 and ξI2 are uniformly
bounded. By using (37) and (38) we obtain
|ξ| ‖I3‖B(E) ≤ C3
l∑
k=0
|aˆk(ξ)| |ξ|
k
[
1 + |λ|+
l∑
k=0
|aˆk(ξ)| |ξ|
k
]−1
≤ C3.
Similarly, from the proof of Lemma 5.3 it follows
|ξ| ‖J1‖B(E) ≤
l∑
k=0
∣∣∣∣ξ ddξ aˆk(ξ)
∣∣∣∣ ∥∥∥|λ|1− kl (iξ)k [A (ξ) + (λ+ L(ξ))]−1∥∥∥
B(E)
,
|ξ| ‖J2‖B(E) ≤
l∑
k=0
|aˆk(ξ)|
∥∥∥|λ|1− kl (iξ)k [A (ξ) + (λ+ L(ξ))]−1∥∥∥
B(E)
,
|ξ| ‖J3‖B(E) ≤ C |ξL
′ (ξ)|
∥∥∥[A (ξ) + (λ + L(ξ))]−1∥∥∥
B(E)
·
l∑
k=0
||aˆk(ξ)|λ| |ξ|
k |λ|
−k
l
∥∥∥[A (ξ) + (λ+ L(ξ))]−1∥∥∥
B(E)
,
and
|ξ| ‖J4‖B(E) ≤ C
∥∥ξA′ (ξ)A−1 (ξ)∥∥
B(E)
∥∥∥A (ξ) [A (ξ) + (λ+ L(ξ))]−1∥∥∥
B(E)
.
Using (34), (35), (36), (38) and the fact aˆk(ξ) ∈ L∞(R) it is easy to show that
|ξ| ‖J1‖B(E), |ξ| ‖J2‖B(E) , |ξ| ‖J3‖B(E) and |ξ| ‖J4‖B(E) are uniformly bounded. By
virtue of the same techniques one can easily establish uniformly boundedness of
|ξ|m d
2
dξ2
σi (ξ) for m = 1, 2.
Corollary 5.5. Assume all conditions of Proposition 5.4 are satisfied. Then,
operator-functions σi (ξ) are Fourier multipliers from B
s
q1,r
(Rn;E) to Bsq2,r(R
n;E).
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Proof. To prove σi (ξ) are uniformly bounded multipliers from B
s
q1,r
(Rn;E)
to Bsq2,r(R
n;E), we need to show σi ∈ C(1)(R;B(E)) and there exists a constant
K > 0 such that, ∥∥∥∥(1 + |ξ|)|β| dβdξβ σi (ξ)
∥∥∥∥
L∞(R;B(E))
≤ K
for each multi–index β with |β| ≤
⌈
1
η
⌉
+ 1 ≤ 2. From the Proposition 5.2, Proposi-
tion 5.3 and Proposition 5.4 it follows σi ∈ C1(R;B(E)) and∥∥∥∥ dmdξmσi (ξ)
∥∥∥∥
L∞(B(E)))
≤ A1,
∥∥∥∥|ξ|m dmdξmσi (ξ)
∥∥∥∥
L∞(B(E)))
≤ A2
for every i,m = 0, 1, 2. Hence, σi (ξ) are Fourier multipliers from B
s
q1,r
(Rn;E) to
Bsq2,r(R
n;E).
Theorem 5.6. Let f ∈ Bsq1,r(R;E) and
1
q2
= 1
q1
− 1
η′
, 1 < q1 < η
′ ≤ ∞ .
Then, (33) has a unique solution u ∈ Bl,sq2,r (R;E (A) , E) and the following coercive
uniform estimate holds
‖λu‖Bsq2,r(R;E(A),E)
+
l∑
k=0
|λ|1−
k
l
∥∥∥∥ak ∗ dkudxk
∥∥∥∥
Bsq2,r
(R;E)
+ ‖A ∗ u‖Bsq2,r(R;E)
≤ C ‖f‖Bsq1,r(R;E)
(40)
for all λ ∈ Sϕ with 0 < λ0 ≤ |λ|, provided the bellow conditions satisfied:
(1) E is a Banach space;
(2) Condition 5.1 holds and
aˆk ∈ C
(m) (R) , k = 0, 1, ..., l, Aˆ (ξ) Aˆ−1 (ξ0) ∈ C
(m) (R;B (E)) , ξ0 ∈ R;
(3) Aˆ(ξ) is a uniformly ϕ-positive (ϕ ∈ [0, pi)) operator in E. Moreover, there
are positive constants Ci, i = 1, ..., 4 so that for m = 0, 1, 2
|ξmaˆk(ξ)| ≤M ,
∣∣∣∣ dmdξm aˆk(ξ)
∣∣∣∣ ≤ C1,
∣∣∣∣ξm dmdξm aˆk(ξ)
∣∣∣∣ ≤ C2;
∥∥∥Aˆ(m) (ξ) Aˆ−1 (ξ)∥∥∥
B(E)
≤ C3,
∥∥∥ξmAˆ(m) (ξ) Aˆ−1 (ξ)∥∥∥
B(E)
≤ C4.
Proof. Applying Fourier transform to equation (37) we get[
Aˆ (ξ) + L (ξ)
]
uˆ (ξ) = fˆ (ξ) .
Since L(ξ) ∈ S(ϕ1) for all ξ ∈ R and Aˆ is positive, the operator Aˆ (ξ) + L (ξ)
is invertible in E. Thus, we obtain that the solution of equation (33) can be
represented in the following form
u (x) = F−1
[
Aˆ (ξ) + λ+ L (ξ)
]−1
fˆ . (41)
By using (41) we get
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‖A ∗ u‖Bsq2,r(R;E)
=
∥∥∥F−1 [σ1 (ξ) fˆ]∥∥∥
Bsq2,r
(R;E)
l∑
k=0
|λ|1−
k
l
∥∥∥∥ak ∗ dkudxk
∥∥∥∥
Bsq2,r
(R;E)
=
∥∥∥F−1 [σ2 (ξ) fˆ]∥∥∥
Bsq2,r
(R;E)
,
where
σ0 (ξ) =
[
Aˆ (ξ) + λ+ L (ξ)
]−1
, σ1 (ξ) = Aˆ (ξ)
[
Aˆ (ξ) + λ+ L (ξ)
]−1
,
σ2 (ξ) =
l∑
k=0
|λ|1−
k
l aˆk(ξ) (iξ)
k
[
Aˆ (ξ) + λ+ L (ξ)
]−1
.
From Corollary 5.5 we know that operator-functions σi (ξ) are uniformly bounded
multipliers from Bsq1,r(R
n;E) to Bsq2,r(R
n;E).
Since,
‖A ∗ u‖Bsq2,r(R;E)
≤ C1 ‖f‖Bsq1,r(R;E)
,
l∑
k=0
|λ|1−
k
l
∥∥∥∥ak ∗ dkudxk
∥∥∥∥
Bsq2,r
(R;E)
≤ C2 ‖f‖Bsq1,r(R;E)
we obtain that there is a unique solution of the equation (33) in the form u (x) =
F−1 [A+ λ+ L (ξ)]
−1
fˆ and the estimate (40) holds for all f ∈ Bsq1,r(R;E).
Let Q be an operator that generates the problem (33) i. e.
D (Q) = Bl,sq2,r (R;E (A) , E) , Qu =
l∑
k=0
ak ∗
dku
dxk
+Aλ ∗ u.
Result 5.7. Assume all conditions of the Theorem 5.6 hold. Then for all λ ∈ Sϕ
with 0 < λ0 ≤ |λ| the resolvent of operator Q exist and the following estimate holds
l∑
k=0
|λ|1−
k
l
∥∥∥∥ak ∗
[
dk
dxk
(Q+ λ)
−1
]∥∥∥∥
B(Bsq1,r, B
s
q2,r
)
+
∥∥∥|λ| (Q+ λ)−1∥∥∥
B(Bsq1,r, B
s
q2,r
)
+
∥∥∥A ∗ (Q + λ)−1∥∥∥
B(Bsq1,r , B
s
q2,r
)
≤ C.
Remark 5.8. The Result 5.7 particularly, implies that the operator Q + a,
a > 0 is positive (Bsq2,r (R;E) → B
s
q1,r
(R;E)). I.e. if A is strongly positive for
ϕ ∈
(
pi
2 , pi
)
then ( see e.g. [3, Theorem 8.8] ) the operator Q + a is a generator of
analytic semigroup.
6. Infinite systems of quasi elliptic equations
Consider the following infinite system
∑
|α|≤2l
aαD
αum +
∞∑
j=1
(dj + λ)uj(x) = fm(x), x ∈ R
N , m = 1, 2, · · · ,∞. (41)
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Let
D = {dm}, dm > 0, u = {um}, Du = {dmum}, m = 1, 2, · · ·∞,
lq(D) =

u : u ∈ lq, ‖u‖lq(D) = ‖Du‖lq =
(
∞∑
m=1
|dmum|
q
) 1
q
<∞

 , 1 < q <∞.
Let Q be a differential operator generating the boundary value problem (41).
Theorem 6.1. Suppose 1
q2
= 1
q1
− 1
η′
, 1 < q1 < η
′ ≤ ∞ and the following
conditions hold:
L(ξ) =
∑
|α|≤2l
aα(iξ1)
α1(iξ2)
α2 · · · (iξN )
αN ∈ S(ϕ),
∞∑
m=1
d−1m < ∞, |L(ξ)| ≥ K
n∑
k=1
|ξk|
2l, ξ ∈ RN , ϕ1 + ϕ < pi.
Then,
(a) For all f(x) = {fm(x)}∞1 ∈ B
s
q1,r
(RN ; lq(D)) and λ ∈ S(ϕ), ϕ ∈ [0, pi)
the problem (41) has a unique solution u = {um(x)}
∞
1 that belongs to space
B2l,sq2,r(R
N ; lq(D), lq) and the coercive estimate∑
|α|≤2l
‖Dαu‖Bsq2,r(R
N ;lq)
+ ‖Au‖Bsq2,r(R
N ;lq) ≤ C‖f‖Bsq1,r(R
N ;lq) (42)
hold for the solution of the problem (41).
(b) There exists a resolvent (Q+ λ)
−1
of operator Q and∑
|α|≤2l
∥∥Dα(Q + λ)−1∥∥+ ∥∥A(Q + λ)−1∥∥ ≤ C. (43)
Proof. Let E = lq and A be an infinite matrix such that
A = [dm(x)δjm], m, j = 1, 2, · · · ,∞.
It is clear to see that the operator A is positive in lq. Therefore, using Theorem
4.1 we get that the problem (41) has a unique solution u ∈ B2l,sq2,r(G; lq(D), lq) and
estimates (42) and (43) holds for all f ∈ Bsq1,r(R
N ; lq).
Remark 6.2. There are lots of positive operators in concrete Banach spaces.
Therefore, putting concrete Banach spaces instead of E and concrete positive dif-
ferential, pseudo differential operators, or finite, infinite matrices, etc. instead of
operator A in (20), we can obtain the maximal regularity of different classes of
BVPs for partial differential equations or system of equations by Theorem 4.1.
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