In sequences of human sensory assessments, the response to a stimulus may be influenced by previous stimuli. When investigating this phenomenon experimentally with several types or levels of stimulus, it is useful to have treatment sequences which are balanced for first-order carry-over effects. The requirement of balance for each experimental participant leads us to consider sequences of n symbols comprising an initial symbol followed by n 'blocks' each containing a permutation of the symbols. These sequences are designed to include all n 2 ordered pairs of symbols once each, and to have treatment and sequence position effects which are approximately orthogonal. Such sequences were suggested by Finney and Outhwaite (1956), who were able to find examples for particular values of n. We describe and illustrate a computer algorithm for systematically enumerating the sequences for those values of n for which they exist. Criteria are proposed for choosing between the sequences according to the nearness to orthogonality of their treatment and position effects.
Introduction
Human judgements are always affected by the context in which they are made. In particular, sequences of human sensory assessments are subject to bias from various sources, including the position of the stimulus in a sequence and a carry-over (or residual ) effect, the tendency for the judgement of one stimulus to be influenced by the previous one. For example, Parker, Shaw and Royle (1995) found that visual estimates of wheat disease severity were substantially biased and varied considerably over short time-scales: visual assessment errors were large enough to alter the conclusions of a comparison of fungicide treatments. Morris and Rule (1988) found that for estimation of line length and numerosity, the average score declined over a sequence of images, and Sawyer and Wesensten (1994) and Ferris, Kempton, Deary, Austin and Shotter (2001) reported evidence of carry-over in judgements of numerosity and percentage cover. Carry-over effects have been found for many other types of stimuli, such as the heaviness of weights (DiLollo, 1964) , the brightness of images (Beck, 1966) and the intensity of sounds (Ward, 1973; McKenna, 1984) .
The sequence of stimuli presented to an individual in a sensory experiment may be regarded as forming a cross-over (or change-over) design, although one with more periods than would normally be used for medical studies. Abeyaskera and Curnow (1984) showed the importance of allowing for carry-over effects in the design and analysis of crossover experiments. DeCarlo and Cross (1990) discussed different regression models for sequential effects when assessors are asked to give their estimates of stimulus intensity. Ferris et al. (2001) and Nonyane (2004) considered the carry-over effects observed in experiments to estimate numerosity and percentage cover of black disks on a white square in sequences of images. Nonyane (2004) used sequences that were balanced for carry-over with seven levels of numerosity or of cover, and proposed a method of correcting individual responses for the effects of position, carry-over and autocorrelation.
Achieving balance for carry-over effects ensures that these effects can be estimated with equal efficiency. The requirement for balance has been ignored in the design of some previous studies. For example, in magnitude-scaling studies, DeCarlo and Cross (1990) and DeCarlo (1992) presented stimulus levels in sequences which were sampled randomly from a set of levels, and hence only roughly balanced.
We consider designs with n, say, types or levels of stimulus, which we refer to as treatments. If the stimulus is quantitative, such as length of lines, the treatments might correspond to different stimulus values or to disjoint intervals of values. The designs are required to be sequentially balanced for each participant in the sense that all of the n 2 ordered pairs of treatments occur once each. Futhermore, the pairs include self-adjacencies in which the same symbol occurs twice. Ferris et al. (2001) and Kempton, Ferris and David (2001) found that under their models for carry-over, including self-adjacencies increased the efficiency with which carry-over effects could be estimated. An example of such a sequence with n equal to 6 is given by 1 1 2 3 4 5 6 6 1 3 2 5 4 4 1 5 2 6 3 3 5 1 4 6 2 2 4 3 1 6 5 5 3 6 4 2 1 ,
where the treatments are represented by the integers from 1 to 6, and the spaces are included for ease of reading. The lone 1 at the beginning ensures that there are selfadjacencies for all treatment symbols, resulting in a sequence of length n 2 + 1. Notice that, apart from this initial symbol, this sequence comprises six permutations of the integers 1 to 6. This type of design was proposed by Finney and Outhwaite (1956) for bioassay studies in which participants are given a sequence of doses, and successive responses may be influenced by earlier treatments. They refer to such designs as type 1 designs with index 1, the index being the number of times each of the n 2 ordered pairs occurs, whereas their type 2 designs are sequentially balanced but omit self-adjacencies. They observed that no type 1 designs with index 1 are available for n equal to 3, 4 and 5, but that several could be found for n equal to 6.
An obvious approach to finding type 1 designs with index 1 is to seek an n×n Latin square whose rows can be used as blocks. Sampford (1957) showed that this is not possible for n exceeding 2, but gave a method for constructing type 1 designs with index 2 for all n ≥ 4 from suitable Latin squares. He also gave examples of type 1 designs with index 1 for n equal to 2, 6 to 11, 14, 18 and 22, but provided no general theorems on existence and no general methods of construction. He did, though, give a method for n equal to 2r when r is odd and a design is known for r treatments. Street and Street (1987) reviewed results on designs of types 1 and 2, and remarked that no general constructions are known for type 1 designs with index 1.
The designs considered here may be distinguished from previous work on a similar problem. Williams (1952) developed sequential designs arranged in blocks for which each treatment occurs equally often adjacent to every treatment including itself, and also designs for which each treatment is adjacent to every other treatment equally often. ordered pairs of treatments are not included the same numbers of times, however, so these designs are more relevant to one-dimensional sequences in space than in time, and hence more appropriate to agricultural trials. Section 2 of this paper defines the sequences to be examined and describes our method for enumerating them. Since many such sequences are available for n equal to 6 or more, criteria are given in Section 3 for choosing between them. Section 4 shows that the sequences can be put into sets for which only a single representative needs to be stored. Section 5 gives a general discussion.
Enumeration of type 1 sequences with index 1
There are general methods for constructing type 1 sequences with index 2, but none exist for constructing those sequences with index 1. We have therefore developed an algorithm for finding the type 1 sequences with index 1 for given n, and implemented it in a C++ program. We use the term block to refer to a permutation of the symbols 1, 2, . . . , n, and consider sequences of n 2 + 1 symbols comprising a single, leading symbol followed by n suitably chosen blocks. Splitting the sequence into blocks has the merit of simplicity, and ensures that the effects of the current and immediately previous stimuli are approximately orthogonal to any position effect. How close the designs come to orthogonality between current treatment and sequence position is considered in Section 3. The blocks are not intended to have any bearing on the conduct of the experiment. The response to the first stimulus might be ignored when analysing the experimental data, since it includes no carry-over effect.
Since each symbol occurs only once in each block, self-adjacencies cannot occur within a block: they must occur at the beginning of the sequence and at the boundaries of the blocks, so that the first symbol in any block after the first must equal the final symbol of the previous one. To ensure that all n self-adjacencies are included, each symbol must occur once at the beginning and end of a block. Also the final symbol in the sequence must be the same as the first one, since there are only n pairs beginning with this symbol: these pairs occur at the start of the sequence and in each of the first n − 1 blocks, so none of these pairs is available for the final block, and the initial symbol in the sequence can only occur at the end of that block.
We assume that the sequence of treatments (or stimuli) presented to a participant in an experiment is to be obtained by assigning n distinct treatments to the symbols 1, 2, . . . , n. The assignment of treatments to symbols should be made using a random permutation for each participant, so the n! design sequences obtainable from each other by permuting the symbols are regarded as equivalent for the purpose of enumerating these sequences. We therefore need consider only one representative of this equivalence class, and the obvious choice is the one beginning with symbol 1 followed by a block 1 2 . . . n . Finney and Outhwaite (1956) describe such a sequence as having standard form.
For any positive integer n, our task is to enumerate all the sequences of length n 2 + 1 made up of the symbols 1, 2, . . . , n which have the following properties.
A. They comprise a symbol 1 followed by the block 1 2 . . . n and then n − 1 blocks of length n, each comprising a permutation of the n symbols.
B. Each of the n 2 ordered pairs of symbols occurs exactly once.
To enumerate systematically the set of such sequences for any n ≥ 6, we begin with the following sequence of length n 2 + 1.
The first of the n symbols in block 2 must be n to provide one of the self-adjacencies in any solution. This is followed by a string of 1's up to the (n 2 + 1)th position. To seek sequences satisfying properties A and B, we begin by considering whether the symbol in the next position has been used already in this block, and whether the pair it forms with the symbol in the current position has occurred earlier in the sequence. Since neither is true, we keep the next symbol, increase the sequence position by 1, and consider the same questions about the new position. In the new next position, we note that symbol 1 has been used in this block, so we begin incrementing its value: although 2 has not been used, the pair 1 2 has already occurred in the sequence, so we try 3, which passes both tests, and we again increase the sequence position by 1. The processes of moving up the sequence and (where necessary) incrementing the value in the next position are sooner or later interrupted when the possible symbols in this position are exhausted: then it is necessary to reduce the sequence position until a new route forward can be found. For n equal to 6, this first occurs when the second block begins with 6 1 3 2 4 and the sequence position is 11: no symbol in position 12 allows the block to be completed because the pair 4 5 has already occurred, so the position must be reduced to 10 and the 4 increased to 5.
A complete set of rules for changing symbols and sequence position is given in Appendix 1: this allows for reaching the end of a block (when the next symbol must equal the current one), for reducing the sequence position when progress is blocked, for recording a complete solution and for declaring the search complete. A C++ implementation of the algorithm is available from http://www.bioss.ac.uk/~cmt.
A convenient property of the algorithm is that the solutions are generated in ascending order. Sequence (1) is the first to be generated using this algorithm with n equal to 6.
The numbers of sequences in standard form for various numbers of symbols n are shown in Table 1 . Our program has also found sequences for n between 8 and 27, substantially extending the set of values of n for which examples had already been found. It was not run to completion for n exceeding 7 because of the large numbers of solutions generated. Complete enumeration for n equal to 6 and 7 took about 2 seconds and 8 minutes respectively on a Pentium 4 PC with a speed of 2.8 GHz. Hu (personal communication) has run a similar program for n equal to 27 in order to choose designs for a neuroscience experiment with three factors each at three levels. Because of the vast number of solutions expected, he began with randomly chosen initial sequences rather than with sequence (2), and abandoned unsuccessful searches after one hour: successful searches typically took 15 to 30 minutes per sequence on a workstation with a speed of 3 GHz.
Criteria for choosing between sequences
Having chosen the number of treatments n required for an experiment, one might randomly select a sequence for each participant from those available having properties A and B (described in Section 2), and then assign the treatments at random to the symbols. This would ignore the possibility that the available sequences differ in other characteristics which may be desirable.
One such characteristic is that current treatment effects are as close to orthogonality as possible to any position effects. The use of blocks containing all n symbols is intended to minimize non-orthogonality with major trends in the responses, so we need consider only within-block treatment effects: we define the n × n matrix M in which element m iu equals the number of times symbol i occurs in position u within any of the blocks. Note that having self-adjacencies at the block boundaries implies that the elements of the first and last column are all equal to 1. For the sequence (1), the matrix M is         1 2 1 1 0 1 1 1 0 2 1 1 1 1 3 0 0 1 1 1 0 3 0 1 1 1 1 0 2 1 1 0 1 0 3 1
Ideally, a sequence with properties A and B would also have each symbol occurring once in each of the n within-block positions, but this would mean that the blocks form the rows of a Latin square, which we know not to be possible for n greater than 2. Various criteria might be used to measure how far M departs from a matrix of 1s. Sequence (1) appears rather unsatisfactory in this sense, since symbols 3, 4 and 6 all occur three times in the same position within the blocks. In some other sequences with 6 symbols, none of them occurs more than twice in the same within-block position: an example is 1 1 2 3 4 5 6 6 1 3 5 2 4 4 1 5 3 6 2 2 5 1 6 4 3 3 2 1 4 6 5 5 4 2 6 3 1 .
One criterion for measuring the lack of orthogonality between treatment and position effects is the sum of squares of the differences between the m iu and 1, that is
The values of (4) for sequences (1) and (3) are 24 and 14.
A second criterion is based on the idea of minimizing trends in the sequence of treatments. Bradley and Yeh (1980) introduced this idea in the context of block designs, whereas our 'blocks' are used for convenience rather than to remove extraneous variation, and may be ignored in the analysis of the experiment. We show in Appendix 2 that a model for the sequence of responses which includes a linear trend in the sequence position leads to the alternative criterion
Criterion (5) might be used when any effect of sequence position is expected to be roughly linear; otherwise criterion (4) might be applied.
4 Operations on sequences that preserve properties A and B
As Finney and Outhwaite (1956) observed, there are two types of operation on the sequences under which properties A and B of Section 2 are preserved: these are reverse: reverse the sequence, apart from the leading symbol, and permute the symbols to restore standard form cycle: move the first b blocks to the end of the sequence, maintaining their relative order, and restore standard form (b = 0, . . . , n − 1).
For example, reversing sequence (1) gives 1 1 2 4 6 3 5 5 6 1 3 4 2 2 6 4 1 5 3 3 6 2 5 1 4 4 5 2 3 1 6 6 5 4 3 2 1 ,
and replacing 1, 2, 4, 6, 3, 5 by 1, 2, 3, 4, 5, 6 respectively in (6) to restore standard form produces 1 1 2 3 4 5 6 6 4 1 5 3 2 2 4 3 1 6 5 5 4 2 6 1 3 3 6 2 5 1 4 4 6 3 5 2 1 .
Similarly, moving the first block to the end of sequence (1) gives 6 6 1 3 2 5 4 4 1 5 2 6 3 3 5 1 4 6 2 2 4 3 1 6 5 5 3 6 4 2 1 1 2 3 4 5 6 ,
and replacing 6, 1, 3, 2, 5, 4 by 1, 2, 3, 4, 5, 6 respectively in (8) produces 1 1 2 3 4 5 6 6 2 5 4 1 3 3 5 2 6 1 4 4 6 3 2 1 5 5 3 1 6 4 2 2 4 3 6 5 1 .
Both (7) and (9) can be seen to have properties A and B.
If we use I, R and C to denote respectively the identity operation (leaving a sequence unchanged) and those of reversing and of cycling a single block, then cycling by b blocks may be expressed as C b , and the following rules are seen to apply:
It follows that any combination of reversing and cycling operations may be reduced to either C b or C b R for some b in 0, . . . , n − 1. As there are 2n of these operations in all, the sequences occur in sets of size at most 2n whose members may be obtained from each other by reversing and cycling. Since the numbers of solutions appear to increase rapidly with n, worthwhile reductions in computer storage may be possible by keeping only a single representative of each set and generating the others from it.
We observe that the values of criteria (4) and (5) are unaltered by the above operations. Reversing a sequence without restoring standard form reverses the order of the m iu for each i and hence changes the signs of the terms u u (m iu − 1) ; restoring standard form merely permutes the symbols, so neither criterion is affected, since they are sums over i. Similarly, cycling permutes the rows of M , and has no effect on (4) or (5). Thus both criteria are constant within the sets of sequences generated by reversing and cycling.
To illustrate the sets closed under reversing and cycling, and the corresponding values of criteria (4) and (5), Table 2 shows one member of each of these sets for sequences with 6 symbols; the initial 1 is omitted from each sequence. There turn out to be 26 sets with 12 members each, and 2 with 6 each (because C 3 s = s for any sequence s in these two sets). The representative given for each set is the first to be generated using the algorithm described in Section 2. Table 2 illustrates that the solutions are generated in ascending order. The values of the near-orthogonality criteria (4) and (5) are given for each class. Note that class 25 minimizes both criteria, and so sequences in this class might be preferred for use in an experiment with six treatments. Finney and Outhwaite (1956) introduced a set of designs, their type 1 designs, which are potentially useful for sequential sensory experiments in which there may be carryover effects, and self-adjacencies between treatments are to be included. No such designs exist for 3, 4 or 5 treatments if each ordered pair is to be included only once (that is if the design sought has index 1), but with so few treatments one might anyway include these pairs two or more times using Sampford's (1957) method for index 2. The lack of a constructive method for enumerating type 1 designs with index 1 meant that Finney and Outhwaite (1956) and Sampford (1957) were unable to enumerate even those with 6 treatments. With a computer, one could in principle generate the (n!) n−1 sequences comprising the integers 1 to n followed by n − 1 permutations of these integers, and check which of them include the required pairs. Our method, although not constructive, should be much faster.
Discussion
Having found large numbers of design sequences for 6 or more treatments, we can assemble them into sets of size up to 2n which may be conveniently represented by a single sequence.
The construction of the design sequences from blocks of permutations ensures that treatment effects are approximately orthogonal to position effects. From the abundance of sequences available for 6 or more treatments, we can select those which are closest to being trend-free or to having balance within blocks. (n 2 + 1). Thus if the ith symbol occurs in position t then the expectation of y t is τ i + β (t −t) . This model includes a linear position effect, but ignores carry-over effects: we expect their interaction with position effects to be negligible. Following Bradley and Yeh (1980) , a linear trend is orthogonal to treatment allocations if, for all i, n 2 t=1 k it (t −t) = 0 .
Alternative sequences might therefore be compared with respect to a linear trend using the criterion
small values being preferred.
To simplify (12), we note that a sequence position t may be replaced by its block number b and within-block position u (both between 1 and n), where t = n(b − 1) + u . Then k it is replaced by l ibu , which represents the number of times symbol i occurs in position u within block b, so that 
Using ( 
