The target localization based on the unmanned aerial vehicle (UAV) is becoming more and more popular due to its flexible mobility. In this paper, the bearing-only localization with respect to the single UAV in the three-dimensional (3D) scenario is studied by the angle of arrival (AOA). In the current researches, the bias of the closed-form solution caused by the coefficient errors of the pseudo-linear equations constructed by the AOA is not effectively eliminated. In order to reduce the bias, an asymptotically unbiased localization algorithm is proposed, which eliminates the bias by constructing the constrained weighted leastsquares. Since the term that causes the bias is constrained to a constant, which no longer affects the closedform solution of the pseudo-linear equations, the closed-form solution is unbiased. After that, the position errors of the UAV are considered in path planning, which improves localization accuracy by taking account of both AOA errors and position errors of the UAV rather than just AOA errors.
Recently, the bearing-only target localization has been an important research topic in various fields. Different from the time difference of arrival (TDOA) and frequency difference of arrival (FDOA), the AOA-based target localization does not require the time and frequency synchronization, which makes it suitable to use the single UAV for non-cooperative localization [1] [2] [3] . However, there are still some problems in current researches. Firstly, the closed-form solution of the pseudo-linear equation constructed by AOA is still biased due to the nonlinear relation between the AOA errors and the coefficient errors of pseudo-linear equation [4] [5] [6] [7] [8] . Secondly, the position errors of the UAV have not been considered in the The associate editor coordinating the review of this manuscript and approving it for publication was Xianpeng Wang . path planning [9] [10] [11] [12] , which also degrades the localization accuracy.
B. RELATED WORK
Due to the nonlinear relation between the AOA measurements and the target position [13] [14] [15] [16] , it is difficult to directly solve the target position with the knowledge of AOA. Reference [17] estimated the target position by the Gauss-Newton implementation of the Maximum Likelihood Estimator (MLE). In addition to the high computational complexity, its localization performance severely suffers from the initial estimate. A pseudo linear estimator (PLE) with the closedform solution in the two-dimensional (2D) scenario was proposed to reduce computational complexity and overcome the effect of the initial estimate [18] . Nevertheless, the bias caused by the coefficient errors of the pseudo-linear equations is not considered in the closed-form solution of PLE. There were some attempts based on the instrumental variable (IV) estimator to reduce the bias of the PLE [15] , [19] [20] [21] . These IV estimators fail to provide a closed-form solution due to the iterative procedures. In order to develop an estimator without iterative procedures, a closed-form asymptotically unbiased IV estimator was proposed in [22] . However, the abovementioned researches only considered the 2D scenario, while there are still many intractable problems for the target localization in three-dimensional (3D) geometries. Recently, a few literatures have investigated the target localization in the 3D scenario [23] [24] [25] . Considering that the bias of target localization methods is influenced by the coefficient errors of pseudo-linear equations, a novel bias reduction pseudo-linear estimator (BRPLE) was developed to reduce the bias [26] . However, the bias caused by the coefficient errors of the pseudo-linear equation is not effectively eliminated because the term that causes the bias is very difficult to calculate.
On the other hand, the trajectory of the UAV plays an important role in the path planning [27] [28] [29] . Specifically, the localization accuracy of different trajectories can be characterized by the Cramer-Rao lower bound (CRLB), which is the inverse matrix of the Fisher information matrix (FIM) [30] . In the context of bearings-only target motion analysis, maximizing the determinant of FIM is preferred as the criteria of the path planning [11] , [31] [32] [33] . In order to develop a more realistic system model, the scenario of obstacles and no-fly zones was considered in [34] , [35] . All these papers simply assume that the position of the UAV is completely accurate. In fact, the position of the UAV usually obtained by the global position system (GPS) in practice is not accurate. The coefficient errors of the pseudo-linear equation increase due to the influence of both the errors of measurement angles and the position errors of the UAV, which degrades the localization performance. So it is necessary to consider the impact of both AOA errors and position errors of the UAV in path planning. To the best knowledge of the authors, current researches on path planning have not considered the position errors of the UAV.
C. CONTRIBUTIONS
In this paper, the improved BRPLE (IBRPLE) is proposed to reduce the bias of closed-form solution in the pseudo-linear equation. The closed-form solutions of the pseudo-linear equations in [23] , [24] , [26] are based on the weighted least squares solution. Although the closed-form solution does not require the initial estimate, it is always biased because the term that causes the bias is very difficult to calculate. In this paper, the bias will be reduced from two aspects in this paper. On the one hand, the weight of the equation constructed by the elevation angle was calculated by only considering the elevation-angle errors in [26] , which is recalculated by considering the azimuth errors, the elevation-angle errors and the position errors of the UAV. On the other hand, we divide the cost function based on the weighted least squares into two parts. The first part contains the parameters to be estimated and the real value of the pseudo linear equation coefficients, and the second part consists of the parameters to be estimated and the coefficient errors caused by the AOA measurements and the position measurements.
The bias of closed-form solution is mainly caused by the second part. The ideal of reducing the bias is that the minimum of the cost function is determined by the first part if the second part is equal to a constant. Hence the cost function can achieve the minimum at the ideal solution and the solution is unbiased because the first part is the real coefficients of the pseudo linear equation. In practice, the second part is equal to a constant that will be used as a constraint of the cost function to construct a constrained weighted least squares problem. This problem will be solved by Lagrangian multiplier method. In practice, the coefficient errors should be known when the second part is used as a constraint. However, it is impossible to calculate the coefficient errors accurately because they are caused by the random measurement errors. They will be calculated by the statistical method. Meanwhile, how to calculate the expectation of coefficient errors with higher precision is also a challenge due to nonlinear relation between the random measurement errors and the coefficients of pseudo-linear equations. In the section III, the method will be proposed to calculate the expectation of coefficient errors with higher precision, which will improve the localization performance significantly.
In order to improve the accuracy of localization through adjusting the position of UAV, a path planning algorithm considering the position error of the UAV is proposed in this paper. Maximizing the determinant of FIM is the criterion for the path planning of the UAV. We assume that the position of the UAV is not accurate. It is obvious that the position of the UAV is also the parameter to be estimated like the speed and position of the target. The FIM of all parameters to be estimated is easily calculated. However, the FIM of the initial position and speed of the target is what we really want to calculate because they are the parameters that we hope to estimate with the high precision, which is calculated by the relation between FIM and CRLB from the FIM of all parameters to be estimated.
To summarize the contributions in this paper, they are summarized as follows:
• By taking into account the measurement errors of azimuth-angle, elevation-angle, and the position of the UAV, the improved weighting matrix for the weighted least squares (WLS) estimator is calculated. On this basis, an asymptotically bias-reduced closed-form solution of the proposed IBRPLE is obtained by solving the constructed constrained weighted least-squares problem. Compared with other localization algorithms, the proposed IBRPLE algorithm can obtain higher localization accuracy because it reduces the bias of nonlinear equations.
• Based on the determinant maximization criterion of FIM, an effective UAV path planning scheme is developed to further improve the localization accuracy of the VOLUME 7, 2019 proposed UAV assisted bearing-only target localization algorithm, while also considering the estimated errors of the position of the UAV. By considering the position errors of the UAV in the cost function of the path planning, the path planning algorithm proposed in this paper can achieve higher localization accuracy.
• The performance of the UAV assisted bearing-only 3D target localization is characterized by simulation results, and other classical localization methods are also provided for comparison. Simulations show the validity of analytical results and the superiority of the proposed IBRPLE to other estimators. The designed UAV path planning scheme is also verified by corresponding simulations and it is shown the path planning with measurement errors taken into account can bring about the improvement of localization accuracy.
D. ORGANIZATION
This paper is organized as follows. The system model for localization with a moving target in the 3D scenario is given in Section II. The asymptotically unbiased closedform solution for the AOA localization will be derived in Section III. In Section IV, the path planning algorithm of the UAV is also proposed under the position errors of the UAV. In section V, the simulations are carried out and corresponding comparisons with other algorithms are also provided.
In section VI, conclusions are drawn. Notation: In this paper,· represents the measured value. det(·) is the determinant of a matrix. E{·} is the statistical expectation of a random variable. 0 mn is the m×n zero matrix. I m is the m × m unit matrix.
II. SYSTEM MODEL FOR 3D MOVING TARGET
In this section, we consider a system model for the 3D moving target localization based on the single UAV. This model assumes that the target moves linearly at a constant
As shown in Fig.1 , the relative coordinate system is established to describe the AOA from the target to the UAV, whose axes are parallel to the axes of the absolute coordinate system and coordinate origin is set to the position of the UAV. The position vectors of the UAV and the target are described in the absolute coordinate system, which are denoted as
where N is the total number of AOA measurements, s i = [x i , y i , z i ] T is the position of the UAV at the ith measurement and p i = [x ti , y ti , z ti ] T is the position of the target at the ith measurement. The interval between adjacent AOA measurements is assumed to be a constant T . In fact, the position vector of the UAV measured by the GPS is imprecise, whose measurement is given aŝ
T is a Gaussian vector with zero mean and covariance matrix Q s , where s i = [ x i , y i , z i ] T is the position error of the UAV at the ith measurement.
Consequently, the real azimuth angle θ i and elevation angle ϕ i at the ith measurement can be expressed as
where θ i ∈ (−π, π] and ϕ i ∈ (−π/2, π/2]. For writing convenience, the real azimuth angle vector and the elevation angle vector are denoted as θ = [θ 0 , θ 1 , ..., θ N −1 ] T and ϕ = [ϕ 0 , ϕ 1 , ..., ϕ N −1 ] T , respectively. In practice, the measurements of the azimuth angle vector and the elevation angle vector are obtained by the UAV, which have errors due to the jitter of the UAV or the noise of the wireless channel, and they can be written asθ
where n = [n 0 , n 1 , ..., n N −1 ] T and ω = [ω 0 , ω 1 , ..., ω N −1 ] T are the zero-mean Gaussian noises with covariance matrices Q n and Q ω , respectively. The covariance matrices for AOA measurements have the following forms:
where σ 2 n and σ 2 ω are the reference variances of the azimuth angle and elevation angle at unit range, λ(0 ≤ λ < 2) is the power loss exponent [35] , d i = p i − s i is the distance from the target to the UAV at the ith measurement, σ 2 i is the variance of azimuth angle at the ith measurement and ρ 2 i is the variance of elevation angle at the ith measurement.
The goal of target localization is to find the last position of p i , which is difficult to be estimated by directly using multiple measurements. However, since the target moves linearly at a constant velocity [36] , the position p i can be written as
Therefore, the last position of p i can be obtained indirectly by estimating x according to (5) . So this paper aims to estimate the vector x as accurate as possible under the
III. THE BIAS REDUCED CLOSED-FORM SOLUTION OF THE 3D MOVING TARGET
In this section, the bias reduced closed-form solution is proposed to improve the localization accuracy. Specifically, we firstly analyse the reason of the bias and the method of reducing bias is given by the constrained weighted least squares method. Subsequently, the weighting matrix used in the method of reducing bias is recalculated by considering the azimuth angle errors, the elevation angle errors and the position errors of the UAV. Finally, the term that causes the bias is calculated by statistical methods.
A. THE BIAS REDUCED CLOSED-FORM SOLUTION
According to (2) , the equations constructed by the real azimuth angle θ i and elevation angle ϕ i can be respectively rewritten as
In practice, since there are errors in the AOAs measured by the UAV and the positions of the UAV obtained by GPS, the right of (7) is not always equal to zero. Therefore, µ i and ν i are defined as the errors of equations constructed by the AOA measurements and the position measurements of the UAV at the ith measurement [18] , which are expressed as
Eq.(8) can be simply expressed by vectors as
T is defined as the error vector of the pseudo-linear equations [24] , which is obtained by putting (5) into (9) as
where
The most closed-form solutions of the pseudo-linear equations in (10) based on the weighted least-squares (WLS) estimator. The inverse of the weighting matrix in the WLS estimator is defined as the covariance matrix of the error vector [30] ,
In [24] , the inverse of weighting matrix is approximated as
with σ 2 si = σ 2 six = σ 2 siy = σ 2 six , where σ 2 six , σ 2 siy and σ 2 siz are the variances of the three coordinates at the ith measurement position error of the UAV, l i = (x ti − x i ) 2 + (y ti − y i ) 2 denotes the horizontal distance between p i and s i and d i = r i is the distance between p i and s i , where
T is the vector from the UAV to the target at the ith measurement. The cost function based on the WLS estimator is constructed to find the closed-form solution in (10) [26] , which is expressed as
In WLS estimator, the solution of (10) is the x that minimizes the cost function f . However, this solution is biased and the reason is analysed in the next.
The expectation of (14) is
If E{ } in (15) is equal to zero, it is obvious that the minimum of E{f } is determined by the first term and it can reach the minimum 0 at the ideal solution y = [x, 1] T . However, in practice, E{ } is not equal to zero, which is the reason of the biased solution. In order to reduce the bias, the idea is to minimize f subject to y T E{ }y equal to a constant c, which means that the minimum of E{f } is determined by the first term in (15) like E{ } = 0. This ideal is described by a mathematical formula as follows,
It is obvious that the minimum of the cost function f in (16) is the constrained weighted least-squares problem. The constrained optimization problem will be solved by the Lagrange multiplier (LM) method. The auxiliary function constructed by the LM method is given as
where χ is the Lagrange multiplier. Taking the partial derivative with respect to y and setting it equal to zero,
According to (18) , the solution of y should be the generalized eigenvector of [A T W A, E{ }]. However, the generalized eigenvectors are often not unique. By multiplying y T in (18) , the equation can be rewritten as
It is obvious that the χc is the cost function to be minimized. Hence the solution of y is the eigenvector ξ corresponding to the smallest generalized eigenvalue of [A T W A, E{ }] [14] . The closed-form solution of the proposed IBRPLE can be given as
B. THE IMPROVED WEIGHTING MATRIX
The weighting matrix is inaccurate in (12) due to the neglect of the azimuth angle error in ν i , which will be recalculated in the subsection. Rewrite (9) as
According to the definition, the inverse of the weighting matrix is the covariance matrix of the error vector, which is rewritten as
In order to calculate the weighting matrix W in (23), the expectations of µ k µ j , ν k ν j , and µ k ν j for the arbitrary k, j should be calculated as a premise. Because two measurements for k = j are independent, here we have [24] E{µ k µ j } = E{µ k ν j } = E{ν k ν j } = 0 for k, j = 0, 1, . . . , N − 1 and k = j
For k = j = i, the expectations of µ i ν i , µ i µ i and ν i ν i are calculated in appendix A, which are respectively given as
With these expectations, the inverse of the improved weighting matrix W can be written as
. . . 
where Z 0 i is the real value and Z i is the bias term caused by the AOA errors and the position errors of the UAV. Consequently, A T 0 W A 0 can be expressed by Z 0 i as
It is obvious that E{ } can be given as
According to appendix B, the bias terms of Z 1 , Z 2 and Z 3 are obtained as
are the diagonal elements of the improved weighting matrix W , J 1i and J 2i can be written as
IV. IMPROVING THE ACCURACY OF LOCALIZATION BY THE UAV PATH PLANNING
In this section, the path planning algorithm with the position errors of the UAV is discussed to further improve the localization accuracy. In [32] , the localization accuracy is evaluated by the 1σ error ellipse area A 1σ (39.4% confidence region), which shows that the result of the maximum likelihood estimation falls in the region of the area A 1σ with a probability of 39.4%. Therefore, the localization accuracy is high when the area A 1σ is small. A 1σ has been demonstrated in [32] to have the form A 1σ = π/( √ det( (x))), where (x) is the FIM of x. It is obvious that between the minimizing the area A 1σ and the maximizing the determinant det( (x)) of FIM to obtain the highest localization accuracy are equivalent. Therefore, the determinant maximization criterion of FIM will be used to design the path of the UAV. The FIM is defined in [30] as
the probability density function (PDF) of the m measurements [24] . Because the errors of the AOA measurements and the UAV positions submit the independent Gaussian distribution, f (m) can be expressed as the product between the PDF of the AOA errors and the PDF of the UAV position errors,
In order to calculate FIM, the logarithm of f (m) is required to be calculated in advance, which is obtained from (36) as
where C is constant. Putting (38) into (35) , the FIM of z is given as 
Because the CRLB is equal to the inverse of the FIM, the CRLB of x and s can be given from (40) as
According to the mathematical expression in (41), CRLB(x) can be expressed by CRLB(s) [37] as
Eq. (42) shows that the CRLB of x is mainly determined by the AOA errors and the position errors of the UAV. The first term indicates the uncertainty of the localization caused by the AOA errors. The second term indicates the influence of the position errors of the UAV on the localziation performance. If the position of the UAV is accurate, i.e., CRLB(s) = 0, it is obvious that the CRLB of x is only related to the AOA errors. However, the position of the UAV is usually inaccurate, which will result in some increase in CRLB(x). This is the reason why the position errors of the UAV lead to the degradation of the localization accuracy. The past path planning only considered that how to reduce the impact of the AOA errors on localization accuracy. However, it is necessary to consider how to reduce the impact of the UAV position error on the localization accuracy in path planning, because it will also lead to the degradation of localization performance.
The determinant maximization criterion of FIM is used in path planning, so the FIM of x need to be calculated and is obtained by (42) as Then, how to plan the path of UAV will be discussed. According to (35) , the localization performance is improved by maximizing the determinant of FIM. Obviously we can solve such a problem by the gradient rise method. However, it is difficult to calculate the partial derivative of the determinant det( (x)) with respect to s i . Therefore, we will take an approximate approach to find the optimal path. The partial derivative of (x) with respect to x axis is derived as an example. Let be a value close to zero. Let s i+1 = s i + [ , 0, 0] T . The partial derivative G x can be calculated as the follow
G y and G z can be calculated by the same method. The normalized gradient direction of the determinant of the (x) is
Assume that the speed of the UAV is a constant v u . The next position of UAV is calculated as follows
In order to clearly understand these methods, the detailed steps of the path planning and the target localization are shown in Fig.2 . It is obvious that the UAV should randomly fly several waypoints to obtain AOA measurements. the initial estimate of the target position can be calculated by the IBRPLE method. Subsequently,the initial estimate is used in path planning. The path planning and target localization methods are alternately executed until the constraint (the range constraint, the time constraint, and so on ) is reached.
V. SIMULATION RESULTS
In this section, the localization performance comparison between the proposed IBRPLE method and various methods (IPLE and IIV in [24] , BRPLE in [26] ) is given in Fig.3-4 to show the higher accuracy of localization achieved by the IBRPLE method. The path of the UAV is simulated in Fig.5 to show the importance of considering the position errors of UAV in path planning.
In Fig.3-4 , we assume that the target is fixed, the position of target is p 0 = [4000, 3000, 100]m, the initial position of the UAV is s = [300, 500, 700, 900, 1100, 1300, 1500; 0, 100, 100, 200, 200, 300, 300; 1000, 1000,950,950,900, 800, 800] T m, the power loss exponent is λ = 1.2, the reference standard deviation of azimuth angle is σ n = (0.005 × π/180)rad, the reference standard deviation of elevation angle is σ ω = (0.005 × π/180)rad, the standard deviation of position of the UAV is σ S0 = σ S1 = · · · = σ S(N −1) = 0.2m, the interval of measurement is T = 5s.
In Fig.3 , the performance of localization for different localization methods is simulated with the change of the number N of measurements. All the performance curves become smaller as the number of measurements increases, which means that the performance of localization can be improved by the large N . As shown in Fig.3 , when the number of measurements is relatively small, the proposed IBRPLE method can achieve higher accuracy of localization than the other methods. The reason behind this observation is that the bias is effectively reduced by using IBRPLE method. On the other hand, for large N, the methods except IIV method can achieve almost same RMSE. This is because the weighting matrix is not considered in the IIV method which causes the equations with the different error to have the same weight, its performance of localization is mainly determined by the equation with a large error. The localization accuracy of the proposed IBRPLE method is always close to that of CRLB, which shows that the IBRPLE method is feasible and has a high accuracy for target localization. Fig.4 shows the performance of localization for different localization methods versus the variance of the measurement angle. We assume that the number of measurements is N = 55, and the reference variances of the azimuth angle and elevation angle at unit range are equal. It can be seen from the Fig.4 that the errors of localization will increase with the increase of the standard deviation of the angle measurement. At the small σ n , the localization performance of most algorithms are almost identical and are close to CRLB, which shows that all algorithms have good performance of localization when the accuracy of AOA measurement is high. However, only the localization performance of the IBRPLE algorithm is still close to CRLB when σ n is large. The proposed IBRPLE has better robustness to the impact of angular errors compared to several algorithms. The performance degradation of other algorithms is mainly caused by the bias of closed-form solutions. , 800] T m, the speed of UAV is v u = 20m/s, σ n = σ ω = (0.005 × π/180)rad, the standard deviation of position of the UAV is σ s0 = σ s1 , · · · , σ s(N −1) = 0.8m, and the interval of measurement is T = 5s.
Two paths of the UAV corresponding to different path planing schemes are shown in Fig.6 , one of which considers the position errors of the UAV in our proposed path planing scheme, and the other ignores the position errors. It is obvious that the two paths are different. Corresponding error curves of localization are shown in the Fig.6 . For the small N , the localization performance of for two path planing schemes is almost the same since the initial position of two paths are approximately the same. For the large N , The higher localization accuracy for the path planing which considers position errors of the UAV can be achieved, as shown in Fig. 5 . The reason behind this observation is that the adverse impact of position errors of the UAV on localization performance can be reduced accordingly if the position errors are considered in path planning.
In order to further illustrate the advantages of path planning proposed in this paper, the path of the UAV is once again simulated with different simulation parameters in Fig.7 and Fig.8 . The initial position of target is p 0 = [4000, 3000, 100]m, the speed of target is v = [2, 1.6, 1.2] T m/s. the initial position of the UAV is s = [1000, 1200, 1300, 1500, 1500, 1600, 1700; 500, 4000,  400, 400, 300, 300, 300; 1500,1400,1400, 1300,1400, 1300 , 1300] T m, the speed of UAV is v u = 20m/s, σ n = σ ω = (0.005 × π/180)rad, the standard deviation of position of the UAV is σ s0 = σ s1 = · · · = σ s(N −1) = 1.5m, and the interval of measurement is T = 5s. The paths of the UAV for different path planning schemes and corresponding localization performances are shown in Fig.6 and Fig.7 , respectively. The path planning scheme proposed in this paper that considers the position error of the UAV can achieve the better localization performance.
VI. CONCLUSION
In this paper, the localization performance for the bearingonly target localization based on the UAV is improved from two aspects. On the one hand, in order to reduce the bias, the weighting matrix is recalculated more accurately and the improved bias reduction pseudo-linear estimator (IBRPLE) is proposed which achieves better localization performance verified by simulation. On the other hand, a path planning algorithm considering the position errors of the UAV is proposed to reduce the adverse impact of position errors of the UAV on localization performance. The simulation shows that the path planning scheme considering the position errors of the UAV can achieve the better localization performance.
APPENDIX A
Let us calculate the expectation of the product of µ i and ν i
Let us directly calculate the expectation of A T WA.
are the diagonal elements of the weighting matrix W . Next we first calculate the value of J 1i and J 2i without errors in b i and c i .
Now let us calculate the value ofĴ 1i andĴ 2i with errors inb i
The expectation of matricesĴ 1i andĴ 2i is equivalent to the expectation of each element in matrices.
where • is the items that causes the bias. Obviously, we can estimate the moving target parameters more accurately without these items. In the above calculation, we ignored the product terms of σ 2 i and ρ 2 i . And we used the following approximation.
After the above analysis, we can easily get the equations
where J 1i and J 2i are the bias terms. The bias terms of Z 1 and Z 2 are obtained as
Since there are position errors, the bias term of Z 3 cannot be easily obtained in this way. If the joint effect of position error and measurement error is ignored, it consists of two parts.
E[ ] can be expressed as
The FIM of z is obtained as 
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