The path integral of unimodular gravity by Ardon, R. de Leon et al.
ar
X
iv
:1
71
0.
02
45
7v
2 
 [g
r-q
c] 
 29
 Ja
n 2
01
8
KU-TP 070
November 5, 2018
The path integral of unimodular gravity
R. de Leo´n Ardo´na,b,1 N. Ohta,c,d,2 and R. Percaccia,b,3
aInternational School for Advanced Studies, via Bonomea 265, 34136 Trieste, Italy
bINFN, Sezione di Trieste, Italy
cDepartment of Physics, Kindai University, Higashi-Osaka, Osaka 577-8502, Japan
dMaskawa Institute for Science and Culture, Kyoto Sangyo University, Kyoto 603-8555, Japan
Abstract
We compute the one-loop effective action in unimodular gravity, starting from two different
classical formulations of the theory. We find that the effective action is the same in both cases,
and agrees with the one of General Relativity.
1 Introduction
Unimodular Gravity (UG) is a reformulation of General Relativity (GR) where the determinant
of the metric is fixed a priori and is not subjected to variation [1, 2, 3, 4, 5]. The difference
between these two theories is very subtle, since in GR the determinant of the metric changes
under diffeomorphisms and in particular can be fixed locally to have a predetermined form. One
could thus see UG as a particular gauge-fixed version of GR. Indeed, the equations of motion of
the two theories are identical. The only substantial difference, which is also the reason for the
recent interest in UG, is the status of the cosmological constant: a coupling in the Lagrangian
of GR, and an integration constant in UG. As a consequence, it is expected that the problems
of the cosmological constant appears differently in the two theories, especially when quantum
effects are taken into account [6, 7, 8].
At the classical level the two theories are “almost” equivalent, in the sense that they only
differ by the status of a single global scaling mode of the metric [5]. (We will not consider this
important subtlety in this paper, so by equivalence we will always mean “almost equivalence”.)
The question then arises whether UG and GR are also equivalent at the quantum level.
As a concrete way of addressing this question, we set out to straightforwardly compare the
divergent part of the effective action for UG and GR, both computed using the conventional
one loop background field method. It is known that the same coefficients appearing in the
logarithmically divergent part also appear in certain finite nonlocal terms in the effective action.
Thus, different logarithmic divergences imply physical inequivalence of the two theories.
There is no single unambiguous way to construct a quantum theory from a classical one, and
the answer may well depend on the starting point and on details of the procedure followed. The
authors of ([7, 8, 9]) argue in favor of equivalence, possibly with qualifications. On the other
1e-mail address: rdeleon@sissa.it
2e-mail address: ohtan@phys.kindai.ac.jp
3e-mail address: percacci@sissa.it
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hand [10] undertook the calculation of logarithmic divergences in UG and found a different result
from GR. This conclusion is also implicit in [11, 12, 13].
There are several ways of formulating UG. We shall start from the most straightforward one,
which imposes the unimodularity constraint on the determinant of the metric. Actually, given
that we want to allow the metric to be dimensionful, we cannot simply set |g| = 1. A more
general statement is to fix a volume form
ω ǫµ1...µd dx
µ1 ∧ . . . ∧ dxµd , (1.1)
not related to the dynamical metric g, and to require√
|g| = ω . (1.2)
The function ω is a scalar density of weight one. In the following we shall use the background
field method to construct the path integral for gravity, and the background metric g¯µν will be
assumed to be unimodular in the same sense, namely
√
|g¯| = ω.
The action of Unimodular Gravity (UG) is
SUG(g) = ZN
∫
ddxωR where ZN =
1
16πG
. (1.3)
Since ω is a fixed non-dynamical background, it breaks the diffeomorphism invariance to the
group SDiff of volume-preserving, or “special” diffeomorphisms. 4 The infinitesimal generators
of this group are vectorfields ǫµ satisfying
∇µǫµ = 0 . (1.4)
Note that when one varies the action (1.3), the term gµνδRµν = ∇µΩµ can be discarded as
in GR, since equation (1.2) implies that ∇ω = 0, and ∇ can be integrated by parts as usual.
In particular, when δgµν = ∇µǫν + ∇νǫµ invariance of the action under SDiff follows from
integrations by parts, the Bianchi identity and (1.4). For discussions of more general SDiff -
invariant theories of gravity see [14, 15, 16].
There exist local coordinate systems where ω is constant. Then, in the case when the
coordinates are chosen to have dimension of length, one can set ω = 1, and the metric would be
unimodular in the proper sense of the word. We will stick to the standard terminology and call
UG a theory where (1.2) holds, even when ω is not a pure number and not constant.
The constraint (1.2) could be imposed by adding to (1.3) a term containing a Lagrange
multiplier, multiplied by
√
|g| −ω. This, however, would complicate the calculation of radiative
corrections. Since in practice the functional integration measure is defined on the fluctuation
field anyway, a simpler alternative is to use an exponential parametrization for the background
field expansion [17, 11, 18, 19]
gµν = g¯µρ(e
X)ρν (1.5)
and demand that Xρν = g¯
ρσhσν be traceless. This automatically enforces unimodularity of gµν ,
and tracelessness is a linear condition that can be straightforwardly imposed on the quantum
field, without using Lagrange multipliers. We will refer to this formulation as “minimal” UG.
An alternative formulation consists in writing the action in terms of an unrestricted dynam-
ical metric γµν , conformally related to gµν :
gµν = γµν
( |γ|
ω2
)m
. (1.6)
4The relation between SDiff and Diff parallels the relation between SO(n) and O(n).
2
Note that the fraction is a genuine scalar, so that both g and γ are proper tensors, and the
standard formulae for the curvatures of conformally related metric can be applied. For m =
−1/d the metric gµν automatically satisfies the constraint (1.2). Then, we can take γ as the
fundamental dynamical variable and write the action [14, 15]
S(γ) = SEH(g[γ])
= ZN
∫
ddx |γ|1/dω d−2d
[
R[γ] +
(d− 1)(d − 2)
4d2
(|γ|−1∇|γ| − 2ω−1∇ω)2] , (1.7)
where ∇ are the covariant derivatives constructed with γµν .5 This action is invariant under
SDiff as well as an additional Weyl group acting as
γµν → Ω2γµν ; ω → ω , (1.8)
which leaves the metric gµν invariant.
These two formulations differ in the way in which a scalar degree of freedom is removed:
either by imposing a constraint or by the presence of a gauge freedom. They are classically
equivalent. In this paper we compute the one-loop divergences of UG in both formulations, and
we shall see that the results are the same, and also agree with those of GR.
We mention here another motivation for this calculation, which actually prompted our initial
interest in this problem. In [20] we computed the gravitational divergences of GR using as
dynamical variable a metric γµν defined as in (1.6) (with ω = 1) in the generic case m 6=
−1/d. (This was later generalized to higher-derivative gravity in [21].) All the calculations
were performed with a standard gauge-fixing term depending on two parameters α and β.
Furthermore, the parametrization of the metric depended on two parameters m and ̟ (the
latter was called ω in [20, 21], but we use here a different notation in order not to confuse it
with the fixed volume form ω). The results were found to be the same independently of α, β
and ̟ in the limit m→ −1/d, and independent of α, β and m in the case when ̟ = 1/2, which
corresponds to using the exponential parametrization for the metric. In these two cases there
was an enhanced gauge-independence. However, the calculations in those papers did not cover
the unimodular case m→ −1/d, because our gauge fixing was not complete in that case due to
the additional Weyl invariance. There remained therefore the task of calculating the divergences
directly in the unimodular theory, to see whether they agree with the limit m → −1/d or not.
This is what we will do here.
The calculation of the one-loop divergences requires that we write the one-loop effective
action as a path integral, which can be expressed as a product of determinants. In the minimal
formulation, a simple argument seems to suggest that the path integrals of UG and GR should be
different. Classical UG is GR where we have partially fixed the gauge by fixing the determinant
of the metric or, at the linearized level, we have set the trace of the fluctuation to zero. This
partial gauge fixing requires a scalar “ghost” determinant [18]. On the other hand when we
quantize UG the condition h = 0 is already present at the classical level and there is no need to
introduce a ghost. The remaining gauge freedom can be fixed in the same way, so there seems
to be a net difference of a scalar determinant. This argument is wrong, for reasons that will
appear in section 3.2. However, it points to subtleties in the definition of the path integral.
For this reason we consider first the Hamiltonian definition of the path integral, which is more
fundamental. In section 2 we will calculate the path integrals of linearized GR and UG in
certain gauges where they are explicitly seen to be the same. It will be enough to do this
5Recall that under SDiff the determinant |g| is a scalar, so ∇µ|g| = ∂µ|g|.
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on a flat background. Unfortunately the Hamiltonian formalism is not well-suited to discuss
covariant gauges. In section 3 we calculate the one-loop effective actions of GR and UG by
covariant methods. The main point here will be identifying the proper way of factoring the
volume of the gauge group SDiff . We construct the proper gauge-fixed path integral for UG
and find that it agrees, in a well-defined sense, with the one of GR. Section 4 contains some
comments and conclusions.
2 Hamiltonian analysis of GR and minimal UG
2.1 Linearized GR
In this section we prove, based on constrained Hamiltonian formalism, that the path integrals of
GR and UG contain the same determinants. Insofar as the Lagrangian path integral is derived
from the Hamiltonian one, this proof is somewhat more fundamental. For our purpose it is going
to be enough to consider the case of a flat background. Then GR reduces to the Fierz-Pauli
theory with Lagrangian density
L = −1
2
∂αhµν∂
αhµν + ∂αhµ
α∂βh
µβ − ∂αhµα∂µh+ 1
2
∂αh∂
αh . (2.1)
The canonical analysis of the Fierz-Pauli theory has been discussed earlier in [22]. Here we shall
redo it in a different set of variables.
In view of the canonical analysis, we begin by decomposing all tensors into time (0) and
space (i, j . . .) components. We rename the variables as follows: h00 = −2φ, h0i = vi = vTi +∂iv,
where ∂iv
T
i = 0, and for the space metric we use the York decomposition
hij = h
TT
ij + ∂iζj + ∂jζi +
(
∂i∂j − 1
d− 1δij∂
2
)
τ +
1
d− 1δijt , (2.2)
where ∂iζi = 0, ∂ih
TT
ij = 0, h
TT
ii = 0 (summed over i). These are the variables that are often
used in the analysis of cosmological perturbations.
Under an infinitesimal gauge transformation ǫµ = {ǫ0, ǫi}
δφ = ǫ˙0 (2.3)
δvi = ∂iǫ0 + ǫ˙i (2.4)
δhij = ∂iǫj + ∂jǫi (2.5)
The transformation parameter can be decomposed in transverse and longitudinal parts
ǫi = ǫ
T
i + ∂iǫ (2.6)
Then we get
δφ = ǫ˙0 (2.7)
δv = ǫ0 + ǫ˙ (2.8)
δvTi = ǫ˙
T
0 (2.9)
δt = 2∂2ǫ (2.10)
δτ = 2ǫ (2.11)
δζi = ǫ
T
i (2.12)
δhTTij = 0 (2.13)
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From here we see that the scalar combinations:
Φ = − 1
2(d− 1)(t− ∂
2τ) ; 2φ− 2v˙ + τ¨ (2.14)
(Φ is the Bardeen potential) and the vector combination vTi − ζ˙i, as well as hTTij are gauge
invariant. Also, the combination t˙− 2∂2v is invariant under spacial diffeomorphisms (ǫ0 = 0).
We insert the new variables in (2.1) and calculate the Lagrangian L =
∫
dd−1xL. We allow
integration by parts of spacial derivatives. Also, we remove all time derivatives of vTi and v by
adding suitable total time derivative terms. In this way we arrive at:
L =
∫
dd−1x
[
1
2
(
h˙TTij
)2
− ζ˙i∂2ζ˙i + 2(d − 1)(d − 2)Φ˙2 + 2(d− 2)Φ˙(t˙− 2∂2v) + 2ζ˙i∂2vTi
+
1
2
hTTij ∂
2hTTij − vTi ∂2vTi − 2(d− 2)(d − 3)Φ∂2Φ+ 4(d − 2)φ∂2Φ
]
. (2.15)
We perform the Dirac constraint analysis on this Lagrangian. From (2.15) we derive the conju-
gate momenta
ΠTTij = h˙
TT
ij (2.16)
ΠvTi = 0 (2.17)
Πζi = −2∂2(ζ˙i − vTi ) (2.18)
Πφ = 0 (2.19)
Πt = 2(d − 2)Φ˙ (2.20)
Πv = 0 (2.21)
ΠΦ = 4(d − 1)(d− 2)Φ˙ + 2(d− 2)(t˙− 2∂2v) (2.22)
Equations (2.16), (2.18), (2.20) and (2.22) can be solved for the velocities h˙TTij , ζ˙i, Φ˙, t˙, whereas
(2.17), (2.19), (2.21) give d primary constraints.
Their preservation leads to d secondary constraints
Πζi , ∂
2Φ , ∂2Πt . (2.23)
There are no further constraints, and all constraints are first class. We then have to gauge fix
the system. We can take the gauge fixing conditions
vTi = 0 , φ = 0 , v = 0 , ζi = 0 , Π
Φ = 0 , t = 0. (2.24)
The situation is very simple, because each gauge condition is conjugate to one of the constraints.
If we order all the constraints as φa = (Π
vT
i ,Π
φ,Πv ,Πζi , ∂
2Φ, ∂2Πt) and all gauge conditions as
χa = (v
T
i , φ, v, ζi,Π
Φ, t). Then the matrix of Poisson brackets Mab = {φa, χb} is diagonal and
has determinant
detM = (det(−∂2))2 . (2.25)
The gauge conditions determine the Lagrange multipliers in the extended Hamiltonian, which
in the chosen gauge becomes
HGF =
∫
dd−1x
[
1
2
(
ΠTTij
)2
+
1
4
Πζi
1
∂2
Πζi +
d− 1
2(d− 2)
(
Πt
)2− 1
2
hTTij ∂
2hTTij − 2(d− 2)(d− 3)Φ∂2Φ
]
(2.26)
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In particular on the constrained surface it is
HC =
∫
dd−1x
[
1
2
(
ΠTTij
)2
+
1
2
(
∂kh
TT
ij
)2 ]
. (2.27)
Let us now come to the path integral. The measure is
dµGR = DhTTij DΠTTij DvTi DΠvTi DζiDΠζi DφDΠφDvDΠv DtDΠtDΦDΠΦ
The Hamiltonian path integral is
ZGR =
∫
dµFP Πaδ(φa)Πbδ(χb) detM
× exp
{
i
∫
dt
[∫
dd−1x
[
h˙TTij Π
TT
ij + v˙
T
i ΠvTi
+ ζ˙iΠζi + φ˙Π
φ + v˙Πv + t˙Πt + Φ˙ΠΦ
]
−H
]}
.
(2.28)
Two of the secondary constraints contain ∂2. Using δ(ax) = (1/a)δ(x), they give
(det(−∂2))−2δ(Φ)δ(Πt) .
This power of the determinant exactly cancels detM in the path integral. All the variables
are now integrated against a delta function, except for the transverse traceless tensor and its
momentum, so the path integral reduces to
ZGR =
∫
DhTTij DΠTTij exp
{
i
∫
dt
∫
dd−1x
(
h˙TTij Π
TT
ij −HC
)}
(2.29)
where HC is given by (2.27). Finally integrating out the momentum
ZGR =
∫
DhTTij exp
{∫
dtLC
}
. (2.30)
where
LC =
∫
dd−1x
[
1
2
(
h˙TTij
)2
− 1
2
(
∂kh
TT
ij
)2]
.
This is just the Lgrangian of the free fields hTTij . It can be written in the “semi-covariant” way
LC =
∫
dd−1x
[
−1
2
∂µh
TT
ij ∂
µhTTij
]
,
so that the Gaussian integral gives
ZGR = (det✷TT )
−1/2 , (2.31)
where ✷TT is the d’Alembertian acting on h
TT
ij . The number of independent components of a
transverse traceless tensor in d− 1 space dimensions is d(d − 3)/2, so
ZGR = (det✷)
−d(d−3)/4 . (2.32)
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2.2 Linearized minimal UG
UG in minimal formulation corresponds to just setting h = 0 in (2.1), which effectively just
removes the last two terms. In terms of the variables introduced in the preceding section, the
constraint h = 0 implies 2φ+ t = 0. Using this in (2.15), one finds
LUG =
∫
dd−1x
[
1
2
(
h˙TTij
)2
− ζ˙i∂2ζ˙i + 2(d− 1)(d − 2)Φ˙2 + 2(d− 2)Φ˙t˙− 4(d− 2)Φ˙∂2v + 2ζ˙i∂2vTi
+
1
2
hTTij ∂
2hTTij − vTi ∂2vTi − 2(d − 2)(d− 3)Φ∂2Φ− 2(d − 2)Φ∂2t
]
. (2.33)
Compared to GR, we have one less scalar. From (2.33) we derive the conjugate momenta
ΠTTij = h˙
TT
ij (2.34)
ΠvTi = 0 (2.35)
Πζi = −2∂2(ζ˙i − vTi ) (2.36)
Πt = 2(d − 2)Φ˙ (2.37)
Πv = 0 (2.38)
ΠΦ = 4(d − 1)(d− 2)Φ˙ + 2(d− 2)t˙− 4(d− 2)∂2v (2.39)
Equations (2.34), (2.36), (2.37) and (2.39) can be solved for the velocities h˙TTij , ζ˙i, Φ˙ and t˙,
whereas (2.35) and (2.38) give d− 1 primary constraints
CvTi = Π
vT
i , C
v = Πv . (2.40)
Taking Poisson brackets with the Hamiltonian one obtains d− 1 secondary constraints
SvTi = Π
ζ
i , S
v = ∂2Πt . (2.41)
The first of these commutes with the Hamiltonian and is therefore automatically conserved. The
second, however, generates a “tertiary” constraint
T v = ∂2∂2Φ , (2.42)
which is ∂2 times the second constraint in (2.23). Its Poisson bracket with the Hamiltonian is
weakly zero, so there are no further constraints. All the constraints commute with each others
and form a first class system. Their total number is one less than in Fierz-Pauli theory.
We can impose the following gauge fixing conditions:
vTi = 0 , v = 0 , ζi = 0 , t = 0 , Π
Φ = 0 . (2.43)
Let us order all the constraints as φa = (C
vT
i , C
v, SvTi , S
v, T v) and all gauge conditions as
χa = (v
T
i , v, ζi, t,Π
Φ). Then the matrix of Poisson brackets is the same as in GR except that
the rows for φ and Πφ are missing, and furthermore the term T v-ΠΦ has an extra factor ∂2.
Therefore
detMUG = (det(−∂2))3 . (2.44)
The time conservation of the gauge constraints fixes the Lagrange multipliers in the Hamiltonian.
When this is done, one finds that the gauge-fixed Hamiltonian is again equal to (2.26).
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We finally come to the unimodular path integral. The measure in the unimodular case is
the same as for FP except that φ and Πφ are missing:
dµUG = DhTTij DΠTTij DvTi DΠvTi DζiDΠζi DvDΠv DtDΠtDΦDΠΦ
The Hamiltonian path integral is
ZUG =
∫
dµUGΠaδ(φa)Πbδ(χb) detMUG
× exp
{
i
∫
dt
[∫
dd−1x
[
h˙TTij Π
TT
ij + v˙
T
i ΠvTi
+ ζ˙iΠζi + v˙Π
v + t˙Πt + Φ˙ΠΦ
]
−H
]}
.
The constraints Sv and T v contain ∂2 and ∂2∂2. Using δ(ax) = (1/a)δ(x), they become
(det(−∂2))−3δ(Φ)δ(Πt) .
Again, the power of the determinant exactly cancels detMUG in the path integral. All the
variables are now integrated against a delta function, except for the transverse traceless tensor
and its momentum. Thus,
ZUG = ZGR . (2.45)
In these “unitary” gauges, the two path integrals are the same.
3 One loop effective actions
The general framework for our calculations is the same as in [21]. In view of application to UG
we restrict ourselves to the exponential parametrization (1.5).
The symmetric tensor hµν is subjected to the York decomposition
hµν = h
TT
µν + ∇¯µξν + ∇¯νξµ +
(
∇¯µ∇¯ν − 1
d
g¯µν∇¯2
)
σ +
1
d
g¯µνh , (3.1)
where
∇¯µhTTµν = 0 , g¯µνhTTµν = 0 , ∇¯µξµ = 0 , h = g¯µνhµν . (3.2)
The Jacobian of the transformation hµν → {hTTµν , ξµ, σ, h} is
J1 = det
(
∆L1 −
2R¯
d
)1/2
det (∆L0)
1/2 det
(
∆L0 −
R¯
d− 1
)1/2
(3.3)
where ∆L are the Lichnerowicz Laplacians:
∆L0φ = −∇¯2φ,
∆L1Aµ = −∇¯2Aµ + R¯µρAρ,
∆L2hµν = −∇¯2hµν + R¯µρhρν + R¯νρhµρ − R¯µρνσhρσ − R¯µρνσhσρ . (3.4)
Now consider an infinitesimal diffeomorphism ǫµ. We can decompose the transformation
parameter ǫµ in its longitudinal and transverse parts (relative to the background metric):
ǫµ = ǫTµ + ∇¯µφ ; ∇¯µǫTµ = 0 . (3.5)
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We can then calculate the separate transformation properties of the York variables under longi-
tudinal and transverse infinitesimal diffeomorphisms. We have
δǫT ξ
µ = ǫTµ ; δφh = −2∆L0φ ; δφσ = 2φ , (3.6)
all other transformations being zero. Note that σ and h are gauge-variant but the scalar com-
bination
s = h+∆L0σ (3.7)
is invariant.
We will expand the action around an Einstein background R¯µν =
R¯
d g¯µν . In GR, an Einstein
metric automatically satisfies the tracefree part of the Einstein equations with cosmological
constant. The remaining trace equation is E = 0, where
E = R¯− 2dΛ
d− 2 . (3.8)
In UG this equation is not present, so an Einstein background is automatically on shell.
3.1 One-loop GR
Expanding the EH action around an Einstein background, the Hessian is (see [21] or section
5.4.6 in [23]):
S =
ZN
2
∫
ddx
√
g¯
{
1
2
hTTµν
(
∆L2 − 2R¯
d
)
hTTµν
−(d− 1)(d − 2)
2d2
s
(
∆L0 − R¯
d− 1
)
s− d− 2
4d
Eh2
}
. (3.9)
A nice property of the exponential parametrization is that, aside from the term proportional
to the EOM, only the gauge-invariant variables hTTµν and s appear in the Hessian.
In the path integral, we add to the action a gauge-fixing term, typically of the form
SGF =
ZN
2α
∫
ddx
√
g¯ g¯µνFµFν (3.10)
with
Fµ = ∇¯ρhρµ − β + 1
d
∇¯µh . (3.11)
Using the York decomposition and defining
χ =
((d− 1)∆L0 − R¯)σ + βh
(d− 1− β)∆L0 − R¯
, (3.12)
the gauge fixing condition reads
Fµ = −
(
∆L1 −
2R¯
d
)
ξµ − d− 1− β
d
∇µ
(
∆L0 −
R¯
d− 1− β
)
χ , (3.13)
where, using the Einstein condition, ∆L1 = −∇¯2 + R¯d . The gauge fixing action is then equal to
SGF =
ZN
2α
∫
ddx
√
g¯
[
ξµ
(
∆L1 −
2R¯
d
)2
ξµ +
(d− 1− β)2
d2
χ∆L0
(
∆L0 −
R¯
d− 1− β
)2
χ
]
.
(3.14)
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Under the transformation (3.6) the variable χ transforms in the same way as σ. Thus ξ and χ
can be viewed as the gauge degrees of freedom.
Decomposing the ghost into transverse and longitudinal parts
Cν = C
T
ν +∇ν
1√
−∇¯2C
L (3.15)
and likewise for C¯, the ghost action splits in two terms
Sgh =
∫
ddx
√
g¯
[
C¯Tµ
(
∆L1 −
2R¯
d
)
CTµ + 2
d− 1− β
d
C¯L
(
∆L0 −
R¯
d− 1− β
)
CL
]
. (3.16)
We note that the change of variables (3.15) has unit Jacobian.
The (background-)gauge invariance of the Faddeev-Popov determinant and of the classical
action leads by the standard procedure to the factorization of the volume of the gauge group
VDiff =
∫
(dǫ) . (3.17)
This factor is usually dropped, but we will keep it explicit here for later reference.
The partition function is the product of determinants coming from all the fields, ghosts and
from the Jacobians. Several determinants (among them all the scalar determinants, and in
particular the β-dependent ones) cancel, and the partition function is independent of the gauge
choice:
ZGR = VDiff e
−S(g¯)
Det1
(
∆L1 − 2R¯d
)1/2
Det2
(
∆L2 − 2R¯d
)1/2 . (3.18)
This formula explicitly agrees with (2.32) when the background is flat: aside from the field-
independent prefactor, the determinant on transverse vectors contributes Det✷(d−1)/2 while that
on transverse tracefree tensors contributes Det✷−(d−2)(d+1)/4. The powers of the determinants
thus correctly count the number of physical degrees freedom of the theory.
We note that in the limit β →∞, χ→ ∆L−10 h and the second term in (3.14) imposes h = 0
strongly. This is equivalent to removing by hand h from the linearized action and adding a ghost
term
√
det∆L0, a procedure that was called “unimodular gauge” in [18]. This leaves a residual
gauge freedom parametrized by the transverse vecorfields ǫTµ , that can be gauge-fixed by setting
ξµ = 0, or by adding a suitable gauge-fixing term of a type that we shall discuss in the next
section.
3.2 One-loop UG in minimal formulation
Let us now discuss UG in the minimal formulation. We impose h = 0 at the classical level,
before defining the functional integral. Then we have to gauge fix SDiff , which is generated by
vector fields satisfying
∇¯µǫµ = 0 . (3.19)
In order to define a suitable gauge-fixing for these transformations, let
Lµν = ∇¯µ 1∇¯2 ∇¯ν ; T
µ
ν = δ
µ
ν − Lµν (3.20)
10
be the longitudinal and transverse projectors defined relative to the background metric. We
choose our gauge-fixing function as 6
Fµ = Tµν∇¯ρhρν = −
(
∆L1 −
2R¯
d
)
ξµ . (3.21)
We can follow the standard Faddeev-Popov procedure by inserting in the functional integral
the formal expression
1 =
∫
(dǫT )Ψ(hǫ
T
, g¯)δ(Fν(h
ǫT , g¯)) . (3.22)
Passing to York variables and recalling that δǫT ξν = ǫ
T
ν , the evaluation of this expression leads
to Ψ = Det
(
∆L1 − 2R¯d
)
. As usual the delta function can be exponentiated as the gauge-fixing
term
SGF =
ZN
2α
∫
ddxωFµT
µνFν =
ZN
2α
∫
ddxω ξµ
(
−∇¯2 − R¯
d
)2
ξµ , (3.23)
while the Faddeev-Popov determinant Ψ is exponentiated as the ghost action
Sgh =
∫
ddxω C¯Tµ
(
−∇¯2 − R¯
d
)
CµT , (3.24)
where ghost and antighost fields are transverse vectors.
In the linearized Hilbert action, due to h = 0, we can replace s by ∆L0σ. The integration over
σ thus yields det∆L
−1
0 Det
(
∆L0 − R¯d−1
)
−1/2
. Finally we have to take into account the Jacobian
(3.3). The determinants work out as in GR, except that one scalar determinant coming from
the integration over σ remains uncanceled because of the absence of the scalar ghost. Collecting
all the determinants, the partition function of unimodular gravity is
ZUG =
(∫
(dǫT )
)
e−S(g¯)
Det1
(
∆L1 − 2R¯d
)1/2
Det2
(
∆L2 − 2R¯d
)1/2
Det∆L
1/2
0
. (3.25)
It would be tempting at this point to interpret the first term on the r.h.s. as the volume of
SDiff and to drop it from the partition function. One would then conclude that the partition
function of UG differs from that of GR by a scalar determinant. This, however, cannot be
correct. It would mean that there is an additional scalar physical degree of freedom, in contrast
to the result of the Hamiltonian analysis (2.45).
The key to a correct definition of the path integral is the requirement that the volume of the
gauge group, that one factors and discards, has to be independent of the metric. At the formal
level of this discussion, all integrals over differentially unconstrained fields such as
∫
(dǫ) are
metric-independent. Since the definition of a transverse vector depends on the metric, the inte-
gral
∫
(dǫT ) cannot be treated as a metric-independent constant. This suggests that the measure
of the group SDiff must contain some determinant. After all, we note that already the volume
of Diff , when written in terms of the transverse and longitudinal gauge parameters,contains a
determinant. In fact from (3.5) we find that
(dǫ) = (dǫT )(dφ)Det∆L
1/2
0 . (3.26)
6It may be better to have a local gauge-fixing condition. This can be achieved by inserting a power of ∆L1 in
the gauge fixing term (3.23) below, see [11]. Ultimately the additional determinant is canceled by a Nielsen-kallosh
ghost term, so that the final result is the same. In order to minimize the number of determinants we stick to a
non-local gauge fixing term.
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One could define the volume of SDiff as the integral
∫
(dǫ) with a delta function δ(∇µǫµ).7 Using
(3.26) and ∇µǫµ = −∆L0φ, we find that integrating a function that is independent of φ∫
(dǫ)δ(∇µǫµ) =
∫
(dǫT )(dφ)Det∆L
1/2
0 δ(∆L0φ)
=
∫
(dǫT )(dφ)Det∆L
−1/2
0 δ(φ) =
∫
(dǫT )Det∆L
−1/2
0 . (3.27)
This is the correct result, but from this argument the metric-independence is not evident. To
this end, we proceed as follows. We note that the gauge parameters ǫT and φ are the coordinates
in the subgroup SDiff and in the quotient space Q = Diff /SDiff , respectively. This quotient
space can be identified with the space of volume-forms. Therefore we demand that the measure
on the quotient space agrees with the measure on the volume forms. An infinitesimal change of
volume form is a trace deformation of the metric. Thus the measure on volume-forms is (dh)
and VQ =
∫
(dh). Equation (3.5) implies that
(dh) = (dφ)Det∆L0 .
We can thus split (3.26) as follows
VDiff =
∫
(dǫ) =
∫
(dǫT ) det∆L
−1/2
0
∫
(dφ) det∆L0 = VSDiff VQ ,
where
VSDiff =
∫
(dǫT )Det∆L
−1/2
0 . (3.28)
Now VSDiff is seen to be the ratio of VDiff and VQ, both of which are integrals over unconstrained
variables and hence metric-independent. Thus this definition of VSDiff is metric-independent.
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This is also the expected result, because with this measure we can rewrite (3.25) as
ZUG = VSDiff e
−S(g¯)
Det1
(
∆L1 − 2R¯d
)1/2
Det2
(
∆L2 − 2R¯d
)1/2 . (3.29)
Apart from the volume of the gauge group, that we can now drop, the result is identical to the
partition function for GR.
3.3 One-loop UG with Weyl invariance
We now consider the form (1.7) for the UG action. The quantum field is now the unrestricted
metric γµν and in the background field expansion we have the option of using either the expo-
nential or the more traditional linear splitting. Let us discuss first the case of the exponential
parametrization. Since the trace and tracefree parts of the fluctuation hµν commute, we can
write
γµν = e
1
d
hg˜µν , g˜µν = g¯µρ
(
exp(hT )
)ρ
ν (3.30)
where hT is a traceless matrix and h is a function. The determinant of the metric γµν is
det γ = eh det g˜ = eh det g¯ = ehω2 . (3.31)
7We thank D. Benedetti for this remark.
8At this point one may wonder whether in (3.22) we should also have inserted det∆L
−1/2
0
. This would have
led to a factor det∆L
1/2
0
in Ψ, and these two determinants would cancel out in the path integral.
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Then,
|γ|−1∇|γ| = ∇h+ 2ω−1∇ω
and the integrand of (1.7) becomes:
ωe
1
d
h
[
R[γ] + (d− 1)(d − 2)(∂ 1
2d
h)2
]
= ωR[g˜]
so that
S(γ) = ZN
∫
ddxωR[g˜] . (3.32)
It is now clear that in the expansion of the action (1.7) the trace h cancels completely, and the
rest is exactly as the expansion of the action (1.3). Without any further calculation, we conclude
that the effective action is the same.
In linear parametrization, a more detailed calculation is required. Writing
γµν = g¯µν + hµν (3.33)
the Hessian of (1.7) is [14]
S = ZN
∫
ddx
√
|g¯|
{
1
4
hµν∇¯2hµν − 1
2
hµν∇¯µ∇¯ρhρν + 1
d
h∇¯µ∇¯νhµν − d+ 2
4d2
h∇¯2h
+
1
2
hµνR¯
µρνσhρσ +
1
2
hµνR¯
µρhρ
ν − 1
d
hR¯ρσhρσ − 1
2d
(
hµνh
µν − 1
d
h2
)
R¯
}
. (3.34)
For Euclidean signature, assuming an Einstein background and rewriting in terms of the
Lichnerowicz Laplacians
S=ZN
∫
ddx
√
g¯
[
1
4
hµν∆¯2h
µν− 1
2
∇¯µhµν∇¯ρhρν− 1
d
h∇¯µ∇¯νhµν− d+ 2
4d2
h∆¯0h− 1
2d
R¯
(
h2µν −
1
d
h2
)]
(3.35)
This Hessian has a kernel consisting of infinitesimal diffeos and infinitesimal Weyl transforma-
tions. We can then fix the gauge h = 0 for the Weyl group. This leaves no ghosts, because
h transforms by a shift. Using the York decomposition for the remaining traceless fluctuation
leads back exactly to (3.9). For SDiff we can fix the same gauge as in section 2.1, so that the
result for the effective action is again the same.
3.4 Four dimensions
The effective action is related to the partition function by Z(g¯) = e−Γ(g¯). Neglecting field-
independent terms, we find indifferently from (3.18) or (3.29):
Γ(g¯) = S(g¯) +
1
2
log Det
(
∆L2 − 2R¯
d
)
− 1
2
logDet
(
∆L1 − 2R¯
d
)
. (3.36)
The divergent part of the effective action can be computed by standard heat kernel methods
[23]. On an Einstein background in four dimension the logarithmically divergent part is
Γlog(g¯) = − 1
2(4π)2
∫
d4x
√
g¯ log
(
k2
µ2
)(
53
45
R¯µνρσR¯
µνρσ − 29
40
R2
)
, (3.37)
where k stands for a cutoff and we introduced a reference mass scale µ. Replacing R→ 4Λ this
agrees with the classic result of [24].
The result is independent of the gauge-fixing parameters α and β as expected in view of the
fact that the Einstein condition is enough to put the background metric on shell.
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4 Discussion
UG and GR are known to be almost identical at the classical level. Besides the equations
of motion, this has been seen also in the tree-level amplitudes [25, 26]. The question is then
whether this persists when loop effects are taken into account. In this paper we provide further
evidence for the equivalence of the two theories. The main subtlety arises in the definition of
the path integral for UG. Since this is tied closely to implementing the proper count of degrees
of freedom, let us review quickly how this works, starting from the classical theory.
In GR, as in Yang-Mils theory, the number of physical degrees of freedom is equal to the
number of fields minus twice the number of gauge parameters (“the gauge strikes twice”). For
example, in four-dimensional gravity we have 10 fields hµν and four gauge parameters (the
components of a vector field ǫ) yielding two propagating degrees of freedom. In UG we have
nine components for hµν (which is tracefree) and three gauge parameters (the components of a
transverse vector field ǫT ) so the general rule would seem to give three propagating degrees of
freedom. The general rule does not apply in this case because the gauge parameter is subject
to the differential constraint (3.19).
For a correct counting it is best to go back to the Hamiltonian formulation. GR has 10
Lagrangian variables and 4 Lagrangian gauge parameters, equivalently 20 Hamiltonian variables
and 8 first class constraints (i.e. 8 gauge parameters). Each of these removes two Hamiltonian
variables: one is removed by the constraint itself and one by the corresponding gauge condition.
Thus one is left with 20 − 2 × 8 = 4 canonical variables, corresponding to the 2 physical
polarization states of the graviton. In UG there are 9 fields and 3 Lagrangian gauge parameters,
giving rise to 6 constraints, but there is also a “tertiary” constraint bringing the number of
first class constraints to 7. With 18 Hamiltonian variables and 7 first class constraints, we have
again 18− 2× 7 = 4 physical canonical variables. Using “unitary” gauges, all this can be easily
implemented in the Hamiltonian path integrals, showing that they are the same for GR and
UG. The price one has to pay for this simple count is the lack of explicit covariance.
In the classical Lagrangian formulation of UG, when we use York variables, the gauge con-
dition (3.21) removes ξµ and there seems to be a leftover unphysical scalar degree of freedom σ.
However, among the generators of SDiff , there is a subclass that is generated by vector fields
that are, so to speak, “simultaneously longitudinal and transverse”: these are the vector fields
of the form ǫµ = ∇µφ with ∆L0φ = 0.9 The scalar σ transforms by a shift and when it is on
shell it can be removed by such a transformation, restoring the correct counting.10
In the path integral this issue manifests itself as a nontrivial scalar determinant left over
by the integration on the field σ (see the denominator of (3.25)). We have shown that this
determinant is part of the measure on the group SDiff and therefore does not appear in the
“physical” terms in the final formula for the partition function.
We have framed this discussion in the context of a one-loop definition of the path integral.
However, the main point concerned the definition of the path integral measure. Insofar as
the path integrals embody all quantum effects, they are the same for GR and UG. This is in
accordance with the conclusions of [9, 7] for the perturbative expansion, and [8] for the fully
diffeomorphism-invariant version of UG. Our results also agree with the result of [6] that the
effective action of UG is still a functional of an unimodular metric. One could try to make a
9These transformations are analogous to the residual gauge transformation satisfying ∂2ǫµ = 0, when one
imposes the de Donder condition.
10We note that the count of degrees of freedom has to be done in Lorentzian signature, where the kernel of
∆L0 is an infinite-dimensional space, parametrized by all the fields φ on an initial spacelike hypersurface. On a
compact Euclidean manifold without boundary the kernel of ∆L0 consists only of the constants.
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non-perturbative statement by using the functional renormalization group equations.11
The preceding discussion was entirely in the context of the “minimal” formulation based on
the exponential parametrization, where GR is the quantum theory of a symmetric tensor and
UG is the quantum theory of a traceless symmetric tensor. We have shown that the equivalence
also holds in the formulation in which the metric is unconstrained but there is an additional
Weyl symmetry. In this formulation, a scalar degree of freedom is removed by imposing a Weyl
gauge condition and the equivalence between UG and GR at the quantum level hinges on the
absence of Weyl anomalies. In this connection we observe that if we define a scalar field
φ2 =
ω2/d
|γ|1/d
then equation (1.7) becomes the usual action for a conformally coupled scalar. The absence of
Weyl anomalies in such theories has been proven in [31, 32], see also [33, 34].
With regards to the question left open in [20], whether the limit m → −1/d is continuous,
we find that the answer is positive.
Concerning the problem of the cosmological constant, the classical conclusion that vacuum
energy does not gravitate extends to the quantum theory. As already noted in [6], this follows
from the fact that the effective action will also be “unimodular”, so that the cosmological term
appears in the equations as an arbitrary integration constant. This holds independently whether
the quantum theory is viewed merely as an effective field theory or has an UV completion as in
asymptotic safety. The quantum treatment would be relevant even if it turned out that gravity
is “emergent” [30]. A unimodular effective action eliminates the “prediction” that spacetime
should have Planckian curvature, but it does not explain why it has the observed value, if we
assume that the observed cosmic acceleration is due to a cosmological term.
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