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Abstract
This paper presents an efficient approach for the evaluation of multi-parametric mixed integer
quadratic programming (mp-MIQP) solutions, occurring for instance in control problems involving
discrete time hybrid systems with quadratic cost. Traditionally, the online evaluation requires a se-
quential comparison of piecewise quadratic value functions. As the main contribution, we introduce
a lifted parameter space in which the piecewise quadratic value functions become piecewise affine
and can be merged to a single value function defined over a single polyhedral partition without any
overlaps. This enables efficient point location approaches using a single binary search tree. Numerical
experiments include a power electronics application and demonstrate an online speedup up to an order
of magnitude. We also show how the achievable online evaluation time can be traded off against the
offline computational time.
Index Terms
Explicit MPC; Control of discrete time hybrid systems; Control of constrained systems
I. INTRODUCTION
A. Background and motivation
The main motivation for this work is control of discrete-time hybrid systems [1], [2], [3] using
Model Predictive Control (MPC) with quadratic cost [4], [5]. The paper considers the parametric
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2solution to the MPC problem, where the optimal control is computed offline for a set of initial
states to reduce the online computational effort [6], [7], [8]. For hybrid systems with quadratic
cost, the offline computation then requires to solve a multi-parametric Mixed Integer Quadratic
Programming (mp-MIQP) problem [9]. Solutions to mp-MIQPs have been proposed based on
the solution of Mixed Integer Nonlinear Programming problems [10], on the enumeration of all
switching sequences [9], on dynamic programming [11], and on parametric branch and bound
[12].
For efficient evaluation, a parametric solution needs to be stored in a suitable data structure.
The evaluation approaches in [13], [14], [15] are focused on solutions with non-overlapping
polyhedral partitions, which can be computed for mp-LP, mp-QP or mp-MILP problems [16].
This covers the MPC problem classes of linear system with linear or quadratic cost and hybrid
systems with linear cost. Efficient data structures for mp-MIQP problems, occurring for hybrid
systems with quadratic cost, is the main topic of this paper and a more or less unexplored
field. The reason is that the solution is a pointwise minimizer of intersecting piecewise quadratic
functions on overlapping polyhedral partitions. Therefore, the boundary between optimal regions
is not only defined by hyperplanes but also, in general, by quadratic surfaces. The approach in
[17], [18] can be used with arbitrary functions defined on overlapping polyhedral partitions, but
requires an online sequential search to compare all of the potentially many overlapping value
functions defined for the given parameter vector.
B. Contributions
The evaluation of mp-MIQP solutions defined over multiple overlapping polyhedral partitions
is traditionally performed in two steps [9]. First, for each partition, the region containing the
parameter vector is determined using a binary search tree [13]. Then, the optimal partition is
determined using a sequential comparison of the value functions associated with the selected
regions.
The main contribution in this paper is to show how mp-MIQP solutions can be lifted and
then merged to an equivalent piecewise affine function defined over a single polyhedral par-
tition without overlaps. This has a direct impact on the online evaluation time, which can be
significantly reduced using a single search tree eliminating the need for the additional sequential
search.
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3The reason for the significant reduction of the evaluation time is that the complexity of a
search tree evaluation depends logarithmically on the number of regions in the partition. As
a result, the evaluation of a single larger search tree for the merged partition requires fewer
operations than the evaluation of multiple search trees and the sequential function comparison
for the original partitions.
The merging of the lifted partitions can be performed with a standard method for mp-MILP
solutions [16]. Using the proposed lifting procedure, the method becomes available for any
mp-MIQP solution represented by piecewise quadratic functions over overlapping polyhedral
partitions. This means that the merging can immediately be combined with any of the above listed
solution methods for mp-MIQP problems, and also to suboptimal solutions as those computed
by the algorithm in [12].
A second contribution of this paper is a new partial merging algorithm. It enables a trade-off
between the online and offline complexity of the evaluation of both mp-MILP and mp-MIQP
solutions.
C. Paper organization
The remainder of the paper is organized as follows. Section II defines the evaluation problem
of mp-MIQP solutions. Section III introduces a lifting procedure and a reformulation of the
mp-MIQP solution which enables efficient online evaluation and is the main result of the paper.
Section IV presents the offline and online algorithm for the evaluation of mp-MIQP solutions
and their complexity. Section V introduces an algorithm that enables a trade-off between the
offline and online complexity for the evaluation of mp-MILP and mp-MIQP solutions. Section VI
applies the algorithms to three mp-MIQP examples, showing a reduction of the online evaluation
time up to an order of magnitude compared to the traditional evaluation approach. Section VII
concludes the paper.
II. EVALUATION PROBLEM FORMULATION
This section introduces the definitions used to characterize mp-MIQP solutions and states the
corresponding evaluation problem.
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4A. Definitions
Definition 1. A polyhedron P in Rn, is an intersection of a finite number of half-spaces, given
in inequality form with H ∈ Rm×n and K ∈ Rm as
P = {x ∈ Rn : Hx ≤ K} . (1)
Definition 2. Two polyhedra P1 and P2 in Rn are called overlapping when they have common
interior points, i.e.
∃ x ∈ Rn : H1x < K1 , H2x < K2 . (2)
Definition 3. A polyhedral set P in Rn is a finite collection P = {P1,P2, ...,PN} of |P| = N
polyhedra in Rn. The i’th polyhedron is referred to as P[i] = Pi.
Definition 4. A polyhedral partition P in Rn is a polyhedral set in Rn whose polyhedra are not
overlapping.
Definition 5. The index set IP(x) of a polyhedral set P with N elements in Rn, and a vector
x ∈ Rn is given by
IP(x) = {i ∈ {1, 2, ..., N} : x ∈ P[i]} . (3)
Definition 6. A set of quadratic functions J in Rn is a finite collection J = {J1(·), J2(·), ..., JN(·)},
Ji : Rn → R, Ji(x) = xTAix+BTi x+ Ci , (4)
with Ai = ATi ∈ Rn×n, Bi ∈ Rn and Ci ∈ R. The i’th quadratic function of J is referred to as
J[i](·) = Ji(·). If all Ai are zero matrices, J is referred to as set of affine functions.
Definition 7. A piecewise quadratic function JP,J(·) in Rn over a polyhedral set P in Rn with
a set of quadratic functions J in Rn is a map
JP,J : Rn → R, JP,J(x) = min
i∈IP(x)
J[i](x) . (5)
If J is a set of affine functions, JP,J(·) is referred to as piecewise affine function.
B. Evaluation problem for mp-MIQP solutions
The definitions in Section II-A are used to characterize mp-MIQP solutions:
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5Lemma 1. The value function of an mp-MIQP problem can be represented as a piecewise
quadratic function. The value function of an mp-MILP problem can be represented as a piecewise
affine function.
Proof. See, for instance, [9]. The polyhedral set P then consists of multiple overlapping poly-
hedral partitions, each corresponding to a fixed value of the problem’s integer variables.
The evaluation problem of mp-MIQP solutions requires the solution to the minimization
problem in (5), which is a point location problem in combination with pairwise comparisons of
quadratic functions:
Definition 8. (PL-MIQP): Given a piecewise quadratic function JP,J(·) and a vector x in Rn,
determine an index i∗ ∈ IP(x) such that
∀i ∈ IP(x) : J[i∗](x) ≤ J[i](x) . (6)
If JP,J(·) is a piecewise affine function, the problem is referred to as (PL-MILP).
In words, among the polyhedra containing the vector, identify the one with the smallest
associated function value.
Remark 1. The solution of (PL-MIQP) allows to extract the mp-MIQP optimizer associated
with the optimal region index i∗ of the given parameter vector x. It also yields the evaluated
value function,
JP,J(x) = J[i∗](x) . (7)
III. LIFTING MP-MIQP SOLUTIONS
This section presents a lifting procedure for piecewise quadratic functions, which is the main
contribution of the paper. It shows that mp-MIQP value functions have an equivalent piecewise
affine representation, thereby enabling efficient evaluation schemes.
A. Motivation of the lifting procedure
The Multi Parametric Toolbox (MPT) [16] provides algorithms to construct data structures for
the efficient solution of problem (PL-MILP). For that case, the description of the piecewise affine
function JP,J(·) is merged to a function defined over a single polyhedral partition, enabling the
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6construction of a binary search tree [13] for fast online evaluation. These algorithms can however
not be directly applied to solve (PL-MIQP), the case with quadratic terms, since JP,J(·) is then a
non-convex piecewise quadratic function defined on regions that, in general, are partially defined
by quadratic boundary constraints.
It will now be shown how an mp-MIQP solution can be lifted to a piecewise affine formulation
in a higher dimensional parameter space. The lifted formulation after this transformation is shown
to be equivalent to the original formulation. Furthermore, the lifted formulation has the structure
of an mp-MILP solution, making the standard state-of-the-art methods designed for (PL-MILP)
problems available to (PL-MIQP) problems.
B. Definition of the lifting procedure
Definition 9. The lifting transformation L(·) of Rn, is defined as
L : Rn → Rl , l = n
2 + 3n
2
, (8)
L(x) = [x1, x2, ..., xn, x
2
1, x1x2, ..., x1xn,
x22, x2x3, ..., x2xn, ..., x
2
n]
T . (9)
Definition 10. Given a polyhedral set P in Rn, the lifted polyhedral set Pl = LP(P) in Rl,
l = (n2 + 3n)/2, is defined as
∀i ∈ {1, ..., |P|} : Pl[i] =
{
y ∈ Rl : [Hi,0]y ≤ Ki
}
(10)
where (Hi, Ki) are the matrices defining
P[i] = {x ∈ Rn : Hix ≤ Ki} (11)
and 0 denotes the zero matrix of appropriate dimensions.
Remark 2. Through the lifting, the polyhedra P[i] are extended along the dimensions of the
lifted space corresponding to the bilinear terms in (9). The lifting of the polyhedra does not add
constraints or change the structure of their projection on the original n dimensions.
Definition 11. Given a set of quadratic functions J in Rn, the lifted set of affine functions
Jl = LJ(J) in Rl, l = (n2 + 3n)/2, is defined as
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7∀i ∈ {1, ..., |J|} : Jl[i] : Rl → R , Jl[i](y) = DTi y + Ei , (12)
where
Di = [Bi,1, Bi,2, ..., Bi,n, Ai,11, 2Ai,12, ..., 2Ai,1n,
Ai,22, 2Ai,23, ..., 2Ai,2n, ..., Ai,nn]
T , (13)
Ei = Ci , (14)
are the rearranged parameters of the quadratic functions J[i](x) = xTAix+BTi x+ Ci.
C. Properties of lifted mp-MIQP solutions
The following results show the equivalence of piecewise quadratic functions and the corre-
sponding lifted piecewise affine functions.
Lemma 2. Given a polyhedral set P in Rn, the lifting transformation L(·), and the lifted
polyhedral set Pl = LP(P), it holds that
∀x ∈ Rn : IP(x) = IPl(L(x)) . (15)
Proof.
∀x ∈ Rn, ∀i ∈{1, ..., |P|} :
i ∈ IP(x)↔ x ∈ P[i]↔ Hix ≤ Ki
↔ [Hi,0][xT , x21, x1x2, ..., x2n]T ≤ Ki
↔ L(x) ∈ Pl[i]
↔ i ∈ IPl(L(x))
Lemma 3. Given a set of quadratic functions J in Rn, the lifting transformation L(·), and the
lifted set of affine functions Jl = LJ(J), it holds that
∀x ∈ Rn, ∀i ∈ {1, ..., |J|} : J[i](x) = Jl[i](L(x)) . (16)
August 13, 2018 DRAFT
8Proof.
∀x ∈ Rn, ∀i ∈ {1, ..., |P|} :
J[i](x) = xTAix+BTi x+ Ci
= Bi,1x1 + ...+Bi,nxn
+ Ai,11x
2
1 + 2Ai,12x1x2 + ...+ 2Ai,1nx1xn
+ Ai,22x
2
2 + 2Ai,23x2x3 + ...+ 2Ai,2nx2xn
+ ...+ Ai,nnx
2
n + Ci
= DTi L(x) + Ei
= Jl[i](L(x))
Theorem 1. Given a piecewise quadratic function JP,J(·) in Rn, a lifting transformation L(·)
and the lifted sets Pl = LP(P) and Jl = LJ(J), the piecewise affine function JPl,Jl(·) satisfies
∀x ∈ Rn : JP,J(x) = JPl,Jl(L(x)) . (17)
Proof.
∀x ∈ Rn : JP,J(x) = min
i∈IP(x)
J[i](x)
(Lemma 2)
= min
i∈IPl (L(x))
J[i](x)
(Lemma 3)
= min
i∈IPl (L(x))
Jl[i](L(x))
= JPl,Jl(L(x)) .
Remark 3. The construction of the lifted piecewise affine function JPl,Jl(·) is computationally
inexpensive. Both the polyhedral set Pl and the set of affine functions Jl require only a
rearrangement of the data representing the original piecewise quadratic function JP,J(·).
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9Remark 4. Since Theorem 1 states that value functions of mp-MIQP problems can be represented
as equivalent piecewise affine functions JPl,Jl(·), algorithms for efficient evaluation of mp-MILP
solutions, such as [16], [13], can now be directly applied.
IV. EVALUATION OF MP-MIQP SOLUTIONS
The proposed offline procedure to prepare the evaluation of mp-MIQP solutions, stated as
problem (PL-MIQP) in Definition 8, is summarized as Algorithm 1. All lines of Algorithm 1 use
existing algorithms available in the Multi-Parametric Toolbox [16] in MATLAB, except for the
lifting operation in line two. The algorithms and their complexity are discussed in the following
four subsections. Subsection IV-E then discusses the online evaluation and its complexity.
Algorithm 1 PREPAREEVALUATION(P, J)
Require: set of polyhedral partitions P, set of quadratic functions J
Ensure: binary search tree T
1: (Pr, Jr)← REDUCE(P, J)
2: (Pl, Jl)← (LP(Pr),LJ(Jr))
3: (P , Jm)← MERGE(Pl, Jl)
4: T ← TREE(P)
A. Overlap reduction
A piecewise quadratic function JP,J(·) in Rn may contain regions P[i] whose associated
quadratic function value J[i](x) is never minimizing the expression in (5) for any vector x ∈ P[i].
These regions can be identified and removed using the algorithm in [19], denoted by REDUCE
in the first line of Algorithm 1. For N initial polyhedra in P, REDUCE solves up to N2 indefinite
quadratic programs with n variables to identify the reduced polyhedral set Pr and the associated
quadratic functions Jr. The complexity can be reduced using several heuristics. Since line three
of Algorithm 1 also removes redundant regions, the application of REDUCE could be omitted
but serves as a preprocessing step to improve performance.
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B. Lifting
The second line of Algorithm 1 applies the lifting operation to the |Pr| polyhedra and quadratic
functions of (Pr, Jr), as defined in Definitions 10 and 11. As pointed out in Remark 3, this is a
formal rearrangement of the internal data representation and requires no additional computations.
C. Merging
The third line of Algorithm 1 removes the region overlaps of the piecewise affine function
JPl,Jl(·) in Rl, defined by the lifted polyhedral set and the set of affine functions (Pl, Jl). The
algorithm MERGE is shown as pseudocode in Algorithm 2, based on the implementation in
[16]. It provides a single polyhedral partition P and a set of affine functions Jm, defining the
equivalent piecewise affine function JP,Jm(·) in Rl. Since the regions of P do not overlap, a
function value comparison is no longer necessary and the original (PL-MIQP) reduces to a pure
point location problem in the partition P .
Essentially, Algorithm 2 loops through all polyhedra P[i] and collects a polyhedral set Q,
covering the subset of P[i] where the function J[i](·) is not the minimizer of all overlapping
functions in J. Consequently the set difference D = P[i] \ Q is the portion of P[i] where the
function J[i](·) is the minimizer of all overlapping functions in J.
The construction of Q inside the two for-loops requires less than |P|2 feasibility checks of
polyhedra. The central and most expensive part of Algorithm 2 is the set difference operation
REGIONDIFF, called |P| times in line ten. A pessimistic upper bound on the number of LPs
solved by REGIONDIFF is given in [20]. The bound is exponential in the dimension of Q, with
the total number of constraints of all polyhedra as base.
The lifting of mp-MIQP solutions to Rl, as in Definition 9, practically squares the problem
dimension compared to mp-MILP solutions in the original parameter space Rn. The exponential
bound on the number of LPs solved by REGIONDIFF suggests that merging lifted mp-MIQP
solutions is much more expensive than merging mp-MILP solutions with a similar polyhedral
structure. However, numerical experiments indicate that the total complexity of Algorithm 2 with
affine or lifted quadratic functions is similar. The reason is that in the case with lifted quadratic
functions, only very few constraints of Q, originating from the |Q| function differences in line
five of Algorithm 2, actually spread along the bilinear dimensions. In other words, because of
the special structure of the lifting procedure, only a small amount of additional complexity is
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Algorithm 2 MERGE(P, J), [16]
Require: polyhedral set P, set of affine functions J
Ensure: polyhedral partition P ,
set of affine functions Jm
1: P ← ∅, Jm ← ∅
2: for i ∈ {1, ..., |P|} do
3: Q← ∅
4: for j ∈ {1, ..., |P|}, j 6= i do
5: Q← {x ∈ (P[i] ∩ P[j]) : J[i](x) ≥ J[j](x)}
6: if Q 6= ∅ then
7: Q← [Q,Q]
8: end if
9: end for
10: D ← REGIONDIFF(P[i],Q)
11: if D 6= ∅ then
12: P ← [P ,D]
13: for k ∈ {1, ..., |D|} do
14: Jm ← [Jm, J[i](·)]
15: end for
16: end if
17: end for
introduced to MERGE when applied to a lifted problem (PL-MIQP) compared to a problem
(PL-MILP) with the same underlying polyhedral set.
D. Search tree construction
After the merging, the solution of a problem (PL-MIQP) reduces to a point location in a single
polyhedral partition P . An efficient solution is the construction of a binary search tree, denoted
by TREE in line four of Algorithm 1.
An algorithm to construct a binary tree using the polyhedra’s hyperplanes as decision criteria
is given in [13]. The method uses heuristics to obtain a balanced tree. A central part of the
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algorithm is the preprocessing step that determines the relative position of every polyhedron and
each of the nh hyperplanes of the partition, solving up to 2nh|P| LPs. Constructing a tree that
is guaranteed to have minimum depth might require the solution of an MILP with up to 2|P|
binary variables for each node of the tree [21]. The method can also be generalized to trees with
more than two children [22], which are particularly suitable for an implementation with multiple
processors.
Neither nh nor |P| are directly increased through the additional dimensions from the lifting.
In other words, only little additional complexity is introduced to TREE when solving a lifted
problem (PL-MIQP) instead of a problem (PL-MILP) with a similar underlying polyhedral set.
E. Online evaluation
After the preparation with Algorithm 1, the solution of a problem (PL-MIQP) with a polyhedral
set P, a set of quadratic functions J and a vector x in Rn reduces to the evaluation of the binary
tree T . The evaluation is a sequence of vector multiplications [13] that needs to be applied to
the lifted vector y = L(x), defined in (8). It is denoted by
i∗ ← EVALUATETREE(T , y) (18)
and returns the index of the optimal region P[i∗]. For mp-MIQP solutions, each region has an
associated control law that can now be extracted. A balanced binary tree can execute point
location queries in log2(|P|) tree node decisions, where P is denoting the polyhedral partition
after the merging [13].
It is of interest how the online evaluation complexity of mp-MIQP solutions compares with
and without the preparation through the lifting and merging procedure in Algorithm 1. While
Section VI shows a numerical assessment with concrete examples, a basic comparison is obtained
as follows. Consider a piecewise quadratic function JP,J(·) in Rn defined over npart partitions,
with the same number of m polyhedra in each partition. Without Algorithm 1, each of the npart
partitions is evaluated with a separate search tree [9]. The total number of online operations for
the tree evaluations then is
Nops,no merging = npart ·K1 · log2(m) , (19)
where K1, the number of arithmetic operations per tree node decision, grows linearly with the
problem dimension n. Additionally, npart operations are required to find the optimal partition.
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In comparison, using Algorithm 1, the fully merged partition P is evaluated with a single tree,
requiring
Nops,merging = K2 · log2(|P|) (20)
operations. The factor K2 is slightly larger than K1, depending on the ratio of tree decisions
involving the lifted dimensions, n+ 1 to l. It follows that a reduction of the online complexity
through the lifting and merging is given whenever
Nops,merging < Nops,no merging , (21)
↔ |P| < m
K1·npart
K2 ≈ mnpart . (22)
For mp-MIQP solutions to practical problem instances, one often obtains |P|  mnpart , leading to
a significant improvement of the evaluation time when using the lifting and merging procedure.
This is also confirmed by the examples in Section VI.
V. PARTIAL MERGING OF MP-MIQP SOLUTIONS
This section presents a modification of lines three and four in Algorithm 1 that allows to
choose a trade-off between offline and online complexity. It can be used for both mp-MIQP and
mp-MILP solutions.
A. Pairwise partition merging
If the offline preparation using Algorithm 1 can not be completed within the available offline
computational time, it is still possible to improve the online evaluation time by partially merging
the solution’s partitions. To define the partial merging algorithm, the partition structure of
mp-MIQP solutions is characterized using the following additional definitions. In words, each
polyhedron of the polyhedral set P is assigned to one of the partitions of the mp-MIQP solution.
Definition 12. A partition index I for npart partitions, associated with a polyhedral set of N
elements, is given by
I = {s1, s2, ..., sN}, si ∈ {1, 2, ..., npart} . (23)
Definition 13. The index set of the k’th polyhedral partition for a partition index I with N
elements is given by
II(k) = {i ∈ {1, 2, ..., N} : I[i] = k} . (24)
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Definition 14. The elements of a polyhedral set P and a set of functions J corresponding to an
index I = {i1, i2, ...} are denoted by P[I] = {P[i1],P[i2], ...} and J[I] = {J[i1](·), J[i2](·), ...}.
The partial merging algorithm MERGEPAIRWISE is given in Algorithm 3 and replaces line
three in Algorithm 1. It runs nm iterations, each of which merges pairs of polyhedral partitions,
using MERGE, as defined in Algorithm 2. The associated affine function set J can originate
directly from an mp-MILP solution or from a lifted mp-MIQP solution. Line nine then assigns
the number of the merged partition, k, to all elements of the corresponding new partition index.
The complexity of each function call of MERGE depends on the number of polyhedral constraints
of its argument and grows with the number of iterations nm, which can therefore be used to
select the offline complexity of Algorithm 3.
The selection of the pairing through the partition index in line six of Algorithm 3 is arbitrary.
It can be adjusted to consider generalized polyhedral subsets, as long as they cover the full
polyhedral set P. A greedy heuristic to obtain a small polyhedral set Pm is to execute MERGE-
PAIRWISE repeatedly with different permutations of the partition index I, keeping the one that
yields the smallest |Pm|.
After the partial merging of the partitions, the tree construction in line four of Algorithm 1 must
be performed for each one of the remaining partitions. The corresponding algorithm MULTITREE
is defined in Algorithm 4.
B. Online evaluation
For partially merged mp-MIQP solutions, the optimal region is analogously to the traditional
look-up methods determined using a standard two step procedure [9], which is denoted by
EVALUATEMULTITREES and shown as pseudocode in Algorithm 5. After first evaluating the
binary trees in line five of Algorithm 5, the corresponding value function values are compared
to determine the index of the optimal region. If the evaluation of the nt = |T| trees requires
Nops,i scalar operations for the i’th tree, a total of
Nops = (l + 1)nt +
nt∑
i=1
Nops,i (25)
operations are required for the online evaluation of the mp-MIQP solution. This includes ad-
ditions, multiplications and comparisons. The first term in (25) accounts for the value function
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Algorithm 3 MERGEPAIRWISE(P, J, I, nm)
Require: polyhedral set P, set of affine functions J, partition index I, number of merging
iterations nm
Ensure: polyhedral set Pm, set of affine functions Jm, reduced partition index Im
1: (Pm, Jm, Im)← (P, J, I)
2: while nm > 0 do
3: k ← 0
4: while k < max(Im)/2 do
5: k ← k + 1, Ik ← ∅
6: I ← [II(2k − 1), II(2k)]
7: (Pk, Jk)← MERGE(Pm[I], Jm[I])
8: for i ∈ {1, ..., |Pk|} do
9: Ik[i]← k
10: end for
11: end while
12: Pm ← [P1, ...,Pk]
13: Jm ← [J1, ..., Jk]
14: Im ← [I1, ..., Ik]
15: nm ← nm − 1
16: end while
Algorithm 4 MULTITREE(P, I)
Require: polyhedral set P, partition index I,
Ensure: set of search trees T,
1: for i ∈ {1, ...,max(I)} do
2: Ti ← TREE(P[II(i)])
3: end for
4: T = [T1, T2, ..., Tmax(I)]
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comparisons in line six of Algorithm 5 in the l-dimensional lifted space. The number Nops,i
is the maximum number of operations for a single execution of EVALUATETREE. It depends
logarithmically on the size of the polyhedral partition and corresponds to the term K1 · log2(m)
of the basic complexity estimate in (19).
Algorithm 5 EVALUATEMULTITREES(T, J, I, x)
Require: set of search trees T, set of functions J, partition index I, vector x
Ensure: optimal index (i∗, j∗)
1: y ← L(x)
2: J∗ ←∞
3: for i ∈ {1, ...,max(I)} do
4: Ji ← J[II[i]]
5: j ← EVALUATETREE(T[i], y)
6: if Ji[j](x) < J∗ then
7: J∗ ← Ji[j](x)
8: (i∗, j∗)← (i, j)
9: end if
10: end for
VI. NUMERICAL EXPERIMENTS
In this section, the proposed approach to evaluate mp-MIQP solutions is applied to three
example cases. First, a simple artificial problem illustrates Algorithm 1. Second, control of a
simple PWA system shows the potential reduction of online complexity. Finally, the algorithm is
applied to a recent approach for controlling DC-DC converters, showing the trade-off between
online and offline complexity in an industrially relevant application.
A. Illustrative 1D example
This section illustrates the steps of Algorithm 1 using an artificial 1D-example of two over-
lapping polyhedra P = {|x| ≤ 2, |x| ≤ 3} with corresponding intersecting quadratic functions
J = {x2 + 1, 2x2} , shown in Fig. 1. After the lifting operation in line two of Algorithm 1, the
polyhedra Pl and the functions Jl are defined over the space {x, x2}, but still intersect (Fig. 2).
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Fig. 1. Illustrative example: Two overlapping polyhedra P (bold lines) with corresponding intersecting quadratic functions J
(thin curves).
The MERGE operation in line three of Algorithm 1 then provides a single partition with no
overlaps and the corresponding piecewise affine function Jm (Fig. 3). It is now possible to build
a binary search tree for the merged partition.
B. 2D PWA Example
The PWA system given by equation (44) in [3] has two dynamic states, one input, two different
dynamics and box constraints on states and input. The system is controlled using a finite horizon
formulation with the penalty matrices
Q =
 1 0
0 1
 R = 1 . (26)
Fig. 4 shows the total number of online operations Nops, defined in (25), as a function of the
prediction horizon N . Lifting and merging the solution reduces Nops by more than an order of
magnitude. The factor increases with the prediction horizon. In particular, the evaluation of the
merged mp-MIQP solution with a prediction horizon N = 6 is still faster than the traditional
approach with N = 1. As shown in Table I, the merging operation increases the total number of
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Fig. 2. Illustrative example: The lifted functions Jl are affine.
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Fig. 3. Illustrative example: Functions Jm after merging.
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Fig. 4. 2D PWA system: Number of online operations Nops with different predictions horizons N , using traditional approach
(dashed) and Algorithm 1 (solid) .
polyhedra np, thereby also increasing the size of the resulting search tree. The number floating
point numbers stored in the search trees, nstore, determines the memory footprint of the control
law. For N = 6, the merging operation causes nstore to increase by a factor of six, compared to
the traditional approach without merging.
N 1 2 3 4 5 6
without merging
nt 4 8 14 22 32 48
np 12 47 100 168 221 322
nstore 24 174 360 666 813 1248
complete merging (nt = 1)
np 12 87 208 587 650 1560
nstore 33 366 780 2718 2487 7395
TABLE I
2D PWA SYSTEM: NUMBER OF PARTITIONS nt , NUMBER OF POLYHEDRA np , AND NUMBER OF FLOATING POINT VALUES
STORED IN THE TREE(S) nstore , FOR DIFFERENT PREDICTION HORIZONS N .
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C. 5D DC-DC converter example
A recent approach to the control of DC-DC converters [23] uses a mixed logical dynamical
system formulation to compute an explicit receding horizon control policy. The equivalent for-
mulation as PWA system has five states, one input, three different dynamics and box constraints
on states and inputs. In [23], the system has been controlled using a 1-norm stage cost ||Qx||1.
The control approach is applied to the same system formulation, only changing the cost functions
to the 2-norm stage cost xTQx+ uTRu with
Q = diag([4 0.1 0 0 0]) , R = 0.001 . (27)
In the lifted space, which has the dimension l = 20, it is now possible to merge the overlapping
partitions for an efficient implementation of the resulting control policy.
Fig. 5 shows the total number of online operations Nops defined in (25), as a function of the
number of merging iterations nm. For the shown cases, merging the solution in the lifted space
reduces Nops up to a factor of seven compared to the traditional approach without merging. The
factor increases with the prediction horizon N and the number of merging iterations nm. In
particular, the evaluation of the completely merged mp-MIQP solution with N = 4 is faster than
the traditional approach to evaluate a solution with N = 1.
The offline effort for a prediction horizon N = 4 and different number of merging iterations
nm is summarized in Table II. For the preparation of the evaluation using a single search tree,
a binary tree was constructed for a partition of 13821 20-dimensional polyhedra. The time of
the merging operation itself remained relatively small (about 15 minutes), compared to the time
of the tree construction (about 36 hours), both using a simple MATLAB implementation on a
single core machine. This also confirms that the lifting does not render the merging problem
intractable due to the increased number of dimensions.
VII. CONCLUSION
The evaluation of mp-MIQP solutions requires a comparison of potentially many overlapping
piecewise quadratic value functions defined on polyhedral sets. In this paper it is shown how
the quadratic functions and the associated polyhedra can be lifted to a higher dimensional
parameter space. It is shown that mp-MIQP solutions in this space have a representation as
polyhedral piecewise affine function without overlaps. For the online evaluation, this enables
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Fig. 5. DC-DC converter problem: Number of online operations Nops with nm merging recursions of Algorithm 3 for different
prediction horizons N .
nm 0 1 2 3 4 5
nt 31 16 8 4 2 1
np 105 104 111 267 1170 13821
nstore 546 702 954 2766 12690 138402
tmerge 0 1 2 10 51 906
ttree 8 17 32 99 810 130000
TABLE II
DC-DC CONVERTER PROBLEM WITH PREDICTION HORIZON N = 4: NUMBER OF PARTITIONS nt , NUMBER OF POLYHEDRA
np , NUMBER OF FLOATING POINT VALUES STORED IN THE TREE(S) nstore , OFFLINE TIME TO MERGE PARTITIONS tmerge
[seconds], OFFLINE TIME TO BUILD SEARCH TREES ttree [seconds], FOR DIFFERENT MERGING RECURSIONS nm .
the use of efficient data structures known from mp-MILP problems, including binary search
trees. Furthermore, an algorithm is presented that enables a trade-off between online and offline
computational complexity both for mp-MILP and mp-MIQP problems. The numerical examples
include a power electronics control problem of practical relevance. An online speedup up to an
order of magnitude is achieved.
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