ABSTRACT. This article contends that achieving trust and confidence in Internet systems is dependent on enhancing public perceptions that those who develop and manage Internet technologies are honest, capable, competent, and accountable. Drawing upon recent studies of the Internet and on decision-support technologies, first outlined are the principal dimensions of trust and confidence in Cybersystems, including the growing distance between citizens and technology institutions, the credibility of information disseminated by Cybersystems, and the potential risks attendant upon Cybersystem use. It is posited that trust and confidence are dependent on the ability of the Internet and other computer-based communication systems to satisfy salient user needs. Five needs are paramount: real time information availability; accurate and precise data and information; usability and usefulness of information platforms; easeof-use of communication systems; and access and accountability to users of Internet developers and data providers.
Introduction
A number of initiatives are taking place in the United States and other nations that are transforming computer networks into large Cyberspace communication systems which can permit users to share voice, video, text, and other forms of information. Some have suggested that these vast telecommunication networks herald the promise of a "computer-mediated" interchange between citizens and policy makers. This interchange, it is claimed, may transform various areas of public policy, including environmental policy, into community-based decision-making networks, enhancing the ability of ordinary citizens to influence the outcomes of political decisions (Information Infrastructure Task Force, 1993; Miller, 1996) . This vision of an idealized "electronic commons" becoming a fully-formed direct democracy, and taking on the attributes of a "virtual" political community, may be exaggerated. At the very least, this vision is premature (Information Infrastructure Task Force 1993; Steering Committee . . ., 1998) . Clearly, there are several preconditions that must be satisfied if this ideal is to be even partially fulfilled. These preconditions include: ensuring adequate economic resources to all users in order to permit greater network access regardless of income or social status; enhancing the education and literacy of potential users so they will actually derive benefits from Cybersystem use; and promoting greater user-friendliness in Internet technologies so that users will not be intimidated or discouraged from regular reliance upon them (Wilhelm, 1997; Hirschkop, 1997) .
This article contends that beyond these preconditions is an under-explored hurdle to Internet access, use, and acceptance: public trust and confidence in Cybersystems and in those responsible for their management. Achieving trust and confidence is dependent on enhancing public perceptions that those who develop and manage Internet technologies are honest, capable, competent, and accountable (Wilhelm, 1997; Steering Committee . . ., 1998; Schneider, 1998) .
Drawing upon recent studies of the Internet and on the use of decision-support technologies and "expert systems" in areas such as emergency preparedness, disaster management, geographic information platforms, and other environmentalrelated areas, this article proceeds along four lines. First, the principal dimensions of public trust and confidence in Cybersystems are outlined, including how to define and think about these concepts in the context of technology development and use. Then, impediments to trust and confidence such as the growing distance between citizens and technologies, the credibility of information disseminated by Cybersystems, and the potential risks attendant upon Cybersystem use are discussed.
Second, it is held that trust and confidence are largely dependent on the ability of the Internet and other computer-based communication systems to satisfy the most salient needs of users. While numerous studies have examined how access, use, and acceptance of Cyber-technologies are influenced by demographic factors and socioeconomic background (Dutton, Sweet and Rogers, 1989; Golding, 1997; Steering Committee . . ., 1998) , insufficient attention has been paid to the extent to which these technologies actually meet the needs of diverse network participants-and how meeting these needs is a key to achieving trust and confidence. Specifically, it is predicated that five user needs are paramount:
• Real time availability of information;
• accurate and precise data and information; • usability and usefulness of information platforms;
• ease-of-use of communication/computer systems; and • access and accountability of Internet developers and data providers to users.
The third section discusses how, despite the importance of all five of these needs, particular users place greater emphasis on some more than others, ranked according to their most pressing demands. This section argues that these pressing demands must be recognized, appreciated, and incorporated into Cybersystem design by Internet developers and managers in order for user trust and confidence to be achieved. Finally, the implications of various user-need interfaces in environmental policy are discussed and ways to enhance satisfaction in order to achieve sustainability are recommended.
Trust, Confidence, and the Internet
The development of partnerships comprising government agencies, non-governmental organizations, and others to utilize Internet technologies offers the promise of better encompassing the interests of diverse stakeholders in environmental policies. These partnerships may help protect future generations, who will benefit from present-day resource management decision-making, by making possible the rapid deployment of information resources. They also may assist in efforts to preserve or restore the integrity of natural systems in a given region. Finally, they may help empower interested and affected parties throughout society. In other words, such partnerships can help to further many of the basic objectives of sustainability. These objectives include fostering a set of relationships that are flexible, amendable, participatory, and fair in promoting the interests of the present generation without foregoing opportunities for future generations-not just economically Ostrom, 1990; Ostrom, Schroeder, and Wynne, 1993; Information Infrastructure Task Force, 1993; Miller, 1995) . In order to foster these objectives, however, more effective means must be provided to make possible broad access by citizens to, and understanding of, the benefits of the Internet. Contrary to widely held views, broadening access and understanding are not tasks that can be achieved merely by "simplifying" the Internet/user interface. This is because all technologies, no matter how user-friendly they may appear to be, have vastly different effects upon users due to differences in demographic background, values, and political and social attitudes (Hill and Hughes, 1998; Steering Committee . . ., 1998: 21) . Moreover, Internet technologies and the network of interconnections lacing them together are subject to a variety of economic, knowledge-based, occupational, legal, and institutional barriers or impediments to wide-scale use (Wilhelm, 1997 ; National Academy of Sciences, 1997; Miller, 1996; Hirschkop, 1997) . Figure 1 is an attempt to relate these five needs to four basic sets of environmental information users. While these cohorts of users are not exhaustive they are suggestive and range from various types of specialized users to members of the lay public.
Beyond these societal and demographic impediments, moreover, lies a more important hurdle: instilling, or in some cases, restoring, public trust and confidence in the Internet and other network communications technologies. Trust and confidence are essential if information is to be effectively disseminated through computer-mediated systems. Most importantly, both are keys to promoting widescale Internet use and to the emergence of a true "user democracy"-the aspiration of many Internet advocates.
Defining Trust and Confidence
Trust and confidence are defined as reciprocal expectations that certain needs will be met by different parties who rely upon one another, or who are otherwise dependent on one another. Trust and confidence are promoted by honest, transparent, and verifiable behavior and by propriety, competence, and the assurance that all parties to a reciprocal relationship will behave responsibly and accountably. The presence of these factors produces mutual regard and positive communication. In contrast, their absence generally results from, and generates, contention, conflict, and ill will (Lewis and Weigert, 1985) . At the societal level, trust and confidence are manifested in virtually all dependent social relationships-from the family to the workplace, schools, and government.
In the context of science and technology "trust" generally refers to the belief that a technology's managers possess integrity and will behave ethically, that is that they will be credible, believable, and morally accountable (Lewis and Weigert, 1985) . As regards so-called "computer-mediated" communication systems in general and Internet providers in particular (Wilhelm, 1997) , trust further connotes that resource providers have sound and pure motives (they only want to provide the best, most accurate information available) and that they are able to establish a rapport with users that demonstrates, on a continuing basis, that these objectives will be satisfied.
Some of the challenges facing the building of trust in Cyberspace systems-particularly those designed to influence global environmental affairs-are exemplified by the following analysis by Robert Keohane and Joseph S. Nye, Jr. on the dissemination of environmental information via the Internet by different types of global environmental organizations:
There are substantial opportunities for a flowering of issue advocacy networks and virtual communities, but the credibility of these networks is fragile. Greenpeace, for instance, imposed large costs on Royal Dutch Shell by criticizing its planned disposal of its Brentspar drilling rig in the North Sea, but Greenpeace itself lost credibility when it later had to admit the inaccuracy of some of its claims. Atmospheric scientists' findings about climate change have gained credibility, not just from the prestige of science but from the procedures developed in the Intergovernmental Panel on Climate Change for extensive and careful peer review . . . . The IPCC is an example of an information-legitimating institution whose major function is to give coherence and credibility to masses of information about climate change (Keohane and Nye, 1998: 92) .
Keohane and Nye point to two important trust-building qualities in Internetbased information systems relevant to the cases in their analysis and generalizable to other cases: (1) a means for independently demonstrating information veracity and accountability (such as a peer review process), and (2) a striving for objectivity, as opposed to political advocacy, through a procedurally fair and transparent information management process.
In contrast to trust, which is based on a perception by users of honesty on the part of developers and managers, "confidence" refers to the perception that persons responsible for some aspect of a technology are competent to manage it safely and effectively-and that they can also demonstrate an ability to do so on a regular basis (Lewis and Weigert, 1985) . In the context of computer-mediated systems, confidence connotes, among other things, the ability of systems developers and managers to provide a stable, predictable information system that protects privacy, is free from outages and disruptions, and is relatively invulnerable to sabotage or major threats to its security (Schneider, 1998) .
In recent years, public and user confidence has become an extremely important and highly visible political issue closely associated with such Cybersystem concerns as the so-called "Year 2000" or "Y2K" hazard, which centers around the fear that shortcuts employed in microchip design many years ago in order to conserve memory space may lead to massive shutdowns of computer systems on 1 January 2000. Confidence issues also surround more mundane, but no less onerous threats such as software or applications viruses, deliberate software and hardware sabotage, and the very real danger of computer lawbreaking through infiltration and disruption of computer systems by hackers (see Huggins, 1998; Schneider, 1998; Sterling, 1992) .
The close, virtually inseparable relationship between trust and confidence as qualities in Internet public acceptance is illustrated in the following analysis by Alexander Wilhelm in his characterization of the attributes necessary for a democratic, participatory, universally accessible Internet and the policies needed to bring it about:
A more just public policy would encompass a comprehensive approach to universal service, one that attempts to mitigate growing resource disparities . . .
[including] greater public access to advanced telecommunications tools-and, of course, the human-capital development on which such use would be predicatedin places . . . such as community centers (Wilhelm, 1997: 531) .
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Such a transference of resources and capacities to everyone represents, in Wilhelm's view, "steppingstones toward greater participation in computer-mediated political life" (ibid.). Wilhelm helps to clarify two important qualities important to Cybersystem confidence: (1) propriety-the view that an Internet system must be seen as a "service" providing reciprocal use benefits, and (2) a minimum level of dependability, defined in this context as "human-capital development" to ensure investment in system needs. While both are sensible claims, a broader view of what constitutes "resources" and "capabilities" must also include other factors that foster confidence, as well as trust, as discussed below.
Impediments to Trust and Confidence in Cybersystems
Trust and confidence in complex technologies are often impeded by social and political conditions found in the institutions charged with managing these technologies. While social scientists and political theorists have long studied and analyzed these conditions, few have applied their understanding of them to computers and Cyberspace issues. Traditionally, most discussions of trust and confidence in technology have focused on such issues as nuclear power, toxic and hazardous waste management, and biotechnology (see Drell, Metting, and Wuy, 1996; Rabe, 1994; Kraft, et al., 1987; Nelkin, 1981) .
Factors identified as contributing to distrust and lack of confidence include: (1) the increasing tendency for technological decisions to be made by select groups of experts not directly accountable to the general public (sometimes described as a growing distance between citizens and large-scale institutions in areas such as health, welfare, the environment, and quality of life); (2) the technical credibility of the information provided by these select groups of experts; and (3) the involuntary nature of the potential risks imposed by the technologies themselves (Kasperson, 1986; Barber, 1984; Mansbridge, 1983; Slovic, 1991) . The following is a brief discussion of the relevance of these issues to Cybersystems and the Internet.
Power, Accountability and the Internet. Because the Internet enables senders to target specific audiences, focus their attention, and coordinate political action, it is frequently described as a "narrowcasting," as opposed to "broadcasting," medium whose influence is more diffuse (Keohane and Nye, 1998) . These characteristics, it is claimed, allow audiences to become virtual political communities bound together by common interests, whose members can utilize the rapid communication facilitated by this network to exert a direct, powerful influence on political decisions (ibid. ; Miller, 1996; Information Infrastructure Task Force, 1993) . Despite these supposed positive attributes, however, the Internet remains a largely elite vehicle of communication, and one bound to established centers of economic, and in some cases political, power.
The reason for this is that the Internet is a resource-intensive political communication tool. As Wilhelm (1997) notes, the resource-intensive nature of political communication through the Internet contributes to an imbalance of power between technology managers and users that is consistent with patterns of power imbalance found in other technologies.
For example, access to the Internet is still largely affected by the potentially high costs of connection and by the corporate involvement of major entities in the development and dissemination of Web information. Moreover, access is, as a practical matter, limited by the concentration of essential or "antecedent" resources which 28 International Political Science Review 21(1) make the ability to use and benefit from the Internet possible. These antecedent resources include literacy and education, the affordability of both telecommunications access, and access to other related technologies (for example, phone, fax, cable, and satellite communication-particularly video-systems), and the training and skills necessary to master Internet use (Wilhelm, 1997: 520; Dutton, Sweet, and Rogers, 1989) . These issues of access and affordability subvert the sometimes idealized notion of the Internet as an "electronic commons" accessible to each and every citizen (Wilhelm, 1997: 519) . Trust and confidence in Internet technologies are affected by this disparity of resources in two ways. First, the propensity to own a computer, have modem access, and use a network is directly related to income, educational attainment, and social status (Wilhelm, 1997: 524-525) . Arguably, those who have access to these instruments have relatively more power than those who do not. Second, evidence from other areas where disproportionate access to information may be manifest, such as the management of information on environmental risks, suggests that those who control access to information also tend to control how problems are defined and, by implication, what solutions to these problems will be considered politically legitimate (Slovic, 1997: 39) .
If access, inclination to use, and acceptability of Internet technologies are, in fact, affected by disproportionate power, how can trust and confidence be established? Based on the experience of other technologies, the answer would appear to lie in developing mechanisms of accountability. Accountability is established by empowering users to participate in critical decisions over the management of a technology and by making managers responsible to users. This is particularly important in settings where technologies are perceived as managed by "experts" working in seclusion and isolation-and where the technologies themselves are viewed as critical to health, welfare, and the quality of life (Barber, 1984; Mansbridge, 1983) .
Recently, the reactions of many Internet users to the efforts by a new non-profit organization to develop an infrastructure to oversee key management functions of the Internet have brought this accountability issue to the fore. The Internet Corporation for Assigned Names and Numbers (ICANN) is an effort led by more than 150 business leaders, scholars, and computer experts from around the world to rationalize the system of Internet addressing and routing. Despite the rather prosaic nature of these tasks, considerable concern has been expressed by those who fear that once control over technical functions of the Internet is removed from the US government-which has overseen these functions until now-and placed in the hands of such a private group, network stability, allowable address "domains" and the number of firms permitted to be involved in maintaining Internet addresses will be decided by a "self-anointed" elite (Young, 1998) .
The concerns expressed by ICANN's critics are partly proprietary (some companies fear a loss of revenue if they are squeezed out of the Internet name business). Other concerns expressed by these critics are directly pertinent to accountability. These include ICANN's structure, which has been labeled "centralized . . . (and) fundamentally hostile to the spirit of the Internet," and the selection of ICANN's leadership board. The process of selection has been described as a "closed door" process that is impenetrable by outsiders. While these issues are likely to resist easy solution, as shall be seen, there are precedents for constructively addressing such challenges in the context of the Internet. These precedents have been developed for other complex technologies.
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Technical Credibility and Information Certainty. Technical credibility of electronicallydisseminated information refers to the perceived scientific soundness of such things as data collection and dissemination methodologies; data sources; and the soundness of models employed in analyzing and depicting Internet information. A lack of credibility may arise when information certainty is questioned, when there is disagreement among "experts" on its validity, and when the integrity of information sources is in doubt. The degree to which electronically-disseminated information is thought to be certain hinges upon a paradox of modern scientific communication: while the public and decision-makers generally trust and respect science and hold it in high esteem, they frequently misunderstand or fail to appreciate its methods, and the difficulty in generating, analyzing, and obtaining expert agreement about its usefulness.
As a general rule, environmental information is characterized by a significant element of uncertainty. If the conditions being displayed or analyzed on a computer network pertain to, say, exposure to contaminants or other threats, the risks of global environmental change, or measures or indicators of environmental health, then the information at hand is generally subject to a good deal of tentativeness, statistical error, and other sources of uncertainty. Too often, however, the public and many decision-makers tend to believe the opposite-especially if the information being provided to them is presented in a format, or by a process, that appears precise and simple.
Recently, the chief of communication and research for the division of health education and promotion in the Agency for Toxic Substances and Disease Registry (ATSDR) discussed this problem in the context of environmental risk:
Frequently, government agencies are faced with the dilemma of having to acknowledge and explain uncertainty to a public that perceives scientific findings as products of a process that is precise, repeatable, and reliable. Moreover, the public often sees correlation as being the same as causality. As a result, agencies are faced with the difficult task of trying to say what their scientific data mean, as well as explaining the data's limitations and uncertainties (Tinker, 1997: 34 ).
An important point here is that Web-based environmental information sites may rely on a number of sources of information whose validity or reliability is subject to uncertainty or whose results may be "abstractly" modeled as opposed to empirically demonstrated. This is especially likely to be the case in complex Geographic Information Systems (GIS), for example, where land-use projections, environmental exposure pathways via air or waterborne plumes, and risk assessment-dose-response model results are often displayed (USEPA, 1989; McClellan, 1995) .
Disagreements among experts is a more difficult, but no less common, challenge to Internet trust and confidence. Environmental policy experts frequently disagree over the validity of, for example, information on environmental or health problems or hazards and how they should be interpreted. Such disagreements may arise when there are differing perspectives on the extent to which the scientific information has satisfied basic "quality assurance" criteria regarding data verifiability and replicability, commonly expected in peer-reviewed science (Tinker, 1997; Jasanoff, 1994) . Other reasons for expert disagreement include: (1) missing data (a lack of information about the severity and distribution of environmental problems or possible pollutants); (2) late and/or latent effects (for example, the delayed impacts of many environmental contaminants which may take years to reveal themselves); and (3) reversibility (the extent to which a problem is seen as reversible if certain 30 International Political Science Review 21(1) actions are taken soon enough-or as irreversible if action is not taken) (Rosenbaum, 1991; Colglazier, 1991) . Expert disagreement over environmental information is to a degree positiveforcing researchers to reevaluate the validity of their findings and creating an impetus for future research. However, when such disagreements are publicly displayed through media such as the Internet, and when the issues involved are controversial, confidence and trust may be eroded through ". . . multiple and conflicting messages" that force users to render judgments on bases other than those provided by the information itself (Tinker, 1997: 34) .
Finally, the perceived integrity of information sources is an important constraint on Internet trust and confidence. Integrity refers to the honesty and forthrightness of the source (the agency or other sponsor responsible for information, a particular Web site, or a communications network). Perceived integrity is affected by such factors as a source's reputation for deceit, misrepresentation, coercion, incompetence, or impropriety (Lewis and Weigert, 1985) . Environmental agencies with legacies of disinformation and secrecy may find that the information they produce is often perceived as lacking in integrity and thus likely to be ignored or discounted by the public, decision makers, and other information users.
For example, the US high-level radioactive waste program has been perceived as miscommunicating with the public and of being mismanaged. This has led to an erosion of public trust which, in turn, has led the public to believe that current attempts to site a permanent waste repository at Yucca Mountain, Nevada, cannot be done within acceptable risk levels (Harden, 1996; Flynn, et al., 1997) .
Restoring perceived integrity requires that those who manage communication technologies be honest, candid, and open with information users. Methods that have worked in other environmental communication areas include being seen as caring, empathic, competent, dedicated, and committed; developing rapport with users; being proactive by acknowledging mistakes; and responding frankly to critics by welcoming public oversight of, and accountability for, decisions (Flynn et al., 1997; Covello, 1992) .
As for managing information uncertainty and expert disagreement, there are no easy solutions. While these issues have only begun to surface in Internet use in regards, mostly, to Internet control, as we have seen-and not as much in regards to Internet content-one can only speculate on the future. However, experience in other environmental information areas suggests, as will be seen below, certain plausible strategies for dealing with these problems.
Internet Risk and Threats to Confidence. Unlike nuclear power, toxic wastes, or biotechnology, computers and Cybersystems are not usually thought of as technologies that impose "risks" upon people or the environment. Moreover, even if the concept of risk is broadened beyond the likelihood of some hazard occurring that poses a threat to human health or the environment, and extended to the quality of life (as has been done in recent years by the US Environmental Protection Agency, 1993), the idea that computers impose "involuntary" risks might appear to be an exaggeration.
In fact, however, applying the language of risk to the problems associated with trust and confidence in Cybersystems is entirely appropriate. As noted earlier, public and user confidence has already become somewhat shaken by stories of computer sabotage, privacy threats, and hackers. In short, the perceived dangers of outages and disruptions, attack from hostile parties, and the vulnerability of lifestyles to computer sabotage have already become widespread public concerns, precisely because the functions perceived as threatened by these acts are integral to modern life (for example, public record-keeping, utility management, and financial institution operations) (Schneider, 1998) . Moreover, concerns currently centering upon the so-called "Year 2000" or "Y2K" problem-the possibility of massive shutdowns of computer systems on 1 January 2000-is probably the greatest single example of a computer-network issue at the intersection of trust, confidence, and risk. While the degree of hazard that could be associated with the shutdown of electronic tools around the world is unknown, it is not outside the realm of possibility that widespread, even if only temporary, disruptions to electricity, food, transportation, and financial networks could occur (Huggins, 1998) . Clearly, such issues fall within the scope of problems ordinarily thought to be in the realm of public management of risk-the need for policies to reduce, minimize, control, and correct for hazards or other threats to society.
Many of the same issues affecting public response to risks in such areas as nuclear power and biotechnology, and which affect perceptions toward those responsible for managing them, are also playing a part in reactions to Cybersystem hazards. It has long been recognized, for example, that what people believe about risk is based, in part, on social and psychological factors that affect the credibility and believability of risk or, in the parlance of risk analysts, that "amplify" one's perceptions of these risks. This social amplification of risk affects the perceived trustworthiness of those who manage technologies. Social and psychological factors that affect such issues include: (1) knowledge of, familiarity with, and proximity to a risk; (2) perceptions of fairness in risk burdens; and (3) risk tradeoffs (that is, what are the benefits derived from, as opposed to the costs borne by, reliance upon this technology?) (Kasperson, 1986; Nelkin, 1981) . In short, the more people know about a hazard, the more confident they tend to be in their ability to prevail in a crisis. Likewise, if the benefits of a technology are perceived as outweighing the burdens-and if they do not feel unfairly discriminated against in bearing a burden-they will more likely tolerate the potential risks, and have greater trust and confidence in the technology.
The extent to which these social amplification issues can be applied to trust and confidence issues such as the "Year 2000" problem is subject to considerable debate. For example, there is a very real tension between providing enough information, to computer users to make possible an "adaptive response" by users to the "Year 2000" hazard, as opposed to providing too much information which "could overwhelm or raise concern needlessly" (Huggins, 1998: 2) . The balance between sufficient and too much "risk information" is a classic problem, as is risk communication generally. Moreover, one of the major problems surrounding the "Year 2000" hazard is the degree to which some Cybersystems may be particularly vulnerable to hazards because of the characteristics of certain computer technologies themselves. For example, so-called "embedded systems"-machines and devices that contain embedded computer chips known only to their manufacturers, and located in difficult-to-access areas-make it difficult to hazard-proof some computer systems, and reduce confidence in the ability of these systems, to mitigate risk. Vulnerable Cybersystems include those in use by the military, alarm systems of various sorts, ATMs, and even electric utilities (ibid.).
Despite these problems, some lessons from the risk communication and risk management fields are also becoming readily apparent. For one, perceptions of technology risks may or may not evolve slowly. Research findings regarding the 32 International Political Science Review 21(1) evolution of these perceptions are, as yet, uncertain. Studies of the mass media's role in disseminating risk information suggest that, for some types of risks, the media is an important determinant of how these perceptions evolve. This appears to be especially true when a particular technology's risks are not otherwise well known to the public. In this instance, the media may help determine what are, and what are not, salient concerns by making people aware, over time, of the potential hazards of a technology (Trauth, 1994) . Whether this is equally true for more familiar technologies is unclear. Awareness of Cybersystem hazards and the potential risks they pose has only gradually come into being-perhaps due to media coverage of the so-called "Year 2000" problem and related issues. Some have called for applying what is known about "hazards communication" from other areas of research to the "Year 2000" problem. This issue will be addressed next.
Toward a Sustainable Internet: Confidence-building
This section discusses the five Internet user needs, noted earlier, whose satisfaction is essential for public trust and confidence. These are: real time availability of information; accurate and precise data and information; usability/usefulness of information platforms; ease-of-use of communication systems; and access and accountability of Internet data providers. The hypothesis is that, while these criteria are important to all users to some degree, particular users place varying emphases on these factors. Embedded in the discussion of each set of needs is a brief discussion of how, despite their universal importance, particular users place greater emphasis on some needs more than others in accordance with their most pressing demands. These demands must be recognized, appreciated, and incorporated into Cybersystem design by Internet developers and managers.
Real Time Data and Information Availability
Real time availability refers to the ability of tools such as the Internet to provide users with information as rapidly as possible. One of the attractions of the Internet as a tool for environmental decision-making is its ability to simultaneously and rapidly provide information to a large number of users. At the most basic level, all users need information as rapidly as possible; however, different users have different thresholds of confidence regarding time. University students "surfing the Web" to gather information for writing a term paper may feel they require information on some research topic quickly-given the time allotted for an assignment, for example. However, in actuality, they may be less hard-pressed to access information quickly and more attracted by an Internet site's ability to identify "links" to other sites offering a broad array of supplemental information. Ironically, prior to using a given site, such a user might not have even perceived its relevance. However, thanks to the Internet's ability to organize a vast storehouse of information and assemble it in a usable form, such a feature may be viewed as topically very useful for basic research. This usefulness may transform the concept of a "real time" need for rapid information to a need for assurance that the research information available is periodically updated as appropriate.
By contrast, the public official using Internet sites to analyze and assess flooding probabilities from an impending storm, monitor actual flood crests, predict the consequences of an airborne release from a chemical plant, or even learn about longer-term drought or other environmental conditions forecasts (which may be FELDMAN: Confidence in Cybersystems 33 slow-onset problems but which require quick planning responses) has a far more urgent need for real time data than does the researcher or student. Moreover, this need for real time data availability may be a collective one-for an entire network of planners, not for a single, isolated individual working alone. Real time availability as a priority has important implications for trust and confidence. Decision theorists often distinguish between so-called "hot" and "cold" reasoning when describing the process by which complex information is digested by decision makers during conditions characterized by uncertainty and time constraints. "Cold" reasoning tends to characterize the process of calculation or linear reasoning associated with approaching a complex problem with dispassionate, scientific detachment. Usually, such reasoning characterizes the student or professor "surfing the Net" in the role of a researcher. On occasion, however, even during times of crisis, an Internet or other decision-support system user (for example, an emergency planner or disaster official) might approach a situation with "cold" reasoning. This is likely to be the case if the problem at hand offers a well-defined set of alternatives, the decision maker/user is well-trained and able quickly to surmise the entire situation, and the decision maker/user is provided with a reliable feedback mechanism to provide continually updated information and data about the problem or the unfolding situation (Linstone, 1984; Simon, 1983; Steinbruner, 1974) .
Often, however, when decision makers/information users are forced to respond to rapidly developing situations requiring the use of environmental data or information, they are likely to do so with emotion, passion, fear, or apprehension. Many decision makers who operate from this mode are often able to respond confidently to a situation by relying on their own experience, information about the crisis, or even wisdom gained over years of practice (Saaty, 1982) . Nevertheless, however, the hot-reasoning decision-maker is likely to require somewhat different real time needs from the cold-reasoning user.
For Internet trust and confidence, this distinction between "hot" and "cold" reasoning is important for three reasons. First, while many decision makers/users tend to fall into one or the other cohort, the same user may employ both forms of reasoning at different times. Thus, Internet systems must be designed to accommodate both forms of reasoning simultaneously. Good system design should make it possible for such real time-need users to be able to search through only a small fraction of available information in order to make a decision (Tversky and Kahneman, 1974 ). This will lend itself to the needs of the "hot" reasoner and can also be useful to the "cold" user. Second, the most useful types of information, especially for the "hot" reasoner, are those that provide greater detail on relationships among and between different sets of data rather than sets of independent data. For example, in regards to disaster management, Internet sites that provide users information about a chemical release's concentrations over time and the cumulative dose to which an individual may be exposed are more important trust-and confidencebuilders than mere displays of the amount of chemicals released from a plant.
Finally, there is an emerging recognition of the importance of the psychological, sociological, and historical bases of the needs of various Internet users as guidance to technologists concerning Internet and Cybersystem design (National Academy of Sciences, 1997) . Consideration needs to be given to the ergonomics of the human-machine interface in encompassing real time information uses. These psychological, sociological, and historical bases of Internet use need to be taken into account in this design process. In conclusion, satisfying the real time needs of all users is important to establishing trust and confidence. However, meeting the 34 International Political Science Review 21(1) lowest need-threshold in regards to real time availability (such as that of the public official, especially the emergency planner) will be the greater challenge and more important to a system's credibility and ability to inspire trust and confidence.
Accuracy and Precision
The notion that information disseminated via the Internet should be accurate and precise may appear to be so axiomatic as to require little elaboration. Nevertheless, experience in the field of decision-support systems, particularly for environmental decision-making, suggests that accuracy and precision pose two different but complementary sets of problems. First, while many Internet providers are likely to expend considerable resources to ensure that major information errors are removed from systems and platforms, relatively trivial errors (such as factual errors pertaining to place names, dates of events, people responsible for more information) are the ones that are most likely to undermine user confidence in a system's accuracy and produce user distrust. In point of fact, such errors are quite common on Internet sites, in part, because there are no referees to ensure information accuracy. Second, while all users need a level of detail of information that is sufficient to satisfy their particular needs and perform their tasks, too much information (that is, all effort to be overly precise) can generate a sense of overload, threatening usefulness. Users need information, but not so much that it is overwhelming or indigestible. One important lesson from the experience of expert decision-support systems designed for the Internet is the danger of information overload-a level of detail characterized by nonessential information that actually detracts from, or hinders, access to essential information and data relevant to the purpose at hand (Katz and Kahn, 1974; Benbasat and Taylor, 1982) .
As in the case of real time information availability, some users (particularly decision makers under time constraints) may consult a Web-based environmental information system not to acquire precise data on underlying linear causes of a problem but to obtain information on how to control the consequences of costly errors. Such information includes identifying avenues to reduce, mitigate, or ameliorate the worst problems (Steinbruner, 1974) . This paradox has three implications for maintaining trust and confidence in Web-based systems.
First, individuals who rely on expert information systems generally only rely on a small fraction of information in order to respond appropriately. Thus, it is essential that the first layers of information and linkages within an Internet site are clear, directive, and heuristically useful from the very outset (Tversky and Kahneman, 1974; Simon, 1979) . Second, because Internet information is so inexpensive to provide and disseminate, the amount of information available to users tends to generate a "paradox of plenty" (Keohane and Nye, 1998: 89) . In essence, so much information is available that it can overwhelm users and a "poverty of attention" may result. For environmental decision-making and the Internet this means that those who can effectively filter, interpret, and identify valuable information sources and sites are those likely to become more trustworthy in the eyes of users. Confidence requires promoting an image of being a dispassionate, politically neutral source. As Keohane and Nye suggest, this requires a willingness, in the political arena, to be seen as non-nationalistic and unbeholden to a particular nation's or group's interests:
Establishing credibility means developing a reputation for providing correct information, even when it may reflect badly on the information provider's own FELDMAN: Confidence in Cybersystems 35 country. . . . The low cost of transmitting data means that the ability to transmit . . . is less important than it used to be, but the ability to filter (it) is more so (ibid.).
Implicit in Keohane and
Nye's analysis is the importance, also, of relevance in establishing credibility. In their discussion of the value of Internet-transmitted information they note, for example, that credibility is heightened, in an information-intensive environment, when the information provided is salient to a community's needs and its sense of being a virtual community. In short, the Internet is most credible when it helps frame issues where particular types of knowledge (for example, about the status of environmental conditions or financial markets) is of interest to different people who are working together to manage the same problem, but who live in very different places, making it difficult for them otherwise to communicate economically. In these instances, it helps tie together "like-minded experts" and provides a "basis for effective cooperation" (ibid. 92). There is a final, technical problem in dealing with accuracy and precision that could also affect user trust and confidence-the complementarity of different sets of data. Precisely because Internet-based environmental information is so inexpensive, it also is available in many different and sometimes incompatible forms as regards temporal and spatial scales, units of measurement, and its convertibility from one scale or measurement unit to another. Melding these divergent forms of information on Internet sites can be a Herculean task and is a challenge that has already arisen in the context of Geographic Information Systems (GIS).
Lessons from that context may be instructive. For example, experience suggests that keeping ecological, hydrological, and meteorological data sets, which are designed to complement one another, at the same level of precision within a GIS platform is essential for enhancing user confidence (see, for example, Dobson, 1988; Green, 1988; Parker and Dobson, 1990) . Moreover, applying quality assurance methods to input data, calculations, models, graphical representations of material, and output data in an Internet system and on Internet sites is difficult, as discussed in the next section. However, providing such assurance will be essential to meet the standards of credibility previously noted.
Usability and Usefulness of Information Platforms
Usability refers to the ability of a Cybersystem to facilitate a simple user interface, and to provide information and data in a cogent, clear format. Somewhat ironically, usability does not connote "simplicity of design." In fact, to design a usable Cybersystem, much less an Internet Web site, may require a rigorous and complex design process to optimize such features as those described above.
Usability may be conceived as having three basic components: (1) a range of information choices and data and analysis options, as opposed to single sources of information; (2) providing documentation of information sources to users through quality assurance/quality control; and (3) proof-testing all data and applications made available to users through some form of peer review process to ensure usability and ease-of-use. Taken together, these three features are important vehicles for trust and confidence. They also imply some mechanisms for rating information platforms.
Recent research by Resnick and Varian (1997) suggests development of a "Platform for Internet Content Selection" (PICS) which has important implications 36 International Political Science Review 21(1) for Internet platform usability. According to Resnick and Varian, such a platform would provide a set of protocols to define the communication of ratings by a given user. Virtually any site can declare itself a "rater" and provide ratings to the general public. By using a standard set of protocols for rating Internet site content, however, various users who wish to independently rate new sites they come across can do so by employing a comparable set of criteria that, in effect, create a level playing field for assessing their quality and features. This makes it easier for another user, unfamiliar with the particular site but familiar with the rating system, to gauge how that site's characteristics compare with the quality of others is more familiar (ibid.). Among the criteria that could be rated by such a protocol are, first, a system's provision of different sets of data and information sources on a comparable topic, much as any credible information source might be expected to provide. Alternatively, a system might be rated highly if it provides links to several sources of information and data on the same topic, allowing the user to decide which sets of data are the most useful or simply to assess variations and divergence among data sets.
Another criterion could be documentation and assurance of quality assurance/quality control through some form of periodic updating, a fact-checking process that is noted prominently on the site itself. Finally, some evidence of prooftesting of all data and applications through a formal peer review process-before the information is actually displayed-would help ensure usability and usefulness. There will be more to say on peer review later, under "Access, Acountability, and the Internet." For now, it is important to bear in mind that such a process need not be formal or rigorously structured. As is true of many features of the Internet which users find attractive, trust and confidence building often revolves around reputation and informal network-building-features that are not regulated or controlled by any formalized rules or criteria.
For example, it is widely known that repeated visitors to Internet sites, especially to various "chat room"-type nodes, are attracted, at least in part, by companionship built on the Web. The belief that one is part of a "community" of users with common interests, who can freely share and exchange information and ideas pertinent to Internet-related interests, is likely to sustain confidence in sites and even entire systems. Moreover, the development of social relationships and roles may also discourage Internet "dropouts," even if income differences or other social disparities among users persist (Steering Committee . . ., 1998: 24) .
Ease of Use of Communication and Computer Systems
Ease of use literally means that the "user interface" of a computer or information technology is friendly enough to be operated by someone with little or even no experience with computers. Menu-driven interfaces augmented by on-screen cursors, a mouse, and easy-to-follow commands given by "function" keys are becoming ubiquitous features of personal computers, "Web-TVs" and other Internetrelated technologies. While the desirability of such features appears axiomatic, one person's notion of ease of use may still differ from another's, particularly when we get beyond system features and examine actual data sets or sites.
On the surface, the World Wide Web and the Internet are promoted as participatory and democratic systems. However, Web sites are often developed by experts working in seclusion from users. In terms of environmental decision-making, confidence-building among users may require considerable attention to factors not FELDMAN: Confidence in Cybersystems 37 normally thought of as technological, but that nevertheless have a bearing upon trust and confidence.
To hasten trust and confidence, Internet partnerships should themselves be broad-based and interactive, lest they be viewed as elitist. System and Web-site designers should actively seek and encourage user input and feedback; tell users how their input was used to revise or add features to sites and systems; and encourage open deliberation on all decisions. The latter can be accomplished through encouraging all major sites to feature, at some level, "chat rooms," "webmaster" email address links, and other features designed to promote a philosophy of "joint ownership" of sites and systems by users and partners.
Attention must also be given to factors that actively promote ease of use. Experience from the realm of automated decision-support systems used in environmental or hazards management suggests that one facilitator of ease of use is the basic purpose of a particular support system: does it have a clear application and role in an organization's mission? And, is that purpose and intended application made widely known to potential users?
Another facilitator of ease of use is the "openness" of critical data and information, and the ways in which that information and data are displayed. In an era when vast quantities of environmental data are being converted to digital form for use by decision makers and researchers, it is becoming increasingly important that these users understand the modeling approaches used to display environmental information. Usability and usefulness may be hastened by visualization systems that display data in meaningful ways to non-experts, by designing systems so as to be accessible to users at different levels of expertise, by encouraging "disclaimers" and other user caveats to warn users about the limitations and/or range of statistical error contained in a model or data cohort, and by reminders to users that any computer-based model is, at bottom, a simplification of the real world (Felleman, 1998) .
Access, Accountability, and the Internet
Implicit throughout this discussion of the barriers to, and facilitators of, Internet access, use, and acceptability is the notion that Cybersystems must be accessible to users on more than just the technical or interface level. Real access, in the sense of promoting an "electronic commons," means ensuring a form of political accountability of Cybersystem developers and managers to users. This is a complex and complicated confidence-building challenge made necessary by the fact that Cybersystems, like other complex technologies, can be prone to "common mode" failures-hardware and applications breakdowns that may be caused by the failure of a single node or system component, communications link, systems manager, or Internet provider. Some of these failures are not entirely technological: they are, or may be, the result of human errors in judgment or design (Perrow, 1984) . Uncorrected, such failures may lead to non-use, non-reliance, or distrust in Cybersystems-particularly if no one takes responsibility for these failures or if, because of the disproportionate power of users, those who are responsible for problems only concern themselves with how they are perceived by the most "resource-endowed," and thus most powerful, users.
How can accountability be established and ensured? One avenue that stems from the experience of other technologies prone to failure is providing formalized forums for users to voice their concerns periodically not only following the occurrence of 38 International Political Science Review 21(1) failure, but even before failures happen. The desired outcome of these forums is a closing of the gap between the perspectives and concerns of users and technology managers (Barber, 1984; McGarity, 1990) . In practice, whether such forums are "real" or "virtual" (held through networked communications in Cyberspace), they can be adversarial and confrontational. Care must be taken by technology managers-in this case, Internet system providers-to ensure that communication with users is clear, succinct, and jargon-free. Forums such as "chat groups" must be conducted openly, without a preconceived agenda or outcome, or for the purpose of merely defending a decision already cast in stone. Ample opportunity for public input, feedback, and discussion should be provided, and decision makers must be prepared to show empathy, caring, and listening skills (Chess and Hance, 1994; Covello, Donovan and Slavick, 1990; Creighton, 1997) . It may be necessary to organize such forums in a way that truly reflects the "decentralized" and boundary-less nature of the Internet: with ample opportunity for localized advisory or oversight forums within communities, user sectors, and institutions. A single point of accountability may be desirable for user confidence, but may not always be practical.
These forums must have the ability not only to advise those with the power to design Web-based systems, but to suggest alternatives to decisions and organize opposition or even force abandonment of unacceptable policies. Finally, such advisory forums can also perform the highly legitimating function of peer review, as goes on within the IPCC (noted above).
Such forums could provide a formalized dialogue among experts regarding disputed findings or data. For example, an expert dialogue could be structured along the lines of a scientific jury where disputing scientists would testify on their findings before a body of their peers before publicly revealing their findings (Kantrowitz, 1993) .
Finally, these forums also could provide a dialogue between experts and users regarding Internet system failures, breakdowns, or user concerns. An expert/information user dialogue could begin with Internet experts providing a fair and balanced account of all the contending views of, or data supporting, a disputed issue (Kasperson, 1986) . A variety of "chat room" types of dialogues on various Web-sites could become useful vehicles for dealing with these types of problems.
Conclusion
As we have seen, developing trust and confidence in Internet-based computer communication systems for environmental decisions is a major challenge for promoting access, use, and acceptability. The key to enhancing trust and confidence is through conscientiously meeting user needs for real time information availability; accuracy and precision; usability and usefulness of information platforms; easeof-use of communications/computer systems; and access and accountability.
The critical lesson is that different users not only place different emphases upon different needs but may have radically divergent priorities. Meeting these divergent priorities reminds us that, in essence, the Internet has a great deal in common with other social and political institutions that are characterized by varying user resources, demands, and problems. The universe of users is not only diverse but will, in time, clamor for fair representation of its needs-either through market mechanisms or expression of demands for political (governmental) intervention. This clamor for representation reminds us that different users have different stakes FELDMAN: Confidence in Cybersystems 39 in the process and may be subject to different risks should their needs remain unmet or be inadequately satisfied. This final observation is instructive for ensuring the effective development of a true "user democracy." If one overall purpose of the Internet as regards environmental decision-making is to ensure that information is effectively disseminated to make possible more equitable, effective, and appropriate environmental decisions, then only by appealing to these various users' needs, and by designing processes to ensure their representation, can their interests be democratically represented. Anything less will, over time, subject Cybersystems to charges of untrustworthiness. International Political Science Review 21(1) 
