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POINTWISE CONVERGENCE OF MULTIPLE ERGODIC AVERAGES AND
STRICTLY ERGODIC MODELS
WEN HUANG, SONG SHAO, AND XIANGDONG YE
ABSTRACT. By building some suitable strictly ergodic models, we prove that for an
ergodic system (X ,X ,µ ,T ), d ∈ N, f1, . . . , fd ∈ L
∞(µ), the averages
1
N2
∑
(n,m)∈[0,N−1]2
f1(T
nx) f2(T
n+mx) . . . fd(T
n+(d−1)mx)
converge to a constant µ a.e.
Deriving some results from the construction, for distal systems we answer positively
the question if the multiple ergodic averages converge a.e. That is, we show that if
(X ,X ,µ ,T ) is an ergodic distal system, and f1, . . . , fd ∈ L
∞(µ), then the multiple er-
godic averages
1
N
N−1
∑
n=0
f1(T
nx) . . . fd(T
dnx)
converge µ a.e..
1. INTRODUCTION
1.1. Main results. Throughout this paper, by a topological dynamical system (t.d.s. for
short) we mean a pair (X ,T ), where X is a compact metric space and T is a home-
omorphism from X to itself. A measurable system (m.p.t. for short) is a quadruple
(X ,X ,µ,T ), where (X ,X ,µ) is a Lebesgue probability space and T : X → X is an
invertible measure preserving transformation.
Let (X ,X ,µ,T ) be an ergodic m.p.t. We say that (Xˆ , Tˆ ) is a topological model (or
just a model) for (X ,X ,µ,T ) if (Xˆ , Tˆ ) is a t.d.s. and there exists an invariant proba-
bility measure µˆ on the Borel σ -algebra B(Xˆ) such that the systems (X ,X ,µ,T ) and
(Xˆ ,B(Xˆ), µˆ, Tˆ ) are measure theoretically isomorphic.
The well-known Jewett-Krieger’s theorem [29, 30] states that every ergodic system
has a strictly ergodic model. We note that one can add some additional properties to the
topological model. For example, in [31] Lehrer showed that the strictly ergodic model
can be required to be a topological (strongly) mixing system in addition.
Now let τd(Tˆ ) = Tˆ × . . .× Tˆ (d times) and σd(Tˆ ) = Tˆ × Tˆ
2× . . .× Tˆ d . The group
generated by τd(Tˆ ) and σd(Tˆ ) is denoted 〈τd(Tˆ ),σd(Tˆ )〉. For any x ∈ Xˆ , let Nd(Xˆ ,x) =
O((x, . . . ,x),〈τd(Tˆ ),σd(Tˆ )〉), the orbit closure of (x, . . . ,x) (d times) under the action of
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the group 〈τd(Tˆ ),σd(Tˆ )〉. We remark that if (Xˆ , Tˆ ) is minimal, then all Nd(Xˆ,x) coincide,
which will be denoted by Nd(Xˆ). It was shown by Glasner [19] that if (Xˆ , Tˆ ) is minimal,
then (Nd(Xˆ),〈τd(Tˆ ),σd(Tˆ )〉) is minimal.
In this paper, first we will show the following theorem.
Theorem A: Let (X ,X ,µ,T ) be an ergodic m.p.t. and d ∈ N. Then it has a strictly
ergodic model (Xˆ , Tˆ ) such that (Nd(Xˆ),〈τd(Tˆ ),σd(Tˆ )〉) is strictly ergodic.
As a consequence, we have:
Theorem B: Let (X ,X ,µ,T ) be an ergodic m.p.t. and d ∈N. Then for f1, . . . , fd ∈ L
∞(µ)
the averages
(1.1)
1
N2
∑
(n,m)∈[0,N−1]2
f1(T
nx) f2(T
n+mx) . . . fd(T
n+(d−1)mx)
converge to a constant µ a.e.
We remark that similar theorems as Theorems A and B can be established for cubes
([28]). Moreover, the convergence in Theorem B can be stated for any tempered Følner
sequence {FN}N≥1 of Z
2 instead of [0,N−1]2.
It is a long open question if the multiple ergodic averages 1
N ∑
N−1
n=0 f1(T
nx) . . . fd(T
dnx)
converge a.e. Using some results developed when proving Theorem A, we answer the
question positively for distal systems. Namely, we have
Theorem C: Let (X ,X ,µ,T ) be an ergodic distal system, and d ∈ N. Then for all
f1, . . . , fd ∈ L
∞(µ)
1
N
N−1
∑
n=0
f1(T
nx) . . . fd(T
dnx)
converge µ a.e.
Note that Furstenberg’s structure theorem [18] states that each ergodic system is a
weakly mixing extension of an ergodic distal system. Thus, by Theorem C the open
question is reduced to deal with the weakly mixing extensions.
To prove Theorem C, we show the following result, which is of independent interest.
Theorem D: Let (X ,X ,µ,T ) be an ergodic system and d ∈ N. Then there exists a
family {µ
(d)
x }x∈X of probability measures on X
d such that
(1) for µ a.e. x ∈ X , µ
(d)
x is ergodic under T ×T
2× . . .×T d ,
(2) for all f1, . . . , fd ∈ L
∞(µ).
1
N
N−1
∑
n=0
f1(T
nx) f2(T
2nx) . . . fd(T
dnx)
−→
∫
Xd
f1(x1) f2(x2) . . . fd(xd) dµ
(d)
x (x1,x2, . . . ,xd)
(1.2)
as N → ∞, where convergence is in L2(µ).
(3) for µ a.e. x ∈ X , (p j)∗(µ
(d)
x ) ≪ µ for 1 ≤ j ≤ d, where p j : X
d → X is the
projection to the j-th coordinate.
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We note that the idea which we used in this paper to show pointwise convergence
theorems can be applied to other situations (together with other tools), see for example
[14]. Moreover, we have the following conjecture.
Conjecture: Let (X ,X ,µ,T ) be an ergodic system, then it has a topological model
(Xˆ , Tˆ ) such that for a.e. x ∈ Xˆ , (x, . . . ,x) is a generic point of some ergodic measures µ
(d)
x
invariant under Tˆ × . . .× Tˆ d .
We also conjecture that the measures µ
(d)
x are the ones defined in Theorem D. Once
the conjecture is proven then the multiple ergodic averages converge a.e. by a similar
argument that we used to prove Theorem B.
1.2. Backgrounds. In this subsection we will give backgrounds of our research.
1.2.1. Ergodic averages. In this subsection we recall some results related to pointwise
ergodic averages.
The first pointwise ergodic theorem was proved by Birkhoff in 1931. Followed from
Furstenberg’s beautiful work on the dynamical proof of Szemere´di’s theorem in 1977,
problems concerning the convergence of multiple ergodic averages (in L2 or pointwisely)
attracts a lot of attention.
The convergence of the averages
(1.3)
1
N
N−1
∑
n=0
f1(T
nx) . . . fd(T
dnx)
in L2 norm was established by Host and Kra [26, Theorem 1.1] (see also Ziegler [46]). We
note that in their proofs, the characteristic factors play a great role. The convergence of the
multiple ergodic average for commuting transformations was obtained by Tao [38] using
the finitary ergodic method, see [3, 25] for more traditional ergodic proofs by Austin and
Host respectively. Recently, the convergence of multiple ergodic averages for nilpotent
group actions was proved by Walsh [40].
The first breakthrough on pointwise convergence of (1.3) for d > 1 is due to Bour-
gain, who showed in [8] that for d = 2, for p,q ∈ N and for all f1, f2 ∈ L
∞, the limit of
1
N ∑
N−1
n=0 f1(T
pnx) f2(T
qnx) exists a.e. Before Bourgain’s work, Lesigne showed this con-
vergence holds if the system is distal, with T p, T q and T p−q ergodic [33]. Also in [12, 1],
it was shown that the problem of the almost everywhere convergence of (1.3) can be de-
duced to the case when the m.p.t. has zero entropy. One can also find some results dealing
with weakly mixing transformations in [1].
Recently there are some results on the limiting behavior of the averages along cubes,
and we refer to [6, 26, 2, 9] for details. Also in [9], Chu and Frantzikinakis obtained the
following result. For i = 1,2, . . . ,d, let Ti : X → X be m.p.t., fi ∈ L
∞(µ) be functions,
pi ∈ Z[t] be non-constant polynomials such that pi− p j is non-constant for i 6= j, and
b : N→ N be a sequence such that b(N)→ ∞ and b(N)/N1/h → 0 as N → ∞, where h is
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the maximum degree of the polynomials pi. Then the averages
1
Nb(N) ∑
1≤m≤N,1≤n≤b(N)
f1(T
m+p1(n)
1 x) . . . fd(T
m+pd(n)
d x)
converge pointwise as N → ∞.
1.2.2. Topological model. The pioneering work on topological model was done by Jewett
in [29]. He proved the theorem under the additional assumption that T is weakly mixing,
and the general case was proved by Krieger in [30] soon. The papers of Hansel and Raoult
[23], Bellow and Furstenberg [4] and Denker [10], gave different proofs of the theorem
in the general ergodic case (see also [11]). One can add some additional properties to the
topological model. For example, in [31] Lehrer showed that the strictly ergodic model
can be required as a topological (strongly) mixing system in addition. Our Theorem A
strengthens Jewett-Krieger Theorem in other direction, i.e. we can require the model to
be strictly ergodic under some group actions on some subsets of the product space.
It is well known that each m.p.t. has a topological model [18]. There are universal
models, models for some group actions and models for some special classes. Weiss [42]
showed the following nice result: there exists a minimal t.d.s. (X ,T ) with the property
that for every aperiodic ergodic m.p.t. (Y,Y ,ν,S) there exists a T -invariant Borel proba-
bility measure µ on X such that the systems (Y,Y ,ν,S) and (X ,B(X),µ,T) are measure
theoretically isomorphic. Weiss [41] (see also [44, 20, 22]) showed that Jewett-Krieger
Theorem can be generalized from Z-actions to commutative group actions. An ergodic
system has a doubly minimal model if and only if it has zero entropy [43] (other topo-
logical models for zero entropy systems can be found in [24, 15]); and an ergodic system
has a strictly ergodic, UPE (uniform positive entropy) model if and only if it has positive
entropy [21].
Note that not any dynamical properties can be added in the uniquely ergodic models.
For example, Lindernstrauss showed that every ergodic measure distal system (X ,X ,µ,T )
has a minimal topologically distal model [34]. This topological model needs not, in gen-
eral, to be uniquely ergodic. In other words there are measurable distal systems for which
no uniquely ergodic topologically distal models exist [34]. We refer to [22] for more
information on the topic.
We say that pˆi : Xˆ → Yˆ is a topological model for a factor map pi : (X ,X ,µ,T ) →
(Y,Y ,ν,S) if pˆi is a topological factor map and there exist measure theoretical isomor-
phisms φ and ψ such that the diagram
X
φ
−−−→ Xˆ
pi
y ypˆi
Y
ψ
−−−→ Yˆ
is commutative, i.e. pˆiφ = ψpi . Weiss [41] generalized Jewett-Krieger Theorem to the
relative case. Namely, he proved that if pi : (X ,X ,µ,T )→ (Y,Y ,ν,S) is a factor map
with (X ,X ,µ,T ) ergodic and (Yˆ , Yˆ , νˆ, Sˆ) is a uniquely ergodic model for (Y,Y ,ν,T ),
then there is a uniquely ergodic model (Xˆ ,Xˆ , µˆ , Tˆ ) for (X ,X ,µ,T ) and a factor map
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pˆi : Xˆ→ Yˆ which is a model for pi : X→Y . We will refer this theorem asWeiss’s Theorem.
We note that in [41] Weiss pointed that the relative case holds for commutative group
actions.
1.3. Main ideas of the proofs. Now we describe the main ideas and ingredients in the
proofs.
To prove Theorem A the first fact we face is that for an ergodic m.p.t. (X ,X ,µ,T ),
not every strictly ergodic model is the one we need in Theorem A 1. This indicates that to
obtain Theorem A, Jewett-Krieger Theorem is not enough for our purpose. Fortunately,
we find that Weiss’s Theorem is a right tool.
Precisely, for d ≥ 3 let pid−2 : X → Zd−2 be the factor map from X to its d− 2-step
nilfactor Zd−2. By the results of Host-Kra-Maass in [27], Zd−2 may be regarded as a
topological system in the natural way. Using Weiss’s Theorem there is a uniquely ergodic
model (Xˆ ,Xˆ , µˆ , Tˆ ) for (X ,X ,µ,T ) and a factor map pˆid−2 : Xˆ → Zd−2 which is a model
for pid−2 : X → Zd−2.
X
φ
−−−→ Xˆ
pid−2
y ypˆid−2
Zd−2 −−−→ Zd−2
We then show that (Xˆ , Tˆ ) is what we need. To this aim, we need to understand well
the ergodic decomposition of d-fold self-joinings of X . We first study the σ -algebra of
σd-invariant sets under σd , and show that we always can deduce this σ -algebra to the
one on its nilfactors. Then via studying nilsystems, we get the ergodic decomposition of
Furstenberg self-joinings under the action σd . This is the main tool we develop to prove
Theorem A.
Once Theorem A is proven, Theorem B will follow by an argument using some well
known theorems related to pointwise convergence for Zd actions (see for example [35] by
Lindenstrauss) and for uniquely ergodic systems.
Let (X ,X ,µ,T ) be an ergodic distal system. Then pid−1 : X → Zd−1 is a distal exten-
sion. By Furstenberg’s Structure Theorem, pid−1 is decomposed into isometric extensions
and inverse limit. We show that the property of almost everywhere convergence of the
multiple ergodic averages (1.3) is preserved by these isometric extensions, and then we
conclude Theorem C. This argument is inspired by Lesigne’s work in [33].
1.4. Organization of the paper. We organize the paper as follows. In Section 2 we
introduce some basic notions and results needed in the paper. In Section 3 we study the
ergodic decomposition of self-joinings under T ×T 2× . . .×T d . Then in Sections 4 and
5, we prove Theorems A, B, C and D respectively.
Acknowledgments: We thank the referee for the very careful reading and many useful
comments, which help us to improve the writing of the paper and simplify some proofs.
1Take any weakly mixing strictly ergodic model (X ,T,µ) of an m.d.s. with discrete spectrum, then
(Nd(X),〈τd ,σd〉) is not strictly ergodic under 〈τd ,σd〉 when d ≥ 3, in fact in this case Nd(X) = X
d and the
invariant measures µ× . . .× µ 6= µ (d), where µ (d) is defined in [17]
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In particular, the comments help us to rewrite Proposition 3.10, and obtain Corollary 3.3
and Corollary 4.3 which simplify the proof of Theorem A.
2. PRELIMINARIES
In this section we introduce some basic notions in ergodic theory and topological dy-
namics. In this paper, instead of just considering a single transformation T , we will
consider commuting transformations T1, . . . , Tk of X . We only recall some basic defini-
tions and properties of systems for one transformation. Extensions to the general case are
straightforward.
2.1. Ergodic theory and topological dynamics.
2.1.1. Measurable systems. For a m.p.t. (X ,X ,µ,T ) we write I (X ,X ,µ,T ) for the
σ -algebra {A ∈ X : T−1A = A} of invariant sets. Sometimes we will use I or I (T )
for short. A m.p.t. is ergodic if all the T -invariant sets have measure either 0 or 1.
(X ,X ,µ,T ) is weakly mixing if the product system (X ×X ,X ×X ,µ × µ,T ×T ) is
erdogic.
A homomorphism from m.p.t. (X ,X ,µ,T ) to (Y,Y ,ν,S) is a measurable map pi :
X0 → Y0, where X0 is a T -invariant subset of X and Y0 is an S-invariant subset of Y , both
of full measure, such that pi∗µ = µ ◦pi
−1 = ν and S ◦pi(x) = pi ◦T (x) for x ∈ X0. When
we have such a homomorphism we say that (Y,Y ,ν,S) is a factor of (X ,X ,µ,T ). If the
factor map pi : X0 → Y0 can be chosen to be bijective, then we say that (X ,X ,µ,T ) and
(Y,Y ,ν,S) are (measure theoretically) isomorphic (bijective maps on Lebesgue spaces
have measurable inverses). A factor can be characterized (modulo isomorphism) by
pi−1(Y ), which is a T -invariant sub- σ -algebra of X , and conversely any T -invariant
sub-σ -algebra of X defines a factor. By a classical result abuse of terminology we de-
note by the same letter the σ -algebra Y and its inverse image by pi . In other words, if
(Y,Y ,ν,S) is a factor of (X ,X ,µ,T ), we think of Y as a sub-σ -algebra of X .
We say that (X ,X ,µ,T ) is an inverse limit of a sequence of factors (X ,X j,µ,T ) if
(X j) j∈N is an increasing sequence of T -invariant sub-σ -algebras such that
∨
j∈NX j =X
up to sets of measure zero.
2.1.2. Topological dynamical systems. A t.d.s. (X ,T ) is transitive if there exists some
point x ∈ X whose orbit O(x,T ) = {T nx : n ∈ Z} is dense in X and we call such a point
a transitive point. The system is minimal if the orbit of any point is dense in X . This
property is equivalent to saying that X and the empty set are the only closed invariant sets
in X .
A factor of a t.d.s. (X ,T ) is another t.d.s. (Y,S) such that there exists a continuous and
onto map φ : X →Y satisfying S◦φ = φ ◦T . In this case, (X ,T ) is called an extension of
(Y,S). The map φ is called a factor map.
2.1.3. M(X) and MT (X). For a t.d.s. (X ,T), denote by M(X) the set of all probability
measure on X . LetMT (X)= {µ ∈M(X) : T∗µ = µ ◦T
−1= µ} be the set of all T -invariant
Borel probability measures of X and MeT (X) be the set of ergodic elements of MT (X). It
is well known that MeT (X) 6= /0.
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A t.d.s. (X ,T ) is called uniquely ergodic if there is a unique T -invariant probability
measure on X . It is called strictly ergodic if it is uniquely ergodic and minimal.
2.1.4. Topological distal systems. A t.d.s. (X ,T ) (with metric ρ) is called topologically
distal if infn∈Zρ(T
nx,T nx′)> 0 whenever x,x′ ∈ X are distinct.
2.2. Conditional expectation. IfY is a T -invariant sub-σ -algebra ofX and f ∈ L1(µ),
we write E( f |Y ), orEµ( f |Y ) if needed, for the conditional expectation of f with respect
to Y . The conditional expectation E( f |Y ) is characterized as the unique Y -measurable
function in L2(Y,Y ,ν) such that
(2.1)
∫
Y
gE( f |Y )dν =
∫
X
g◦pi f dµ
for all g ∈ L2(Y,Y ,ν). We will frequently make use of the identities∫
E( f |Y ) dµ =
∫
f dµ and TE( f |Y ) = E(T f |Y ).
We say that a function f is orthogonal to Y , and we write f ⊥ Y , when it has a zero
conditional expectation on Y . If a function f ∈ L1(µ) is measurable with respect to the
factor Y , we write f ∈ L1(Y,Y ,ν).
The disintegration of µ over ν , written as µ =
∫
µy d ν(y), is given by a measurable
map y 7→ µy from Y to the space of probability measures on X such that
(2.2) E( f |Y )(y) =
∫
X
f dµy
ν-almost everywhere.
2.3. Joining.
2.3.1. Joining and conditional product measure. The notions of joining and conditional
product measure are introduced by Furstenberg in [17]. Let (Xi,µi,Ti), i = 1, . . . ,k, be
m.p.t, and let (Yi,νi,Si) be corresponding factors, and pii : Xi → Yi the factor maps. A
measure ν on Y = ∏iYi defines a joining of the measures on Yi if it is invariant under
S1× . . .×Sk and maps onto ν j under the natural map ∏iYi →Yj. When S1 = . . .= Sk, we
then say that ν is a k-fold self-joining.
Let ν be a joining of the measures on Yi, i= 1, . . . ,k, and let µi =
∫
µXi,yi dνi(yi) repre-
sent the disintegration of µi with respect to νi. Let µ be a measure on X = ∏iXi defined
by
(2.3) µ =
∫
Y
µX1,y1×µX2,y2× . . .×µXk,yk dν(y1,y2, . . . ,yk).
Then µ is called the conditional product measure with respect to ν .
Equivalently, µ is conditional product measure relative to ν if and only if for all k-tuple
fi ∈ L
∞(Xi,µi), i= 1, . . . ,k∫
X
f1(x1) f2(x2) . . . fk(xk) dµ(x1,x2, . . . ,xk)
=
∫
Y
E( f1|Y1)(y1)E( f2|Y2)(y2) . . .E( fk|Yk)(yk) dν(y1,y2, . . . ,yk).
(2.4)
8 WEN HUANG, SONG SHAO, AND XIANGDONG YE
2.3.2. Relatively independent joining. Let (X1,X1,µ1,T1),(X2,X2,µ2,T1) be two sys-
tems and let (Y,Y ,ν,S) be a common factor with pii : Xi →Y for i= 1,2 the factor maps.
Let µi =
∫
µi,y dν(y) represent the disintegration of µi with respect to Y . Let µ1×Y µ2
denote the measure defined by
µ1×Y µ2(A) =
∫
Y
µ1,y×µ2,y dν(y),
for all A ∈ X1×X2. The system (X1× X2,X1×X2,µ1×Y µ2,T1× T2) is called the
relative product of X1 and X2 with respect to Y and is denoted X1×Y X2. µ1×Y µ2 is also
called relatively independent joining of X1 and X2 over Y .
2.4. HK-seminorms.
When fi, i ∈ I, are functions on the set X , we define a function
⊗
i∈I fi on X
I by⊗
i∈I
fi(x) = ∏
i∈I
fi(xi),
where x= (xi) ∈ X
I.
2.4.1. Let (X ,X ,µ,T ) be an ergodic system and k ∈ N. We define a measure µ [k] on
X2
k
invariant under T [k] = T ×T × . . .×T (2k times), by
µ [1] = µ ×
I (T )
µ = µ ×µ;
for k ≥ 1,
µ [k+1] = µ [k] ×
I (T [k])
µ [k].
Write x= (x0,x1, . . . ,x2k−1) for a point of X
2k , we define a seminorm 9 ·9k on L
∞(µ) by
(2.5) 9 f9k =
(∫
X2
k
⊗
i∈{0,1,...,2k−1}
f (x)dµ [k](x)
)1/2k
=
(∫
X2
k
2k−1
∏
i=0
f (xi)dµ
[k](x)
)1/2k
.
That 9 ·9k is a seminorm
2 can be proved as in [26], and we call it Host-Kra seminorm
(HK seminorm for short).
As X is assumed to be ergodic, the σ -algebra I [0] is trivial and µ [1] = µ × µ . We
therefore have
9 f91 =
(∫
X2
f (x0) f (x1)dµ ×µ(x0,x1)
)1/2
=
∣∣∣∫ f dµ∣∣∣.
It is showed in [26] that for all fi ∈ L
∞(µ), i ∈ {0,1, . . . ,2k−1},∣∣∣∫ ⊗
i∈{0,1,...,2k−1}
fidµ
[k]
∣∣∣≤ 2k−1∏
i=0
9 fi 9k .
The following lemma follows immediately from the definition of the measures and the
Ergodic Theorem.
2Here for simplicity we give the formula for real functions, and one can give the formula for complex
functions similarly.
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Lemma 2.1. For every integer k ≥ 0 and every f ∈ L∞(µ), one has
(2.6) 9 f9k+1 =
(
lim
N→∞
1
N
N−1
∑
n=0
9 f ·T n f 92
k
k
)1/2k+1
.
Note that (2.6) can be considered as an alternate definition of the seminorms.
2.4.2. A factor (Z,Z ) of X is characteristic for averages
(2.7)
1
N
N−1
∑
n=0
f1(T
nx) . . . fd(T
dnx)
if the limiting behavior of (2.7) only depends on the conditional expectation of fi with
respect to Z:
|| lim
N→∞
1
N
N
∑
n=1
(T n f1T
2n f2 . . .T
dn fd−T
n
E( f1|Z )T
2n
E( f2|Z ) . . .T
dn
E( fd |Z ))||L2 = 0
for any f1, . . . , fd ∈ L
∞(X ,X ,µ). The minimal characteristic factor of (2.7) always exists
[26, 46], and it is denoted by (Zd−1,Zd−1,µd−1). An important property is
Proposition 2.2. [26, Lemma 4.3] For a f ∈ L∞(µ), 9 f9k = 0 if and only if E( f |Zk−1) =
0.
2.5. Nilsystems.
Let G be a group. For g,h∈G, we write [g,h] = ghg−1h−1 for the commutator of g and
h and we write [A,B] for the subgroup spanned by {[a,b] : a ∈ A,b ∈ B}. The commutator
subgroups G j, j ≥ 1, are defined inductively by setting G1 = G and G j+1 = [G j,G]. Let
k ≥ 1 be an integer. We say that G is k-step nilpotent if Gk+1 is the trivial subgroup.
Let G be a k-step nilpotent Lie group and Γ a discrete cocompact subgroup of G. The
compact manifold X = G/Γ is called a k-step nilmanifold. The group G acts on X by
left translations and we write this action as (g,x) 7→ gx. The Haar measure µ of X is
the unique probability measure on X invariant under this action. Let τ ∈ G and T be the
transformation x 7→ τx of X . Then (X ,µ,T ) is called a k-step nilsystem.
Here are some basic properties of nilsystems.
Theorem 2.3. [36, 32] Let (X = G/Γ,µ,T ) be a k-step nilsystem with T the translation
by the element t ∈ G. Then:
(1) (X ,T ) is uniquely ergodic if and only if (X ,µ,T ) is ergodic if and only if (X ,T )
is minimal if and only if (X ,T ) is transitive.
(2) Let Y be the closed orbit of some point x ∈ X. Then Y can be given the structure
of a nilmanifold, Y = H/Λ, where H is a closed subgroup of G containing t and
Λ is a closed cocompact subgroup of H.
One can generalize the above results to the action of several translations. For example,
let X = G/Γ be a nilmanifold with Haar measure µ and let t1, . . . , tk be commuting ele-
ments of G. If the group spanned by the translations t1, . . . , tk acts ergodically on (X ,µ),
then X is uniquely ergodic for this group. For more details, please refer to [32].
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2.6. System of order d−1 and topological system of order (d−1).
In [26], it is showed that (Zd−1,Zd−1,µd−1,T ) has a very nice structure.
Theorem 2.4. [26] Let (X ,X ,µ,T ) be an ergodic system and d ∈ N. Then the sys-
tem (Zd−1,Zd−1,µd−1,T ) is a (measure theoretic) inverse limit of d−1-step nilsystems.
(Zd−1,Zd−1,µd−1,T ) is called a system of order d−1.
One also has the topological version of this notion, i.e. the topological inverse limit of
nilsystems. First recall the definition of an inverse limit of t.d.s. If (Xi,Ti)i∈N are t.d.s.
with diam(Xi) ≤ 1 and pii : Xi+1 → Xi are factor maps, the inverse limit of the systems is
defined to be the compact subset of ∏i∈NXi given by {(xi)i∈N : pii(xi+1) = xi, i ∈ N}, and
we denote it by lim
←−
(Xi,Ti)i∈N. It is a compact metric space endowed with the distance
ρ((xi)i∈N,(yi)i∈N) = ∑i∈N 1/2
iρi(xi,yi), where ρi is the metric in Xi. We note that the
maps Ti induce naturally a transformation T on the inverse limit.
Definition 2.5. [27] An inverse limit of (d−1)-step minimal nilsystems is called a topo-
logical system of order (d−1).
By Theorem 2.3, a topological system of order (d− 1) is uniquely ergodic for each
d ∈ N.
If n= (n1, . . . ,nd) ∈ Z
d and ε ∈ {0,1}d, we define
n · ε =
d
∑
i=1
niεi.
Definition 2.6. Let (X ,T ) be a t.d.s. and let d ∈ N. The points x,y ∈ X are said to
be regionally proximal of order d if for any δ > 0, there exist x′,y′ ∈ X and a vector
n= (n1, . . . ,nd) ∈ Z
d such that ρ(x,x′)< δ ,ρ(y,y′)< δ , and
ρ(Tn·εx′,T n·εy′)< δ for any ε ∈ {0,1}d \{(0,0, . . . ,0)}.
The set of regionally proximal pairs of order d is denoted by RP[d] (or by RP[d](X ,T ) in
case of ambiguity), and is called the regionally proximal relation of order d.
The above definition was introduced in [27] by Host-Kra-Maass and it was proved that
for a minimal distal system, RP[d] is an equivalence relation and X/RP[d] is a topological
system of order d. Later it was shown that it is an equivalence relation for any minimal
systems by Shao-Ye in [37]. We will use the following theorems in the paper.
Theorem 2.7. [27, Theorem 1.2] Let (X ,T) be a minimal topologically distal system and
let d ∈ N. Then (X ,T ) is a topological system of order d if and only if RP[d] = ∆X .
Theorem 2.8. [27, Subsection 5.1] Any system of order d is isomorphic in the measure
theoretic sense to a topological system of order d.
Lemma 2.9. [13, Lemma A.3] Let (X ,T ) be a system of order d, then the maximal mea-
surable and topological factors of order j coincide, where j ≤ d.
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3. ERGODIC DECOMPOSITION OF SELF-JOININGS UNDER T ×T 2× . . .×T d
In this section we study ergodic decomposition of self-joinings under T×T 2× . . .×T d .
The theorems in this section are important for our proofs, and also they have their own
interest.
3.1. Furstenberg self-joining. Let T : X → X be a map and d ∈ N. Set
τd = τd(T ) = T × . . .×T (d times),
σd = σd(T ) = T ×T
2× . . .×T d
and
σ ′d = σ
′
d(T ) = id×T × . . .×T
d−1 = id×σd−1.
Note that 〈τd,σd〉 = 〈τd,σ
′
d〉. For any x ∈ X , let Nd(X ,x) = O((x, . . . ,x),〈τd,σd〉), the
orbit closure of (x, . . . ,x) (d times) under the action of the group 〈τd,σd〉. We remark that
if (X ,T ) is minimal, then all Nd(X ,x) coincide, which will be denoted by Nd(X). It was
shown by Glasner [19] that if (X ,T) is minimal, then (Nd(X),〈τd,σd〉) is minimal. Hence
if (Nd(X),〈τd,σd〉) is uniquely ergodic, then it is strictly ergodic.
Definition 3.1. Let (X ,T) be a t.d.s with µ ∈MT (X). For d ≥ 1 let µ
(d) the measure on
Xd defined by ∫
Xd
d⊗
j=1
f jdµ
(d) = lim
N→+∞
1
N
∫
X
d
∏
j=1
f j(T
jdx)dµ(x)
for fi ∈ L
∞(X ,µ), 1≤ j ≤ d, where the limits exists by [26, Theorem 1.1].
We call µ(d) the Furstenberg self-joining. Clearly, it is invariant under τd and σd .
For a t.d.s. (X ,T ), µ ∈MT (X)and d ∈ N, it is easy to see that
1
N
N−1
∑
n=0
σnd µ
d
∆ −→ µ
(d), N→ ∞, weak∗ inM(Xd),
where µd∆ is the diagonal measure on X
d as defined in [17], i.e. it is defined on Xd as
follows ∫
Xd
f1(x1) . . . fd(xd) dµ
d
∆(x1, . . . ,xd) =
∫
X
f1(x) . . . fd(x) dµ(x),
where f1, . . . , fd ∈C(X).
3.2. The σ -algebra of invariant sets under σd = T ×T
2× . . .×T d .
In this subsection we study the σ -algebra of invariant sets under σd =T×T
2× . . .×T d .
We will show we always can deduce this σ -algebra to the one on its nilfactors.
For a m.p.t. (X ,X ,µ,T ) and d ∈ N, recall that a measure λ on Xd is called d-fold
self-joining of X , if it is τd-invariant and maps onto µ under the nature j
th coordinate
projection Xd → X , 1≤ j ≤ d. The proof of the following lemma is similar to the proof
of Theorem 12.1 in [26].
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Lemma 3.2. Let (X ,X ,µ,T ) be an ergodic system and d ≥ 1 be an integer. Suppose
that λ is a d-fold self-joining of X. Assume that f1, . . . , fd ∈ L
∞(X ,µ) with ‖ f j‖∞ ≤ 1 for
j = 1, . . . ,d. Then
(3.1) limsup
N→∞
∥∥∥ 1
N
N−1
∑
n=0
f1(T
nx1) f2(T
2nx2) . . . fd(T
dnxd)
∥∥∥
L2(Xd ,λ )
≤ min
1≤l≤d
{l ·9 fl9d}
Proof. We proceed by induction. For d = 1, by the Ergodic Theorem,
‖
1
N
N−1
∑
n=0
T n f1‖L2(µ) → |
∫
f1dµ|= 9 f1 91 .
Let d ≥ 1 and assume that (3.1) holds for d and any d-fold self-joining of X . Let
f1, . . . , fd+1 ∈ L
∞(µ) with ‖ f j‖∞ ≤ 1 for j = 1, . . . ,d+ 1. Let λ be any d+ 1-fold self-
joining of X . Choose l ∈ {2,3, . . . ,d+1}. (The case l = 1 is similar). Write
ξn =
d+1⊗
j=1
T j f j = f1(T
nx1) f2(T
2nx2) . . . fd+1(T
(d+1)nxd+1).
By the van der Corput lemma [5],
limsup
N→∞
∥∥ 1
N
N−1
∑
n=0
ξn
∥∥2
L2(λ )
≤ limsup
H→∞
1
H
H−1
∑
h=0
limsup
N→∞
∣∣∣∣∣ 1N N−1∑
n=0
∫
ξ n+h ·ξndλ
∣∣∣∣∣ .
LettingM denote the last limsup, we need to show that M ≤ l2 9 fl9
2
d+1. For any h≥ 1,∣∣∣∣∣ 1N N−1∑
n=0
∫
ξ n+h ·ξndλ
∣∣∣∣∣
=
∣∣∣∣∣
∫
( f1 ·T
h f 1)⊗
1
N
N−1
∑
n=0
(σd)
n
d+1⊗
j=2
f j ·T
jh f jdλ (x1, . . . ,xd+1)
∣∣∣∣∣
≤
∥∥∥ f1 ·T h f 1∥∥∥
L2(λ )
·
∥∥∥ 1
N
N−1
∑
n=0
(σd)
n
d+1⊗
j=2
f j ·T
jh f j
∥∥∥
L2(λ )
=
∥∥∥ f1 ·T h f 1∥∥∥
L2(µ)
·
∥∥∥ 1
N
N−1
∑
n=0
(σd)
n
d+1⊗
j=2
f j ·T
jh f j
∥∥∥
L2(λ ′)
where λ ′ is the image of λ to the last d coordinates. It is clear λ ′ is a d-fold self-joining
of X , and by the inductive assumption,∣∣∣∣∣ 1N N−1∑
n=0
∫
ξ n+h ·ξndλ
∣∣∣∣∣≤ l9 fl ·T lh f l 9d .
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We get
M ≤ l · limsup
H→∞
1
H
H−1
∑
h=0
9 fl ·T
lh f l9d ≤ l
2 · limsup
H→∞
1
H
H−1
∑
h=0
9 fl ·T
h f l9d
≤ l2 · limsup
H→∞
( 1
H
H−1
∑
h=0
9 fl ·T
h f l 9
2d
d
)1/2d
= l2 ·9 fl 9
2
d+1 .
The last equation follows from Lemma 2.1. The proof is completed. 
Corollary 3.3. Let (X ,X ,µ,T ) be an ergodic system and d ≥ 2 be an integer. Suppose
that λ is a d-fold self-joining of X and it is invariant under σd . Assume that f1, . . . , fd ∈
L∞(X ,µ) with ‖ f j‖∞ ≤ 1 for j = 1, . . . ,d. Then
(3.2)
∣∣∣∫ f1(x1) f2(x2) . . . fd(xd)dλ (x1, . . . ,xd)∣∣∣≤ d min
1≤l≤d
{9 fl9d−1}
Lemma 3.4. Let (X ,X ,µ,T ) be an ergodic system and d ∈N. Suppose that λ is a d-fold
self-joining of X and it is σd-invariant. Assume that f1, . . . , fd ∈ L
∞(X ,µ). Then
(3.3) E
( d⊗
j=1
f j
∣∣∣I (Xd,X d ,λ ,σd))= E( d⊗
j=1
E( f j|Zd−1)
∣∣∣I (Xd,X d ,λ ,σd)).
Proof. By telescoping, it suffices to show that
(3.4) E
( d⊗
j=1
f j
∣∣∣I (Xd,X d ,λ ,σd))= 0
wheneverE( fk|Zd−1)= 0 for some k∈{1,2, . . . ,d}. This condition implies that9 fk9d =
0 by Proposition 2.2. By the Ergodic Theorem and Lemma 3.2, we have∥∥∥E( d⊗
j=1
f j
∣∣∣I (Xd,X d,λ ,σd))∥∥∥
L2(λ )
= lim
N→∞
∥∥∥ 1
N
N−1
∑
n=0
f1(T
nx1) f2(T
2nx2) . . . fd(T
dnxd)
∥∥∥
L2(λ )
≤ k ·9 fk9d = 0.
So the lemma follows. 
Proposition 3.5. Let (X ,X ,µ,T ) be ergodic and d ∈ N. Suppose that λ is a d-fold self-
joining of X and it is σd-invariant. Then the σ -algebra I (X
d,X d ,λ ,σd) is measurable
with respect to Z dd−1.
Proof. Every bounded function on Xd which is measurable with respect to
I (Xd,λ ,σd) can be approximated in L
2(λ ) by finite sums of functions of the form
E(
⊗d
j=1 f j|I (X
d,X d ,λ ,σd)) where f1, . . . , fd are bounded functions on X . By Lemma
3.4, one can assume that these functions are measurable with respect to Zd−1. In this
case
⊗d
j=1 f j is measurable with respect to Z
d
d−1. Since this σ -algebra Z
d
d−1 is invariant
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under σd , E(
⊗d
j=1 f j|I (X
d,X d,λ ,σd)) = lim
N→+∞
1
N
N−1
∑
n=0
(⊗d
j=1 f j
)
◦σnd is also measur-
able with respect to Z dd−1. Therefore I (X
d,X d,λ ,σd) is measurable with respect to
Z dd−1. 
Let pi : (X ,X ,µ,T )→ (Y,Y ,ν,S) be a homomorphism. pi is ergodic or (X ,X ,µ,T )
is an ergodic extension of (Y,Y ,ν,S) if T−invariant sets of X is contained in Y , i.e.
I (T )⊆ Y .
Corollary 3.6. Let (X ,X ,µ,T ) be an ergodic system and d ∈ N. Suppose that λ is a d-
fold self-joining of X and it is σd-invariant. Then the factor map pi
d
d−1 : (X
d,X d,λ ,σd)→
(Zdd−1,Z
d
d−1, λ˜ ,σd) is ergodic, where λ˜ is the image of λ .
In particular, one has that I (Xd,λ ,σd) is isomorphic to I (Z
d
d−1, λ˜ ,σd).
3.3. Ergodic decomposition of Furstenberg self-joining of nilsystems under action
σd .
In the previous subsection we show that to study the σ -algebra of invariant sets under
σd = T ×T
2× . . .×T d , we only need to study the one on its nilfactors. Hence in this
subsection we study the ergodic decomposition of Furstenberg self-joinings of nilsystems
under the action σd .
In this subsection d ≥ 2 is an integer, and (X = Zd−1,Zd−1,µd−1,T ) is a topological
system of order d−1. Recall
Nℓ = Nℓ(X) = O(∆ℓ(X),σℓ) = O((x, . . . ,x),〈τℓ,σℓ〉)⊂ X
ℓ
and
Nℓ[x] := O((x, . . . ,x),σ
′
ℓ) = {x}×O((x, . . . ,x),σℓ−1),
where ℓ≥ 2 and x ∈ X .
3.3.1. Basic properties. First we recall some basic properties.
Theorem 3.7. [7, 45]With the notations above, we have
(1) (Theorem 2.3) The (Nd,〈τd,σd〉) is ergodic (and thus uniquely ergodic) with the
Furstenberg self-joining µ
(d)
d−1.
(2) (Theorem 2.3) For each x ∈ X, the system (Nd[x],σ
′
d) is uniquely ergodic with
some measure δx×µ
(d)
d−1,x.
(3) [7, Lemma 5.3] µ
(d)
d−1 =
∫
X
δx×µ
(d)
d−1,x dµd−1(x).
(4) (Ziegler) Let f1, f2, . . . , fd−1 be continuous functions on X and let {Mi} and {Ni}
be two sequences of integers such that Ni → ∞. For µd−1-almost every x ∈ X,
1
Ni
Ni+Mi−1
∑
n=Mi
f1(T
nx) f2(T
2nx) . . . fd−1(T
(d−1)nx)
→
∫
f1(x1) f2(x2) . . . fd−1(xd−1) dµ
(d)
d−1,x(x1,x2, . . . ,xd−1)
(3.5)
as i→ ∞.
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Remark 3.8. In fact, in [7, 45] Theorem 3.7 is for nilsystems. Via an inverse limit argu-
ment, it is easy to see that Theorem 3.7 holds for topological systems of order d.
3.3.2. The ergodic decomposition of µ
(d)
d−1 under σd . Now we study the ergodic decom-
position of µ
(d)
d−1 under σd . By Theorem 2.3, for each x ∈ X , let ν
(d)
d−1,x be the unique
σd-invariant measure on O(xd,σd), where x
d = (x,x, . . . ,x) ∈ Xd. Then
ϕ : X −→M(Nd); x 7→ ν
(d)
d−1,x
is a Borel map and ϕ(X) ⊆ Meσd(Nd). This fact follows from that x 7→
1
N ∑n<N δσnd xd
is
continuous and 1
N ∑n<N δσnd xd
converges to ν
(d)
d−1,x weakly.
It is easy to check that
∫
X
ν
(d)
d−1,x dµd−1(x) is 〈τd,σd〉-invariant and hence it is equal to
µ
(d)
d−1 by the uniqueness. Hence we have
(3.6) µ
(d)
d−1 =
∫
X
ν
(d)
d−1,x dµd−1(x).
Now we will prove the following result:
Theorem 3.9. µ
(d)
d−1 =
∫
X ν
(d)
d−1,x dµd−1(x) is the ergodic decomposition of µ
(d)
d−1 under σd .
First we have the following claim:
Claim. There exists a continuous map ψ : Nd → X such that
x1 = ψ(x2,x3, · · · ,xd+1)
for every (x1,x2,x3, · · · ,xd+1) ∈ Nd+1.
Proof of Claim. The claim follows from the following fact: the projection
p2 : Nd+1(X)→ Nd(X); (x1,x2, · · · ,xd+1) 7→ (x2, · · · ,xd+1)
is a bijection.
By definition, it is clear that p2 is onto. Now we show that p2 is also injective. Let
(x1,x2, · · · ,xd+1),(y1,x2, · · · ,xd+1)∈ Nd+1. We will show that x1 = y1. First by definition
of Nd+1(X), there exists (x
∗,y∗) ∈ O((x1,y1),T ×T ) and x ∈ X such that
(x∗,x, · · · ,x),(y∗,x, · · · ,x) ∈ Nd+1.
Thus for for any δ > 0, there is some n,m ∈ Z such that ρ(Tm+ jnx,x) < δ/2 for all
j= 1,2, . . . ,d and ρ(Tmx,x∗)< δ/2. Let x′ = Tmx,y′ = Tm+nx, and let n= (n,n, . . . ,n)∈
Z
d−1. Then ρ(x′,x∗)< δ/2, ρ(y′,x)< δ/2 and
{n · ε : ε ∈ {0,1}d−1 \{(0,0, . . . ,0)}}= {n,2n, . . . ,(d−1)n}.
So we have that
ρ(Tn·εx′,T n·εy′) = ρ(T n·εTmx,T n·εT n+mx)
≤ ρ(T n·εTmx,x)+ρ(x,T n·εT n+mx)
≤ 2 max
1≤ j≤d
ρ(T jn+mx,x) = δ .
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By the definition of RP[d−1](X), one has that (x∗,x) ∈ RP[d−1](X). Hence x∗ = x by
Theorem 2.7. Similarly, one has that y∗ = x. Thus x∗ = y∗ and so x1 = y1 since (X ,T ) is
distal. This shows that p2 is injective. The proof of Claim is completed. 
Now we show that ϕ : X −→ M(Nd); x 7→ ν
(d)
d−1,x is one-to-one. Since ψ
−1(x) ⊃
O((xd,σd) for any x ∈ X , one has that
O((xd,σd)∩O((yd,σd) = /0
whenever x 6= y. Thus ν
(d)
d−1,x 6= ν
(d)
d−1,y whenever x 6= y.
By the above discussion, one has that ϕ is a one-to-one Borel map. Hence by Souslin
Theorem (See e.g. [20, Theorem 2.8 (2)]), ϕ(X) is a Borel subset of M(Nd) and ϕ is a
Borel isomorphism from X to ϕ(X). Let κ = ϕ∗(µd−1). Then κ is a Borel probability
measure on the Gδ subsetM
e
σd
(Nd) ofM(Nd), κ(ϕ(X)) = 1 and
µ
(d)
d−1
(3.6)
=
∫
X
ϕ(x) dµd−1(x) =
∫
Meσd
(Nd)
θdκ(θ)
is the ergodic decomposition of µ
(d)
d−1 under σd .
Let Nd be the Borel σ -algebra of Nd . By the ergodic decomposition Theorem (see e.g.
[39, Theorem 4.2]), there exists a Borel map ξ : Nd →M
e
σd
(Nd) such that
(i) ξ (σdx) = ξ (x) for any x ∈ Nd ,
(ii) for any θ ∈Meσd(Nd), θ(ξ
−1(θ)) = 1,
(iii) for any η ∈Mσd(Nd),
(3.7) η(A) =
∫
Nd
ξ (x)(A)dη(x)
for any A ∈Nd .
Let M eσd(Nd) be the Borel σ -algebra ofM
e
σd
(Nd) and ν = ξ∗(µ
(d)
d−1). Then
ξ : (Nd,Nd,µ
(d)
d−1)→ (M
e
σd
(Nd),M
e
σd
(Nd),ν)
is a measure-preservingmap. By [39, Lemma 4.2], ξ−1(M eσd(Nd))=I (Nd,Nd,µ
(d)
d−1,σd)
(mod µ
(d)
d−1) and
µ
(d)
d−1 =
∫
Nd
ξ (x) dµ
(d)
d−1(x) =
∫
Meσd
(Nd)
θdν(θ)
is the disintegration of µ
(d)
d−1 over ν by ξ .
Hence the uniqueness of the representation in Choquet’s theorem implies ν = κ so that
ν(ϕ(X)) = 1. Now
ϕ−1 : (Meσd(Nd),M
e
σd
(Nd),ν)→ (X ,X ,µd−1)
is an isomorphism.
Let E = {(x2,x3, · · · ,xd+1)∈Nd :ψ(x2,x3, · · · ,xd+1)= φ
−1◦ξ (x2,x3, · · · ,xd+1)}. Then
E is a Borel susbet of Nd . Now for any x ∈ X , it is not hard to see that
O((xd,σd)∩ξ
−1(φ(x))⊂ E
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and so
φ(x)(E)≥ φ(x)
(
O((xd,σd)∩ξ
−1(φ(x))
)
= φ(x)
(
ξ−1(φ(x))
) (ii)
= 1.
Moreover
µ
(d)
d−1
(
E
) (3.6)
=
∫
X
ϕ(x)
(
E
)
dµd−1(x) = 1.
This implies that ψ = ϕ−1 ◦ξ for µ
(d)
d−1-a.e.
To sum up, we have
Proposition 3.10. Let ψ :Nd→X be the continuousmap such that x1=ψ(x2,x3, · · · ,xd+1)
for every (x1,x2,x3, · · · ,xd+1)∈Nd+1. Then ψ : (Nd,Nd,µ
(d)
d−1)→ (X ,X ,µd−1) is a mea-
sure preserving map such that
(1) ψ−1(X ) = I (Nd,Nd,µ
(d)
d−1,σd) (mod µ
(d)
d−1).
(2) the disintegration µ
(d)
d−1 =
∫
X(µ
(d)
d−1)xdµd−1(x) of µ
(d)
d−1 over µd−1 by ψ is the er-
godic decomposition of µ
(d)
d−1 under σd .
(3) (µ
(d)
d−1)x = ν
(d)
d−1,x for µd−1-a.e x ∈ X.
Remark 3.11. Note that Nd+1[x] = {x}×O(xd ,σd). It follows that for all x
µ
(d+1)
d−1,x = ν
(d)
d−1,x.
Hence
(µ
(d)
d−1)x = ν
(d)
d−1,x = µ
(d+1)
d−1,x
for µd−1-a.e x ∈ X . Thus usually, (µ
(d)
d−1)x is different from µ
(d)
d−1,x.
It is easy to see that Theorem 3.9 follows from Proposition 3.10.
3.4. Ergodic decomposition of Furstenberg self-joining under the action σd .
Let (X ,T) be a minimal t.d.s with measure µ , and let pid−1 : (X ,T )→ (Zd−1,T ) be
the topological factor map, where Zd−1 is both a topological system of order d−1 and a
system of order d− 1 with measure µd−1. Notice that in the next section we will show
that for each ergodic system, one always can find such a minimal topological model.
Recall that for a t.d.s. (X ,T ) and d ∈ N, we define µ(d) as the weak∗ limit points of
sequence { 1
N ∑
N−1
n=0 σ
n
d µ
d
∆} in M(X
d). Then µ(d) is a d-fold self-joining of X and it is
〈τd,σd〉-invariant. By definition, the image of µ
(d) under pidd−1 is µ
(d)
d−1.
By Corollary 3.6, the factor map pidd−1 : (X
d,X d ,µ(d),σd)→ (Z
d
d−1,Z
d
d−1µ
(d)
d−1,σd) is
ergodic. Hence I (Xd,X d,µ(d),σd) = I (Z
d
d−1,Z
d
d−1,µ
(d)
d−1,σd). By (3.6),
µ
(d)
d−1 =
∫
Zd−1
ν
(d)
d−1,x dµd−1(x)
is the ergodic decomposition of µ
(d)
d−1 under σd .
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Let φ = pidd−1|Nd(X) and
ψ : (Nd(Zd−1),Nd(Zd−1),µ
(d)
d−1)→ (Zd−1,Zd−1,µd−1)
be the measure-preserving map defined in Proposition 3.10. Then by Corollary 3.6 and
the fact µ(d)
(
Nd(X)
)
= 1 and µ
(d)
d−1
(
Nd(Zd−1)
)
= 1, one has
φ : (Nd(X),Nd(X),µ
(d),σd)→ (Nd(Zd−1),Nd(Zd−1),µ
(d)
d−1,σd)
is a factor map with
(3.8) I (Nd(X),Nd(X),µ
(d),σd) = φ
−1
I (Nd(Zd−1),Nd(Zd−1),µ
(d)
d−1,σd).
Combining this with Proposition 3.10 (1), we have
(Nd(X),Nd(X),µ
(d))
φ
−→ (Nd(Zd−1),Nd(Zd−1),µ
(d)
d−1)
ψ
−→ (Zd−1,Zd−1,µd−1)
x−→ φ(x)−→ s= ψ(φ(x))(3.9)
and φ−1(ψ−1(Zd−1)) = I (Nd(X),µ
(d),σd). From this, let
(3.10) µ(d) =
∫
Zd−1
ν
(d)
s dµd−1(s)
be the disintegration of µ(d) over µd−1 by ψ ◦φ . Since
φ−1(ψ−1(Zd−1)) = I (Nd(X),µ
(d),σd),
(3.10) is the ergodic decompositions of µ(d) under σd (see e.g. [20, Theorem 8.7]). More-
over, for µd−1-a.e. s ∈ Zd−1,
φ∗(ν
(d)
s ) = (µ
(d)
d−1)s = ν
(d)
d−1,s
by [16, Corollary 5.24], (3.8) and Proposition 3.10, where µ
(d)
d−1 =
∫
Zd−1
(µ
(d)
d−1)sdµd−1(s)
is the disintegration of µ
(d)
d−1 over µd−1 by ψ .
To sum up, we have the following result:
Theorem 3.12. µ(d) =
∫
Zd−1
ν
(d)
s dµd−1(s) is the ergodic decomposition of µ
(d) under σd .
4. PROOF OF THEOREM A AND THEOREM B
In this section we show Theorem A and Theorem B. First we give the proof of Theorem
A by using the tools developed in Section 3.
4.1. Another form of Theorem A.
Definition 4.1. Let (X ,X ,µ,T ) be an ergodic m.p.t. and (Xˆ , Tˆ ) be its model. For d ∈N,
(Xˆ , Tˆ ) is called a 〈τd,σd〉−strictly ergodic model for (X ,X ,µ,T ) if (Xˆ , Tˆ ) is a strictly
ergodic model and (Nd(Xˆ),〈τd(Tˆ ),σd(Tˆ )〉) is strictly ergodic.
From the statement of Theorem A one does not know how the model looks like. The
following statement avoids this weakness and is suitable for the induction. Note that we
let Z0 = {pt} be the trivial system.
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Theorem 4.2. Let (X ,X ,µ,T ) be an ergodic m.p.t, d ≥ 2 and pid−2 : X −→ Zd−2 be
the factor map to the Zd−2. Assume that Zd−2 is isomorphic to a topological system of
order d−2 (see Theorem 2.8, still denote it by Zd−2). Then any strictly ergodic system Xˆ
obtained from Weiss’s theorem is a 〈τd,σd〉−strictly ergodic model.
X −−−→ Xˆ
pid−2
y ypˆid−2
Zd−2 −−−→ Zd−2
Theorem 4.2 follows immediately from the following corollary, which follows from
Corollary 3.3.
Corollary 4.3. Let (X ,X ,µ,T ) be an ergodic system and d ≥ 2 be an integer. Let pid−2 :
(X ,X ,µ,T )→ (Zd−2,Zd−2,µd−2,T ) be its factor of order d− 2. Suppose that λ is a
d-fold self-joining of X and it is σd-invariant. If µ
(d)
d−2 is the image of λ under pi
d
d−2, then
λ is the conditionally independent measure with respect to µ
(d)
d−2.
The following result is a direct consequence of Theorem 4.2.
Corollary 4.4. Let (X , T ) be a uniquely ergodic t.d.s. with invariant measure µ and
d ≥ 2. Assume that the measure theoretic factor map pid−2 : X −→ Zd−2 is (equal µ-a.e.
to) a continuous factor map. Then (Nd(X),〈τd,σd〉) is unique ergodic, and the unique
invariant measure is the Furstenberg self-joining µ(d).
4.2. Another proof of Theorem 4.2 and its consequence.
In this subsection, we give another proof of Theorem 4.2. By this proof, we will get
the following result, which is key to the proof of Theorem D.
Theorem 4.5. Let (X , T ) be a uniquely ergodic t.d.s. with invariant measure µ and d≥ 1.
Assume that the measure theoretic factor map pid−1 : X −→ Zd−1 is (equal µ-a.e. to) a
continuous factor map. Let µ(d) =
∫
Zd−1
ν
(d)
s dµd−1(s) be the ergodic decompositions of
µ(d) under σd as in Theorem 3.12 and let µ =
∫
Zd−1
θs dµd−1(s) be the disintegration of
µ over µd−1. Then
(4.1) µ(d+1) =
∫
Zd−1
θs×ν
(d)
s dµd−1(s).
Another proof of Theorem 4.2 Let (X ,T) be a strictly ergodic system and let µ be its
unique T -invariant measure.
When d = 2. Note that X2 = X ×X , τ2 = T ×T , σ2 = T ×T
2 and σ ′2 = id×T . It is
easy to see that N2(X) = X×X and µ×µ is unique 〈τ2,σ2〉-invariant measure on X×X .
Next assume that Theorem 4.2 holds for d ≥ 2. We show it also holds for d+ 1. Let
pid−1 : X → Zd−1 be the factor map from X to Zd−1, the system of order d−1. We build
20 WEN HUANG, SONG SHAO, AND XIANGDONG YE
Xˆ in the following way by Weiss’s theorem and Theorem 2.8.
X −−−→ Xˆ
pid−1
y ypˆid−1
Zd−1 −−−→ Zd−1
Without loss of generality we assume that X = Xˆ . Nowwe show that (Nd+1(X),〈τd+1,σd+1〉)
is uniquely ergodic.
Let ζ : Zd−1 −→ Zd−2 be the factor map to the maximal topological factor of order
d−2. By Theorem 2.9, ζ is also the factor map to the maximal factor of order d−2. By
the inductive assumption, (Nd(X),〈τd,σd〉) is uniquely ergodic, and we denote its unique
measure by µ(d).
By Theorem 3.12,
(4.2) µ(d) =
∫
Zd−1
ν
(d)
s dµd−1(s)
is the ergodic decompositions of µ(d) under σd .
Let λ be a 〈τd+1,σd+1〉-invariant measure of Nd+1(X) and µ =
∫
Zd−1
θs dµd−1(s) be
the disintegration of µ over µd−1. We will show that
(4.3) λ =
∫
Zd−1
θs×ν
(d)
s dµd−1(s)
which implies that λ is unique.
To do this let
p1 : (Nd+1(X),〈τd+1,σd+1〉)→ (X ,T ); (x1,x) 7→ x1
p2 : (Nd+1(X),〈τd+1,σd+1〉)→ (Nd(X),〈τd,σd〉); (x1,x) 7→ x
be the projections (here we use the fact that 〈τd,T
2 × . . .× T d+1〉 = 〈τd,σd〉). Then
(p2)∗(λ ) is a 〈τd,σd〉-invariant measure of Nd(X). By the assumption on d, (p2)∗(λ ) =
µ(d). Hence we may assume that
(4.4) λ =
∫
Xd
λx×δx dµ
(d)(x)
is the disintegration of λ over µ(d). Since λ is σ ′d+1 = id×σd-invariant, we have
λ = id×σdλ =
∫
Xd
λx×σdδx dµ
(d)(x)
=
∫
Xd
λx×δσd(x) dµ
(d)(x)
=
∫
Xd
λ(σd)−1(x)×δx dµ
(d)(x).
The uniqueness of disintegration implies that
(4.5) λ(σd)−1(x) = λx, µ
(d) a.e.
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Define
F : (Xd,µ(d),σd)−→M(X) : x 7→ λx.
By (4.5), F is a σd-invariant M(X)-valued function. Hence F is I (X
d,X d,µ(d),σd)-
measurable, and this implies λx = λψ(φ(x)) = λs, µ
(d) a.e., where s,ψ and φ are defined
in (3.9).
Thus by (4.4) one has that
λ =
∫
Xd
λx×δx dµ
(d)(x) =
∫
Xd
λψ(φ(x))×δx dµ
(d)(x)
=
∫
Zd−1
∫
Xd
λs×δx dν
(d)
s (x)dµd−1(s)
=
∫
Zd−1
λs×
(∫
Xd
δx dν
(d)
s (x)
)
dµd−1(s)
=
∫
Zd−1
λs×ν
(d)
s dµd−1(s).
(4.6)
In the sequel we will show that λs = θs for µd−1-a.e. s ∈ Zd−1 and it is clear that (4.3)
follows from this fact and (4.6) immediately.
Let pid+1d−1 : (Nd+1(X),〈τd+1,σd+1〉)−→ (Nd+1(Zd−1),〈τd+1,σd+1〉) be the natural fac-
tor map. By Theorem 3.7, (Nd+1(Zd−1),〈τd+1,σd+1〉,µ
(d+1)
d−1 ) is uniquely ergodic. Hence∫
Zd−1
(pid+1d−1 )∗(λs×ν
(d)
s ) dµd−1(s) = (pi
d+1
d−1 )∗(λ ) = µ
(d+1)
d−1 =
∫
Zd−1
δs×µ
(d+1)
d−1,s dµd−1(s).
The last equality follows from Theorem 3.7(3), since for µd−1-a.e. s ∈ Zd−1, the system
(O((s, . . . ,s),σ ′d+1),σ
′
d+1) is uniquely ergodic with some measure δs× µ
(d+1)
d−1,s . Hence
µ
(d+1)
d−1,s is the unique ergodic measure of (O((s, . . .,s),σd),σd), i.e. µ
(d+1)
d−1,s = ν
(d)
d−1,s.
Note that
(pidd−1)∗(ν
(d)
s ) = φ∗(ν
(d)
s ) = (µ
(d)
d−1)s = ν
(d)
d−1,s = µ
(d+1)
d−1,s
and (µ
(d)
d−1)s(ψ
−1(s)) = 1 for µd−1-a.e. s ∈ Zd−1. We claim that
(4.7) (pid+1d−1 )∗(λs×ν
(d)
s ) = δs×µ
(d+1)
d−1,s
for µd−1-a.e. s ∈ Zd−1. We postpone the verification of (4.7) to the next subsection.
It is clear that (4.7) implies
(4.8) (pid−1)∗(λs) = δs
for µd−1-a.e. s ∈ Zd−1. Since (p1)∗(λ ) = µ , it follows from (4.6) that
(4.9) µ =
∫
Zd−1
λs dµd−1(s).
(4.8) and (4.9) imply that µ =
∫
Zd−1
λs dµd−1(s) is also the disintegration of µ over
µd−1. So we conclude
λs = θs for µd−1−a.e. s ∈ Zd−1
by the uniqueness of the disintegration. The proof is completed.
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4.2.1. Proof of (4.7). Assume the contrary that (4.7) does not hold. Then
µd−1({s ∈ Zd−1 : (pi
d+1
d−1 )∗(λs×ν
(d)
s ) 6= δs×µ
(d+1)
d−1,s })> 0.
So there is some function f ∈C(Nd+1(Zd−1)) such that µd−1(C)> 0, where
C = {s ∈ Zd−1 : (pi
d+1
d−1 )∗(λs×ν
(d)
s )( f )> δs×µ
(d+1)
d−1,s ( f )}.
Let B= ψ−1(C) and A= p−1
d−1,2(B), where
pd−1,2 : (Nd+1(Zd−1),〈τd+1,σd+1〉)→ (Nd(Zd−1),〈τd,σd〉); (s1,s) 7→ s
be the projection. Since
(
(pidd−1)∗(ν
(d)
s ) = µ
(d+1)
d−1,s = (µ
(d)
d−1)s and (µ
(d)
d−1)s(ψ
−1(s)) = 1 for
µd−1-a.e. s ∈ Zd−1, one has that for µd−1-a.e. s ∈ Zd−1,
µ
(d+1)
d−1,s (B) =
{
1 if s ∈C
0 if s 6∈C
and (pidd−1)∗(ν
(d)
s )(B) =
{
1 if s ∈C
0 if s 6∈C.
Moreover, for µd−1-a.e. s ∈ Zd−1, one has that for µd−1-a.e. s ∈ Zd−1,
(pid+1d−1 )∗(λs×ν
(d)
s )(A) = (pi
d
d−1)∗(ν
(d)
s )(B) =
{
1 if s ∈C
0 if s 6∈C
and
δs×µ
(d+1)
d−1,s (A) = µ
(d+1)
d−1,s (B) =
{
1 if s ∈C
0 if s 6∈C
.
Thus
µ
(d+1)
d−1 ( f ·1A) =
∫
Nd+1(Zd−1)
f ·1A dµ
(d+1)
d−1
=
∫
Zd−1
(∫
Nd+1(Zd−1)
f ·1A dδs×µ
(d+1)
d−1,s
)
dµd−1(s)
=
∫
C
δs×µ
(d+1)
d−1,s ( f )dµd−1(s)
<
∫
C
(pid+1d−1 )∗(λs×ν
(d)
s )( f ) dµd−1(s)
=
∫
Zd−1
(∫
Nd+1(Zd−1)
f ·1A d(pi
d+1
d−1 )∗(λs×ν
(d)
s )
)
dµd−1(s)
= µ
(d+1)
d−1 ( f ·1A),
a contradiction! Hence (4.7) holds.
4.3. Proof of Theorem B. In this subsection we show how to obtain Theorem B from
Theorem A. We need the following formula which is easy to be verified.
Lemma 4.6. Let {ai},{bi} ⊆ C. Then
k
∏
i=1
ai−
k
∏
i=1
bi = (a1−b1)b2 . . .bk+a1(a2−b2)b3 . . .bk+ . . .+a1 . . .ak−1(ak−bk).
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The proof of Theorem B: Since (X ,X ,µ,T ) has a 〈τd,σd〉−strictly ergodic model, we
may assume that (X ,T) itself is a minimal t.d.s. and µ is its unique measure such that
(Nd(X),〈τd,σd〉) is uniquely ergodic with the unique measure µ
(d).
Fix f1, . . . , fd ∈ L
∞ and let ε > 0. Without loss of generality, we assume that for all
1 ≤ j ≤ d, ‖ f j‖∞ ≤ 1. Choose continuous functions g j such that ‖g j‖∞ ≤ 1 and ‖ f j −
g j‖1 < ε/d for all 1≤ j ≤ d. We have∣∣∣∣∣∣∣
1
N2
∑
n∈[0,N−1]
m∈[0,N−1]
d
∏
j=1
f j(T
n+( j−1)mx)−
∫
Nd(X)
d⊗
j=1
f jdµ
(d)
∣∣∣∣∣∣∣
≤
∣∣∣∣∣∣∣
1
N2
∑
n∈[0,N−1]
m∈[0,N−1]
d
∏
j=1
f j(T
n+( j−1)mx)−
1
N2
∑
n∈[0,N−1]
m∈[0,N−1]
d
∏
j=1
g j(T
n+( j−1)mx)
∣∣∣∣∣∣∣
+
∣∣∣∣∣∣∣
1
N2
∑
n∈[0,N−1]
m∈[0,N−1]
d
∏
j=1
g j(T
n+( j−1)mx)−
∫
Nd(X)
d⊗
j=1
g jdµ
(d)
∣∣∣∣∣∣∣+
∣∣∣∣∣
∫
Nd(X)
d⊗
j=1
g jdµ
(d)−
∫
Nd(X)
d⊗
j=1
f jdµ
(d)
∣∣∣∣∣ .
(4.10)
Now by Pointwise Ergodic Theorem for Z2 applying to (n,m) 7→ T n+( j−1)m (see for
example [35]) we have that for all 1≤ j ≤ d
(4.11)
1
N2
∑
n∈[0,N−1]
m∈[0,N−1]
∣∣∣ f j(T n+( j−1)mx)−g j(T n+( j−1)mx)∣∣∣−→ ‖ f j−g j‖1, N→ ∞.
for µ a.e. Hence by Lemma 4.6,
limsup
N→∞
∣∣∣∣∣∣∣
1
N2
∑
n∈[0,N−1]
m∈[0,N−1]
d
∏
j=1
f j(T
n+( j−1)mx)−
1
N2
∑
n∈[0,N−1]
m∈[0,N−1]
d
∏
j=1
g j(T
n+( j−1)mx)
∣∣∣∣∣∣∣
≤
d
∑
j=1
[
lim
N→∞
1
N2
∑
n∈[0,N−1]
m∈[0,N−1]
∣∣∣ f j(T n+( j−1)mx)−g j(T n+( j−1)mx)∣∣∣]
=
d
∑
j=1
‖ f j−g j‖1 ≤ ε, a.e.
(4.12)
Since g1⊗ . . .⊗gd : X
d →R is continuous and (Nd(X),〈τd,σd〉,µ
(d)) is uniquely ergodic,
we have
(4.13) lim
N→∞
∣∣∣∣∣∣∣
1
N2
∑
n∈[0,N−1]
m∈[0,N−1]
d
∏
j=1
g j(T
n+( j−1)mx)−
∫
Nd(X)
d⊗
j=1
g jdµ
(d)
∣∣∣∣∣∣∣= 0.
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Because the jth marginal of µ(d) is equal to µ , by Lemma 4.6 we have
(4.14)
∣∣∣∣∣
∫
Nd(X)
d⊗
j=1
g jdµ
(d)−
∫
Nd(X)
d⊗
j=1
f jdµ
(d)
∣∣∣∣∣≤ d∑
j=1
∫
X
|g j− f j|dµ ≤ ε.
So combining (4.10)-(4.14), we have
limsup
N→∞
∣∣∣∣∣∣∣
1
N2
∑
n∈[0,N−1]
m∈[0,N−1]
d
∏
j=1
f j(T
n+( j−1)mx)−
∫
Nd(X)
d⊗
j=1
f jdµ
(d)
∣∣∣∣∣∣∣≤ 2ε,a.e.
Since ε is arbitrary, the proof is completed.
4.4. Proof of Theorem D.
Proof. First we assume that (X ,T,µ) is the strictly ergodic system obtained in Theorem
4.2 by setting X = Xˆ with the unique measure µ(d+1).
Let pid−1 : X −→ Zd−1 be the factor map and µ =
∫
Zd−1
θs dµd−1(s) be the disintegration
of µ over µd−1. Then by Theorem 4.5, we have
(4.15) µ(d+1) =
∫
Zd−1
θs×ν
(d)
s dµd−1(s).
For x ∈ X , let
(4.16) µ
(d)
x = ν
(d)
pid−1(x)
.
By definition, for µ a.e. x ∈ X , µ
(d)
x is ergodic under T ×T
2× . . .×T d .
Now we verify that {µ
(d)
x }x∈X satisfies (1.2). First together with µ =
∫
Zd−1
θs dµd−1(s),
we can rewrite (4.15) as
(4.17) µ(d+1) =
∫
X
δx×µ
(d)
x dµ(x).
In fact, ∫
X
δx×µ
(d)
x dµ(x) =
∫
Zd−1
∫
X
δx×ν
(d)
pid−1(x)
dθs(x) dµd−1(s)
=
∫
Zd−1
(∫
X
δx dθs(x)
)
×ν
(d)
s dµd−1(s)
=
∫
Zd−1
θs×ν
(d)
s dµd−1(s) = µ
(d+1).
Now we show (1.2). By Theorem 1.1 in [26], let the left side of (1.2) converge (in L2)
to some function g. Now we show g is equal to the right side of (1.2). Let f ∈ L∞(X), we
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have ∫
f (x)g(x) dµ(x)
= lim
N→∞
∫
X
1
N
N−1
∑
n=0
f (x) f1(T
nx) f2(T
2nx) . . . fd(T
dnx)dµ(x)
= lim
N→∞
∫
X
1
N
N−1
∑
n0
f (T nx) f1(T
2nx) f2(T
3nx) . . . fd(T
(d+1)nx)dµ(x)
=
∫
Xd+1
f (x0) f1(x1) . . . fd(xd)dµ
(d+1)(x0,x1, . . . ,xd−1) (by Definition 3.1)
=
∫
X
f (x)
(∫
Xd
f1(x1) f2(x2) . . . fd(xd) dµ
(d)
x (x1,x2, . . . ,xd)
)
dµ(x).
Thus g(x) =
∫
Xd
f1(x1) f2(x2) . . . fd(xd) dµ
(d)
x (x1,x2, . . . ,xd), µ a.e. x ∈ X . Note that
(4.17) is used in the last equality.
For j ∈ {1,2, . . . ,d}, (p j)∗(µ
(d)
x ) is a T
j-invariant measure of X . Let ν j = (p j)∗(µ
(d)
x ).
Since (X ,T,µ) is uniquely ergodic, it is easy to see that µ = [ν j+T∗ν j+ . . .+(T
j−1)∗ν j]/ j.
It follows that (p j)∗(µ
(d)
x ) = ν j ≪ µ . Hence the theorem holds for the system (X ,µ,T ).
Nowwe prove the result for any ergodic system (X ,X ,µ,T ). By the proof of Theorem
A, (X ,X ,µ,T ) has a strictly ergodic model (Xˆ , Tˆ , µˆ). Let φ :X→ Xˆ be the isomorphism.
It is clear that φd : Xd → Xˆd is also an isomorphism.
By the proof above, we have showed that for (Xˆ , Tˆ , µˆ), there exists a family {µˆ
(d)
x }x∈Xˆ
of probability measures on Xˆd such that it satisfies condition (1)-(3) listed in the theorem.
Define µ
(d)
x = µˆ
(d)
φ(x)
◦ φd . By (3), for µˆ a.e. xˆ ∈ Xˆ , (p j)∗(µˆ
(d)
xˆ ) ≪ µˆ for 1 ≤ j ≤ d,
where p j : Xˆ
d → Xˆ is the projection to the j-th coordinate. It follows that µ
(d)
x is well-
defined. Then it is not hard to check that {µ
(d)
x }x∈X also satisfies (1)-(3). The proof is
completed. 
5. PROOF OF THEOREM C
In this section we will prove Theorem C. To do this, first we derive some properties
from the result proved in the previous sections. Then using the properties and a lemma
we show that the pointwise convergence can be lifted from a distal system to its isomet-
ric extension under some conditions. Finally we conclude Theorem C by the structure
theorem for distal systems.
5.1. Isometric extensions. Isometric extensions and weakly mixing extensions are two
basic extensions in the Furstenberg structure theorem for a m.p.t. Let pi : (X ,X ,µ,T )→
(Y,Y ,ν,S) be a factor map. The L2(X ,X ,µ) norm is denoted by || · || and the L2(X ,X ,µy)
norm by || · ||y for ν-almost every y ∈Y . Recall {µy}y∈Y is the disintegration of µ relative
to ν . A function f ∈ L2(X ,X ,µ) is almost periodic over Y if for every ε > 0 there exist
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g1, . . . ,gl ∈ L
2(X ,X ,µ) such that for all n ∈ Z
min
1≤ j≤l
||T n f −g j||y < ε
for ν almost every y ∈ Y . One writes f ∈ AP(Y ). Let K(X |Y,T ) be the closed subspace
of L2(X) spanned by the almost periodic functions overY . When Y is trivial, K(X ,T ) =
K(X |Y,T ) is the closed subspace spanned by eigenfunctions of T .
X is an isometric extensions of Y if K(X |Y,T ) = L2(X) and it is a (relatively) weak
mixing extension of Y if K(X |Y,T ) = L2(Y ).
It can be shown that if X is an isometric extension of an m.p.t. (Y,ν,S), then X is
isomorphic to a skew product X ′ = Y ×M, where M = G/H is a homogeneous compact
metric space, µ ′ = ν×mM with mM is the unique probability measure invariant under the
transitive group of isometries G. Moreover, the action of T ′ on X ′ is given by
T ′(y,gH) = (Sy,ρ(y)gH),
where ρ : Y → G is a cocycle. We denote X ′ by Y ×ρ G/H, and T
′ by Tρ . When H is
trivial, we say Y ×ρ G is a group extension of Y . We refer to [20] for the details.
Lemma 5.1. Let pi : (X ,X ,µ,T )→ (Y,Y ,ν,S) be a factor map between ergodic systems
with Zd−1(X) = Zd−1(Y ), and d ∈ N. Assume that {µ
(d)
x }x∈X and {ν
(d)
y }y∈Y are the fam-
ilies of measures defined in Theorem D respectively. Then for given f1, . . . , fd ∈ L
∞(µ),
one has that for µ a.e. x ∈ X∫
Xd
f1(x1) . . . fd(xd) dµ
(d)
x (x1, . . . ,xd)
=
∫
Y d
E( f1|Y )(y1)E( f2|Y )(y2) . . .E( fd|Y )(yd) dν
(d)
y (y1,y2, . . . ,yd).
(5.1)
Proof. Since Zd−1(X) = Zd−1(Y ), by Theorem 12.1 in [26], Y is also a characteristic
factor of X . That is
‖
1
N
N−1
∑
n=0
f1(T
nx) f2(T
2nx) . . . fd(T
dnx)
−
1
N
N−1
∑
n=0
E( f1|Y )(T
nx)E( f2|Y )(T
2nx) . . .E( fd |Y )(T
dnx)‖L2 → 0
as N → ∞. Moreover we obtain (5.1) by applying Theorem D (2) to (X ,X ,µ,T ) and
(Y,Y ,ν,S). 
In the proof of Proposition 5.3, we need the following Proposition 5.2. Recall that
for a compact metric space X ,M(X) is the set of all Borel probability measure on X with
weak∗ topology. If T is a continuous map from X to itself, then it is well known that for all
x ∈ X each limit point of { 1
N ∑
N−1
n=0 T
n
∗ δx}N∈N is T -invariant. If T is measurable instead of
continuity, then more will be involved. Proposition 5.2 will deal with the similar situation
in Xd for our purpose.
We remark that when d = 2 and all transformations are ergodic, this proposition was
proved in [33, Proposition 3]. We leave the proof of this result in the appendix, which is
similar to the one in [33] but much more involved.
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Proposition 5.2. Let (X ,X ,µ) be a probability space with X compact metric space and
d ∈ N. For 1≤ i ≤ d, let Ti : X → X be measure preserving transformations with finitely
many ergodic components. Then there is a measurable set X∗ with µ(X∗) = 1 such that
for x ∈ X∗ each weak
∗ limit point λ of the sequence{ 1
N
N−1
∑
n=0
(T1×T2× . . .×Td)
n
∗δ(x,x,...,x)
}
N
is in M(Xd), and λ is T1× . . .×Td-invariant.
The following proposition is crucial for our proof.
Proposition 5.3. Let pi : (X =Y ×ρ G/H,X ,µ,T )→ (Y,Y ,ν,S) be an isometric exten-
sion between two ergodic systems with Zd−1(X) = Zd−1(Y ), and d ∈ N. If
1
N
N−1
∑
n=0
f ′1(T
ny) f ′2(T
2ny) . . . f ′d(T
dny)
converge ν a.e. for any given f ′1, . . . , f
′
d ∈ L
∞(ν), then
1
N
N−1
∑
n=0
f1(T
nx) f2(T
2nx) . . . fd(T
dnx)
converge µ a.e. for any given f1, . . . , fd ∈ L
∞(µ).
Proof. We may assume that Y is a compact metric space. By the assumption of the theo-
rem, there is some measurable set Y0 ∈ Y with ν(Y0) = 1 such that for y ∈ Y0 and for all
f ′1, . . . , f
′
d ∈C(Y )
1
N
N−1
∑
n=0
f ′1(T
ny) f ′2(T
2ny) . . . f ′d(T
dny)
converge since C(Y ) is separable. By Theorem D, we may assume that for all y ∈ Y0 and
for all f ′1, . . . , f
′
d ∈C(Y ),
1
N
N−1
∑
n=0
f ′1(T
ny) f ′2(T
2ny) . . . f ′d(T
dny)−→
∫
Y d
f ′1(y1) f
′
2(y2) . . . f
′
d(yd) dν
(d)
y (y1,y2, . . . ,yd)
as N→ ∞ since the almost everywhere limit coincides with the limit in L2.
Let X0 = {(y,gH) : y ∈ Y0,g ∈ G}. Then µ(X0) = µ(Y0×G/H) = 1. Since C(X) is a
separable space, by Lemma 5.1, there is measurable set X1 such that µ(X1) = 1 and (5.1)
holds for all continuous functions. In Proposition 5.2, we take T1 = T, . . . ,Td = T
d and
let X∗ be the set defined there.
Now fix x= (y,gH) ∈ X0∩X1∩X∗. Let λ be a weak
∗ limit point of the sequence{ 1
N
N−1
∑
n=0
(T ×T 2× . . .×T d)n∗δ(x,x,...,x)
}
N
in M(Xd). By Proposition 5.2, λ is T × . . .× T d-invariant. We are going to show that
λ = µ
(d)
x .
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Let pid : Xd → Y d ,(x1, . . . ,xd) 7→ (pi(x1), . . . ,pi(xd)). Then pi
d
∗λ is a weak
∗ limit point
of the sequence { 1
N
N−1
∑
n=0
(S×S2× . . .×Sd)n∗δ(y,y,...,y)
}
N
inM(Y d). By the assumption, we know
lim
N→∞
1
N
N−1
∑
n=0
(S×S2× . . .×Sd)n∗δ(y,y,...,y) = ν
(d)
y .
Thus pid∗λ = ν
(d)
y .
Let ψ1, . . . ,ψd ∈ C(G) such that ψi ≥ 0 and
∫
Gψidm = 1 for all i ∈ {1, . . . ,d}. Now
define a new measure λψ1,...,ψd as follows:
λψ1,...,ψd( f1⊗ . . .⊗ fd)
=
∫
Gd×Xd
f1(y1,h1g1H) . . . fd(yd ,hdgdH)ψ1(h1) . . .ψd(hd) dh1 . . .dhddλ (x1, . . . ,xd),
(5.2)
where xi = (yi,giH) and fi ∈C(X) for all i ∈ {1,2, . . . ,d}.
Then by pi
(d)
∗ λ = ν
(d)
y , (5.1) and E(| fi||Y )(yi) =
∫
G | f j(y j,hiH)|dhi, 1≤ j≤ d we have
|λψ1,...,ψd ( f1⊗ . . .⊗ fd)|
≤
d
∏
i=1
sup
g∈G
|ψi(g)|
∫
Gd×Xd
| f1(y1,h1g1H) . . . fd(yd,hdgdH)|dh1 . . .dhddλ (x1, . . . ,xd)
=
d
∏
i=1
sup
g∈G
|ψi(g)|
∫
Gd×Y d
| f1(y1,h1H) . . . fd(yd,hdH)|dh1 . . .dhddν
(d)
y (y1, . . . ,yd)
=
d
∏
i=1
sup
g∈G
|ψi(g)|
∫
Y d
E(| f1||Y )(y1)E(| f2||Y )(y2) . . .E(| fd||Y )(yd) dν
(d)
y (y1,y2, . . . ,yd)
=
d
∏
i=1
sup
g∈G
|ψi(g)|
∫
Xd
| f1(x1) . . . fd(xd)|dµ
(d)
x (x1, . . . ,xd).
Thus we have
(5.3) λψ1,...,ψd ≪ µ
(d)
x .
Note ρ : Y → G is a cocycle. For each n ∈ N, let
ρ(n)(y) = ρ(Sn−1y)ρ(Sn−2y) . . .ρ(y).
Then we have
T n(y,gH) = (Sn,ρ(n)(y)gH).
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Now in addition we assume that {ψi} satisfy ψi(h
−1gh) =ψi(g) for all 1≤ i≤ d. Then
for f1, . . . , fd ∈C(X), we have
λψ1,...,ψd (( f1⊗ . . .⊗ fd)◦T × . . .×T
d)
=
∫
Gd×Xd
f1(Sy1,ρ(y1)h1g1H) . . . fd(S
dyd ,ρ
(d)(yd)hdgdH)ψ1(h1) . . .ψd(hd)dh1 . . .dhddλ (x1, . . . ,xd)
=
∫
Gd×Xd
f1(Sy1,h1ρ(y1)g1H) . . . fd(S
dyd ,hdρ
(d)(yd)gdH)ψ1(h1) . . .ψd(hd)dh1 . . .dhddλ (x1, . . . ,xd)
=
∫
Gd×Xd
f1(y1,h1g1H) . . . fd(yd,hdgdH)ψ1(h1) . . .ψd(hd) dh1 . . .dhddλ (x1, . . . ,xd)
=λψ1,...,ψd ( f1⊗ . . .⊗ fd).
That is, λψ1,...,ψd is T × . . .×T
d-invariant. Since µ
(d)
x is ergodic, we have that
λψ1,...,ψd = µ
(d)
x .
Now we will define a sequence {φn}n such that all φn satisfies the properties which ψi
hold above, and
λφn,...,φn → λ , n→ ∞.
Then we get that λ = µ
(d)
x .
Since G is a compact metric group, there is an invariant metric ρ . For all n ∈ N, let
ϕn(g) = 1/n− inf{1/n,ρ(e,g)}.
Then let
φn =
ϕn∫
Gϕndm
.
Note that φn is supported on An= {g∈G : ρ(e,g)<
1
n
}. It follows that for given y1, . . . ,yd ,
f1(y1,h1g1H) . . . fd(yd ,hdgdH) is close to f1(y1,g1H) . . . fd(yd,gdH) uniformly on An.
Then using the fact that
∫
Gφndm= 1 we deduce that φn is what we need.
To sum up, we have proved that for all x ∈ X0∩X1∩X∗, µ
(d)
x is the unique weak
∗ limit
point of sequence { 1
N
N−1
∑
n=0
(T ×T 2× . . .×T d)n∗δ(x,x,...,x)
}
N
inM(Xd). Hence for all x ∈ X0∩X1∩X∗, we have that for all f1, . . . , fd ∈C(X)
1
N
N−1
∑
n=0
f1(T
nx) f2(T
2nx) . . . fd(T
dnx)
−→
∫
Xd
f1(x1) f2(x2) . . . fd(xd) dµ
(d)
x (x1,x2, . . . ,xd)
(5.4)
as N→ ∞. Note that µ(X0∩X1∩X∗) = 1.
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Now by the same approximation argument as in the proof of Theorem B, we have that
for all f1, . . . , fd ∈ L
∞(µ),
1
N
N−1
∑
n=0
f1(T
nx) f2(T
2nx) . . . fd(T
dnx)
converges µ a.e.. The proof is completed. 
5.2. Proof of Theorem C. In this final subsection we will prove Theorem C. We start
with the definition of a distal system.
Definition 5.4. Let pi : (X ,X ,µ,T )→ (Y,Y ,ν,T ) be a factor between two ergodic sys-
tems. We call the extension pi a distal extension if there exists a countable ordinal η and
a directed family of factors (Xθ ,Xθ ,µθ ,T ),θ ≤ η such that
(1) X0 = Y and Xη = X .
(2) For θ < η the extension piθ : Xθ+1 → Xθ is isometric and non-trivial (i.e. not an
isomorphism).
(3) For a limit ordinal λ ≤ η , Xλ = lim
←−θ<λ
Xθ (i.e. Xλ =
∨
Xθ ).
If X is a distal extension of the trivial system, then (X ,X ,µ,T ) is called a distal system.
The proof of Theorem C:We say a system (X ,X ,µ,T ) satisfies (>), if for all f1, . . . , fd ∈
L∞(µ)
1
N
N−1
∑
n=0
f1(T
nx) . . . fd(T
dnx)
converge µ a.e.. The aim is to prove each distal system satisfies (>). We will use the
structure of distal systems and Proposition 5.3 to complete the proof.
Let pid−1 : X → Zd−1 be the factor map. Then pid−1 is distal since X is distal. By the
definition of a distal extension, there exists a countable ordinal η and a directed family of
factors (Xθ ,Xθ ,µθ ,T ),θ ≤ η such that
(1) X0 = Zd−1 and Xη = X .
(2) For θ < η the extension piθ : Xθ+1→ Xθ is non-trivial isometric.
(3) For a limit ordinal λ ≤ η , Xλ = lim
←−θ<λ
Xθ .
Then we have:
(i) By Theorem 3.7, X0 = Zd−1 satisfies (>).
(ii) For θ < η the extension piθ : Xθ+1→ Xθ is non-trivial isometric. If Xθ satisfies (>),
then by Proposition 5.3, Xθ+1 satisfies (>).
(iii) For a limit ordinal λ ≤ η , if for all θ < λ , Xθ satisfies (>), then it is easy to verify
that the inverse limit Xλ = lim
←−θ<λ
Xθ also satisfies (>).
(iv) By (i-iii), Xη = X satisfies (>).
The proof is completed.
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APPENDIX A. PROOF OF PROPOSITION 5.2
Proof of Proposition 5.2. Notice that when all transformations Ti are continuous, the re-
sult follows by the standard argument and in this case X∗ = X .
Now we deal with the general case. Since X is a compact metric space, C(X) is sepa-
rable. Let C1 be a countable dense subset ofC(X). Let
C2 = {|g1 ◦Ti−g2|
d : 1≤ i≤ d, g1,g2 ∈C1}.
It is obvious that C2 is countable. Since Ti has only finitely many ergodic components,
it follows that ITi is a finite σ -algebra and hence is generated by a finite measurable
partition βi for each 1≤ i≤ d. For a given f ∈C2, there is some X f ∈X with µ(X f ) = 1
such that for all x ∈ X f , one has µ(βi(x))> 0 and
(A.1) lim
N→∞
1
N
N−1
∑
n=0
f (T ni x) = E( f |ITi)(x) =
∫
βi(x)
f (y)dµ(y)
µ(βi(x))
, ∀ 1≤ i≤ d,
where βi(x) is the atom of βi containing x. Let
X∗ =
⋂
f∈C2
X f .
SinceC2 is countable, we conclude that X∗ ∈X and µ(X∗) = 1.
Recall that the topology ofC(X) is the uniform convergence topology. Let
C3 = {|g1 ◦Ti−g2|
d : 1≤ i≤ d, g1,g2 ∈C(X)}.
Then each element of C3 is the uniform limit of elements of C2. It is easy to show that
(A.1) holds for all x ∈ X∗ and for all f ∈C3.
Let x0 ∈ X∗ and let λ be a weak limit point of the sequence{ 1
N
N−1
∑
n=0
(T1×T2× . . .×Td)
n
∗δ(x0,x0,...,x0)
}
N
.
Now we show λ is T1× . . .×Td-invariant.
For all f1, . . . , fd ∈C(X), we have that∣∣∣ 1
N
N−1
∑
n=0
d
∏
i=1
fi(T
n
i x0)
∣∣∣≤ d∏
i=1
( 1
N
N−1
∑
n=0
| fi|
d(T ni x0)
)1/d
.
Since for each 1≤ i≤ d, | fi|
d ∈C3, by (A.1) we have
limsup
N→∞
∣∣∣ 1
N
N−1
∑
n=0
d
∏
i=1
fi(T
n
i x0)
∣∣∣≤ d∏
i=1
(
E(| fi|
d|ITi)(x0)
)1/d
.
In particular, we deduce that
(A.2) λ ( f1⊗ . . .⊗ fd)≤
d
∏
i=1
(
E(| fi|
d|ITi)(x0)
)1/d
.
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Now we show that λ ( f1◦T1⊗ . . .⊗ fd ◦Td) = λ ( f1⊗ . . .⊗ fd) for all f1, . . . , fd ∈C(X).
Let M > 0 such that ‖ fi‖∞ ≤M, 1≤ i ≤ d. Let δ =min1≤i≤d{µ(βi(x0))}. Then δ > 0,
and hence for any ε > 0, one can choose functions gi ∈C(X), 1≤ i≤ d such that
‖ fi ◦Ti−gi‖Ld(µ) < εδ
1/d and ‖gi‖∞ ≤M, 1≤ i≤ d.
Thus
(A.3)
(
E(| fi ◦Ti−gi|
d
∣∣ITi)(x0))1/d = (
∫
βi(x0)
| fi ◦Ti−gi|
d(y)dµ(y)
µ(βi(x0))
)1/d
< ε
for 1≤ i≤ d. By Lemma 4.6 and (A.2),
|λ ( f1 ◦T1⊗ . . .⊗ fd ◦Td)−λ (g1⊗ . . .⊗gd)|
≤
d
∑
i=1
∣∣λ ( i−1⊗
j=1
f j ◦Tj⊗ ( fi ◦Ti−gi)⊗
d⊗
k=i+1
gk)
∣∣
≤
d
∑
i=1
Md−1
(
E(| fi ◦Ti−gi|
d
∣∣ITi)(x0))1/d ≤ dMd−1ε.
(A.4)
Also we have∣∣∣ 1
N
N−1
∑
n=0
d
∏
i=1
fi(T
n
i x0)−
1
N
N−1
∑
n=0
d
∏
i=1
gi(T
n
i x0)
∣∣∣
≤
1
N
∣∣∣ d∏
i=1
fi(x0)−
d
∏
i=1
fi(T
N
i x0)
∣∣∣+ ∣∣∣ 1
N
N−1
∑
n=0
[ d
∏
i=1
fi(T
n+1
i x0)−
d
∏
i=1
gi(T
n
i x0)
]∣∣∣
≤
2Md
N
+
d
∑
i=1
∣∣∣ 1
N
N−1
∑
n=0
( i−1
∏
j=1
f j(T
n+1
j x0)
)
( fi(T
n+1
i x0)−gi(T
n
i x0))
( d
∏
k=i+1
gk(T
n
k x0)
)∣∣∣
≤
2Md
N
+
d
∑
i=1
Md−1
( 1
N
N−1
∑
n=0
∣∣ fi ◦Ti−gi∣∣d(T ni x0))1/d .
(A.5)
By (A.1) and (A.3), it follows that
limsup
N→∞
∣∣∣ 1
N
N−1
∑
n=0
d
∏
i=1
fi(T
n
i x0)−
1
N
N−1
∑
n=0
d
∏
i=1
gi(T
n
i x0)
∣∣∣
≤
d
∑
i=1
Md−1
(
E
(
| fi ◦Ti−gi
∣∣d∣∣ITi)(x0))1/d ≤ dMd−1ε.
(A.6)
In particular,
(A.7)
∣∣∣λ ( f1⊗ . . .⊗ fd)−λ (g1⊗ . . .⊗gd)∣∣∣≤ dMd−1ε.
By (A.4) and (A.7), we conclude that
(A.8)
∣∣∣λ ( f1 ◦T1⊗ . . .⊗ fd ◦Td)−λ ( f1⊗ . . .⊗ fd)∣∣∣≤ 2dMd−1ε.
Since ε is arbitrary, the above inequality implies that
λ ( f1 ◦T1⊗ . . .⊗ fd ◦Td) = λ ( f1⊗ . . .⊗ fd)
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for all f1, . . . , fd ∈C(X). Since the linear span ofC(X)
d is dense in C(Xd), we have
λ (F ◦ (T1× . . .×Td)) = λ (F)
for all F ∈C(Xd). That is, λ is T1× . . .×Td-invariant. 
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