In this note a proof is given for local existence and uniqueness of minimal surfaces with the topology of the halfplane respectively a cylinder of Lorentzian type with values in certain Lorentzian manifolds for given initial values up to the first derivatives. Global existence is proved for the case that the target manifold is diffeomorphic to R n .
Introduction
The most important candidate of a unifying field theory is String Theory. Its classical action, at least in the case of Closed Bosonic String Theory, is the area of a surface mapped into spacetime. As the latter one is supposed to have Lorentz signature the idea of a one-dimensional object moving through the space suggests that one should consider only mappings that induce a Lorentzian metric on the surface to get a consistent definition of area (as this is not possible for all geometries of the surface by topological reasons it seems that one has to include possible points with zero metric tensor). While harmonic mappings of surfaces into Riemannian manifolds are a well-examined object since the pioneering work of Gu ( [1] ), I could not find any comparable result about the Lorentzian case in the literature. All gradient estimates (a main tool in Gu's paper) fail in this case because of the presence of the null cone, so one has to apply different methods. The main result of this note is that everything is OK at least for a spacetime diffeomorphic to R n . This note stands in the context of my work about Geometric Quantization of Closed Bosonic String Theory. In Geometric Quantization quantum states are roughly speaking just complex probability distributions on the classical configuration space. Now there are two main definitions of configuration space, namely as space of classical solutions and as space of initial values. While the first one has the advantage of being manifestly covariant the latter one can be shown to carry a natural symplectic form ( [2] ) which determines dynamics and which one can use for quantization of the system. This note shows that in the case of Closed Bosonic String Theory the two definitions coincide so that it can be quantized along the lines of [2] . We will need to assume a strong version of bounded geometry for the target manifold (which seems also to be assumed tacitly in Gu's paper). The proof of the general conjecture (global existence for manifolds of very bounded geometry) is presently work in progress. I want to thank Jürgen Jost and László Székelyhidi for constant support and important advices. 1 
Wave maps. Local existence and uniqueness
Let M be a Pseudo-Riemannian manifold. A map y : R 1,1 → M is called wave map iff it satisfies the following differential equation:
where the trace is understood with respect to the metric on R 1,1 , that means in coordinates x, t:
In the following we consider hyperbolic Lorentzian manifolds where there are coordinate patches whose radius w.r.t. the natural Riemannian metric (in the following referred to as flip metric) is bounded away from zero and in whose coordinates all derivatives of the Lorentzian metric are bounded (one typical case is spatially asymptotical flatness). Such spacetimes we will call mild spacetimes or of very bounded geometry.
Theorem 1 Let M be a mild spacetime, let k = (k 0 , k 1 ) : R → T M be a smooth curve of bounded derivatives. Then there is a unique smooth map of a small strip y : {t ∈ [0, ǫ]} → M which is a wave map and whose restriction and normal derivative at {t = 0} correspond to the given curve, i.e. y(0, x) = k 0 (x), ∂ t y(0, x) = k 1 (x).
The theorem will be proved as an easy corollary of the same statement for small characteristic triangles based on the boundary curve {t = 0}: Lemma 2 Let M be a mild spacetime, let k = (k 0 , k 1 ) : R → T M be a smooth curve with bounded derivatives. Then there exists a constant l > 0 such that for each characteristic triangle ∆ of base length l there is a unique smooth map y : ∆ → M which is a wave map and whose restriction and normal derivative at {t = 0} correspond to the given curve, i.e. y(0, x) = k 0 (x), ∂ t y(0, x) = k 1 (x).
Proof. First choose l such that the image of each interval of length l is contained in some coordinate patch. Let ξ := t+x 2 , η := t−x 2 . We use a way of splitting the differential equation similar to the one in Gu's paper ( [1] ) and consider the following system of first-order differential equations of maps u, v, y, z from the triangular region ∆ (spanned by the interval of length ≤ l and the characteristic lines beginning at the endpoints of the interval) to R n :
A solution of this system will give y = z (because of uniqueness and symmetry of the equations under y ↔ z, u ↔û, v ↔v) and therefore be a solution of the original problem. At this point we can forget about the Lorentzian metric that does not appear at all in the equations and use the Riemannian flip metric if it is more convenient as long as we still keep the Christoffel symbols of the Lorentzian metric.
Now consider the following iteration procedure: Let (y 0 , z 0 , u 0 , v 0 ) be any system of maps satisfying the respective initial conditions and
or, eliminating y, z and integrating out the (now linear!) first-order equations,
(and corresponding expressions forû m+1 ,v m+1 ). The curves c p,η resp. c p,ξ are just the characteristic lines along the constant vector fields ∂ η resp. ∂ ξ ending at p and beginning at the basis of the triangle at points we call p ′ resp. p ′′ while the curves c p,η resp. c p,ξ are the curves on the base side from the left endpoint of the base side to p ′ resp. p ′′ . Every curve is parametrized by arc length in Euclidean R 2 , l denotes the respective lengths. This iteration procedure is well-defined and meaningful in the space of maps ∆ → M with different images of the base sides but one and the same image of the left endpoint of the base side. Nevertheless the initial data remain fixed during the iteration procedure. The corresponding operator taking
. Now, we have a special solution of the wave equation to compare with, namely the one with ∂ t | t=0 y = ±∂ x | t=0 y, i.e. with u = 0 or v = 0 everywhere, we decide for u = 0. It is easy to see that this is a solution (for a different initial value curvek, but stillk 0 = k 0 ), we call it (0,
Its image is a one-dimensional submanifold; as it is a solution, it is a fix point of Φ:
then we have the following estimates (where G is a global bound for the Christoffels):
the exponential Lipschitz factor coming from estimates that use Dyson's expansion (cf. [3] ; ||V || + 2lGǫ m is the maximal possible norm of the matrices to be exponentiated). Therefore
Similarly (all norms involved are meant to be C 0 ) the whole thing has the following structure:
∆ m+1 ≤ e 3||V ||+Hlǫm · Hlǫ m + e ||V ||+Hlǫm u, δ m+1 ≤ e Hlǫm · Hlǫ m Let us start with choosing an ǫ m ≤ ue ||V ||+2 := K · e and l := 1 2H u −1 e −3||V ||−2 (or smaller, if necessary. Of course still l has to be so small that the whole image triangle is contained in some coordinate patch). Then we have Hlǫ m ≤ 1 2 , e ||V ||+Hlǫm u ≤ K and
for ǫ m ≤ K · e, and put in one we have
for ǫ m ≤ K · e and one can see that a solution in a C 0 -ball of radius 2K around (0, V, 0, V ) gets trapped in this ball and therefore the series stays bounded in C 0 (u, v,û,v) = C 1 (y, z) and has according to the Arzela-Ascoli Theorem a convergent subseries (in the C 0 topology of maps y, z!).
Regularity is easily seen: Looking again at the equations (2) of the iteration process and using that
there is a C 0 -convergent subseries indexed by m(i). Now go over to the subseries with indices m(i) + 1 and recall the standard fact ( [6] ) that ODE solutions depend continuously of their coefficients to get the C 1 -convergence of the u, v in a subsequence. Thus the solutions are C 2 in y, z. For higher regularity differentiate the equations and use the boundedness of the derivatives of g by taking sucessively new subsequences. Thus for all n there is a solution to the system (1) of regularity n.
Now it is only left to show that solutions of (1) are uniquely determined by their initial values on the base of the triangle. To this purpose we rewrite the equations in a more symmetric way, with only y, z as variables: with initial conditions y((x, 0)) = k 0 (x) = z((x, 0)) and ∂ t y((x, 0)) = k 1 (x) = ∂ t z((x, 0)). Obviously, if (y, z) is a solution to this system, (z, y) is as well, so uniqueness of the solution implies that then y = z holds. We arrange the system still a bit differently:
∂z β ∂t ∂y γ ∂t = 0
With the notation u := (y, z) we can define the functionals
Obviously u is a solution if and only if the R 2n -valued functional F vanishes. Now let N = 2n, X = (x, t), then the PDE system is now in the form F (X, u(X), Du(X), D 2 u(X)) = 0
denotes the symmetrical tensor product. An element of S will be written in the form (X, z, p, r) . Now, following [5] we want to construct a suitable quasilinear operator L :
everything taken at X = (x, t). All coefficients are sufficiently smooth and uniformly bounded, a α ijβ = δ ij ǫ i δ α β . We have to show that if Lv = 0, v| {t=0} = 0 then v = 0 everywhere. Now using techniques shown in [4] we can define w ∈ R 3 ⊗ R N , w 1 = v x , w 2 = v t , w 3 = v and transform the system for the very last time into
Again B is sufficiently smooth and uniformly bounded. We multiply the above equation by w T from the left and get by symmetry of the A-matrices
and integrating over a domain R and applying the divergence theorem
Now, if we take R s = ∆ ∩ {t ≤ s}, on the base side w vanishes by assumption, the terms coming from the left and right boundary are easily seen to be positive definite, so if K 2 is an upper estimate for the operator norm of B we get Theorem 3 Assumptions as in Theorem 1 and additionally assume that the curve k is such that ||∂ x k 0 || = −||k 1 || and ∂ x k 0 ⊥ k 1 (note that the first requirement can be satisfied by reparametrization of the curve). Then the corresponding wave map is a minimal surface, i.e. a critical point of the area functional.
Proof. This is just a consequence of the facts that for such a curve • ||u|| = 0 = ||v|| on the x-axis,
• ||u|| = 0 = ||v|| everywhere where the surface is defined (because of parallel transport)
• therefore the pulled-back metric is a multiple of the Minkowski metric (with a possibly not overall-positive conformal factor).
2 Now we want to exclude sign changes of the conformal factor which is positive on the x-axis.
Theorem 4 If k 1 has no stationary point then a minimal surface has always
Proof. Without stationary point we have that on the x-axis always u, v = 0. As u, v are parallel-transported over the surface along characteristic lines we know not only that both of them are nowhere equal to the zero vector and therefore both of them stay on the forward light cone (globally hyperbolic spacetimes are in particular time-oriented!). So ∂ t y = 1 2 (u + v) is (being a convex combination) contained in the solid forward light cone. Now for ∂ x y = 1 2 (u−v) observe that −v is on the backward light cone and that any line connecting u and v cannot cut the double-cone a third time because the norm is a quadratic function on the line and the sections with the double-cone exactly its zeros. So the line must lie on the closure of the exterior of the double-cone 2 Note that however, it can happen that u, v touch the light cone somewhere (and thus coincide there): Consider e.g. the case of a k 1 being just a circle lying on the x 1 x 2 -plane in 3-dimensional Minkowski space, k 2 = x 0 constant, the rotationalsymmetric solution is one with cosine-shaped radius, so if the length of the string is 2π the circle {t = π} is mapped onto a single point in R 1, 3 , ∂ x f = 0 there.
Global existence
It turns out that in the case of M diffeomorphic to R 1+n the proof of global existence of minimal surfaces for initial data as above is much easier than in the case of an arbitrary mild spacetime. This is due to the fact that we cannot control diverging oscillations between different coordinate patches which the time-slices of the surface can do. In the following we restrict ourselves to the case of closed curves as initial data. These give rise to smooth maps from flat cylinders into space time because periodic initial data produce periodic solutions (as horizontal translations are conformal transformations).
Theorem 5 Let M ∼ = R n+1 be a mild spacetime with only one coordinate patch, let k = (k 0 , k 1 ) : R → T M be a smooth 2π-periodic curve whose derivatives are bounded. Then there is a unique smooth (and 2π-periodic) map from the upper half plane y : {x ≥ 0} → M which is a wave map and whose restriction and normal derivative at {t = 0} correspond to the given curve, i.e. y(0, x) = k 0 (x), ∂ t y(0, x) = k 1 (x).
Proof. As we have only one coordinate patch, the second condition for the side length l of the characteristic triangle is unnecessary and l can be chosen as l = 1 2H|u| e −3||V ||−2 . With the definition σ := |u| + |v| we have H = 6G · max{σ, 1}, so for σ ≤ 1 one can choose l ≥ 12Ge 2 σ e −3σ . It is the nonlinearity of this expression that will save us. The proof proceeds in three steps:
1. Rescale globally the whole surface by multiplication with a constant factor: f := f øκ with κ : x → λx (this is a conformal transformation, therefore the map is still harmonic but for different initial values which we will correct in the third step). Choose the factor λ so small that σ ≤ 1 (σ grows linearly with λ). Note that this is always possible for closed curves because of compactness.
2. Choose an l ′ ≥ 1 12Ge 2 λσ e −3λσ and add triangles of this size to the surface to build an additional strip of width l ′ .
3. Rescale the surface again with κ −1 to get back a harmonic map for the original initial data and the final width of the new strip will be l = λl ′ = 1 12Ge 2 e −3σλ . By choice of a sufficiently small λ, one gets this expression arbitrarily close to 1 12Ge 2 . Thus as global lower bound for the size of the strips added we can take 1 13Ge 2 2
