Abstract-Most standard statistical methods treat numerical data as if they were real (infinite-number-of-decimal-places) observations. The issue of quantization or digital resolution can render such methods inappropriate and misleading. This article discusses some of the difficulties of interpretation and corresponding difficulties of inference arising in even very simple measurement contexts, once the presence of quantization is admitted. It then argues (using the simple case of confidence interval estimation based on a quantized random sample from a normal distribution as a vehicle) for the use of statistical methods based on "rounded data likelihood functions" as an effective way of handling the matter.
I. INTRODUCTION

Q
"UANTIZATION" (see [1] - [3] ) or "digital resolution" (see [4] , [5] ) of measurement is well-recognized as a source of measurement error by engineers and metrologists. However, it is typically ignored by statisticians as they develop methods of statistical inference, whose inputs in any real application are potentially subject to quantization effects. The issue is typically never even mentioned in the exposition of basic or intermediate statistical methods. One is then perhaps left to wonder whether quantization is irrelevant as far as simple statistical analysis is concerned.
Consider a case described in [5] where ten readings taken with a digital gauge are
The author notes that these numbers average to 1.26 and says "By taking the mean of 1.26, you can add another digit of resolution to your process." He seems to imply that 1) his measurements are "only good to the nearest 0.1" and 2) standard elementary statistical operations are appropriate with such values. (Indeed, he says that a simple average of 10 values provides insight into the underlying phenomenon that is an order of magnitude more revealing than the individual raw data themselves.) Manuscript Our purpose here is to examine when digital resolution may safely be ignored for purposes of elementary statistical inference, and to identify reliable means of dealing with it when it cannot be ignored. We will conclude that the author in [5] was wise to explicitly recognize that his values were only good to the nearest 0.1, but naïve in assuming that standard elementary statistical calculations are necessarily appropriate under such conditions, and wildly optimistic in expecting that his average of 10 observations was in any sense an order of magnitude better than a single observation.
II. CONTINUOUS DISTRIBUTIONS AND "ROUNDING"
Most standard statistical methods are built on models that say the mechanism generating observations can be described by a continuous probability distribution like the normal distribution with mean and standard deviation , that has the probability density In this framework, the model parameters and become the objects of interest, and the implicit assumption is then that one actually observes and works with real numbers from the continuous distribution.
In this kind of simple analysis, an observation "4" is typically interpreted as "4.0000000000 " (just as is the number "4.0"). However, even when a continuous model is a good description of a physical phenomenon, it need not adequately describe what can be observed. There is the matter of quantization of measurement.
How, for example, should "4.0 mm" read directly from a digital gauge be interpreted and then used in statistical analysis? After all, the gauge can read out only numbers A way to describe the kind of "to the nearest 0.1 mm" interpretation we're suggesting for the observation "4.0 mm" is through the notion of "interval censoring" or (more simply) "rounding." (See [6] and Chapters 2 and 3 of [7] for discussions of censoring in the statistical literature.) That is, suppose that conceptual real number measurements are read only after rounding to the nearest full unit of observation (to the nearest 0.1 mm in the case of the digital gauge). Then the kind of continuous distribution pictured in Fig. 1 should be replaced by a corresponding discrete distribution for what is recorded. The correspondence is: If real number measurement with normal distribution with mean and standard deviation mean "rounds" to , where the finest unit of observation is This is quantization in the sense of [1] - [3] , and much of the related engineering literature (particularly in signal processing contexts) concerns the nature of the quantization error (5) Figs. 3 and 4 show two different normal distributions and corresponding "probability histograms" (representing respectively the distributions of and of ). In the first, is "not small" compared to , while in the second, is small compared to . In the first case, the probability histogram looks roughly like the normal density, and in the second it does not. Table I records the parameters ( , , and ) used to make the two pairs of graphs and the corresponding means and standard deviations for the rounded observation . Notice that not only are the two graphs in Fig. 4 quite different, but the mean and/or standard deviation of ( and ) can be substantially different from those of ( and ).
Although the probability histograms used in Figs. 3 and 4 are common in statistical circles, a better representation of the discrete distributions of might be in terms of line or spike graphs that more forcefully indicate that the distributions are concentrated on the integers. We note also that a referee has pointed out that applying Sheppard's correction (see [8] ) to the values of produces for the case of Fig. 3 and for the case of Fig. 4 . In these cases, the correction is effective and these values provide better matches to than do the values of directly from Table I .
Numerical calculation with the discrete distribution of establishes that as long as is at least , there is good agreement between and . (In fact, for , is within of .) On the other hand, for small (compared to ), can differ from by nearly . (Take, for example, a case where is almost but not quite exactly half way between two A referee has commented that if it is important enough that the distribution of approximate that of , engineering resources can almost always be brought to bear to improve measurement and make appropriately small. That is, the quality of the match between and is subject to engineering cost/benefit considerations. We do not disagree, but our emphasis here is really a different one. For a reliable statistical analysis, it is not necessary that match . However, it is necessary that 1) quantization and the kind of effects it potentially produces be recognized and 2) that relevant allowance be made for its presence in the statistical methodology.
III. STATISTICAL INFERENCE FROM "ROUNDED" DATA
Figs. 3 and 4, Table I , and the forgoing discussion represent a serious problem for elementary data analysis. What are typically of interest are the characteristics of the "real number" distribution, like and . However, if treated as itself a "real number," what is observed can have characteristics quite unlike those of interest when is small (compared to ). And this possibility cannot simply be ignored as if it never occurs.
If one knew exactly the (rounded observation) distribution or even and , it would be possible to determine and (that is, the distribution of ) from that information. However, the further problem of statistics is that one has only empirical observations from the distribution, and these give only a noisy or approximate view of the rounded data distribution.
Elementary statistical summaries made treating rounded data as real numbers, like the sample mean (6) and the sample standard deviation (7) are at best approximations for and , not for and . And contrary to naïve intuition (that perhaps assumes that all problems are solved by large samples), this phenomenon does not "go away" as gets larger. (Indeed it should not, as large samples will only let one see clearly and !) For example, the elementary confidence limits for a mean, when applied to the rounded data to produce (8) will for, large samples, "zero in" on , not on , giving real coverage probability for typically approaching zero, not the nominal confidence level.
So there is a real question as to how one might develop reasonably elementary statistical methods that take account of the fact that is not , and of the fact that in any case one has only a noisy view of the distribution. One kind of answer to this question has been developed in [9] and [10] using the notion of a rounded data "likelihood function." (This approach to handling quantization has also been taken in [11, Section 8 
.1].)
If one models what is observed as independent realizations from a normal distribution with mean and standard deviation rounded to the nearest , the probability associated with a possible sample is [from (4)] The (data-dependent) function of and in display (9) is called the "likelihood function" and its logarithm (10) is the "log-likelihood function." These can be used to reliably guide inference about the parameters of the "real number" distribution based on rounded observations . These are large for values of the parameters that are compatible with the data in hand, and small for values that are incompatible with what has been observed. Basing inference for and on the rounded data likelihood function (or its logarithm) is a way of explicitly accounting for the fact that we know that what is observed are not real numbers, and that they do not even definitively identify the distribution. Fig. 5 is a contour plot of a function very closely related to the log-likelihood function for the data points of [5] used as an example in the introduction, namely (11) (In making the plot, we have used base 10 logarithms. We would actually have preferred to plot directly, but matters of scaling make it far easier to obtain and interpret the present plot.) Fig. 5 indicates that what these four values 1.2 and six values 1.3 really suggest is 1) is small (compared to ) and 2) . This is in complete agreement with informed intuition. The condition can be written as (12) and under this condition, parameters and are such that about 40% of the distribution is to the left of and about 60% is to the right, just as is the case with the rounded values.
[That is, 1.25 appears in the expressions above because it is half way between the rounded values that are observed, and .25 appears because ]. One important quantitative use of a likelihood function is in producing point estimates of parameters. It is common to adopt as "maximum likelihood estimates," parameter values that make it as large as possible. There are no simple formulas for these, but finding them numerically is not hard, at least after one knows what to expect in terms of the behavior of . Strictly speaking, has no maximum unless the range of rounded values (13) is larger than . However, when (all observed rounded values are the same), for any within of the common observed value, provided is small, the limiting value ) is very nearly achieved. (All one has learned from the data in hand is that the standard deviation is small and the mean is within a half unit of the recorded value.) When (there are only two different observed rounded values, separated by one unit of observation), the limiting value is very nearly achieved for small and nearly half way between the two rounded values and linearly related to so that the underlying normal distribution of puts appropriate fractions of its probability to the left and right of .
(This is the case illustrated by the example of [5] .) Finally, when , the likelihood (or log-likelihood) is concave, and simple numerical analysis will easily find maximum likelihood estimates.
For the sake of illustrating the discussion of the previous paragraph, Figs. 6 and 7 are contour plots complementing Fig. 5 . Fig. 6 is a plot It is not only possible to use the likelihood function (9) to guide qualitative statements about the parameters and and to find maximum likelihood estimates, but it can be used to decide how much it is appropriate to "hedge" the estimates in light of sampling variability. It can be the basis of confidence interval estimation of the parameters.
Let stand for the maximum value of the log-likelihood function (or its limiting value in the and cases). An intuitively reasonable way to identify values of consistent with data in hand is to look for ones which when paired with some appropriate standard deviation produce a log-likelihood value not too much smaller than . That is, one might look for means with (14) for some appropriate value . Standard large sample theory implies that for large , the set of means satisfying (14) for an upper percentage point of a distribution can serve as a confidence interval for . It is the main technical contribution of [9] to identify positive constants (that depend upon and a desired confidence level) so that the set of means satisfying relationship (14) can serve as a confidence interval for for any , small or large. When this idea is applied to the data set in the introduction, a 95% confidence interval for turns out to be In light of this interval, if one were to interpret the author's statement about 1.26 as a statement about , he is clearly overly optimistic about the precision of his empirical information.
Note, by the way, that the " " confidence interval for here is (1.223, 1.297), which is not much different from the interval for prescribed in [9] . However, it is not hard to find cases where the confidence limits are radically different (for example, when ), and it is equally easy to give examples where nominally 95% " " limits have actual confidence level for estimating near zero (for example, when is very small and is about from a possible rounded value). The virtue of using (14) is that the confidence intervals from [9] hold their nominal confidence level for estimating no matter what be and . We have further found empirically, that when is many times (the data suggest that is not small compared to and that the rounding does not seem important), the intervals produced reasoning from (14) agree numerically with the " " confidence limits. The likelihood approach, thus, protects against the blunder of ignoring rounding when it is important, while reducing to a standard analysis when it is not.
A similar story can be told for estimating . "Plausible" values of are those with (15) for some appropriate . It is the main technical contribution of [10] to identify positive constants (that depend upon , a desired confidence level and whether , , or ) so that the set of standard deviations satisfying relationship (15) serve as a confidence interval for . When this idea is applied to the data of [5] , a 95% confidence interval for turns out to be (16)
As it turns out, appearing in (15) is decreasing in for and cases. So the one-sided nature of the interval in (16) is completely typical and in agreement with intuition. For , the intervals of [10] are two-sided, and for large , they empirically seem to agree with "shortest-length" two-sided " " confidence intervals for . Thus, as in the case of the mean, the likelihood approach protects against the blunder of ignoring rounding when it is important, while reducing to a standard analysis when it is not.
V. CONCLUSION
We have demonstrated that for purposes of statistical analysis, data read to some nearest unit of observation cannot always be treated as if they were real numbers. As a theoretical matter, must be several times before there is no important difference between the properties of and those of , and elementary inference methods applied treating observations as real numbers are reliable guides to the properties of . As a practical matter, one should be comfortable applying those methods to only when is an order of magnitude larger than . For data less variable than this, the situation is potentially subtle, and use of data analysis methods that explicitly treat observations as the rounded values that they really are is one's only insurance against falling unaware into errors of logic and inference.
