The convergence rate of the Chebyshev sim under a perturbation of a complex line-segment spectrum  by Li, Xiezhang
NOR3TI  - HOL IAN] )  
The Conv(~rgence Rate of the Chebyshev SIM 
Under a Perturbation of a Complex Line-Segment Spectrum 
Xiezhang Li 
Department of Mathematics and Computer Science 
Georgia Southern University 
Statesboro, Georgia 30460 
Submitted by Michael Neumann 
ABSTRACT 
The Chebyshev semiiterative method (CHSlM) is probably the best known and 
most often used method for the iterative solution of linear system x = Tx + c, where 
the spectrum of T is located in a complex line segment [c~,/3] excluding 1. The 
asymptotic convergence factor (ACF) of the CHSIM, under a perturbation of [ a,/3 ], is 
considered. Several formulae for the approximation to the ACFs, up to the second 
order of a perturbation, are derived. This generalizes the results about the sensitivity 
of the asymptotic rate of convergence to the estimated eigenvalues by Hageman and 
Young in the case that both a and /3 are real. Two numerical examples are given to 
illustrate the theoretical results. 
1. INTRODUCTION 
Given a l inear system in the fixed-point form 
x --- Tx + c, (1.1) 
where T ~ C N×N with 1 ~ o-(T) and c ~ C n, the basic iterative method for 
solving (1.1) is given by 
Xm+ I = Txm + c, m >1 0. 
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Let { Pro} be a sequence of polynomials with deg Pm ~< m and pm(1) = 1, i.e., 
pm(Z ) m i m = 1. A semiiterative method (S IM)  (cf. 
= Ei=oYl'm. iZ , where Ei=oTrm. i 
Varga [7]) induced by { Pro} yields a sequence of vectors, 
Ym = ~ qTm,iXi, m >i O. (1.2) 
i=0  
Denoting the error vector by e m = X - -  Ym, we have e m = pm(T)eo. Thus, in 
order to reduce the error e m, we require a sequence of polynomials {Pro} 
such that IIp,~llr is as small as possible. Let 12 be a compact set not 
containing the point z = 1 but including the eigenvalues of T. Assume that 
the complement of 12 in the extended complex plane is simply connected. 
The asymptotic onvergence factor of the SIM induced by { Pm} for 12 is 
defined as 
and 
K(12,{pm} ) := lim IlPmtl~/m, 
m--*  0o 
K(12) := inf K(12, { Pro}) (1.3) 
{Pm} 
is called the asymptotic onvergence factor (ACF) for 12 (cf. Eiermann, 
Niethammer, and Varga [2]). If K(12, {Pro}) = K(12) for some {Pm}, then the 
SIM induced by { Pr~} is called an asymptotically optimal SIM (AOSIM) .  
Assumed that or(T) is contained in a complex line segment [a,/3] such 
that a , /3  ~ or(T). It is known that the suitably chosen Chebyshev semiitera- 
five methods (CHSIMs) are asymptotically optimal and their ACFs can be 
easily computed (cf. Niethammer and Varga [6]). In practice, the exact 
endpoints a and/3 are often not available. It is more realistic to assume that 
only estimates o~ e and /3e for a and /3 are known. 
The purpose of this paper is to consider how the convergence behavior 
changes if the parameters of the CHSIM are selected on the basis of [%, 13,] 
instead of [or,/3 ]. There are many cases of practical importance where one 
knows in advance that all eigenvalues are contained in a complex line 
segment (e.g., the complex Helmholtz equation and the time-dependent 
SchrSdinger equation; cf. Freund [3]). So we are only interested here in the 
case that the estimates o~ e and /3e are located on the line through the 
(unknown) numbers a and/3. 
In the special case that [a,/3] is located on the x-axis, Hageman and 
Young [5] gave quantitative results about the sensitivity of the rate of 
convergence tothe estimates ae and /3e" Their results are generalized here to 
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the case of a complex line segment. The following proposition, which is the 
direct result from Eiermann, Li, and Varga [1], leads to more assumptions on 
[~,/3]. 
PROPOSITION O. Let ~ be a compact set with 1 ~ ~, and let the 
complement of 1~ in the extended complex plane be simply connected. If 12 o 
is the set generated by rotating f~ about the point z = 1 with an angle 0 
(0 ~< 0 < 2-rr), i.e., f~o = { ei°(z - 1) + 1, z ~ ~}, then r(lq o) = K(O). 
By Proposition 0, it is assumed that the midpoint of a and /3 is included 
in ( -~ ,  1). Note that if the branch of the square-root function w = v~- is 
chosen such that w = ly re  ~/2 with ~/= Arg z ~ ( -  7r, 7r], then Ix/] - - ot 
+ X/~ -/31 > Ix/1 - a - VCi - - /3  I. Therefore, it follows from [6] that 
I /3 -  ~1 
K( [a , /3 ] )  = Ivff -  ~ + lfT-:-~- ~12" (1.4) 
By symmetry, K([a,/3]) = K([a*,/3"]), where z* is the conjugate of z. 
Therefore, for convenience it is assumed that 
I1 -  ot[~>[1-/31 and t :=Arg( /3 -  a)  ~ [0,7r/2]. (1.5) 
This paper is organized as follows. Eight different perturbations of the 
endpoints of [ a,/3 ] and their corresponding ACFs are considered in Section 
2. The main result about the relationships among these ACFs is summarized 
in Section 3. Numerical experiments are given in Section 4 to illustrate the 
analysis. 
2. ACF UNDER A PERTURBATION 
Different perturbations of the endpoints of [ a,/3 ] are considered. From 
now on, let K = K([ a,/3 ]) and 6 > 0. 
Case 1: A Perturbation of fl 
Let /3 u =/3 - -ee it be an underestimate of/3. Denote by ~'~1 the closed 
interior of the ellipse with foci a and flu passing through the point /3. The 
ACF of the CHSlM whose parameters are derived from [ a, flu ] is (cf. [2, 6]) 
I%( ~)1 
~o = ~(n , )  I~(1)1 ' (2.1) 
50 XIEZHANG LI 
where ~l,  the univalent conformal mapping from C \ ~'~1 onto the comple- 
ment of the closed unit disk with ~ corresponding to ~, is given by 
(~/-z- e + Cz - /3 + ,eit ) 2 
(I~1(2~) = I /3 -  ee ' t -  el (2.2) 
For simplicity, such a mapping is referred as the univalent conformal 
mapping associated to the corresponding compact set. The numerator of 
1¢P1(/3)1 is equal to 
j ~ 2. 
1/3-e11+V1/3-el 
On the other hand, the numerator of leP,(1)l can be written as 
/ Ee it 2 
¢1 - e + 1¢F:-~-  V l+ i - -b  
=~/1-e  + l~--~-fl(1 + 
Eeit ) 2 
2(1 - /3 )  + o(e)  
IX f f  121 = - -e+ + I/3-e----q 1 ~ +o( , )  
Therefore, it follows from (1.4) and (2.1) that 
K~u= + vZl/3-el + I/3-e--------~ 2 ~ +o(~) 
as e--* 0. (2.3) 
If 13 is overestimated, say /3o =/3 + E.eit, then the ACF of the CHSIM 
whose parameters are selected on the basis of [ e,/30], denoted by Kt3o, is the 
same as the ACF for the set [e, flo], i.e., 
K~o = K([e,/30]). (2.4) 
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It follows from the argument above that 
4o + o( , )  (2.5) 
Thus, we have proved the following Proposition 1. 
PROPOSITION 1. I f  the parameters of CHSIM s are selected on the basis of 
[a,/3 - ee"] and [ a, /3 + ~e~t], respectively, then the ACFs of the CHSlMs 
for solving (1.1), denoted by K~u and K~o, are given by 
• K1 K[3" = 
K[3o  = K1 
+2~+8(2-  ~) 
+ - + 0(8)  
S 
+0(8) , 
(2.6) 
where 
- -  (2.7) 8= I /3-a l  and s ~/1- a 
It is remarked that KI3 ° is generally larger than K~o. Thus, if only/3 needs 
to be estimated, then an overestimate of /3 is much better than the 
underestimate by an equivalent amount. 
Case 2: A Perturbation of 
Considering the symmetry of a and /3, we can state the following 
Proposition 2 without proof. 
PROPOSITION 2. If the parameters of CHSIM s are selected on the basis of 
[ a + ee", /3 ] and [ a - ee it,/3], respectively, then the ACFs of the CHSIMS 
for solving (1.1), denoted by ~c,o and K,,,, are given by 
K.° = KI1 + 2Vg + 8(2 - s) + o(8)1, 
~-o = KI1 + 8s + o(8)1, 
(2.8) 
where 8 and s are defined in (2.7). 
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It is remarked that if only a is needed to be estimated, then an 
overestimate of a is much better than the underestimate by an equivalent 
amount. Moreover, if rl - al > I1 - /31 then Isl < 1. Comparing (2.6) with 
(2.8), we conclude that an underestimate of a is more sensitive than the 
underestimate of /3 and that an overestimate of a is less sensitive than the 
overestimate of/3. 
Case 3: Perturbations o f  Both a and/3  
There are four different perturbations: 
(a) an overestimate for a and an underestimate for/3, 
(b) overestimtates for both a and /3, 
(c) underestimates for both a and /3, 
(d) an underestimate for a and an overestimate for/3. 
We only discuss case (a), since the details of the remaining cases are 
similar. Let a o = a - Ee  it  and/3,, =/3 - Ee i t .  The ACF of the CHSIM whose 
parameters are selected on the basis of a o and /3u for solving (1.1), denoted 
by G~o, ~,, can be evaluated from 
I%( /3 ) I  (2.9) 
K~,,,~,, = iCe( l )  I , 
where qbe, the univalent conformal mapping associated to [a  o,/3u ], is given 
by 
f~e(z) (~/z - -o t+,e"  + Cz - - /3+•e i t )  2 
= (2 .1o)  
/3 - a 
Then with the notation 3 in (2.7), the numerator of I~e( 13)1 is given by 
~- ,~+ 2 ,+ 2d(~-  ,~), + ,~] 
= I/3 - o~111 + 2a  + 2~( i  + a ) ' /~ l  
= I/3 - o~I11 + 2V~ + 2a+ o(a) l .  
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On the other hand, with the definition of s in (2.7), the numerator of IOe(1)l 
can be written as 
1/1-- ot + ee it + ~/1 -  /3+ Ee ~t z 
1 1) 2 
- - - + - + o ( , )  
2 1 a 1 /3 
: l~  o + 1~i~1+(1  s)~)+o(,,  ~ 
Therefore, the ACF is approximated by 
(1 )  
K~,,,~o = ~11 + 2~/-g + 8 2 - - + s + o (8)1 .  
S 
Combining the analogous results under different perturbations, we have the 
following proposition. 
PROPOSITION 3. I f  the parameters of CHSIMs are selected on the basis of 
[Ol -- ~e  it, [3 -- Eei t ] ,  [ol --  Ee it, /3 "Jr Eeit ] ,  [ol --t- Ee it, [3 -- Eeit ] ,  and [a + 
~e it, [3 + ~eit], respectively, then the corresponding ACFs of the cnSIM s for 
solving (1.1), denoted by K,,,,/3,,, K,,,, ~,, K~, ~ , and K,~, ~o, are given by 
(1 )  L Ks 8° = +2v~+8 2 - +s +o(8) ,  
c~, S 
K~,,,~, = K 1 + 8(s + 1)  + o(8)  , 
K .... ~u= +2~/ -g+8 2 s +o(~) ,  
S 
(2.11) 
K=,,,a,, = K 1 + 2V~ + 8(2 + -- -- 1 ) 8 ) ,  s s + o( 
where 8 and s are defined in (2.7). 
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3. MAIN RESULT 
The formulae for the approximation to the ACFs of the CHSIMs, under a 
perturbation of [o~,/3 ], were derived in Section 3 [cf. (2.6), (2.8), and (2.11)]. 
For convenience, all formulae can be unified using the notation 
K,  = Kc , ,  (3.1) 
where the subscript * indicates different perturbations, e.g. K,o/30 = Kc,o 80" 
With the notation of (3.1), we state the following relationships among the 
constants c .  without proof. 
PROPOSmON 4. The following relationships hold: 
e.o,~° = c.oc~. + 0(8) ,  
C.o,~ ° = %% + o(8) ,  
%,~o = c .C~o + o(8) ,  
(3.2) 
ca, co, 
c . . ,~ .  = - -  + 0 (8)  = - -  + 0 (8) .  
Of 3 o Ca o 
The first equation in (3.2) means that the effect of a perturbation 
corresponding to an overestimate for a and an underestimate for /3 is the 
same as the composition of the effects of the perturbation corresponding to
an overestimate for a and an underestimate for /3, sequentially, by an 
equivalent amount, up to the first order of the perturbation. Similar remarks 
can be easily arrived from the other equations. 
Based on the observations above, it is easy to show the following main 
result. 
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THEOREM 5. Let the endpoints of [ a,/3] be perturbed by a small 
amount e. I f  K. denotes the ACFs of the CHSIMs whose parameters are 
selected on the basis of the perturbed extreme igenvalues [ cf. (2.6), (2.8), and 
(2.11)], then 
K,,, < KS, ' < K,o.~,, ~ K,,,,~, < Jctj° <~ K,o,~u (or x,. ) ~< K,,,,~o. (3.3) 
Proof. Noting IsJ ~< 1 in (2.7), we have 
%0 < c[~,, "~ c~. <~ %.  (3.4) 
It is clear that each constant c .  is always greater than 1. The proof is easily 
completed from (3.2) and (3.4). • 
In general, it is unknown whether K~o. t3o is less than K~u or not. 
However, in many practical applications, [3 is much closer to i than a so that 
~c~ t3 < K~u- Usually, the size of a perturbation is much smaller than 
l a °Z f l  I. The first three ACFs in (3.3) are much smaller than the rest. It 
follows that we prefer overestimates for a and [3 to underestimates. How- 
ever, a big overestimate for [3 may cause divergence. We remark that 
divergence will never happen if only a is overestimated, no matter how bad 
the overestimate of a is. Therefore, it is suggested in practice that ot should 
never be underestimated. If Is[ is small, say less than 0.1, the effect of the 
overestimate of a may be ignored. In other words, it is enough to have a fair 
overestimate of a. However, after a is estimated, one should make a careful 
dynamical estimate of [3. 
In many practical applications, /3 is very close to 1, so that the size of a 
perturbation e is comparable to the distance between /3 and 1. The 8 2 
terms in (2.6), (2.8), and (2.11) are then absolutely necessary (cf. Example 4.2 
in Section 4). These formulae should be modified up to the second order. 
The modified formulae are listed in the following proposition. 
PROPOSITION 6. Let the endpoints of [~, [3] be perturbed by a small 
amount e. Let K. denote the ACFs of the CHSIM s whose parameters are 
selected on the basis of the perturbed extreme igenvalues. I f  [3 is so close to 
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1 that the perturbation since • is comparable to I1 - /3 I, then 
K~o=K1 
K~o = K 1 
82 
+~s3(1-s ) (1  +3s-Ss  2) +o(~ 2) 
8 2 
+ --s + ~s3(1 - s)(1 + 3s) + 0(82 ) 
+ 2¢~ + 8(2  - s) + 28¢~(1  - s) 
62(1 - s)(8 - as + s z) 
+ 0(82)  , 
x 1 82s(1 - s)(3 + s) 82) , 
K% = + 8s -- 4 + o( 
x,, ~u = +2v~+~ 2 - +s  +~/~ 1 - +2s  
o, $ 8 
Kao,/3o = 
Ka=, {3. = 
Kol., ~o 
~2 [ l+2s -9s  2 -4s  3+o(s3) ]  +o(82  ) , 
+ 4 s----- ~ 
K1 +8 (1)S+ + 4S----- ~[ l+2s -5s~+4s3+o(s3) ]+o(82)  
+2¢g+82 s s + ~ a  s 2s 
82 I 
+ 4s----- ~[1 + 2s -  13s 2 + 20s 3 +o(s3) ]  +°(82) [ I  
I = K1+2~/~ + /~ 2+- - -S  +8 1+- - -2S  s 3 
+ ~-711 + 2s+ 7s~ - 4~ ~ + o(s~)]  + o (~) ,  
where ~ and s are defined in (2.7). 
(3.5) 
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Considering that all the Taylor's expansions contain terms up to 82 in the 
proof of Propositions 1, 2, and 3, (3.5) is a direct result of the analogous 
argument. The details are omitted. It should be mentioned that, up to the 82 
term, relationships amongst he c ,  's similar to that of (3.2) do not hold any 
more. 
4. EXAMPLES 
Two numerical examples are given in this section to verify the analysis in 
the two previous ections. The size of the perturbation • = 0.001 is chosen 
for the first example, and • = 0.005 for the second. For each example, a 
table is given to show the eight approximations to ACFs, K,,  from Equations 
(2.6), (2.8), (2.11), and (3.5). Since -1 / log  K is used as a measure of the 
number of iterations required to reduce the error vector by a factor e on 
applying a semiiterative method with ACF K, the ratio of number of iterations 
(RNI), (log K)/(log K,), indicates how many extra iterations are proportion- 
ately required if the selection of the parameters of the CltSlM is based on the 
estimated segment [a e, /3e] instead of [a,/3]. The exact RNIs and their 
approximations under perturbations are also shown in each table. All the 
computations were done on Sun 4 workstation using double precision. The 
results are consistent with the inequalities (3.3) and the remarks in the 
previous ections. 
EXAMPLE 4.1. As the first example, we choose the same one as in [5, p. 
56]. Let [a, /3]  = [-0.99, 0.99]. By Table 1, the approximations up to the 
first order are quite accurate, and those up to the second order are even 
better. The underlined ata coincide with the numerical results in [5]. 
EXAMPLE 4.2. We choose a 2500-by-2500 iteration matrix T in (1.1) 
such that the matrix I - T is generated by applying five-point discretization 
to a complex differential equation 
1 a Au + (0-, + io-2)u = f (4.1) 
on the unit square [0, 1] x [0, 1], where 0" 1 + i 0" 2 is a complex constant. 
Thus all the eigenvalues are contained in a complex segment, o" 1 and 0, 2 are 
chosen such that the extreme igenvalues of T are t~ = ( -  0.99510, 0.01) and 
/3 = (1.00110, 0.01), where K([ a, fl ]) = 0.90953. Let the perturbation size • 
be 0.005. The exact solution x is generated with random numbers in [ - 1, 1] 
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TABLE 1 
ACFs AND RNIs UNDER PERTURBATIONS FOR [--0.99, 0.99], WHERE K = 0.86761 
lst-order approx. 2nd-order approx. Exact 
Pert. a K. RNI K. RNI K. RNI 
a,, 0.86764 1.00025 0.86764 1.00025 0.86764 1.00025 
/3,, 0.87379 1.05262 0.87397 1.05419 0.87398 1.05427 
ao,/3o 0.87382 1.05290 0.87400 1.05445 0.87400 1.05453 
a u,/3 u 0.90127 1.36616 0.90119 1.36497 0.90119 1.36496 
/3u 0.90130 1.36661 0.90121 1.36531 0.90121 1.36530 
ao,/3u 0.90133 1.36706 0.90123 1.36566 0.90123 1.36565 
a u 0.90745 1.46231 0.90747 1.46261 0.90747 1.46262 
ten,/3o 0.91363 1.57221 0.91410 1.58119 0.91412 1.58154 
E = 0 .001 .  
+ i[ - 1, 1]. Then the constant vector c in (1.1) is calculated by e := ( I  - T)x. 
The starting vector x 0 is chosen as zero vector. The stopping criterion is 
defined as 
lie - ( I  - T)xkll ~< 10-911e - ( I  - T)x011. (4.2) 
The experimental ACF is calculated as the average convergence rate of the 
last 30 iterations as soon as (4.2) holds or the maximum of 500 iterations have 
been performed. Under different perturbations, the ACFs and their corre- 
sponding RNIs are shown in Table 2. As expected, overestimating a scarcely 
affects the convergence properties of CHSIM at all. The exact ACFs and their 
corresponding RNIs are shown in the last two columns. The exact number of 
iterations on using the overestimate of /3 is about 26% more than the best 
number. On the other hand, the exact number of iterations on using the 
underestimate of /3 is at least 4.5 times the best one. Divergence would 
happen if the underestimate of ot were used with the overestimate or the 
exact value of /3. The experimental ACFs and corresponding RNIs (in 
columns 6 and 7) are very accurate. The approximations to the ACFs and 
corresponding RNIs up to the first order are shown in columns 2 and 3. The 
underlined approximations are inaccurate, especially in the underestimate 
cases. However, the approximations by (3.5), shown in the next two columns, 
are much better. They are accurate enough. For example, if only the 
underestimate of /3  is used, the expected RNI (in column 3) is 5.86, but the 
exact RNI (in column 9) is 4.50. Therefore the relative error is as large as 
30.2%. If  (3.5) is applied, the expected RNI becomes 4.38 (in column 5) and 
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the relative error is reduced to 2.6%. The reason is that ~ and I1 - /31  are 
comparable, so that the 6 ~ terms in (3.5) are significant. 
The author thanks R. W. Freund for a reprint of his paper, and the 
referees for their important suggestions. 
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