This paper evaluates cell-loss ratio in an output buffer of an ATM node based on the observed relative frequency of the number of cell arrivals during a fixed interval. The central issue of this evaluation problem is that the unique evaluation result of cell-loss ratio cannot be derived because the relative frequency of the number of cell arrivals does not completely describe the traffic characteristics of cell streams. Thus! this paper focuses on the derivation of the worst-case performance, that is, the cell-loss-ratio upper bound. Two cell-loss-ratio upper bounds are derived -one for when the cell streams are stationary, and one for when cell streams are stationary and ergodic. Numerical results show that cell streams with the same relative frequency of the number of cell arrivals can have quite different cell-loss ratios, and that the derived formula gives the actual upper bounds.
Introduction
In asynchronous transfer mode ( ATM) networks, the anticipated traffic characteristics of the connection are specified by a reduced set of parameters, called a source traffic descriptor (STD), with quality-of-service (QOS) requirements at the connection set-up phase. The network assigns network resources for the connection on the basis of the STD values and QOS requirements. If there are not enough network resources, the connection is rejected. If the connection is accepted, actual traffic characteristics are checked for conformity with the source traffic descriptor specified at connection set-up by monitoring the cell stream of the connection. To simplify traffic specification and monitoring, the STDs must be observable and manageable through conformance testing. Algorithmic or rule-based STDs currently being discussed in the ITU satisfy these requirements. Such STDs, however, do not simplify connection admission control and resource management. For instance, algorithmic STDs allow a wide variety of traffic patterns to enter the network, and the network must accept these patterns without violating the QOS requirements.
Connection admission control (CAC) for sources characterized by algorithmic STDs has motivated the study of QOS evaluation for the "worst case" pattern of all possible patterns that are compliant with the STD. Doshi [6] formally addressed this problem for the case where users comply with their own leaky-bucket-based STD and showed that so-called on/off patterns, which are generally believed to be the worst traffic pattern, are not always (1)
number of cells arriving during the 1-th slot; {a, }zoo is assumed to be a stochastic process defined on the probability space (0, F, P ) . In (0, F), the time-shift operator {0,}, i E N, is as defined in [l] , and P is ^-invariant for all i. Suppose that the stochastic process
a, (0, o W) = ai+,(w) for all W 6 0.
We construct the definition period sequence on a time axis ( Fig. 2 ): we denote a period Here, &^ effectively corresponds to the number of cells arriving during the n-th definition period, whose length is equal to r L/C. Obviously, {X:}'_,, and {at"^};=-m are stationary. Let be the 0-field generated by {~: } 0 0 _~ and Qr be the set of A E Fa; defined by
The following lemma guarantees that the relative frequency of {at'^};=-,^, can be defined for each sample path. For proof of this, please refer to a book on ergodic theory, e. 
G.
3. Cell-loss-ratio upper bounds An ATM node consists of output buffers and a high speed switch (Fig. 3) , and the latter is nearly nonblocking because of advanced LSI technology. We therefore focus on the cell losses in an output buffer of an ATM node. Since the cell is usually served on a first-in-firstout (FIFO) basis and the cell length is fixed (53 bytes), an output buffer can be modeled by a G / D / l / K + l system with a FIFO service discipline, where K is the size of output buffer A busy period of this queueing model in which a t least one cell is lost is denoted here as the lossy busy period (LBP). The LBP structure of this system is shown in Fig. 4 
and waiting in the buffer at the end of the {(ne(l)
Here, a(IÂ£(i denotes the number of cells arriving during the ns(l)-th definition period within the l-th LBP.
When ns(!) < ne(1), where a\'^\ is the number arriving during the ne(l)-th definition period until the ie(l)-th slot. Equation (3.6) can be simplified as follows:
(l,r,r]) (r,ri) (3.7) ' (1) = (ans(1) + a n~) + l (7.77) + a + a n e~~) -l
where 71 (r) = min{r, ( K + 2)/2}. For both cases, b(1) is upper-bounded by Eq. (3.7), and
The final version of the right-hand side converges with probability 1 and can be rewritten with the frequency distribution {p(k; r, V)} defined by Eq. (2.4). Consequently, For use in a later section, we here prove the following corollary.
where (3.11)
Cell-loss-ratio upper bound under an ergodic assumption
In this section, we will derive the cell-loss-ratio upper bound under an ergodic assumption. First, we introduce the concept of ergodicity in probability theory 
e ( L ) ,=l q=i q=l
To derive the final equality, we use the following relationship:
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Thus, we have
Lemma 4.2 Suppose that time-shift operator Or is ergodic for (H,.^, P ) . Then, {p(k; r, I)}?!,, = {p(k; r, 2)}?_,, = . . = {p(k; r, r ) } g n holds with probability 1. Proof: We first show that if 6,. is ergodic, (4.5) Since 0 E Qr7 from Eq. (4.9), we get This implies that P ( 0 ) = 0. Similarly, we have (4.12)
This confirms that for all v (4.13) ~( k ; r, v) = ~( k ; r, 1) P-a.s.
proving the desired result. 
Proof: Corollary 3.1 can be written in the following form.
By Lemma 4.2, {p(k; r, v)}?Â¡-is identical for all 7 with probability 1 under the given ergodic assumption. Applying Lemma 4.1 to the above, we thus get
Since time-shift operator Or is now assumed to be ergodic, all sets A E Qr satisfy P ( A ) = 1 or P ( A ) = 0. The conditional expectation on Qr in Eq. (2.4) is therefore equal to the expectation on the whole set, fL that is
Theorem 4.1 implies that Eq. (4.14) holds under the assumption that the stochastic process {a-[}:_ is ergodic for a time shift of length rL/C. Since the o-field generated by {ail)}g-m includes the 0-field generated by {<}g_m { a , ' l } z m being ergodic for a time shift of length r L / C is also a sufficient condition under which Eq. (4.14) holds. It is easy to see that Equation (4.14) gives a tighter bound than Eq. (3.4) because min{r, K + l} >_ min{r, (K + 2)/2}. That is, the cell-arrival process being ergodic makes the cell-loss-ratio upper bound tighter.
Numerical Examples
To verify the tightness of the derived upper bounds, we tested several numerical examples. Consider a definition period sequence on the time axis. The 1-st definition period is assumed to start at the 1st slot, that is 7 = 1. Cells are assumed to arrive according to two different arrival patterns (Fig. 5) . In the first pattern, a batch of cells arrives at the beginning of each definition period. In the second pattern, a batch also arrives in each period, but the arrival alternates between occurring at the beginning and at the end of each period. (In the even-number (odd-number) definition periods, the cells arrive at the end (beginning) of each definition period.) There are two batch sizes: bl (< r ) and b2 (2 K + 1).
The size changes in accordance with the Markov chain. Let P = be the transition probability matrix where (5.1) piy = Pr{sn = b j~n -l = hi}, and sn is the batch size in the n-th period. Transition matrix, P, which is given by is assumed to be common for both cell-arrival processes. Note that both cell-arrival patterns have a common relative frequency of the number of cells arriving during the definition period; Using the above equations, we numerically calculated the stationary queue-length distribution at a batch-cell arrival epoch:
The cell-loss ratio can be obtained based on the queue-length distribution at a batch-cell arrival epoch. Note that since p is fixed, t and therefore the relative frequency p(k; r, 1) are also fixed while the parameters a and (3 change. We respectively apply Eqs. (4.14) and (3.4) to the first and second patterns to obtain the upper bounds of the cell-loss ratio. The batch sizes were respectively 2 and 150, and the buffer size was 128. Figure 6a shows the results for r = 50, where Eq. 
Multiplexed connections and effective bandwidth
In this section, we discuss the "effective bandwidth", which is considered to be one promising solution for ATM resource assignment, based on the derived upper bounds. In particular, we derive the effective bandwidth formula in terms of the relative frequency of the number of cells arriving during a specified interval. For simplicity, we assume that the cell-arrival process is ergodic for a time shift of length r L / C. Under this assumption, the relative frequency of the number of cell arrivals during a fixed interval can be replaced by the probability distribution of the number of cell arrivals, that is, From Theorem 4.1, the cell-loss ratio is bound as
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where we denote a"' as a ' for notational simplicity because the value of 7 makes no difference in the following discussion. Consider the case where cells from different connections arrive at the output buffer in an ATM node. These connections are categorized into several classes in terms of their traffic characteristics: the connections categorized into the same class are assumed to have the same traffic characteristics. In such cases,
j=1 !=l where (6.16) Equation (6.13) is very close to Eq. (6.11): the latter is an extended version of the former so as to be applicable still for the case where r # 1. By contrast, there is a more essential difference between Eq. (6.11) and Eq. (6.15): Eq. (6.1 5) implies that the connection-acceptable region is linearly constrained in the space of n = ( n l , n2,. -, n j ) , and that call acceptance can be judged by simply comparing the sum of the effective bandwidths of multiplexed connections, { C d r , ()}., and the link capacity. Because of its conceptual simplicity, the effective bandwidth for the infinite-buffer case has received much attention and many related works have been reported [3, 4, 7, 8, 51 . (The effective bandwidth for the buffer-less model in Eqs.
(6.11) and (6.13) is not as helpful as Eq. Figure 7 shows the case where r = 128, A' = 128, and CLR,,, = 1.0 X 1 0 4 . For comparison, P defined by Eq. (6.12) is also plotted. The number of multiplexable connections given by Eq. (6.11) is identified in Fig. 7 by the point where the sum of effective bandwidths for the bufferless model is equal to F , and it is 27. The number of multiplexable connections given by Eq. (6.15) is identified by the point where the sum of effective bandwidths for the infinite-buffer model is equal to r , and it is 57. The number of multiplexable connections is also obtained by using the upper bound formula Eq. (4.14) directly, and results in 33.
(The CLR under n multiplexed connections is evaluated by taking n-time convolution of Eq. (6.17) and by substituting the resultant distribution into Eq. (4.14). The number of multiplexable connections is given by the maximum number of multiplexed connections such that the evaluated CLR is less than CLRqos.) Connection acceptance judgement by Eq. (6.15) therefore quite overestimates the number of multiplexable connections in this example. This is because Eq. (6.15) assumes that (a(")(i, j), a^\i, j), . , a^ ( i , j ) 4, 7, 81) . Such an effective bandwidth formula is not, however, obtained only from the distribution of the number of cells during a given interval, and more traffic information about the correlation is required.
Conclusion
We have studied how t o evaluate the performance of a queueing system when there is insufficient knowledge of traffic statistics for the case where the relative frequency of the number of cells arriving during a fixed interval is the only available information on traffic characteristics. Insufficient knowledge of the traffic characteristics does not result in an evaluation that is not unique. We focused on the worst-case system performance, that is, the upper bound of the cell-loss ratio when the cell flows are input into a single-server queue with a finite buffer. Since this worst case approach might lead to an overly pesimistic result in some cases, evaluating the performance based on the most-probable behavior probably needs to be studied further. When r < I< + 1, the above condition is equivalent to a traffic intensity that is less than 1, which is the usual stability condition of the queues.
