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Knowledge Organization
6KHUU\/9HOOXFFL
Since Svenonius analyzed the research base in bibliographic control in 1990,
the intervening years have seen major shifts in the focus of information
organization in academic libraries. New technologies continue to reshape
the nature and content of catalogs, stretch the boundaries of classiﬁcation
research, and provide new alternatives for the organization of information.
Research studies have rigorously analyzed the structure of the AngloAmerican Cataloguing Rules using entity-relationship modeling and
expanded on the bibliographic and authority relationship research to develop
new data models (Functional Requirements for Bibliographic Records
[FRBR] and Functional Requirements and Numbering of Authority
Records [FRANAR]). Applied research into the information organization
process has led to the development of cataloguing tools and harvesting applications for bibliographic data collection and automatic record creation. A
growing international perspective focused research on multilingual subject
access, transliteration problems in surrogate records, and user studies to
improve Online Public Access Catalog (OPAC) displays for large retrieval
sets resulting from federated searches. The need to organize local and remote
electronic resources led to metadata research that developed general and
domain-speciﬁc metadata schemes. Ongoing research in this area focuses
on record structures and architectural models to enable interoperability
among the various schemes and differing application platforms. Research
in the area of subject access and classiﬁcation is strong, covering areas such
as vocabulary mapping, automatic facet construction and deconstruction
for Web resources, development of expert systems for automatic classiﬁcation, dynamically altered classiﬁcatory structures linked to domain-speciﬁc
thesauri, crosscultural conceptual structures in classiﬁcation, identiﬁcation
of semantic relationships for vocabulary mapped to classiﬁcation systems,
and the expanded use of traditional classiﬁcation systems as switching
languages in the global Web environment. Finally, descriptive research into
library and information science (LIS) education and curricula for knowledge organization continues. All of this research is applicable to knowledge
organization in academic and research libraries. This chapter examines this
body of research in depth, describes the research methodologies employed,
and identiﬁes areas of lacunae in need of further research.
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Introduction
In the years since Svenonius analyzed the research base in bibliographic
control,1 there have been rapid and dramatic changes in academic libraries. The resources acquired and made accessible to users appear in many
different formats, but increasingly they are digital objects. The term
bibliographic control, which referred to the traditional organizational functions of descriptive cataloging, subject cataloging, and classiﬁcation, is
principally associated with physical items and is now considered by some
to be an inadequate term to describe the range of organizing functions
in an increasingly digital networked environment. The terms information
organization and knowledge organization have largely replaced it. While
many of the processes remain similar or identical to those which fell
under the rubric of bibliographic control, new processes and systems of
organization are emerging rapidly.
In this chapter the term knowledge organization will be used to include
descriptive cataloging, subject cataloging, classiﬁcation, metadata creation, and the activities of each process that contribute to the making of
a catalog or database for the purpose of information retrieval. The term
should not be confused with the term knowledge management, which has
a much broader scope and is primarily found in the context of business
environments. The terms bibliographic data and metadata are often used
interchangeably to describe the attributes of a given work; however, the
term metadata is usually applied in the context of newer organizational
systems associated with digital resources. As federated searching becomes
more prevalent and metadata creation merges with cataloging functions,
the boundaries between the old and new are becoming less clear. These
terms, therefore, should not be considered mutually exclusive, as their
deﬁnitions will no doubt continue to shift with the inevitable evolution
of the ﬁeld of knowledge organization.
In addition to a change in terminology, two noticeable trends have
inﬂuenced the research and literature of knowledge organization: the
continuous development of new technologies and the increasing globalization of information. New technologies continue to reshape the nature,
content, and boundaries of library catalogs, the tools we use for information organization, and the work-ﬂow processes. Applied research has
enabled the development of computer applications that further automate
and assist the information organization processes, in both the library and
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commercial outsourced settings. The Internet has allowed the cataloging
community to focus on information organization beyond the local and
national levels. Thanks to the conceptual, empirical, and applied research
in knowledge organization, catalog records can be shared internationally,
and global access to digital libraries can be provided. Globalization of
information has inﬂuenced views on authority control as well and enabled the creation of a Virtual International Authority File. Economies
of cooperation and scale necessitate that national libraries, bibliographic
utilities, and academic and research libraries collaborate and lead the way
in research, development, and implementation of more effective systems
of organization.
Another area of internationalization that depends heavily on conceptual research is the ongoing development of international standards.
Knowledge organization is inextricably entwined with standards development. Thus, knowledge organization research informs the development
of standards, as well as innovations in the processes and systems of organizing information. Cataloging codes and other standards for description
and access of all types of resources are now developed in an international
context. Currently there are international committees that are helping
to redesign the Anglo-American Cataloguing Rules (AACR2); the product of
their redesign efforts will be called Resource Description and Access (RDA).
Groups of international cataloging experts are developing a new set of
principles and creating and revising new metadata schemas and new ways
to structure the data in the catalog. A critical mass of research has been
conducted in this area over the past 15 years and has become an important
part of the research literature.
Several journals that are speciﬁc to knowledge organization publish
detailed articles that report on research projects, including Cataloging
and Classiﬁcation Quarterly, Serials Librarian, and Library Resources and
Technical Services. The relatively new publication The Journal of Internet
Cataloging is devoted exclusively to the organization of digital resources.
Other journals that are broader in scope but often include articles on
information organization research are College and Research Libraries; Information Technology and Libraries; Journal of Academic Librarianship; Library
Collections, Acquisitions, and Technical Services; OCLC Systems and Services;
and Technical Services Quarterly. Shorter articles that discuss research can
be found in International Cataloguing and Bibliographic Control, Electronic
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Library, and Library Hi Tech. As the boundaries blur between cataloging
and metadata, overlap with research in the ﬁeld of information retrieval
(IR) also increases. Because of the vast amount of published research in
the area of IR, this chapter will address the IR literature only as it directly
relates to library catalogs and related systems of knowledge organization.
Journal of the American Society for Information Science and Technology, Journal
of Documentation, and Information Processing and Management are IR journals
that often include research articles on knowledge organization, especially
in the areas of classiﬁcation, taxonomies, ontologies, and the semantic
web. The extensive amount of research literature in the broad ﬁeld of
knowledge organization necessitates selectivity in the research discussed
in this chapter. The author selected the studies discussed here based on
the impact of the research on the working academic library environment
and the desire to provide an overview of the research areas important to
the academic cataloging community.
Academic and research libraries play a vital role in deﬁning the
research agenda of knowledge organization, along with the Library of
Congress, other national libraries, OCLC, and the Research Libraries
Group (RLG). Since academic libraries are often the ﬁrst organizations
to help develop, test, and implement new computer applications and
systems, many of these systems have become the de facto standard. The
key areas of knowledge organization that will be addressed here include
descriptive cataloging, authority control, metadata issues, subject access,
and the Online Public Access Catalog (OPAC). Standards are integral to
every aspect of knowledge organization, and standards research and development are addressed throughout the text. Although academic libraries
are not speciﬁcally mentioned in all discussions of the research literature,
all of the research examined here has a bearing on academic libraries.

Descriptive Cataloging
Traditionally, the cataloging process is divided into descriptive cataloging
and subject cataloging. Descriptive cataloging involves identifying the
important characteristics of both the content of a work and the carrier
of that content. Another part of the descriptive cataloging process is
creating access points for names and titles associated with the work. The
creation of access points involves authority control, a process that brings
consistency and uniqueness to the access points in a catalog. The second
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part of the cataloging process—subject cataloging—involves using controlled vocabularies to assign subject terms and classiﬁcation notation to
describe what the work is about. Both parts of the process should focus
on providing an efﬁcient system for users of the catalog to retrieve information. Subject access is discussed later in this chapter.
In the 1990s, several descriptive cataloging issues converged and led
to a fundamental rethinking of the conceptual model upon which the
AACR2 were based. These factors included the description of electronic
resources with the attendant “content vs. carrier” issue, the growing importance of identifying relationships between works, the ubiquitous access
to library catalogs via the Internet, and the desire to share bibliographic
and authority data on an international scale. Conceptual research, deﬁned
by Svenonius as being “characterized by asking questions, deﬁning terms,
imagining possibilities, and analyzing concepts,”2 was the methodology
of choice that enabled experts in the ﬁeld to rethink and restructure the
fundamental concepts of knowledge organization.
Conceptual Models, Theories, and Principles
The most important conceptual research to date has been the development of new conceptual models of the bibliographic universe and the
ongoing review and development of cataloging principles better suited
to the digital environment. Researchers are examining such questions as
“What is a work? How is a work expressed? What kinds of relationships
exist among different entities? And given this information, how can we
improve catalog functionality for users?”
The Functional Requirements for Bibliographic Records (FRBR)
The IFLA (International Federation of Library Associations and Institutions) Study Group on the Functional Requirements for Bibliographic Records3
(FRBR) began its work with the following objectives:
• to provide a clearly structured framework for relating the data
recorded in bibliographic records to the user’s needs;
• to create conceptual models for national database systems; and
• to recommend a basic level for national bibliographic records.4
In addition, the new conceptual model would be a framework to
assist in the development of catalog system designs, in order to take advantage of the computer’s ability to link related works in the catalog and
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to present a more meaningful OPAC display of the different versions of
a work to the user.
An entity-relationship modeling technique was used to develop the
new conceptual model. The study group’s analysis identiﬁed tasks that
users might want to perform using a catalog and entities that represent
key objects of interest to users of bibliographic databases. The new model
represents a shift from a system-centered focus on the functions of the
catalog to a user-centered focus on the tasks that catalog users wish to
accomplish. The user tasks are to ﬁnd, to identify, to select, and to obtain.
The FRBR conceptual model is composed of three groups of entities. The
entities identiﬁed in group one are the products of intellectual or artistic
endeavor and include the work, the expression, the manifestation, and
the item—i.e., the things we catalog. The group two entities are those
responsible for the intellectual and artistic content, physical production
or custodianship of group one entities, and include persons, corporate
bodies, and the recently added entity families. The group three entities
serve as the subjects of works and include concepts, objects, events, and
places. The links between the entities in all three groups identify the
types of relationships that exist between them. The model also identiﬁes
the attributes of each entity and maps them to the user tasks served by
that attribute.
The FRBR model opened new avenues of research in many aspects of
knowledge organization. Some system vendors5 and bibliographic utilities6
conducted studies to determine the proportion of works in a particular
database that would beneﬁt from application of the FRBR model and to
test the viability of applying the model to existing records.7 Applied research led to the development of new database and record structures,8 to
the creation of record-conversion algorithms to accommodate the model,9
and to the construction of new interface design tools.10 Expanding the
use of the FRBR model, Naun developed an online journal-ﬁnding aid
using the FRBR principles to determine the user tasks to be served by the
system, the appropriate data structure for the system, and the feasibility
of mapping the required data from existing sources.11 Some researchers
are enhancing and extending the model,12 while others are applying the
FRBR model to particular subject domains13 or reconceptualizing portions
of the model.14 Taniguchi developed a different conceptual model that
gives primacy to the expression-level entity rather than the work-level. He
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viewed his new construct as a means of dealing with the issue of multiple
versions while retaining consistency in the model.15 In a follow-up study,
Taniguchi focused on the whole-part relationship and compared component parts of bibliographic resources using both the FRBR model and
his expression-prioritized model.16 He identiﬁed two types of component
parts, a “content part” that is contained within the physical structure of
the host resource and a “document part” that is physically separate. He
concluded that in the FRBR model, the “whole” and the component part
are modeled in the same way, but a different model is used for the content
part. In Taniguchi’s model, all three are modeled in the same way (the
whole resource, the component part, and the content part), thus, in his
opinion, making the model more consistent than FRBR. Considering
the problems that the FRBR model now has with aggregated works, it is
possible that by giving primacy to the expression level, Taniguchi’s model
would solve this problem.
The FRBR model has had an impact on the cataloging rules used in
the United States and abroad. A study by Delsey and others rigorously
analyzed the structure of the AACR2 using the entity-relationship modeling
technique. “The principal objective of this study [was] to develop a formalized schema to reﬂect the internal logic of the Anglo-American Cataloguing
Rules, [which in turn would] serve as a tool to assist in the re-examination
of the principles underlying the code and in setting directions for its future
development.”17 This analysis was the preliminary step in what is to be a
new content standard for bibliographic records. Envisioned for use beyond
the cataloging community, the new cataloging standard, the RDA, will
be independent of record structures (e.g., MARC 21) and will integrate
the FRBR conceptual model and its terminology.18 Major criticisms from
important constituent groups regarding, among other issues, the lack of
FRBR integration have compelled the developers to abandon the ﬁrst two
drafts of RDA. The RDA standard is scheduled for completion in 2009;
however, many believe the reconceptualization of the standard will meet
the needs of neither 21st century catalog users nor the broader metadata
communities as was hoped.
While it is too early for a substantive body of RDA research to appear,
Dunsire explored the basic concept of separating content description from
carrier description in order to develop the RDA/ONIX Framework for
resource categorization.19 The framework, which is designed to improve
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metadata interoperability between libraries and publishers, identiﬁes and
deﬁnes two distinct sets of attributes: (1) the intellectual or artistic content
of an information resource and (2) the type of carrier for such content. The
framework provides for constructing higher-level categories of resource
content and carrier from the attribute and value sets and includes recommendations on applying such categories to resource descriptions.
Several research projects have focused on mapping the FRBR entities
and attributes to other standards. Delsey produced a research report for
the IFLA International Standard Bibliographic Description Review Group
(ISBD) that analyzed and mapped “each of the elements speciﬁed in the
ISBDs to its corresponding entity attribute or relationship as deﬁned in
the FRBR model.”20 LeBoeuf examined the impact that the FRBR model
would have on future revisions of the ISBD standards.21 Delsey also conducted a conceptual analysis of the MARC21 (Machine-Readable Cataloging) communications format and mapped the FRBR data elements to the
MARC 21 data elements.22 The mapping was updated and revised in 2004
by the Network Development and MARC Standards Ofﬁce at the Library
of Congress (LC).23 All of these critical analyses and mappings help to
clarify the FRBR entities and data elements by placing them within the
context of standards that are already familiar to catalogers.
Works and Relationships
Empirical research uses quantitative and qualitative methods to measure and analyze existing phenomena and is dependent on appropriate
constructs and interpretation of the data to inform future research and
decision making. The FRBR conceptual model draws on a body of empirical research that examined the nature of a work and the concepts of
bibliographic families and bibliographic relationships. The identiﬁcation
and referencing of bibliographic and authority relationships is a formal
way to create the syndetic structure of the catalog. Research in this area
is ultimately focused on ﬁnding better ways to exploit the capabilities
of computers to provide a more meaningful grouping for a clearer presentation of related entities described in a catalog. The seminal research
conducted by Tillett used both analytic and empirical methodologies to
examine bibliographic relationships in depth.24 Her study began with the
creation of a taxonomy of bibliographic relationships that she discovered
by examining 24 different cataloging codes from Panizzi’s 1841 Rules to the

145

<< Chapter >>

Home | TOC | Index

146 Academic Library Research: Perspectives and Current Trends

1978 edition of AACR2. The results of her analysis identiﬁed seven types
of bibliographic relationships, which consist of equivalent, derivative,
whole-part, accompanying, sequential, descriptive, and shared characteristics. Tillett also examined the cataloging codes to identify the various
types of linking devices used to establish each type of relationship on the
bibliographic record. The second part of Tillett’s work included an empirical study designed to examine the extent of bibliographic relationships
as reﬂected in their frequencies of occurrence in MARC records entered
in the LC machine-readable database between 1968 and 1986. Although
there were problems with the sampling frame due to the types of materials
cataloged by LC in the MARC format at that time, one important ﬁnding of this portion of the study indicated that bibliographic relationships
were widespread throughout the bibliographic universe, i.e., Tillett found
that almost 75% of the records in the database contained some type of
relationship information.25
Tillett’s landmark study became the starting point for two further
investigations that focused on the bibliographic universe represented
in library catalogs, both of which were narrower in scope. Smiraglia
conducted an empirical study of works that focused on the derivative relationship, one of the most frequently found relationships in the catalogs
of large academic libraries.26 His analysis identiﬁed seven types of derivative relationships found in 49.9% of works in his sample. The derivative
types identiﬁed by Smiraglia include simultaneous derivations, successive
derivations, translations, ampliﬁcations, extractions, adaptations, and
performances. Smiraglia’s research ﬁndings indicate the importance of
identifying and linking surrogate records for members of bibliographic
families in academic library catalogs. Further research by Vellucci examined the bibliographic universe of musical entities to identify bibliographic
relationships found in catalogs representing large collections of music.27
Vellucci’s sampling frame used the musical scores catalog of Sibley Library
at the Eastman School of Music. She then searched the OCLC and RLIN
(Research Library Information Network) databases to identify bibliographic entities related to each member of the sample, then analyzed and
categorized the types of relationships found to exist for musical works. Her
ﬁndings indicated that 97% of the music scores in the sample exhibited at
least one relationship, a considerably higher ﬁgure than that discovered by
Tillett in the general bibliographic universe. Vellucci’s research ﬁndings
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suggest that the overall proportion of relationships found among entities
in a catalog may differ by discipline and format of the entity. This research
has direct implications for OPAC transition to a new FRBR-based system
design, for the results indicate that a large portion of works represented
in a music catalog would beneﬁt from use of the FRBR model.
In addition to identifying types and degrees of relatedness, all three
studies examined the methods by which relationships were identiﬁed
and represented in library catalogs at the time of the respective studies.
Each study concluded that new OPAC and surrogate record designs were
necessary to enable better exploitation of the computer’s capability to link
and display related entities in library catalogs. A thorough analysis of the
history, research, issues, and contexts of bibliographic relationships was
presented by Vellucci at the Toronto Conference on the Principles and
Future of AACR.28 The paper concludes with her identiﬁcation of four
fundamental principles for the treatment of bibliographic relationships
that should guide the development of cataloging codes and system design.
These are the principles of relationship identiﬁcation, enabled linkage,
multilevel description, and consistency.
Yee focused her research speciﬁcally on the concept of the work.29
Drawing on her doctoral research, she showed the lack of a formal deﬁnition of a work throughout the history of the AACR2 codes and concluded
with an extensive deﬁnition of a “work,” which evolved from her research.
Included in her deﬁnition are the separate concepts of expression and publication, which are later used in the IFLA FRBR model as the expression
and manifestation entities. Carlyle’s dissertation research examined how
works were collocated in OPAC displays and suggested ways to improve
the grouping of bibliographic families.30 Her later research continued to
focus on improving catalog displays through grouping related resources
by investigating how users categorize works.31 In another study, Carlyle
conducted a survey of 18 online catalogs to compare the displays resulting
from ﬁve author and ﬁve work queries.32 A more recent article by Carlyle
and Summerlin discussed their research on record clustering of works of
ﬁction to improve catalog displays.33
Continuing his earlier research, Smiraglia examined the work entity
in greater depth.34 His theoretical analysis drew on linguistic and semiotic
theories to develop a new “theory of the work.” Smiraglia’s concept of the
work has greatly inﬂuenced the ongoing reﬁnement of the FRBR model
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and conceptual models developed in other communities.35 In order to
estimate the number of works in OCLC’s WorldCat database, Bennett,
Lavoie, and O’Neill constructed a sample of works by applying the FRBR
model to randomly selected WorldCat records.36 This sample was used to
describe the key characteristics of works. Results suggest that the majority
of beneﬁts associated with applying FRBR to WorldCat could be obtained
by concentrating on a relatively small number of complex works. Finally,
a special issue of Cataloging and Classiﬁcation Quarterly, edited by Smiraglia, was devoted to modeling a wide variety of works, including ﬁction,
television series, videos, digital resources, and cartographic resources, as
well as scientiﬁc, multimedia, collected, and theological works.37
The generalized nature of the FRBR model is both a strength and a
weakness. Its strength is as a logical framework that provides common
ground for further discussion and research on bibliographic data and the
entities that these data describe. Another strength of the model “lies in its
separation of the logic and principles of description from display issues.”38
Problems with the FRBR conceptual model arise with its implementation,
for the generalized entities, attributes, and relationships do not provide
enough detail on which to develop a database. Another weakness of the
model lies in the method used for identifying user tasks and mapping entity attributes to speciﬁc user tasks, i.e. critical analysis at a high level. This
research calls into question the validity of the user tasks identiﬁed and used
in the model. User studies are needed to conﬁrm the validity of these user
tasks and to test the accuracy of the data mapping by comparing both to
the real world within the context of the catalog and the bibliographic record
data elements that satisfy speciﬁc user information needs. As the IFLA Study
Group on FRBR identiﬁed a wide range of catalog users both within and
outside the library environment, the user studies must be conducted with
similarly wide user groups. In addition, the report gives no evidence that the
body of research on information-seeking behavior was consulted, much of
which would be useful in conﬁrming the validity of the users’ needs.
Problematic issues with the FRBR model continue to be examined.39
One such problem is that of aggregate entities, which becomes particularly fuzzy when dealing with serial works. Antelman’s analytical research
examined serial work identiﬁers used by the rights-holder community
(e.g., International Standard Serial Number [ISSN], Digital Object Identiﬁer [DOI], etc.) and dismissed their usefulness as work identiﬁers in the
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library community. She notes that “there is a practical need in bibliographic
control for a level of abstraction that brings together related items that
do not exhibit textual identity,”40 citing other terms such as superwork,
superwork record set, super records, or package content that have been used
by other researchers. Antelman then developed a conceptual model of
a serial work based on the FRBR model, giving primacy to an abstract
work level that collocates the bibliographic family, followed by her concept
of different expressions of the work. Her manifestation level contains
the published versions of the expressions. Included at the manifestation
level are different aggregator versions of selected articles. The model is
not logically consistent, as it conﬂates the manifestation and item levels
for nondigital versions of the serial (paper, microﬁlm, etc.) and separates
the digital versions into a manifestation level consisting of aggregator
versions of separate articles and an item level comprised of the different
ﬁle formats (HTML, PDF, ASCII, etc.). Nor does the model consider the
possibility of a serial as a “work of works,” with an issue or article as a
work in its own right. Antelman’s research is useful, however, because
it brings a new perspective to modeling serial works, but the question
“What is the work?” is still not resolved for serials. Flexibility seems to
be the answer at this point, but further research that includes different
serial models is needed in order to determine how to handle aggregates
and identify the problems that would arise when trying to accommodate
this ﬂexibility in a catalog.
Hirons and Graham developed a conceptual model for seriality that
strongly inﬂuenced the revision of the AACR2.41 Their model created a
three-dimensional approach to cataloging serials that is based on the attributes of the content, the carrier, and the publication status of the work.
Static materials are those that are complete when issued. Ongoing or continuing resources are those that are not complete when ﬁrst issued; these
can be either indeterminate or determinate. Determinate publications are
continuing resources that are intended to be complete in a ﬁnite number
of parts or over a ﬁnite period of time. Indeterminate publications are
continuing resources that are intended to continue indeﬁnitely.42 Resources
in both of these categories can be multipart or single-part updating. Another layer is added to the multipart indeterminate resources, which can
be either numbered or unnumbered. This model is especially useful when
dealing with looseleaf materials and electronic serials.
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Finally, an important new publication edited by Taylor provides a
general overview of FRBR and offers chapters by experts in the ﬁeld that
examine the FRBR model in relation to a wide variety of topics, including the Functional Requirements of Authority Data (FRAD), the history
of cataloging, research, bibliographic families, RDA, archival materials,
moving image materials, music, and serials.43
Another important conceptual research project being conducted by
IFLA is the creation of a new set of principles for the development of
international cataloging codes.44 Building on the conceptual model for
the FRBR and the draft of the FRANAR (see below), IFLA has conducted
several International Meetings of Experts (IME) for input into the process. “These new principles replace and broaden the Paris Principles [of
1961] from just textual works to all types of materials and from just the
choice and form of entry to all aspects of the bibliographic and authority
records used in library catalogs.”45 IFLA intends for these principles to
be applicable to online library catalogs and other appropriate databases.
Also included in the new statement are objectives for the construction
of cataloging codes.
Electronic Resources
Many studies have focused on the description and access of special types
and formats of materials. The largest body of research in this area over the
last decade concentrated on the newly emerging electronic resources.
In the 1990s, the need to describe digital objects challenged the adequacy of AACR2’s cardinal principle—to describe the item in hand. This
tradition of description based on physical format created obstacles for
dealing with issues such as multiple versions and electronic resources. The
increasing complexity of the bibliographic universe called into question
the role of the catalog and the ability of the current cataloging code to
describe electronic resources in a networked environment. In 1998, OCLC
began development of the Cooperative Online Resource Catalog (CORC),
a major research project to test the process of cataloging electronic resources using traditional library standards and newly developed software
applications.46 When the prototype system went online in 1999, academic
and research libraries were major participants in beta testing the system,
eager to try new methods of providing access to electronic resources. The
CORC prototype incorporated several software applications developed by
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OCLC, including Mantis, Kilroy, Scorpion, and Wordsmith.47 Traditional
cataloging standards were used, including AACR2, the MARC format, Library of Congress Subject Headings (LCSH), Library of Congress Classiﬁcation
(LCC) and the Dewey Decimal Classiﬁcation (DDC). The research project also
included experiments with reciprocal conversion of MARC records and
Dublin Core metadata records, automatic assignment of subject headings, automatic assignment of DDC numbers, and automatic creation of
metadata extracted from the Web site.48 During the beta-testing period,
research by Hsieh-Yee and Smith indicated that while overall the participants considered the experience positive, there was need to improve the
speed of the system to make it a viable working tool.49
At the end of the CORC experimental stage, Connell and Prabha
conducted a study using a proportional sample of member-created records in the CORC database to examine characteristics of the resources
represented.50 The results indicated that academic libraries were the largest contributors to the database, adding 67% of all records. This ﬁnding
supports the notion that academic libraries have a high level of concern
about providing access to electronic resources for their users. One unexpected result from this study showed that only 21% of the CORC records
were for resources held locally by the contributing library, with 78% being
external to the institution. Although the researchers expected libraries to
be more concerned with making their own unique resources available on
the Web, upon consideration, they decided that the likely explanation for
this outside focus was that the time and expense to create digital versions
of their unique materials would be much greater than adding records for
existing Web resources. This hypothesis needs to be veriﬁed by further
research. The researchers also categorized the Web resources by discipline,
publication pattern, and the unit being cataloged. It was noted that current deﬁnitions for Web units were inadequate for categorizing the level
of granularity for a Web site and further research was needed to develop
deﬁnitions that would be meaningful to users.
Additional research conducted during the CORC Project studied the
potential for automatic classiﬁcation and description of Internet resources
and examined options for catalog interface displays.51 OCLC developed
the Persistent URL (PURL) for the CORC project to alleviate a library’s
burden of periodically checking each record to ensure that the URL links
were active.52 Another tangible result of this research project was the revi-
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sion of the MARC 856 ﬁeld to accommodate more electronic resources
information and the revision of the MARC 856 subﬁeld zu to end repeatability of the URL and require each location of an electronic resource
to be entered in a new 856 ﬁeld. Records created in this research project
have been added to the WorldCat database and contributed a substantial
group of records for Internet resources.
During and following the CORC project, academic librarians began to
experiment with different methods of describing and accessing the different types of electronic resources identiﬁed above by Hirons and Graham.
The following studies were selected from a large body of literature in
this area.53 At Cornell, Calhoun explored a new team-based model that
required crossfunctional collaboration. In this model, data for description
and access could be gathered from selectors, public service librarians, information technology staff, authors, vendors, publishers, and catalogers.54
Because cataloging electronic resources was a new issue for most libraries,
several studies applied survey research to gather descriptive information about local practices. Chen and others surveyed academic libraries
to discover their cataloging practices for electronic resources.55 Their
ﬁndings show that the task of organizing electronic resources presented
librarians with a host of new and complex challenges. “This volatile set of
unstable resources … change names, contents, providers and URLs with
alarming frequency … [requiring] repeated revisions to their surrogate
records.”56 This was complicated by the lack of comprehensive standards
for cataloging electronic resources. Chen and others made several other
discoveries, including the fact that all libraries were presenting holdings
information on Web lists instead of, or in addition to, the OPAC; there
was no consistency on whether to catalog different formats on individual
records or one integrated record; there was no consistency on which
part of the resource a URL linked to; and volatile URLs were difﬁcult to
cope with. Trends in cataloging electronic resources were also identiﬁed.
Martin and Hoffman conducted a similar study that focused on cataloging journal titles in aggregator databases.57 Li and Leung discussed the
development of a software program to automatically integrate full-text
electronic journal titles in unstable aggregator databases into a library’ s
OPAC.58 Banush, Kurth, and Pajerek developed an automated system for
controlling serial titles in the catalog.59 A large portion of the literature
on organizing electronic serials is case studies and descriptive analyses
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of problems and solutions representing practice and opinion. Copeland
provided a review that discusses much of this literature in detail.60

Authority Control
The FRANAR IFLA Working Group was charged with developing a
conceptual model for authority records and studying the feasibility of an
International Standard Authority Data Number (ISADN). Continuing
on the work initiated by the FRBR Study Group, the FRANAR Study
Group’s research and analysis identiﬁed ﬁve functions of an authority
ﬁle (document decisions, serve as reference tool, control forms of access
points, support access to bibliographic records, and link bibliographic
and authority ﬁles) and four tasks important to users of authority records
(ﬁnd, identify, contextualize, and justify). The initial draft reports containing the conceptual model were released for worldwide comment under
the title Functional Requirements for Authority Records (FRAR); the latest
draft has been retitled Functional Requirements for Authority Data (FRAD)61.
The FRAD conceptual model expands on the FRBR Group Two entities
(person and corporate body) to include the new entity family. The model
then identiﬁes attributes and relationships of the three FRAD entities and
the FRBR Group One entities (work, expression, manifestation, and item)
within an authority record context and maps each attribute to a speciﬁc
user task. A new IFLA Working Group will analyze the “entities that are
the centre of focus for subject authorities, thesauri, and classiﬁcation
schemes, and of the relationships between those entities,” and develop
a conceptual model of “Group 3 entities within the FRBR framework as
they relate to the aboutness of works.”62 On a ﬁnal note, all of these IFLA
reports thus far claim to be user-centered, yet no research was conducted
involving users, and the user tasks were based on educated assumptions,
thus resulting in a lack of validity and generalizability for those aspects
of the reports. This lack of user research does not, however, detract from
the importance of the conceptual models in clarifying and mapping the
complex bibliographic universe.
In addition to these major IFLA research projects, other authority
control research in descriptive cataloging continued to examine more
speciﬁc segments of the topic. Much of this research falls into the categories of retrievability, including international issues, and process and cost
issues. The measure of success and the ultimate goal for authority control
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research is retrievability. Studies in this category examined data quality,
automation, foreign and nonroman languages, and internationalization.
Using a transaction log analysis methodology, Taylor’s research examined
variations appearing in name access points found in OCLC bibliographic
records.63 In a similar study, Weintraub examined the effects of personal
name variations on authority control and data retrieval in computerized
catalogs.64 Bowman examined 38 OPACs available on the Internet in order
to identify retrieval problems resulting from lack of crossreferences and
variant author names.65 Jin compared forms of corporate names found
in the Library of Congress Name Authority File with the forms found
on corporate Web sites.66 Calhoun and Oskins used several different variables to investigate the types of changes made to LC authority records
over time.67
Several studies addressed the authority control problems dealing with
foreign and nonroman names. Ruiz-Pérez and others investigated how
Spanish names were handled in three different databases and identiﬁed
mistakes that would have a negative impact on locating and retrieving
works by Spanish authors.68 Hu used a transactional analysis method to
examine problems in cataloging Chinese names, including transliterating
Chinese characters and establishing entries for personal names.69 Bolick
also studied Chinese names, examining the reasons why vendor software
produced negative results for nonunique Chinese names.70 Wang examined
the problems of Chinese names in different languages, i.e., English transliteration, transliterated name from spoken Chinese dialect, westernized
Chinese, and pure Chinese.71 Inﬂuenced by a Machine-Readable Bibliographic Information (MARBI) discussion paper on multilingual authority
records,72 Plettner developed three models for entry of Arabic names.73
Authority control has always been the most time consuming and
expensive part of the cataloging process, so improving the quality of the
data for retrievability, while reducing the time and labor costs involved
with the process, is an ongoing area for research. Research in the process
and costs category included quality control and evaluation research, workﬂow studies, and cost-beneﬁt analysis. Kulczak used the OCLC database
to evaluate the quality of front-end authority work for monographs in
order to determine whether authority work was necessary at the copy
cataloging stage.74 Pappas conducted a similar study using records from
the RLIN database.75 Beall investigated the impact of typographical errors
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in authority records.76 Ellero investigated the use of the Web as a source
of information for authority records.77 Jin adopted a narrower research
focus and examined the process of constructing corporate name headings
using data from the corporate body’s home page.78 Wolverton surveyed
the authority control practices and stafﬁng and training issues related to
authority control in large academic research libraries.79 Bangalore and
Prabha investigated the copy cataloging process by measuring the time
and effort expended.80 Santizo and Rezabek surveyed academic libraries
to ﬁnd information about the type of decisions and level of responsibility of authority control required of copy catalogers.81 Tsui and Hinders
conducted a cost-beneﬁt analysis for outsourcing the authority control
process.82
Technology and automation were important catalysts for authority
control research, much of which used applied and experimental research to
develop new software tools and systems and to integrate authority records
with bibliographic records in databases. The primary goal of this type of
research is to reduce the amount of human intervention needed to create
authority records. One method of evaluating these automated systems
is to measure the accuracy of the system in terms of its ability to disambiguate like names and titles. As development of the Virtual International
Authority File (VIAF) progresses, this research is particularly concerned
with merging large data ﬁles. Merged records in the VIAF contain the
form of name or title used in different countries. Local libraries will have
options when deciding which form or forms to display. Another evaluation method is to test how well an automated system performs when
its accuracy is compared to a human-created authority record. DiLauro
and others presented a detailed report of the process used to create an
automated authority record for the Lester S. Levy Collection of Sheet
Music.83 Patton and others developed and tested an automated name
authority control (ANAC) tool as part of the Lester S. Levy Sheet Music
digitization project.84 The goal of their research was to reduce the costs
associated with applying authority control to the metadata for the collection, and “the development of tools that combine automated processes
and human intervention, with the overall goal of involving humans at
higher levels of analysis and decision making.”85 The researchers extracted
names from the statements of responsibility in their metadata records
using a rule-based name extraction algorithm developed for the project.
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The resulting name records were automatically compared to the records
in the LC Name Authority File, using probability theory to determine a
match. “Overall, ANAC was successful 58% of the time. When a name
had an LC record, ANAC was successful 77% of the time, but when an
LC record did not exist for a name ANAC was successful only 12% of the
time.”86 These results conﬁrm that the ANAC system would not function well without human intervention in some cases. The researchers
emphasized that their intention was not to eliminate human intervention
completely from the process, but to be able to predict the amount and
type of intervention that would be needed.
In order to test the dependability of a new authority control module
in the library’s automated system, Greever compared the module’s effectiveness to the currently used manual procedures for authority control.87
Running the two systems simultaneously, Greever compared the number and type of established headings for which authority records would
be added to the local system using the precataloging procedures to the
number and type of established headings for which local authority records
would be added by the automated system. Her results showed that the
new automated module was in fact equal to or more effective in establishing headings and the new system reduced redundancy and generated
fewer errors. French and Powell investigated approximate string-matching
techniques and introduced the concept of approximate word matching to
improve detection and categorization of variant forms of names.88 Miller
discussed the development of XOBIS, an XML schema that reorganizes
bibliographic and authority data elements into a single integrated structure.89 The LEAF (Linking and Exploring Authority Files) research project
is developing a model architecture for collecting, harvesting, linking, and
providing access to existing local or national name authority data.90 The
architecture will provide a mechanism to search the authority records
of individual data providers and merge the information into one LEAF
authority record containing international name data that will be stored
in a “Central Name Authority File.”
In addition to these experimental and developmental studies, the
literature contains examples of local implementation reports on the topic
of outsourcing authority control work. Lam described the outsourcing
experience of the University of Saskatchewan.91 This experiential report
included statistical information on each phase of the process and cost
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information for an initial database clean-up, an annual authority database
updating, and a weekly service for current authority work. The university
was satisﬁed with the vendor’s overall linking rate of 85.9% for headings.
An analytical study conducted by Vellucci describes the outsourcing
process in detail and speculates on the future problems of outsourcing
authority control on an international scale.92 All of this research provides
useful information for practical decision making. It is important, however,
to weigh the results of any given study against a comparable situation
in terms of the type of library, how a system functions, the nature of
the records being processed, and the participants in the research before
generalizations can be made.
Finally, a major international conference on authority control was held
in Florence, Italy, in 2003, and proceedings were published.93 Forty-eight
papers were presented, organized into the following categories: state of
the art and new theoretical perspectives; standards, exchange formats,
metadata; authority control for names and works; authority control for
subjects; and authority control experiences and projects. The proceedings
provide a wealth of information on every aspect of the topic, including
research using a variety of methodologies.

Metadata
Metadata is structured data that describes a resource, identiﬁes its relationships to other resources, and facilitates the discovery, management,
and use of a resource. Although traditional cataloging information can
accurately be described as metadata, most people use the term in the context of digital resources. A major paradigm shift occurred in knowledge
organization with the development of metadata schemas and markup
languages that could serve as alternatives to the AACR2 and the MARC
Bibliographic Format for catalog records. Both cataloging and metadata
require the same conceptual knowledge; it is the application and management of the metadata that differs. The processes of creating metadata
and cataloging are so closely linked that in many academic libraries the
boundaries between the two are obscured and the two units are often
merged into one department. This merger opens new opportunities
for academic library catalogers to expand their expertise. The research
conducted in the area of knowledge organization is also becoming more
integrated, and the work that is done in one community often has an
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impact on the other. Due to the large number of studies conducted in
the area of metadata, the research discussed in this section is selective and
will provide only a general overview of the directions in which metadata
research is progressing.
Several general metadata schemas exist such, as the simple and popular Dublin Core Metadata Element Set (DCMES) and the more complex
Encoded Archival Description (EAD) and Text Encoding Initiative (TEI).
In addition to these general schemas, many subject-speciﬁc metadata
schemas have been developed since the mid-1990s; however, discussion
of each metadata set is beyond the scope of this chapter.94 A great deal
of conceptual research was invested in developing these schemas; those
efforts are reﬂected in the descriptive nature of the research that was
initially published. As the ﬁeld of metadata matured, researchers looked
beyond metadata schema description and began to examine a wide
range of metadata related issues. These ongoing research initiatives fall
into several categories that are not mutually exclusive, including options
for metadata creation, development of tools to aid metadata creation,
expanding metadata interoperability, developing vocabularies to support
the semantic web, and developing ways to evaluate the quality and usability of metadata.
Metadata Creation
Because of the substantial number of digital resources requiring metadata
for description and retrieval and the high cost and subjectivity of humancreated metadata, several researchers explored alternative methods for
the metadata creation process. One option is to have author-generated
metadata. Since the Dublin Core was originally designed for resource
authors to create their own metadata, in a baseline study using a mixedmode methodology, Greenberg and others examined the ability of authors
to generate acceptable Dublin Core metadata for their own resources.95
The study involved a training session for the authors prior to metadata
creation, author creation of metadata using a template designed for the
project, analysis of the newly created metadata by a research team of experts, and a survey questionnaire to ascertain the authors’ perspective on
the project. The results of the study indicated that 64% of the metadata
records were either good or excellent and 36% needed major revision. All
records were considered acceptable for resource description and retrieval

<< Chapter >>

Home | TOC | Index

Knowledge Organization

by the research analysis team. From author questionnaire feedback, the
researchers realized that a redesign of the input template was necessary.
After the redesign, the study was conducted again with 29 participants,
and the authors were asked to answer additional questions about their
metadata experience.96 These ﬁndings showed serious problems with
author motivation for creating metadata themselves. Several authors
believed that it was not their job or interest to create metadata, and others questioned the beneﬁts of metadata. The study concluded that it is
imperative to create metadata input tools where the interface template
is clear, is easy to use, and provides a comprehensive explanation of the
metadata process. Taking into consideration the small sample size of both
studies and the fact that the studies were conducted in an organizational
environment, the results are not generalizable to the academic setting.
Academic libraries, however, might wish to replicate this study with faculty
and noncataloging staff to determine if the results are comparable, if the
quality success rate is acceptable in academe, and if there are institutional
factors that might inﬂuence metadata creation.
Wilson conducted a recent study of contributor-supplied metadata97
using the RILM Abstracts of Music Literature (RILM), an international
database of scholarly works about music.98 The RILM database relies
on authors and subject-expert volunteers to provide the basic metadata
records and abstracts that describe the literature. Metadata records submitted through a Web form were compared to the ﬁnal published version of the record that had been reviewed and enhanced by a metadata
professional. A sample of English-language records were examined for
quality based on the completeness of each record; the types of errors
(typographical/grammatical or semantic), if any, in each record; and the
appearance and type of “value-added” or additional metadata supplied
by the contributor in each record. Structural and semantic errors were
noted throughout the records evaluated. Results of the study showed
that overall, the semantic quality was very high, reﬂecting the subject
expertise of the contributors. The appearance and type of structural errors suggested that improvements to the interface of the Web form, such
as drop-down lists, could reduce structural errors to create high-quality
contributor-supplied metadata records.
Another option for metadata creation is to develop applications that
can automatically extract data from the document and generate metadata.
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Earlier reference was made to the Johns Hopkins University’s Levy Digital
Sheet Music Project experience with automatically generated authority records.99 A sample of other research work will be mentioned here. Yilmazel,
Finneran, and Liddy developed a natural language processing system to
automatically assign metadata.100 A collection of educational documents
was used, and three distinct extraction modules were designed to compile
the data, along with constant data extracted from the collection level ﬁle.
The results of the data extraction from all modules were then collocated,
prioritized, and output as a single metadata record. The generated and
manual metadata records were then evaluated by teachers for how well
the metadata represented the lesson plans. The results indicated that in
most data elements there was no signiﬁcant difference between the manual
and generated metadata. The only elements where the manual metadata
were signiﬁcantly better were title and keyword.
Paynter described a large ongoing project to develop automatic metadata assignment and evaluation tools for the INFOMINE Project.101 “The
assignment tools that resulted from this research range in complexity from
simple rules for assigning Title and Creator metadata by harvesting the
text of HTML tags, to Keyphrase and Description extraction algorithms
based on syntactic processing of Metatags and to complex Library of
Congress Classiﬁcation (LCC) and Library of Congress Subject Heading
(LCSH) classiﬁers based on algorithms.”102 Manually assigned metadata
was used to train the machine learning tool for assigning both LCC and
LCSH metadata, and an automatic evaluation tool was used to determine
the metadata quality. Paynter included extensive discussions of the extracting and assigning processes for each data element and a useful survey of
the research previously conducted for each method used.
All of these studies indicate that automatically generated metadata,
combined with manually created metadata for speciﬁc elements, can
optimize the quality of the metadata while reducing the time and cost
of having experts create the entire metadata record. Academic libraries
could use this information to create a new metadata creation model that
would be especially useful for supporting digital library collections and
metadata repositories.

Common Research Goals
As mentioned earlier in this chapter, the overlap between cataloging and
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metadata has blurred to the extent that the boundaries are often artiﬁcial.
The research discussed in this section is of mutual concern to the cataloging and metadata communities. Globalization, economies of scale and
cooperation, the plethora of knowledge organization systems (KOS), and
the advancement of technology are all factors leading to a conﬂuence
of research among the cataloging, metadata, and information-retrieval
domains. Key problems common to all include interoperability and automatically generated subject terms and classiﬁcation.
Interoperability
The American Library Association has deﬁned interoperability as the
ability of two or more systems or components to exchange information
and use the exchanged information without special effort on the part of
either system.103 Interoperability research extends to developing crosswalks
between different KOS, searching and retrieving data from multiple repository databases, simplifying subject access, mapping subject terms among
different vocabularies and languages, using classiﬁcation as a switching
language, and developing taxonomies and ontologies for speciﬁc subject
domains. This last area of taxonomies and ontologies will not be covered
in this chapter.
Technical Interoperability
Interoperability is an important issue for academic libraries that participate in distributed networked environments where cross-domain,
cross-repository, and cross-language searching are increasingly important.
Interoperability research can be viewed from two perspectives: technical
data transfer and/or conversion and content compatibility. The research
on the technical transfer and conversion of metadata focuses on system
architecture, record structure, syntax, and types of data elements. Content
interoperability research is concerned with standards for description, such
as AACR2R or the International Standards for Archival Description (ISAD),
authority control for names, identiﬁers, controlled vocabularies, natural
language processing and classiﬁcation. Both aspects of interoperability
are critical for the efﬁcient exchange of high-quality metadata with or
without human intervention.
Crosswalks are used to facilitate machine processing and data transfer.
“A crosswalk is a mapping of the elements, semantics, and syntax from
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one metadata schema to those of another.”104 The elements (or ﬁelds) in
one metadata set are correlated with the elements of another metadata
set that have the same or similar meanings. Many metadata schemas are
mapped to the MARC format, using crosswalks to exchange and convert
data to and from MARC. Conceptual research is used to develop a single
ﬁle table of equivalency, while applied research is the basis for crosswalk
implementation. Problems arise when metadata records with incompatible
data elements in the two schemas are mapped to each other. It is often
the case that there is not a one-to-one match between all data elements
in the two schemas and data from the richer schema is lost during the
transformation process. In addition, as these single ﬁles contain all information in one equivalency table, each crosswalk is limited in its use and
usually applies only to a single digital project.
A research project conducted at OCLC by Godby, Young, and Childress addressed this problem by developing a repository of metadata
crosswalks.105 The project goes beyond the standard single ﬁle mapping
table and uses the Metadata Encoding and Transmission Standard (METS),
a structural framework, to deﬁne a complex data model that brings together three separate ﬁles: one for the table of equivalence, one for the
source metadata standard, and one for the target metadata standard. These
data are then processed to create XML-encoded METS records for each
crosswalk and are available for processing by “search engines, OAI (Open
Archives Initiative) harvesters, and custom-designed web services.”106 By
using separate ﬁles to maintain the element sets of each metadata schema
and each equivalency table, one can create a customized crosswalk by
selecting the metadata and table of choice. This prototype is an important
step forward to improve and standardize crosswalk formats; however, the
authors note that this area of research must continue in order to develop
“robust systems that handle validation, enhancement, and multiple character encodings and allow human guidance of the translation process.”107
The OAI-PMH (Open Archives Initiative-Protocol for Metadata Harvesting) is an applied research project that seeks to develop an efﬁcient
system to search and retrieve metadata simultaneously from multiple
database repositories. Several years of conceptual and applied research
went into “drafting and designing a useful and useable technical speciﬁcation” that is now in use by many academic libraries.108 Differing from other
protocols, the OAI model was designed to collect metadata by harvesting
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(i.e., “pull”) rather than contribution (i.e., “push”) to one central repository. After the initial implementation, the model was reﬁned to extend its
capacity to identify and harvest a variety of metadata schemas using the
Dublin Core as the mandatory standard. An additional reﬁnement of the
protocol model allowed for discovery and retrieval of data in repositories
of nondigital objects.
Van de Sompel and others identiﬁed several limitations with the
OAI-PMH protocol.109 The Dublin Core element “dc.identiﬁer” was not
expressive enough to distinguish among the variety of identiﬁers permissible in the Dublin Core and therefore could not accurately harvest the
actual digital resources. The inability to harvest the resources described
by the metadata was also a problem for their preservation, which requires
archiving a large, synchronized repository. Van de Sompel and others
designed a new model to extend the capabilities of the OAI-PMH to
include harvesting resources as well as metadata. The model represents
increasingly expressive metadata formats contained in a XML document
wrapper. The ﬁrst level below the actual resource is the OAI-PMH identiﬁer, which acts as the entry point to all of the metadata formats. These
formats include the minimalist Dublin Core Metadata format, the richer
and more expressive MARCXML metadata format, and the METS XML
complex object metadata format, which is the most complex and accurate
description of the resource. This combination of formats allows for greater
depth of expressiveness and provides secondary information that was not
accessible in the original OAI-PMH model, including rights management
and technical, structural, and provenance metadata. The new model also
provides access to the resource, thus solving the problems of unambiguous
resource discovery and harvesting of resources for preservation.
The importance of the new model becomes evident in a federated
search environment. The model allows academic libraries to reuse their
MARC metadata and thus provides integrated access to metadata for
nondigital objects and allows harvesting of digital resources for access
or preservation purposes.

Subject Access
As the need for internationalization and the volume of Web resources
grew, there was heightened interest in improving the interoperability of
KOS and making these systems easier to use. Solutions to these goals are
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not limited to any one domain, and the literature of cataloging, classiﬁcation, metadata, and information retrieval all provide examples of research
in this area. The overlap of research interests has created a vast body of
literature, and of necessity the studies discussed here are selective examples
to provide some understanding of the breadth of research. Researchers are
investigating the development of less complex subject systems, automatic
generation of subject headings and classiﬁcation, multilingual subject access, and tools that will aid the user in subject searching.
In response to the trend to simplify cataloging and reduce costs by
eliminating controlled vocabulary terms from catalog records, Gross and
Taylor conducted research to identify the proportion of OPAC records
retrieved by a keyword search that had the “keyword only in a subject
heading ﬁeld and thus would not be retrieved if there were no subject
headings.”110 The authors used a transaction log analysis methodology
to sample keyword searches in an academic library catalog and then
performed keyword searches in an OPAC using those terms. Gross and
Taylor found that an average of 35.9% of records retrieved by successful
keyword searches would not be retrieved if subject headings were not
included in the record. Their research also discovered many individual
cases in which 80, 90, and even 100 percent of the retrieved records would
not be retrieved in the absence of subject headings.111
Zeng and Chan reviewed the research methodologies used in projects to establish content interoperability among KOS that focused on
subject terms and classiﬁcation schemes.112 The authors identiﬁed several problematic issues for subject interoperability, including mapping
systems with different structures and characteristics (e.g., controlled
word-based vocabularies to classiﬁcation systems), mapping similarly
structured schemes (e.g., word-based vocabularies to other word-based
vocabularies, or classiﬁcation schemes to other classiﬁcation schemes),
mapping vocabularies in different languages, and integrating the views
of different cultures. Zeng and Chan identiﬁed several mapping methodologies, among which are derivative modeling (creating a simpler KOS
based on a more comprehensive system), direct mapping (equivalence
matching term to term or term to classiﬁcation), translation and adaptation, and using a switching language to mediate between languages.
The authors report on research projects dealing with each of these issues
and methodologies.
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The exponential growth of electronic resources led researchers at
OCLC to seek ways to provide subject access to large volumes of resources, yet make it easier and less costly to use than the complex syntax
of the LCSH.113 Implementations of the minimalist Dublin Core metadata
schema created the impetus to develop a subject vocabulary that was
simple in structure, provided optimal access points, and was ﬂexible and
interoperable across a variety of KOS, including OPACs. Deriving their
new vocabulary from the LCSH and simplifying the syntax, the researchers created the Faceted Application of Subject Terminology (FAST) as a
postcoordinate approach. Literary warrant was used to determine which
headings would be established, based on the frequency with which a
heading appeared in the OCLC WorldCat database. FAST headings were
established by deconstructing the LCSH headings into facets, which enabled the vocabulary to remain compatible with LCSH, thus improving
subject interoperability between Dublin Core and MARC metadata.
Multilingual linking and mapping are used to provide access to
multiple languages across systems. The MACS (Multilingual Access to
Subjects) research project uses a linking method approach.114 Three vocabularies (LCSH, RAMEAU,115 and SWD116) are manually matched and
linked to each other by using conceptual clusters, thus allowing each
subject heading list to remain autonomous. The research team also developed, tested, and reﬁned a Linked Management Interface (LMI) that
assists in link creation. Landry notes, however, that since the matching
process is done manually, “the basic task of establishing links will remain
very time-consuming.”117
Classiﬁcation systems are often used as an intermediary or switching
language between different languages and different KOS because they are
perceived as being language independent. Kwasnik and Rubin studied
the impact of the differences in knowledge structures from language to
language and culture to culture by examining a set of terms related to
the concepts of family, which are universal yet culturally bound.118 The
purpose of the study was to identify problems surfacing from the extension of a source classiﬁcation system to accommodate another language
and culture and to suggest methods to deal with the problem. Their
research ﬁrst explored the differences in kinship terms and relationships
through interviews with 14 informants of diverse language and cultural
backgrounds, using ethnographic interview techniques that included
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creating a visual display of the family relationships. Kwasnik and Rubin
then compared the resultant terms to the way in which the Dewey Decimal Classiﬁcation (DDC) and the Library of Congress Classiﬁcation (LCC)
expressed kinship terms and relationships. This study revealed seven
problematic patterns, and the researchers suggested ways to deal with
some of the problems. The area of language and culture is an important
one for academic libraries with diverse user populations. This signiﬁcant
study needs replication with multiple informants for each language/culture and a more comprehensive range of languages.
The OCLC Research Ofﬁce has a strong research agenda for vocabulary
mapping, automatic classiﬁcation, and automatic term assignment. In the
late 1990s, OCLC launched the Scorpion project to explore the automatic
classiﬁcation of electronic resources by creating clusters of terms based on
statistical and linguistic methodologies.119 Scorpion software used the DDC
data ﬁles “to create a searchable database of subject terminology used to
describe each Dewey number in the Dewey schedules.”120 Classiﬁcation
categories are mapped to DDC and create predeﬁned subject clusters. The
document is then ﬁltered through the predeﬁned clusters as a query and
Dewey classes are assigned in ranked order. Scorpion software was integrated into the OCLC CORC project to automatically class internet resources
using terms extracted from the document. The researchers view the use
of a language-independent notation scheme as a way to enable different
language translations of DDC vocabulary and captions to link to a Dewey
class number and allow the user to select the appropriate language view.121
Other research undertaken by the OCLC team includes development of
the DeweyBrowser for library collections, mapping different vocabularies
to each other to create a linked semantic system that will accommodate
cross-domain searching, and the WordSmith Toolkit, which extracts words
and phrases from full-text documents.122 In addition, information about
many other current research projects can be found at the OCLC ResearchWorks site (http://www.oclc.org/research/researchworks/) and in the
journals Knowledge Organization, Journal of Documentation, and Journal of
the American Society for Information Science and Technology.

The Library OPAC
The library OPAC is the focus of the ﬁnal section of research discussed in
this chapter. When all is said and done, the goal of research in knowledge

<< Chapter >>

Home | TOC | Index

Knowledge Organization

organization is to improve the quality, functionality and usability of library
catalogs and databases for information retrieval. OPAC research consists
of two primary areas. One sphere of research is quality assessment and
evaluation of existing knowledge organization systems, including data
content, record syntax, and system performance. The other sphere is
applied research to enhance the functionality and usability of existing
systems and to develop new systems. Of necessity the research discussed
here is selective and limited to those projects that speciﬁcally address library catalogs. For a broader discussion of system evaluation, one should
refer to the information science literature.
Many different research methodologies are used in evaluative research, often in combination with one another. Common methods include
transaction log and content analysis, grounded theory, survey questionnaires, focus groups and interviews, think-aloud protocols, and observation. Two articles in the 1990s by Seymour123 and Large and Beheshti124
provided in-depth reviews of the OPAC research conducted from the
mid-1980s to the mid-1990s. Much of the research discussed in these two
reviews involves evaluation and quality assessment.
A 1996 special issue of JASIS was devoted to OPAC research and
contained several articles that focus on various aspects of research on
this topic.125 Following up on an earlier article, Borgman asks the question “Why are Online Catalogs Still So Hard to Use?”126 In her theoretical
analysis, the author cites two underlying causes for the problem: the lack
of focus on user information-seeking behavior to inform OPAC design and
ongoing emulation of the card catalog search process. Hert examined the
goals of users searching an OPAC (and other multiﬁle systems) as part of
a larger project that focused on users’ interactions with the OPAC.127 Using
a grounded theory methodology where the data analysis was iterative and
generalizations were formed from the data itself, Hert found that although
the users expressed their goals to some extent, it was necessary to identify
the critical incidents (i.e., when the user became aware of a gap in knowledge, thus creating an information need) that had shaped the goal to gain
a fuller understanding of the search. Hert’s research also showed that the
goals of the search were not greatly modiﬁed during the search process.
The ﬁndings of this study suggest that OPAC design may be improved “by
providing detailed information on the situational elements which inﬂuence
goals and on the potential constancy of goals on such systems.”128
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For several decades, user studies have documented problems with
subject searching in OPACs.129 Larson conducted a longitudinal study
of the University of California’s MELVYL online catalog over a six-year
period, using a transaction log analysis methodology.130 His results showed
that only 12% of subject searches recovered between 1 and 20 items,
thus signifying that subject searches were more likely to fail (no hits or
too many hits) than to succeed in a very large university library. Larson’s
ﬁndings also indicated a persistent decline in the percentage of subject
searches over the data collection period and a corresponding increase in
the percentage of known item, especially title keyword, searches. These
results suggest that over time users learned to substitute various forms
of known item searches for subject searches in response to the frequent
failure of subject searches.
Drabenstott and Weller created an experimental OPAC (ASTUTE)
that contained two separate catalogs.131 Both catalogs used extended subject searching functionality, but only one catalog also used subject search
trees to direct the system’s selection of searching techniques in response
to user queries. The study was conducted in two academic libraries, using
both quantitative and qualitative methodologies. While the quantitative
analysis based on retrieval precision yielded mixed results, the qualitative
data gathered from the users was more conclusive. The overall research
results showed that the “subject-access design that featured search trees
was more effective in selecting a subject-searching approach that would
produce useful information for the subjects users seek than users would
select on their own.”132
Another more recent study by Yu and Young used a transaction log
analysis (TLA) methodology in a longitudinal study over a two-year period
to identify and deﬁne unsuccessful OPAC subject searches.133 The TLA
indicated that a major portion of subject searches would have been more
successful if the search had been conducted using other bibliographic tools.
The authors suggested that this problem is attributed to the ubiquitous use
and familiarity with Web search engines and online bookstores and the
subsequent mental models that users bring to OPAC searching. Several suggestions were made to improve OPAC searching based on the functionality
of Web-based search applications. Graham used TLA to identify and analyze
no-hit subject searches in the college OPAC.134 After noting speciﬁc subject
searches for which no records were retrieved but for which appropriate
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information resources actually were represented in the catalog, Graham
explored two potential methods to ameliorate the problem through the
use of authority record cross-references and “pathﬁnder” records providing
brief instructions on search reﬁnement. The author also outlines additional
steps needed to determine whether the potential ameliorations make a difference to users’ subject searching experiences.
Content-focused research looks at the quality and accuracy of the
data in catalog/metadata records in order to reduce errors and improve
retrieval. An early study by Ballard described a systematic method for ﬁnding and eliminating typographical errors in catalogs and listed the most
commonly found misspellings.135 Another study by Ballard and Lifshin
analyzed the misspellings and discovered that repeated misspellings tended
to have eight or more letters, at least three syllables, and be more common words rather than esoteric technical terms.136 Ballard and Grimaldi
examined errors in MARC tagging to improve OPAC searching.137 Bowman conducted several studies that examined data content problems that
acted as barriers to retrieval.138 Beall and Kafadar studied the typographical
errors in shared bibliographic records to determine whether corrections
were made during the copy cataloging process.139
MacEwan and Young developed another method for measuring the
quality of both the data content and the overall catalog record.140 These
researchers employed the FRBR mapping of user tasks to data attributes
and relationships to measure the quality of catalog records in the British
Library. Using the data element weighting method developed for FRBR
and a sophisticated statistical process, the authors were able to assign an
overall quality score to each catalog record examined.
Improving accessibility to networked digital information and resources is another concern of the OPAC research community. Burke,
Germain, and Van Ullen conducted survey research to study the effect
that adding surrogates for free Web resources would have on the integrity
of the catalog.141 By examining 567 URLs in the OPACs of 24 Association
of Research Libraries (ARL) member libraries, they discovered that the
percentage of total catalog and maintenance errors varied from 0.0% in
three OPACs to a high of 58.32% in one catalog. The authors also found
that these libraries did not commonly use persistent URLs, perhaps contributing to the problem. Other OPAC accessibility research examined the
effects of OPAC screen changes on search behavior and success.142
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The metadata community has now matured to the point where studies
of evaluation and quality assessment have entered the literature. Initially,
research in metadata evaluation was conceptual and addressed the issues
of “What is quality?” and “How do we measure it?” Barton, Currier, and
Hey studied metadata projects in two communities of practice: learning
object repositories and e-print archives.143 In each project, the researchers analyzed the metadata to identify defects that demonstrated a need
for quality assurance in the assignment of metadata. Bruce and Hillman
adopted a different approach to deﬁning metadata quality and used a
systematic, domain- and method-independent way to identify metadata
quality indicators.144 Kelly, Closier, and Hiom used theoretical and applied
research to develop a quality assessment framework for metadata and a
self-assessment tool kit.145 Moen, Stewart, and McClure identiﬁed a list of
assessment criteria drawn from the literature and applied qualitative and
quantitative content analysis techniques to assess the quality of metadata
records in the Government Information Locator Service (GILS).146
The research on evaluation and quality assessment of catalogs, cataloging, and metadata is immensely important in academic libraries in light
of the rapid growth of digital libraries and metadata use. As academic
libraries seek and develop new methods for generating automated and
partially automated metadata, the importance of quality assessment and
evaluation increases signiﬁcantly. Many digital library projects allow the
object creators or curators to assign metadata to their own objects. This
type of distributed metadata creation will need quality assurance measures
embedded in the process design.147
Library 2.0 and OPAC Design Enhancements
The Library 2.0 movement, with its emphasis on service, interactivity,
and personalization, calls into question the limited functionality of library
OPACs in terms of capitalizing on recent developments in Web service-oriented applications and architecture. In order to plan for the future, several
recent studies have analyzed the technological and social trends that could
impact major academic and research libraries. In one study commissioned
by the LC, Calhoun explored the future of research library catalogs in the
context of today’s Web search engines, online bookstores, user expectations,
and economic considerations.148 She derived her research questions from
an extensive multidisciplinary literature review, which included marketing
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and business perspectives along with those of the library science and information retrieval communities. Calhoun then developed a set of structured
interview questions from the literature search and identiﬁed interviewees
from among library and information science leaders, scholars, technologists,
systems developers and implementers, vendors, and library practitioners
in order to collect different points of view on the future of catalogs. Her
purposive sample consisted of 23 experts in the ﬁeld.149 After data analysis
was completed, Calhoun made 32 recommendations to LC based on the
literature review and expert interviews. Recommendations centered on
revitalizing catalogs for internal operations as well as the communities they
serve and integrating catalogs with other discovery tools. High on the list
of recommendations was rethinking catalog content and services to signiﬁcantly enhance functionality by using many of the features found in popular
Web search engines. This report helps set the research agenda for online
catalogs for the short-term future, as many areas of the recommendations
will require further investigation before they can be implemented. Some
members of the library community took issue with Calhoun’s marketing
framework and realistic assessment of user expectations;150 however, two
other studies, one by the University of California151 and another by Indiana
University152 support many of Calhoun’s ﬁndings and suggestions.
Most college students today are technologically savvy and, as Calhoun
pointed out, the mental models that they bring to library Web-based catalogs, databases, and portals are often based on their experiences with Web
resources such as Amazon.com, Google, MySpace, or the Internet Movie
Database. Inﬂuenced by Web sites that provide seamless interactive functionality and access to different databases, both commercial vendors and
open-source application developers are rapidly designing new interfaces
for library catalogs and portals. Many new products incorporate relevance
ranking, faceted navigation, meaningful result clustering, visual representation of results, breadcrumb trails, and federated search tools.153 Some
of these applications include Endeca,154 AquaBrowser,155 Evergreen,156
Encore,157 and Primo.158 To date, the body of research is small and consists primarily of case studies and anecdotal articles on implementation;
however, as these features become more commonplace, the usability and
evaluative research no doubt will grow.
Other Library 2.0 concepts of personalization and interactivity
(social tagging, adding reviews, blogging comments, etc.) are beginning
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to inﬂuence library catalog and portal design. The scarce research that
exists tends to focus on public libraries or social tagging Web sites. One
usability study, however, did examine an academic portal customization
software application, MyLibrary. Brantley, Armstrong, and Lewis used
categories of common tasks to test “the participants’ abilities to customize a personal library web page, understand the resource categories as
deﬁned by librarians, and manage the discipline-speciﬁc content available
in the portal.”159 The results of the study indicated that even experienced
computer users struggled with customizing the library portal; however,
when users overcame the learning curve, they appreciated the shortcuts
offered by the portal. This study also revealed that user misunderstanding
of librarian-deﬁned resource categories remains a serious stumbling block
to library Web site usability.
One way to help overcome the disconnect between user and library
vocabularies brings us to another Library 2.0 concept: user interaction
with the catalog through social tagging, reviews, and comments. Again
it is public libraries that have taken the lead in implementing these features,160 but academic institutions are not far behind. Plymouth State
University developed a prototype open-source OPAC called Scriblio.161
Based on the WordPress blog software platform, Scriblio has many Library
2.0 features, including a “recent searches” sidebar; book jacket displays;
reviews; holdings data; automatic identiﬁcation of related items based on
author and subject data; and a box to “search inside the book” that uses
Amazon’s Application Programming Interface (API). In addition, each
catalog record allows comments, trackbacks, and tagging. Although these
front-end OPAC applications are too new to have generated a body of
research, it is expected that this area of investigation will grow rapidly
in the near future.

Conclusions
For the past 15 years, researchers have sought to develop ways to automate the systems and processes of knowledge organization. The digital
environment presented opportunities for academic libraries to explore
alternative methods for organizing digital resources, as seen by the many
new metadata schemas that have been developed and the application
of XML markup to provide more ﬂexibility in these systems. Another
research trend shows a move toward developing systems of organization
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that are simpler and easier to apply than the currently used rules, tools,
and processes. The approaches of the Dublin Core Metadata Initiative
(DCMI) and the FAST project indicate not only a need for simplicity,
but also an attempt to extend the use of library organizational practices
outside the library community, and in turn to use metadata created by
these other communities. The distributed networked environment,
coupled with a growing emphasis on global cooperation, is the catalyst
for interoperability research that is key to both cataloging and metadata
knowledge organization systems.
When the research conducted in the ﬁeld of knowledge organization
and its impact on academic libraries are examined, other trends prevail
that represent major paradigm shifts in the approach to organizing information. The reconceptualization of the fundamental principles and
structures undergirding the view of the bibliographic universe and the
organizational process has led to the adaptation of catalog and record
structures that will allow more meaningful displays of multiple versions
of a work and will express the relationships among works more clearly;
both issues must be dealt with on a daily basis by catalogers in academic
libraries with collection depth. This reconceptualization was the catalyst
for the ongoing revision and restructuring of the AACR2 cataloging code
that is used by academic libraries. The question remains as to whether the
ﬁnal version of the RDA code will be a contemporary set of rules that is
based on the research and trends discussed in this chapter and will appeal
to the broadening knowledge organization community, or an outdated
rehash of the current system with only a passing nod to the dramatic
changes facing academic libraries today.
None of the research projects discussed here exists in a vacuum. They
were undertaken to solve problems of a practical nature or refute incorrect
assumptions. Many of the projects were carried out in academic environments or with academic library needs as the focal point, since academic and
research libraries have the most to gain from automation and applications
that can facilitate multilingual subject access and streamline the cataloging,
classiﬁcation, and metadata creation processes. It is appropriate therefore,
that academic libraries serve as test beds for research that will ultimately
be used or implemented to assist in the task of knowledge organization.
The integration of cataloging and metadata creation is fast becoming the norm in academic libraries and will require an expanded view
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of data curation.162 Knowledge organization specialists will be called
upon to work collaboratively with systems and information technology
personnel to develop the means of discovery and access for information
distributed throughout the university. Catalogers will be increasingly
involved in research projects to develop and evaluate digital libraries,
electronic dissertations and theses, institutional repositories, and large
research data sets.
This research review indicates that the knowledge organization
research community is thriving and is responsible for many of the rapid
changes taking place in libraries today. In order to remain at the cutting
edge of this ﬁeld, however, more extensive research studies are needed.
The expanding diversity of our academic communities demands better
search and display capabilities for nonroman script materials. We must
identify and develop alternative actions for failed searches and better
navigation of large retrieval sets. We have only just begun to investigate
the effects of Library 2.0 concepts such as expanded record content (e.g.,
tables of contents, images, music snippets, etc.) and user interactivity (e.g.,
assigning tags and adding reviews and comments) on catalog usage and
library resources. Additional services such as those provided by online
bookstores that use active agents for recommendations, relevance ranking,
and improved precision and recall need to be studied. More research is
required for catalog-based alert services and customization of the library
catalog and portal. There is much to be learned from Internet services,
but in order to move forward we must explore the possibility of successful
implementation of such services and their impact on the academic community. It is unfortunate that in today’s economic climate most research
is funded by agencies for short-term projects (one to three years), rather
than supporting researchers to develop and implement long-term research
agendas. Researchers dedicated to the improvement of knowledge organization and retrieval should not be content with reaching Google or
Amazon.com benchmark functionalities, but should look beyond these
popular services and begin to identify new avenues of research for the
knowledge organization community of the future.
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