The equilibrium state of an electron in a storage ring can be described most accurately by the envelope matrix, as long as the electron motion is hnear. The equilibrium envelope can be calculated in the same way as the equilibrium barycenter (closed orbit). This is suited for accurate numerical calculations. The "emittances" can be extracted from the envelope as approximate quantities. The radiation integrals, which express the emittances in terms of Twiss parameters, dispersions, and other optical parameters, are extended to cover general 6X6 dynamics. Without any coupling between modes, these reduce to those of Sands.
I. INTRODUCTION Future electron rings (flavor factories, damping rings of linear colliders, and synchrotron light sources) require quite accurate control of the equilibrium emittances and, more precisely, particle distribution to achieve high luminosity (for linear and circular colliders) or high brightness (for a synchrotron light source). The "emittance calculation" should become more accurate and more detailed. To be more precise, however, we should be more careful in using the concept of the emittance.
The most traditional approach is represented by the so-called radiation integrals [1] , which express the emittances in terms of global optical quantities, such as three normal modes and their Twiss parameters, etc. Even if these traditional approaches give answers accurate enough in many cases, they are approximations and not the most direct way of determining the equilibrium beam distribution. They do not provide the "definition" of the equilibrium distribution.
The aim of this paper can be summarized as follows:
(1) We show how to calculate the equilibrium distribution of electron bunches as accurately as possible within a linear approximation. This is the envelope formalism. This is conceptually the most direct and practically, i.e. , from a computational point of view, quite useful.
(2) We abstract the radiation integrals from the envelope formalism.
As a result, we extend the synchrotron-radiation integrals as much as possible.
In Sec. II, we will discuss the envelope formalism. The synchrotron-radiation integrals will be discussed in Sec.
III. The final section will be devoted to discussions and summary. Numerical examples of the envelope are given in the Appendix.
II. BEAM-ENVELOPE FORMALISM
The equilibrium distribution 1b"(x, s ) should be defined by the solution of 1b'(x, s) =1b(x, s), where 1b' is f after one revolution and x is the 6-tuple phase-space coordinate [2] . As long as we can assume that the major part of g is embedded in a region of phase space where the symplectic forces are linear, we can discuss g"(s) more directly: thanks to the central limit theorem, this f"(s) is Gaussian and can be represented by 21 second-order moments and 6 barycenter variables:
Here x is the barycenter variable X=(x) = Jxy(x)dx, and R is the envelope matrix R; = ((x -x );(x -x ) ) = f (x -x );(x -x ), 1b(x)d x .
(3) (4) (Higher-order moments can be defined in the same way. ) Since R; =R;, only 21 components are independent.
Under this approximation, Eq. (1) is rewritten in a form x'=X, R'=R .
Here we discuss how to determine the equilibrium barycenter and the equilibrium envelopes as accurately as possible within the linear approximation.
%e track the change of the beam barycenter x and envelope matrix R first through one element and later through one revolution to find the solution of Eq. (5) . A computer code SAD [3] uses this method. See the Appendix. Ruggiero, Picasso, and Radicati [4, 5] studied this approach independently.
A. Motion of an electron and coherent quantities
We first discuss the nonlinear dynamics of x. We then evaluate the development of R in terms of quantities defined with respect to X.
Imagine that we have a kind of optical element, a part of a magnet, a drift space, and so on. Each element is defined by two faces: an entrance face and an exit face.
1b(x;x, R)= exp[ , 'R, '(x ---x ), (x -x ) ] .
(2ir) &detR (2) 1063-651X/94/49(1)/751 (15) Here X, = (X),H(s;x) is a symmetric 6 X 6 matrix, (20) H(s;x), , = -, ' H(x, s) (21) (25) We introduce another approximation that (27) (g(s"x)g'(s2;x) )~=B(s, ;x)5(s, -s~), (28) where B is a symmetric matrix called the diffusion matrix.
Here ( AB ), stands for the average ( AB ) -( A ) (B). Since R;. = (X,X ), its time evolution is found from Eq. (27) as
So (29) We denote it in a concise manner [8] R (s)=M(s, so)R(so)M'(s, sit)+B(s, so), (30) where a matrix B(s,so) is the integrated diffusion matrix:
We thus have arrived at the expression of the mapping (x, R),"t~(x,R), ";t . (32) x, ";, is The previous discussion was general within the linear approximation.
In order to give more explicit expressions, we should fix the variables.
From the entrance to the exit of the element considered here, we define a reference frame of coordinates. The choice is completely arbitrary [10] . Here Gaussian at the entrance, it is still so at the exit. These should always be used with careful attention to their limits of validity. For example, the nonlinear wiggler [9] cannot be treated by the envelope formalism in the present form. (36) where c is the light speed and 4 is the scalar potential.
In this coordinate frame, we have the Hamiltonian H (x,y, z, p",p~, 5) = 5 eA, /po-
where @is the scalar potential and A, = A (e"X e~) . We have employed the ultrarelativistic limit (y »1) for the sake of simplicity. 
k"
where k""=p"-eA" /po and 5"=5+e4/cpo are regarded as functions of x.
Here, u represents the stochasticity of g. The quantity u is stochastic in two different ways: whether a photon is emitted or not is stochastic and its energy is also stochastic when it is emitted. The former stochasticity is of
Poisson distribution while the latter is governed by the radiation spectrum. We denote the average over the latter as ( )y. To get the average ( )~, we need an averaging over time in addition. This problem is completely solved and the solution is known as the Campbell-Rice law [13] . Simple explanation can be found in Refs. [14, 15] for the second-order moments. For more general cases used in accelerator contexts, see Refs. [13, 16 -19] . The law tell us that
From the radiation spectrum, we have [20] 
This quantity can be called the energy-loss rate. In the Here cV is the photon number average for a unit length [20] . We thus have given all necessary formulas to obtain ex- By repeatedly applying Eq. (52), (i,R } at s will fall into an equilibrium [provided, of course, all the eigenvalues of M(s} are less than unity in absolute value]. In the equilibrium, (x, R) takes the same value every turn so that this is a solution of
(53) (54) The solution of Eq. (53) Here 'T(2 is the transformation between x, (,";,) and x2(,",) and T, 2 is its linearization.
Hereafter, for simplicity, we omit T and T, as we do in denoting a line on a manifold [21] . By repeating the similar transformations, we can obtain the map of (i,R) for the whole line. Several detailed discussions will be given.
Syrnplectic part ofM
There may be several possible ways to define a symplectic transfer matrix from nonsymplectic matrix M. Here we give one definition for later convenience.
In each element, we make a large number of slices in the direction of s and assume that the radiation occurs only at the borders between the slices. Between the borders, a particle obeys the symplectic (nonlinear) equation.
At each border, it is subject to the integrated ( The emittances, thus, should be defined as approximate invariants, which are almost constant for the usual case when the damping is much slower than the betatron and synchrotron oscillations.
We consider a (nonsymplectic and complex) transformation V(s) which diagonalizes M(s):
where A is a diagonal matrix:
2 =diag(ip"-a", i@"-a-",ip, -, a"ip-"a-",ip -a, i-p -a ) .
In this base, Eq. (54) can be solved more explicitly. Let 
Vp '(sp)=(v", iv"", v", iv"', v, iv') . [28] , sLIM [29] and also used in [30] . In order to calculate the equilibrium emittances, these are enough. (In some cases, however, the three emittances are not enough and we need the envelope formalism. ) In the radiation integrals, our concern is not to calculate them but to express them by some optics parameters.
B. Diagonalization of the symplectic dynamics
Vo(so)=P(P"(t2 $3)B(so)R(so)H(so), (96) where P, B (Twiss matrix), R ( [33] and [34] .
To see that the decomposition Eq. (96) was used otherwise, the optical parameters jump from to (2-1) at s, and return from (2-1) to (3-2) at s, . That is, the optical parameters are discontinuous at s, and sz. We will assume this convention and will omit the suffices like (3-2) below.
We thus expressed the transfer matrix as 7S9 Mo(s, so)= Vo(s)P(g"(s,so), g"(s,so) g (s so)) Vp where 166 is a matrix whose (6, 6) 
-f32 (g2) where zE=z+(xri"' -p"g"+yri~-p~ri~) .
(133) Finally, without any coupling, the transfer matrix Mo is written in a block diagonalized form. We have then further R2 =0, b = 1, g"=q~, and g, = g~. It is easy to see that all the radiation integrals reduce to those in Ref. [11 
IV. DISCUSSION
We have treated two different formalisms:
the envelope formalism in Sec. II and the radiation integrals in Sec. III.
The radiation integrals were derived from the envelope formalism as approximate quantities. In deriving them, we have lost some information so that the opposite direction is impossible. Our radiation integrals are already extended considerably. Further extension may be done but it cannot become more accurate than the envelope formalism.
The synchrotron-radiation integrals are of course useful. They are practically useful when, for example, we need rough lattice parameters which may provide some desired emittances for a perfect machine. In this case, the radiation integrals are useful only when they are simple. [ (1, 3) and (2, 4) components of R z will remain large. plotted as functions of~v"-v"~i n Fig. 1(a) 
