In the past 20 years, many research papers have demonstrated the need to assess these policies with modeling and simulation tools that use data about individuals and their households as decision-making units and provide more realism in the behavioral representations. In addition, because land use models are influenced by choices of residential and work location, the inclusion of the effects of selfselection, as a result of either socioeconomic characteristics or attitudinal aspects, is required in behavioral model systems for policy tools (1, 2) . In a stream of analyses that has jointly examined location choices, car ownership, activity participation, and travel, model systems have been created for different urban environments; the models were based on endogeneity among variables (1, (3) (4) (5) . These model systems include location attributes and land use variables that other researchers also consider to be important determinants of travel (6-9). Moreover, these empirical studies link travel behavior with land use patterns through the use of multiequation methods pioneered in travel behavior by Golob (10, 11) and used in similar contexts by Bagley and Mokhtarian (2).
The integration of land use policies with car use policies is strongly advocated in many developed countries as a way to decrease fuel consumption and greenhouse gas emissions. This integration is particularly important for California because of its recent legislation aimed at stricter mobile-source emissions control and its plans to dramatically decrease greenhouse gas emissions, both of which emphasize the need for integrated land use and transportation policies (see http://www.ca-ilg.org/SB375Basics). This integration occurs through sustainable community strategies that require the understanding and changing of the household residential location and the promotion of environmentally friendly behavior. All of these factors create a need for better analytical tools to study policies.
The main conclusions drawn from the previous models (1, (3) (4) (5) can be summarized:
• People who live and work in central and denser areas tend to use nonmotorized travel modes and transit more often and use the car less. Also, these people tend to have lower car ownership levels in their households.
• Working in central and denser areas tends to increase the commuting distance and attract people living in suburban and exurban areas, a sign of the polarizing power that the centers of these metropolitan regions have.
In this paper, the influence of land use patterns in the South California Association of Governments (SCAG) region is examined. This region includes the counties of Los Angeles, Imperial, Orange, Riverside, San Bernardino, and Ventura and encompasses a population of around 18.6 million. Besides the relevance attributable to the size of the SCAG region, this study is also important because Southern California is normally considered to be the archetype of a sprawling and car-dependent region with longer commutes and lower-density environments than European cities.
The remainder of the paper is organized as follows. First, the case study and the general model structure and its main hypothesis are presented. This is followed by a brief presentation of the modeling method used and a summary of findings. Finally, in the conclusions, a brief comparison with the results obtained in the other models is presented.
Case study and Model desCription
The present model uses data from the Southern California Household Travel Survey (12) . This survey was conducted after the 2001 census and contains social and demographic data, as well as travel diary data from 39,264 individuals from 16,506 households who at the time of the survey resided within the SCAG region. The SCAG region is the largest U.S. metropolitan planning organization. From this survey, employed persons for whom complete data were available were selected (creating a sample of 6,897 individuals) and those persons' home and work locations were joined spatially to a U.S. census block. For each census block, detailed spatial attributes, which consisted of accessibility indicators, were available from a previous study (13, 14) .
The model structure used here was as similar as possible to the one first developed for Lisbon and examines the relationships between socioeconomic characteristics, land use patterns, relative residential and employment locations, car ownership, public transit pass ownership, and travel behavior (1) .
The model specification considers the land use patterns at the levels of the residential and employment U.S. census blocks. These land use patterns are treated as endogenous and allowed to be influenced by the socioeconomic characteristics of the individuals and their households, thus controlling for socioeconomic self-selection. Land use patterns and socioeconomic variables both influence the travel behavior of employed individuals. The model considers several travel behavior variables that range from long-term to short-term decisions. These variables include commuting distance and car ownership, which are considered to be longer-term decisions. These decisions, in turn, influence shorter-term decisions, such as the number of trips made daily by different modes, the distances traveled by mode, and the time between the first and last trips; the latter factor corresponds to the height of Hägestrand prism in time geography (15) . Land use variables are also influenced by travel behavior variables. In this way, it is possible to test for the effects that result from travel behavior being one of the observed outcomes of individual preferences and for the feedback from the information that individuals have about optimal shorter-term decisions (16) . Transit pass ownership was also considered for inclusion in the model as a variable but was excluded because of the very small percentage of pass owners (around 0.5%) and the potential multicollinearity problems.
The general model structure is presented in Figure 1 . The variables in the boxes are the dependent variables; the arrows entering each box indicate which variables explain the dependent variable in the box. These relationships are tested statistically for their influence. In this type of model, it is also possible to differentiate between direct, indirect, and total effects (the latter being the sum of the direct and indirect effects).
The socioeconomic variables considered in the model include gender, age (although age did not influence any of the dependent variables), household total income, household size, average age of the household, average age of the adults in the household, households with only one member, households with only two members (to control for the nonlinear effects of household size), households with only teenagers and adults, fixed working schedules, and the number of workers in the household. With the exception of the last variable, these last four variables were built as dummy variables. 
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FIGURE 1 General structure of model.
This study used opportunity-based accessibility indicators at the level of the U.S. census block (203,191 U.S. census blocks cover the entire study area). These indicators represented the ease of reaching 15 types of industry (thereby representing the opportunities for activity participation) from each of these blocks within 10 min of roadway travel buffers from each of the 203,000 pegs (13) . The types of industry included were (a) agriculture, forestry, fishing, hunting, and mining; (b) construction; (c) manufacturing; (d) wholesale trade; (e) retail trade; ( f ) transportation, warehousing, and utilities; (g) information; (h) finance, insurance, real estate, and rental and leasing; (i) professional, scientific, management, administrative, and waste management services; ( j) educational; (k) health; (l) arts, entertainment, recreation, accommodation, and food services; (m) armed forces; (n) public administration; and (o) other services (except public administration). Different accessibility values were obtained for the morning peak period (6 to 9 a.m.), midday (9 a.m. to 3 p.m.), the evening peak period (3 to 7 p.m.), and the night (7 p.m. to 6 a.m.). In this way, the different roadway conditions and the opening and closing patterns of businesses and the arrival and departure patterns of employees in each industry were captured. Instead of using these indicators directly, a transformation was employed to account for spatial correlation among the blocks (14) . All spatial aspects, such as employment density, are more influenced by the attributes of nearby locations than attributes from distant locations (17) , thereby resulting in the nonindependence of the attributes of one location and neighboring locations; this concept is also called spatial correlation. The G* transformation measured the intensity (or dispersion) of attributes over space as z-scores of positive or negative spatial correlation. A positive z-score meant that a block was surrounded by more blocks with similar attributes than would be expected at random. Conversely, a negative z-score indicated that a block was surrounded by more dissimilar blocks than would be expected at random. The outcome was 15 industry-specific z-scores for each block that revealed regional and local agglomeration based on spatial dependency and autocorrelation (18) . Then, factor analysis was employed to identify 13 major dimensions for home and work locations from these z-scores, as explained later in the paper.
This process resulted in 13 factors that characterized the residential and employment locations (93% of the variation was captured; the Kaiser-Meyer-Olkin test value was 0.949) through the use of a principal components method. With the exception of two factors, there was a clear distinction between the factors that describe land uses in the residential and employment areas. The factors, the defining variables, and their z-scores are presented in Table 1 .
The two factors "working in a block with strong accessibility to urban functions" and "living in a block with strong accessibility to urban functions" are very similar and point to high scores in accessibility to urban employment during all the periods of the day. Thus, these two land use factors describe well-mixed, dense, and potentially central urban environments.
The factor "living in a block with strong accessibility to industrial areas" presents high z-scores for manufacturing, construction, and wholesale retail employment, thus describing areas mainly occupied by the manufacturing industry and related activities.
The land use factor "working in a block with strong accessibility to construction areas" describes mainly monofunctional industrial-type areas and nonconsolidated expansion zones. The factor "working in a block with strong accessibility to logistical and manufacturing areas" describes port areas and other logistical and transportationrelated zones. The factor named "living in a block with strong accessibility to logistical areas" accounts for high accessibility for people working in the transportation and logistics sector and, thus, describes residential areas near transportation facilities.
The land use factor "living in a nonurban block" has high loadings in the z-scores that represent accessibility to agriculture and military jobs, types of land use that are incompatible with urban occupation. The factor "working near military facilities" describes military facilities and their immediate surroundings, another type of use incompatible with urban occupation.
The land use factor "living and working in a rural area" is one of the two land use factors that are related to residential and employment places. The factor represents blocks with high accessibility to agriculture employment, thus describing rural areas. The factors "living in a block with accessibility to public services" and "working in a block with high accessibility to public services" describe the employment and residential blocks in urban areas that have high accessibility to public service employment.
The factor "living in a block close to a university campus," which presents high loadings in accessibility to education jobs, describes residential areas near the several university campuses that exist in the SCAG region (the University of California, Los Angeles, the University of Southern California, the Pomona colleges, the California Institute of Technology, the California State University campuses, etc.).
Finally, the land use factor "well-established areas, away from construction" describes zones with negative loadings on the accessibility to construction jobs, thus indicating that these areas are stabilized urban areas.
struCtural equations Modeling
The modeling method used in the present work is structural equations modeling (SEM), which combines two types of statistical method: factor analysis and simultaneous equations models (19) . In SEM, variables can be either exogenous or endogenous (10, 11) . These characteristics allow SEM to handle indirect and multiple relationships and to study reverse relationships. Because of these characteristics, SEM is particularly adequate for modeling the complex relationships between travel behavior and land use patterns. The method is particularly useful in the identification of the direct impact of one variable on another and the variable's possible impact through a mediator.
In travel behavior analysis, SEM is becoming increasingly popular as a modeling method because of its ability to simultaneously estimate several endogenous variables and to include latent variables. In this way, SEM is particularly suited to modeling indirect and nonrecursive relationships (in which there are feedback loops). New estimation methods in SEM also allow the inclusion of discrete variables, which are common in travel behavior analysis. The model developed here is a structural equation model that uses only observed variables (often referred to as "path analysis" or "simultaneous equation modeling"). The estimation method used here is the weighted least squares, which was specifically developed to deal with discrete, ordered, and censored variables (10, 11) . The weighted least squares method's genesis occurred with a multivariate probit developed by Muthén (20) . Later, this method was generalized, also by Muthén, to accommodate structural equations with a mix of discrete, censored, and continuous variables (21, 22) . Because the weighted least squares method uses correlation matrices, the resulting coefficients are standardized, thereby allowing a more direct comparison of the magnitudes of the effects. For reasons of space it is not possible to show all of the outputs of an SEM model (direct, indirect, and total effects). Therefore, the following tables present only the direct and total effects. The most important results from the model are mainly the ones that result from the total effects, although the direct effects give a clearer image of the model's structure. First, the effects between endogenous and exogenous variables are presented, followed by the total effects attributable to endogenous travel behavior variables; finally, the total effects attributable to the land use factors are presented. Although all of the direct effects in the model were significantly different from zero (at a 95% level of significance), some of the total effects were not significantly different from zero; this result is attributable to contrary indirect effects that annul one another.
The estimated model showed a very good fit. The value of its chi-squared statistic was 250.3, with 331 degrees of freedom. The ratio between these two values means that the differences between the population covariance matrix and the model implied covariance matrix are small. An acceptable goodness of fit is obtained when this ratio is smaller than two and a very good fit is obtained when the ratio is close to one (23, 24) . The standard Bayesian criteria (the Akaike information criterion and the consistent Akaike information criterion) indicate that this model is superior either to the independence or to the saturated models. All the other fit indicators for SEM indicate a very good fit (20) : the normed fit index, the nonnormed fit index, the comparative fit index, the relative fit index, the goodnessof-fit index, and the adjusted goodness-of-fit index each have a value of one; the root mean square error of approximation is zero.
The main results from Table 2 are, in general, in accordance with what are commonly accepted as the main influences of socioeconomic variables on travel behavior. Globally, the direct and total effects have similar magnitudes and directions, meaning that, eventually, contrary indirect effects become insufficiently strong to significantly change the total effects.
It can be seen that men spend more time outside the home, travel further away by car, but make fewer trips, whereas women travel shorter distances but engage in more trips. Also, men travel more by transit and less by nonmotorized modes. Workers in households with higher levels of income travel more by car and less by transit; these workers also own more cars and have a higher commuting distance. These observations are in accordance with what has been reported in several studies.
The size of the household reduces the time spent outside the home and increases the number of trips using motorized modes versus nonmotorized ones. Household size also has a positive effect on car ownership. This finding supports the hypothesis that people who belong to larger households spend more time on in-home activities; thus, those people choose faster transportation modes.
Very small households, with just one individual, have a lower probability of owning more cars. Both one-and two-person households have a lower number of car trips. In the case of one-person households, car trips are substituted (at least in part) by nonmotorized trips; the two-person households substitute car trips with transit trips. Commuting distance is not influenced substantially by the effects of any variables.
The average age of the household and of the adults in the household have contrary total effects on some variables, although the factors are strongly correlated (0.89). Older households have a higher probability of owning more cars, whereas households with older adults own fewer cars. Also, households with younger adults more often use nonmotorized modes and transit, although some of the effects on the distances traveled are not significant.
People with fixed working schedules typically have a longer commuting distance, use transit more often, and use the car and nonmotorized modes less often. Usually, people without fixed working schedules commute more often during off-peak periods when the transit frequency is lower and, thus, less attractive. Because the commuting distance is higher, however, these people tend to travel longer distances; thus, a positive effect on all the distances traveled can be seen.
Households with only adults and teenagers have a higher probability of owning more cars, probably because (unique to the United States) persons as young as 16 years old may have a driver's license and, possibly, a car allocated to them. Workers in this type of household have longer commuting distances and travel more by transit and car and less by nonmotorized modes. These findings are a result of such workers locating (in terms of both employment and residence) less often in urban areas; these people are more likely to be suburban residents.
The increase in the commuting distance with an increase in the number of workers in the household is statistically significant, albeit weakly so. A higher number of workers increases the probability of the household owning more cars, increases the number of car trips, and reduces the number of trips in all other modes. In contrast, a higher number of workers significantly reduces the household distances traveled in all modes. This reduction could be a result of the errands necessary to household maintenance being divided among all the workers, thereby reducing the need to chain trips and, thus, decreasing the distances traveled.
The results from Table 3 show the existence of effects of selfselection attributable to socioeconomic characteristics. People who live and work in more urbanized areas and areas of higher accessibility tend to belong to smaller, older households, with, on average, younger adults and a smaller income. Also, these households have a smaller number of workers. If the areas with higher loadings in these factors could be considered to correspond to the central area of Los Angeles, the socioeconomic portrait does not show clear signs of gentrification as were deduced from the models developed for Seattle and Montreal (3, 4) .
In general, income only positively affects the last land use factor, thus showing that people with higher income levels tend to locate themselves in more consolidated areas. Larger households tend to live and work in places with higher accessibility to public services. Larger households also tend to be located in nonurban areas; this finding is in accordance with the fact that households in more rural areas are larger. Households with only one member tend to live near university campuses in nonurban areas and work near military facilities. These effects may be attributable to military personnel and college students, who tend to live alone and locate themselves closer to their strong spatial daily anchors.
Workers with fixed schedules tend to live in the proximities and work in manufacturing, logistical, or rural areas. These effects are clearly explained by the fact that working in manufacturing and agriculture jobs is more subjected to fixed schedules than other types of occupation (e.g., information workers).
The effects of endogenous travel behavior variables show the existence of feedback effects from travel behavior variables on land use factors (Table 4) . In this case, car ownership levels directly influence the first two land use factors, and the number of miles driven by car influences the land use factor "living in a block with strong accessibility to logistical areas." The first of these effects is common to all the models developed in the studies using this analytical technique (Lisbon, Seattle, and Montreal) and suggests that people who intend to own more cars will not locate to more central and urbanized areas. It can be seen that an increased commuting distance significantly increases car ownership levels and the number of trips by car, as well as the vehicle miles driven. A longer commuting distance reduces the number of trips by transit, increases the miles driven, and reduces the use of nonmotorized modes. A longer commuting distance also increases the time spent outside home. These effects are in perfect accord with what is commonly reported in the literature. Also, it is possible to see that commuting distance is not directly influenced by any other travel behavior variable, but mainly by land use factors, and indirectly passes its effects to shorter-term travel behavior variables.
Having more cars in the household has a positive total effect on commuting distance, which means that people who intend to own more cars have the means to look for work further from home. The other total effects of car ownership are also quite intuitive: higher car ownership leads to higher levels of car use and less transit and nonmotorized mode use.
In terms of the number of trips by mode, the existence of competition between the car and the other modes can be seen, as can the complementarity of transit and nonmotorized modes. These observations were common to all the other models. In terms of miles traveled by mode, it can be seen that the miles traveled by car are negatively influenced by the number of miles traveled by nonmotorized modes, but the number of miles traveled by car has a positive effect on the miles traveled by nonmotorized modes. This finding suggests that even with competition between car and transit, the nonmotorized modes could be complementary to both, although this complementarity is stronger for transit. Finally, the time spent outside the home is positively influenced by the number of trips, independent of the transport mode, although the car has a much stronger effect.
From Table 5 it can be seen that land use factors significantly influence travel behavior, even in a region that is the stereotype of the car-oriented metropolis. By accounting for the dependency between neighboring locations, the land use factors describe the similarities and dissimilarities in urban structure and patterns present in the SCAG region. It is possible to see that indirect effects are not sufficiently strong to change the direction of the direct effects, although in some cases the indirect effects change the magnitude of the direct effects.
The effects of land use patterns on commuting distance show that, in a general way, the land use factors associated with employment tend to increase commuting distance, whereas the land use factors associated with the residential area tend to decrease commuting distance. This type of effect is the way the model captures the existence of a polarized region in which the employment is clustered around different central business districts of varied importance; the residences are generally located further away from these centers. Thus, people who tend to live in areas with stronger loadings in factors like "living in a block with strong accessibility to urban functions" have lower commuting distances because the effects of this land use counteract and surpass in magnitude the effects of the work land use factors.
The effects on car ownership indicate some level of car dependency based on land use patterns. The outcomes show that people who live and work in more mixed urban areas (e.g., working or living in a block with strong accessibility to urban functions) have lower car ownership levels. On the contrary, people who live or work in more specialized and monofunctional areas (e.g., living in a block with strong accessibility to industrial areas or working in a block with strong accessibility to construction areas) tend to own more cars. People who live and work in agricultural areas also tend to have lower levels of car ownership and, presumably, car share. The first two land use factors, the ones more strongly connected with a dense urban environment, negatively influence the number of trips by car and increase the number of trips by transit and nonmotorized modes. The effects on the miles traveled by mode are not so clear; some of them are not significantly different from zero. Working in a central area increases the miles traveled by all modes, in great part because of the positive effect that the factor has on commuting distance. In contrast, living in a central area reduces the miles driven by car and increases the miles traveled using nonmotorized modes. The effects on transit mileage are not significant, although this is a case in which there is a negative direct effect that is annulled by indirect effects from the number of trips. Living in a central and denser area increases the use of transit modes, but because travel distances are lower as a result of higher accessibility, the effects on travel distance are not clear.
The effects from the other land use factors are in accordance with the type of urban characteristics associated with those factors. The land use factors that more closely describe denser and more diverse urban areas have a positive effect on transit and nonmotorized modes. The other factors more closely associated with suburban, industrial, or generally industrial areas have a positive effect on car use and a contrary effect on the usage of other modes.
CoMparison of lisbon, seattle, and Montreal Models and ConClusions
In addition to understanding the endogeneity structure of long-and short-term choices, the study's objectives also include a comparison of the estimation results with similar models built for the cities of Lisbon, Seattle, and Montreal. Through the use of the same modeling structure and similar variables for all the city-specific models, it is possible to make comparisons. There were, however, differences in the data sets available, mainly as a result of the differences in the land use variables available, but also in the availability of some travel behavior variables. These differences are accounted for in the description and conclusions. Despite these differences, the results obtained here and in the other models (Lisbon, Seattle, and Montreal) point to general similarities in conclusions, thus reinforcing the validity of those conclusions. First, in all analyses there is evidence of self-selection, exhibited by different socioeconomic characteristics of the individuals and their households. Also, in all the models, car ownership levels influence location preferences. This finding reinforces the thesis that travel behavior is, among other things, the visible result of personal preferences and lifestyles, and people choose bundles of options.
Generally, in all the previous models, the influence of land use on travel behavior passes clearly from long-term decisions to shorter-term ones. Although this also happens in the SCAG model presented in this paper, this influence is not as clear as in the previous studies. Also, in the two models that used distances traveled-namely, Lisbon and Montreal (1, 4)-the distance traveled was a direct function of the number of trips. This same result did not occur in the SCAG model; the model here points to a more complex behavior. Most likely the urban structure of the SCAG region plays a role because it is less polarized and more diffuse than the metropolitan regions of Lisbon and Montreal.
The same model general structure has produced similar global conclusions. The reason for this success is that the same global structure was applied, but at the same time, the specific details and links between variables were local-data driven. So there is a general structure that is consistent throughout all the models, but it is flexible enough to account for local specific relationships between variables, as long as those relationships are in accordance with the general structure. And so far in these analyses, the relationships have been consistently so. Generally, the conclusions regarding land use and sociodemographics drawn from this model are in accordance with the general conclusions taken from all the other case studies presented in the introduction. The main conclusion of all of these models is that land use patterns were found to significantly influence travel behavior. Thus, all of the models add weight to the argument in favor of using land use patterns as a policy tool to change travel behavior. It is not argued that policy makers should use land use policies instead of pricing or the support of technological changes. It is instead argued that land use policies should be considered as one of the main tools to change travel behavior and should be used jointly with other measures and policies to create coherent packages of strategic measures. This conclusion is consistent with five analyses (Lisbon, Seattle, Montreal, the more recent Lisbon analysis, and the Los Angeles analysis presented here).
Finally, there is one conclusion specific to this model and the variables used in it that is related to the use of the G* derived z-scores that account for spatial correlation. These z-scores describe the environment as a continuous space, accounting for interactions and dependencies between neighboring locations. The derived factors from the principal components analysis describe the differential local-level land use patterns and reveal important aspects of the relationship between the urban space and travel behavior. One conclusion is that land use policies should be more holistic and include transit supply and should not just think in terms of mixed land uses and density. In the case of SCAG specifically, the areas with higher loadings in the two first land use factors are the ones that correspond to the highest levels of transit accessibility. Another quite important conclusion that could be derived from this model is that even in a case study that is commonly presented as the archetype of the car-dependent, sprawling city, it is clearly seen that land use patterns do influence travel behavior. 
