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HARDY’S UNCERTAINTY PRINCIPLE AND UNIQUE CONTINUATION
PROPERTY FOR STOCHASTIC HEAT EQUATIONS
AINGERU FERNA´NDEZ-BERTOLIN AND JIE ZHONG
Abstract. The goal of this paper is to prove a uniqueness result for a stochastic heat equation
with a randomly perturbed potential, which can be considered as a variant of Hardy’s uncertainty
principle for stochastic heat evolutions.
1. Introduction
It is well known that the unique continuation property has extensive applications in control
theory of partial differential equations, especially observability for the system; see [20] for details,
or [19] for a stochastic case.
In this paper, we extend a uniqueness result of deterministic equations to the following stochastic
heat equation with multiplicative noise:{
du = (∆u + V (t, x)u) dt +G(t, x)u dW (t), (t, x) ∈ (0, 1]× Rn,
u(0) = u0,
(1.1)
which formally can be viewed as a heat evolution with a randomly perturbed potential V +GW˙ .
Our goal is to understand sufficient conditions for the solution u of equation (1.1), the potential
V , the noise G and the behavior of the solution at two different times t0 = 0 and t1 = 1, in order
to guarantee that u ≡ 0. In the deterministic case, there is a series of papers [3, 6, 7, 8, 9, 10, 11],
where the authors solve this problem for the Schro¨dinger and heat equations. The methodology
involved in their project is very robust, as it can be seen in extensions of their results to the magnetic
Schro¨dinger equation [1, 2] and more recently to the discrete Schro¨dinger equation [12, 13, 16]. Here
we aim to adapt their methods to the stochastic setting.
The motivation of proving unique continuation properties for solutions of Schro¨dinger or heat
equations knowing the behavior of the solution at two different times comes from the very famous
result of G. H. Hardy [15] or [5, page 131], concerning the decay of a function f and its Fourier
transform
fˆ(ξ) = (2π)−
n
2
∫
Rn
e−iξ·xf(x) dx.
Under this definition of the Fourier transform, Hardy proves:
If f(x) = O(e−|x|
2/β2), fˆ(ξ) = O(e−4|ξ|
2/α2) and αβ < 4, then f ≡ 0. Also, if αβ = 4, f is a
constant multiple of e−|x|
2/β2 .
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Since its original formulation, the Hardy uncertainty principle has been extended to more general
settings. For instance, we have the following L2−version of the uncertainty principle [18]:
e|x|
2/β2f, e4|ξ|
2/α2 fˆ ∈ L2(Rn) and αβ ≤ 4 =⇒ f ≡ 0.
Moreover, thanks to the expression of solutions of free Schro¨dinger and heat equations, it is
possible to rewrite the Hardy uncertainty principle in terms of solutions of these equations. Since
we are concerned with the heat equation, in this case it is known that
f, e|x|
2/δ2e∆f ∈ L2(Rn) for some δ ≤ 2 =⇒ f ≡ 0.
Thanks to logarithmic convexity properties of solutions with fast decay properties at two different
times, the authors extend in [7, 11] this dynamic Hardy uncertainty principle to solutions of the
equation ∂tu = ∆u + V u, where the potential V is bounded, using only real variable techniques,
whereas the previous known proofs of the Hardy uncertainty principle, up to the endpoint case,
were based on complex analysis arguments. In the preliminary non-sharp version of the result in
[7], they prove first that a solution with Gaussian decay at time t0 = 0 and t1 = 1 preserves this
decay at any time in between, and, furthermore, in the open interval (0, 1) the solution exhibits
better decay properties. Combining this result with a Carleman estimate, they are able to conclude
uniqueness for solutions with a non-sharp rate of decay. Every step of the proof follows a formal
approach that is justified at the end of the proof, which represents a considerable technical difficulty.
It is reasonable to think that in the presence of a noise term, the statement will not change, at
least for small noises. We see in this paper that the approach introduced in [7] can be adapted to
our setting to extend the Hardy uncertainty principle, but the rate of the decay depends on the
noise. However, this result is likely to be improved, but we do not have a hint about the sharp rate
of the decay at the moment.
We need to assume the following hypothesis on the potential V and the noise G in equation
(1.1).
Assumption 1.1. The measurable functions V and G : [0, 1] × Rn → R satisfy the following
conditions:
(1) V is bounded on [0, 1]× Rn, and G ∈ C1b ([0, 1]× Rn);
(2) Given γ > 0, there exists ε > 0 such that
sup
t∈[0,1]
|G(t, x)| ≤
√
γ
(
√
1 + 4γ)1−ε
|x|−ε, for |x| ≥ max{γ, 2}√
1 + 4γ
;
(3) lim
L→∞
sup
t∈[0,1],|x|>L
|V (t, x)| = lim
L→∞
sup
t∈[0,1],|x|>L
|∇G(t, x)| = 0.
Notice that the potential V considered in the deterministic case is bounded whereas in the sto-
chastic setting we require it to slightly decay at infinity. If we only carry out the formal arguments,
we do not need neither the potential nor the noise to decay, but, trying to rigorously prove our
statement, just a bounded potential and noise is not enough. This is due to the fact that the
procedure to prove the logarithmic convexity result (see Lemma 3.4) is different in the stochastic
case, since the justification process fails unless we know first some decay properties of the solution
in the interior of the interval [0, 1]. Nevertheless, if the noise G = G(t), is a constant or independent
of space variable x, it is easy to see from some obvious transform that the deterministic result still
holds. The later statement can also be verified through the proof of the logarithmic convexity in
Lemma 3.4, for details see Remark 3.5. Therefore, in the sequel we only focus on the case that G
depends on x.
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Before we state our main theorem, let us introduce some basic notations.
Let F = (Ω,F , {Ft}t≥0,P) be a stochastic basis with usual conditions. On F, we define a standard
scalar Wiener process W = {W (t)}t≥0. We assume that the filtration {Ft}t≥0 is generated by W .
Given a Hilbert space H , we denote by L2F([0, 1];H) the Banach space consisting of all H-valued
{Ft}t≥0-adapted processesX such that the square of the canonical norm E
∫ 1
0 ‖X(t)‖2H dt <∞; and
denote by CF ([0, 1];H) the Banach space consisting of all H-valued {Ft}t≥0-adapted continuous
processes X such that the square of the canonical norm E sup0≤t≤1 ‖X(t)‖2H <∞.
We denote by (·, ·) the inner product in L2(Rn) and denote by ‖ · ‖ the norm induced by (·, ·).
We also use the notation ‖f‖∞ = ess sup(t,x)∈[0,1]×Rn |f(t, x)|.
Definition 1.2. We say u is a solution of equation (1.1) if u is in the space of
CF ([0, 1];L2(Rn))
⋂
L2F([0, 1];H
1(Rn)) such that for all ϕ ∈ C∞c (Rn) and all t ∈ [0, 1] we have
(u(t), ϕ) = (u0, ϕ) +
∫ t
0
(∇u(s),∇ϕ) ds+
∫ t
0
(V u(s), ϕ) ds+
∫ t
0
(Gu(s), ϕ) dW (s), P-a.s.
The following is our main result.
Theorem 1.3. Suppose u is a solution of equation (1.1), and assume that
E‖u0‖2 <∞, E‖e|x|
2/δ2u(1)‖2 <∞,
for some 0 < δ < 1. Then we have u ≡ 0 in [0, 1]×Rn, P-a.s. if either V is bounded in [0, 1]×Rn
and G = G(t) is a bounded function in [0, 1], or Assumption 1.1 holds and γ = 1/(2δ) satisfies
4γ2 − 1
8αγγ(1 + 4γ)
> ‖G‖2∞, (1.2)
where
αγ =
 14 + 1+
√
8γ2+1
16γ2 , if γ ≥ 1+
√
2
2 ,
2γ+1
8γ2 +
√
8γ+3
16γ2 , if
1
2 < γ <
1+
√
2
2 .
(1.3)
As we have pointed out above this result is not likely to be sharp, and a combination of it with the
procedure developed in [11] will probably start a self-improvement argument. On the other hand,
it is reasonable to claim that a similar result holds for Schro¨dinger evolutions. We are currently
working on both projects.
The rest of the paper is organized as follows: in Section 2, we provide necessary estimates,
especially the interior regularity for the decay of the solution. In Section 3, we first introduce a
formal calculation leading to the logarithmic convexity, and then focus on rigorous justifications.
Section 4 is devoted to the proof of our main result Theorem 1.3.
2. Preliminary estimates
In this section, we start with the energy estimate for the solution u of equation (1.1), multiplied
by a quadratic exponential weight function.
Lemma 2.1 (Energy estimate). Suppose u is a solution of equation (1.1). Then there is a constant
C > 0 such that
E sup
0≤t≤1
∥∥∥eφγ(t)|x|2u(t)∥∥∥2 ≤ eCMG,V E‖eγ|x|2u0‖2,
where γ ≥ 0, φγ(t) = γ/(1 + 4γt), and MG,V = ‖G‖2∞ + 2‖V ‖∞.
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Proof. Formally, let v = eϕ(t,x)u with ϕ(t, x) = φγ(t)|x|2, then by Itoˆ’s formula we have
dv = ∂tϕv dt+ [−∆ϕv − 2∇ϕ · ∇v +∆v + |∇ϕ|2v + V v] dt+Gv dW (t).
Applying Itoˆ’s formula for ‖v‖2 and integration by parts yield
‖v(t)‖2 + 2
∫ t
0
‖∇v‖2 ds = ‖v(0)‖2 + 2
∫ t
0
∫
Rn
(|∇ϕ|2 + ∂tϕ) v2 dxds
+
∫ t
0
‖Gv(s)‖2 ds+ 2
∫ t
0
(v, V v) ds+ 2
∫ t
0
(v,Gv) dW (s).
It is clear that
|∇ϕ|2 + ∂tϕ = 0,
and thus we obtain
‖v(t)‖2 + 2
∫ t
0
‖∇v‖2 ds = ‖v(0)‖2
+
∫ t
0
‖Gv(s)‖2 ds+ 2
∫ t
0
(v, V v) ds+ 2
∫ t
0
(Gv, v) dW (s). (2.1)
Taking expectation on both sides and getting rid of the gradient term, we have
E‖v(t)‖2 ≤ E‖v(0)‖2 + E
∫ t
0
‖Gv(s)‖2 ds+ 2E
∫ t
0
|(v, V v)| ds
≤ E‖v(0)‖2 + ‖G‖2∞ E
∫ t
0
‖v(s)‖2 ds+ 2‖V ‖∞ E
∫ t
0
‖v(s)‖2 ds
= E‖v(0)‖2 +MG,V E
∫ t
0
‖v(s)‖2 ds.
It follows from Gronwall’s inequality that
E‖v(t)‖2 ≤ eMG,V E‖v(0)‖2,
which also implies that E
∫ 1
0
‖v(t)‖2 dt ≤ eMG,V E‖v(0)‖2.
Now we go back to the equality (2.1), and use the Burkholder-Davis-Gundy’s inequality with
p = 1 to estimate E sup0≤t≤1 as follows:
E sup
0≤t≤1
‖v(t)‖2 ≤ E‖v(0)‖2 + ‖G‖2∞ E
∫ 1
0
‖v(s)‖2 ds+ 2‖V ‖∞
∫ 1
0
‖v(s)‖2 ds
+ 2E sup
0≤t≤1
∣∣∣∣∫ t
0
(Gv, v) dW (s)
∣∣∣∣
≤ E‖v(0)‖2 +MG,V E
∫ 1
0
‖v(s)‖2 ds+ CE
(∫ 1
0
|(Gv, v)|2 ds
)1/2
≤ E‖v(0)‖2 +MG,V E
∫ 1
0
‖v(s)‖2 ds+ 1
2
E sup
0≤t≤1
‖v(t)‖2
+ C‖G‖2∞ E
∫ 1
0
‖v(s)‖2 ds.
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Therefore,
E sup
0≤t≤1
‖v(t)‖2 ≤ 2E‖v(0)‖2 + 2(MG,V + C‖G‖2∞)E
∫ 1
0
‖v(t)‖2 dt
≤ 2E‖v(0)‖2 + 2(MG,V + C‖G‖2∞)eMG,V E‖v(0)‖2
≤ eCMG,V E‖v(0)‖2.
To justify the integration by parts and calculations carried out above, we use the same truncation
and mollification as in [7, Lemma 1], which completes the proof. 
Interior regularity (or smoothing property) for deterministic parabolic equations is standard and
well known, i.e., the solution becomes smooth for any t > 0, even though the initial data may be
singular. Similar but more subtle result for stochastic equations can be proved, see for example
[14]. However, in the rest of this section, we will show the interior regularity for the solution u of
stochastic equation (1.1), with a quadratic exponential weight, which serves as an important tool
for the rigorous justifications in the later sections. The result itself is also interesting and new in
this stochastic context.
Let γ ≥ 0. Fix 0 < a < 1, let ζa be a positive function in C∞c (R) such that
ζa(r) =
{
0, r ≤ max{γ, 2} − 1,
2r−a, r ≥ max{γ, 2}.
We define ϕa as a radial function in R
n, i.e., ϕa(x) = ϕa(|x|) satisfying{
ϕ′′a(r) − ϕ′a(r)/r = −aζa(r),
ϕ′a(0) = 0 = limr→∞ ϕ
′′
a(r).
(2.2)
Notice that ϕ′a(r) = ar
∫∞
r
ζa(s)/s ds. This allows us to choose ϕa such that
ϕa(r) =
{
(2r2−a − a)/(2− a), if r ≥ max{γ, 2},
(1 +O(a))r2, if 0 ≤ r ≤ max{γ, 2}. (2.3)
Lemma 2.2 (Interior regularity). Assume u is a solution of equation (1.1), and V,G and ∇G are
bounded in [0, 1]× Rn. Then for any ε > 0 we have
sup
ε≤t≤1
E‖eγϕa(x)∇u(t)‖2 + E
∫ 1
ε
‖eγϕa(x)D2u(t)‖2 dt <∞, (2.4)
where ϕa is defined as in (2.2) and (2.3).
Proof. Define ψ(t, y) = η(t)θ(y) ∈ C∞0 ([0, 1]× Rn) with
η(t) =
{
0, t ∈ [0, ǫ/4],
1, t ∈ [ε/2, 1], θ(y) =
{
1, y ∈ B1(x),
0, y /∈ B2(x),
for x such that |x| ≥ N , where Br(x) is a ball centered at x with radius r.
Since d(ψu) = ∂tψu dt+ ψ du, it follows from Itoˆ’s formula applied to ‖ψu‖2 that
d‖ψu‖2 = 2(ψu, d(ψu)) + ‖Gψu‖2 dt,
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or
1
2
‖ψ(t)u(t)‖2 =
∫ t
0
∫
Rn
ψ(s, y)∂sψ(s, y)u
2(s, y) dyds
+
∫ t
0
∫
Rn
ψ2(s, y)u(s, y)∆u(s, y) dyds+
∫ 1
0
∫
Rn
V (s, y)ψ2(s, y)u2(s, y) dyds
+
∫ t
0
∫
Rn
G(s, y)ψ2(s, y)u2(s, y) dydW (s) +
1
2
∫ t
0
∫
Rn
G2(s, y)ψ2(s, y)u2(s, y) dyds,
where we have used the fact that ψ(0) = 0. Then by observing that∫
Rn
ψ2(t, y)u(t, y)∆u(t, y) dy =
−
∫
Rn
ψ2(t, y)|∇u(t, y)|2 dy − 2
∫
R2
∇ψ(t, y) · ∇u(t, y)ψ(t, y)u(t, y) dy,
and taking expectation we obtain
1
2
E‖ψ(t)u(t)‖2 + E
∫ t
0
‖ψ(s)∇u(s)‖2 ds
=E
∫ t
0
∫
Rn
ψ(s, y)∂sψ(s, y)u
2(s, y) dyds− 2E
∫ t
0
∫
Rn
∇ψ(s, y) · ∇u(s, y)ψ(s, y)u(s, y) dyds
+ E
∫ t
0
∫
Rn
V (s, y)ψ2(s, y)u2(s, y) dyds+
1
2
E
∫ t
0
‖G(s)ψ(s)u(s)‖2 ds.
After using Cauchy-Schwarz inequality in the second integral on the right hand side of the previous
equality, we have that there is a constant C depending on ‖G‖∞ and ‖V ‖∞ such that
sup
ε≤t≤1
E
∫
y∈B1(x)
u2(t, y) dy + E
∫ 1
ε/2
∫
y∈B1(x)
|∇u(t, y)|2 dydt ≤ C
ε
E
∫ 1
ε/4
∫
y∈B2(x)
u2(t, y) dydt.
(2.5)
Next, let us differentiate the equation satisfied by u with respect to a variable xi and we obtain
dui = (∆ui + (V u)i) dt+ (Gu)i dW (t),
where ui = ∂xiu(t, x), and similarly for (V u)i and (Gu)i. Repeating the computations as before
with ψ(t, y) = η(t)θ(y), where
η(t) =
{
0, t ∈ [0, ǫ/2],
1, t ∈ [ε, 1], θ(y) =
{
1, y ∈ B1/2(x),
0, y /∈ B1(x),
we get
sup
ε≤t≤1
E
∫
y∈B1/2(x)
u2i (t, y) dy + E
∫ 1
ε
∫
y∈B1/2(x)
|∇ui(t, y)|2 dydt
≤ C
ε
E
∫ 1
ε/2
∫
y∈B1(x)
u(t, y)2 dydt+ CE
∫ 1
ε/2
∫
y∈B1(x)
|∇u(t, y)|2 dydt.
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Thus, it follows from (2.5) that
sup
ε≤t≤1
E
∫
y∈B1/2(x)
|∇u(t, y)|2 dy + E
∫ 1
ε
∫
y∈B1/2(x)
|D2u(t, y)|2 dydt
≤ C
ε
E
∫ 1
ε/4
∫
y∈B2(x)
u(t, y)2 dydt, (2.6)
by summing in i = 1, 2, · · · , n.
For y ∈ B2(x), and |x| ≥ N with N sufficiently large, there is ν > 0 such that
(1− ν)ϕ(y) ≤ (1− ν/2)ϕ(x) ≤ ϕ(y),
where
ϕ(x) = |x|2/(1 + 4γ). (2.7)
Therefore,
sup
ε≤t≤1
E
∫
y∈B1/2(x)
e2(1−ν)γϕ(y)|∇u(t, y)|2 dy + E
∫ 1
ε
∫
y∈B1/2(x)
e2(1−ν)γϕ(y)|D2u(t, y)|2 dydt
≤ C
ε
E
∫ 1
ε/4
e2(1−ν/2)γϕ(x)
∫
y∈B2(x)
u2(t, y) dydt
≤ C
ε
E
∫ 1
ε/4
∫
y∈B2(x)
e2γϕ(y)u2(t, y) dydt. (2.8)
Now by means of a covering lemma, see for example [4, Theorem 1.1], we can find a sequence {xj}
with supj |xj | ≥ N such that {|y| ≥ N} ⊂
⋃
j B1/2(xj) and
∑
j χB2(xj) ≤ C(n). Summing in j, we
conclude from (2.6) and (2.8) that
sup
ε≤t≤1
E
∫
|y|≥N
|∇u(t, y)|2 dy + E
∫ 1
ε
∫
|y|≥N
|D2u(t, y)|2 dydt
≤ C
ε
E
∫ 1
ε/4
∫
Rn
u2(t, y) dydt <∞, (2.9)
and
sup
ε≤t≤1
E
∫
|y|≥N
e2(1−ν)γϕ(y)|∇u(t, y)|2 dy + E
∫ 1
ε
∫
|y|≥N
e2(1−ν)γϕ(y)|D2u(t, y)|2 dydt
≤ C
ε
E
∫ 1
ε/4
∫
Rn
e2γϕ(y)u2(t, y) dydt <∞, (2.10)
by the energy estimate in Lemma 2.1.
Finally, we fix N and ν such that (2.9) and (2.10) hold, and without loss of generality, we may
assume N ≥ max{γ, 2}. In this case, we have
E
∫
|x|≥N
e2γϕa(x)|∇u(t)|2 dx = E
∫
{|x|≥N}∩Ea
e2γϕa(x)|∇u(t)|2 dx+E
∫
{|x|≥N}∩Eca
e2γϕa(x)|∇u(t)|2 dx,
(2.11)
where Ea = {x ∈ Rn : 2|x|2−a ≤ a+ (2− a)(1− ν)|x|2/(1 + 4γ)}, and Eca is the complement of Ea.
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For the first integral, we have that ϕa(x) ≤ (1− ν)ϕ(x), where ϕ is defined in (2.7), and thus,
E
∫
{|x|≥N}∩Ea
e2γϕa(x)|∇u(t)|2 dx ≤ E
∫
|x|≥N
e2(1−ν)γϕ(x)|∇u(t, x)|2 dx,
which by (2.10) implies that
sup
ε≤t≤1
E
∫
{|x|≥N}∩Ea
e2γϕa(x)|∇u(t)|2 dx <∞. (2.12)
For the second integral, we use the fact that if x ∈ Eca, then |x| < 21/a[(1+ 4γ)/(1− ν)]1/a when
a ∈ (0, 1). In fact,
2|x|2−a > a+ (2− a)(1 − ν)
1 + 4γ
|x|2
⇔ (2− a)(1− ν)
1 + 4γ
|x|a < 2− a|x|2−a < 2
⇒|x|a < 2(1 + 4γ)
(2− a)(1 − ν) < 2
1 + 4γ
1− ν .
Hence,
E
∫
{|x|≥N}∩Eca
e2γϕa(x)|∇u(t, x)|2 dx ≤ E
∫
{|x|≥N}∩{|x|≤21/a[(1+4γ)/(1−ν)]1/a}
e2γϕa(x)|∇u(t)|2 dx
≤ e2γϕa(21/a[(1+4γ)/(1−ν)]1/a)E
∫
|x|≥N
|∇u(t, x)|2 dx,
which by (2.9) implies that
sup
ε≤t≤1
E
∫
{|x|≥N}∩Eca
e2γϕa(x)|∇u(t, x)|2 dx <∞. (2.13)
It follows from (2.11), (2.12) and (2.13) that
sup
ε≤t≤1
E
∫
|x|≥N
e2γϕa(x)|∇u(t, x)|2 dx <∞.
Similarly,
E
∫ 1
ε
∫
|x|≥N
e2γϕa(x)|D2u(t, x)|2 dx <∞.
For the space integral over the region {|x| < N}, all the estimates are obvious, and we finish the
proof. 
Remark 2.3. It is worthy to note that the estimates in Lemma 2.2 may blow up as a or ε goes to
zero, which indicates that we cannot use the energy estimate directly to work with supt∈[0,1] E‖eγ|x|
2
u(t)‖.
However, we are going to use this lemma qualitatively but not quantitatively, so this fact is not an
issue for our purpose.
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3. Logarithmic convexity
We first introduce a formal calculation to be used frequently for the logarithmic convexity.
Lemma 3.1. Let S and A be a symmetric and a skew-symmetric operators, respectively, possibly
dependent on the time variable. Suppose V (t, x) and G(t, x) are bounded functions in [0, 1]× Rn,
and a reasonable function f(t, x) satisfies
df = (S +A)fdt+ V fdt+Gf dW (t).
We also assume that there exists a time dependent operator St such that
d(Sf) = Stfdt+ Sdf. (3.1)
Then there is a function Q(t) and a universal constant N such that
d2
dt2
[logH(t) +Q(t)] ≥ 2
H(t)
{
E(Stf + [S,A]f, f) +DG(t)− D(t)HG(t)
H(t)
}
, (3.2)
‖Q(t)‖∞ ≤ N(‖V ‖∞ + ‖V ‖2∞ + ‖G‖2∞), (3.3)
where
H(t) = E‖f‖2, HG(t) = E‖Gf‖2,
D(t) = E(Sf, f), DG(t) = E(S(Gf), Gf).
(3.4)
Proof. By Itoˆ’s formula, we have
d(f, f) = 2(df, f) + ‖Gf‖2dt
= 2(Sf, f)dt+ 2(V f, f)dt+ 2(Gf, f) dW.
Thus
H˙(t) = 2D(t) + 2E(V f, f) +HG(t). (3.5)
Let us rewrite D as follows:
D(t) =
1
2
E(2Sf + V f, f)− 1
2
E(V f, f), (3.6)
and so
H˙(t) = E(2Sf + V f, f) + E(V f, f) +HG(t). (3.7)
Then
D(t)H˙(t) =
1
2
[|E(2Sf + V f, f)|2 − |E(V f, f)|2]+D(t)HG(t). (3.8)
By Itoˆ’s formula again and equality (3.1), we have
d(Sf, f) = (d(Sf), f) + (Sf, df) + (S(Gf), Gf)dt
= (Stf, f)dt+ 2(Sf, df) + (S(Gf), Gf)dt
= (Stf, f)dt+ 2‖Sf‖2dt+ 2(Sf,Af)dt+ 2(Sf, V f)dt
+ 2(Sf,Gf) dW + (S(Gf), Gf)dt
= (Stf, f)dt+ ([S,A]f, f)dt + 1
2
‖2Sf + V f‖2dt− 1
2
‖V f‖2dt
+ 2(Sf,Gf) dW + (S(Gf), Gf)dt,
In the last equality, we use the identities
2(Sf,Af) = ([S,A]f, f),
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and
2‖Sf‖2 + 2(Sf, V f) = 1
2
‖2Sf + V f‖2 − 1
2
‖V f‖2.
Thus
D˙(t) = E(Stf + [S,A]f, f) + 1
2
E‖2Sf + V f‖2 − 1
2
E‖V f‖2 +DG(t). (3.9)
Thus by (3.5) we obtain
d
dt
[logH(t)] =
H˙(t)
H(t)
=
2D(t)
H(t)
− F˙ ,
where F verifies
F˙ (t) = −2E(V f, f)
H(t)
− HG(t)
H(t)
, F (0) = 0. (3.10)
Then it follows from (3.8) and (3.9) that
d2
dt2
[logH(t) + F (t)]
= 2
d
dt
[
D(t)
H(t)
]
=
2
H(t)
[
D˙(t)− D(t)H˙(t)
H(t)
]
=
2
H(t)
{
E(Stf + [S,A]f, f) + 1
2
E‖2Sf + V f‖2 − 1
2
E‖V f‖2 +DG(t)
− 1
2H(t)
[|E(2Sf + V f, f)|2 − |E(V f, f)|2]− D(t)HG(t)
H(t)
}
.
By Cauchy-Schwarz inequality, we have
|E(2Sf + V f, f)|2 ≤ E‖2Sf + V f‖2 E‖f‖2,
which, together with the inequalities
|E(V f, f)|2 ≥ 0, E‖V f‖2 ≤ ‖V ‖2∞ E‖f‖2,
implies
d2
dt2
[logH(t) + F (t)] ≥ 2
H(t)
{
E(Stf + [S,A]f, f) + DG(t) − D(t)HG(t)
H(t)
}
− ‖V ‖2∞.
Now let Q(t) = F (t) + t(1 − t)‖V ‖2∞, and then (3.10) yields (3.2) and (3.3), which completes the
proof.

Recall that according to Remark 2.3, we are unable to control the term supt∈[0,1] E‖eγ|x|
2
u(t)‖2
directly from the energy estimate. On the other hand, we cannot use this abstract result in the
same way as in the deterministic case to control that quantity. However, the next lemma allows us
to bound the corresponding L2-norm in the time variable. Moreover, it also shows that both
E‖eγ|x|2|x|u(t)‖2, and E‖eγ|x|2∇u(t)‖2
are finite for almost every t ∈ [0, 1]. The later fact will be used in the proof of the logarithmic
convexity.
In the rest of this section, we will make another assumption on the potential V and the noise G,
due to the stochastic conformal transformation studied in Lemma 4.1.
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Assumption 3.2. The measurable functions V and G : [0, 1] × Rn → R satisfy the following
conditions:
(1) V is bounded on [0, 1]× Rn, and G ∈ C1b ([0, 1]× Rn);
(2) Given γ > 0, there exists ε > 0 such that sup
t∈[0,1]
|G(t, x)| ≤ √γ|x|−ε for |x| ≥ max{γ, 2};
(3) lim
L→∞
sup
t∈[0,1],|x|>L
|V (t, x)| = lim
L→∞
sup
t∈[0,1],|x|>L
|∇G(t, x)| = 0.
Lemma 3.3. Suppose u is a solution of equation (1.1), and Assumption 3.2 holds. Then, for
γ > ‖G‖2∞/4, there is N = N(γ, ‖V ‖∞, ‖G‖∞, ‖∇G‖∞) such that
∫ 1
0
E‖eγ|x|2u(t)‖2 dt+
∫ 1
0
t(1− t)E‖eγ|x|2|x|u(t)‖2 dt+
∫ 1
0
t(1− t)E‖eγ|x|2∇u(t)‖2 dt
≤ N
(
E‖eγ|x|2u(0)‖2 + E‖eγ|x|2u(1)‖2 + sup
t∈[0,1]
E‖u(t)‖2
)
.
Proof. Let f = eγϕu, where ϕ = ϕ(x) is to be chosen. Then f satisfies, formally
df = (Sf +Af + V f) dt+Gf dW (t),
where
S = ∆+ γ2|∇ϕ|2, and A = −2γ∇ϕ · ∇ − γ∆ϕ (3.11)
are symmetric and skew-symmetric operators, respectively. We do calculations as in Lemma 3.1,
and recall that
H˙(t) = 2D(t) + 2E(V f, f) +HG(t), and
D˙(t) = E([S,A]f, f) + 1
2
E‖2Sf + V f‖2 − 1
2
E‖V f‖2 +DG(t),
where H,HG, D and DG are defined in (3.4).
Multiplying H˙(t) by (1− 2t) and integrating in t ∈ [0, 1], we get
∫ 1
0
(1 − 2t)H˙(t) dt = 2
∫ 1
0
H(t) dt−H(0)−H(1).
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On the other hand,
∫ 1
0
(1− 2t)H˙(t) dt
=2
∫ 1
0
(1− 2t)D(t) dt+ 2
∫ 1
0
(1− 2t)E(V f, f) dt+
∫ 1
0
(1− 2t)HG(t) dt
=2
∫ 1
0
D(t) d(t(1 − t)) + 2
∫ 1
0
(1− 2t)E(V f, f) dt+
∫ 1
0
(1− 2t)HG(t) dt
= − 2
∫ 1
0
t(1 − t)D˙(t) dt+ 2
∫ 1
0
(1− 2t)E(V f, f) dt+
∫ 1
0
(1− 2t)HG(t) dt
= − 2
∫ 1
0
t(1 − t)E([S,A]f, f) dt−
∫ 1
0
t(1− t)E‖2Sf + V f‖2 dt
+
∫ 1
0
t(1− t)E‖V f‖2 dt− 2
∫ 1
0
t(1− t)DG(t) dt
+ 2
∫ 1
0
(1− 2t)E(V f, f) dt+
∫ 1
0
(1− 2t)HG(t) dt.
Therefore, we have
H(0) +H(1)− 2
∫ 1
0
H(t) dt
≥ 2
∫ 1
0
t(1 − t)E([S,A]f, f) dt −
∫ 1
0
t(1− t)E‖V f‖2 dt− 2
∫ 1
0
(1 − 2t)E(V f, f) dt
−
∫ 1
0
(1− 2t)HG(t) dt+ 2
∫ 1
0
t(1− t)DG(t) dt.
Now, formally, if ϕ(x) = |x|2 we have from (3.11) that
([S,A]f, f) = 8γ
∫
Rn
|∇f |2 dx+ 32γ3
∫
Rn
|x|2|f |2 dx,
and
(S(Gf), Gf) = −
∫
Rn
|∇(Gf)|2 dx + 4γ2
∫
Rn
|x|2|Gf |2 dx
≥ −2
∫
Rn
|G|2|∇f |2 dx− 2
∫
Rn
|∇G|2|f | dx.
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Thus,
2
∫ 1
0
H(t) dt+ 4(4γ − ‖G‖2∞)
∫ 1
0
t(1 − t)E
∫
Rn
|∇f |2 dxdt
+ 64γ3
∫ 1
0
t(1 − t)E
∫
Rn
|x|2|f |2 dxdt
≤H(0) +H(1) +
∫ 1
0
t(1− t)E‖V f‖2 dt+ 2
∫ 1
0
(1 − 2t)E(V f, f) dt
+
∫ 1
0
(1− 2t)HG(t) dt+ 4
∫ 1
0
t(1− t)E
∫
Rn
|∇G|2|f |2 dxdt.
By assumptions on G and V , for a given ε > 0, there exists L > 0 such that when |x| > L we have
max
{
sup
t∈[0,1]
|G(t, x)|, sup
t∈[0,1]
|V (t, x)|, sup
t∈[0,1]
|∇G(t, x)|
}
≤ ε.
Therefore, we obtain that∫ 1
0
t(1− t)E‖V f‖2 dt =
∫ 1
0
t(1 − t)E
[∫
|x|≤L
|V |2|f |2 dx+
∫
|x|>L
|V |2|f |2 dx
]
dt
≤ ‖V ‖
2
∞
4
e2γL
2
sup
t∈[0,1]
E‖u(t)‖2 + ε
2
4
∫ 1
0
H(t) dt.
In the same way, we also have
2
∫ 1
0
(1− 2t)E(V f, f) dt ≤ 2‖V ‖∞e2γL
2
sup
t∈[0,1]
E‖u(t)‖2 + 2ε
∫ 1
0
H(t) dt,∫ 1
0
(1 − 2t)HG(t) dt ≤ ‖G‖2∞e2γL
2
sup
t∈[0,1]
E‖u(t)‖2 + ε2
∫ 1
0
H(t) dt,
4
∫ 1
0
t(1− t)E
∫
Rn
|∇G|2|f |2 dxdt ≤ ‖∇G‖2∞e2γL
2
sup
t∈[0,1]
E‖u(t)‖2 + ε2
∫ 1
0
H(t) dt.
Putting everything together yields
(2− 9ε2/4− 2ε)
∫ 1
0
H(t) dt+ 4(4γ − ‖G‖2∞)
∫ 1
0
t(1 − t)E
∫
Rn
|∇f |2 dxdt
+ 64γ3
∫ 1
0
t(1− t)E
∫
Rn
|x|2|f |2 dxdt
≤H(0) +H(1) +N sup
t∈[0,1]
E‖u(t)‖2. (3.12)
We can now choose ε small enough so that 2− 9ε2/4− 2ε > 0 and conclude the result by using the
inequality (2.21) in [7]
2E
∫
Rn
|∇f |2 + 4γ2|x|2|f |2 dx ≥ E
∫
Rn
e2γ|x|
2|∇u|2 dx. (3.13)
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In order to make the calculations above rigorous, we set fa = e
γϕau, where ϕa satisfies (2.2) and
(2.3). Then
∂ijϕa(x) =
ϕ′a(|x|)
|x| δij − a
xixj
|x|2 ζa(|x|),
and thus
D2ϕa(x) =
{
2In +O(a)
∑n
i,j=1 Eij , if 0 ≤ |x| ≤ max{γ, 2},
2|x|−aIn +O(a)
∑n
i,j=1 Eij , if |x| ≥ max{γ, 2},
(3.14)
where In is an n× n identity matrix, and Eij is the elementary matrix whose only nonzero entry
is a 1 in i-th row and j-th column. Also, in this case we have
‖∆2ϕa‖∞ ≤ C(n)a. (3.15)
Thus,∫
Rn
D2ϕa∇fa · ∇fa dx =
∫
|x|≤max{γ,2}
D2ϕa∇fa · ∇fa dx+
∫
|x|≥max{γ,2}
D2ϕa∇fa · ∇fa dx
≥ 2
∫
|x|≤max{γ,2}
|∇fa|2 dx+ n
∫
|x|≤max{γ,2}
O(a)|∇fa|2 dx
+ 2
∫
|x|≥max{γ,2}
|x|−a|∇fa|2 dx + n
∫
|x|≥max{γ,2}
O(a)|∇fa|2 dx, (3.16)
and so
8γ
∫
Rn
D2ϕa∇fa · ∇fa dx− 4
∫
Rn
|G|2|∇fa|2 dx
≥ 4
∫
|x|≤max{γ,2}
(4γ + nO(a) − ‖G‖2∞)|∇fa|2 dx
+ 4
∫
|x|≥max{γ,2}
(3γ + nO(a))|x|−a|∇fa|2 dx+ 4
∫
|x|≥max{γ,2}
(γ|x|−a − |G|2)|∇fa|2 dx.
By choosing a small enough, the first two integrals on the right hand side of the above inequality
are non-negative by the condition that γ > ‖G‖2∞/4, and so is the last one due to the decay of the
noise G in Assumption 3.2.
Observing that
([S,A]fa, fa) = 4γ
∫
Rn
D2ϕa∇fa · ∇fa dx+ 4γ3
∫
Rn
D2ϕa∇ϕa · ∇ϕa|fa|2 dx
− γ
∫
Rn
∆2ϕa|fa|2 dx,
UNCERTAINTY PRINCIPLE AND UNIQUE CONTINUATION PROPERTY FOR SHE 15
and repeating the formal computations as before, we obtain
(2− 9ε2/4− 2ε− γC(n)a)
∫ 1
0
Ha(t) dt+ 4γ
3
∫ 1
0
t(1− t)E
∫
Rn
D2ϕa∇ϕa · ∇ϕa|fa|2 dxdt
+ 4
∫
|x|≤max{γ,2}
(4γ + nO(a)− ‖G‖2∞)|∇fa|2 dx+ 4
∫
|x|≥max{γ,2}
(3γ + nO(a))|x|−a|∇fa|2 dx
+ 4
∫
|x|≥max{γ,2}
(γ|x|−a − |G|2)|∇fa|2 dx
≤ Ha(0) +Ha(1) +N sup
t∈[0,1]
E‖u(t)‖2,
where Ha(t) = E‖fa(t)‖2. By letting a tend to zero, we prove (3.12) rigorously.
Next, we would like to replace the term
∫
Rn
|∇f |2 dx by ∫
Rn
e2γ|x|
2|∇u|2 dx in (3.12). To do this,
we notice that (3.12) holds for fρ = e
(γ−ρ)|x|2u as well. Then by using the same argument as the
interior regularity result in Lemma 2.2, we can justify (3.13) with such fρ for t ∈ [ε, 1]. In the end,
we send ρ and ε to zero and complete the proof. 
Now we are ready to show the logarithmic convexity.
Lemma 3.4. Suppose u is a solution of equation (1.1), and Assumption 3.2 holds. Let
M := ‖V ‖∞, M0 := ‖G‖∞, M1 := ‖∇G‖∞, and γ > M20/4.
Assume E‖eγ|x|2u(0)‖,E‖eγ|x|2u(1)‖,M,M0 andM1 are finite. Then for every t ∈ (0, 1), E‖eγ|x|2u(t)‖2
is “logarithmically convex” and there is a universal constant N such that
E‖eγ|x|2u(t)‖2 ≤ eN(M+M2+M20+M21 )[E‖eγ|x|2u(0)‖2]1−t[E‖eγ|x|2u(t)‖2]t. (3.17)
Proof. Let f = eγϕu, where ϕ = ϕ(x) is to be chosen. Then a direct calculation from (3.11) shows
that
(Sf, f) = −
∫
Rn
|∇f |2dx+ γ2
∫
Rn
|∇ϕ|2|f |2dx ≤ γ2
∫
Rn
|∇ϕ|2|f |2dx, (3.18)
(S(Gf), Gf) = −
∫
Rn
|∇(Gf)|2dx + γ2
∫
Rn
|∇ϕ|2|Gf |2dx
≥ −2
∫
Rn
|∇f |2|G|2dx− 2
∫
Rn
|∇G|2|f |2dx, (3.19)
and
([S,A]f, f) = 4γ
∫
Rn
D2ϕ∇f · ∇fdx+ 4γ3
∫
Rn
D2ϕ∇ϕ · ∇ϕ|f |2dx
− γ
∫
Rn
∆2ϕ|f |2dx
≥ 4γ
∫
Rn
D2ϕ∇f · ∇fdx+ 4γ3
∫
Rn
D2ϕ∇ϕ · ∇ϕ|f |2dx
− γ‖∆2ϕ‖∞
∫
Rn
|f |2dx. (3.20)
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Then by (3.18), (3.19) and (3.20), we obtain
2
H(t)
{
E(Stf + [S,A]f, f) +DG(t)− D(t)HG(t)
H(t)
}
≥ 2
H(t)
E
{
4γ
∫
Rn
D2ϕ∇f · ∇fdx+ 4γ3
∫
Rn
D2ϕ∇ϕ · ∇ϕ|f |2dx− γ‖∆2ϕ‖∞
∫
Rn
|f |2dx
− 2
∫
Rn
|∇f |2|G|2dx− 2
∫
Rn
|∇G|2|f |2dx− γ2‖G‖2∞
∫
Rn
|∇ϕ|2|f |2dx
}
≥ 2
H(t)
EI(t) − 2γ‖∆2ϕ‖∞ − 4‖∇G‖2∞, (3.21)
where H,HG, D and DG are defined in (3.4), and
I(t) =: 4γ
∫
Rn
D2ϕ∇f · ∇fdx− 2
∫
Rn
|∇f |2|G|2dx
+ 4γ3
∫
Rn
D2ϕ∇ϕ · ∇ϕ|f |2dx− γ2‖G‖2∞
∫
Rn
|∇ϕ|2|f |2dx.
(3.22)
Now let ϕ(x) = |x|2. Then ∇ϕ = 2x, ∆2ϕ = 0, and D2ϕ = 2In, where In is an n × n identity
matrix. So in this case,
I(t) = 8γ
∫
Rn
|∇f |2 dx− 2
∫
Rn
|∇f |2|G|2 dx
+ 32γ3
∫
Rn
|x|2|f |2 dx− 4γ2‖G‖2∞
∫
Rn
|x|2|f |2 dx
≥ 2(4γ − ‖G‖2∞)
∫
Rn
|∇f |2 dx + 4γ2(8γ − ‖G‖2∞)
∫
Rn
|x|2|f |2 dx
≥ 0,
since γ > ‖G‖2∞/4 by the assumption. If we at the moment assume the formal calculations in
Lemma 3.1, and the computations yielding I(t) ≥ 0 are correct (in fact, later we only show that
EI(t) ≥ 0 for almost every t ∈ [0, 1], which is sufficient for our purpose), it follows from (3.2) and
(3.21) that
d2
dt2
[logH(t) + Q˜(t)] ≥ 0, (3.23)
with a universal constant N and a function Q˜ = Q˜(t) satisfying
‖Q˜‖∞ ≤ N(M +M2 +M20 +M21 ),
and thus we have (3.17).
Next, we do the justification for the calculations involved above. To this end, we use the same
mollification as in Lemma 3.3, and set fa = e
γϕau, where ϕa satisfies (2.2) and (2.3). Using (3.14)
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yields ∫
Rn
D2ϕa∇ϕa · ∇ϕa|fa|2 dx
=
∫
|x|≤max{γ,2}
D2ϕa∇ϕa · ∇ϕa|fa|2 dx+
∫
|x|≥max{γ,2}
D2ϕa∇ϕa · ∇ϕa|fa|2 dx
≥ 2
∫
|x|≤max{γ,2}
|∇ϕa|2|fa|2 dx+ n
∫
|x|≤max{γ,2}
O(a)|∇ϕa|2|fa|2 dx
+ 2
∫
|x|≥max{γ,2}
|x|−a|∇ϕa|2|fa|2 dx+ n
∫
|x|≥max{γ,2}
O(a)|∇ϕa|2|fa|2 dx
≥ 2
∫
Rn
|∇ϕa|2|fa|2 dx+ n
∫
Rn
O(a)|∇ϕa|2|fa|2 dx
+ 2
∫
|x|≥max{γ,2}
(|x|−a − 1)|∇ϕa|2|fa|2 dx. (3.24)
Then we obtain (3.21) from (3.16) and (3.24) with Ia such that
Ia(t) ≥ 2
∫
Rn
(4γ + nO(a) − ‖G‖2∞)|∇fa|2 dx
+ 8γ
∫
|x|≥max{γ,2}
(|x|−a − 1)|∇fa|2 dx
+ γ2
∫
Rn
(8γ + nO(a)− ‖G‖2∞)|∇ϕa|2|fa|2 dx
+ 8γ3
∫
|x|≥max{γ,2}
(|x|−a − 1)|∇ϕa|2|fa|2 dx. (3.25)
It follows from the interior regularity that the calculations leading to (3.16) and (3.24) are justified.
In particular, the right hand side of (3.25) is finite for t ∈ [ε, 1]. By the fact that γ > ‖G‖2∞/4, and
for a small enough, we obtain EIa(t) ≥ Fa(t), where
Fa(t) := 8γE
∫
|x|≥max{γ,2}
(|x|−a − 1)(|∇fa|2 + γ2|∇ϕa|2|fa|2) dx. (3.26)
From Lemma 3.3, we notice that Fa(t) converges to zero as a decreases to zero, for almost every
t ∈ [0, 1]. Therefore, using (3.2) in Lemma 3.1 and (3.21), we arrive at
d2
dt2
[logHa(t) +Q(t)] ≥ O(a)− 2γ‖∆2ϕa‖∞ − 4‖∇G‖2∞, t ∈ [ε, 1], a.e.,
which implies the logarithmic convexity for Ha(t) for t ∈ [ε, 1]. By sending a and ε to zero, we
complete the proof. 
Remark 3.5. If G = G(t) is a function in t, independent of the space variable x, the term DG(t)−
D(t)HG(t)/H(t) on the left hand side of (3.21), will disappear. So we can deal with the commutator
part as the deterministic case in [7], and get rid of Assumption 1.1 as well as the restriction on γ
to arrive at the logarithmic convexity. Moreover, it is easy to see that the noise does not play a role
in the calculations of the next section, so for space-independent noise the deterministic result still
holds in the stochastic setting.
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4. Proof of main result
It is noted that in Lemma 3.3 and 3.4, we require that the solution u has the same quadratic
exponential decay for t0 = 0 and t1 = 1, but Theorem 1.3 assumes no decay for the initial data. In
order to overcome this issue, we introduce the following conformal transformation, also known as
Appell transformation for our stochastic equation.
Lemma 4.1. Assume u(t, x) verifies
du = (∆u+ V (t, x)u) dt+G(t, x)u dW (t), (t, x) ∈ [0, 1]× Rn.
Let α, β > 0 and set
y(t, x) = [a(t)]
n
2 u(b(t), a(t)x)e
a(t)κ|x|2
4 , (4.1)
where
κ =
√
α
β
−
√
β
α
, a(t) =
√
αβ
α(1 − t) + βt and b(t) =
√
β
α
a(t)t.
then y verifies
dy = (∆y + V˜ y)dt+ g˜y dW (b(t)), (4.2)
with
V˜ (t, x) = [a(t)]2V (b(t), a(t)x), and g˜(t, x) = G(b(t), a(t)x).
Moreover, for any γ ∈ R,
E‖eγ|·|2y(t)‖2 = E‖e(γa2(1−s)+κa(1−s)/4)|·|2u(s)‖2, (4.3)
where s = b(t).
Proof. By Itoˆ’s formula,
dy =
n
2
a
n
2−1a′ue
aκ|x|2
4 dt+ a
n
2 e
aκ|x|2
4 du(b(t), a(t)x) + a
n
2 a′
κ|x|2
4
e
aκ|x|2
4 u dt,
where
du(b(t), a(t)x) = du(b(t), z)
∣∣
z=a(t)x
+ du(τ, a(t), x)
∣∣
τ=b(t)
.
On one hand, observing that
u(b(t), z) = u(0, z) +
∫ b(t)
0
[∆u+ V u](s, z) ds+
∫ b(t)
0
Gu(s, z) dW (s)
= u(0, z) +
∫ t
0
[∆u+ V u](b(s), z)b′(s) ds+
∫ t
0
Gu(b(s), z) dW (b(s)),
where the second equality follows from the time change formula for Brownian motions, or more
generally, local martingales, see for example [17, Proposition 1.5, page 181], and
du(τ, a(t)x) = a′(t)∇u(τ, a(t)x) · x dt,
we have
a−
n
2 e−
aκ|x|2
4 dy =
n
2
a−1a′u dt +
[
(∆u + V u)b′ + a′∇u · x+ a′ κ|x|
2
4
u
]
dt + GudW (b(t)). (4.4)
On the other hand,
a−
n
2 e−
aκ|x|2
4 ∆y = a2∆u + κa2∇u · x+ nκ
2
au+
κ2
4
a2|x|2u. (4.5)
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Then it follows from (4.4) and (4.5) that
a−
n
2 e−
aκ|x|2
4 (dy −∆y dt)
=
[
(b′ − a2)∆u+ (a′ − κa2)∇ · x+ n
2
a−1(a′ − κa2)u+ κ
4
(a′ − a)|x|2u] dt
+ b′V u dt+GudW (b(t)).
Using the identities a′ = κa2 and b′ = a2, we obtain (4.2). Then relation (4.3) is a consequence of
the transform (4.1) and the fact that a(t)a(s) = 1.

Remark 4.2. In Lemma 4.1, if u is Ft-adapted, then y defined in (4.2) is Fb(t)-adapted.
It is known that the conformal transformation y is equivalent in probability law to the process
u˜ satisfying
du˜ = (∆u˜ + V˜ (t, x)u˜)dt+ G˜(t, x)u˜ dW˜ (t), (4.6)
where
V˜ (t, x) = [a(t)]2V (b(t), a(t)x), G˜(t, x) = G(b(t), a(t)x)
√
b′(t), (4.7)
and W˜ is another Wiener process. Since the norms we consider are under the probability expecta-
tion, we may by a slight abuse of notation denote by u˜ the conformal transformation of u. Then
we have
E‖eγ|x|2u˜(0)‖2 = E‖u(0)‖2, E‖eγ|x|2u˜(1)‖2 = E‖e|x|2/δ2u(1)‖2,
by choosing α = 1, β = 1 + 4γ and γ = 1/(2δ) in Lemma 4.1. We also have
‖V˜ ‖∞ ≤ (1 + 4γ)‖V ‖∞, ‖G˜‖∞ ≤
√
1 + 4γ‖G‖∞, and ‖∇G˜‖∞ ≤ (1 + 4γ)‖∇G‖∞,
by the identities b′ = a2 and ‖a‖∞ =
√
1 + 4γ.
Finally, we are ready to prove our main theorem.
Proof of Theorem 1.3. Fix R > 0. For γ = 1/(2δ) > 1/2, we can find µ and ε such that
1
2(1− ε) < µ < γ. (4.8)
Define
ϕ(t, x) = µ|x+Rt(1− t)e1|2 + R
2t(1− t)(1 − 2t)
6
− R
2t(1− t)
16µ
,
and write Hµ(t) = E‖f(t)‖2 with f = eϕu˜, where u˜ is defined in (4.6).
Next, we show that Hµ(t) is a logarithmically convex function. It follows from (4.7) that V˜ and
G˜ satisfy Assumption 3.2, as long as V and G satisfy Assumption 1.1. Therefore, we can apply
previous lemmas and the interior regularity to show that the subsequent formal computations are
correct.
The equation satisfied by f can be written as
df = (Sf +Af + V˜ f)dt+ G˜f dW˜ (t),
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where V˜ , G˜ are defined in (4.7), and
S = ∆+ 4µ2|x+Rt(1− t)e1|2 + 2µR(1− 2t)(x1 +Rt(1− t))
+(t2 − t+ 1
6
)R2 − R
2(1− 2t)
16µ
,
A = −4µ(x+Rt(1− t)e1) · ∇ − 2µn,
are symmetric and skew-symmetric operators, respectively. We also have
St + [S,A] = −8µ∆+ 32µ3|x+Rt(1− t)e1|2 + 2µR2(1− 2t)2
+ 4µR(4µ(1− 2t)− 1)(x1 +Rt(1− t)) + (2t− 1)R2 + R
2
8µ
,
where St is an operator satisfying (3.1). Thus, we have that
E(Stf + [S,A]f, f) = 32µ3E
∫
Rn
∣∣∣∣x+Rt(1− t)e1 + (4µ(1− 2t)− 1)R16µ2 e1
∣∣∣∣2 |f |2 dx
+ 8µE
∫
Rn
|∇f |2 dx.
While, on the other hand, for a general function v we have
(Sv, v) =−
∫
Rn
|∇v|2 dx+ 4µ2
∫
Rn
|x+Rt(1− t)e1|2|v|2 dx+ 2µR(1− 2t)
∫
Rn
(x1 +Rt(1− t))|v|2 dx
+R2(t2 − t+ 1
6
)
∫
Rn
|v|2 dx− R
2(1− 2t)
16µ
∫
Rn
|v|2 dx
=−
∫
Rn
|∇v|2 dx+ 4µ2
∫
Rn
∣∣∣∣x+Rt(1− t)e1 + (4µ(1 − 2t)− 1)R16µ2 e1
∣∣∣∣2 |v|2 dx
+
R
2
∫
Rn
(x1 +Rt(1− t))|v|2 dx−R2
(
1
12
− 1− 2t
16µ
+
1
64µ2
)∫
Rn
|v|2 dx.
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Therefore,
E(Stf + [S,A]f, f)Hµ(t) + E(S(G˜f), G˜f)Hµ(t)− E(Sf, f)E‖G˜f‖2
=32µ3E
∫
Rn
∣∣∣∣x+Rt(1− t)e1 + (4µ(1− 2t)− 1)R16µ2 e1
∣∣∣∣2 |f |2 dxHµ(t)
+ 4µ2E
∫
Rn
∣∣∣∣x+Rt(1− t)e1 + (4µ(1− 2t)− 1)R16µ2 e1
∣∣∣∣2 |G˜f |2 dxHµ(t)
− 4µ2E
∫
Rn
∣∣∣∣x+Rt(1− t)e1 + (4µ(1− 2t)− 1)R16µ2 e1
∣∣∣∣2 |f |2 dxE∫
Rn
|G˜f |2 dx
+
(
R
2
E
∫
Rn
(x1 +Rt(1− t))|G˜f |2 dx−R2
(
1
12
− 1− 2t
16µ
+
1
64µ2
)
E
∫
Rn
|G˜f |2 dx
)
Hµ(t)
−
(
R
2
E
∫
Rn
(x1 +Rt(1− t))|f |2 dx−R2
(
1
12
− 1− 2t
16µ
+
1
64µ2
)
E
∫
Rn
|f |2 dx
)
E
∫
Rn
|G˜f |2 dx
+ 8µE
∫
Rn
|∇f |2 dxHµ(t)− E
∫
Rn
|∇(G˜f)|2 dxHµ(t) + E
∫
Rn
|∇f |2 dxE
∫
Rn
|G˜f |2 dx
=32µ3E
∫
Rn
∣∣∣∣x+Rt(1− t)e1 + (4µ(1− 2t)− 1)R16µ2 e1
∣∣∣∣2 |f |2 dxHµ(t)
+ 4µ2E
∫
Rn
∣∣∣∣x+Rt(1− t)e1 + (4µ(1− 2t)− 1)R16µ2 e1
∣∣∣∣2 |G˜f |2 dxHµ(t)
− 4µ2E
∫
Rn
∣∣∣∣x+Rt(1− t)e1 + (4µ(1− 2t)− 1)R16µ2 e1
∣∣∣∣2 |f |2 dxE∫
Rn
|G˜f |2 dx
+
R
2
E
∫
Rn
x1|G˜f |2 dxHµ(t)− R
2
E
∫
Rn
x1|f |2 dxE
∫
Rn
|G˜f |2 dx
+ 8µE
∫
Rn
|∇f |2 dxHµ(t)− E
∫
Rn
|∇(G˜f)|2 dxHµ(t) + E
∫
Rn
|∇f |2 dxE
∫
Rn
|G˜f |2 dx.
Then we can easily estimate the latter to get
E(Stf + [S,A]f, f)Hµ(t) + E(S(G˜f), G˜f)Hµ(t)− E(Sf, f)E‖G˜f‖2
≥ (32µ3 − 4µ2‖G˜‖2∞)E
∫
Rn
∣∣∣∣x+Rt(1− t)e1 + (4µ(1− 2t)− 1)R16µ2 e1
∣∣∣∣2 |f |2 dxHµ(t)
+ 4µ2E
∫
Rn
∣∣∣∣x+Rt(1− t)e1 + (4µ(1− 2t)− 1)R16µ2 e1
∣∣∣∣2 |G˜f |2 dxHµ(t)
+ (8µ− 2‖G˜‖2∞)E
∫
Rn
|∇f |2 dxHµ(t)− 2‖∇G˜‖2∞H2µ(t)
+
R
2
E
∫
Rn
x1|G˜f |2 dxHµ(t)− R‖G˜‖
2
∞
2
E
∫
Rn
x1|f |2 dxHµ(t).
We now need to control the last two integrals by some expression of the type −CH2µ(t). In order
to do so, let us fix µ satisfying (4.8) and define
mµ = sup
t∈[0,1]
∣∣∣∣t(1− t) + 4µ(1− 2t)− 116µ2
∣∣∣∣ .
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By some elementary analysis, we obtain
mµ =
{
1
4 , if µ ≥ 1+
√
2
2 ,
4µ+1
16µ2 , if
1
2 < µ <
1+
√
2
2 .
(4.9)
Let us first focus on the following integrals
I1 := 4µ
2
∫
Rn
∣∣∣∣x+Rt(1− t)e1 + (4µ(1− 2t)− 1)R16µ2 e1
∣∣∣∣2 |G˜f |2 dx+ R2
∫
Rn
x1|G˜f |2 dx.
We split these integrals into the regions {|x| > αR} and {|x| ≤ αR}, where α > mµ is to be chosen
later. In the first region,∣∣∣∣x+Rt(1− t)e1 + (4µ(1− 2t)− 1)R16µ2 e1
∣∣∣∣ ≥ |x| −mµR > (1− mµα ) |x| > (α−mµ)R,
and thus,
4µ2
∫
|x|>αR
∣∣∣∣x+Rt(1− t)e1 + (4µ(1− 2t)− 1)R16µ2 e1
∣∣∣∣2 |G˜f |2 dx+ R2
∫
|x|>αR
x1|G˜f |2 dx.
≥
(
4µ2
(
1− mµ
α
)
(α−mµ)− 1
2
)
R
∫
|x|>αR
|x||G˜|2 dx
≥ 0,
if α satisfies
4µ2(α−mµ)2 ≥ α
2
. (4.10)
On the other hand, if |x| ≤ αR,
R
2
∫
|x|≤αR
x1|G˜f |2 dx ≥ −αR
2‖G˜‖2∞
2
∫
Rn
|f |2 dx. (4.11)
So we have
I1 ≥ −αR
2‖G˜‖2∞
2
∫
Rn
|f |2 dx,
as long as the inequality (4.10) holds.
We are going to use the same approach now with
I2 := (32µ
3 − 4µ2‖G˜‖2∞)
∫
Rn
∣∣∣∣x+ Rt(1− t)e1 + (4µ(1− 2t)− 1)R16µ2 e1
∣∣∣∣2 |f |2 dx
− R‖G˜‖
2
∞
2
∫
Rn
x1|f |2 dx.
Studying both integrals in the region {|x| > αR} as before, we get that the difference is non-negative
if
(32µ3 − 4µ2‖G˜‖2∞)
(
1− mµ
α
)
(α −mµ)− ‖G˜‖
2
∞
2
≥ 0,
or equivalently,
‖G˜‖2∞ ≤
64µ3(α−mµ)2
8µ2(α−mµ)2 + α. (4.12)
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But we notice that ‖G˜‖2∞ < 4µ implies the inequality (4.12) by (4.10). Furthermore, for |x| ≤ αR
we have the same bound as in (4.11). Thus, in this case, we again have
I2 ≥ −αR
2‖G˜‖2∞
2
∫
Rn
|f |2 dx,
as long as ‖G˜‖2∞ < 4µ.
Therefore,
E(Stf + [S,A]f, f)Hµ(t) + E(S(G˜f), G˜f)Hµ(t)− E(Sf, f)E‖G˜f‖2 ≥ −αR2‖G˜‖2∞ − 2‖∇G˜‖2∞.
It follows from (3.2) in Lemma 3.1 that
d2
dt2
(logHµ(t) +Q(t)) ≥ −2αR2‖G˜‖2∞ − 4‖∇G˜‖2∞, (4.13)
or, in other words
d2
dt2
(
logHµ(t) +Q(t)− αR2‖G˜‖2∞t(1− t)− 2‖∇G˜‖2∞t(1 − t)
)
≥ 0,
whereQ is a function satisfying (3.3). Thanks to this property, now we get the following “logarithmic
convexity” for Hµ(t), i.e.,
Hµ(t) ≤ eN(‖V˜ ‖∞+‖V˜ ‖
2
∞+‖G˜‖2∞+‖∇G˜‖2∞)+
αR2‖G˜‖2∞
4 Hµ(0)
1−tHµ(1)t.
Finally, let us prove the uniqueness. We notice that, if t = 1/2,
Hµ(1/2) = E
∫
Rn
e2µ|x+
R
4 e1|2− R
2
32µ |u(1/2)|2dx
≥ E
∫
|x|≤εR/4
e2µ|x+
R
4 e1|2− R
2
32µ |u(1/2)|2dx
≥ eR
2(4(1−ε)2µ2−1)
32µ E
∫
|x|≤εR/4
|u(1/2)|2dx.
Hence, we conclude that
E
∫
|x|≤εR/4
|u(1/2)|2dx ≤ Ce
αR2‖G˜‖2∞
4 −R
2(4(1−ε)2µ2−1)
32µ .
Letting µ increase to γ and then R tend to infinity, one gets that u ≡ 0 when
γ >
1
2
, ‖G˜‖2∞ < min
{
4γ,
4γ2 − 1
8αγ
}
.
In the end, let us find α (the smallest possible should be the best) and determine more precisely
the upper bound for G˜. In fact, it suffices to solve a quadratic equation from (4.10) and choose α
to be the root greater than mµ, i.e.,
α =
1 + 16µ2mµ +
√
1 + 32µ2mµ
16µ2
,
or by (4.9),
α =
 14 + 1+
√
8γ2+1
16γ2 , if γ ≥ 1+
√
2
2 ,
2γ+1
8γ2 +
√
8γ+3
16γ2 , if
1
2 < γ <
1+
√
2
2 .
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It is easy to see that in either case we have 4γ > (4γ2 − 1)/(8αγ), and so we require that ‖G˜‖2 <
(4γ2 − 1)/(8αγ), or equivalently γ and G satisfy (1.2). 
5. Acknowledgement
This material is based upon work supported by the National Science Foundation under Grant
No. DMS-1440140 while both authors were in residence at the Mathematical Sciences Research
Institute in Berkeley, California, during Fall 2015 semester. The first author is partially supported
by the projects MTM2011-24054, IT641-13. Both authors would like to thank L. Escauriaza and L.
Vega for fruitful conversations. The authors would also like to thank C. Mueller and A. Debussche
for discussions on stochastic conformal transformation, and thank S. Lototsky and F. Flandoli for
discussions on interior regularity for stochastic PDEs.
References
[1] J. Barcelo´, L. Fanelli, S. Gutie´rrez, A. Ruiz, and M. Vilela. Hardy uncertainty principle and unique continuation
properties of covariant Schro¨dinger flows. J. Funct. Anal., 264(10):2386–2415, May 2013.
[2] B. Cassano and L. Fanelli. Sharp Hardy uncertainty principle and gaussian profiles of covariant Schro¨dinger
evolutions. Trans. Am. Math. Soc., 367(3):2213–2233, Sept. 2014.
[3] M. G. Cowling, L. Escauriaza, C. E. Kenig, G. Ponce, and L. Vega. The Hardy uncertainty principle revisited.
Indiana Univ. Math. J., 6(59):2007-2026, 2010.
[4] M. de Guzman. Differentiation of Integrals in Rn, volume 481 of Lecture Notes in Mathematics. Springer Berlin
Heidelberg, 1975.
[5] E. M. Stein and R. Shakarchi. Complex Analysis, volume 2 of Princeton Lectures in Analysis. Princeton Uni-
versity Press, 2003.
[6] L. Escauriaza, C. E. Kenig, G. Ponce, and L. Vega. On Uniqueness Properties of Solutions of Schro¨dinger
Equations. Commun. Partial Differ. Equations, 31(12):1811–1823, Dec. 2006.
[7] L. Escauriaza, C. E. Kenig, G. Ponce, and L. Vega. Hardy’s uncertainty principle, convexity and Schro¨dinger
evolutions. J. Eur. Math. Soc., 10(4):883–907, 2008.
[8] L. Escauriaza, C. E. Kenig, G. Ponce, and L. Vega. The sharp Hardy uncertainty principle for Schro¨dinger
evolutions. Duke Math. J., 155(1):163–187, Oct. 2010.
[9] L. Escauriaza, C. E. Kenig, G. Ponce, and L. Vega. Uncertainty principle of Morgan type and Schro¨dinger
evolutions. J. London Math. Soc., 83(1):187–207, Dec. 2010.
[10] L. Escauriaza, C. E. Kenig, G. Ponce, and L. Vega. Uniqueness properties of solutions to Schro¨dinger equations.
Bull. Am. Math. Soc., 49(3):415–442, Sept. 2012.
[11] L. Escauriaza, C. E. Kenig, G. Ponce, and L. Vega. Hardy Uncertainty Principle, Convexity and Parabolic
Evolutions. Commun. Math. Phys., Nov. 2015.
[12] A. Ferna´ndez-Bertolin. Convexity Properties of Discrete Schro¨dinger evolutions and Hardy’s Uncertainty Prin-
ciple. arXiv:1506.03717 [math.AP].
[13] A. Ferna´ndez-Bertolin and L. Vega. Uniqueness Properties for Discrete equations and Carleman estimates.
arXiv:1509.08545 [math.AP].
[14] F. Flandoli. Regularity Theory and Stochastic Flows for Parabolic SPDEs, volume 9 of Stochastic Monographs.
Gordon and Breach Science Publishers, London, 1995.
[15] G. H. Hardy. A Theorem Concerning Fourier Transforms. J. London Math. Soc., s1-8(3):227–231, July 1933.
[16] P. Jaming, Y. Lyubarskii, E. Malinnikova, and K.-M. Perfekt. Uniqueness for discrete Schro¨dinger evolutions.
arXiv:1505.05398 [math.AP].
[17] D. Revuz and M. Yor. Continuous Martingales and Brownian Motion, volume 293 of Grundlehren der mathe-
matischen Wissenschaften. Springer Berlin Heidelberg, Berlin, Heidelberg, 1999.
[18] A. Sitaram, M. Sundari, and S. Thangavelu. Uncertainty principles on certain Lie groups. Proc. Math. Sci.,
105(2):135–151, May 1995.
[19] D. Yang and J. Zhong. Observability inequality of backward stochastic heat equations for measurable sets and
its applications. SIAM J. Control Optim., to appear.
[20] E. Zuazua. Controllability and Observability of Partial Differential Equations: Some Results and Open Problems.
In Handb. Differ. Equations Evol. Equations, volume 3, chapter 7, pages 527–621. Elsevier Science, 2007.
UNCERTAINTY PRINCIPLE AND UNIQUE CONTINUATION PROPERTY FOR SHE 25
A. Ferna´ndez-Bertolin: Departamento de Matema´ticas, Universidad del Pa´ıs Vasco UPV/EHU, apartado
644, 48080, Bilbao, Spain
E-mail address: aingeru.fernandez@ehu.eus
J. Zhong: Department of Rochester, University of Rochester, NY 14627, USA
E-mail address: jiezhongmath@gmail.com
