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• This paper introduces a regime switching model for Value-at-Risk estimation.
• Hidden Markov models and extreme value theory are combined into a hybrid model.
• The regime switching model is applied to real data NYSE Euronext stocks.
• Classifying data in two states permits a fast detection of regime switching.
• This new model increases predictive performance of VaR forecasting.
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a b s t r a c t
This paper constructs a regime switching model for the univariate Value-at-Risk estima-
tion. Extreme value theory (EVT) and hidden Markov models (HMM) are combined to esti-
mate a hybrid model that takes volatility clustering into account. In the first stage, HMM is
used to classify data in crisis and steady periods, while in the second stage, EVT is applied
to the previously classified data to rub out the delay between regime switching and their
detection. This newmodel is applied to prices of numerous stocks exchanged on NYSE Eu-
ronext Paris over the period 2001–2011. We focus on daily returns for which calibration
has to be done on a small dataset. The relative performance of the regime switching model
is benchmarked against otherwell-knownmodeling techniques, such as stable, power laws
and GARCHmodels. The empirical results show that the regime switching model increases
predictive performance of financial forecasting according to the number of violations and
tail-loss tests. This suggests that the regime switchingmodel is a robust forecasting variant
of power laws model while remaining practical to implement the VaR measurement.
© 2016 Elsevier B.V. All rights reserved.
1. Introduction
The Value-at-Risk (VaR) is one of the main risk indicators for management of financial portfolios [1]. It is the threshold
above which a loss over a chosen time horizon occurs with at most a given level of confidence.
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The VaR may be estimated either by parametric or non-parametric techniques. The non-parametric ones use only the
empirical distributions (historical, resampling)without fitting amodel. Due to the small amount of available data, it does not
provide an accurate estimate for the probability of extreme events. The parametric approach overrides partly the problem
induced by the lack of data by fitting the parameters of a model on historical data and computing afterwards the VaR, either
by analytical or numerical methods.
The RiskMetric methodology [2] is widely used to estimate the risk associated to a portfolio by establishing quantitative
relations between variations of the risk indicator with respect to risk factors (stocks and prices of derivatives for example).
Nowadays this methodology incorporates heavy tail distributions, but it was initially developed in the Gaussian context,
which is still prevalent in risk management and enforced by Basel Accord [3].
However, actual regulations and standard procedures for computing the VaR, based mainly on the Gaussian world, have
been invalidated by many studies (see e.g. Refs. [4,5]) as they strongly underestimate the extreme events observed in the
market.
The successive financial crises since 1987 led to a greater attention in modeling tail behavior of the induced returns
distributions, and to the use of Extreme Value Theory (EVT) as a central concept in Risk Management [6].
Neither single model nor statistical methodology is acknowledged as standard for dealing with heavy-tails. In this study,
we construct a variant of power law tails of the distributions by taking into consideration the regime switching between
crisis and steady periods. We compare our model to several known models (stable, Generalized Pareto tails of distribution
and GARCH). We consider heavy tail distributions for the losses Lwith distribution function F , typically, generalized Pareto
(power laws):
1− F(x) = P(L > x) = ℓ(x)
xα
, (1)
where ℓ is a function of slow variation and α is the tail index which summarizes the heaviness of the tail distribution and
characterizes also the existence of moments.
In our approach, we aim to benefit from the stability of power law models in the VaR forecasting and the detection of
volatility clustering given by conditional models. We assume the existence of two states: crisis and steady, and we classify
data in two regimes using hidden Markov models (HMM). Then, the power law tail distribution is estimated from the past
crisis and steady periods. The model gives more weight to the current regime, which reduces under-estimations and over-
estimations at the beginning of crisis and steady periods.
We focus here only on univariate distributions. The case of several stocks leads to higher complexity, as the notion of
VaR itself is not properly defined (see e.g. Ref. [7]). The multivariate case will be subject of further studies.
Our models of risk are intensively tested on historical market data from NYSE Euronext Paris. We focus only on daily
returns of single stock prices, which is the practical situation of small investors and for which the problem of model
calibration is the most difficult because of the small amount of data.
Outline. In Section 2, we give an overview of heavy-tailed models used in finance, the markets on which they have been
applied and the estimators for power laws. In Section 3, we introduce our methodology for estimating the parameters and
performing the backtesting. Finally, in Section 4, we introduce our dataset and discuss the conclusions we draw from the
study over a selection of 56 stocks fromNYSE Euronext Paris. Perspectives and conclusions are then highlighted in Section 5.
2. Empirical evidence for heavy tails
2.1. Evidences for the power law in financial markets
It is widely acknowledged that prices and returns of stocks obey to general laws usually called ‘‘stylized facts’’ [8].
Skewness and heavy-tail are the twomain properties of observed priceswhich are not verified by the Black&Scholesmodels.
Although stable distributions have been proposed since the 60’s [9,10] and an alternative model (finite variance
subordinated log-normal distributions) has been proposed in 1973 by P. Clark [11], the systematic use of Extreme Value
Theory (EVT) is recent, as the crash of 1987 urged for a better understanding of large losses. For early occurrences of the use
of EVT focusing only on the tail distributions, let us cite [12–14].
Developedmarkets have been investigated as well, mainly throughmarket indices: S&P 500, Dow Jones and Nasdaq [15],
German DAX Stocks [16], Australian ASX-ALL [17], Nikkei and Eurostoxx 50 [18], etc.
Stable distributions and processes exhibit generalized Pareto tail distributions as in (1). Yet, choosing this model imposes
tail index α < 2. This parameter is difficult to estimate, especially when close to 2 [19]. Many critical studies (see e.g.
Refs. [19,20]) show that the tail index is greater than 2, and around 3 for short terms returns.
To estimate the generalized Pareto distribution, let us consider that the return X at a given time satisfies (1) and that n
successive returns (X1, . . . , Xn) are independent or at least stationary. It is a crucial and complex problem to estimate α and
ℓ(x)written in a parametric or semi-parametric form (for example, ℓ(x) = C or ℓ(x) = C1+ C2x−β + o(x−β)), as well as the
threshold x0 above which the previous expressions for ℓ(x) are valid. For studying the tail of the distribution of X , we use
order statistics (X(1), . . . , X(n)) of (X1, . . . , Xn)with X(1) ≤ X(2) ≤ · · · b ≤ X(n).
150 K. Salhi et al. / Physica A 461 (2016) 148–157
A large family of estimators is available but none of them supersedes the others. For our purposes, we adopt the Hill
estimator defined by
Hk,n = 1k
k
j=1
ln X(n−j+1) − ln X(n−k)
as an estimator of γ = 1/α. There are several ways to interpret this estimator (maximum likelihood, least squares. . . ). The
main difficulty for its implementation consists in choosing the optimal index k. We refer to the book [21] and references
therein.
2.2. Commonly used models for heavy tails
Many studies have looked for alternatives to power laws modeling. There is a huge literature on this subject [22], and
we give here the main lines with a focus on univariate returns. Regarding stochastic processes in continuous time, various
authors considered jump diffusion models [23], variance Gamma processes [24] and subordinated processes [11], and SDE
whose invariant distributions are fat-tailed [25,26] or present moments explosions [27, Chapter 7].
Chronological series play also a very important role in the development of such financial models for stock prices. A large
class of models assumes that the returns are solutions to equations of the form rt+1 = µrt+σtεt , where σt is itself described
by an equation of similar form, leading to General Autoregressive Conditional Heteroskedasticity (GARCH) models which
capture clustering effects in volatility. Here, the innovation εt is a noise, that could be Gaussian or follow other distributions
like Student’s t distributions [28]. A quantitative manifestation of volatility clustering is that, while returns themselves
are uncorrelated, absolute returns |rt | or their squares display a positive, significant and slowly decaying autocorrelation
function corr(|rt |, |rt+τ |) > 0 for τ ranging from a few minutes to several weeks. However, in terms of extreme values,
several studies, in different financial markets, concluded that the quantile forecasting performance of power law models is
better than that of GARCH type models [29–32]. GARCH models yield volatile quantile forecasts, while power laws lead to
more stable ones. A detailed examination of the VaR forecasts from these two classes of models proved that wild swings
observed in the GARCH VaR predictions are more an artifact of the GARCH model, rather than the underlying data [33].
Finally, another approach consists in separating the tail of the distribution from its bulk through hybrid models. Several
approaches may be found in Ref. [34]. Furthermore, mixtures of models may also lead to heavy tails [35].
3. Framework and methodology
3.1. Log returns and Value-at-Risk
Let Rt = ln (St+1/St) be the (log-)return, or more simply the return, at time t where St is the price of a stock at time t .
We call losses the values Lt = −Rt . The daily VaRt(a) at level a ∈ (0, 1) is defined by
1− a = P(Rt < VaRt(a)) (2)
which represents the quantile qR1−a at level (1 − a) of the returns distribution (or the quantile qLa at level a of the losses
distribution).
After having fixed a class of parametric models, the practical computation of the VaR consists in calibrating the
parameters for the common distribution of R or L (actually only its tail) and computing the quantile qR1−a or qLa.
3.2. Models
We consider four classes of parametric univariate models for the returns or losses:
(I) The stable distribution for the returns defined by its characteristic function
φX (t) =

exp

iµt − σ α|t|α

1− iβ sign(t) tan
πα
2

if α ≠ 1,
exp

iµt − σ |t|

1+ 2
π
iβ sign(t) ln |t|

if α = 1,
(3)
where α ∈ (0, 2) is the tail index, β ∈ (−1, 1) is the skewness, σ > 0 is the scale parameter and µ ∈ R the location
parameter (see e.g.Refs. [36,37]). Stable distributions arise naturally as universal classeswhen looking to limit theorems.
(II) The Pareto distribution for tails of the losses gives for the distribution function of the returns,
P(Lt > x) = Cx−α for x > x0. (4)
This model does not make any supplementary assumption on the bulk of the distribution of the returns.
Except forα = 2, where stable distributions are Gaussian, the parameterα of stable laws corresponds to their Pareto
tail index, with ℓ(x) converging to a constant [36, Theorem 1.12]. Pareto distributions offer a wider variety of fat tails
by removing the constraint α < 2.
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(III) The GARCH-t model. We consider the GARCH (1, 1) model for the time series of financial returns. More precisely,
suppose (Rt) satisfies the following model:
Rt = µ+ εt = µ+ σtZt , (5)
σ 2t = ω + αε2t−1 + βσ 2t−1, (6)
where (Zt) is a sequence of i.i.d. Student-t innovations. Our choice for Student-t innovations is based on many studies
showing that Student-t innovations give the best GARCH fitting performance [28].
(IV) The regime switching model. The VaR forecasting under the assumption of Pareto distribution shows a clustering
of under-estimations (respectively over-estimations) at the beginning of each period of large (respectively small)
fluctuations (see Fig. 3). The interpretation is that, after a regime switching, we estimate the VaR with data from the
other regime. Therefore, we construct a regime switching model that considers a mixture of Pareto distribution. These
regime switching models suppose the existence of a state process that is at the origin of the returns. This process is
generally chosen as being a Markov chain. Many authors use logistic functions of lagged endogenous variables [38,39],
probabilistic functions [40] or Hamilton filter [41] to construct the state chain. These methods are based on an a priori
knowledge of the transition probabilities. In our methodology, we are looking to use the a priori knowledge as less as
possible. So, we introduce a Hidden Markov Model (HMM) that represents an unsupervised learning procedure from
data.We suppose that the return Rt at time t depends on a hidden stateXt , which can take 2 values c and s corresponding
to crisis (Xt = c , large fluctuations) or steady (Xt = s, small fluctuations) periods.
HMM has been first proposed by L.E. Baum and his co-authors [42,43] in the late 60’s. These models assume the
existence of a non-observed variable that is the source of observations, and try to estimate the hidden variable. This
hidden variable Xt is supposed to be aMarkov chain. Themodel is fully characterized by the parametersM = (ρ,Q , ψ)
of the HMM:
(i) the initial law ρ of X:
ρ(x) = P(X0 = x), x ∈ {c, s},
(ii) the transition matrix Q of X:
Q (x, x′) = P(Xt+1 = x′|Xt = x), x, x′ ∈ {c, s}, ∀t > 0,
(iii) the emission kernel of R given X:
ψ(x, dy) = P(Rt ∈ dy|Xt = x), x ∈ {c, s}, y ∈ R, ∀t > 0,
where ψ(x, ·) is a probability measure on R.
Themodel of losses tails is then given by
P(Lt > x) = P(Lt > x|Xt = c)P(Xt = c)+ P(Lt > x|Xt = s)P(Xt = s)
= Ccx−αc P(Xt = c)+ Cs : x−αs (1− P(Xt = c)) (7)
for x > x0, where (Cc, αc) and (Cs, αs) are respectively the Pareto distribution parameters of crisis and steady losses.
The parametersM = (ρ,Q , ψ), Cc , αc , Cs, αs and P(Xt = c) are estimated from data as explained in the next section.
3.3. Parameters estimation and computation of the VaR
We make the hypothesis that the series of stock prices (St)t is stationary over the time (models I and II), (σt)t is time
homogeneous (model III), or theHMM (Xt , Rt)t is time homogeneous (model IV). For the first twomodels, we adopt amoving
window approach with a window size of 252 days (one year of data). For instance, the window is placed between the first
and 252nd days and a given quantile is forecast for the 253rd day. Next, the window is slid one step forward to forecast
quantiles for the 254th, 255th, . . . , last days. The motivation behind the moving window technique is to capture dynamic
time-varying characteristics of the data in different time periods and to emulate the situation where a small investor wants
to forecast the VaR for the next day. The GARCH approach is not based on amovingwindow but uses all the available data up
to the day on which forecasts are generated. This approach is preferable since the detection of volatility clustering requires
more data. The last model uses a window composed from 252 crisis data and 252 steady periods data as explained in (IV).
We proceed as follows:
(I) Stable distribution. For the stable distribution, we use for the returns the McCulloch method [44] as implemented in
the R library fBasics on the data (R1, . . . , Rn) to estimate the four parameters α, β , σ and µ and to compute the
quantile through a direct estimation of the distribution function.
(II) Pareto distribution. We use a slight modification of the Hill estimator. Let (L(1), . . . , L(n)) be the increasing order
statistics of (L1, . . . , Ln)whose common distribution is assumed to satisfy P(L1 > x) = Cx−α for x > x0.
Then, if one writes
ln L(i) = −γ ln

n+ 1− i
n+ 1

+ K + εi, (8)
where γ = 1/α and K = γ ln C , the noise εi is small for n and i large enough. Plotting ln L(i) as a function of− ln((n+
1 − i)/(n + 1)) gives the Pareto plot which should be close to linear for large i. The Hill estimator computes the slope
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of this graph using weighted least squares. For more stability, we remove the highest values. We set dn = ⌊0.95× n⌋,
un = ⌊0.99× n⌋ and we use γˆ as an estimator of γ = α−1:
γˆ = −
un
i=dn
ln(L(i)) · ln
 n+1−i
n+1

un
i=dn

ln
 n+1−i
n+1
2 .
For better numerical stability, we borrow ideas from I. Weissman [45] to estimate the constant C: for w ∈ (0, 1) close
to 1 (we fixw = 0.90), the constant C and the threshold x0 in (4) are estimated by
Cˆ = Lαˆ⌊nw⌋(1− w) and xˆ0 = L⌊nw⌋. (9)
The rationale of this approximation is that L⌊nw⌋ = qˆLw is an approximation of the quantile qLw of (L1, . . . , Ln). The
quantile of the losses at any level a > w is then approximated by
qˆLa =

Cˆ
1− a
γˆ
= L⌊nw⌋

1− w
1− a
γˆ
.
(III) GARCHmodel. For returns, we fit a GARCH Student-t model by using the R library rugarch over an expandingwindow
to compute the quantile through a direct estimation of the distribution function.
(IV) Regime switching model. The procedure of classification contains two steps. In the first step, starting from the
sequence of observations R, we determine the parameters M = (ρ,Q , ψ) of the HMM (learning problem). Then, we
construct the states’ sequence X from the observations sequence and the model’s parameters (recognition problem).
The solution of the learning problem is obtained by likelihood maximization. No tractable algorithm is known
for solving this problem exactly, but a local maximum likelihood can be derived efficiently using a type of
Expectation–maximization algorithms known as Baum–Welch algorithm [43], implemented in the R library RHmm. We
give the results of this algorithm, with the returns of BNP stock as a typical example of observed sequence:
• The estimated initial law ρ of X is ρ(c) = 4.97 · 10−05 and ρ(s) = 1− ρ(c), meaning that the first data corresponds
to a steady period with high probability.
• The estimated transition matrix Q of X is:
Q (c, c) Q (c, s)
Q (s, c) Q (s, s)

=

0.979 0.021
0.007 0.993

.
In particular, the probabilities of remaining in crisis or in steady periods are close to 1, which reflects the tendency of
the financial market to remain in the same state. In addition, the probability of moving from crisis to steady state is
three times higher than from steady to crisis, which reflects the tendency to have shorter crisis periods than steady
periods in the market.
• The Baum–Welsh algorithm assumes Gaussian emission distribution, characterized by the conditional mean and
variance given the hidden state:
ψ(c, R) Var(ψ(c, R))
ψ(s, R) Var(ψ(s, R))

=
−0.12 0.18
0.05 0.02

× 10−2,
where, · and Var denote the mean and variance of a probability distribution. Our choice of the hidden states
denomination was driven by the fact that the variance of returns with the crisis state is 3 times higher than the
variance of returns with the steady state.
These results are consistentwith the qualitative properties of crisis in a financialmarket. Similar resultswere foundwhen
applying the HMM to other market stocks.
Once the model parameters are determined, we solve the recognition problem by the Viterbi algorithm [46], a dynamic
programming algorithm for finding the most likely sequence of hidden states corresponding to a sequence of observed
events. In fact, the algorithm uses a global maximum a posteriori estimation of states to maximize the probabilities δt(i) of
being in state i at time t knowing the partial sequence R1, . . . , Rt . Fig. 1 describes the state sequence built for the BNP stock.
The crisis periods are in red and the steady periods are in blue.
This information of crisis periods is integrated in the estimation of return distribution as follows.
• We set t0 = 1500 for getting enough data for the HMM estimation. For fixed t > t0, the VaR at time t is given by qLa as
follows:
(a) Estimate the HMM parametersM1:t−1 = ρ1:t−1,Q 1:t−1, ψ1:t−1 from the return sample (R1, . . . , Rt−1).
(b) Estimate the sequence of hidden states (X1, . . . , Xt−1).
(c) Estimate the power law parameters (Cc, αc) from the last 252 returns of crisis periods of the sample (R1, . . . , Rt−1).
(d) Estimate power law parameters (Cs, αs) from the last 252 returns of steady periods of the sample (R1, . . . , Rt−1).
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Fig. 1. Classification and detection of crisis and steady periods for the BNP stock. (For interpretation of the references to color in this figure legend, the
reader is referred to the web version of this article.)
(e) With
pt = P(Xt = c) = P(Xt = c|Xt−1 = c)P(Xt−1 = c)+ P(Xt = c|Xt−1 = s)P(Xt−1 = s)
= Q 0:t−1(c, c) δ0:t−1t−1 (c)+ Q 0:t−1(s, c) δ0:t−1t−1 (s),
the quantile of the losses at level a is obtained with
1− a = pt Cc x−αc + (1− pt) Cs x−αs .
This equation is then solved by using Newton–Raphson method.
3.4. Backtesting
The backtesting procedure consists in comparing the successive estimated VaR by moving window approach with the
actual returns [47]. A violation occurs when the actual return Rt is smaller than VaRt(a) estimated from the previous data.
The violation ratio is defined as the total number of violations, over the total number of one-period forecasts. When the
VaR is estimated at (1 − a)th quantile, the expected violation ratio should be q = 1 − a. A higher violation ratio im-
plies an under-estimation of the VaR. Conversely, a lower ratio implies an over-estimation of the VaR by the underlying
model.
To construct the confidence interval (CI) for the violation ratio, the sum of It of one-period forecasts, where It takes 1 if
there is a violation otherwise 0, follows a binomial distribution as we assume it is the sum of independent random variables.
An exact CI at 100× (1− θ)% is given by
1
1+ n−k+1k F2(n−k+1),2k(1− θ/2)
,
k+1
n−kF2(k+1),2(n−k)(1− θ/2)
1+ k+1n−kF2(k+1),2(n−k)(1− θ/2)

,
where k is the success number, n the sample size, and Fν1,ν2(p) the inverse of the quantile at level p ∈ [0, 1] of the Fisher
F-distribution with degree of freedoms ν1 and ν2 [48,49].
In order to test our assumption of independence of the It , we use the unconditional coverage (UC) and conditional
coverage (CC) tests proposed by Christoffersen [50]. The CC tests jointly independence and correct coverage. It combines
the UC test and a test of independence. The likelihood ratio (LR) of the CC test is given by [50]:
LRcc = LRuc + LRind
= −2 ln qN(1− q)T−N+ 2 ln (1− π01)n00πn0101 (1− π11)n10πn1111  ∼ χ2(2) (10)
where T is the number of observations, N is the number of violations, a is the confidence level, nij is the number of
observations with value i followed by j, and πij = P(It = j|It−1 = i) is the probability value. The first part of (9) is the
LR of the unconditional coverage test (LRuc), and the second part of (9) is the LR of the independence test (LRind). In the case
of n11 = 0, the LRcc will be limited to the first-order Markov likelihood as given in [51]:
LRcc = −2 ln

qN(1− q)T−N+ 2 ln (1− π01)n00πn0101  ∼ χ2(2). (11)
In our numerical study (Section 4), we estimate a VaR at 1% confidence level, as in Basel II requirements [3]. VaR forecasting
performances of our models are compared by the violation ratio, the exact confidence interval test and the UC and CC
Christoffersen tests.
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Fig. 2. Violation ratios of 56 Euronext Paris stocks under the four estimation models.
4. Discussion: empirical results and backtesting analysis
4.1. The dataset: stocks from Euronext Paris
The financial instruments considered in the experiments are stocks exchanged on NYSE Euronext Paris. The market data
are provided by eSignal (Interactive Data), and, in the following, the stocks are identified by their eSignal symbol. Out of all
the stocks listed on the Euronext Paris exchange in February 2011 (more than 600), we selected those having quotations
throughout all the period ranging from January 2001 till February 2011 (more than 11 years). This leads uswith a subset of 56
stocks including some of themost liquid stocksmaking up the CAC40 index. The list of these assets can be found in Table 1. In
the following experiments, the time series considered are the returns of the end-of-day closing prices of the selected stocks
and the parameters of the returns distributions are estimated on a sample as explained in Section 3.3. The choice of awindow
length set to one year, inmodels I and II, is a trade-off between the need to have enough data tomake good calibration and to
include recent crises and the increased risk of departure from the stationarity hypothesis with larger datasets. Regarding the
stationarity, it is difficult to draw a clear cut conclusion from Dickey–Fuller and Kwiatkowski–Phillips–Schmidt–Shin tests
on unit root and stationarity tests [52,53]. In our experiments, we are not able to identify other sample sizes that would
consistently outperform one year with regard to the VaR backtesting or stationarity measures.
4.2. Discussion
In this section, the relative forecasting performances of the regime switching and benchmarked models are illustrated.
We apply the methods of estimation of the Value-at-Risk and of backtesting described in Section 3 on the dataset described
above. We plot for all stocks their prices, historical volatility computed from one-year data over a moving window, and VaR
computed under our four models. Our comparisons are based on a backtesting for a single level of confidence one level of
confidence 1% of the VaR. The performance of each model is given by an average of its results for the selected stocks.
Fig. 2 gives the violation ratios for the four models on the 56 selected stocks. Clearly the stable model over-estimates the
VaR and the power law model under-estimates the VaR. GARCH and regime switching models results fluctuate around the
target value 1%. In term of average of violation ratios, the regime switching model is the closest to 1% with 1.12%, followed
by 0.86% for the GARCHmodel, then the power lawmodel with 1.37% and the stablemodel with 0.55%. The number of stocks
for which the backtest results in [0.90%, 1.10%] is 8 for the regime switching, 8 for the GARCH, 5 for the power law and 7
for the stable model.
Due to the small amount of data available for the backtest, the confidence intervals (CI) are quite large. The average size
of the CI is 0.39% for the stable distribution, 0.60% for the power law distribution, 0.98% for the GARCH model and 0.80% for
the regime switching model. So it is not possible to give affirmative conclusions for a single stock, but the backtest results
over the 56 stocks in Table 1 indicate that the regime switching model gives the best results in terms of backtest. With the
regime switching model, 49 out of the 56 exact-CI contain the target value 1%. It is the case for only 46, 43 and 36 out of the
56with the GARCH, power law and stable models respectively. The unconditional and conditional coverage tests give better
results for the GARCH followed by the regime switching model. The results of UC and CC tests are given in Table 1.
We can interpret this result as follows: the tail distribution in the stable law is too fat (since its tail index α is always
smaller than 2). This is confirmed by the fact that the estimated tail index for stable distribution is close to 2 for all stocks
in our dataset. On the other hand, the tail of the power law distribution estimated on the full dataset is not fat enough to
describe Euronext Paris market during crisis periods. The regime switching model computes a combination of tail power
law for crisis and steady periods which produces a fatter tail distribution.
Fig. 3 shows the quantile estimations on our typical example BNP Paribas stock. As stable and power law models do
not take into consideration the regime switching, they suffer from a delay in the estimation of the quantile. The beginning
of periods of small (resp. large) fluctuations is characterized by an over-estimation (resp. under-estimation) of the VaR.
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Table 1
Exact CI backtesting (EBT) and unconditional (UC) and conditional coverage (UC) tests over 56 Euronext Paris stocks.
Stock Stable Power GARCH(1, 1) Regime switch
EBT UC CC EBT UC CC EBT UC CC EBT UC CC
BEN ⋆  ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆
BH ⋆   ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆
BNA    ⋆   ⋆ ⋆ ⋆ ⋆ ⋆ ⋆
BNP ⋆ ⋆ ⋆    ⋆ ⋆ ⋆ ⋆ ⋆ ⋆
BSD    ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆
CA ⋆ ⋆  ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆
CAS    ⋆ ⋆ ⋆      
CCN    ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆  ⋆
CDI       ⋆ ⋆  ⋆ ⋆ ⋆
CGD          ⋆ ⋆ 
CMA    ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ 
CNP ⋆ ⋆  ⋆   ⋆ ⋆ ⋆ ⋆  ⋆
CS ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆
DAN    ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ 
DEC ⋆  ⋆ ⋆ ⋆ ⋆    ⋆  
DG ⋆ ⋆ ⋆    ⋆ ⋆ ⋆ ⋆ ⋆ ⋆
DLT ⋆  ⋆ ⋆ ⋆ ⋆    ⋆ ⋆ ⋆
EC    ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆
EI ⋆   ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆
EN ⋆ ⋆ ⋆ ⋆  ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆
FGR    ⋆   ⋆ ⋆ ⋆ ⋆ ⋆ ⋆
FP ⋆ ⋆ ⋆ ⋆  ⋆ — — — ⋆ ⋆ ⋆
GA ⋆        ⋆ ⋆ ⋆ ⋆
GFC ⋆           
GID    ⋆ ⋆  ⋆ ⋆ ⋆ ⋆ ⋆ ⋆
GLE ⋆ ⋆  ⋆   ⋆ ⋆ ⋆ ⋆ ⋆ 
HAV ⋆  ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆
IGF    ⋆ ⋆ ⋆ ⋆ ⋆ ⋆   
ITE    ⋆ ⋆ ⋆    ⋆  ⋆
KEY    ⋆ ⋆ ⋆ ⋆ ⋆ ⋆   
LG ⋆ ⋆ ⋆    ⋆ ⋆ ⋆ ⋆ ⋆ 
LI ⋆ ⋆ ⋆    ⋆ ⋆ ⋆   
LVL    ⋆ ⋆  ⋆ ⋆ ⋆ ⋆  ⋆
MC ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆
MRB    ⋆ ⋆  ⋆ ⋆ ⋆ ⋆ ⋆ 
MTU    ⋆  ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆
NK ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆
ORC ⋆           
PIG ⋆   ⋆ ⋆  ⋆  ⋆ ⋆ ⋆ ⋆
PP ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆
PUB ⋆   ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆
RCF       ⋆ ⋆ ⋆ ⋆ ⋆ ⋆
RE ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆   
RI ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆
SAN ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ — — — ⋆ ⋆ ⋆
SDT       ⋆ ⋆ ⋆ ⋆ ⋆ ⋆
SECH ⋆   ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆  
SPI ⋆ ⋆  ⋆ ⋆  ⋆ ⋆ ⋆ ⋆ ⋆ ⋆
SW ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆
TEC ⋆ ⋆ ⋆ ⋆   ⋆ ⋆ ⋆ ⋆ ⋆ ⋆
TRI ⋆ ⋆ ⋆    ⋆ ⋆ ⋆ ⋆ ⋆ ⋆
UG ⋆ ⋆ ⋆ ⋆   ⋆ ⋆ ⋆ ⋆  
UL ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆
VAC    ⋆   ⋆ ⋆ ⋆ ⋆ ⋆ ⋆
VIE ⋆ ⋆  ⋆   ⋆ ⋆ ⋆ ⋆ ⋆ ⋆
ZC ⋆ ⋆ ⋆    ⋆ ⋆ ⋆ ⋆  
Total 36 24 23 43 32 30 46 45 46 49 41 39
⋆ Fail to reject,  Rejection, — Not converging.
However, by detecting the volatility clustering, the GARCH model takes into consideration the regime switching and
overcomes this drawback of under-estimation and over-estimation. Our new HMM approach aims to give a simpler model
that combines the advantage of power law and GARCHmodels. We consider crisis and steady periods and we combine their
tail power law distributions. This permits at the beginning of large fluctuations (crisis periods) to reduce the VaR threshold
due to the additional term computed from previous crisis periods. Similarly, at the beginning of small fluctuations (steady
periods), it permits to raise the VaR threshold by adding a term computed from previous steady periods. The consideration
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Fig. 3. Comparison of 1% VaR models for the BNP stock.
of two states in ourmodel allows to reduce the delay of regime switching detection in the quantile estimationwhile keeping
the model simple.
5. Conclusions and perspectives
Value-at-Risk (VaR) and conditional volatility models have become common tools for financial forecasting. However,
conditional volatility models cannot capture extreme movements, as these models are based on past volatility rather than
the extreme observations. On the other hand, extreme value theorymodels can capture extrememovements and forecasting
performance of these models are better than that of conventional volatility models such as GARCH. In this paper, hidden
Markov models and EVT are combined to construct a variant of power laws model that forecasts the extreme observations
taking into consideration both the data clustering and the regime switching.
Themain contribution of this paper is to propose a combined EVTmodel and compare the predictive performance of this
model with conventional models. This hybrid model is tested on real data of 56 stocks exchanged on NYSE Euronext Paris.
The relative performance of regime switching model is benchmarked against stable, power laws and GARCH-t models. Our
regime switching model gives an average violation ratio on 56 stocks closer to 1% than the other models, and the model is
statistically significant for all Christoffersen [50] tail-loss tests for most of the stocks. The regime switching model has the
advantage of a simple power lawmodel in the threshold estimation. In addition, it reduces the violation clustering observed
in stable and power law models by taking into account the crisis and steady periods. However, it shows a fluctuation over
and under the target value 1% in the backtest results characterizing almost all conditional models.
Our results suggest further study by classifying data with a long-memory model of hidden states to have more stability
in the VaR forecasting. Co-movements and correlations between stocks in terms of crisis periods can be studied to identify
global crisis periods or classes of stocks that have the same behavior. Such clustering would permit to refine the model for
each class of stocks and further increase the performance of VaR forecasting.
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