ABSTRACT A major drawback of corpus-based speech synthesis systems is the use of large acoustic inventories, and currently one of the main challenges is the optimal representation of concatenation costs associated with units in the acoustic inventory. These concatenation costs are used to evaluate spectral mismatches between the acoustic units to be concatenated. The combinatorics of costs grows exponentially with the size of the acoustic inventories and can result in hundreds of millions or even billions of concatenation costs to be processed. Therefore, in this paper, we represent a novel unit selection optimization algorithm, which minimizes the size of concatenation costs through the vector quantization-based compression technique and tuple structures. Furthermore, the proposed optimization algorithm is designed to be used as an objective measure to optimize the performance of the unit selection cost function regarding the quality of the speech output, and to evaluate the effect of the vector quantization-based compression technique on its performance. The results obtained show that even when data compression is above 50%, the effect on the quality of the synthesized speech is negligible.
I. INTRODUCTION
Nowadays, there are two mainstream approaches in textto-speech synthesis: the corpus-based (i.e. concatenative speech synthesis), and statistical parametric speech synthesis (SPSS). The SPSS systems, based on artificial neural networks (ANNs), have become popular in the text-tospeech (TTS) research field, especially since ANN-based acoustic models offer an efficient representation of complex dependencies between linguistic and acoustic features, while the recurrent neural networks (RNNs) provide an elegant way to model speech-like sequential data that embodies shortand long-term correlations [1] , [2] . However, concatenative speech synthesis, with unit selection algorithms in particular, generates more natural-sounding speech [3] . The drawback of the approach is its dependence on a large acoustic inventory. When audio material is of high quality and has good coverage The associate editor coordinating the review of this manuscript and approving it for publication was Victor Sanchez. of the possible synthesis units' contexts, the synthesized speech will be of high quality and almost natural-sounding. Moreover, rich acoustic realizations with a good coverage of non-uniform units significantly minimize the possible spectral mismatches (i.e. quality of speech). On the positive side, with concatenative speech synthesis, realistic-sounding machine-generated speech can be created without any, or with only minimal, additional signal processing. This is achieved by analyzing the suitability of all possible combinations of acoustic units based on the spectral mismatch defined as the concatenation costs and calculated in each possible phoneme context.
The idea behind the unit selection algorithm in the corpusbased TTS system PLATTOS is to select the most spectrally suitable sequences of acoustic units from the available acoustic inventory [4] . For high-quality speech, a good coverage with diphones and triphones in many acoustic realizations must be ensured, e.g. Figure 1 . In this case, lighter circles denote several clusters of triphones, while darker circles VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ FIGURE 1. The acoustic inventory with diphones and triphones in the PLATTOS acoustic inventory.
denote several clusters of diphones. The dimension of each circle is proportional to the number of the same acoustic units within each cluster. As outlined in Figure 1 , longer units are preferred, since longer speech units yield more naturalsounding synthesized speech [5] . In order to achieve the best speech quality, it is very important that spectral mismatches at the concatenation points between acoustic units in a sentence are minimal. These spectral mismatches are judged automatically by using the aforementioned concatenation costs. The suitability between any two acoustic units in a specific linguistic and prosodic context is evaluated by using a unit selection cost function in the unit selection algorithm. The process utilizes local cost, target cost and concatenation cost in order to select the best pairs of acoustic units with minimal spectral mismatches between units (i.e. minimal cost). In the PLATTOS TTS system, concatenation costs are calculated off-line for all possible candidates and in all possible linguistic contexts, based on acoustic features, such as energy and the spectral distances around concatenation points. The 'cost' space calculated for an inventory represented in Figure 1 is outlined in Figure 2 . The four groups in Figure 2 separate concatenation costs for diphone-diphone, diphone-triphone, triphone-diphone and triphone-triphone combinations (direction inwards). Within each group, concatenation costs are clustered into 2,000 clusters. The dimension of circles is used to represent the number of costs within each unit's cluster. Therefore, acoustic inventories in corpus-based TTS systems uses acoustic inventories with many acoustic units with several acoustic realizations. Only in this way are we able to minimize the required signal processing at the concatenation points.
Such high-quality inventories generate huge costs space that the algorithms must process. When the unit selection algorithm utilizes off-line calculated concatenation costs, it can run near real time, while its performance depends primarily on the performance of the unit selection cost function. Its goal is to find the best path in a huge graph with many acoustic units for each sentence. Thus, it operates in a huge concatenation costs space, and has to process all the possible pairs of acoustic units, as can be seen in Figure 3 . As already mentioned, the quality of the synthesized speech significantly relies on how close to human judgements the resulting sequences of acoustic units are at the end.
As a result, there has to be a compromise between the targeted quality of the synthesized speech and the size and quality of the acoustic inventory. To sum up, the general issues discussed in the paper are, therefore, how to evaluate the effect on synthesized speech quality due to compression of data resources and, more importantly, how to minimize and mitigate this effect on the unit selection algorithm through relaxed gradient descent (RGD)-based optimization and a novel objective measure. The proposed unit selection optimization algorithm could be a very good solution for these issues in corpus-based TTS systems. It optimizes the unit selection algorithm and unit selection cost function based on objective measures, and in this way also gives us an answer about the effect of the compression of data resources regarding concatenation costs on the unit selection process. In line with advances in artificial neural networks (ANNs), we propose to tackle the data compression issue through reduction of the concatenation costs space (Figure 2) , while keeping the size of the acoustic inventory ( Figure 1 ). For this task we deploy a VQ-based lossy data compression method by implementing radial basis function (RBF) with k-means clustering for the reduction of data, and a tuple structure for time-and-space-efficient access to these data. The proposed unit selection optimization algorithm optimizes concatenation costs space, the unit selection algorithm and the unit selection cost function based on an objective measure. This measure is also used to evaluate the effect of the data compression on the effect on synthesized speech quality. We argue, that since we maintain all possible combinations in all possible contexts and reduce only the concatenation costs space by means of clustering rather than elimination, the proposed unit selection optimization will have a minimal impact on the quality of the synthesized speech. Moreover, since the data resources required to use a given acoustic inventory are compressed to a smaller footprint, larger acoustic inventories may be incorporated, thus enabling us to further improve the quality of the synthesized speech.
The paper is structured as follows. Section 2 provides an overview of related work on speech synthesis and the optimization of large data resources in particular. Section 3 outlines the fuzzy logic formalism used to implement the unit selection process and the proposed optimization concepts and algorithm. Section 4 shows the results of the optimization algorithm. Section 5 provides the discussion, and the conclusions follow.
II. RELATED WORK
With the advances in deep learning (DL), corpus-based TTS systems have been challenged by various parametric speech synthesis (SPSS) approaches, incorporating hidden Markov models (HMM), or classification and regression tree clustering, deep neural networks and deep recurrent neural networks (DRNNs). More recently, techniques such as: WaveNet [6] , Deep Voice [7] and Tacotron [8] , [9] have been introduced. Overall the SPSS promises robust and fully flexible speech synthesis systems with a voice building process that may be largely automated [10] . However, the computational efficiency, robustness, and quality of synthesized speech compared with the unit selection-based techniques are a subject of debate [11] , [12] . A corpus-based TTS system utilizing a unit selection algorithm is a speech synthesis technique, which can synthesize speech close to natural quality [3] .
However, the main drawback of the corpus-based TTS system is the huge speech database that is required for best performance. With huge acoustic inventories a search for the best sequence of acoustic units is computationally very expensive, since the combinatorics of possible acoustic units to be concatenated results in hundreds of millions and even billions of possible combinations. Therefore, this represents a big performance issue regarding time (when calculated on-line), or regarding memory consumption (when calculated off-line). As a result, nowadays corpus-based TTS systems tend to limit the size of acoustic inventories and perform on-line calculations. For instance, pruning [3] , [13] , [14] and compressionbased [15] , [16] approaches are used to minimize the footprint of a speech synthesis system by reduction in corpus size. Most of the compression-based approaches are motivated by linear prediction-based speech coding methods [17] . Sparse representation has also been proposed to implement linear prediction analysis. However, the minimization of acoustic inventories may have a significant impact on the speech quality and lead to its degradation [18] . In general, speech coding methods are proposed to compress unseen speech data efficiently. The speech synthesis system, however, utilizes speech data, which is available beforehand. Thus, the systems will perform best when the database is large and when the audio quality is good [3] , [19] . The size of the acoustic inventory is closely related with spectral mismatches in the synthesized speech (i.e. spectral compatibility between two consecutive acoustic units); the corpus-based TTS system should thus utilize an optimal set of joint and target subcosts and corresponding weights. With the reduction of the acoustic inventory, the possibility of spectral mismatches between units only increases. Various approaches to perceptual evaluation, involving human listeners, have also been proposed [20] - [22] . However, creating an optimal corpus via ''listening'' is very time-consuming, and very expensive to conduct, especially when optimization processes have to be repeated several times. In order to optimize acoustic inventories, and the process of creating them, objective measurebased approaches have also been proposed. These approaches implement a human-like perception of spectral mismatches, by quantifying the compatibility of speech units for concatenation [23] - [25] . The advantage is that the optimization can be repeated far more easily and as many times as necessary, and the results between runs retain consistency and are statistically comparable [23] .
In addition to the optimization of acoustic inventories and data sets the optimization of unit selection cost function, within a unit selection algorithm, represents an alternative method in improving the performance of the concatenative speech synthesis systems.
The unit selection algorithm's task is represented as a shortest path problem (SPP) in a huge graph of acoustic units, where an algorithm must find the best path. Value iteration networks, which mimic the application of value VOLUME 7, 2019 iteration, were shown to be capable of computing near optimal paths [26] , [27] . In the particular case of a unit selection algorithm, the transition network is a graph defined by weights. The lookup for the best possible transition must be evaluated for every di-and triphone used in the input sequence. Thus, if we want to achieve responsiveness in interactive time, the whole graph must reside within the memory. In order to minimize the size of this graph, researchers adopted various approaches: for instance, a weight space search (WSS) algorithm generates a model through a search of a finite set of possible weights by utilizing analysis-bysynthesis exploration [21] . The Viterbi algorithm can also be implemented in order to find the best matching sequence of acoustic units. Since the Viterbi algorithm does not scale well with the number of acoustic units in an acoustic inventory, a multi-layer Viterbi algorithm was proposed [28] , [29] . The computational requirement of both methods grows exponentially with the number of weights being tuned [30] .
Researchers have also investigated the use of other methods, such as genetic algorithms (GAs) [21] , [31] and the A * algorithm [32] and multi-linear regression (MLR) [33] . These methods specifically target the optimal search algorithm over large databases. GAs are stochastic search algorithms and require a large number of manual evaluations for each acoustic unit in the acoustic inventory. The MLR approaches perform optimization by predicting the objective distance by weighting the sub-costs linearly. Both methodologies, however, fail to adjust the weights for acoustic units in the acoustic inventory, which are not accounted for in the optimization; a large number of user evaluations is therefore required. The main issue with GA and Viterbi-based approaches is that none of them scales well with the number of acoustic units in the acoustic inventory. Finally, from the perspective of the SPP problem, the Dijkstra algorithm [34] , optimized with a relaxed gradient descent technique, has also been applied [4] .
Concatenation costs must evaluate spectral mismatch for millions of combinations and, therefore, increase data resources exponentially with the increase in the targeted quality of the speech. For instance, in [4] we have utilized 300 sentences in the acoustic inventory. In turn, roughly 147 million instances of concatenation costs were generated, which amount to a 1.2 GB footprint. In order to reduce the footprint of the TTS system further and to be aware of the effect on the speech quality, we propose an optimization algorithm of the unit selection cost function when utilizing compressed concatenation costs. We apply vector quantization (VQ)-based compression [35] and tuple structures. In particular, we exploit radial basis function (RBF) with k-means, as clustering that has been intensively studied and widely applied to various applications processing large datasets [36] . Artificial neural networks have been proven to be successful in quantization approaches. The more popular of these methods are the Kohonen's networks i.e. learning vector quantization (LVQ), k-nearest-neighbors (kNN), self-organizing maps (SOM); the multilayer perceptrons (MLP), and radial basis function networks (RBFNs). The major drawback of the MLP approach is that the determination of local minima is required [37] . Moreover, since it is based on back propagation (BP), the neural network's structure (i.e. adaptive capability, hidden layers, number of neurons) should be optimal to a given data set. Both processes are complex and time-consuming. LVQs [38] , [39] and RBFNs [36] , [40] , on the other hand, represent a smart alternative. Namely, both methods utilize a self-organizing network approach, which uses the training vectors to recursively ''tune'' the placement of competitive hidden units that represent categories of the inputs. In the RBFN, in particular, each neuron stores a ''prototype'', which is just one of the examples from the training set. When one wants to classify a new input, each neuron computes the Euclidean distance between the input and its prototype. In this sense the RBF-based approaches make neurons more locally sensitive; i.e. the model will generate more clusters where the ''value space'' is denser, while in those parts where the values are sparse and scattered significantly less clusters will appear, Thus, the rationale behind selecting the RBFN is its local sensitivity. We argue that since RBFN will optimize the databases in terms of density, the lossy compression will have minimal impact on the overall quality of the synthesized speech. At the same time, the method will significantly reduce the unit selection algorithm's computational footprint and speed up its operation. Moreover, the RBFN-based methods tend to be more data-set resilient and outperform traditional (i.e. LVQ-based) approaches in both speed and accuracy and can even approach the capability of BP-based methods [41] .
However, as with any lossy data compression, the VQ-based compression of concatenation costs introduces less precise information about acoustic mismatches in the unit selection algorithm. Thus, in addition to a locally sensitive compression method, it is very important to have an objective measure in order to evaluate this effect. With such a measure, one is also able to find the best compromise between data compression and speech quality. Instead of using subjective and perceptive testing on acoustic inventories, as generally used for this purpose, in this paper a novel objective measure is proposed that can easily evaluate the effects the data compression has on the speech quality. Using the proposed method, the data compression may be easily and quickly set to best targeted cut-off performance. The proposed method achieves comparable speech quality even when the footprint of the concatenation costs is reduced by about 50%. We show that the effect of the compression on speech quality is still negligible.
III. THE UNIT SELECTION OPTIMISATION ALGORITHM IN A CORPUS-BASED TTS SYSTEM A. UNIT SELECTION ALGORITHM
The text-to-speech-synthesis system PLATTOS is a corpusbased TTS system with innovative omni-comprehensive architecture [4] . The unit selection algorithm is based on unit selection cost function, which evaluates mismatches between two acoustics units. In the PLATTOS TTS system FIGURE 4. Partial costs that are used in unit selection cost function are responsible for the estimation of how appropriate it is for a given acoustic unit in a sequence to be concatenated, where C t is target cost, C l local cost, and C c concatenation cost.
the following costs are used for the evaluation of the mismatch between two acoustic units, as shown in Figure 4 :
candidate u i and the target unit specification t i (as defined by the prosody modules), by considering their linguistic context.
• target cost cost tc = C t (u i , t i ): a distance between unit candidate u i and the target unit specification t i , by considering acoustic prosody information regarding unitduration and pitch that can be calculated, after the target prosody is specified.
• concatenation cost cost cc = C c (u i−1 , u i ): describes acoustic mismatches at the concatenation points between successive unit candidates u i−1 and u i , by considering energy and spectrum. The fuzzy-based unit selection cost function, which defines the cost of selecting unit u i in the context of u i−1 is defined as follows:
w lc w unittype (1) where C (u i ) represents the overall cost of selecting unit u i . The S cc represents the fuzzy-based partial cost function used for evaluating the cost of selecting u i from the spectral (i.e. acoustic) perspective (i.e. cost cc ). The S tc represents the fuzzy-based partial cost function used for evaluating the cost of selecting u i from the prosodic perspective. In the case of prosodic context, the target cost cost tc is determined by calculating distances by considering pitch, duration, and energy. The S lc represents the fuzzy-based partial cost function used for evaluating the cost of selecting u i from linguistic perspective. (1) is fuzzybased. Its performance obviously depends on the optimization of parameters that define its complex multidimensional shape, when used in the SPP algorithm. The SPP algorithm itself is based on weighted finite-state machine (WFSM) formalism, and implements the Dijkstra algorithm [42] . Such a unit selection algorithm represents the most computationally demanding process in the concatenative speech synthesis [43] , since acoustic inventory is based on a large speech database that is rich in various acoustic contexts (i.e. duration, pitch, energy and linguistic contexts), and contains non-uniform acoustic units (i.e. diphones and triphones) in multiple contexts. The unit selection algorithm has to perform a SPP algorithm for each sentence in order to select the best sequence of acoustic units with minimal discontinuities (i.e. spectral mismatches). Further, the SPP algorithm is performed on-line, thus the unit selection algorithm has to evaluate a large number of unit candidates in order to differentiate between many acoustic units' contexts captured in the acoustic inventory.
As can be seen in (1), the fuzzy-based unit selection cost function consists of several partial cost functions through which the unit selection algorithm can effectively differentiate between acoustic units in various acoustic contexts. Since partial cost functions are fuzzy-based, their values are always in the interval [0.0, 1.0]. The suitability of acoustic unit u i is thus determined through the partial cost functions' shapes, where the best-fitted targets have value 1.0, while other neighboring targets have values assigned as defined by the partial cost functions' shapes. In this way, in (1) the shape of individual partial cost functions emphasizes significant mismatches, while the relative importance of a particular criterion is expressed through the shape of each partial cost function. Additionally, the multiplication of partial cost functions ensures that even small mismatches are noticeable in the overall cost. The overall costs for the first and final acoustic units consist of local and target cost, while for other acoustic units they are comprised of local, target and concatenation cost.
B. CONCATENATION COSTS
Calculation of concatenation costs cost cc is very timeconsuming in corpus-based TTS systems, and can even not be feasible to perform on-line, when interactive speed or near real-time performance is needed. When calculated on-line, the concatenation costs have to be calculated between all the phonetically matched acoustic units needed in the sentence that can be found in the acoustic inventory in several contexts. Moreover, in order to evaluate spectral mismatches at the concatenation points, the speech samples of all these acoustic units have to be loaded. The off-line calculation of cost cc FIGURE 5. Tuple structure used for compact representation of concatenation cost, when using non-lossy data compression).
costs guarantees better run-time and real-time performance of the unit selection algorithm.
However, in the off-line case, the acoustic unit sequences needed for sentences are not known in advance. Thus, the unit selection algorithm must have available concatenation costs between any phonetically matched acoustic units in the acoustic inventory. This results in a huge and sparse concatenation cost matrix consisting of floating-point numbers ( Figure 5 ). Additionally, an efficient representation and fast lookup is a necessity if the unit selection process is to retain its real-time capability. The memory footprint of concatenation costs can be defined as:
where N represents the number of acoustic units in the acoustic inventory, and sizeof (float) is equal to 4 bytes. In the PLATTOS TTS system for time-and-space efficient data representation, tuple structures are used as proposed in [4] . A tuple structure T i,j is a finite function
are sets of strings, and Z are floating numbers. This finite function maps possible pairs of acoustic units into floats. In the TTS system, the tuple's word columns represent diphone IDs and triphone IDs, while the number column represents concatenation costs, as can be seen in Figure 5 . Further, in the tuple structure, perfect hash finite automata are used, where an automaton is used for each finite set of acoustic units' IDs. Thus, a word column W is represented by a minimal deterministic acyclic finite automaton N that accepts each acoustic unit's ID in a word column W . Further, each transition in automaton N is assigned an integer number j, while the sum of integers along the accepting path in N is i. In this way, each perfect hash automaton represents an acoustic unit's ID in each word column with hash-keys. If the overlap between the acoustic units' IDs from multiple word columns is high enough, a single perfect hash automaton can even be used. In Figure 5 , unique pairs of acoustic units are represented by 2 perfect hash finite automata, since for the corresponding tuple structure T the transformation T (W 1 . . . W i ) = z 1 . . . z j converts sequences of acoustic units' IDs into hash-keys by using perfect hashing. Moreover, for the minimization of the footprint, it is important that each individual hash-key is represented with as few bytes as are required by the largest integer number used in each word column. Further, the number column in tuple T (i.e. the third column in Figure 5 ) keeps the concatenation costs cost cc . These costs are floating-point numbers and for their compact representation, each number is decomposed into a normalized mantissa m and an exponent t which are both stored with the minimal number of bytes. Nevertheless, since different computer platforms represent real numbers in a different way and increasing the precision can increases the memory footprint for storing each number, the tuple structure still requires significant memory resources to be allocated when acoustic inventories are huge. Therefore, in order to solve this issue, a VQ algorithm is proposed to compress even more the number column with concatenation costs, and in this way further reduce the memory footprint. The VQ algorithm used for this purpose is outlined in the next section.
C. RADIAL BASIS FUNCTION K-MEANS FOR CLUSTERING
VQ represents an efficient technique for data compression. In codebook clustering the VQ is generally implemented with k-means clustering, or Linde-Buzo-Gray (LBG) algorithm. However, in the case of large vector dimensions and large codebooks, the use of these methods suffers from complexity [44] . The constrained VQ methods, such as partitioned VQ, can be used to reduce storage and computation complexity. Nevertheless, these methods can severely increase the coding error [45] . With the advances in artificial neural networks (ANNs), the traditional VQ methods can also be significantly optimized for large codebooks. Since we are dealing with a huge number of concatenation costs, in this paper we propose to adopt the radial basis function network (RBFN) approach. This approach, as outlined in Figure 6 , uses a three-layered feed forward ANN with strong approximation capability. The input vector is an n-dimensional vector which is being classified. The hidden layer is designed in a way that allows for direct mapping (without additional weights) of input vector into neurons in the layer. One neuron in the input layer corresponds to each predictor variable. With respect to categorical variables, n-1 neurons are used, where n is the number of categories. Thus, the nonlinear function of hidden neurons is symmetrical to the input space, and the output of each hidden neuron depends only on the radial distance between the input vector and the centre of the hidden neuron.
Hidden layers have a variable number of neurons. Each neuron in a hidden layer stores a ''prototype'' vector which is just one of the vectors from the training set. Each neuron compares the input vector to its prototype, and outputs a value between 0 and 1 which is a measure of similarity. h(x) is the Gaussian activation function defined as:
where x P is the p th sample (x P = (x P 1 , x P 2 , . . . , x P n ) T ); c i is the centre or average of the Gaussian function (i.e. the input space); and r = 1 2σ 2 is the standard deviation Gaussian function (i.e. the width).
The output layer is a linear function implemented as a weighted sum of the outputs of the hidden layer. It is defined as:
where w j denotes the weights between the hidden layer and the output layer. Overall, there are three types of parameter to be solved; the weight w between the hidden nodes and the output nodes, the centre c of each neuron of the hidden layer and the unit width r. The learning process is based on adjusting the parameters of the network to reproduce a set of inputoutput patterns. In order to determine the centers, any clustering algorithm can be used. A set of clusters, each with r-dimensional centers, is determined by the number of input variables, or nodes, of the input layer. The cluster centers then become the centers of the RBF units. The number of clusters is a design parameter and determines the number of nodes in the hidden layer.
We have selected the k-means algorithm to find the clusters. This is a clustering algorithm based on distance: its goal is to discover the natural grouping of data points in a given set [46] . It is also a method commonly used to automatically partition large data sets. Further, k-means is one of the most widely used algorithms for clustering because of simplicity, efficiency, and empirical success. In the training step, a standard k-means algorithm has to find the cluster centroids, or so-called code words, while in the coding stage, the encoder searches for the nearest centroid for a new vector. The encoder additionally transmits its index to the decoder in order that the decoder can retrieve the corresponding code word in the codebook. The distortion is defined as:
whereX = Q (X) represents the quantized vector. In this way, the k-means clustering technique is based on a distance matrix, using Euclidean distance as a criterion. It starts with m initial cluster centers. For all data, Euclidean distance from each cluster centre is then calculated, after which the data points are assigned to the closest cluster centre. This method is repeated until the squared error between the empirical mean of a cluster and the points in the cluster is minimized. The goal is to divide the entire dataset by individual m clusters, where the number of elements in each cluster is n i , while the centre of a cluster is c i . The algorithm proceeds until sufficient progress cannot be made, i.e. the minimal Euclidian distance between observations and centroids had been reached. This yields a codebook mapping centroid to codes and vice versa.
By applying the outlined RBF network over the concatenation costs space, we are able to significantly reduce the memory footprint of the tuple structure in the unit selection algorithm. Due to the lossy data compression, however, VQ-induced errors are bound to appear. In order to evaluate them we could, as already mentioned, perform a series of perceptive tests. However, such a task would be highly subjective, as well as cost-and labor-intensive, especially when optimizing the size of compressed concatenation costs space to allow for the best possible performance of the unit selection cost function at the lowest computational cost (including memory footprint). Therefore, we propose a novel optimization process based on an objective measure. As outlined in the following section, it allows us to reliably and fully automatically estimate the impact of the VQ algorithm on the quality of speech.
D. A RELAXED GRADIENT DESCENT-BASED OPTIMISATION ALGORITHM
As a result of data compression of concatenation costs, it is expected that errors will be introduced. These errors will generate spectral discontinuity and will have a negative effect on the performance of the unit selection cost function. Namely, the errors can distort the information about spectral mismatch between adjacent pairs of acoustic units. In order to search for the best performance of the unit selection algorithm operating in maximally compressed space, it is therefore important to measure and objectively evaluate these errors. By comparing unit selection's performance prior and after the compression, via the proposed method, it is possible to a) estimate the effect of the data compression through an objective measure, and b) search for the best compromise between unit selection performance (i.e. data compression) and overall quality achieved on some selected acoustic inventory.
For the measuring and the evaluation process, a fully automatic optimization algorithm, based on the RGD technique, is proposed. The algorithm is outlined in Figure 7 .
As outlined in Figure 7 , the input into the unit selection algorithm is a set of prosodically annotated utterances, all concatenation costs (off-line calculated, compressed, and uncompressed), and acoustic inventory consisting of diphone and triphone acoustic units. Each utterance is represented in the form of a heterogeneous relation graph (HRG) that contains comprehensive linguistic and prosodical information, original pitch (i.e. F0 contour), and original acoustic units from the acoustic inventory. In this way, target unit specifications for all acoustic units in the sentence are provided in detail. The unit selection algorithm then searches for a sequence of acoustic units from the database of utterances by using the unit selection cost function in (1) and iterates the RGD-based optimization process until the best set of parameters is generated. The goal of the optimization is to find as many original acoustic units at the same positions in the input sentence as possible. Since prosody is available for every sentence, the optimized algorithm should select exactly the same sequences of acoustic units, when the optimized parameters shape the cost function accordingly. However, the issue of applying the RGD algorithm in TTS systems for the optimization of (1) is, in general, that the prediction of prosody (at symbolic and acoustic level) is utilized, before searching for the best sequence of units of an individual sentence. As a result, degradation in the speech quality, generated by acoustic mismatches, can arise from many sources: from the prosody module, from the acoustic inventory used (a lack of suitable units with the necessary acoustic realizations for synthesis units), from the shape of the unit selection cost function, or from the unit selection algorithm itself (best path search). Thus, it is hard to reach solid conclusions regarding the origins of the acoustic mismatches.
In the proposed solution ( Figure 7 ) this issue is solved, via the 'Error evaluation' component and the RGD algorithm optimizes unit selection cost function performance through an objective measure. After each iteration, the evaluation of the unit selection cost function's performance is automatically performed, by calculating the error regarding how many correct acoustic units were selected at each position and within each observed sentence. The proposed objective measure is defined as:
where N represents the number of acoustic units selected incorrectly, while M represents the number of all acoustics units in the given subset of sentences S used in the unit selection optimization process. The Error calculated then represents an input for the RGD optimization algorithm. It is used for tuning and updating the parameters of the unit selection cost function. The proposed unit selection optimization algorithm stops when the Error drops below a pre-defined threshold or a pre-defined number of iterations is reached. Thus, the value of the Error also indicates when the parameters have been optimized to model the shape of the unit selection cost function to match the optimal curve.
For the implementation of the RGD-based optimization process in Figure 7 we propose a relaxed gradient descent (RGD) algorithm as defined in [47] . The gradient descent algorithms are popular approaches when searching for optima in both statistical, as well as fuzzy-based, selection algorithms [48] . The RGD algorithm considers the following search for minimal value problem:
where f (x) represents the unit selection cost function in (1), which is continuously differentiable. The necessary and sufficient condition for a point x * (a vector of weights and fuzzymembership functions' parameters) to be optimal for (7) is then:
In general, this search problem is solved through iterative steps, which generate the following sequence of points:
Thus, the algorithm for solving (7) generates a minimizing sequence of parameters x k , k = 0,1, . . .. as:
where t k > 0 is a step size, while the d k is the search direction. The RGD optimization in Figure 7 for tuning the unit selection cost function in (1) performs, therefore, the following steps: a) Compute the search direction for k'th parameter in (1):
Define the step length for k'th parameter in (1) t k via backtracking line search procedure c) Update all parameters in (1): select random value θ k ∈ (0, 1) and update the parameters by using: . These derivations are then used to define directions in multi-dimensional space towards which the parameters should be changed in order to minimize the Error calculated in (6) . After parameters are updated, the unit selection cost function is used again in unit selection algorithm, while the Error when using a new set of parameters is evaluated. The process repeats through several iterations until reaching the desired minimal Error, or until the number of iterations is exceeded.
Further, the RGD-based algorithm in Figure 7 is also proposed to represent a mechanism for estimating the effect of lossy data compression on the unit selection process, when VQ-based compressed concatenation costs are used instead of non-lossy compressed concatenation costs as in the baseline step. The shape of the unit selection cost function and the perceived Error generated at the end of the optimization process then represent objective measures. The two measures are used to objectively evaluate the effect of VQ-based compression on the unit selection algorithm, and on the quality of the synthesized speech. In this way, we can automatically obtain an estimation of the unit selection cost function performance, for a given data compression technique. Thus, a balance between compression, quality and performance can be reached more efficiently. Additionally, the RGD-based algorithm (Figure 7 ) also optimizes the unit selection cost function itself and partially mitigates the effect of lossy data compression within the TTS system. Finally, the proposed solution can be used for any speech database, or any corpus-based TTS system.
IV. RESULTS
In order to evaluate the novel unit selection optimization algorithm for corpus-based TTS systems using the RBF-based data compression technique outlined in Figure 7 , several experiments were performed. We used the PLATTOS speech database with a Slovenian female voice, with up to 1,200 database sentences. In Table 1 , a memory footprint for concatenation costs cost cc for different sizes of acoustic inventories is outlined. From the table it is evident how rapidly memory footprint rises, from 1.48MB to 22.2GB, when non-lossy compression is used for concatenation costs (full precision), and when concatenation costs are represented as tuple structures. A rapid increase of entries in the tuple structure with the number of sentences and acoustic units in the acoustic inventory is also quite evident. Although a tuple structure itself represents a time-and-space-efficient solution for representing concatenation costs, and optimal lookup for corpus-based TTS system, the sizes of tuples in Table 1 show that memory footprint still represents a significant issue.
In order to reduce the size of tuple structures used for representing the concatenation costs, we proposed using RBF-based k-means clustering. In the first experiment we have defined 2,000 clusters to be used to represent the values of concatenation costs in the interval [0.000-2.000]. The clustering process was completed after 20 epochs. The lossy data compression targets the number column in the tuple structure (i.e. the number column in Figure 5 ). The results of the new tuple structures for the same acoustic inventories are then outlined in Table 2 . After the RBFK algorithm, the tuple structures' memory footprints for the same acoustic inventories, as used prior to compression in Table 1 , have been reduced by around 50%. That is, from 0.74MB to 11.1GB.
The distribution of the VQ codebooks for 4 groups of acoustic units is outlined in Figure 8 for an acoustic inventory with 300 sentences. The groups are used for the following acoustic unit pairs: diphone-diphone (D-D), diphonetriphone (D-T), triphone-diphone (T-D) and triphone-triphone (T-T). In all cases, the concatenation costs are distributed across a complete interval [0.000-2.000]. Further, clusters are denser, especially in those areas where the original concatenation costs are very close in the non-compressed concatenation costs' space. Thus, we may expect that at the lossy data compression side, the RBFK algorithm shows good performance in minimizing errors in the precision of concatenation costs.
The achieved data compression for concatenation costs is significant for the corpus-based TTS systems. However, it is TABLE 3. The lossy data compression errors, when using 2000/4000 clusters for the task on 300 sentences.
FIGURE 9.
Comparing the lossy data compression errors, when using 2000 (red), or 4000 clusters (blue).
very important to consider the effect of less precise information about acoustic mismatches introduced into the unit selection algorithm. Since speech quality is always above everything else, the proposed RBFK-based compression can even be pointless, if it results in significant degradation of speech quality. Moreover, another issue is how to estimate this effect on any acoustic inventory, or any corpusbased TTS system, easily and flexibly. Therefore, in the next experiment we used the proposed RGD-based optimization algorithm (in Figure 7 ) in order to evaluate the impact of the RBFK-based compression on the quality of synthesized speech (e.g. the Error parameter).
Firstly, we statistically estimated the RBFK-based compression errors by considering all concatenation costs in the acoustic inventory for 300 database sentences. Each value was calculated as a difference between the original value and the assigned cluster's value. The results are outlined in Table 3 . Table 3 also compares the compression error when the number of clusters is doubled (i.e. for 2000 and 4000 clusters). The number of selected clusters for lossy data compression is a key player in searching for the best ''tuple size/precision'' ratio that can additionally be analyzed easily and flexibly through the proposed algorithm in Figure 7 . In Table 3 , we can conclude that (not surprisingly) the sum of VQ-based errors is significantly smaller for a double number of clusters, while absolute differences regarding minimum or maximum values are not noticeable. In order to evaluate precisely how much could be gained with more clusters within a corpus-based TTS system, further experiments have to be performed.
Secondly, as outlined in Figure 9 and Table 3 , the errors generated by the RBFK-based data compression are in the case of 2,000 clusters roughly 4%, and in the case of 4,000 clusters, 3%. In both cases the memory footprint of the corresponding tuple structures is reduced up to 50%. The error rate on its own, however, does not clarify how the errors will degrade the quality of speech. It only shows that in original sentence another acoustic unit was selected. As a result, the RGD-based unit selection optimization algorithm, with objective measure, is also carried out in the evaluation phase. It is performed in the following steps:
1. the unit selection algorithm on the subset of 10 database sentences is performed by utilizing the unit selection cost function in (1), and by using an acoustic inventory for 300 sentences, 2. for each sentence in the subset partial derivations over all parameters utilized in the unit selection cost function are calculated, in order to compute a proper search direction in the multi-dimensional search space as follows:
3. step t k via backtracking line search procedure for each parameter k is then defined, 4. parameters are updated, where θ k ∈ (0, 1) is randomly defined, as follows:
. a test is performed for stopping the optimization process, where Error is calculated between the number of correctly selected acoustic units (diphones/ triphones) N , and the number of all selected acoustic units M in the subset of database sentences. The algorithm was first performed with an acoustic inventory for 300 sentences, when utilizing non-lossy data compression on concatenation costs (see Figure 10 (a) ). Next, the algorithm was performed on the same acoustic inventory, but utilizing lossy data compression with 2,000 clusters on concatenation costs (see Figure 10 (b) ). And thirdly, the algorithm was performed on the same acoustic inventory, but utilizing lossy data compression with 4,000 clusters on concatenation costs (see Figure 10 (c) ). Further, in all three cases, the unit selection optimization algorithm started with the unit selection cost function using a set of the same baseline pre-defined parameters (i.e. with the same shape). The objective measure, after performing an RGD-based unit selection optimization algorithm in each case, can tell us about the performance in selecting the most perceptually suitable acoustic units in a given subset of sentences. The results are outlined in Figure 10 . The x-axis represents the number of iterations, while the y-axis represents the objective measure, i.e. Error in (6) that represents the ratio of correctly selected acoustic in the subset of sentences being evaluated. Figure 10 shows that the unit selection algorithm's performance is gradually improving at each iteration in all cases. Thus, the Error for the subset of sentences in (a)-(c) decreases and, after 320 iterations, stabilizes at 11.901% for non-lossy compressed set, while at 12.921% for both lossy compressed sets. From these experiments we can conclude that the proposed lossy data compression of concatenation costs is not without degradation of the speech quality, since final results are a bit worse than in experiment (a). However, since the Error is higher for only around 1%, we can say that the degradation is only negligible, if noticeable at all. Therefore, when using non-lossy data compression, or the proposed lossy data compression of concatenation costs cost cc , we can conclude that the proposed RBFK-based lossy data compression has negligible impact on the unit selection cost function performance. Secondly, we also observed that there is no noticeable effect on the Error when we use double the clusters for VQ-based lossy data compression. Therefore, 2,000 clusters can be used in the tuple structure for the same results. Further, although the statistical analysis above showed that double the clusters reduces VQ errors, the unit selection algorithm after performing RGD-based optimization proves the same performance. From this we can conclude that the proposed RGD-based optimization also minimizes the effect of VQ errors incorporated into the TTS system, when using lossy data compression of concatenation costs. This is also a beneficial conclusion, since we can use fewer clusters for the same unit selection algorithm performance. In the next experiment, we have conducted a performance analysis of the unit selection algorithm on a larger set, with 300 sentences that were not included in the RGD-based optimization process. The goal in this case has been, firstly, to see how the optimized unit selection cost function is performed on a set of sentences not included in the subset for optimization, and to estimate the unit selection performance on the same task for all three cases in previous experiments in Figure 10 . The results are outlined in detail in Figure 11 (a)-(c), Figure 12 (a)-(c), and Table 4 . By analyzing the results, we can conclude that in the proposed unit selection optimization algorithm the VQ errors also have negligible impact on the unit selection cost function performance on unseen sentences. We can conclude, firstly, that the performance of the RBFK algorithm is very good, since comparable unit selection cost function performance results are obtained for all cases (a)-(c). Further, as outlined in Table 4 and Figure 11 , for all cases (a)-(c) the Error rate is reduced from 36% to roughly 11% after the proposed optimization. When comparing these results, therefore, whether we are using non-lossy or VQ-based lossy data compression (2,000 or 4,000 clusters) on concatenation costs cost cc , we can conclude that in the unit selection algorithm VQ errors have negligible impact on the unit selection cost function performance. Therefore, advanced RBFK clustering using 2,000 clusters guarantees very good representations for the concatenation costs, and on the other hand significant reduction in the size of the tuple structure.
Moreover, as outlined in Figure 12 (a)-(c), the Error in selecting acoustic units per sentence in the set of 300 sentences without lossy compression ranges from [20-60%] for non-optimized unit selection cost function, while after RGD-based optimization this Error drops into the interval [0-20%]. Further, the boxplot in Figure 12 (a) shows that the median value for Error is 35.59% for the baseline unit selection cost function, and 10.41% after RGD-based optimization. The boxplots in Figure 12 (b) and (c) then show that the median value for Error is 35.7143% in the non-optimized case, and around 11.7% after RGD-based optimization, when the RBFK-based compression has been used. Again, deviations in Error between non-lossy compressed, and lossy compressed spaces, is minimal, roughly 1%.
V. CONCLUSION
The main drawback of the corpus-based TTS systems is that its speech quality and performance greatly depend on the acoustic inventory. That is to say, when the inventory is of high-quality, and covers lots of possible contexts, the synthesized speech will also be of high quality and close to natural-sounding. But, on the other hand, large acoustic inventories have huge memory footprints. For instance, in the case of the TTS system PLATTOS, storage for concatenation costs for 1,200 sentences requires 22.2 GB. Further, any significant reduction in the diversity of acoustic realizations will increase the presence of spectral discontinuities in the synthesized speech, which results in less natural-sounding speech. Thus, in this paper we have proposed a new algorithm designed to optimize unit selection cost function in corpus-based TTS systems. We have also provided an objective measure to estimate automatically the degradation in speech quality due to lossy compression and, even more importantly, to minimize and mitigate the effects of the optimization. In particular, rather than targeting the acoustic inventory, we proposed to further compress the concatenation costs' space. We specifically aimed to compress the floatingpoint space used to represent the costs. For this purpose, we deployed a VQ-based compression implemented via an RBF network, with a k-means algorithm used for clustering. The comprehensive experiments show that tuple structures' footprints, for the same acoustic inventories as used prior to compression, were reduced by up to 50%, and the Error rates introduced by the compression were insignificant, roughly a 1% increase. The distribution of clusters generated by the RBFK algorithm implies that the actual impact of the errors, however, is not noticeable. Thus, the clusters obtained are more compact in those areas where the concatenation costs are very close in the non-compressed concatenation costs' space.
Further, we also investigated the effect of the proposed RGD-based optimization algorithm when using lossy data compression on concatenation costs. It showed that the Error for the selected subset of sentences decreases, and after 320 iterations stabilizes at 11.901% for the non-lossy compressed set, and at 12.921% for the lossy compressed sets. Thus, the impact of the RBFK-based compression is successfully mitigated to 1%. From this we can conclude that the proposed RGD-based optimization minimizes the degrading effect of VQ errors introduced by the lossy compression of concatenation cost space. Additionally, when comparing results between concatenation cost space with 2,000 and 4,000 clusters, we observed that the difference in performance of the unit selection cost function is only minimal. This is highly beneficial, since we can use fewer clusters for the same unit selection algorithm performance. The outlined trends were also confirmed on large sets with 300 sentences not involved in the proposed optimization. After the optimization, the proposed lossy compression introduces a minimal, roughly 1%, increase in Error.
To sum up, the size of tuples used for concatenation costs directly affects the efficiency and the performance of the unit selection algorithm in the corpus-based TTS system PLATTOS; thus, increasing the speech quality with more acoustic units and with more acoustic realizations can be very costly for unit selection algorithm performance and available memory resources. The algorithm proposed in this paper significantly reduces the memory footprint with a proven minimal degrade in the quality of the synthesized speech. In contrast to similar optimization approaches (e.g. those involving clustering), the decrease in accuracy is negligible. However, the size of the part in the tuple structure used for storing hash numbers still represents a significant computational problem, especially if the algorithm is to be used on embedded solutions. The tuple structure for 1,200 sentences after using RBFK lossy compression still consumes 11.2 GB. Thus, in the future we plan to investigate using DNNs architectures and multi-layered long short-term memory recurrent neural networks, in order to optimize even further the representation of the concatenation costs. IZIDOR MLAKAR is currently a Researcher with the Faculty of Electrical Engineering and Computer Science, University of Maribor. He is involving in and leading a research project in conversational models for assisted environments, funded by the EU and the Ministry of Education, Science, and Sport of Slovenia, entitled SAIAL. His research interests include embodied conversational agents, natural language processing and generation, multimodal conversational intelligence, kinesics and sentics, machine learning, advanced multimodal interfaces, the Internet of Things, and smart homes and ambient assisted living.
