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Abstract
The wrap-around L2-discrepancy has been used in quasi-Monte Carlo methods, especially in ex-
perimental designs. In this paper, explicit lower bounds of the wrap-aroundL2-discrepancy of U-type
designs are obtained. Sufﬁcient conditions for U-type designs to achieve their lower bounds are given.
Taking advantage of these conditions, we consider the perfect resolvable balanced incomplete block
designs, and use them to construct uniform designs under the wrap-around L2-discrepancy directly.
We also propose an efﬁcient balance-pursuit heuristic, by which we ﬁnd many new uniform designs,
especially with high levels. It is seen that the new algorithm is more powerful than existing threshold
accepting ones in the literature.
© 2005 Elsevier Inc. All rights reserved.
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1. Introduction
Recently, Fang et al. [6] gave lower bounds for thewrap-aroundL2-discrepancy (WD2, for
simplicity) of U-type designswith two or three levels andmade a signiﬁcant improvement to
the threshold accepting algorithm. In this paper, we extend their results to any symmetrical
U-type designs, deﬁne the perfect resolvable balanced incomplete block designs, propose a
more efﬁcient algorithm, namely balance-pursuit heuristic, for searching uniform designs
and obtain new uniform designs with more levels.
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For more than two decades since the uniform design was proposed by Fang and Wang
[2,16], it has been widely applied in manufacturing, system engineering, pharmaceutics
and natural sciences. Uniform design is a type of “space ﬁlling” designs, which spread
experimental points uniformly on the experimental domain [1]. The construction methods
of uniform designs by most authors in the literature have been restricted on balanced lattice
designs, or called U-type designs. In this paper, we only consider symmetrical U-type
designs. A symmetrical U-type design U(n; qm) corresponds to an n × m matrix X =
(x1, . . . , xm) such that each column xi takes values froma set of q integers, say {1, 2, . . . , q},
equally often. Denote by U(n; qm) the set of all U(n; qm) designs. By mapping f : l →
(2l− 1)/(2q), l = 1, . . . , q, the n runs are transformed into n points in Cm = [0, 1]m. The
transformed design is denoted by U˜ (n; qm) and the set of all such designs is denoted by
U˜(n; qm). The one-to-one correspondence between U(n; qm) and U˜(n; qm) will be used
often throughout this paper.
As a measure of uniformity, the Lp-discrepancy has been widely used in quasi-Monte
Carlo methods (see [9,15]). However, in [10,11], Hickernell pointed out some weakness
of the Lp-discrepancy and further proposed several modiﬁcations, among which the wrap-
aroundL2-discrepancy (WD2) is an attractive and interesting one. LetP = {(xk1, . . . , xkm),
k = 1, . . . , n} be a set of n points in Cm. An analytical expression of WD2(P) can be
derived.
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where xi = (xi1, . . . , xim) ∈ P . In this paper the set of points P is always chosen to be a
U˜ (n; qm) design, and we refer to WD2-value of a U(n; qm) as the WD2-value of its cor-
responding U˜ (n; qm). Due to the speciﬁc structure of the U-type design, its corresponding
uniformity measureWD2 has some nice properties, which will be given in the next section.
A symmetrical uniform design under WD2 is a U-type design U(n; qm), whose corre-
sponding U˜ (n; qm) minimizes WD2-values over U˜(n; qm). To search a uniform design is
an NP hard problem in the sense of computational complexity when (n, q,m) increase.
The threshold accepting algorithm has been used to search uniform designs by many au-
thors such as [6,7,8]. The last paper showed that lower bounds of WD2 play an important
role in the search process. Unfortunately, their results are limited to q = 2, 3. For com-
puter experiments uniform designs with q > 3 are often required. The task of the paper
is to generalize their results from U(n; qm), q = 2, 3, to any symmetrical U-type designs.
Meanwhile, combinatorial conﬁgurations have been extensively used to construct uniform
designs under the discrete discrepancy (or categorical discrepancy) proposed by Hickernell
and Liu [12]. Vital papers include [3–5,13,14]. In this paper, we will make use of the wrap-
around L2-discrepancy as the benchmark of uniformity to construct uniform designs via a
new class of combinatorial conﬁguration named “perfect resolvable balanced incomplete
block design (PRBIBD)”. Moreover, an efﬁcient balance-pursuit heuristic for generating
any symmetrical uniform design will also be proposed.
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The paper is organized as follows: in Section 2, we give lower bounds of the wrap-around
L2-discrepancyonU-type uniformdesigns and also give corresponding sufﬁcient conditions
for a U-type design to achieve the lower bound. Based on these sufﬁcient conditions, we
provide two ways of construction methods for uniform designs in Section 3. First we deal
with the combinatorial approach. The concept of PRBIBD, the connection between uniform
designs and PRBIBDs and some results on the existence of inﬁnite classes for PRBIBDs
are explored in this section.We also introduce an efﬁcient algorithm named balance-pursuit
heuristic to search for uniform designs under the wrap-aroundL2-discrepancy in Section 3.
It is shown by several tests that our new algorithm is powerful. The last section addresses
some conclusion and future work.
2. Sufﬁcient conditions and lower bounds of WD2
From the analytical expression of Eq. (1), it is easy to see that the wrap-around L2-
discrepancy is only a function of products of kij ≡ |xik − xjk|(1 − |xik − xjk|) (i, j =
1, . . . , n, i = j and k = 1, . . . , m). However, for a U-type design, its -values can only
be limited to a speciﬁc set. More precisely, for a U-type design U˜ (n; qm), when q is
even, -values can only take q/2 + 1 possible values, i.e., 0, 2(2q − 2)/(4q2), 4(2q −
4)/(4q2), . . . , q2/(4q2); when q is odd, these products can only take (q + 1)/2 possible
values, i.e., 0, 2(2q− 2)/(4q2), 4(2q− 4)/(4q2), . . . , (q− 1)(q+ 1)/(4q2). Table 1 gives
the distribution of -values over the set {kij : 1 i < jn, 1km}, for both even and
odd q. Note that given (n, q,m), this distribution is the same for each design in U˜(n; qm).
We shall see that this fact is very useful in our approach.
For any two different rows of the design U˜ (n; qm), xi = (xi1, xi2, . . . , xim), and xj =
(xj1, xj2, . . . , xjm), denote by F ij the distribution of their {kij , k = 1, . . . , m}. The F ij ’s
can characterize whether a U-type design is a uniform design or not.
Theorem 2.1. A lower bound of the wrap-around L2-discrepancy on U˜(n; qm) with even
q and odd q is given by
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,
respectively, where  = − ( 43)m + 1n ( 32 )m. A U-type design U˜ (n; qm) is a uniform design
under the wrap-around L2-discrepancy, if all its F ij distributions, i = j , are the same. In
this case, the WD2-value of this design achieves the above lower bound.
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Table 1
Distribution of -values of a U(n; qm) design
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Proof. By Eq. (1), to minimizeWD2(P)2 over U˜(n; qm) is equivalent to minimizing∑n−1i=1∑n
j=i+1
∏m
k=1
[
3
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]
with respect to kij ’s. From Table 1, we know that for given
(n, q,m), the distribution of -values is the same, so
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[
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is
a constant on U˜(n; qm) and 3/2 − kij > 0. Based on the geometric and arithmetic mean
inequality, the WD2-value arrives at its minimum if all
∏m
k=1
[
3
2 − kij
]
for 1 i < jn
are the same. Obviously, the latter is the result when all F ij are the same. The expression
of the lower bound of the discrepancy is straightforward according to Table 1. 
Applying Theorem 2.1 to a two-level U˜ (n; 2m) design we ﬁnd that its {kij } take only two
possible values 0 and 1/4 with frequency mn(n − 2)/4 and mn2/4, respectively. In this
case, each F ij distribution can be uniquely determined by the Hamming distance, denoted
by dij , between the ith row and the j th row of the design matrix. The Hamming distance
between two rows is deﬁned as the number of places where two rows take different values.
The necessary condition that all F ij distributions equal each other is equivalent to that
each dij equals m − 2, where 2 = m(n − 2)/2(n − 1). There are similar results for
three-level U-type designs. For instance, for a three-level U˜ (n; 3m) design its {kij } take
two possible values 0 and 2/9 with frequency mn(n − 3)/6 and mn2/3, respectively. Let
3 = m(n − 3)/3(n − 1). The necessary condition that all F ij distributions are the same
is equivalent to that all dij ’s equal m− 3. In these two special cases, Theorem 2.1 can be
simpliﬁed to the following corollary, which essentially can be found in [6].
Corollary 2.2. A lower bound of the wrap-aroundL2-discrepancy on U˜(n; qm)with q = 2
and q = 3 is given by
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respectively. A U-type design U(n; 2m) or U(n; 3m) is a uniform design under the wrap-
around L2-discrepancy if the Hamming distance of each pair of two distinct rows equals
m− 2 when q = 2 or equals m− 3 when q = 3. In this case WD2-value of the uniform
design arrives at the above lower bound.
3. Constructions of uniform designs
As already mentioned in Section 1, combinatorial conﬁgurations have been proved to
be very useful in the constructions of uniform designs, see for example [3,13,14] and
references therein. In the process one always takes “discrete discrepancy” as the criterion
of uniformity. However, discrete discrepancy is thought to be only a category discrepancy.
That is, though it is deﬁned under the high level case, it can only deal with one difference,
due to its simple kernel function (see [12]). While for the wrap-around L2-discrepancy, the
design can distinguish  q−12  differences among those q levels. Obviously, it can give more
information compared with the discrete discrepancy for q > 3. The designs obtained by
traditional combinatorial conﬁgurations such as RPBDs, RPDs and RCDs are not always
uniform under the wrap-aroundL2-discrepancy, though they are uniform under the discrete
discrepancy. This suggests new combinatorial conﬁgurations are needed for constructions
of uniform designs underWD2. According to Theorem 2.1, when a U-type design achieves
the lower bound LBeven or LBodd, all its F ij distributions, i = j , should be same. This leads
us to deﬁne a new type of combinatorial conﬁgurations by adding extra constraints to a
resolvable BIBD.
As usual, we call a balanced incomplete block design (BIBD) of index  and order n
a (n, k, )-BIBD. It is deﬁned to be a pair (V ,B), where V is a set of n points and B is
a family of subsets (called blocks) of V with size k, such that every pair of points of V
occurs in exactly  blocks. A BIBD is called resolvable, denoted by RBIBD, if its blocks
can be partitioned into classes (called parallel classes), each being a partition of its point
set. LetA1,A2, . . . ,Am be parallel classes of a (n, k, )-RBIBD, (V ,B). Assign a certain
order to the blocks in each Ai and then write Ai = {Bi1, Bi2, . . . , Biq}, where q = n/k.
The unordered pair x, y is called t-apart in Ai , if x ∈ Bij , y ∈ Bij+t or y ∈ Bij , x ∈ Bij+t ,
where j + t is taken modulo q and t = 1, 2, . . . , q/2. For convenience, when q is even
and t = q/2, each q/2-apart is regarded as twice appearing in the same parallel class.
For a (n, k, )-RBIBD, it is readily calculated that (n − 1) = m(k − 1), where m
represents the number of parallel classes. Thus, the total number of t-apart, i.e., knm, is
determined by n, k and .
Deﬁnition 3.1. A perfect resolvable balanced incomplete block design, denoted by (n, k,
; )-PRBIBD, is an RBIBD, (V ,B), such that for every t = 1, 2, . . . , q/2, each un-
ordered pair x, y ∈ V is t-apart in  = 2k
k−1 parallel classes (k2).
Remark. When the block size k equals 1, then the deﬁnition of BIBD or RBIBD becomes
trivial. However, in this case, we can still deﬁne the concept of t-apart. As an extension to
Deﬁnition 3.1, if for every t = 1, 2, . . . , q/2, each unordered pair x, y ∈ V is t-apart in
exactly  parallel classes, then we call a (n, 1, 0)-RBIBD a (n, 1, 0; )-PRBIBD.
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Example 3.2. A (12, 3, 2; 6)-PRBIBD can be formed by the following 11 parallel classes:
A0 = {0, 1, 3}, {2, 6, 8}, {4, 5, 9}, {7, 10,∞} and
Ai =A0 + i = {i, 1+ i, 3+ i}, {2+ i, 6+ i, 8+ i},
{4+ i, 5+ i, 9+ i}, {7+ i, 10+ i,∞}.
Here i = 1, 2, . . . , 10 and the addition is taken modulo 11.
Let us now describe the link between PRBIBDs and uniform designs under the wrap-
around L2-discrepancy.
Given a (n, k, ; )-PRBIBD, (V ,B), where V = {1, 2, . . . , n}. For each parallel class
Ai = {Bi1, Bi2, . . . , Biq} (i = 1, 2, . . . , m), construct a q-level column di = (dli) as follows:
set dli = u, if point l is contained in theuth block ofAi ,Biu. Then them columns constructed
from Ai of B (i = 1, 2, . . . , m) form an experimental design with n runs and m factors.
The level number of each factor is q.
Example 3.3. The following U-type design U(12; 411) is derived from the (12, 3, 2; 6)-
PRBIBD in Example 3.2:
Row 1 2 3 4 5 6 7 8 9 0 1
0 1 4 3 2 4 2 3 3 1 2 1
1 1 1 4 3 2 4 2 3 3 1 2
2 2 1 1 4 3 2 4 2 3 3 1
3 1 2 1 1 4 3 2 4 2 3 3
4 3 1 2 1 1 4 3 2 4 2 3
5 3 3 1 2 1 1 4 3 2 4 2
6 2 3 3 1 2 1 1 4 3 2 4
7 4 2 3 3 1 2 1 1 4 3 2
8 2 4 2 3 3 1 2 1 1 4 3
9 3 2 4 2 3 3 1 2 1 1 4
10 4 3 2 4 2 3 3 1 2 1 1
∞ 4 4 4 4 4 4 4 4 4 4 4
Further, we can prove that:
Theorem 3.4. The experimental design U(n; qm) derived from a (n, k, ; )-PRBIBD is
a uniform design under the wrap-around L2-discrepancy.
Proof. According to Theorem 2.1, it sufﬁces to prove that for each pair of distinct rows i
and j in the derived experimental design U(n; qm), the F ij distributions are the same. The
pair of distinct rows in the experimental design corresponds to the pair of distinct points
in the point set of the PRBIBD. Moreover, if the two distinct points i and j appear in the
same block of the kth parallel class, then in the derived experimental design U(n; qm), the
kth -value between rows i and j , kij , will be 0; if the pair of two distinct points i and j
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is t-apart in the kth parallel class, t = 1, 2, . . . , q/2, then in the derived experimental
design U(n; qm), the kth -value between rows i and j , kij , will be tq
(
1− t
q
)
. From the
deﬁnition of PRBIBD, we know that each pair of distinct points appears in exact  blocks,
and is t-apart in exact  parallel classes. This ensures the derived experimental design
U(n; qm) satisﬁes the condition in Theorem 2.1. 
What Theorem 3.4 says is that if we happen to have a PRBIBD, then we can obtain a
uniform design under WD2. Though, it is a very difﬁcult task to construct a PRBIBD due
to its complicated structure, we succeed in ﬁnding some classes, which we state in stages
below and leave the proofs in the appendix.
Theorem 3.5. For any primen = q1q2−1, there exists a (n+1, q1, (q1−1)(n−1); 2q1(n−
1))-PRBIBD, hence we can obtain a uniform design U(n+ 1; qn(n−1)2 ) under WD2.
Theorem 3.6. For any prime n = q1q2 − 1 ≡ 3 (mod 4), there exists a (n + 1, q1, (q1 −
1)(n− 1)/2; q1(n− 1))-PRBIBD, hence we can obtain a uniform design U(n+ 1; q
n(n−1)
2
2 )
under WD2.
Theorem 3.7. For any odd prime q, there exists a (q, 1, 0; 2)-PRBIBD, hence we can
obtain a uniform design U(q; qq−1) under WD2.
Our next result is established by using the cyclotomic classes of a ﬁnite ﬁeld of prime
order. Let p = ef +1 be a prime, and be an arbitrary primitive root modulo p. Denote the
uniquemultiplicative subgroup of order f inZp byCe0, and writeC
e
j for j = 0, 1, . . . , e−1
for the cosets of Ce0 in Z∗p, namely, the cyclotomic classes of index e of Zp. An e-subset S
of Zp is called a representative system for Zp modCe0, if S covers exactly one element in
every cyclotomic class Cej (0je − 1).
Theorem 3.8. For any prime n = 12m+ 7 and m ≡ 1 (mod 3), denote V = Zn ∪∞ and
 as a root of x2 + x + 1 = 0. If there exist the following base blocks:
A1 = {a1, a2, . . . , a3m+2},
A2 = {a1, a2, . . . , a3m+2},
A3 = {2a1, 2a2, . . . , 2a3m+2},
A4 = {a3m+3, a3m+3, 2a3m+3, a3m+4, a3m+4, 2a3m+4,
. . . , a4m+2, a4m+2, 2a4m+2, 0,∞}
such that
1. {a1, a2, . . . , a4m+2} is a representative system for ZnmodC4m+20 ,
2. differences occur in A3−A1 and A4−A2 form some representative systems of Znmod
C4m+20 , where Ai − Aj = {bi − cj : bi ∈ Ai, cj ∈ Aj },
then there exists a (n+1, 3m+2, (3m+1)(2m+1); 2(3m+2)(2m+1))-PRBIBD, hence
we can obtain a uniform design U(n+ 1; 4(2m+1)n) under WD2.
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For all primes less than 100 which satisfy the conditions in Theorem 3.8, we ﬁnd the
desired base blocks A1, A2, A3 and A4 by a simple computer search. The result is listed in
Table 2.
Example 3.9. The following uniformdesignU(8; 47) is derived from the above base blocks
for n = 7:
Row 1 2 3 4 5 6 7
0 4 2 3 3 1 2 1
1 1 4 2 3 3 1 2
2 2 1 4 2 3 3 1
3 1 2 1 4 2 3 3
4 3 1 2 1 4 2 3
5 3 3 1 2 1 4 2
6 2 3 3 1 2 1 4
∞ 4 4 4 4 4 4 4
For given (n, q,m), the lower bounds in Theorem 2.1 cannot always be reached. As a
matter of fact, it is often difﬁcult to make a judgement whether theWD2-value of the design
is the smallest on U˜(n; qm). In this case a resulted design by some powerful optimization
algorithm is called a low-discrepancy design that might be a uniform design sometimes. The
threshold accepting heuristic has been successfully applied for searching low-discrepancy
designs by [6,7,8,17]. However, Theorem 2.1 provides not only the lower bounds that can
be used for a benchmark, but also the importance of balance of {F ij }. Checking all F ij
distributions to be the same needs a heavy computational load. Therefore, we deﬁne
ij =
m∑
k=1
ln
(
3
2
− kij
)
,
for any two rows i and j . Obviously, for any 1 i = j, p = qn the fact that F ij = F pq
implies ij = pq , but the inverse may not be true.Aiming to adjust those ij ’s as equally as
possible, we propose a more powerful algorithm, which is named balance-pursuit heuristic.
Compared with the existing threshold accepting heuristic, for example [6], our algorithm
has more chances to generate better designs in the sense of lower WD2 in each iteration,
since it gives an approximate direction to the better status, which can save considerable
time in the computational searching. Moreover, our algorithm does not need the threshold
accepting series, which actually plays an important role in the threshold accepting heuristic.
As stated in [17], the aim of using a temporary worsening up to a given threshold value is to
avoid getting stuck into a localminimum.But how to determine a proper threshold accepting
series is itself a difﬁcult problem, since it will depend on the structure and property of the
design. In our algorithm, we also use a randomly warming-up procedure but different way
to jump out from a local minimum. Details can be seen in the following discussion.
Similar to the threshold accepting heuristic, our algorithm is started with a randomly
generated U-type design D0. Then it will go into a large number, say , times of iteration.
In each iteration the algorithm tries to replace the current solution Dc with a new one.
The new design Dnew is generated in a given neighborhood of the current solution Dc.
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Table 2
Base blocks in Theorem 3.8
n = 7
A1 = { 3 1 }
A2 = { 6 2 }
A3 = { 5 4 }
A4 = { 0 ∞ }
n = 31
A1 = { 19 13 5 27 26 4 23 9 }
A2 = { 10 15 1 24 30 7 17 8 }
A3 = { 2 3 25 11 6 20 22 14 }
A4 = { 29 12 21 28 18 16 0 ∞ }
n = 43
A1 = { 11 32 27 38 28 41 37 2 1 4 30 }
A2 = { 9 34 26 35 19 14 42 29 36 15 5 }
A3 = { 23 20 33 13 39 31 7 12 6 24 8 }
A4 = { 10 16 17 21 25 40 18 3 22 0 ∞ }
n = 67
A1 = { 14 6 39 8 26 29 62 50
27 15 18 44 32 47 52 11 35 }
A2 = { 49 21 36 28 24 1 16 41
61 19 63 20 45 64 48 5 22 }
A3 = { 4 40 59 31 17 37 56 43
46 33 53 3 57 23 34 51 10 }
A4 = { 58 2 7 30 38 66 25 54
55 65 60 9 42 13 12 0 ∞ }
n = 79
A1 = { 60 42 71 57 51 1 41 39 78 15
4 32 77 52 75 63 7 46 9 76 }
A2 = { 37 18 53 47 67 23 74 28 56 29
13 25 33 11 66 27 3 31 49 10 }
A3 = { 61 19 34 54 40 55 43 12 24 35
62 22 48 16 17 68 69 2 21 72 }
A4 = { 58 70 30 64 50 44 59 14 6 20
65 73 36 38 5 26 45 8 0 ∞ }
In fact, a neighborhood is a small perturbation of Dc. Difference of discrepancy between
Dnew and Dc is calculated and compared in each iteration. If the result is not worse, or the
design needs to be warmed-up, then we replace Dc with Dnew and continue the iteration.
algorithm: During this process, the determination of the neighborhood is important. Most
authors choose a neighborhood of the current solution Dc in a way such that each design
in the neighborhood is still a U-type one. This requirement can be easily fulﬁlled by select-
ing one column of Dc and exchanging two elements in the selected column. To enhance
convergence speed we use two possible ways of pre-selection methods in our program to
determine the neighborhood choice, instead of using random selection elements within a
column for exchanging as done in the literature. According to Theorem 2.1, we should
reduce differences among the current ij ’s. So our two pre-selection methods both aim to
distribute the distances ij ’s as evenly as possible. The ﬁrst method is called “maximal
and minimal distances of row pairs”. Denote by (xi1 , xi2 ) and (xj1 , xj2 ) the respective row
pairs with maximal and minimal distances for the current design Dc. We randomly select
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a row xi from xi1 or xi2 and a row xj from xj1 or xj2 . between xi and xj . Then randomly
select a column k; if the kth element, xik , in the row xi is not equal to xjk , the kth element
in the row xj , then exchange xik and xjk to obtain a new design Dnew. If the difference
(∇ = WD2(Dnew) − WD2(Dc)) is non-positive, then replace the current design Dc with
Dnew; if ∇ is positive, which means the new design Dnew is worse than the current design
Dc, then we randomly produce an integer variable v with value 0 ∼ 999; if say v < 3,
then let Dc := Dnew. This procedure provides 0.3% probabilities to warm up when the
new design becomes worse, which can help the program avoid getting stuck into a local
minimum. Moreover, experience shows that a local minimum is always surrounded by
many others, so our program will seldom drop into an endless loop. After being warmed
up from a local minimum, it will reach another one with large probability, and thus can
make our searching move ahead. Another pre-selected method is called “single row with
maximal and minimal sum of distances”. Based on row-pairwise distances of the current
design Dc, we ﬁnd a single row with maximal and another single row with minimal sum
of distances, say row xi and row xj . This means
∑
t =i
t i is maximal and
∑
t =j
tj is minimal
among
∑
t =k
tk, k = 1, . . . , m. Now randomly select a column k; if xik , the kth element
in the row xi , is not equal to xjk , the kth element in the row xj , then exchange xik and
xjk to obtain a new design Dnew. Calculate the difference ∇ = WD2(Dnew) −WD2(Dc),
and perform the same record and replace procedure as stated in the ﬁrst pre-selection
method. For each iteration in our program, we randomly select a method and use them
alternatively. Each method has its own advantages. Compared with “maximal and minimal
distances of row pairs” method, “single row with maximal and minimal sum of distances”
method is expected to accelerate the searching more, while the former method can pro-
vide more chances of jumping out from a local minimal status. The main idea of randomly
using these two pre-selection methods to determine the neighborhood for each iteration
is both to accelerate the speed and to jump out from a local minimal status. And experi-
ments also show that when a single pre-selection method is used, the result will always be
worse.
For accelerating the speed, our program also incorporates with other techniques. Instead
of calculating two discrepancies of WD2(Dnew) and WD2(Dc), Fang et al. [6] focused on
the difference betweenWD2(Dnew) andWD2(Dc). Our program also takes this advantage.
Based on Eq. (1), we know that the wrap-around L2-discrepancy can be expressed in terms
of the sum of eij ’s.And for a single exchange of two elements in the selected column, there
are altogether 2(n− 2) distances (ij ’s) updated. Suppose the kth elements in rows xi and
xj are exchanged; then for any row xt other than xi or xj , the distances of row pair (xi , xt )
and row pair (xj , xt ) will be changed. Denote ˜t i and ˜tj as the new distances between row
pair (xi , xt ) and row pair (xj , xt ); then
˜it = it + ln(3/2− kj t )− ln(3/2− kit ),
˜j t = j t + ln(3/2− kit )− ln(3/2− kj t ).
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Here kit and 
k
j t are -values as deﬁned in Section 2. And the objective function change
will be
∇ =
∑
t =i,j
(
e˜it − eit + e˜j t − ej t
)
.
Moreover, during the iteration, as soon as the lower bound is reached, the process will
be terminated. But the lower bound may not be reached in many cases. For example, for
achieving the lower bound in Theorem 2.1 when q is even, the numbers mn(n−q)2q and
mn2
2q
should be a multiple of n(n−1)2 (cf. Table 1). Let n = tq because n is a multiple of q. The
necessary condition is equivalent to that (n− 1) is a devisor of bothm(t − 1) andmt that is
equivalent to that (n−1) is a devisor ofm. Therefore, Theorem 2.1 gives lower bounds only
for U˜(n; qm) where (n− 1) is a devisor of m when q is even. Similar constraints can also
be deduced from Table 1 for q odd.When these basic constraints are not satisﬁed, the lower
bound in Theorem 2.1 can never be achieved, so the termination of the iteration process
will be controlled by the number of iterations. The following gives a pseudo-code of our
proposed balance-pursuit heuristic.When the above basic constraints are not satisﬁed, then
step 5 is not necessary.
Algorithm 1 Searching uniform designs under WD2
1: Initialize 
2: Generate starting design Dc ∈ U(n, qm) and let Dmin := Dc
3: for i = 1 to  do
4: Generate Dnew ∈ N (Dc) by randomly using two pre-selection methods
5: if WD2(Dnew) achieve the lower bound then return(Dnew) end if
6: if WD2(Dnew)WD2(Dc) then
7: Dc := Dnew
8: if WD2(Dnew) < WD2(Dmin) then Dmin := Dnew end if
9: else if rand(1000)< 3 then Dc := Dnew
10: end if
11: end for
12: return(Dmin)
For testing performance of our new algorithm we consider the following two ways:
(A) Comparison with existing results: Fang et al. [6] obtained a number of new low-
discrepancy designs with three levels by using at most 50,000,000 iterations. By the new
algorithm with at most 25,000,000 iterations (half of FLW’s iterations), which averagely
takes about 25min under the Visual Studio environment on a personal computer for each
design,we ﬁndmany newdesignswith even lower discrepancy than theirs. Table 3 lists these
designs. Though the improvement seems marginal, some of these results have theoretical
importance. For example, the new design U18(36) in Table 3 is an orthogonal array with
strength two. Notice that the design U(18; 36) listed in [6] is also an orthogonal array with
strength two; we again get the assertion that orthogonal designs may not always be uniform.
However, since our design U(18; 36) has achieved the lower bound 0.4961, it is actually
a uniform orthogonal design. So far there are very few uniform orthogonal designs in the
literature.
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Table 3
Low-discrepancy designs with three levels and comparison with results in [6]
Row Column Res. (FLW) Results Row Column Res. (FLW) Results
12 11 5.5591 5.5506 21 12 6.9172 6.9011
15 8 1.3276 1.3254 21 15 23.9076 23.9044
15 9 2.0905 2.0876 21 17 53.9094 53.8928
15 10 3.2688 3.2681 24 9 1.9102 1.9082
15 11 5.0699 5.0644 24 10 2.9970 2.9096
15 12 7.8292 7.8234 24 12 6.6702 6.6566
15 13 12.0110 12.0020 24 13 10.0880 10.0423
15 17 64.3040 64.2707 24 14 15.1755 15.1586
15 21 333.6779 333.5764 24 15 22.7304 22.7284
18 6 0.4972 0.4961 27 9 1.8727 1.8688
18 8 1.2579 1.2517 27 10 2.8544 2.8495
18 10 3.0837 3.0633 27 12 6.4991 6.4873
18 11 4.7569 4.7531 27 13 9.7263 9.6912
21 8 1.2573 1.2569 27 14 14.5836 14.5792
21 9 1.9427 1.9413
Note: The third column indicates the results listed in Fang [6], while the fourth column indicates the results
obtained by our code.
Table 4
Deviation (in percent) from lower bound for designs with level 10
Row Column Results Lower bound Dev.
100 30 1683.551441 1599.720435 5.2404
100 31 2553.635741 2441.198723 4.6058
100 32 3869.932487 3719.204383 4.0527
100 33 5855.258673 5657.898236 3.4882
100 34 8849.818852 8595.697336 2.9564
100 35 13382.105508 13043.197930 2.5983
100 36 20207.595988 19770.347912 2.2116
100 37 30510.933107 29937.597121 1.9151
100 38 46027.871085 45293.155126 1.6221
100 39 69407.053583 68469.601192 1.3692
100 40 104621.889690 103429.781635 1.1526
Note: The third column indicates the results obtained by our code, the fourth column represents the lower bound
in Theorem 2.1, while the last column shows the deviation percent.
(B) Designs with a large number of runs: Computer experiments need uniform designs
with a large number of runs.All the designs in the web site “http://www.math.hkbu.edu.hk”
are with a number of runs 42 due to computation complexity. Table 4 lists WD2-values
for the designs with 10 levels, 100 runs and the number of factors from 30 to 40, ob-
tained by the new method. The lower bounds in Theorem 2.1 can serve as benchmarks
for measuring the designs obtained. Let deviation (Dev.) be the percent of (WD2(D∗) −
lower bound)/lower bound, whereD∗ is the design obtained by our computational search.
We can see that most deviations are less than 5%. Considering the lower bounds may not
be reached in many cases, our experiment listed in Table 4 is very satisfactory.
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4. Conclusion and future work
In our paper, we present explicit lower bounds for measuring uniformity of symmetri-
cal U-type designs with any level under the wrap-around L2-discrepancy. We also provide
two methods, combinatorial and optimization approaches, for constructing uniform de-
signs or low-discrepancy designs under the wrap-around L2-discrepancy. Moreover, the
basic techniques included in these methods may also be paralleled to deal with uniform
designs under discrepancies other than WD2. For example, we can utilize more existing
or new deﬁned combinatorial conﬁgurations to construct uniform designs under several
different discrepancies, say the centered L2-discrepancy, the symmetrical centered L2-
discrepancy or other discrepancies. In such a way, we can not only establish a connection
between combinatorial designs and uniform designs, but also provide a platform to unify
different discrepancies by using different properties of combinatorial conﬁgurations. On
the other hand, modiﬁcation and improvement to our balance-pursuit heuristic algorithm is
also interesting. How to make the algorithm more efﬁcient and more ﬂexible to different
discrepancies will always be helpful. So further investigation into these researches will be
carried on.
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Appendix
Proof of Theorem 3.5. Let V = Zn∪{∞} be the point set. Let be the primitive element
ofGF ∗(n). Here Zn means the additive group modulo n,GF ∗(n)means the multiplicative
group of ﬁnite ﬁeld GF(n) and the inﬁnity ∞ indicates a ﬁxed point, which added or
multiplied by any element in V results in∞ itself. DenoteA0 = {B1, B2, . . . , Bq2} as any
partition of V with each block size q1. Deﬁne
Ail =iA0 + l = {iB1 + l,iB2 + l, . . . ,iBq2 + l},
i = 0, 1, 2, . . . , n− 2; l = 0, 1, . . . , n− 1.
Here iBj + l = {ib + l : b ∈ Bj } and i∞ + l = ∞. It can be easily checked
that Ails (i = 0, 1, . . . , n − 2, l = 0, 1, . . . , n − 1) form n(n − 1) parallel classes of
a PRBIBD. The parameters for both PRBIBD and derived uniform design can then be
calculated straightforward. 
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Proof of Theorem 3.6. We use the same notations as in Theorem 3.5, but deﬁne
Ail = {2iB1 + l,2iB2 + l, . . . ,2iBq2 + l},
i = 0, 1, 2, . . . , n− 3
2
; l = 0, 1, . . . , n− 1.
Here 2iBj + l = {2ib + l : b ∈ Bj } and 2i∞ + l = ∞. Then notice −1 is a
quadratic nonresidue (mod n) for n ≡ 3 (mod 4); we know that Ail’s (i = 0, 1, . . . , n−32 ,
l = 0, 1, . . . , n − 1) form n(n−1)2 parallel classes of a PRBIBD. The parameters for both
PRBIBD and derived uniform design can then be calculated straightforward. 
Proof of Theorem 3.7. Let Zp, the additive group modulo n, be the point set V . Deﬁne
Ai = {ai0, ai1, . . . , ai(q−1)}, i = 0, 1, . . . , q − 2.
Here aij = (i + 1) × j (mod q) (j = 0, 1, . . . , q − 1). It can be checked that Ais (i =
0, 1, . . . , q−2) form q−1 parallel classes of a PRBIBD. The parameters for both PRBIBD
and derived uniform design can then be calculated straightforward. 
Proof of Theorem 3.8. Since  is a root of x2 + x + 1 = 0, the multiplicative sub-
group spanned by  is C4m+20 . While {a1, a2, . . . , a4m+2} is a representative system of
ZnmodC4m+20 , so A1, A2, A3 and A4 form a parallel class, which partitions V . Denote
A0 = {A1, A2, A3, A4} and deﬁne
Acl = {cA1 + l, cA2 + l, cA3 + l, cA4 + l}, c ∈ C60 , l ∈ Zn,
where cAi+ l = {cbj + l : bj ∈ Ai} and c∞+ l = ∞. Sincem ≡ 1 (mod 3), we can know
that±1,± and±2 form a representative system of ZnmodC60 . So it is easy to check that
every pair of distinct points occurs together in exactly (3m+1)(2m+1)blocks in thoseAcl’s.
Based on the second condition and also noticing−1 is a quadratic nonresidue, we know that
every pair of distinct points is 2-apart in exactly 2(3m+ 2)(2m+ 1) parallel classes, thus is
also 1-apart in exactlyn(2m+1)−(3m+1)(2m+1)−(3m+2)(2m+1) = 2(3m+2)(2m+1)
parallel classes. So those Acl’s form the desired PRBIBD. The parameters for the derived
uniform design can then be calculated straightforward. 
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