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Chapter I INTF, flTßCTION 
The development of the motor-vehicle as a means of transport 
has had a distinctly dichotomous impact upon our present society. 
Whilst it has helped to move the naturni obstructions of distance 
end space for any individual, it has also created many prob1ers, 
especially within the urban environment, for vhich there seems to 
be no immediate solution. If such solutions are to be forthcc-ming 
in the near future, it necessitates sever- immediate courses of 
action, all of r-hich in their o= turn demand a greater amount of 
research and consequently a greater understanding of the problems 
involved. 
1.1 THE Gi'X)VTF llt TFhFF7C COLU; IFS 
The most obvious causal factor in regard to these urban social 
end economic problems is the growth in the number of motor-vehicles 
and the consequent increase in the voluue of traffic, as measured 
by the annual vehicle mileage. 
Since the first motor-vehicle was introduced into Britein in 
1888, the number of vehicles has risen at a phenominal rate of growth. 
(Fig. 1.1.1). From a figure of approximately 400,000 vehicles in 1914, 
the number of vehicles increased to 3.0 million in 1946, and 
14.5 million in 1970. (E1}ISO 1972). That represents an increase of 
almost 500% in under 25 years, (1946-1970). 
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Fig. 1.1.1. THE GIOWTH IN THE VOLUME OF VEHICLES IN 
G. B. 1912 - 1972. 
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A similar increase can also be noted in the growth of vehicle 
mileage. These figures are based on the regular traffic census 
returns of the Department of the Fhvironment and the Transport and 
Road Research Laboratory (TRBL). If one takes the index of vehicle 
mileage for motor traffic in 1949 as being equal to 100, the 
comparable index for 1970 is 444. (Fig. 1.1.2). 
1.2 EFFECT UPON U17BPN AREAS 
As already mentioned, the areas utere these rapid growth rates 
have had the most striking effect have tended to be the larger 
centres of population and urban areas in general. The problem can 
be simply generalised by stating that most urban structures are the 
result of slow evolution since the time of-the post-industrial 
revolution, to the present day, with the consequent result that most 
of these developed structures are unable to accommodate the increased 
traffic volumes, nor are they able to alter rapidly enough to create 
a satisfactory alternative environment. For this reason, most of 
the present urban environments can be viewed as inadequate to deal 
with the present urban transportation problem. This inadequacy can 
be seen in two ways. Firstly it is epitomised by the varying degrees 
of urban blight and social deprivation evident in all urban areas, 
especially where the conflict between the development of the transport 
network and the need for greater social awareness is most pressing. 
Secondly it is also epitomised by the high degree of failure within 
the urban transport system, as indicated by the high level of urban 
traffic conflicts or casualties. Conceptualised in this way, road 
3 
CLpyAil/TNMýC CAL6 
, 
Mlxl. lO/S. 
Ri91'tAf1ON. 
V 
ý 0 
ý 
> 
. -. . . ýýý 
. rMoo'son 
fo7i9L &tdA, criEJ. 
_----, _---"__--' - __- 
Soo 
00 
TItA. C , CcC, DtNrs. 
A#o 
N. or. lNit3ls. 
ioý 
I 
S 
t 
so 
s 
/ 
/ 
/ -- 
.0 
--- -- 
.I 
L 0 
ý 
Pnectvt. - --' 
, 
434 
1445 M11 v6 A57 '41 rti1- 
17 
N7lL 
ý 
-- 
/'IenrR T, ulrK Irsýic . 
.0 
-- 
IM 
ý feo 
ýW 
A. 
1i ö 
ýor ýP 
t* 
ýa 
IAA 
rrCR! /1SC r17s 
i24 
.ý 
iýý 111 -0 
+' 
Fig. 1.1.2. POPULATION, MAD MOTOR VEHICLES, TPJFFIC, 
ACCIDENTS AND CASUALTY RATES 1934 - 1970 (FDAD ACCIDENTS 1970) 
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accidents can be seen to be system failures, or the failure of the 
urban structure system to change sufficiently to accorn-nodate the 
urban traffic system. Consequently, it can be argued that the level 
or degree of failure of any one individual area is a function of the 
degree of change within the urban structure system, either in 
physical, social or economic terns. By identifying these relation- 
ships it should then be possible to postulate the optimum lines of 
research, and internal modification of the various systems, for the 
future. However, before this point can be reached, it is necessarj 
to document and classify the degree of failure of the various 
individual systems, and also the national system as a whole. To 
achieve this one has initially to look at the present road accident 
situation noting both the present trends and also any anomalies. 
I 
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Chapter 2 TRE PR£SFS1T MAD ACCIDENT SITUATION 
2.1 INTFODUCTION 
In order to gain some insight into the road accident situation 
in Britain at present, this chapter attempts to present the 
available road accident statistics (1970) both at the aggregrated 
level, and the disaggregated level. A further sub-division is 
effected by referring to urban road accident statistics, which 
indicate the seriousness of the problem in built-up urban areas. 
2.2 AGGRBGAT'D NATIONAL STATISTICS 
If one considers the aggregated national statistics in the 
first instance, it can be seen that there has been a consistent 
overall increase in the number of road casualties, such that in 
1960 there were approximately 348,000 people I tilled or injured on 
all the roads in Great Britain. (Table 2.2.1). By 1970 the 
comparable statistic had risen to approximately 363,000. Perhaps 
a more meaningful way of representing these figures is by comparing 
them to one or other basic variables. For example, if the casualties 
are related to the motor vehicle mileage index, it can be shown that 
whilst the number of casualties has doubled over the last twenty 
years, the index shows that over the same time period, vehicle 
mileage has trebled. However, if casualties are related to the 
increase in population, the picture is not so good. Road deaths 
have increased by 57% over a period when the total population has 
increased by only 10; x, and therefore the probability of an individual 
losing his life on the roads has shortened from 150 to 1, to 100 to 1. 
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CASUALTIES FROM ROAD ACCIDENTS (103) ACCIDENTS 
(103) 
D US S E. i 
1960 7.0 84 256 348 272 
1961 6.9 85 258 350 270 
1962 6.7 84 251 342 264 
1963 6.9 88 261 356 272 
1964 7.8 95 282 385 292 
1965 8.0 98 292 399 299 
1966 8.0 100 285 392 292 
1967 7.3 94 269 370 277 
1968 6.8 89 254 349 264 
1969 7.4 91 255 353 262 
1970 7.5 93 262 363 267 
(ROAD ACCIDENTS 1970) 
TABLE 2.2.1. THE GROWTH IN ROAD CASUALTIES 1960-1970 (G. B. ) 
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2.3 PIS--1 GRMATED NATIONAL STATISTICS 
When disaggregated, the national statistics also provide some 
pertinent information. During 1970 there were 85,370 pedestrian 
casualties, which was an increase of 18% since 1960. (Table 2.3.1). 
? when related to total casualties, these pedestrian casualties account 
for 24% of all casualties-in Great Britain. The most significant 
feature however, of these statistics can only be shown when the number 
of pedestrian casualties are broken dower into a relevant age distribution. 
(Table 2-3.2). This distribution shows that two groups of the populat- 
ion, those aged 15 years or less, and those aged 65 years or more, 
account for approximately 62% of all pedestrian casualties, and the' 
young pedestrians almost 50% of all pedestrian casualties on their own. 
If these pedestrian statistics are put into a European context 
it can be seen that pedestrian casualties per 1000 population are the 
highest in the 5- 14 years age group in all countries except for 
Sweden and Ireland. (Table 2.3.3). Studying this table even further, 
it can be seen that Great Britain has in fact the highest pedestrian 
rate in all of Western Europe. Although this can possibly be explained 
by the variation in such variables as level of urban development and 
population density, it still points to the necessity for a better 
understanding of the problem, and therefore hopefully, more solutions 
which may help reduce the problem. 
The other major group of road users, drivers and passengers, has 
a similar problem too those described above for pedestrians. During 
1970,2D5,245 drivers and passengers were injured, about 56% of all 
casualties. However, as with pedestrians, almost a third of these 
casualties occurred within one age group, the eight year period 
8 
YEAR PEDESTRIANS 
KILLED SERIOUS SLIGHT TOTAL 
1960 2708 19831 49675 72214 
1961 2717 19880 49702 72299 
1962 2681 20062 49498 72241 
1963 2740 20838 51551 75129 
1964 2986 22478 55017 80481 
1965 3105 23714 58248 85067 
1966 3153 24786 57684 85623 
1967 2964 24472 56843 84279 
1968 2762 24440 56449 83651 
1969 2955 24267 56486 83708 
1970 2925 24875 57570 85370 
TABLE 2.3.1. THE GROWTH OF PEDESTRIAN CASUALTIES 1960-1970 (G. B. ) 
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between 17 and 25 years, indicating once again the vulnerability 
of young drivers, although the degree of exposure of this group 
must obviously be taken into account before any such definitive 
statement can be categorically accepted. 
2.4 THE URBAN MAD ACCIDENT P=ROBLEM 
So far this account has only described the situation in all 
of Great Britain. However, since this research attempts to look 
at the distribution of road accidents in urban areas, it is also 
necessary to look at the situation related solely to these areas, 
as defined by roads having a speed limit of 40 mph or less. 
The major problem in urban areas is, and has been, the conflict 
between pedestrians and road traffic. In fact what Swift wrote in 
the "Tatler" in 1710 could almost be applicable to present day 
conditions, some two hundred and fifty years later: - 
We are very glad to watch an opportunity to whisk across a 
passage, very thankful that we are not ran over for interrupting the 
machine that carries in it a person neither more handsome, wise nor 
valiant than the meanest of us., 
Similarly, Stone (1914) who was describing the situation at the 
turn of the century, also put most of the blaue on the motor-vehicle: - 
"It is practically impossible for the pedestrian to gauge the 
speed of a motor car approaching end on .... And with its elasticity., 
11 
NATIONS Pedestrian Casualities per 1,000 population 
Pedestrian 
Fatalities 
(all ages)1 
Age 0-45- 14 15 - 24 All Ages Population 
G. B. 2.0 3.6 1.7(15-19) 1.55 55 
Austria 1.5 2.2 1.2 1.44 100 
Belgium 1.1 1.9 0.9 1.06 70 
Denmark 1.2(0.6) 1.5(7-14) 0.6(15-20) 0.8 601 
France2 0.6 1.2 0.7 - 701 
W. Germany 1.7(0-5) 2.8(6-14) 1.2(15-20) 1.25 90 
Ireland3 0.5 0.8 0.8 - 60 
Italy - - - -. 75 50 
Luxemboug 1.1 2.7 0.7 0.8 - 
Netherlands - - - 0.65 50 
Norway - - - 0.65 50 
Portugal4 0.9(0-5) 1.1(6-14) 0.8(15-20) 1.00 100 
Sweden 0.5(0-6) 0.4(7-14) 0.4(15-19) - 30 
Switzerland 1.2 2.3 0.5 1.06 70 
Yugoslavia 0.3 0.7 0.5(15-18) 0.50 60 
NOT AVAILABLE 
(1)1968 
FIGURES 
(2)1966 
(3)1967 
n 
n 
(4) Fatal and Serious 
TABLE 2.3.3. INTERNATIONAL COMPARISON OF PEDESTRIAN CASUALITIES 
BY AGE GROUPS (1969) 
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even a judgement of pace would be of little use, since cars can 
vary their speed between say, 4 and 40 mph in the length of a few 
yards. This alone, therefore, throws the entire responsibility for 
accidents on the car and not the pedestrian. " (Stone 1914). 
Although this is perhaps a harsh judgement against the motor- 
vehicle, the actual pedestrian casualty figures for urban areas do 
emphasise the vulnerability of the pedestrian, against the more 
solidly constructed automobile. Thus in 1970,262,553 road 
casualties occurred in urban areas accounting for 72.7% of the total 
number of casualties in Great Britain. Similarly, pedestrian 
casualties in urban areas accounted for 3). 8% of all urban casualties, 
giving a figure of 80,751 pedestrian casualties in urban areas, which 
in turn is almost 95% of all pedestrian casualties in Great Britain. 
Perhaps one of the major difficulties related to this pedestrian- 
traffic conflict has been the dichotomous approach usually used, and 
spotlighted in the Buchanan Report. (Buchanan et al 1963). On the 
one hand there are the needs of the driver sub-system, who demand 
increased nets oVc access, and higher speeds etc., whilst on the other 
hand, there is the pedestrian (and dwellers) sub-system who demand 
greater safety and freedom from traffic. Now although both of these 
two groups are not mutually exclusive, in most instances the reaction 
of an individual reflects his actual movement within either of the 
groups at any one point in time. Consequently, there has to be some 
balancing of suggestions and proposals to accommodate both sub-groups, 
and the advantage has usually gone to the group which could exert the 
greatest pressure. Until recently this has tended to be the motor- 
13 
vehicle "lobby" with the result that recent developments have tended 
to aid the movement of vehicles around our urban areas, through 
increased capacities, or new constructions, all at the expense of 
our environment in terns of noise, safety and pollution. It is for 
this reason that little, if any, action had been taken as regards 
road safety proposals, until the environmentalist "lobby" had-also 
started applying pressure. 
This neglect of the pedestrian-traffic conflict can perhaps be 
best illustrated by the fact that most of the solutions traffic 
engineers are now suggesting for pedestrian safety in modem tours, 
such as shopping precincts, elevated pedestrian walkways, and subways 
etc., were all suggested many years ago, and in some cases centuries 
ago. Thus in 1500, Leonardo da Vinci proposed a scheme for ground 
level pedestrian-ways with the vehicular traffic running in tunnels. 
Similarly the Pantiles in Tunbridge Wells built in the 17th century 
are an example of an early pedestrian precinct. 
Basically most of the approaches aimed at satisfying the 
pedestrian-traffic conflict all contained some degree of pedestrian- 
traffic segregation. Thus as Stone says, "If absolute safety for 
pedestrians is required, it is attainable only by the overbridge or 
subway, so that all interference is avoided...... That the overbridge 
has not became a feature of our own Fhglish cities is curious, when 
we consider the stringent regulations imposed on railway companies 
with regard to level crossings. " (Stone 1914). A similar point 
was made by H. A. Tripp, an Assistant Commissioner of Police at Scotland 
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Yard, some twenty five years later: - "If we could segregate 
pedestrians completely from the wheeled traffic, we should of 
course abolish pedestrian casualties. Complete segregation 
cannot, however, be achieved....... so one has to concentrate on 
the major roads, and there the problem is definitely soluble. " 
Tripp then continues by pointing out that, "where heavy through 
traffic invades old age towns and villages, one shall have to 
build roads exclusively for motor traffic and by-passing the centre 
of population. In places where pedestrians and heavy streams of 
traffic must still use the same thoroughfare, resorts must be had 
to either place-segregation (e. g. overbridges) or time-segregation 
(i. e. traffic signals). " (Tripp 1942). 
Thus Tripp appears to understand the basic problem of road 
safety when he says that complete segregation is totally impossible. 
Although this would seem to be the Utopian ideal, only in very 
exceptional circumstances would it be at all possible and this 
would have to be within the framework of some new development. But 
as Tripp realises, the major problem concerns the older, more 
established towns, where modification is only something which can 
be completed in a piece-meal manner, thereby precluding, the idea 
of total segregation, and restricting any segregation to very 
limited "isolated" areas. 
2.5 THE NF? TO"s, N DFVELOP! 4 NTS 
Whilst the older towns provided obviously the greatest problems, 
it was hoped that the development of the New Town Ideal would create 
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new environments which would be in themselves safer, whilst at 
the same time alleviating some of the pressures in the other older 
areas. Although some work had been started on New Towns,, especially 
those Garden cities advocated by Ebenezer Howard, at Letchworth and 
Welwyn, little progress was really made until the post-1945 period. 
In fact Sir Patrick Abercrombie, one of the leading figures in the 
New Town movement after 1945, wrote in 1933 that - "It is interedi. ng 
to speculate what might have been done if three or four million 
people out of the sixteen million who have been provided with detailed 
local residential planning in the country, had their housing made the 
subject of a really comprehensive plan. A hundred real new towns in 
different parts of the country would have been more constructive, 
if also more adventurous than a multitude of garden suburbs. In 
fact this post-war (post World War 1) housing as regards a general 
theory of civic planning, does not show much advance upon the Victorian 
muddle. " (Abercrombie 1933). 
The post 1945 developments, both first and second generation, 
New Toms seem to meet most of these criticisms, yet it is interesting 
to note that whilst the majority of these towns were built and planned 
explicitly with road safety in mind, the amount of research into the 
results of these experiments is very limited. Surely if money is to 
be spent it ought to be possible to determine whether this money is 
being used to a good purpose. With this thought in mind it is useful 
to compare the response of these entirely different urban systems 
within a road casualty context, with other less-planned urban areas. 
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2.6 THE APPLICATION OF CASTING TFC}IIQUFS 
The present road accident problem can be put into context 
in many ways, as already indicated. One method which seems to be 
becoming more applied of late is that of cost-benefit analysis, 
end other related techniques. Wohl in a recent article concerning 
the analysis and evaluation of traffic safety measures, has 
formulated his argument somewhat in these texas. (Wohl 1969). He 
starts from two basic propositions - 
"1) Safety measures that provide increased benefits (or 
reduced costs) to someone which, when totaled, outweigh the sum of 
increased costs to someone, should be adopted........ 
2) Safety measures that provide increased aggregate net 
benefits, but cause segments of the community to bear increased 
costs in excess of their increased benefits, should be "voted on" 
by society through its political process, and perhaps foregone. " 
He then continues: - "The traffic safety problem is to determine 
a) the aggregate levels of benefit and cost associated with the 
adoption of one safety measure or another, b) who ýwil]1, benefit and 
how much, and c) who will pay and how much. It is simply not good 
enough to say that "society as a whole will benefit" or that "safety 
will improve" if we adopt a certain safety measure. " 
Whilst one does not have to agree with the suggestions and 
arguments in Wohl's paper, it does indicate the present trend towards 
costing of various alternative proposals, and therefore the need for 
a vast increase in our knowledge about the results and implications 
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of any improvement procedure. Without this knowledge such costing 
procedures would appear ambiguous at least, and meaningless at 
worst. Therefore it would appear to be a reasonable argument that 
until sufficient research has been completed upon road safety, the 
application of cost-benefit techniques would seem presumptuous and 
totally restrictive, especially in the short term. However, having 
made this observation it must be pointed out that the costing of 
road accidents to the community as a whole can help to indicate the 
seriousness and the degree of urgency needed to reduce the problem. 
Every road accident is ultimately impossible to cost in terms 
of pain, grief and suffering to the individuals concerned, but it 
is possible to represent each accident as a quantifiable loss to 
the community in economic terms. Such costings have been studied 
both at the Ministry of the Environment and the Transport and Road 
Research Laboratory. The work at the TPM1 was carried out by 
Dawson (1971), who estimated that the total number of accidents in 
Great Britain, cost the community approximately £31.8 million in 
1970. These costs were mainly derived from costs leading to a 
diversion of current resources, and the gross loss of future output. 
The work by the 2"iinistry of the Environment, meanwhile, as . 
published in the MIS0 publication "Road Accidents 1970, " arrived 
at the greater figure of £346 million (1970). (Table 2.6.1). They 
also calculated that the average economic cost of a fatal accident 
was £13,000, the average serious injury accident cost £700, and the 
average slight injury cost £23), and the average accident involving 
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1970 
gm 
Medical treatment, ambulance and funeral costs 
Police and Administration costs 
Damage to vehicle and other property 
Lost output 
TOTAL: - 
17 
28 
198 
103 
346 
TABLE 2.6.1 CCST OF ROAD ACCIDENTS (1969 AND 1970) 
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1969 
Lm 
15 
26 
183 
96 
320 
only damaged vehicles and property £100. They then continue by 
stating that, "on average road accidents result in an economic 
loss of approaching £1 million a day on top of the personal 
suffering caused by the daily toll of more then 20 killed, 20 
seriously injured, and 700 slightly injured. These figures 
provide the facts behind 'a problemtiich must be the concern not 
only of the Government and safety organisations, but also of all 
road users"(HMSO 1972). 
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Chapter 3. ROAD ACCIDENT ANALYSIS - PLST AND PRESENT 
3.1 INTMIUCTICN 
Since road accident analysis is a relatively young subject., 
it can be compared with many of the other embryonic social-science 
subjects such as sociology, economics, geography etc., all of which 
have their own related technical problems, and general overall, 
methodological limitations. However, when compared to these other 
disciplines, road accident analysis would seem to have been more 
restricted in its type and rate of development. This section tries 
to account for this apparent slowness in development whilst also 
suggesting approaches which may be more beneficial in the future. 
3.2 PROBLTI-IS WITHIN TOAD ACCIDENT ANALYSIS 
The reasons for the dearth of development vithin road accident 
analysis can perhaps best be understood by referring back to the 
subject matter itself. Whilst the other social sciences have tended 
to, develop through the use of increased "scientific" rigour, and the 
greater use of statistical techniques necessary for hypothesis 
testing, road accident analysis has been restricted by three simple 
failings. 
In the first instance, road accident analysis has been beset 
by the need for practical solutions to irmediate problems., and 
therefore the development of any theoretical frumeVork has been 
Beverly restricted. That is to say, road accident analysis has 
tended to develop as a method of program evaluation, 'where very 
often, evaluation is merely a formality after the program has been 
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implemented. There has been little, if any, effort to understand 
the problems involved in any accident situation, and the most 
emphasis has been laid on reaching an empirically satisfactory 
solution. Yet such m understanding and bypotbesis testing is 
essential in any approach to scientific explanation. Thus as 
Likert (1960) has pointed out, there are two functions of 
statistics in the process of evaluation: - 
a) To provide information on the state of the system - 
"statistical measurements rich reveal the current situation of 
the nation or economy, such as population data, price indices, etc. u 
b) To provide information on the nature of the system - 
"the basic conceptual model which serves as a guide to tell bat 
dimensions of the nation should be interpreted in making decisions. " 
'Whilst both of these points are important in pointing out the 
need for a more scientific approach in road accident analysis, the 
second point is perhaps the more pertinent one here since it 
explicitly indicates the need that there should be statistics 
available which can provide information on, or help build a "basic 
conceptual model. " The implication of such a statement is simply 
that, without the basis of some theoretical understanding, the 
evaluation of any procedure, or program, is of very limited value. 
For this reason it is obvious that to progress, road accident 
analysis will have to move further in the direction of scientific 
explanation and theoretical conceptualisation. Before leaving this 
point, it would perhaps be worthwhile to point out that there are 
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two basic routes used in scientific explanation, each of which has 
some advantages, depending upon the subject and the subject 
material being used. Therefore, since it is being suggested that 
road accident analysis should develop its level of scientific 
explanation, these two routes ought to be introduced and the 
differences noted. The two routes are generally known as inductive 
and deductive explanation. 
(i) INDUCTIVE EXPLANATION - Inductive explanation can be 
classified as the classic model of scientific explanation as 
propounded by Francis Bacon. By this method, the scientist moves 
from a collection of perceptual experiences ahtch when transformed 
into some language, forms a mass of poorly ordered statements into 
some kind of grouping or classifactory system. As Harvey points out: - 
"In the early stEges of scientific development, such ordering 
and classification of data may be the main activity of science, and 
the classifications so developed may have a weak explanatory function. "' 
(Harvey 1969). 
Further study of these groupings, and the interactions between 
these groups may lead to the discovery of certain regularities, which 
through inductive inference may suggest the formulation of certain 
empirical (inductive) laws and ultimately postulated universal laws 
from the structuring of the empirical laws, into some theoretical 
framework. This mode of scientific explanation is shoi diF. gramatic- 
ally in (Fig. 3.2.1). 
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The problem with the inductive method of explanation is 
"the assumption that the processes of ordering and structuring 
data are somehow independent of the theory ultimately constructed. " 
(Harvey op. cit). Thus as Churchmen has argued, "facts, measure- 
ments and theories are methodologically the same. " (Churchman 1961). 
Therefore, if one creates. an "a priori" classification system to 
a set of data, it may be regarded identical to postulating an 
"a priori" theory. 
(ii) DEDUCTIVE EXPL? NATION - Deductive explanation meanwhile 
explicitly includes the "a priori" nature apparent in most scientific 
research, through the creation or formulation of some "a priori" 
model. The perceptual experiences are input into this theoretical 
model generating hypotheses, which can be then tested, according 
to some degree of confidence, by various statistical techniques. 
As (Fig. 3.2.1) shows, the process is cyclical in nature, only 
allowing the construction of laws and theories once the "a priori" 
model has been verified to a satisfactory degree. It will also be 
noted that classification only occurs once the "a priori" model and 
resultant hypotheses have been postulated. In this way the class- 
ification system is based on a hypothetical framework which can be 
tested and, therefore, ultimately accepted or rejected before further 
theoretical work is attempted. In this form the deductive approach 
to scientific explanation would appear to be the most satisfactory, 
especially in the field of social sciences inhere very complex systems, 
with a high degree of inter-relationships are encountered, and where 
the original data cannot be controlled in some experimental situation. 
I 
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Whilst such an approach has been adopted freely in most of the 
other social science disciplines, in road accident analysis, this 
has not been the case, even vhere there has been an attempt at any 
coherent explanatory framework. 
The problems indicated above pin-point the second major 
failing of road accident analysis. Like most social science subjects, 
advanced research has been restricted by the complex inter-relation- 
ships -., hich must be studied and understood within any meaningful 
model. Howwever, within road accident analysis, most models which 
have been developed have tended to be more simplistic in nature 
than realistic, basically because these models can be handled more 
easily by the researcher, and also because they circumvent the 
numerous data problems. Although some of these models appear to 
work reasonably well, it must be remembered that they are merely 
abstracted models which have little, if any, meaning when applied 
to a real world situation. That is not to say such models or relation- 
ships have no relevance whatsoever, but the extent of their limitat- 
ions must be realised. One aspect of . 
this debate in the literature 
has concerned the formula suggested by Smeed to predict the number 
of deaths from road accidents in various different nations (Smeed 1949). 
Smeed's work was "illustra. tive of a type of statistical modelling in 
considerable use today in various social sciences, where a limited 
number of variables are linked in a functional relationship without 
there being any available expla nation of causality. Thus: - 
_2 
Ä=0. oo3ýpy 
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u , here: D= deaths; N= number of vehicles; P= population, 
remains as predictively valid (i. e. current data fits the curve), 
and as uninterpreted today as it did 20 years ago. " (Katz 1971). 
This lack of interpretation was taken up by Peranio (1970) in a 
general discussion on the. use of formulae in traffic engineering 
and road safety, and the Smeed formula in particular. He argued 
that all useful formulae must have certain attributes, and that 
without these attributes, and derived complex models, the possibility 
of useful formulae in road safety was very, low. Thus, he states that 
in road safety topics, "Humans of varying characteristics play key 
roles. Variables include all aspects of the human highway users, 
vehicles, highways, and the physical and sociological environment. 
.... with errors of about 1 per cent, Whereas engineers work routinely...... 
those dealing with humans operating in open systems are fortunate 
if they can roughly predict what will happen....... In general, it 
is safe to say that when an obviously simple formula purports to 
describe a complex phenomenon in an open system, one can without 
trepidation question its validity or practical usability. " (Peranio 
1970). 
Smeed replied to these criticisms by pointing out that what 
Peranio said was undeniable, but that it did not mean that even 
where one had to question the validity and practical usability of 
a formula, one necessarily had to reject that formula. (Smeed 1972). 
Similarly, Smeed also pointed out that any formula with any validity 
at all, "is almost bound to throw light on the phenomena it describes, 
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even if it does not fully explain them. " (Smeed op. cit. ). Thus 
in the case of Smeed's fomula, he argues that several possible 
reasons can be put forward to explain the tendencies revealed. 
These include the increased probability of being involved in a 
road accident with increases in the volume of motor traffic, and 
also the influence of some major counterbalancing factors; "as the 
population accident rate becomes higher the urge to do something 
about it becomes greater, and that something is in fact done. In 
addition, as the number of motor vehicles increases, which is in 
practice as time goes on, people are growing up and becoming more 
used to dealing with the situations which motor-traffic causes. " 
(Smeed. 1949). In a way,. Katz puts this argument more succinctly 
when he states that, "Despite this critical lack of interpretation 
one important historical property of the system - the increase in 
safety attendant to system expansion - has been demonstrated. " 
(Katz 1971). 
It would seem that the crux of this argument revolves around 
the ultimate aim, and degree of progress desired by each of the 
writers. Peranio would appear to want to create some kind of 
complex model which enables both explanation and interpretation, 
even though he recognises the multitude of problems to be overcome 
before this becomes possible. Smeed on the other hand seems to be 
arguing, that any model, even if it adds very little to our under- 
standing of the situation, is better than nothing, especially in 
the short teen, whilst the subject is still in the early stages of 
development. 
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Whilst both arguments carry some conviction, it would seem 
reasonable to argue that if road accident analysis is to develop 
and create some methodological framework, there would seem to be 
more hope for the future in the ambiguous proposals of Peranio. 
However, it must be emphasised that both proposals are complementary, 
rather than as usually portrayed, supplementary. For this reason, 
both approaches should be encouraged and the relevant progress 
noted. 
The third major problem which road accident analysis has had 
to overcome, has been that until recently, it has had no academic 
core or base. Although this is less a philosophical problem and 
more a practical and organisational problem, it has caused-many 
related problems within the subject matter. Until recently, when 
road accident analysis has tended to become a more coherent subject, 
the normal situation was to find road safety research being done by 
isolated individuals within entirely different, and therefore in- 
dependent, academle disciplines. The result has been that inter- 
disciplinar7 comparisons have been severely complicated, the 
collection of all relevant material restricted, and the construction 
of a satisfactory all-embracing methodological subject framework, 
prevented. 
However, even though development within the subject has been 
severely restricted for the above reasons, some progress has been 
made and recent developments suggest that the major advances will 
be made along three basic lines of research. 
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3.3 POSSIBLE FUTURE DFVFLOP; IFNTS IN ROAD ACCIDFNT ANALYSIS 
(i) MODFI, BUILDING: - It was pointed out earlier in this 
section that models developed Vrithin road accident research had 
tended to be simplistic in nature and therefore restricted in use. 
However, one of the majot trends of recent years has been the 
creation or formulation of a much more meaningful group of models, 
with a much higher degree of mathemat. isation. Similarly, associated 
with this increased use of mathematical models, there has been an 
increase in the application of statistical techniques and, therefore, 
objective hypothesis testing. 
Since models have many different functions, dependent upon the 
aim of any piece of research, it is virtually impossible to define 
a model except in terms of its relevant function. However, Ackoff 
(1962) has tried to circumvent this problem by suggesting that a 
model can be conceptualised as being an "idealised representation 
of reality in order to demonstrate certain of its properties, " and 
then continues by advocating a breakdown of models into three types: - 
iconic, analogue, and symbolic, in which each stage represents a 
higher degree of abstraction than the last. However, for the purpose 
of this discussion, it would appear more meaningful to use Lowry's 
classification of models based on function. (Lowry 1965) . 
Before looking at Lowry's classification in more detail, it is 
relevant at this point to ask the question, "thy do we bother 
creating models rather than study the facts themselves directly? " 
The answer lies in the inevitability, the economy and the stimulation 
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of model building. 
a) Model building is inevitable because there is no fixed 
dividing line between facts and beliefs; in Skilling' s terms, 
"belief in a universe of real things is merely a belief... a belief 
with high probability certainly, but a belief none the less. " (1964). 
Models are theories, laws, equations, or hunches which state our 
belief about the universe we think we see. 
b) Model building is economical because it allows us to pass 
on generalised information in a highly compressed form. Like all 
rules there may be exceptions, but this does not in itself reduce 
the importance of the model as a first approximation in the learning 
process. 
c) Model building is stimulating in that through its very over- 
generalisations, it makes clear those areas where improvement is 
necessary. Thus the building and testing of any model is of 
paramount importance in any subject, since each step leads onto 
further research and modifications. In other words, as has already 
been emphasised, model building and theoretical conceptualisation 
of any problem is a basic stage in any method of scientific explanat- 
ion. 
Returning, therefore, to Lo"' s classification, one can see 
how the three classes; descriptive, predictive, and planning, ' all 
perform a different, but essential function in understanding any 
research problem. 
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(1) DESCRIPTIVE 1M1OD11S 
According to Lowry, a descriptive model is one which 
replicates the "relevant features of an existing urban Environment 
or of an already observed process of urban change. "' (Lowry op. cit). 
The importance of such models are numerous, and for this reason 
should be the first models derived within any field of research. 
In the first instance, such models reveal much about the structure 
of any system and reduces the comple: 3ty of the real world into the 
more coherent and rigorous language of mathematical relationships. 
At the same time, descriptive models provide concrete evidence on 
the inter-relationships of the systems processes. Thirdly these 
models can also generate reliable values for "hard-to-measure" 
variables from input data consisting of "easyto-measurE"variables. 
Unfortunately, however, it is impossible for descriptive models to 
predict future relationships or situations, or to evaluate between 
different progrfms. These are the tasks of the other two classes 
of models proposed by Lowly. 
(2) PREDICTIVE MODES 
When building a predictive model it becomes necessary 
to have an understanding of the relationship between form and process. 
Whilst it was sufficient in a descriptive model to note that two 
variables X and Y are co-variant, in a predictive model it becomes 
necessary to be able to specify, a causal sequence. "If one is able 
to postulate the direction of causation knowledge of the future value 
of the "cause" enables one to predict the future value of the "effect. " 
1 
Lokuy was speaking in terms of models for urban planning 
end administration. 
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(Lowzy op. cit. ). Therefore, when building a predictive model, 
the researcher has to satisfy two conditions. In the first place, 
he has to establish a logical framework where the variables of 
interest are at the end of a causal sequence rather than the 
beginning. Secondly, he must be certain that any "causal" 
variables can be themselves predicted as far into the future 
as necessary. This second condition can be dropped if one is 
interested in a "conditional" prediction. That is where one is 
interested in the consequence that should be expected to follow 
a specified exogonous impact (change in variable X), if the 
environment were otherwise undisturbed. In road accident analysis, 
such an interest could be identified with the imposition of a speed 
limit on urban roads, and its consequent result upon the level of 
road accidents etc. 
(3) PLATTJING MODELS 
A planning model is one which incorporates the method 
of conditional prediction and relates the outcome to the researcher's 
aims or goals. That is, the planning model is an evaluatory model 
for deciding between different alternatives proposed by the researcher 
during any review of the environment or system. 
Theso three classes of models as described by Lowry, therefore, 
necessitate the model builder to progress through three complementary 
stages of analysis. He must begin with the identification of persist- 
ent relationships among relevant variables, move onto the study of 
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causal sequences and ultimately develop a logical fra'nework for 
the model. In so doing he should develop or borrow from relevant 
theories postulated at an earlier date. It is at this point that 
model building in road accident research is severely restricted 
and the lack of any theoretical understanding of the road accident 
system underlined. For although the terms "model" and "theory" 
are often used interchangeably to denote a logico-mathematical 
construct of interrelated variables, a clear distinction should 
be drawn. Unlike the reverse situation, the model builder is 
dependent upon the theorist, since he is explicitly applying 
theoretical constructs to empirical situations, and where the 
theorist can be satisfied with vague logically coherent statements, 
the model builder has to deal with exact functional relationships 
in order to generate empirically-relevant output from empirically- 
based input. For this reason it can be argued that the growth of 
relevant model building in road accident research will only increase 
following the expansion of our theoretical understanding of the road 
accident problem as a whole. 
Therefore, in the context of road accident analysis, most of 
the models so far developed fall into the descriptive category, 
with perhaps the exception of some modified regression models which 
have tried to postulate some kind of functional relationship. This 
family of descriptive models include both the Smeed model already 
described, the various probability models, and also the various 
behavioural models such as the accident proneness model. Ultimately, 
of course, one would hope to be able to produce planning or evaluatory 
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models, but at present it must be emphasised once again that a 
basic need is the further development and understanding of the 
various significant functional relationships. 
It was pointed out at the beginning of this section, that 
associated with the increase in model building, there had also 
been an equivalent increase in the use of statistical techniques, 
especially for simple hypothesis testing and program evaluation. 
Unfortunately, some of the results of these tests have not been 
exactly what they appeared. In this context it is useful to 
discuss one technique which has been applied quite extensively 
in road accident analysis, since it has several implications which 
are relevant both to road accident research in general, and this 
research problem in particular. The technique referred to 
involves the application of Chi square analysis in the evaluation 
of road accident improvements, and is generally known as a "Before 
and After" study. 
Before and After studies are usually associated with the 
removal of road accident "black spots" or high accident location 
treatment. The technique was described by Tanner (1958) :- 
"To estimate the effect of a change in road conditions at a 
particular site on the frequency of accidents there, the usual 
procedure is to obtain details of accidents at the site in con- 
venient periods before and after, and to compare the ratio after 
to before with the corresponding ratio for a large control area. 
The latter may be the whole of the Police district in which the 
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site lies, or some other area from which trends due to external 
factors can be reliably assessed. The significance of the 
difference between the to ratios can be tested in the usual way 
by means of X2 , rith one degree of freedom. " 
Rlthouöh this technique has been used extensively, it is 
necessary to point out two severe theoretical limitations. The 
first relates to the contral area and the problem of allowing for 
unknown variables which may influence the road accident level, 
whilst the second relates specifically to the purpose of the 
technique, and the areal unit used. This second criticism needs 
to be expanded since it is relevant to the main body of this 
research. 
An important study in relation to the above mentioned 
criticism, was carried out by Thomson (1968) when he looked into 
the value of traffic management in central London. The basic 
aim of traffic nanagementis to make "tie best use of the existing 
street system. " Its techniques range from the micro to the macro 
level, involving such actions as roadr: ay markings, one-way streets, 
new roundabouts and flyovers etc. "A program . of traffic management 
in a large city consists of hundreds, perhaps thousands, of small 
individual actions over the course of a year, which it is believed 
will add up to progress in better and safer vehicle flow. " (Katz 
1971). Unfortunately, the results of Thomson's work led him to 
two conclusions: - 
(I) "The true (road-3peedflow) capacity of Central London has 
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been falling as a result of traffic management, as supported by 
various statistics of travel volumes, flows, and speeds, " and, 
(2) "Comparisons of accident rates do not reveal any 
improvements rhich might be attributed to traffic management. " 
(Thomson op. cit). 
Whilst these conclusions have been debated at some length 
in the relevant literature, (e. g. Ridley et al 1968; Stott 1968) 
the most important point to be raised in Thomson's analysis was 
that whilst measurement of the local effects of individual changes 
on capacity was positive, measurement of network effects were 
either non-existent or negative. The Implication here is that a 
bad traffic situation is cured at one location simply by moving 
the problem to one or more other points on the road network system. 
As Katz points out, "If these conclusions are correct, and are transferred 
to safety work, then they have obvious and important consequences for 
high accident location treatment, indicating the need to deal in wider 
areas of system improvement. For measurement word the implication`s 
are that conclusions about progress must not be drawn from too small 
an area or from data on individual treatments alone. " (Katz 1971). 
Although such observations and comments are not new, they have 
usually been dealt with implicitly rather than explicitly as should 
have been the case. These facts, along, with the reliict?. nce of most 
researchers to assume that individual improvements within a system 
(urban area) will automatically lead to an improvement in the overall 
system performance, makes it imperative that some movement is made 
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to the formulation of some model or system of models, which can take 
into account the complex inter-relationships evident in road accident 
analysis. 
(ii) NICTO-LE ET STUDIES 
The second major line of development in road accident 
analysis has been the increase in micro-level studies. The pieces 
of research which fall into this group attempt to study some set of 
isolated or local incidents (accidents) at the point of occurrence 
and try and derive some trend from these individual findings. 
Although such studies involve a partial inductive mode of reasoning, 
this approach can be queried by asking whether it is statistically 
meaningful to generalise from specific incidents, which are neither 
randomly selected nor the follow up work to anomalies discovered 
in a more general overall study. 
An example of this type of study is the "Causes and Effects 
of Road Accidents" carried out by the Department of Transportation 
and Environmental Planning at Birmingham University. (1969). Once 
again, although this study provided considerable useful background 
material essential for any road accident analysis, it would be hard 
pressed to justify any universal generalisations which would be 
applicable to any area in Great Britain, without considerable 
extensive work being carried out, along the same lines, in other 
areas. For this reason it would seem that the micro-level approach 
is subservient in usefulness to the third line of development, 
which can be described as the application of systems amlysis. 
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(iii) A? PLICATIOrt OF SYSTFIiS pidALYSIS 
The third method of development and the one 
advocated in this research is the conceptualisation of the 
problem as a complex interlocking system, allowing the application 
and use of the techniques of systems analysis. Without moving 
too far into the realms of systems analysis, it is necessary to 
deal with this point in more detail in order to comprehend the 
advantages of the approach and the considerable amount of work 
still needed before the techniques can be applied with any 
advanteg e. 
Systems analysis is not foolproof nor is it a complete 
research methodology. It is merely a helpful set of research ideas, 
procedures, and techniques which have been developed by investigators 
to assist in the formulation of policy. Considered in this way, 
systems analysis can be associated with the "planning models" ad- 
vocated by Lo,. n7. 
The simplest way of defining a system is through the use of 
set theory. Following Klir and Valach (1967) , the set of objects 
(identified by a set of attributes of objects) contained within 
some system S may thus be represented as a set of elements: - 
A= 'tal, a2, a3 ...... an) 
To this one may add an extra element ao to represent the 
environment. One then introduces a set: - 
B. = 
(aoj 
a,, a. 2 ***"*an) 
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which includes all the elements within the system- plus an element 
that represents the environment. The interactions and relationships 
between these elements can then be examined. If rij represents 
the relationship between any element ai and aj (the case where 
rij =0 would be the case -here ai has no effect upon aj) , then 
we can denote the set of all rij (i, j = 0...... n) by R. The 
definition of a system is then contained in the statement that 
every set 
8= (A, R) 
is a system. 
Having defined a system, the first step in the process is to 
develop as clear a statement of the problem to be tackled as possible. 
Lack of a clear problem statement is a major source of imperfection 
in decision making. In particular, there is a danger of inadvertently 
adopting one solution to a problem as the problem itself. For 
example, one could do a careful imaginative study of how to accommo- 
date an additional desk in an office so that an extra secretary 
could be hired, when actually the problem is how to increase the 
typing output of the office, which may be more easily, cheaply and 
permanently solved by electric typewriters and duplicating machinery. 
In the context of road accident analysis, this statement of 
problem could take many forms, and it is essential in any piece of 
work to describe exactly the ultimate aim of that stady. For 
example, one statement of problem could be, given our present level 
and type of urban development, how can we reduce the number of 
road accidents to a minimum level? Alternatively, it would be 
possible to postulate an opposite statement of problem such as, 
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what form of urban development in the future would give us the 
optimum level of road accidents? Of course in some cases it may 
even be desirable to have a reduction in the type of accident as 
the statement of problem. For instance, one could propound the 
statement, "how can the cost of road accidents to the community 
be reduced by decreasing the severity of road accidents? " 
It is obvious that all these statements of problem are 
realistic and, therefore, pertinent in different situations, and 
the need to define the relevant statement is, therefore, fairly 
obvious and as indicated, must be the initial operation in any 
systems analysis. 
Given a clear statement of objectives, the next step is to 
develop an appropriate model of the phenomena which are being 
studied. During the modelling process, a deliberate attempt is 
made to broaden the study so that important variables and relation- 
ships are not omitted. At this time, the thinking of the researcher 
should not be constrained by problems of data collection, measure- 
ment difficulties, computational difficulties, small budget, or any 
other real world constraints. He must try to force himself to think 
about an ideal, totally unconstrained solution to the problem in 
which all important phenomena and relationships are considered. In 
addition, an attempt is made to structure the problem by specifying 
the nature and direction of the relationships between the phenomena 
which ideally should be included in the study. 
Developing a systems model provides a framework in which one 
41 
can perceive important variables and relationships which are 
being omitted. The output of an investigation should be as 
thoroughly mathcmattsed as possible. However, the information 
available to do so is limited. To develop a system model based 
merely upon presently available information tends to perpetrate 
both piecemeal studies with narrow results and the status quo 
with regard to information availability. 
There is a feedback. between the statement of the problem 
and the system modelling. The statement of the problem should 
be constantly reviewed to ensure that the model is appropriate 
to the problem. Alternatively, as the model develops and existing 
lnrnowledge about phenomena being studied is organised, the statement 
of problem should be evaluated for correction. Eventually, through 
an iterative process, the statement of problem and the system model 
become balanced and the researcher feels little is to be gained by 
trying to expand the basic system model and time, manpower and 
physical facility resources are allocated to the following activit- 
ies: - 
1) Mathematising and calibrating the basic model. 
'2) Establishing criteria for evaluating performance. 
3) Testing and evaluating the given system. 
4) Designing alternative solutions. 
5) Testing and evaluating performance of the existing 
system and alternative. 
Mathematising and calibrating the basic model involves devising 
appropriate measuring strategies, collecting information, and then 
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reducing the data to the various relationships specified in the 
basic model. As this work proceeds, results are fed back into 
the statement of problem, the basic systems model and resource 
allocation and, if necessary, modifications can take place. 
At the time that the basic model is being calibrated and 
revised, consideration should be given to establishing criteria 
by which the performance of existing and future systems and system 
components can be evaluated. Criteria for design and evaluation 
are also fed back into the statement of problem and the basic 
model. The criteria must conform to the goals of the study. 
Comparing criteria with the problem and the model gives the 
researcher an opportunity not only to evaluate the criteria, but 
also to expand or modify the problem and the basic model. 
Performance of the given system and its components are 
evaluated after criteria for performance are established. The 
criteria for performance are established not only in terms of 
what the existing systems can dog but also in terms of the basic 
problem and what a system should or could do. Thus it may be 
discovered that the given system does not perform at all in terms 
of one or more of the standards which have been set. 
The next step is to design alternative systems which improve 
poor performances and provide additicnal performance properties 
where none existed before. Imperfections and lack of performance 
in the existing system do suggest kinds of innovations to be made. 
If the initial statement of the problem is correct, likely 
innovations vill not be arbitrarily excluded. 
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The costs of alternative systems are determined as a part 
of the process during which, alternative solutions are designed. 
The performtnee of each of the alternatives is compared with that 
of the others and with the existing system. During this phase, 
the mathematisation of the given system yields great benefits. 
Using simulation models provides the best method to date for 
evaluating alternatives without actually building then. 
The evaluation strategy takes two forms. First, with a 
given budget, one may ask which alternative gives the highest 
performance. Second, with a given level of performance needed, 
one may ask which alternative costs the least. Both questions 
are appropriate depending on the nature of the problem. After 
alternatives are evaluated and one is selected, it only remains 
to implement the decision that has been made. 
The application of such a methodological framework, or some 
similar framework, can be argued to be of paramount importance 
in the development of road accident analysis, for once the level 
and type of. relationships between different elements has been 
recognised, the evaluaticn of a set of remedial procedures 
immediately becomes more objective than under any other Epproach. 
However, before this. type of approach can be applied, one other 
problem must be settled. This involves what elements to include 
in the system, or how the system should be "bounded. " Although 
it is possible to trace inter-relationships between everything and 
everything else, if any system is to be studied effectively, 
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boundaries for the study have to be established. A system 
should be bounded in order to include all of the entities 
and activities which are mecningftally related, and which are 
relevant to the problem statement. Mathematically this problem 
poses no difficulties, since the boundaries are given by defin- 
ing certain elements as being in the system and other (relevant) 
elements as belonging to the environment. Ho»rever, in order to 
use the mathematical properties of system analysis, it is 
necessary to have some operational method of defining boundaries. 
In most instances, this has to be done subjectively and bound- 
aries are imposed at points there the researcher believes the 
problem statement is being satisfied. 
Although the use of systems analysis has many inherent 
practical difficulties, not least of Y, hich is the vast amount 
of research necessary before it can be made proc? uctive, it is 
suggested here that in the long term, it is by far the best and 
most meaningful approach at present available. For this reason, 
the basic need in road accident analysis now should be the 
formulation of mathematical relationships between the various 
elements of the road accident system and a greater understanding 
of the problem, (possibly through better modelling) in general. 
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Chapter 4 THE AIMS AND SCOPE OF THE STUD' 
4.1 INTRODUCTION 
Having described in the previous two sections the past 
and present situation regards the growth in road mileage, 
and therefore road accidents and casualities, it is necessary 
at this point to elucidate the aims of this research in more 
detail, and place them in context within the road accident 
problem as a whole. 
4.2 RESEARCH POTS 
It has already been pointed out that there are two basic 
limitations within present road accident research; the lack 
of a suitable methodological framework and the sparseness of 
suitable background information, Mich -would allow the formulation 
of satisfactory functional relationships between variables under 
study. Therefore, the essential need at present in road accident 
analysis is to try and overcome these present limitations, both 
theoretically and empirically. This situation is well described 
by Mackay et al (1969) : - 
"The failure to apply rational causation frameworks to 
accidents has, therefore, led to "common-sense" evaluations of 
I 
often complex multi-factorial sequences being treated with more 
importance than they deserve. Thus, not only drivers and by- 
standers feel competent enough to present their on solutions 
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for the CM1Se and prevention of accidents, but often the police, 
local authorities and other public bodies have accepted such 
"common-sense" approaches..... " 
Noting these observations, the aims of this research can 
be summed up within two categories. On the one hand it has 
tried to review and criticise the major approaches in road 
safety analysis to date, wtiilst ultimately suggesting systems 
analysis as a suitable methodological framework. On the other 
hand meanwhile, and perhaps of more immediate impact, this 
research has tried to look at the relationship between road 
accidents and urban structure by studying the variation in 
the volume of road accidents between different urban areas. 
This was done by observing the calculated variations for each 
urban area between some derived "expected" number of accidents 
or "norm" and the actual observed number of road accidents for 
that same urban area. The logic behind this approach is that 
if towns have different responses to the same set of controls, 
then it should be possible to identify further influential 
factors which have not so far been considered, and group 
(classify) towns according to their varying response rates. 
This classification process besides being essential in any 
theory building, also enables individual towns to be taken and 
used as representative of their particular group. The importance 
of this is shown by the fact that further investigation of these 
toms should present representative problems, and perhaps 
solutions unique to their group. In other words, classification 
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accepts that different urban areas will have different types 
of road accident problems for iLhich "national" or even "regional" 
solutions right prove useless. 
The structure of any urban area was defined by means of 
18 independent variables which included variables describing the 
physical structure, social structure, and socio-economic structure 
of all urban areas. However, since these variables are described 
later in this report no more expl nation will be made at this 
point. 
These structural variables were chosen because it is often 
claimed that the only real solution to the road accident problem 
in urban areas is that of total traffic-pedestrian segregation. 
Whilst this is almost possible in the new planned toms, especially 
the second generation new toes such as East Kilbride and 
Cumbernauld, it is virtually impossible in the older more 
established urban areas. For these to4, ns, if anything more than 
piece-meal redevelopment is required, some compromise solution 
becomes necessary, and it V, ould seem that this means some man- 
ipulation of one or more of these structural variables. 
Similarly in road accident analysis, there are two basic 
lines of thought. One group argues that the quickest way to 
solve the road accident problem is through the improvement of 
the physical environment, and the greater application of 
engineering measures in general. The second group meanwhile, 
1 See Chapter 6 "THE DATA" 
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claim that the road accident problem is the result of human 
psychological deficiencies. Thus one of the arguments put forward 
by some researchers (e. g. Nader 1965, Cohen and Preston 1968) is 
that any improvement to a stretch of road etc. through engineering 
measures, whilst making that stretch of road "physically" safer, 
will merely entice the motorist to lower his on responsibility, 
end therefore possibly maintain the same level of road accidents 
as was noted before the improvement. As Preston states, "It 
would seem that given safer conditions, some drivers will increase 
speed until the danger is as great as it was before. " (Cohen and 
Preston op. cit. ). If this is true, then this"feedback" mechanism 
between the road standard and the human psychological behaviour 
is of paramount importance and interest. 
This dichotomous approach to the effect of road safety 
improvements is perhaps epitomised by the book of Cohen and 
Preston mentioned above. Because of this difference of opinion, 
the authors found themselves unable to complete one piece of work 
and instead settled for 'two distinct viewpoints side by side. ' 
(op. cit. ). Cohen's approach revolves around the need to study 
the psychological aspects of road safety, especially in relation to 
the study of the "motorist as a centaur" and the fusion of man and 
machine into some kind of "Bio-robot model. " That is, Cohen 
believes that the practice of sub-dividing the system into individ- 
ual sub-systems, especially those relating to the vehicle and the 
driver, has confused the issue rather than simplified it, due to 
the fact that the response of the newly created bio-rotot is not 
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equal to the sum of the two wholes! It is therefore necessary, 
Cohen argues, to study and understood the responses of this 
twentieth century creature before any improvement can be made 
in the road accident problem. Implicit in this argument, however, 
is the contention that until this "bio-robot" is totally understood, 
no improvements in the road accident system will have any worthwhile 
effect upon the ultimate list of road casualties. 
Conversely, Preston puts forward the argument that although 
the solution to the road accident situation as a whole is through 
the increased understanding of various aspects of the system, 
short term improvements can be, or will be, beneficial if the 
more urgent problems are given concentrated attention. Accordingly 
she indicates nine areas -here improvements could lead to immediate 
overall reductions in casualties2. Attempting to quantify these 
reductions she states, If all these measures were carried out, 
then instead of nearly 8,000 people killed in a year there would 
be about 2,250, that is, somewhere in the order of 5,750 lives 
a year could be saved. " (Cohen and Preston op. cit. ). 
Because of this divergence in opinion, exemplified above, 
it becomes necessary, therefore, before going any further into 
the psychological factors affecting driving behaviour, to determine 
which of these two lines of thought appear to be the more acceptable. 
2 Preston's nine areas of improvement were: - (i) Use of Seat Belts, (ii) Drink and Driving legislation, 
(iii) Enforcement of speed limits, (iv) Training and 
other safety measures for motor cyclists, (v) Parking 
restrictions, (vi) Safety helmets for pedal cyclists, (vii) Surveillance of standards of goods vehicles, (viii) Provision of pedestrian facilities, (ir. ) Enforce- 
ment of road safety legislation. 
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In the case of envircnnent and engineering measures, the answer 
to this question is of the utmost importance and relevance to 
future planning proposals. This is so because a lot of new toun 
developments have been planned and developed with explicit 
aspirations to road safety through partial or total segregation. 
Thus if the physical structure of 'an urban area is important in 
causing road accidents, then these new towns should have a 
distinctly better road accident record than other comparable 
non-planned urban areas. If, however, such a situation is found 
to be non-existent then there must be some doubt as to whether 
the available capital has been expended in the optimum manner. 
4.3 SPATI/': L STUDIES - LI? 1ITfiTIONS AND USE 
As stated, the relationship between road accidents and 
urban structure was studied both spatially and temporally in this 
research by noting the variations in the volume of road accidents 
between different urban areas. Whilst this is not a new approach, 
most studies which hava attempted to study areal variations in the 
volume of road accidents have tended to use national units. (Sneed 
1949, Pfundt 1969, Bull 1969 etc. ). However, most of these studies 
have met considerable difficulties due to the varying definitions 
used by different nations. An obvious example here is related 
to the definiticn of fatal road accidents, where the "time period" 
for a road accident varies from, "at the scene of the accident or 
immediately afterwards" in Portugal, to "within thirty days of 
the accident"in Great Britain. Unfortunately, even if this problem 
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can be overcome, there are several other probable difficulties. 
Thus Pfundt (1969) has pointed out that "a truly scientific 
verdict on the relative risk of accidents in different countries 
can only be made by comparing the accident rates on roads of 
similar type in two or more countries. " The problem with this 
kind of approach, however, is that any results obtained are 
only applicable to a disaggregated section of the various nations' 
road networks, and are meaningless as regards overall aggregate 
comparisons. 
'What Pfundt is really suggesting, therefore, is that several 
variables cannot be used experimentally, and should in such an 
instance be held constant, whilst the influence of other variables 
can be assessed independently. Although this can only be done 
in a controlled experimental situation, it can be closely approxi- 
mated in various statistical techniques where the variables are 
held "statistically" constant, allowing variations only in the 
specified variables3. 
Some other researchers have tried to overcome this problem 
by reducing the scale of the observation units from international 
comparisons to intra-national comparisons. Unfortunately, these 
types of comparisons have largely been restricted to inter-state 
comparisons in the USA, and in many ways these are limited by the 
same restrictions as the national studies. The intention in 
3 The technique of "step-Ase regression" allows 
this function and this was one of the reasons 
for applying this technique in this research. 
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reducing the size of the unit is to maintain the level of certain 
national factors constant. Thus in this research, when comparing 
the response rates of different urban areas in Great Britain, such 
variables as vehicle inspection, road speed limits, etc. could be 
ignored, or at least, deemed to be held constant since such variables 
are imposed equally overall by decree of the national government. 
The result is that in any such intra-national study, fewer variables 
have to be incorporated in any model which attempts to describe or 
explain the road accident situaticn, than would be necessary in 
any internaticnal comparison. 
Another spatial study wthich indicates further the problems 
which can arise, was an inter-state comparison study made by 
Colton et al (1968) when they set out to answer the question, 
"Do states with compulsory motor-vehicle inspection exhibit lower 
motor-vehicle accident mortality rates than non-inspection states? " 
Whilst this study could be generalised as a "cause present" and 
"cause absent" situation, it is perhaps marginally more sophisticated 
statistically then earlier studies, (e. g. Coverdale et al 1967), 
since it does attempt to account for variation in other independent 
variables (which could otherv: ise have affected the final results) 
through the use of a "weighted co-variance analysis. " However., 
even with the applicaticn of this technique to remove the influence 
of these disturbing variables4, the authors had to accept in their 
4 These disturbing variables i hich Colton took 
account of in this study were: - 
1) Log population density, 
2) Per capita income, 
3) Other accident mortality rates. 
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conclusions that "The evidence on the role of inspection in motor 
vehicle accident mortality in this report is retrospective and 
circumstantial.. Further investigation is needed to classify this 
association. " (Colton et al 1968). 
The conclusion td be drawn from this study, therefore, is 
that in any areal comparison study, the necessity to control all 
variables which may "disturb" the actual relationship being 
studied, is paramount in importance. This is especially true 
where the areal units being used have been chosen quite subject- 
ively. Once again this point is stressed very strongly by Colton 
(op. cit. ) : - 
"In examining the role of inspection in motor vehicle accident 
mortality, it is important to recognise that the inspection states 
are a self selected group. Hence, the comparison of mortalities 
in inspection and non-inspection states should account for the 
possibility that the inspection and non-inspection states may be 
very different in several ways other than inspection, and that 
perhaps these other variables explain the observed mortality 
difference. " (Colton op cit) 
In most of these inter-state studies, the main aim has been, 
therefore, to discover the influence one variable has upon the 
volume of road accidents. That is, there has always been an 
implicit causal approach, coupled with the need for some evaluat- 
ory technique, to test the effect of any one counter-measure 
proposal. Thus most studies using motor vehicle inspection as 
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their causal variable, have consistently tried to evaluate the 
effect upon the volume of road accidents of the introduction of 
compulsory inspection at the national level. However, because 
of the complexities of the road accident system, noted above, 
such evaluations have proved impossible leaving the results of 
these studies as minor indicative trends. 
One way in kbich this evaluaticn process could be simplified 
is by introducing some intervening performance criteria, which 
has to be satisfied if the countermeasure introduced is to have 
any effect upon the road accident volume in the long term. For 
example, ktere the influence of motor vehicle inspecticn is being 
studied, the intervening criteria could be the improvement in the 
mechanical conditicn of the vehicle population. If this criteria 
is not satisfied, then it is obvious that the difference say 
between a non-inspection state and an inspection sts. te is caused 
by some variable other than that of motor vehicle testing. (See 
McCutchecn et al 1969). 
Since it has been shov. n that areal studies have several 
inherent problems, it could be asked what point is there in such 
studies. Essentially comparisons of geo-political units serve 
two functions. Not only do they steal the nature and underlying 
structure of the accident generating systenn, but they also help 
spotlight differences between one area and another with the 
eventual purpose of initiating beneficial changes. In other 
words, spatial comparisons can be viewed as a search procedure 
for new relationships within the road accident system, whilst 
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at the same time observing the actual perfonaunce of the various 
individual systr-, ns, and the relative effectiveness of counter- 
measure treatcneats. 
The classic piece of work on the effectiveness of counter-- 
measure treatkaent was that by Recht (1965). In this piece of 
work, whilst he accepted that most studies on road accident 
analysis had been aimed at explaining the causes of road accidents, 
he emphasised that his research was aimed at studying the influence 
of various activities which should directly or indirectly contribute 
to accident prevention. Thus, by rejecting the implication. of 
causality, Recht was able to look at the consequence of various 
countermeasures which had been introduced in the American states 
under observation. Using multiple regression he introduced 218 
program and non-program items into the model, where program factors 
were introduced safety countermeasure activities, and non-program 
factors were those relating to the environmental and physical 
conditions of the states. In arriving at his conclusions, Recht 
derived 110 regression equations with varying combinations of 
program and non-program items. The principal findings of the 
research was that the major proportion of the differences in 
accident experience is associated with the differences in the 
non-program factors, particularly vehicle density, age of pop- 
ulation etc. However, when the fatality experience was adjusted 
for the non-program factors, there were many program activities 
that were significantly associated with the death rate. 
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The results of this piece of work by Recht are very important 
to this research, since most of Recht's "non-pro. -ram" factors are 
included within the present research's structural variables, 
seemingly indicating the importance within the road accident 
system of these such variables. 
Su'nmarising, therefore, the study of spatial variations from 
one area to another can be an essential method in the analysis of 
the road accident problem. Such studies are, "well adapted to 
reveal the effects on accident generation of differences in 
environment, geography, and transport arrangements, that exist 
between areas. Once these structural factors are identified - 
that is a model exists - then they can be put under statistical 
control in order to compare the chances in accident and injury 
from year to year, in the same gee-political area. " (Katz 1971). 
As has been pointed out previously, most spatial studies 
have been concerned with the macro-level, or national level, 
but this does not mean to say that comparison between smaller 
units is unacceptable. In fact in many ways the spatial com- 
parison of urban areas within one nation has several advantages 
over the larger units. For example, it can be argued that within 
one nation several variables are going to remain reasonably 
constant, thereby reducing the problems of experimental control. 
Indicative of these variablasare; traffic laws, vehicle laws, 
social characteristics etc., all of which would theoretically 
have to be controlled in any international study. 
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4.4 SCOPE OF THE STUDY 
This study of the spatial variation in road accidents 
between different urban areas in England, Scotland and Wales 
was effected by sampling a hundred urban areas with a population 
level greater than 20,000 (1969). An urban area was defined 
for practical purposes as that area contained within the relevant 
local government authority. In England and Wales, this included 
County-Boroughs, Non-County-Boroughs and Urban District Councils. 
In Scotland, the relevant authorities were the Large and Small 
Burghs. 
In all, these urban areas produced a "total, population" of 
412 urban areas, from which the 100 sampled areas produced a 
sample size of approximately 25%. Because of the positive skewed 
distribution associated with the population level of these urban 
areas, a random-stratified sampling technique was applied, using 
the population levels of 100,000 and 50,000 as strata limits. The 
resultant list of a hundred urban areas is shown in Table (4.4.1). 
In addition to this study of the spatial variation in road 
accidents, a temporal analysis was also used in order to study 
the influence of the relevant structural variables over time. 
Originally, it had been hoped that it would be passible to use a 
ten year period for observation 1960 - 1970. However, due to the 
lack and incompatibility of the data, this intention proved 
impossible. Instead the influence of the structural variables 
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1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
Aylesbury 
Barnsley 
Barry 
Basildon 
Bath 
Birmingham 
Blackburn 
Blackpool 
Bolton 
Bournemouth 
Bradford 
Brentwood 
Bridgewater 
Brighton 
Bristol 
Burnley 
Buxton 
Cambridge 
Canterbury 
Cardiff 
Carlisle 
Chelmsford 
Cheltenham 
Chephunt 
Chester 
Chesterfield 
Colchester 
Corby 
Coventry 
Crewe 
Cumbernauld 
Dartford 
Derby 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 
49 
50 
51 
52 
53 
54 
55 
56 
57 
58 
59 
60 
61 
62 
63 
64 
65 
66 
Dewsbury 
Dover 
Dundee 
Durham 
East Kilbride 
Edinburgh 
Exeter 
Farnworth 
Glenrothes 
Glocester 
Grimsby 
Guildford 
Harlow 
Hastings 
Hemel Hempstead 
Hereford 
Horsham 
Huddersfield 
Inverness 
Ipswich 
Kings Lynn 
Kirkcaldy 
Lancaster 
Leeds 
Leicester 
Lincoln 
Liverpool 
Luton 
Manchester 
Newport (I. of W. ) 
Norwich 
Nottingham 
Oldham 
TABLE 4.4.1. THE 100 SAMPLED URBAN AREAS. 
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68 
69 
70 
71 
72 
73 
74 
75 
76 
77 
78 
79 
80 
81 
82 
83 
84 
85 
. 86 
87 
88 
89 
90 
91 
92 
93 
94 
95 
96 
97 
98 
99 
100 
Oxford 
Plymouth 
Pontefract 
Poole 
Portsmouth 
Preston 
Reading 
Rochdale 
Rugby 
Ryde 
Salford 
Sheffield 
Southampton 
Southend 
Stafford 
Stevenage 
Stirling 
Stoke 
Stretford 
Sunderland 
Sutton Coldfield 
Swansea 
Swindon 
Taunton 
Thornton Cleveleys 
Welwyn G. C. 
West Bridgeford 
Whitehaven 
Winchester 
Wolverhampton 
Worthing 
Wrexham 
Yeovil 
York 
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was studied only over the five year period 1966 - 1970, with 
disaggregation possible only for the two years 1969 and 1970. 
4.5 ST TAMT OF RESEARCH M145 
Before moving into the main to :t of this report, it would 
seem advantageous to draw together in a concise form all the 
aims and intentions so far mentioned. These aims can be classified 
under 6 headings, and are given below: - 
(i) To review the present methodology used in Road Accident 
Analysis, suggesting the use of systems analysis as one of the 
more encouraging developments for the future. 
--p- (ii) Through the technique of multiple regression to 
calculate, an expected level of road accidents for each urban 
area, and therefore the corrected spatial variation in road 
accidents. 
-4 (iii) To discover which structural variables account for 
the greatest variation in the spread of road accident volumes. 
(iv) To test to see if individual urban areas can be 
class ified according to their response rate to the road accident 
problem, and therefore to discover any "group" problems, or "group" 
solutions. 
(v) To observe the spatial spread of the residuals from 
the proposed "model" and discover any further variables which may 
appear important or relevant. 
(vi) To study the importance of the various structural 
variables over time, in order to see horn these variables react 
to different stimuli. 
These then are the major aims of this research and in the 
remaining sections of this report they are elucidated in much 
more detail, along with the conclusions which can be drawn from 
the relevant results. 
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C ap ter 'IHF TOAD ACCIDENT SISTIN 
5.1 INTFODUCTION 
It has been argued in previous sections of this report, 
that the application of systems analysis provides the most 
hopeful trend for the development of the subject in the near 
future. If this is so, it becomes necessary to define and 
describe what is meant by the road accident system. That is, 
one has to know what elements are defined within the system, 
and what type and direction of relationships exist between 
these elements. Although it is impossible to do this in any 
detail at the present level of road accident research, this 
section does attempt to give a simple postulated system which 
can serve as a first approximation for the eventual true road 
accident system. Initially however, several definitions, 
relevant to this section and the main body of the research in 
general, are expounded. 
5.2 ACCIDEt1T DEFINITIONS 
The definition of what constitutes an accident is one of 
the major operational difficulties in any research dealing with 
the subject. A dictionary definition of an accident is, "... an 
event without apparent cause,.... unexpected, unintentional act. " 
However, in the Instance of road accidents, the majority of such 
events are neither unexpected nor without cause. In fact, it is 
usually true to state that a large number of road accidents could 
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be avoided by greater design control of the environment, and 
more self control by the human beings involved. For this 
reason, various authors have proposed that an accident should 
not be defined as a unitary concept, but that a "range" as 
opposed to a "class" definition should be adopted. (Suchman 
1961, McFarland 1963). Thus Suchman suggested that the follow- 0 
ing criteria should be adopted in definition: - 
(i) Degree of expectedness - the less anticipated an 
event is the more likely it is to be labelled an accident. 
(ii) Degree of avoidability - the less the event could 
be avoided, the more likely it is to be described as an accident. 
(iii) Degree of intention - the less the event involves 
deliberate action, the more the event is accidental. 
Accordingly Suchman defined an accident as "an event 
characterised by a low degree of expectedness, avoidability and 
intent. " This definition is an interesting one since it emphasises 
the precedent factors leading up to an event and eliminates any 
factors relating to damage or injury. It is, therefore, applicable 
to studying near misses as well as events involving damage or 
injury. 
However, Barsnack (1962) has suggested that it is not known 
what definitions provide the basis for obtaining the most useful 
information for understanding and preventing accidents, nor is it 
known what groups or classifications of accidents can best max- 
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imise the possibility of identifying common factors or combinations 
of factors. 
For these reasons, most researchers have had to use a defin- 
ition of on accident which has provided a practical range of 
possibilities for carrying out the particular piece of research 
under study. Thus Mackay et al (1969) defined a road accident as: - 
"A traffic incident involving moving vehicles which results 
in damage to those or other vehicles, or road furniture, or results 
in injury to road users. " 
Similarly the definition used in this research bears many 
similarities to the above definition; however, since most of the 
accident data was provided by the Transport and Road Research 
Laboratory, the definition used is related to that suggested by 
the Ministry of the Davironment in "Road Accidents" 1970. (HMSO 
1972). Thus an accident is defined as: - 
"An event in which at least one motor vehicle is involved in 
a collision on the public highway, and which results in one or 
more persons being injured. " 
Therefore, within the limits of this research, only personal 
injury accidents are considered, basically because most of the 
data on damage only accidents is incomplete. 
Although such a definition leaves much to be desired, it 
is perhaps the most functional one available at present. Similarly 
as Suchman has also pointed out, "as our knowledge of causal 
factors increases we are more likely to describe an event in terras 
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of those factors and less likely to label it as an accident. " 
(Suchuran 1961). A similar point is also argued by McGlade et 
al (1965) when they state that "for human causation research 
purposes, an 'accident' must be defined as a predictable event 
subject to human control and therefore avoidable. " The relevant 
fact therefore is whatever definition may be used, as the subject 
develops so must the definition, and therefore what is suitable 
for one piece of research may be totally inadequate for another. 
For this reason, functional definitions as used above would 
appear to be the most practical in such a piece of research as 
studied here. 
Other accident definitions, relating to the severity of a 
road accident are also the same as those used by the Department 
of the Environment: - 
(i) FATAL ACCIDENT: - is an accident in which one or more 
persons the within 3) days of that accident. 
(ii) SERIOUS ACCIDENT: - is an accident in which a person 
is injured such that he (or she) has to be detained in hospital 
as an "in-patient, " or suffers any other serious injury (fractures, 
concussion, internal injuries, crushings, severe cuts and lacerations) 
whether or not the individual is detained in hospital. 
(iii) SLIGHT ACCIDENT: - is an accident in which a person 
receives an injury of only minor significance such as a sprain, or 
a bruise. 
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5.3 DEFINING AN URBP. N AREA. 
The problems inherent in the definition of any urban area 
have been well discussed by geographers for many years,, and as 
such will not be argued at length in this report. (See Childe 
1936, Weber 1958, Tisdale 1942, Dickinson 1947, Smailes 1947, 
Berri 1968. etc. ). However, in the philosophical literature 
there has been a consistent growth in concexu about "entitation. " 
That is "any attempt to establish or explore relationships needs 
first to specify the objects which are to be related in some 
appropriate manner and the test of whether the definition is 
appropriate is that it should be meaningful in terms of the 
function and the performance of the objects. " (Robson '1973)- 
The stringency of this need is greatest when functional relation- 
ships are under study, and less so when the study is solely 
concerned with description. Unfortunately, the opportunities 
for such satisfactory definitions of urban areas are very 
limited and once again the problem is usually solved by movement 
to some operational definition. However, even with this approach 
there are numerous difficulties. For example, Dickinson's 
"spheres of influence" (1947) are restricted by the fact that 
any urban area has many such spheres dependent upon which function 
of the urban area is used as the relevant yardstick. Similarly 
Berry's attempt to define an "urban field" in place of the more 
familiar "urban area" using journey to work data in the USA 
(1968), merely complicated the situation even further from the 
point of view of definitions. Based on these calculations Berry 
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showed that 96% of the total population of the USA lay within 
the urban regions which he produced, against only 67% within 
the census-defined Standard Metropolitan Statistical Areas. 
It is obvious therefore that no definition of an urban 
area is going to be totally satisfactory although some will 
obviously be better than others. Although this problem is dis- 
cussed further in relation to the problems of scale' in this 
report, suffice it to say that the definition used in this 
research was a simple operational one. An urban area was 
defined as that area lying within a relevant urban local 
authority area. In England and Wales these included County 
Boroughs, Non-County Boroughs and Urban District Councils, and 
in Scotland the relevant areas were large and small Burghs. 
5.4 A SUGGESTED TOAD ACCIDfNT SYSTFA MODEL 
It has already been stated that it is possible to postulate 
a simple road accident system model which could act as a simple 
first approximation model. Such a model can predict the direction 
of relationship between entities within the system, and also 
define what entities should be "closed" within the system. It 
cannot however go into more detail about these relationships 
as regards type and strength. The system presented in (Fig. 5.4.1) 
is such a simple model, and is the one used throughout this piece 
of work. 
1 See page /z9. 
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In many ways this system approximates the model suggested 
by Gordon (1949) who was one of the advocates of an epidemiolog- 
ical approach to accident analysis, with the application of 
techniques and methods available for the study and control of 
mass diseases. Thus Gordon found that when data on accidental 
injuries were analysed 1n a standard epidemiological manner, 
injuries appeared to follow related biological principles. The 
distribution of injuries showed characteristic variations in 
regard to age, sex and type of accident etc. Accidents occurred 
at different rates, and in relation to different agents and 
circumstances among different groups of the population. 
By considering accidents as an ecological problem and by 
using the concept of causation "as a combination of forces from 
at least three sources - the host, the agent and the environment 
in which host and agent find themselves, " Gordon CL949) was able 
to recognise patterns in the distribution of otherwise seemingly 
chance events. 
The host, agent, environment model suggested by Gordon, 
approximates the proposed system most in its specification of 
its environment factors. Gordon splits his "environment" into 
three relevant soctions: - 
(i) Physical environment which relates to matters of 
weather, season and any physical features which can be natural 
or man made, concerning the world where man lives and drives 
or travels. 
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(ii) Biological environment - which included all living 
things connected with man excluding himself, and 
(iii) Soclo-economic environment which is the sphere of the 
environment where man is affected by the relevant interactions 
with other men. 
It will be noted that in the case of road accident analysis, 
whilst such a sub-division is theoretically workable, the physical 
and socio-economic environments are by far the more important of 
these three sub-sections. Therefore in the system model described 
below, the biological environment is ignored. 
It can be seen that the road accident model proposed here 
has been split into six different sub-systems, where a sub-system 
can be defined as a collection of closely related elements. However, 
of these six sub-systems, it will be noted only three directly 
influence the level of road accidents. The remaining three sub- 
systems operate upon this accident level through one or more of 
the other sub-systems. 
In order to explain clearly this proposed model, it has been 
disaggregated into its relevant sub-syst-, ms, each of which will 
be described below. However, before that can be commenced, it 
must be pointed out that this model is a model which is only 
related to the "urban" road accident system. Obviously there 
will be an equivalent "rural" road accident system, which whilst 
consisting of the same basic sub-systems, must have different 
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levels and directions of relationships between the different 
elements. Similarly, if an overall road accident system is 
to be built, these two models, rural and urban, 'will have to 
be combined and the complete pattern studied. 
(1) PHYSICAL STPUCTURE S'UB-SYSTrlt1 
Since the basic aim of this research ryas to 
look at the relationship between road accidents and urban- 
structure, this sub-system, along rd. th that relating to the 
socio-economic structure, are the two sub-systems studied in 
some detail. This physical structure sub-system can in actual 
fact be sub-divided even further into three smaller units: - 
a) MACRO-STFUCTURE - DESIGN 
b) MACRO-STRUCTURE - SIZE 
c) MICRO-STPJJCTURE 
Although the third component - micro-structure - is obviously 
important in the overall road accident study, this research was 
more concerned with the macro factors. Accordingly, there is no 
detail from this research available concerning this facet of the 
system. However, research has been conducted in this area by 
other researchers and one study by the U. S. Bureau of Public 
Roads (BPR) is of particular significance. 
This BPR study which elucidates many aspects of multi-factor 
modelling, was intended as an "Analysis and Modelling of Relation- 
ships Between Accidents and the Geometric and Traffic Character- 
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istics of the Interstate Highway System" (Cirillo et. al 1969). 
In other words, the study tried to measure the effect of various 
geometric design features on accidents, End also evaluate different 
interchange designs. 
The model used in this BPR study was a standard multiple 
regression model, end 75 independent variables were introduced 
in the first stege of the analysis, being reduced to 20 factors 
in the final analyses. Besides pure geometric design features 
(shoulder width, curvature etc. ) the independent variables also 
covered such features as traffic variables, (average daily 
traffic etc. ), road features (lighting etc. ), and environmental 
factors (police hours etc. ). Although such variables were 
therefore mainly traffic and road variables, 5 of the final 20, 
and 10 of the original variables were concerned with "other" items 
such as the percentage of commercial vehicles, the number of 
readable information signs, and if the location was rural or uxben. 
The major findings of this research, whilst being important 
in the main body of road accident research, has this to say about 
the importance of geometric design factors (micro-structure features), 
"Geometric and traffic variables together account for only 
a fracticn of the vari£nce in accidents. The remaining portion 
is presumed to be accounted for by major factors not covered in 
this study, such as driver, vehicle and weather conditicns. " 
(Cirillo op. cit). 
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On these lines it is interesting to note that when the 
BPR study looks at the distribution of traffic and accidents 
over the 24 hours of the day, it points out that the time 
period from midnight to 4 a. m., although having the lowest 
average daily truffic of the day, has the highest rates of 
accidents per mile of travel. Obviously, road geometry has 
not changed during this period of time and also, since the 
traffic variables have been controlled statistically, it must 
be that driver and vehicle variables had not yet been accounted 
for, whilst logic, as well as knowledge of the work by Tamburis 
(1969), indicate that the interaction of specific geometric 
design features with driver characteristics may well be of 
considerable significance in elucidating this dilemma. Thus 
as Katz states: - 
"It is an open question whether the BPR study has in fact, 
"expressed the significant relationships between the design and 
traffic characteristics and..... accident experience" as claimed - 
or whether the truly significant relationship between these 
variables isn't still to be found in the interaction with the 
"major" variables not included in the investigaticn. " (Katz 1971). 
In the light of these reservations, therefore, perhaps the 
most that can be said about the study is that ccnsiderLble further 
information has been added to road accident research, data which 
when linked with additional similar information in other sections 
of the road accident system, will serve as the basis for the 
creation of more advanced and sophisticated models in this field 
of research. 
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Returning to the macro features of this sub-system, the 
relationships between these various variables will be discussed 
in the main body of this report, although certain superficial 
points can be made at this stage in the discussion. 
The first point to be made is the high degree of correlation 
that is present between the two components as well as within each 
component. In the diagrem (Fig. 5.4.1) the highest correlation 
coefficient is shove between any two variables, along with the 
direction of" the relationship. Thus the degree of open space 
variable has its highest correlation coefficient with the 
density variable (r = -0.31) - hilst the density variable has 
its highest correlation coefficient with the F. oad Density Index 
(which is an indicator of road junction density) . here r= +0.84. 
As stated, this diagram only shows the highest correlation 
coefficient between variables, and although this gives some 
indication of the relationships present, it is much better if all 
the correlation coefficients are shove. Therefore, Table (5.4.2) 
presents the correlation matrix for all the 22 variables studied 
and used in this system model. 
The second feature to note about the macro components and 
the physical sub-: yystem in general, is the way it is postulated 
to influence the level of road accidents. Not only is it 
postulated that they directly influence the volume of road 
accidents, through the degree of interaction realised vi thin 
an urban area, end the nature of the actual road network, but 
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it is also postulated that they are causal variables as they 
interact with other sub-: yystems. The most obvious interaction 
of this kind is through the human sub-system where it is 
presumed that the psychological attitude of the driver is 
influenced by such factors as traffic density, type of road, 
congestion etc. which in turn, All influence the driver's 
attitude to "risk, taking" and ultimately, therefore, the 
volume of road accidents. 
The third point to make mesnuhile, is the direct "feedback" 
link between the actual level of road accidents and the "control, ". 
of the physical structure sub-system of any urban area. Since 
one can conceive of the road accident system as being a "controlled 
system"2 this "feedback" mechanism is of vital importance, since 
in one way it indicates a certain "tolerance" level within society, 
whilst at the sane time, it acts as a motivator in reconstruction 
within the physical environment. Thus it can be argued from 
this point, that this feedback mechanism is essential in determin- 
ing the level of road accidents (or costs) that any society is 
liable to deem acceptable, when related to the actual cost of 
physical improvement and/or redevelopment. The understanding 
2 There are usually deemed to be four types of systems: - 
(1) HOT., APO ITIC SYSTt: - This is a system that 
maintains "a constant operating environment in the 
face of random external fluctuations. " (Rosen 1967). 
Such systems resist any change in environmental 
conditions and gradually return to an equilibrium 
or steady state behaviour after any such change. A 
spring is a good analogy for this kind of system. 
/con td... 
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of such a feedback mechanism can only come, however, at a much 
later date in the modelling of the road accident system, hien 
the relationships between all the elements are more clearly 
understood. When that situation has been reached, the feedback 
mechanism becomes a type of eveluatory process. 
(2) SOCIO-ECOPiCI4TC STPUCTURE SUB-SYSTIId 
It can be seen that this sub-system is basically 
made up of social status and housing variables. Once again since 
these variables were studied in this research, the highest 
correlation links are show both by value and direction. 
Although it is postulated that this sub-system does not 
directly influence the volume of ro. d accidents, it was deemed 
significant in affecting the ultimate level of accidents through 
other sub-systems. Thus the level of car outership will affect the 
traffic volumes in the physical structure sub-system, and the sex 
ratio will affect the human sub-system, because of the different 
accident patterns and rates, noted for male and female drivers. 
(See McKay 1969, Robertson et al 1966 etc. ). A similar argument 
can be put forward for the t%. n age distribution variables. 
2 contd. (ii) ADAPTIVE SYSTTTI: - is a sy stem for which 
there exists for each possible input a set of 
one or more preferred states, or outputs. The 
system is also such that if at any time the 
system is not in a preferred state, then the 
system kill so act as to alter the state until 
one of the preferred ones is achieved. The study 
of such systems obviously involves the concept of 
"goal seeking. " The concept of a feedback. 
mechanism is obviously vital in these types of 
system changing the various states by directly 
affecting the ccnditien of the environment or by 
altering the perimeters of the system itself. 
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The other major sub-system linked with the sbcio-economic 
sub-eystem is the vehicle system. The line of reasoning here 
is that the socio-economic level of an urban area, will directly 
influence the type, age and therefore level of maintenance, of 
the vehicles used in that area. The lower an area is socially, 
the higher the proportion of "second-hand" and old cars one 
would expect to find in the total vehicle population. On these 
lines, if any confidence can be placed on the tentative results 
of the motor vehicle inspection studies mentioned previously, 
then one would also expect a relatively higher degree of road 
accidents in these areas. 
(3) vMcr, E SUP-sYSTF: t 
Of all these sub-systems within the road accident 
system, the vehicle sub-system has perhaps commanded in the past, 
the major amount of research in this field. Unfortunately, this 
sub- ystem is complicated by the fact that it can influence road 
accidents both in the "pre-collision circumstances" and also in 
the "post-collision' circumstances, " and as such they ought to 
be dealt with individually. 
2 ccntd. (iii) DYNI:; _IC SYSTEMS: - are systems through 
which the feedback mechrtnism keeps the system 
moving through a sequence of unrepeated states 
usually termed the trajectory or line of behaviour 
of the system. Implicit in such cyst¬s is the 
learning process where the feedback may cause new 
preferred states to be identified. Exemples of 
such systems include economic growth models etc. 
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Post collision investigations can be generalised under 
the heading of protective devices; their use and degree of 
success in the post-crash condition. Such investigations 
have therefore studied the use of safety belts and the energy 
absorbing steering column etc. Although these devices could 
be tested experimentally in the laboratory, the true degree 
of their success can only be statistically demonstrated in 
the field, since in the case of the safety belt there was 
considerable scepticism as to chat would be the belt's real 
contribution to the overall traffic safety progress. 
A good example of the resultant studies, and one which 
helps to indicate the influence of other variables and sub- 
systems, upon the vehicle sub-system is the study completed 
by Bohlin (1967) who looked at 28,000 accidents involving 
Volvo vehicles in Sweden 1965 - 1966. 
The first and perhaps most significant finding was that 
only 2% of the vehicles with seat belts, actually used them 
with the result that any effect of seat belts on overall injury 
2 contd.. (iv) - CONTFOLLED SYSTFNS: - are those where 
the operator has some degree of control over 
inputs. Systems control theory is therefore 
very important when des-ling with these systems. 
Controlled systems are most frequently found 
in the fields of planning, and government policy 
There some inputs are controlled in order to 
achieve some desired level of output. For 
further reading on these systems see (Rosen 1967, 
Ashby 1966,1963). 
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must be very limited. Returning to the main findings of the 
study meanwhile, using a "cause present" and "cause absent" 
group technique, Bohlin was able to study these two groups 
and see if there was any significance in the seriousness of 
injuries sustained. However, before uncritically accepting 
the findings of this study, which conclusively showed the 
effectiveness of seat belts as a crash injury reducing agent, 
it must be pointed out that the two groups used exhibited 
significant differences in composition. For example, as 
regards age, in the total group of 37,511 injured front seat 
occupants., the author states that "the substantial part were 
the very young drivers aged 18 - 24. " On the other hand, 
since belt usage varied from 17% in the 20 - 25 years age group, 
to 31% in the 45 - 55 years age group, it is obvious that the 
distribution of ages in the 9569 injury cases who yore seat 
belts is entirely different from that in the remaining 27,952 
cause absent, non-belted group. If this is coupled with the 
assumption that people who wear safety belts might prove to be 
more "careful" persons overall (Morgan 1967) it can be seen 
that the actual influence of these vehicle variables cannot 
truly be assessed until the interactive influence of other 
variables (age, speed, sex, carefulness, etc. ), has satisfactorily 
been accounted for and studied. 
Similarly, the studies which have tried to investigate the 
influence of vehicle factors on the pre-crash ccndifAons, have 
also been restricted' by several difficulties. The major hypothesis 
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here has been to try and determine whether changes in the 
handling, and performance characteristics of different vehicles, 
can in any way be a factor in the causation of road accidents. 
Thus a typical study was that by Cornell Aeronautical Laboratory which 
attempted, "to find out to what extent power steering cars might 
differ from standard steering cars in injury producing accidents. " 
(Gensler 1966). Their analysis sub-divides the "with" and "without" 
groups according to weight of car, age and sex of driver, time and 
type of accident, impact speed, area of impact, direction of force, 
roll-over violence and two car - single car configuration. These 
observations led to two major conclusions. 
(i) Power steering cars have more object collisions as 
contrasted to vehicle collisions, and, 
(ii) Power steering cars have more rear end involvement 
as contrasted to firnt involvement etc. 
However, the comple dty of such studies, and therefore this 
part of the vehicle sub-srstemm as a whole, can be best illustrated 
by quoting from the Cornell study: - 
"None of the findings can be related to the steering mechanism. 
There is no obvious way by which power steering could be thought 
to cause object collisions rather than vehicle collisions .... etc. 
..... Yet these tendencies are statistically significant..... The 
interpretation of these findings is made problem-tic if not 
impossible by the fact that the data contain no information on 
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the exposure of the two groups of cars ..... It may be that power 
steering cars are on the road ...... under different traffic 
conditions..... Preponderance of object collisions could be 
expected if power steering cars did more rural highway driving.... 
These explanations of the observations must remain quite speculative. " 
(Gensler op cit. ). 
The major conclusions to be drawn from both types of study 
described above, (those looking at pre-crash conditions, and those 
concerned with post-crash conditions) is that although one can 
determine several relationships, the relationships between vehicle 
factors and other variables cannot be explicitly stated without 
further data and further study. However, it can be concluded 
that the vehicle sub-system is definitely affected by the socio- 
econouic sub-system and the prevention sub-system ( through police 
surveillance and control) even though the type, level and direction 
of these influences cannot be specifically stated at this point in 
time. 
(4) NATURAL PHr='i3A SUB-SYSTM4 
Although the influence of this sub-system in Britain 
on the level of road accidents (in urban areas) can be postulated 
as being minimal, it should not be discounted altogether. 
There are two ways suggested in which this sub-system can 
influence the volume of accidents. In the first instance it can 
work through the micro-features of the physical structure sub- 
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system, whereby it makes "normally" safe physical features "less" 
safe under bad natural conditions. Thus the degree of satisfaction 
concerning surfacing work can var7 according to the level of such 
things as rainfall, ice, relief etc. 
Similarly the natural phenomena sub-system can be influenced 
due to its interaction with the human system. It should be realised 
there are two climatic conditions, one inside the vehicle as well 
as one outside the vehicle. The interior conditions within a 
vehicle can therefore be important in determining the physiological 
condition of the driver etc., and therefore the way in which he 
responds to any incident. 
In this research, because of data difficulties, the only 
variable included from this sub-system was that of rainfall. 
Although its correlation with the other variables is shown in 
Table (5.4.2) it would appear that these are rattier meaningless, 
since the above mentioned intermedlarj variables- are not included 
and therefore the postulated important interactions unavailable. 
(5) PREVY-vTIOtd SUB-SYSTT! 
Once again this sub-system can be ver7 influencial 
in detenaining the level of road accidents in any area through 
one or other of the various sub-systems. It would appear that 
this sub-systems con be split into two separate sections which 
can influence the accident level in different ways. 
One section can be described as the police action section. 
This includes the action of the police in relation to car mainten- 
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ante, traffic control, and also motoring offences. Thus this 
section can influence the level of road accidents by means of 
its interaction with the vehicle, physical and human sub-systems 
respectively. For exa; npl e, it can be argued that where a police 
force is well known for its "unsympathetic" attitude to motoring 
offences, this should affect the attitude of individual drivers, 
through the human psychological sub-system. It is interesting 
to note here that the maximum correlation coefficient for the 
Police Prosecution Index used in this research is r=0.38 and 
links this variable with the level of through traffic, in the 
physical structure sub-system. This could indicate perhaps 
one of two hypotheses. Either it could be argued that police 
action tends to be more stringent in traffic control where there 
is a high degree of through traffic and therefore, possibly traffic 
congestion, or alternatively it could be argued that , ere a police 
force follows a stringent line on motoring offences, the number 
of police prosecutions is related directly to the volume of 
through traffic and therefore the volume of strangers through an 
area who. are not conversant with the local police attitude. 
Whichever argument is" accepted however, it is obvious that the 
police action is definitely interacting with one or more of the 
other sub-systems. 
The second section within this sub-syste-n can be looked 
upon. as a training section. That is, the action of such people 
as road safetj officers, and driver trainer bodies. This section 
therefore obviously interacts with the human sub-systea by trying 
84 
to alter the psychological attitude of both drivers and 
pedestrians of all ages, by increasing the level of knowledge 
and understanding of these people. 
Before leaving this sub-system, it should be pointed out 
once again, the direct feedback link between the actual level 
of road accidents and the prevention sub-system. The logic 
behind this is that the prevention organisations are the 
imple-aentors of the "tolerance" level of society to the volume 
and cost of road accidents. Thus it can be seen that there is a 
direct relationship between the volume of road accidents and 
police action as regards motoring incidents. 
(6) HUMAN SUB-SYST"A 
Basically this sub-system is related to the 
psychological and physiological response of the human individuals 
to any situation. The importance of this sub-system can be seen 
by the fact that it is influenced by every other sub-system within 
the read accident system, and can therefore perhaps be regarded as the 
central core of the whole system. Unfortunately the intenial oper- 
ation of this sub-system is also the least understood and any studies 
which have been attempted in this direction have been of very little 
success. It can be argued, however, that before this sub-system 
can-be satisfactorily "opened" the relevant interactions of the 
other sub-systems will have to be known, and the understanding 
of the human system will be the last clue in the problem. 
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Studies which have tried to look at this sub-systea in 
isolation, have tended to revolve around the various early 
theoretical models of road accident causation, such as accident 
proneness and highway hypnosis. Consequently, as these theories 
have become less acceptable, so have the results of these studies, 
although once again important background information may have 
been collected. However, it is still true to state that very 
little is still known about this sub-system and further advanced 
work by perhaps psychologists is one of the major necessities 
in road accident analysis at present. 
This chapter has therefore attempted to postulate a simple 
road accident system, and the various internal sub-systems, which 
can serve as a first approximation to the final road accident 
system. It must be emphasised this model only suggests the 
various directions of the interrelationships and therefore no 
mathematical functions can be put forward at this time. These 
functional relationships can only be obtained by further detailed 
work into the nature of each of the sub-systems. Accordingly, this 
research has used the suggested frameworks and has attempted to 
look at two of these sub-systems; the physical stricture sub- 
system and the socio-economic sub-system, the analysis and results 
of which, are given in the following sections of this 'report. 
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Chanter 6 DATA 
6.1 INTTh)DUCTION 
Since the aims of this research involved the study of 
the spatial and temporal variation in road accident statistics 
in England and Vales, various sources had to be used for the 
extraction of the relevant data points. Similarly it was 
necessary to collect two sub-sets of data, one relating to 
the dependent variables (road accident statistics) and another 
relating to the independent or explanatory variables. The 
source and definition of these variables will be expounded in 
more detail in the following sections of this report. Numerically 
twenty two independent variables (Table 6.1.1) and forty five 
dependent variables (Table 6.1.2) were ascertained for each of 
the one hundred areas sampled. In order to elucidate the 
explanation of these two sets of variables, each . will be referred 
to individually within each relevant sub-set. 
6.2 DEPMEtT VAFZABLES 
The major source for this sub-set of variables was obtained 
from the TRF, L's computerised output of the Police Stats 19 form. 
. 
Use of this source of data enabled uniformity of data spatially, 
whilst unfortunately restricting the tenooral analysis due to 
the variation in the z-vailability of the same data population 
for different years. Because of this difficulty, it was only 
possible to attain heavily disaggregated data for the years 1969 
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1. POP: - POFULATION LEVEL 
2. AR: - 
3. DEDi: - 
4. PTF: - 
5. ETT: - 
6. TTF: - 
7. COW: - 
8. TLSI: - 
9. SRI: - 
10. TCI: - 
11. CI: - 
12. DOS: - 
13. SHI: - 
14. AVI: - 
AREA OF URBAN DISTRICT 
DENSITY OF POPULATION 
PEAK TRAFFIC FLOW 
ESTIMATE OF THROUGH TRAFFIC 
TOTAL TRAFFIC FLOW 
CAR OWNERSHIP 
MEAN SOCIAL INDEX 
SEX RATIO INDEX 
TOWN CLASSIFICATION INDEX 
COMPACTNESS INDEX 
DEGREE OF OFEN SPACE 
STANDARD OF HOUSING INDEX 
AGE VULNERABILITY INDEX 
15. DVI: - DRIVER VULNERABILITY INDEX 
16. TDI: - TOTAL DWELLING INDEX 
17. HTI: - HOUSING TENURE INDEX 
18. CHSI: - CHANGE OR HOUSING STOCK INDEX 
19. PPI: - POLICE PROSECUTION INDEX 
20. PSI: - POLICE SEVERITY INDEX 
21. RI: - RAINPALL INDEX 
22. RDI: - ROAD DENSITY INDEX 
TABLE 6.1.1. LIST OF 22 INDEPENDENT VARIABLES (1970) 
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1. TC70: 
2. TA70: 
3. TPS70: 
4. TPED70: 
5. TMC70: 
6. TPCY70: 
7. TDRC70: 
8. TCFED70: 
9. TYDR70: 
10. TJLýN70: 
"11. TPDCR70: 
12. TTPw'ýI70: 
13. TRT70: 
14. TTJN70: 
15. TYJN70: 
16. TXJ. N'70: 
17. TIICRD70: 
18. TCRD70: 
19. TCPP70: 
20. TAPP70: 
21. TFSPP70: 
22. TCVM70: 
23. TAVM70: 
24. TFSPM70: 
25. SR70: 
26. CPEDCR70: 
27. YDRCR70: 
28. TVNAR70: 
29. PDCRAR70: 
30. TA. WC70: 
31. T1YC70: 
32. RTAR70: 
33. TJNAR70: 
34. YJNAR70: 
35. XJNAR70: 
36. TPEDPP70: 
37. PEDCR70: 
38. PCYk'T70: 
39. PED"dT70: 
40. PCYAR70: 
41. t-fCAR70: 
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. TDI'c:. `V70: 43. DRCR70: 
44. TCTA70: 
45. TJNAR70: 
Total Casualties 
Total Accidents 
Total Fatal and Serious Casualties 
Total Pedestrian Casualties 
Total Motor cycle Accidents 
Total Pedal cycle Accidents 
Total Driver and Rider Casualties 
Total Child Fedestrian Casualties 
Total Young Driver and Rider Casualties 
Total Junction Accidents 
Total Accidents at Pedestrian Crossings 
Total Accidents due to a 
Total Accidents at Roundabouts 
at T Junctions 
at Y" 
at X TM 
Total Accidents on Unclassified Roads 
It " Classified Roads 
Total Casualties per 103 population 
" Accidents """ 
Total Fatal and Serious casualties par 103 population 
Total Casualties per 106 Vehicle Miles 
" Accidents It nnn 
Total Fatal and Serious casualties per 106 Vehicle Miles 
Fatal and Serious casualties/Total Casualties. 
Child pedestrian casualties/Total pedestrian casualties 
Young driver and rider casualties/Total driver and 
rider casualties. 
Total turning accidents/Total accidents 
Total accidents at pedestrian crossings/Total accidents 
Total accidents on unclassified roads per mile of 
unclassified road. 
Total accidents on classified roads per mile of 
classified road 
Total roundabout accidents/Total junction accidents 
Total T Junction It TM 
ny it nn" 
tt x If 11 11 n 
Total pedestrian casualties per 103 population 
Total pedestrian casualties/Total casualties 
Total pedal cycle accidents/pedal cycle work trips (103) 
Pedestrian casualties/Total walk work trips (10c) 
Total pedal cycle accidents/Total accidents 
Total motor cycle accidents/Total accidents 
Total driver and rider casualties per 106 Vehicle miles 
Total driver and rider casualties/Total Casualties 
Total Casualties/Total Accidents 
Total Junction accidents/Total Accidents. 
TABLE 6.1.2. LIST OF 45 DEFIIIDE'T VARIABLES 1970. 
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and 1970. However, the temporal analysis was extended for three 
of the basic dependent variables; total casualties, total 
casualties per thousand of population and total casualties per 
vehicle mile (106), for the years 1966 - 1970. Such variables 
related to all accidents involving fatal, serious and slight 
casualties for each of the sampled local authority areas. Data 
prior to 1966 was only available for fatal and serious accidents 
thereby restricting the use of these years in any extended, or 
meaningful temporal analysis. Therefore it is important to note 
that the 45 disaggregated dependent variables obtained from the 
Stats 19 form, are essentially only related to the two year 
period 1969 and 1970. 
The Police Stats 19 form has been operative for many years., 
but the data used in this research came from the 1963 revised 
form. This form which has to be completed by the police for 
every personal injury accident, contains extended information 
ranging from the type and class of casualties to attendant road 
and manoeuvre circumstances. (Fig. 6.2.1). The computerisation 
of these forms in 1967 by Harris (197"1) at the TRRL at Crowthorne, 
enabled the extraction of the necessary data to take place for 
the relevant local authority areas. This allowed a greater 
disaggregating of the data than would other-Ase have been possible. 
The definition of the various diseggregated dependent variables 
is given below: - 
Y01 TOTAL CASUALTIES (TC 70) the total number of fatal, 
serious and slight casualties reported by the police for each 
relevant local authority. 
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YO2 TOTAL ACCIDENTS: (TA 70): -the total number of accidents 
involving any persoi l injury reported by the police for each 
relevant local authority. 
YO3 TOTAL FATAL AND SERIOUS CASUALTIES: (TFS 70) the total 
number of fatal and serious casualties reported by the police for 
each relevant local authority. 
YO4 TOTAL PFDESTMAtl CASUALTIFS: (TPED 70) the total 
number of pedestrian casualties, fatal, serious and slight reported 
by the police for each relevant local authority. 
Y05 TOTAL MOTOR CYCLE Ä, CCTDFEiTS: (Tt1C 70) the total number 
of accidents involving a motor -cycle, motor scooter or moped, 
reported by the police for each relevant local authority. 
Y06 TOTAL PFDAL CYCLE ACCIDFF1TS: (TPCY 70) the total number 
of accidents involving a pedal cyclist reported by the police for 
each relevant local authority. 
YO7 TOTAL, DRIVER AND RIDER CASUALTIES: (TDRC 70) the total 
number of drivers and riders injured and reported by the police 
for each relevant local authority. 
Yob TOTAL CHILD PED£STRTAN CASUALTIES: (TCPED 70) the 
total number of pedestrian casualties below the age of 15 years 
reported by the police for each relevant local authority. 
Y09 TOTAL YOUNG DRIVER IND RIDER CASUALTIES(TYDR 70) the 
total number of driver and rider casualties in the age group 
16 - 25 years reported by the police for each relevant local 
authority. 
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Y10 TOTAL JUNCTION kCCIDMTS: (TJUtt 70) the total number 
of accidents occuring at or within 20 yards of a junction 
involving personal injury and reported by the police for each 
relevant local authority. 
Yll TOTAL ACCIDfiITS AT PEDESTRIAN C1 )SSINGS: (TPDCR 70) 
the total number of accidents occurring at or within 50 yards 
of a crossing involving personal injury and reported by the 
police for each relevant local authority. 
T12 TOTAL ACCIDENTS INVOLVING A TURNING MOVDIF? IT: (TTRI 70) 
the total number of injury accidents involving a vehicle turning 
round, turning left or waiting to, or turning right or waiting to 
do so, reported by the police for each relevant local authority. 
Y13 TOTAL RJTJNNDABOUT ACCIDENTS: (TRT 70) the total number 
of injury accidents occurring at, or within 20 yards of a roundabout 
reported by the police for each relevant local authority. 
Y14 TOTAL ACCID12ITS AT ' T' JUNCTIONS: (TTJN 70) the total 
number of injury accidents occurring at or within 20 yards of a 
'T' junction or staggered junction, reported by the police for 
each relevant local authority. 
Y15 TOTAL ACCIDENTS AT 'Y' JUNCTIO_`; S: (TYJN 70) the total 
number of injury accidents occurring at or within 20 yards of a 
- 'Y' junction, reported by the police for each relevant local 
autaori ty. 
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Y16 TOTAL ACCIDETTS AT CKJSS-? BADS: (TXJN 70) the total 
number of injury accidents occurring at or within 20 yards of 
a cross-roads junction, reported by the police for each relevant 
local authority. 
T 
17 
TOM, ACCIDFITS ON UNCLLSSIFIED ROADS: (TUCPJ) 70) the 
total number of personal injury accidents occurring on urban roads 
graded as class C roads or unclassified roads, reported by the 
police for each relevant local authority. 
118 TOTAL ACCID dTS ON CLASSIFIED TOADS: (TCRD 70) the 
total number of personal injury accidents occurring on urban 
roads graded as class M, A41, A and B. reported by the police for 
each relevant local authority. 
Y19 TOTAL CASUALTIES PER THOUSAND OF POPULATION: (TCPP 70) 
the total nurber of road casualties reported by the police for 
each relevant local authority, divided by the population (0G0s) 
for that local authority area. 
Y20 TOTPL ACCIDENTS PER THOUSAND OF POPULATION: (TAPP 70) 
the total number of personal injury accidents, reported by the 
police for each relevant local authority, divided by the pop- 
ulation (000s) for that local authority area. 
Y21 TOTAL FATAL AND SERIOUS CASUALTTES PER THOUSAND OF 
POPULATION: (TFSPP 70) the total number of fatal and serious 
casualties, reported by the police for each relevc: nt local authority, 
divided by the population (000s) for that local authority area. 
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Y22 CASUALTY RATE PER MILLION VFMCLE MILES: (TCVM 70) 
the total number of casualties reported by the police for each 
relevant local authority, divided by the number of million 
vehicle miles calculated for that local authority area. ' 
123 ACCIDtIIT RATE PER MILLION VFIiICLE MELES: (TAVPM 70) 
the total number of personal injury accidents reported by the 
police for each relevant local authority, divided by the number 
of million vehicle miles calculated for that local authority area. 
Y24 FATAL AND SERIOUS CASUALTY RATE PER MILLION VEHICLE MILES: 
(TFSV14 70) the total number of fatal and serious casualties 
reported by the police for each relevant local authority, divided 
by the number of million vehicle miles calculated for that local 
authority area. 
Y25 SFVEP. ITE RATE: (SR 70) the total number of fatal and 
serious casualties reported by the police for each relevant local 
authority, divided by the total number of casualties reported by 
the police for each relevant local authority. 
1 Vehicle mileage is defined as: - 
Vmi = TTFi . Rtiii 
where TTF1 = Total traffic flow for areal 
(see notes on independent 
variables) 
Fii = Total road mileage for area,. 
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Y26 CHILD PEDFSTRIAN CASUALTY RATE: (CPEDCR 70) the 
total number of pedestrian casualties below the agq of 15 years 
reported by the police for each relevant local authority, divided 
by the total number of pedestrian casualties reported by the 
police for each relevant local authority. 
Y27 YOUNG DRIVER AND RIDER CASUALTY RATE: (YDRCR 70) 
the total number of drivers and rider casualties in the age 
group 16 - 25 years reported by the police for each relevant 
local authority, divided by the total number of driver and 
rider casualties reported by the police for each relevant local 
authority. 
Y23 TURNING ACCIDENT RATE: (TUNAR 70) the total number 
of personal injury accidents resulting from a turning manoeuvre2, 
reported by the police for each relevant local authority, 
divided by the total number of personal injury accidents reported 
by the police for each relevant local authority. 
Y29 PEDESTRIAN CPOSSIVG ACCIDT T RATE: (PDCRAR 70) the 
total number of personal injury accidents occurring at or within 
20 yards of a pedestrian crossing reported by the police for each 
relevant local authority, divided by the total number of personal 
injury accidents reported by the police for each relevant local 
authority. 
2 Actions included in a turning manoeuvre are: - 
1) Turning round in. the roadway. 
2) Turning left or waiting to turn. 
3) Turning right or waiting to turn. 
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YýP ACCIDENTS PER MILE OF UNCLASSIFIED ROAD: (TA: "IUC 70) 
the total number of personal injury accidents occurring on 
unclassified roads reported by the police for each relevant 
local authority, divided by the mileage of unclassified roads3 
in that local authority area. 
Y31 ACCIDE'ITS PER I-TILE OF CLÄSSIFIFD POaDS: (TI14C 70) 
the total number of personal injury accidents occurring on 
classified roads reported by the police for each relevant local 
authority, divided by the mileage of classified roads3 in that 
local authority area. 
Y32 ROU? IDABOUT ACCID"-, IT RATE: (RTAR 70) the total 
number of personal injury accidents occurring at or within 
20 yards of a roundabout reported by the police for each relevant 
local authority divided by the total number of personal injury 
junction accidents reported by the police for each relevant local 
authority. 
Y33 'T' JUNCTION ACCIDENT RATE: (TJNAR 70) the total 
number of personal injury accidents occurring at or within 20 yards 
of a 'T' or staggered junction reported by the police for each 
relevrnt local authority, divided by the total number of personal 
injury accidents occurring at or within 20 yards of a junction, 
reported by the police for each relevant local authority. 
3 Supplied by the Ministry of the IIzvirorment 
snd the Scottish and Welsh Offices. 
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Y34 'Y' JUNCTION ACCIDRIT MTE: (YJNAR 70) the total 
number of personal injury accidents occurring at or within 
20 yards of a 'Y' juncticn, reported by the police for each 
relevent local authority, divided by the total number of 
personal injury accidents occurring at or within 20 yards of 
a juncticn reported by the police for each relevcnt local 
authority. 
Y35 CMOS-mr_D JUNCTIOfi FCCIP12TT PJ: TE: (FJNJ. R 70) the 
total number of personal injury accidents occurring at or within 
20 yards of a cross-road junction, reported by the police for 
each relevant local authority, divided by the total number of 
personal injury accidents occurring at or within 20 yards of a 
junction, reported by the police for each relevant local authority. 
Y TOTi. L PFDESTFIIN C1: SUALTIFS PEP TECUStND OF PCPULATICN 
(TPEDPP 70) the total number of pedestrian casualties reported 
by the police for each relevant local authority, divided by the 
population (000s) of that local authority area. 
Y37 PEDESTR N CASUfLTi PATE: (PEDCR. 70) the total number 
of pedestrian casualties reported by the police for each relevant 
local authority, divided by the total number of casualties, 
reported by the police for each relevant local authority. 
Y TOTAL PEDAL CYCLE A. CCIDFTTTS PER ThOTSIND PED?. L CYCLE 
WORK TEIPS: (PCYn'T 70) the total number of pedal cycle injury 
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accidents reported by the police for each relevent local authority, 
divided by the estimated pedal cycle work trips4 for that local 
authority area. 
Y39 TOTtL PEDESTPIMT CÄSUW. LTIFS PER HIJNDPFD kOFJ U111K 
. TIPS-. (PEDWT 70) the total number of pedestrian casualties 
reported by the police for each relevant local authority, 
divided by the estimated work walk trips4 for that local authority 
area. 
Yý PFDPL CYCLE ACCIDENT, FATE: (PC! A. Pý 70) the total number 
of personal injury accidents involving pedal cycles, reported by 
the police for each relevant local authority, divided by the 
total number of personal injury accidents reported by the police 
for each relevant local authority. 
MOTOR CYCLE ACCIDF TT PJTF: (MCAR 70) the total number Y41 
of personal injury accidents involving a motor cycle reported by 
the police for each relevant local authority, divided by the total 
number of personal injury accidents reported by the police for 
each relevant local authority. 
142 TOTII DPSVFR AND RTDFR CÄSUPJ, TIFS PER MILLION VEHICLE 
! TLFS: (TDRPN4 70) the total number of driver and rider casualties 
reported by the police for each relevent local authority, divided 
by the number of million vehicle miles calculated for that local 
authority area. 
4 Both the pedal cycle work trips (Y ß) end the tot l 
/ walk work trips (Y 9) were obtained from the "Journey 
to Work" tables presented in the 1966 census returns. 
These estimates were included to try and obtain some 
degree of exposure of these two disaggregated accident 
variables. 
Y43 DRIVER AND RIDFR CASUALTY RLTE: (DRCR 70) the total 
number of driver and rider casualties reported by the police 
for each relevant local authority, divided by the total number 
of casualties reported by the police for each relevant local 
authority. 
Y44 CASUALTY PATE: (TCTA 70) the total number of casualties 
reported by the police for each relevant local authority, divided 
by the total number of personal injury accidents reported by the 
police for each relevant local authority. 
Y45 JUNCTION ACCIDT14T RATE: (TJNAR 70) the total number of 
personal injury accidents occurring at or within 20 yards of a 
junction reported by the police for each relevant local authority, 
divided by the total number of persona]. injury accidents reported 
by the police for each relevant local authority. 
As trill be obvious frcm the list of dependent variables used, 
their nature and type are very diverse, some are absolute figure, 
whilst others are compound variables. Within the road accident 
literature, there has been some, but not enough discussion, as 
to what type of variable is the best kind of safety indicator. 
(Katz 1971 Rapoport 1967). Following Katz it can be argued that 
there are two groups of indicators, one which measures how intense 
or prevalent accidents are t-rithin a given population, and another 
which measures the amount of accident incidence in relation to a 
related measure of exposure to that activity. Thus the first 
group which Katz calls the "stetic" or "population" family includes 
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such indicators as: - 
(i) accidents per 1,000,000 persons 
(ii) accidents per 1,000 vehicles 
(iii) accidents per mile of road 
(iv) accidents per 1000 male drivers etc. 
The second group meanwhile, which can be called the "exposure" 
or "activity" fsnily of indicators, includes: - 
(i) accidents per mile of bus travel 
(ii) accidents per mile of annual driving 
(iii) accidents per number of pedestrians crossing the road 
(iv) accidents per mile of travel of road length etc. 
The distinction between these two groups is both relevant to 
this research, end also any future research, since of the tiro, 
the exposure indicators are by far the more meEmingful cnes yet 
to date such information is either scarce or non-existent, end 
when applied to sub-national geographical areas, open to considerable 
error values due to the dearth of accepted information. collection 
and derivation. Therefore of the 45 dependent variables used in 
this research, only 6 can be said to be of the exposure group 
whilst the remainder belong to the static family of indicators. 
The reason for preferring the exposure indicators is due to the 
limitation inherent within the static indicators, tihich reflect 
both the amount of activity and the degree of duigm associated 
with that 
activity, 
within one statistic. Thus where one is 
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trying to measure the effectiveness of some countermeasure 
action, euch indicators would appear merningless. However, 
where one is trying to study spatial variations about some 
declared "norme of acceptability, as in this research, r1ilst 
the static indicators may not be the optimum ones, they do 
have considerable relevance and are therefore nerningful in 
relation to consequent conclusions. 
6.3 INDIPIIJDr3JT VARIABLES 
Unlike the dependent variables, there was no one source of 
data for the independent variables, although in several instances 
the 1961,1966 and 1971 censuses provided the major components. 
Of the 22 independent variables 8 were constant during the period 
of he study, whilst the remainder varied from year to year. A 
description and the derivation of each of these variables is given 
in the following section. 
X1 POPULATION: - (POP 70) The incidence of road accident 
conflict is obviously related to the size of an urban area. 
Therefore data of the relevant population levels were obtained 
from the 1961,1966 and 1971 census returns for Fhgland, Wales 
and Scotland. The data for the intervening years was taken 
from the Registrar General's annual estimates of population. 
x2 AF, F. A OF AN UF. FAN AFFA: - (AR 70) Once again this 
information was obtained from the respective census returns. 
A. dditional information was also obtained frcm the data given 
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within the Municipal Year Book, end the annual reports of the 
New Town corporations, where relevant. The area of an authority 
was measured in acres. 
%3 POPULATION DE? TSI TY :- (DIN 70) This variable was a 
combination of the previous two variables and can be defined as 
Pi. t 
Dit - 
Ai. t 
where Dist = the density of population area i at time t 
(persons per acre) 
Pi. t= the population of area i at time t 
Al. t= the area of an area i at time t (acres) 
X4 PM TRAFFIC FLOW: - (PTF ? 0) During the period 1964 - 
1966 the Road Research Laboratory made a study of road traffic 
flows crossing cordons around the control areas of eight towns 
of varying population size. One of their conclusions was; The 
peak 1 hour flow a. m. or p. m. in passenger car units was found 
to vary with population p as- 
f. p. c. u = 6pP. 
6 
p. c. u/h (Munt et al 1968) n 
Accordingly this formula was used in this research as an 
estimator for the peck traffic flow, for each of the relevi nt 
urban areas, and for each year under study. 
TOTAL TRAFFIC FLOW: - (TTF 70) Because of the possibility 
of error in the previous variable it was deemed expedient to 
introduce a second traffic variable which could be calculated 
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from an entirely different source. Although some data on traffic 
flow was available from the numerous Traffic and Transportation 
studies already published, due to differing methods of collection 
and estimation, comparisons between different areas was deemed 
unacceptable. Similarly whilst at one stage it was originally 
intended to relate total traffic flow to a calculated total 
capacity for that urban area following Tanner, (Tanner 1966) 
this was also eventually rejected. This line of reasoning was 
due to the fact that any such capacity level would necessitate 
a high degree of calculated estimation, and that this would 
create a high level of inaccuracy within any such derived. index. 
Therefore the eventual index that was derived was both simple 
and nationally comparable, but even so it must include a sub- 
st. -ntial error term due to the method of estimation. However, 
it was assumed that this error term would vary only slightly 
from one area to another, thereby enabling some confidence in the 
areal variations. 
The data scurce used was therefore the 1966 Sample Census, 
"Workplace and Transport Tables, " which gives the number of 
"person-work-trips" by mode of transport, and place of destination. 
Three categories of destination are given: - 
(i) Persons resident and working in the area, 
(ii) Persons working in the area but resident elseir ere, 
(iii) Persons resident in the area but working elsewhere. 
The first two groups indicate person movement into the city 
area, whilst the third gives movement out of the city area; Thus 
104 
during the work period, all three groups are going to be involved 
in some kind of "work-transportrjourney" within the total urban 
area. 
The node of transport is also giveiin six categories: - 
(i) Bus 
(ii) Car 
(iii) Goods 
(iv) Motor Cycle 
(v) Pedal Cycle 
(vi) On foot. 
The first five categories will give some indication of the 
number of vehicles upon the road network during the "work-travel" 
period, whilst the last category, if included, gives some 
indication of the number of pedestrians around the road network 
during the same time period. To relate the date. presented in 
these returns to some kind of traffic volume index, certain 
extra assumptions had to be made. In the first instance the 
figure giving the number of people going to ti: ork by car does 
not give the number of those who are car passengers. If the 
number of cars being used is to be calculated, an assumption 
concerning car occupancy rates has to be made. Similarly the 
number of buses is dependent upon an expected bus occupancy 
rate. Tanner (Tanner 1966) whilst estimating the total capacity 
of urban areas used the two occupancy rates of 1.45 people per 
car and 42.5 people per bus. These rates were based on 1966 
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empirical observations in London and other urbpn areas. It 
was noted however that the two rates were altering, the former 
increasing and the latter decreasing. Therefore for the purpose 
of this research the two occupancy rates used were 1.5, and 40.0 
respectively. Using these rates it was then possible to calculate 
the total number of vehicles used in the journey to work, and 
also the traffic flow in terms of passenger car units. The p. c. u. 
values used were those recom? aended by the forner Ministry of 
Transport for urban areas: - 
(i) Bus 
(ii) Car 
3.0 p. c. u. 
1.0 p. c. u. 
(iii) Motor Cycle = 0.75 p. c. u. 
(iv) Pedal Cycle = 0.33 p. c. u. 
The calculated p. c. u* figure is therefore an estimated figure 
of the number of vehicles used in the journey to work. By doubling 
this figure a two-way work journey figure can be assumed. From 
empirical observations recorded in the various Land Use and Trans- 
portation studies available, it can' be seen that the volume of 
work journeys ranges between 28 - ?, 55 approximately, of all 
journeys, during the 24 hour day. (6.3.1). If the previously 
calculated figure is multiplied by a factor of 3, one then has 
some estimate of the Annual Average Daily Flow. This calculated 
Annual Average Daily Flow (AADF) was the figure used for the 
Total Traffic Flow variable for 1966. Taking this figure as the 
base figure, variations from year to year were estimated by using 
Za6 
SURVEY YEAR 
WORK TRIPS AS 
% ALL TRIPS 
CAR WORK TRIPS 
AS % 
ALL CAR TRIPS 
LEICESTER 1963 40.51 35.03 
W. MIDLANDS 1964 54.40 51.67 
M. A. L. T. S. 1966 39.70 29.70 
S. E. L. N. E. C. 1966 43.60 27.60 
EXETER 1965 30.24 31.57 
BELFAST 1968 18.00 21.00 
L. T. S. 1964 24.00 34.00 
NORWICH 1967 32.00 43.00 
E. CEN. SCOT. 1966 38.00 32.00 
CAYIRIDGE 1969 26.00 32.00 
WINDSCR 1968 29.00 N. A. 
TABLE 6.3.1. VOLUME OF WORK JOURNEYS AS A PERCENTAGE OF 
TOTAL TRIPS AS GIVEN BY VARIOUS RECENT 
TRANSPORTATION SURVEYS. 
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the annual indices of vehicle travel for all urban roads, (Dunn 
1970) attained from the various traffic census returns of the 
Ministry of Transport. These annual correction factcrs are 
given in (Table 6.3.2). The total traffic index can therefore 
be defined as below: - 
TTFi 0., ý +P /0 .3C t=63 Bi 
/0.075) +(Z Ci j/1.5) +%ý Mi j/ 
ýF) Cý ýj j=1 j 3-1 \j1 j-1 
where: - 
TTFit = Total Traffic Flow in area i for year t (p. c. u. ) 
Bij = The number of people going to work by bus in categorj 
of destination J. in area i. 
Ci3 = The number of people going to work by car or goods 
in category of destination j, in area i. 
Hij = The number of people going to work by motor cycle in 
category of destination j, in areF . i. 
Pia = The number of people going to work by pedal cycle in 
category of destination j, in area i. 
Ct = Correction factor for year t 
X6 ESTIMATE OF THE LFVIZ OF THMUGH TPI_FFIC: ý (ETT 70) Since 
it was only possible to obtain "rough" statistics of the volume of 
through traffic for some of the larger urban areas from individual 
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TRUNK RCADS (ALL)1 ALL ROADS (URRAN) 2 
YEAR TRAVEL CCRRECTION 3 TRAVEL CORRECTION 3 INDEX FACTOR (1966) INDEX FACTOR (1966) 
1960 100 0.61 100 0.66 
1961 109 0.68 108 0.72 
1962 117 0.73 114 0.76 
1963 125 0.78 122 0.81 
1964 140 0.87 135 0.89 
1965 153 0.95 143 0.95 
1966 161 0 151 0 
1967 169 1.05 155 1.03 
1968 172 1.07 157 1.04 
1969 172 1.07 161 1.07 
1970 178 1.11 166 
1Used for Through Traffic growth. 
2Used for internal Traffic growth. 
31966 is the base year for the correction factor. 
TABLE 6.3.2. TRAFFIC (GROWTH) VOLUME CCRRECTION FACTORS 1960-1970 
USING 1966 AS THE CORRECTION BASE YEAR. 
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traffic surveys some other estimate had to be derived to validate 
this variable. It was assumed that if traffic was tobe classed 
as through traffic, then it would be proportional to the amount 
of traffic entering an urban area on the main arterial roads of 
the national transport network. Thus using data published by 
the Ministry of Transport (HMSO 1967), the volume of traffic 
along each of the major roads, around each of the relevant urban 
areas, was calculated, and the resultant figure was deemed to 
be the volume of through traffic 1966. The correction factor 
used for other years was once again taken from the annual 
indices of motor vehicle travel on all trunk reads. (Dunn 1970). 
Corroborating evidence was also obtained frcn the Atlas of Great 
Britain and N. Ireland (1963) and further census returns of the 
Ministry of Transport. 
X7 DFXREE OF CAR C1W11FRSHIP: - (COW 70) The original source 
of data for this variable was once again the 1966 Census County 
Reports, which provide information on "Household by number of 
cars, " for each relevant urban area. Although it would have 
been desirable to extrapolate these figures, and update them to 
1970 because of the lack of data for non-county borough areas, 
this proved impossible. It could have been possible to extrapo- 
late for county borough areas using the estimates given by Herrmann 
(Hermann 1968). However, in the first instance, these estimates 
were based on different indices (vehicles per head of population), 
and secondly even the author puts little reliability on the 
extrapolated figures due to the lack of local knowledge. Thus 
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the author states; "Therefore it must be stated that the forecasts 
given here are not given in the belief that the figures are a 
close apprordma. tion to what is likely to happen. Their purpose 
is lather to indicate the local implications that may follow 
from the national forecasts that are currently accepted, " and 
"It is suggested therefore that the forecasts given here for any 
particular area should only be given any acceptance if no forecasts 
have been made for that area on the basis of better local knowledge. " 
(Herrmann 1968). Because of these limitations it was decided that 
this variable would be held constant during the period of study, 
solely using the 1966 observations. 
X8 MELN SOCILL ITT-DX: - (MSI 70) This index was calculated 
in the same manner as that used in the recent Birmingham Road 
Accident Survey. (McKay et. al. 1969). The index is based on 
the social class totals given in the County Reports of the 1966 
census returns. These returns list five groups of social class, 
based on Socio-economic groupings, and gives the number of people 
in each group. The variable can be defined therefore as below: - 
tiSIi = 
where, 
5 
ij " 
Nij) 
Nij 
j=1 
MSIi = the mean social index for area i 
Ki j= the number of the j th social class in area i. 
Ni j= the number of people in the j th social class 
in area i 
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Obviously the index will have a range between the values 
1 and 5, but as was found in the Birmingham survey, the index 
tends to oscillate between 2.20 and 4.50, which proved an even 
greater range than in this research because of the larger areal 
units used. The index is such that as the value increases, the 
lower the social grouping of the area. Once again because of 
the lack of data, and also because of the very small variance 
in this index, this variable was held constant during the period 
of study. 
X SEX RATIO INDEX: (SRI 70) This variable which 
measures the relative distribution of males and females within a 
population is important in the context of road accident analysis 
for two reasons. In the first instance the two groups have totally 
different response rates to the road accident situation (Mckay 1969), 
whilst secondly, the two groups exist within different exposure "sets" 
during the working day. Data for this variable was obtained from 
the census returns since 1961, with interpretation between these 
standard years. The variable can simply be defined as: - 
rs 
SEI. =i+1 1 
where, 
Fi 
SRI1 = the sex ratio index for area i. 
Mi = the number of males in area i. 
Fi = the number of females in area i. 
Thus as the value of the sex ratio index increases the prop- 
ortion of males relative to females also increases. 
112 
X10 TO: n CLASSIFLCATIO'1 INDEX: - (TCI 70) This index was 
designed such that it gave some indication of the structural 
shape of the urban area, both in respect to the actual shape 
and the developed road net-rk system. Although these two 
sections are treated as one within the final index to facilitate 
ease of explanation, the two sections will be dealt with independ- 
ently in this account. 
Geographical literature has often expounded the problems 
of finding a satisfactory mathematical representation of the 
shape of any one area, (Bunge 1966, Haggett 1965 etc. ) yet 
even with these problems, several such indices have been developed 
and used. In this town classification index however, it was 
thought that no great advantage would be gained by using one of 
the more intricate techniques, and a simple measure of shape 
by Haggett (Haggett 1965) was eventually employed. Haggett' s 
shape index can be represented as: - 
Shi 
where, 
= (1.27A1)/ lit 
Shi = the shape index for area J. 
pi = the area in sq. kns. of area i. 
li = the length of the long axis (kn) for area i. 
This index gives a range of values between zero and one. 
Values near zero indicate extreme elongation, 'whilst those near 
one tend to circularit_;. Intermediate values, calculated by 
Haggett are; triangles = 0.42, squares = 0.64 and hexagons = 0.83. 
(Table 6.3.3). 
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SHAFE J ILGGETTS INLIX DAG. RE?. BLAIR/BLISS INDEX 
CIRCLE 1.000 1.000 
POLYGON 
(10 SIDED) 0.935 0.999 
REXAGCN 
(6 SIDED) 0.827 0.996 
EQUILATERAL 
TRIANTI. E 
(3 SIDED) 0.413 0.909 
SQUARE 
(4 SIDED) 0.637 0.977 
ELONGATION 
(1 x7 5 . 
UNITS) 0.167 7.5 0.500 
TABLE 6.3.3. CGMPARISON OF SOME STANDARED SUAFES USING TIM 
HAGCETT SHAEF, INDEX AIM THE BLAIR-BLISS INDEX. 
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The calculation of the network spacing was based on work 
by Dacey, (Dacey 1967), who used a random walk technique in 
testing the net,, ork spacing of different river drainage patterns. 
The random walk is constructed by locating an originating point 
from a pair of random co-ordinates. From this point a vector 
is constructed by selecting a real number from the range zero 
to two. The vector terminates where it intersects the most 
distant line of the network system. From this point a second 
randomly-orientated vector originates; it terminates once 
again at the point at which it intersects the most distant line 
under investigation. The uralk continues until the number of 
intersections is equal to the sample size desired, which in 
this research was deemed equal to 6C-intersections. Earlier 
work by Clark (Clark 1956) , has shove 
that in a random spacing 
of points along a long traverse line 3rds of the points have a 
reflexive (first) nearest neighbour, and the proportion of points 
which have a reflexive nearest neighbour of order "n" = (3)n. 
When the percentage of points having nth order nearest neighbours 
is significantly greater than (3)n the lines are positively 
grouped as in the Manhattan Grid. Conversely when the proportion 
of points having nth order nearest neighbours is significantly 
less than (3)n the lines are negatively grouped as in the Radial 
Grid. This technique of studying nethork spacing produces a 
range of zero to one, if the proportion of reflexive points to 
the total number of points is used. 
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Combining these two previously mentioned indices, the 
Town Classification Index can now be formulated based both 
on shape and net ork density. This index can be defined as 
b elo w: - 
TCIi = 
1.27Ai i 
12 N i 
where TCIi = the town classification index for area i. 
Ai = the area in sq. kms. of area i. 
ii the length of the longest aids (mss) for area i. 
ri = the number of reflexive first-order nearest 
neighbour points in area i. 
N= total number of sampled intersections on the 
random walk traverse (60) 
Thus the index will have a range of zero to one with a 
circular town with a radial network having a value approaching 
one, and an elongated to : an with a Manhattan grid having a 
value approacing zero. Besides allowing the calculation of the 
town classification index, the above mentioned approach and 
results gave some interesting insights into the structure of the 
sampled urban areas. This point is developed more in Appendix (1). 
Data for the calculation of the town classification index was- 
obtained from the Ordinance Survey 6" maps of Great Britain. 
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X COMPACTNESS INDEX: (CI 70) Unlike the Town Class- 
11 
ification index just described, the compactness index purely 
related to the shape and circularity of the various urban 
areas, and no account was taken of the internal road network 
system. The index used in this research was the "Blair-Bliss" 
compactness index (Blair et al. 1967) which is defined by the 
formula: - 
ci 
Ai 
i 
2 
2TýJ R dx äy 
a 
where, 
CIi = the compactness index for area i. 
Ai = area of urban area i (sq. kms. ) 
aR= radial axes from gravity centre to 
small area, 2 (km. ) 
The index values vary from between zero and one, with values 
approach one indicating a high degree of compactness and circul- 
arity. Because the Blair-Bliss index is mor-3 related to areal 
spread around the centroid of an urban area, the range of values 
experienced with this index, as compared with those obtained from 
Haggett's shape index, is substantially reduced. For example, 
the values calculated in this research for each of the administrative 
units had a range of only 0.339, varying from 0.645 to 0.934. 
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X12 DIDREE OF OPEN SPACE: - (DOS 70) Because of the lack 
of data this was another variable which was held constant during 
the period of study. The original data was obtained from the 
1967 Municipal Year Book which published returns fron a question- 
naire sent to all local authorities in 1964 - 65. The returns 
-gave information as to the total acreage of public open space, 
and also the proportion of total acreage, per 1000 population. 
It was this last figure which was used as the degree of open 
space variable in this research. 
äl3 ST121DARD OF HOUSING INDFýX: - (SHI 70) This variable 
attempts to provide inforuation as to the relative standard of 
the housing stock in different urban areas. The source of the 
data was the census returns since 1961, which provide tables 
for all local authorities, of the number of dwellings which do 
not provide the basic amenities of hot and cold watar, inside 
W. C. and a bath etc. It was therefore possible to ascertain 
two sets of figures from these census returns; the number of 
dwellings with these basic necessities, and those without. The 
index derived therefore can be defined as: - 
SHi = Bi/Ci 
where 
SHIT = Standard of Housing Index for area i 
Bi = The number of dwellings with basic 
necessities in area 1. 
Ci = The number of dwellings without basic 
necessities in area i. 
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Obviously therefore the higher the value of this index,, 
the better the standard of housing in that area. 
X14 IGF VULr1FRMLITY INDFX: - (LVI 70) The twn most 
vulnerable sections of the population as far as pedestrian 
accidents are concerned, involve the tuo age groups, 0- 14 years 
and over 65 years. It is therefore important to know the potential 
vulnerability of an area, as regards these two groups. Data on 
the actual numbers within these two ege groups was obtained from 
the Census returns, county reports. These numbers were then 
expressed in relation to the total population of that area. Thus.. 
AVIi = Ai/Pi 
where, 
Mi = the age vulnerability index of area i. 
Ai = the number of people under 14 years of age 
and over 65 years of age in area i. 
Pi = the total population of area i. 
Ths higher the index the more vulnerFble the area is, especially 
in relation to pedestrian accidents. 
X15 DFIVEP VULNFR BILITI ItiDE:: - (LYI 70) This variable was 
included to supplement the previous age vulnerability index. It 
is generally assumed that the most vulnerable age group for drivers 
occurs within 5 to 10 years of learning to drive. In most instances 
this involves people in the age group 16 years to 25 years. However 
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because of the limitations of the available data in the relevant 
Census returns, the age group used for this variable ranged 
between 15 years and 25 years, for each relevant area. As before 
the numbers in this age group were related to the total population 
of the area such that, 
INIi = Di/Pi 
where, 
WIi = the driver vulnerability of area i. 
Di = the number of people between the eges of 
15 years and 25 years in area i. 
Pi = the total population of area i. 
The higher the index, the more vulnerable is any area, especially 
in relation to the number of driver accidents. 
X16 TOTtL DWFLLIP, G INDEX: - (TDI 70) Data on the total 
number of dwellings within any urban area was again obtained from 
the relevant Census returns, and also the Housing returns for 
England and hales and also those for Scotland. Such a variable 
although obviously related to the population size of an area, was 
included as another indication of the magnitude of the urban area, 
and the resultant impact upon the road accident situation. 
x17 HOUSING TE'N'URE INDEX: - (HTI 70) It was postulated 
that the type of urban development between public and private 
might cause varying responses within the road accident system. 
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An indication of these tutu types of development can be obtained 
by comparison of the number of people living in local authority 
owned dwellings end the number of people living in private 
housing. Data was obtained for this index from the relevant 
Census returns, sßth additional annual information from the 
HIM publications, "Local Housing Statistics for Englund and 
Wales, " and "Housing returns for Scotland. " The index can be 
defined as, 
HTIi =P i/Pbi 
where, 
HTI1 = the housing tenure index for area i. 
Pri = the number of dwelling-. of private origin 
in area i. 
Pbi = the number of council o: Med dwellingc, in 
area i. 
The lower the value of the index, the more the area has been 
developed by the relevant local, or public authority, and therefore 
the more likely the area is to have been subject to controlled 
comprehensive planning. The lowest index values in this research 
obviously occurred therefore within areas containing New Torn 
Developments. 
X18 CHANGE OF HOUSING STOCK: - (CHSI 70) 'Where the 
structi: re of an urban area is chmging rrpidly one would tend to 
expect a proportional response rate in observed road accidents. 
One ray of measuring this structural change is by observing 
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the chcnge in the housing stock. Once egain data was obtained 
for this index from the Census returns and also the HMSO publications 
of Housing Returns, and the resultant index can be defined as below, 
_ 
Ii"t 
CHSIi" t- Ti t-l 
x 100 + 10 
where, 
CHSIi, 
t= 
the change of housing stock index for year t 
in area i. 
Ii- t= the absolute increase in the housing stock 
during the year t, in area i. 
Ti t^l = the total number of 
dwel'_in7s in area i for 
the year t-l. 
Thus areas with a high level of chsnge in the housing stock 
would be characterised by an index value considerably above 10. 
X19 POLICE SMERITI It? DFX_- (PSI 70) This index along 
with the following variable was introduced to study the possible 
impact of police action within the various urban areas. The main 
problem encountered however, centred around the fact that data 
was only available accorzing to Police Force Areas. Similarly, 
the various re-organisations of the police forces since 1966 have 
made it very difficult to obtain comparable area statistics. The 
first of these problems was overcome by assuming that the influence 
and/or attitude of a police force would be approximately constant 
over all the constituent parts of that area. This is reinforced 
by the fact that in areas where the attitude may have been different, 
in areas of high population density, these areas tend to have their 
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own police force. At the same time, to solve the problem of 
lack of temporal data both of these police variables were held 
constant over time. 
The police severity index was designed to show the change 
in the attitude of a police force in any area from 1968 - 1970. 
The index can be defined as giving the proportional change, in 
the rate of prosecutions per thousand of population 1968 - 1970. 
These prosecutions concern "offences relating to motor vehicles" 
as published by the (FASO). The index was equal for all urban 
areas falling within the same police force area, and can therafcre 
be defined such: - 
PSIi = (Pci "'Psi-70) x 100 
where, 
PSIi = the police severit, T index for area i. 
P ci the 
increase in nwber of prosecutions 
per thousand population 1963 - 1970 
in area I. 
Psi-70 = the number of prosecutions per thousand 
population 1970 in area i. 
X20 POLTCE PROSECUTION INDEX: (PPI 70) k'hilst the previous 
index atte, aated to show the dynamic attitude of the police forces, 
the prosecution index simply shows the absolute attitude of any 
police force within its area. The data source and application to 
individual urban areas, is exactly the same as in the previous 
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variable, and can be defined simply as the number of prosecutions 
(relating to motoring offences) per thousand of population within 
the police force area in 1970: - 
PPIi = Psi/Pi 
where, 
PPIi = the police prosecution index for area i. 
Psi = the number of police prosecutions within 
area 1 (1970) 
Pi = the population within the area i in 
thousands (1970). 
%21 RAINFALL INDF? t: - (EI 70) the mean annual rainfall 
for the years 1916 - 1950 obtained from the "Atlas of Britain 
and N. Ireland" (D. P. Bickrnore et al 1963) was the data used for 
the rainfall index in this research, and obviously this variable 
was constant for the period studied. 
x22 ROID DF NSIT? INDEX: - (RDI 70) Defined as the mileage 
of roads per acre, this variable is useful on two counts. In the 
first instance, it helps to show the density of the road network 
within an urban area, and in the second instance it also gives 
a measure of the road junction density. This follows the work 
of Borchert (Borchert 1961) on the road pattern in the t, rin- 
cities of Minneapolis - St. Pauls, which showed that there was 
a very high degree of correlation between the density of road 
junctions and the total road length (40.99). The data for this 
variable was obtained from Highway Statistics (HMSO) for county 
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borough areas, and the Ministry of Transport for non-county 
boroughs. 
This then completes the list of independent variables 
used in the body of this research. A sununary of the is given 
in (Table 6.1.1) along with some of the more relevant descriptive 
statistics for 1970. 
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Ch, nptPr 2 METHODOLOGY: I 
7.1 I'. JTEDDUCTION 
In order to compare the various road accident statistics 
spatially and temporarily, it is necessary to hold the effect 
of various variables constant. Without this precaution any 
derived index would be spatially incomparable. Since the theme 
of this research is to study the variations from some acceptable 
"norm, " the index to be used is one which reflects an "expected" 
number of road accidents for an urben area, to those which 
actually occurred in that same urban area. The essential problem 
then was to decide upon the method by which these "expected" number 
of accidents, per urban area could be derived. Three such groups 
of methods were studied starting from a simple scaling procedure 
to the more complex statistical modelling of probability theory 
and multiple regression. Although it is often true that the 
simplest models are often the most useful in practical application, 
it must be pointed out that as far as the researcher is concerned 
he is more intent upon modelling as clearly as possible the real 
world in order to understand and explain that very world. Very 
often the simpler approach is pursued to the detriment of 
meaningful results. As regards spatial comparisons such an 
opinion was expressed by some of the participants at the recent 
O. E. C. D. Symposium held at Crowthorne, (O. E. C. D. 1969) following 
the session on International Comparisons. If this is true at the 
macro level it must also be true at the micro level. Complexity 
is not an end result in itself, but it is more likely to produce 
more realistic explanations in the long ran. With this thought 
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in mind the progress and direction of this research was not 
deterred by the increasingly complex techniques used, and often 
the simpler approach was rejected because of the low level of reality. 
Before progressing on to the methodology used, it is useful 
to explain the other approaches considered and point out the 
reasons for their rejection. 
7.2 "SCALING DO? "N1n METHOD 
The simplest approach studied was that of scaling down of 
national data and applying these rates to individual urban areas. 
An example of this approach was that used by Cu: nbernauld Development 
Corporation to compare the response of Cu-nbernauld with other new 
to%a s, and older established tons. (Cum. Dev. Corp. 1967). Using, 
national data on the number of accidents, it was possible to 
derive a "National Average rate of Accidents per thousand of Pop- 
ulation" for each year under observation. Once this national 
average had been computed it was an easy step to apply it to in- 
dividual urban areas, knowing their population levels. In this 
way an expected number of accidents could be calculated for all 
areas and compared with the actual number of accidents (Table 7.2.1). 
Although this method produced instant practical results, it has 
several severe limitations, which together could invalidate any 
conclusions derived from such a method. Firstly it would seem 
very naive to assume "a priori" that only one variable, (population) 
is responsible for all road accident variations. Similarly one 
could argue as to which one variable to accept. In most instances 
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1966 
POPULATION 
TOTAL POSSIBLE 
ACCIDENTS DURING 
THE FIVE YEARS 
1962/1966 
TOTAL ACTUAL 
ACCIDENTS DURING 
THE FIVE YEARS 
1962/1966 
TOTAL ACTUA 
EXPRESSED A' 
% OF TOTAL 
POSSIBLE 
ACCIDENTS 
CUIMERNAULD1 16.640 330.73 77 23 
NEWTCN AYCLIFFE1 17,202 504.82 128 25 
-C M4UL. D2 19,640 249.45 913 36 
GLENROTIIESI 21,830 572.73 248 43 
HATFIELD 24,800 338,60 235 69 
CIMBRIAN2 38,000 1,126.93 709 63 { 
WELWYN GD. CITY2 42,600 1,314.90 1,071 81 
CCRBY2 45,065 1,397.75 948 68 
STEVENAGEI 48,000 1,418.28 918 65 
EAST KILBRIDE1 48,952 1,138.66 614 54 
BASILDON2 66,700 1,619.35 1,1226 69 
HARLOW7 70,800 2,160.08 1,506 77 
ALLOA8 15,000 473.64 310 65 
GRANGEMOUTH8 21,000 665.91 544 82 
NOTES: 1 Accidents occurring on roads developed by the Corporation. 
2 Accidents occurring on all roads within the designated area. 
3 Covers year 1965/66 only. 
5 Covers years 1964/66 only. 
6 Covers years 1962/65 only. 
7 Accidents occurring on all roads within Harlow Urban District 
8 Existing towns not developed as New Towns. 
TABLE 7.2.1. THE tSCALING TOWN' METHOD USED FOR CUMBERNAULD NT. ' 
AND SOME OTHER CCMPARABLE TOWNS. 
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dependent upon -which variable is chosen, one could prove any 
hypothesis. The most obvious approach is one which applies 
various variables, testing each individually, whilst holding 
the other variables statistically constant. 
The second and perhaps most damning criticism of this 
type of approach, involves the so called "problems of scale. " 
Such problems have received increased attention from geographers 
since the work of McCarty (McCarty et al 1956) said Duncan (Duncan 
et al 1961). Both of these pieces of research indicated similar 
problems, which can be simply expounded by stating that in each 
case the type and direction of results was dependent upon, and 
varied with the size and level of the areal unit used. Thus 
Duncan who was studying the simple question of what is the 
population density of an area of dow ton Chicago, came up with 
two sets of figures, one of which was twice as large as the other, 
derived from two different definitions of vicinity. Extending 
the problem to comparisons of different cities, Duncan also shows 
that the comparisons are entirely dependent upon the areal 
definition of these cities. This variation is shown in (Fig-7.2.2) 
for two cities Chicago and Detroit. Still more striking contrasts 
are also sho%n with comparisons over time where the population 
of the USA appears to be becoming more concentrated on the evidence 
of the counties, but were dispersed on the evidence of the states. 
(Table 7.2-3). A similar development of this scale problem has 
been noted by Harvey,; "Similar problems of comparability and 
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AREAL DEFINITION CHICAGO(C)* 
(POP/SQ. ML. ) 
DETROIT (D)* 
(POP/SQ. ML. ) 
RATIO 
(D/C) 
CITY 17,450 13,249 0.76 
URBANISED AREA 7,713 6,734 0.86 
ST, METROPOLITAN 
AREA 1,519 1,535 1.01 
SOURCE: DUNCAN., CUZZORT & DLZCCAN 1961 
* 1950 
TABLE 7.2.3. URBAN POPULATION DENSITIES UNDER ALTERNLTIVE 
CENSUS BOUNDARIES. 
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inference exist when different levels in the hierarchy are sim- 
ultaneously studied..... We shall begin by considering the special 
case in which distinct steps in the hierarchy of areal units can 
be recognised, i. e. areal units at one level can be included in 
areal units at the next level. In such a "nested" hierarchical 
situation it should be observed that comparisons can only be 
made between similar individuals, (i. e. individuals at the same 
level in the hierarchy) and that inferences made about relation- 
ships at one level cannot be extended, without making strong 
assumptions, to any other level. This is not to say that con- 
ditions at one level are irrelevant to conditions at another. 
It does indicate that the nature of the analysis is contingent 
upon whether the individuals being compared or analysed are at 
the same or different levels. " (Harvey 1969 p. 352). Harvey 
then continues by pointing out that where continuous data is 
being used areal units can be "imposed" spatially in order to 
create a hierarchical situation within which comparison is 
possible. However, in most situations such assumptions can 
prove to be groundless. For example, whilst administrative 
units may be regarded as singular areal individuals from the 
point of view of administrative structure, it is unrealistic 
to continue comparability to other variables, especially if 
these are continuous variables. "In such a situation there 
is nothing natural in the way the data are aggregated and it 
may well be that the administrative units are not "similar" or 
comparable from the point of view of the data aggregated within 
them. " (Harvey 1969, p. 353) . The main problem therefore is 
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that since most areal data is only available for territorial 
units, and will probably remain so for the next few decades, 
(except in the case of computer grid mapping techniques) how can 
one attempt to overcome these areal scale problems? Theoretically 
there are perhaps three different types of solution, but once 
again they all include their ovn implicit limitations. Robinson 
suggested that one solution was to "weight" the various parameters 
by the size of the areal unit. (Robinson 1956). Thus he suggested 
modified equations for the standard deviation, and regression 
co-efficient as below, 
6A 
=f (£AX2) /ý: A J- (£ AX/Z A) 
2 and 
SA 
=CzALFAi Xi Yj - (zAi Xi) ((Ai Yi) 
J /(FAi 2: Ai Xi2 - (F! Xi) 
2} 
where Ai was the area of the ith observation. 
However, such modifications will only in very special circum- 
stances remove the size effect from areal comparison studies, as 
was pointed out by Thomas and Anderson (1965). 
Another attempt by Robinson to overcome this same problem 
suggested the use of regular hexagons as the unit of study in 
preference to irregularly sized counties. (Robinson et al 1961). 
For each hexagon he interpreted a standardised value. However, 
as King has pointed out such a solution is neither practical 
nor in many cases, very useful. (King 1969). "The interpolation 
is not only time-eonsuning and arduous, but there is no guarantee 
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that it will not introduce as much error, perhaps -even more, 
as would result from the use of the original county data. " 
(King 1969 P-155). 
The work by Thomas and Anderson (1965) tries to solve the 
problem through the notion of statistical inference, making a 
distinction between a population as the total set of outcomes 
or events from which a sample may be drawn and a universe which 
is "a more abstract group" containing "all events as they happened 
and as they might have happened if everything else had remained 
the same but the random shocks. " Thus it follows that "the data 
for each of ..... several study areas may 
be treated as a random 
sample from some hypothetical universe of possible values although 
each is in fact, a population. " (Thomas et al 1965). However 
once again this approach involves severely limiting assumptions 
and as Curry has pointed out, the distinction between a population 
and universe is very tenuous. (Curry 1966). He further concludes 
that"the real problems in the study of areal associations are not 
statistical but rather the dearth of theory on the process producing 
the association. " 
The conclusions to be drawer from the above discussion are 
therefore totally inconclusive, and the best that can be said at 
present is that given our acceptance of these areal data limitations, 
one can only proceed as before, but with increased caution. The 
one glimmer of hope is provided by Harvey who following his critique 
on the use of non-euclidean data collection units, cones to this 
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tentative conclusion. "It may seem reactionary to defend the 
crazy patchwork of administrative units of different sizes which 
have traditionally been used to record data, but such units have 
tended to be adaptable in the face of temporal change and tend to 
be much smaller in areas of great social and economic activity 
than they are in areas of little economic activity. In some cases 
it may be, therefore, more appropriate to use data collected in 
old-style administrative units than data collected in the new-style 
uniform Euclidean cell. " (Harvey 1969 P-355)- 
The above discussion on the problems of scale has been dealt 
with in some detail because of its importance not only as a criticism 
of the "national rate" method used by Cumbernauld, but also within 
the bounds of this present research. As regards the first point, 
the "national rate" method is a perfect example of the cross-hierarch- 
ical comparison that Harvey was discussing, and as such would seem 
to be dealing with much too many implicit assumptions, and has there- 
for little reliability. The present research meanwhile has attempted 
to explicitly avoid this problem through various means. Initially, 
one hieratchical level is taken, that of sub-national local authority 
divisions, even though it is accepted that these divisions are 
arbitrarily imposed, and must therefore contain the resultant 
restrictions mentioned previously. Similarly the difference between 
the units in terms of size, shape etc. have been acknowledged by 
introducing these terms as independent variables into the multiple 
regression equations. Finally, since it has been theorised that 
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road accidents in urban areas occur within an urban and road 
accident system it would seem reasonable to accept these units 
as equally c: mparable units. However, even having argued these 
points, it must be mentioned that the limitations of the various 
data sources is well recognised and although some modification 
would have been desirable, this has proved impossible, due to 
the vast quantities of data utilised. Thus one must remember 
that for this reason any conclusions and results must be tempered 
with caution. A good example of this problem is the differing 
results obtained by this research and that mentioned above, by 
the Cumbernauld Development Corporation. This diversity of 
results can almost totally be explained by the fact that two 
different areal units were used. One dealt with that area under 
the aegis of the Development Corporation, whilst the present 
research has dealt with the whole Cumbernauld District Council. 
Once again therefore, caution must be emphasised in interpretation 
of the results of this research if comparison is necessary with 
other studies using different areas. The only solution to this 
problem and the problem of scale in general is further micro- 
level analysis, say at the individual urban area level, but before 
this can be contemplated the further necessary theoretical, and 
classifactory research must be completed at the macro level. 
7.3 APPLTC_u_TIOýT OF PP, OBABILITY t$ODF, GS 
The second major methodological approach contemplated, in 
order to calculate an "expected" level of road accidents for 
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each urban area, involved the use of probability models and 
techniques. The use of probability models in road accident 
analysis is quite extensive, and although many of the different 
purpose models overlap considerably, up to the present there is 
no suitable "general purposC' model. Thus any study using these 
models must develop its on specialised model. 
The use of probability models and various poisson models 
in particular, can be justified if a road accident is considered 
to be the consequence of a combination of a large number of 
circumstances, where each circumstance (or event) has a small 
probability of leading to an accident. Following Erlander (1971) 
this can be demostrated statistically, quite simply if one 
considers a Poisson model for the number of accidents experienced 
by an individual. If we let the outcome of an event i be i and 
define Xi such that Xi = (1 if event i results in an accident 
( 
(0 other-rrise 
then, Sn i 
iI 
denotes the total number of accidents experienced in connection with 
n events. If we assume that the outcome of events are mutually 
independent, (i. e. that the random variables Xi are mutually 
independent) and that the probability of an accident at event i 
equals Pi then the outcome of the successive events represents 
a sequence of "Bernoulli Trials" with variable probabilities. 
It is knoun that as n -'oc the probabilities Pi depend on the 
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number of events n in such a way that the largest Pi tends to 
Zero andthesum, 
ý Pi =X 
i=1 
remains constant, then Sn has in the limit the Poisson distribution 
k -A 
P(Sn = k) Xe as n ýcc 
ký 
Hence for large n the distribution Sn can be approximated by the 
Poisson distribution. 
The intuitive appeal of such a model for road accident 
occurrence is due to three principal reasons. Firstly the number 
of events that may lead to accidents is very great. Secondly the 
outcome of different events seems to be fairly independent, 
although problems arise here over fatal and serious accidents 
which of course interrupt the flow of events for the particular 
individual concerned. Thirdly the probability of an accident in 
any specific event is very small. Thus the major assumptions of 
the Poisson model seem to be satisfied by the observed character- 
istics of road accidents. 
Whilst it is also possible to use other probability distribut- 
ions to describe road accidents, especially 'some kind of weighted 
poisson distribution, where it is assumed that the parameter 
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is itself a random variable with distribution function G(J ), 
(this allows account to be taken of the differing risk levels 
of different individuals) the added complications are not 
justified by much improvement in the empirical results. 
The Poisscn model described above will predict the number 
of accidents experienced by one individual but it is also 
possible to apply the model to a collective of individuals, 
such as those living in any one urban area. The sum of independ- 
ent Poisson variables is poisson distributed and, similarly 
the superposition of independent poisson processes is itself a 
poisson process. All that is necessary is to-: um the parameter 
values. Assume that there is a collective consisting of N 
individuals 'd o experience %i...... XN accidents during the 
time period (O. T). Assume further that for tiny randomly chosen 
individual the occurrence of accidents can be described by a 
poisson process, then the total number of accidents for the whole 
population of N individuals will also be a poisson process. Hence 
Na 
pýý Xi c k) ýS T) e 
-XT 
i-1 k! 
When studying the whole population of N individuals the 
ordinF. ry poisson process with fixed but unkno:, n parameter value 
will usually be more preferable than the use of the weighted 
distribution G(el) . 
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The major advantage of the u. -e of probabilistic 
models lies to a great extent in their capacity to treat 
Quantitatively, events, which have a common structure but 
differ in many details. Unfortunately they also have the 
disadventcge of ignoring and wasting any valuable background 
data which may be available other than the total number of 
accidents, and in some cases the time. For this reason, 
"other types of models ehich attempt to study the influence 
of various variables on the number of accidents, are preferable, 
especially those using the technique of multiple regression 
analysis. However, this is not to denigrate the use of all 
probability models. Various researchers have attempted to 
combine such models with the technique of multiple regression. 
llthough such models are perhaps the most satisfactory at the 
present time they are usually only possible when dealing with 
very limited areal units such as a certain stretch of road etc., 
and are therefore limited in use when dealing with urban systems 
and the resultant spatial comparisons. Even so, the potential 
of these compromise models is very great, and this can perhaps 
be demcnstrated most rewardingly by looking at a recent model 
developed by Jorgensen of the Danish Council of Road Safety 
Research, in order to evaluate the traffic safety implications 
of different choices of construction stages of a new motorway 
scheme in Jutland. (Jorgensen 1969). 
If one. assumes that the dEn$ity of road accidents (d) is 
some function of the traffic flow, such that, 
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d= f(N) 
where N is some estimate of traffic flow. If the data is 
disaggregated into different road classes within a unit area, 
then a relaticnship can be assumed as below, 
d=a NP 
where a and p are constants characterising that road class and 
N is some observed measure of annual averzge daily traffic. 
If one now assumes that the annual number of accidents on 
a certain road section is a Poisson distributed variable then it 
is possible to extend the simple model postulated above. Let 
Ujj be the number of accidents in a certain year on section 
number j of road class i. It is assumed that Uij is a poisson 
variable such that, 
E(Ujj) = ai. NijPi. Lij = ai . Yi3 (1) 
where 
P 
Yi3 = Nij 
i. LiJ and 
Lia = the length of road section (ij) 
Thus the distribution is, 
Pr(Uij = u) _' (ai . Yij)u e 
ai . Yij 
-_, (2) 
u 
Nib tnd Lij are knovn from observed data and the only unknoins 
are a and p. Although it is impossible to estimate these parsreters 
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using the standard least squares method, values can be derived 
using an iterative process by setting Pi at chosen values and 
estimating for a3. from the equation, 
ai 
E UI j 
_1 = 
III (3) 
3 
Yi3 Yi 
The pi value chosen is the one at which the sum of squares 
of the deviations S(Pi) between the estimated curve given by (1) 
and the observed values IIiJ is minimised. 
The application of these two mentioned parameters is very 
important for, since they charr. cterise the different road 
classes, and cen also be derived for different areal units, they 
can be compared to the/ coefficients of multiple regression, end 
used as indicators of the spatiel variation of road accidents 
and other related variables. 
This model by Jorgensen is not therefore a simple standard 
probability model since it is necessary to know beforehand the 
original relationship between the number of road accidents and 
the relevant variables. In this inst&nce it was assumed for 
simplicity sake that d=a" NP, but this must be verified using 
some other statistical technique, usually regression or correlation, 
before the model can be reasonably applied. Consequently, such 
models are perhaps more useful once the amount of information and 
theories about the basic properties of road accidents have been 
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greatly increased. For this reason such a model was not pursued 
in this research, but the technique advanced was that of multiple 
regression. 
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Chapter 8. METYODOLOGY II: MULTIELF FIGFESSIOIc /N LYSIS 
8.1 INTRGTUCTION 
Although the methodology used in this research can be 
generalised as a multiple regression analysis, in practice the 
method involved the use of several other statistical techniques 
and so as an aid to comprehension, a flow diagram, showing the 
relevant techniques and approach is shorn in (Fig. 8.1.1). The 
main purpose of this chapter is to elucidate and explain this 
flow diagram, whilst explaining the methodology used in this 
research, and also pinpointing the limitations inherent in any 
such approach. 
8.2 THE MULTIPLE Rt1; FESSION MODEL 
Of all the techniques used in road accident analysis, that 
of multiple regression has proved the most popular end also the 
most Worthwhile. This is so because of the complex nature of 
the toad accident situation and the multitude of variables which 
have to be considered in any realistic model. Similarly, the 
use of the multiple regression model also enables the inclusion 
of background informatics whenever it beccmes available. 
There are several exFmples in the literature of the use of 
multiple regression models in road accident analysis, but eince 
these are mainly dealt with in other sections of this report 
only three simple uses will be mentioned here. 
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The model developed by Smeed (1949), whilst studying the 
variation in road accident volumes in 20 different countries, 
was basicelly a modified regression model. Using 1938 accident 
data be derived an equation which related the number of deaths 
in road accidentsin any one year to the number of licenced motor 
vehicles end the population level. A line corresponding to the 
formula, 
D=0.0003(NP2) 3 
where, 
N= the number of licenced motor vehicles 
P= the population level 
D= the number of road accident deaths, 
was found to be the best fit line for the collected data. 
Along with the work by Rempler and Blomquist (1956) in 
their study of road accidents in Sweden, the Sneed study used 
compound variables such as the volume of traffic, but it would 
seem more meaningful to disaggregate such data and perhaps divide 
traffic variables sn_ng the different traffic elements. A good 
example of this kind of diseggregation can be seen in the work 
of Rempler and Westergren (1966). In the present research, such 
disaggregation was also attempted, but the possibilities proved 
very limited due to the size and nature of the areal units used. 
As ststed previously, the main aim of the methodological 
approach in this research was to predict an "expected" number of 
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road accidents per urban area. In statistical terms and within 
the multiple regression model used, this is knorn as point 
estimation. To understand how the multiple regression model is 
able to provide this point estimation, it is best to describe 
the regression model as simply as possible. The multiple 
regression model attempts to fit a linear surface to a set of 
variable data points, such that the sum of the squared deviations 
from that surface is minimised. The model can be represented by 
k 
Y=a+ý bi %i +e 
i=1 
where, Y is the dependent variable 
Xi is the k independent variables 
a and bi are the regression coefficients, representing 
the parameters of the model for a specific population. 
e is a stochastic disturbance term. 
When the number of independent variables is above five or six 
the calculation of the various parameters becomes very complex, and 
some standardising procedure is necessary, and very often the 
formulation in terms of matrices is the cne preferred since it is 
the method most easily applied in computer based solutions. Before 
leaving this point of the discussion it is important to note that 
the computed b values of the regression are known as "partial 
regression coefficients. " These coefficients each give the rate 
of change in the dependent variable for a unit change in the 
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independent variable while the remaining independent variables 
are held statistically constant. However, because the partial 
regression coefficients are not independent of the particular 
metrics used for the variables, it is meaningless to attempt 
to compare directly the magnitudes of the b values, as in any 
way indicative of the relative importance of the different 
variables in the regression equation. The solution to this 
problem is to standardise the partial regression coefficients 
in such a way to enable direct comparisons. The normal method 
used is to calculate the beta values (Ids) which are dimension- 
less terms. They can be derived as follows: - 
where, 
/.? j = bj (Sj/sa) 
A= the standardised beta value 
Si = the standard deviation of the independent 
variable 
So = the standard deviation of the dependent 
variable. 
The use of this model in this research is important on two 
accounts. In the first instance the best-fit regression plane 
allows the calculation of a value for Yoi for any set of %i 
independent variables. In other words, for every urban area a 
value relating to the number of road accidents can be calculated 
from the relevant independent (structural) variable values. Thus 
the regression plane can be conceptualised as the "norm" from 
which to study spatial variations. Secondly the //3 coefficients 
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allows one to study and compare the influence of each of the 
structural variables upon the level of road accidents. Additionally, 
over time, the coefficients will shoo: the variation in the 
influence of any one independent variable over time. Summari sing 
therefore the multiple regression model enables the calculation 
of an "expected" number of road accidents for each urban area; 
the comparison of the influence of different structural variables 
upon the level of road accidents and finally the/2 coefficients 
allow the study of the influence of these variables over time. 
model 
Unfortunately, the multiple regression/is based upon various 
implicit assumptions which must be satisfied if the results attained 
are going to have any realistic interpretation. There has been 
considerable discussion within the geographical literature as to 
whether these assumptions have received enough, if any attention. 
(King 1969, Harvey 1969, Tobler 1966 etc. ). A recent paper by 
Poole et. al. (1971) has pointed out that there are seven basic 
assumptions which must be satisfied if anything more than point- 
estimation is desired. As regards the present research three of 
these problems proved difficult to accept, and are discussed below. 
The most limiting assumption was that of multi-colinearity. 
This assumption states that "the independent variables, Xi are 
linearly independent of each other. " (Poole et. al 1971) That is 
the correlation between the independent variables is minimal. 
Obviously in this research such an assumption was untenable since 
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several of the variables introduced had high correlation values 
with other variables. The correlation matrix for these independent 
variables is shown in Table 5.4.2. 
A second limiting assumption is that of autocorrela: tion. The 
relevant assumption states that the error terms in the regression 
model are independent and normally distributed. When the least 
squares technique is used to estimate b in the regression equation 
2 is minimised. Therefore ifFei2 is 0 or near to zero, then 
there is no auto correlation problem, and all the relevant variables 
have been included. Similarly if ßi2 is relatively large the 
problem can be twofold. There may be a sampling error or a specifi- 
cation error, whereby the wrong relationship has been postulated 
in the model. However, in both instcnces if the sample size is 
increasedEe12 does not tend towards zero. Therefore it is possible 
to test for the occurrence of autocorrelation simply by increasing 
the sample size and noting whether the value ofEe12 is reduced or 
increased. Whilst most of the discussions on autocorrelation have 
revolved around time-series data, it is obviously just as important 
in the analysis of spatial data, where one refers to cross-sections 
through time. Spatial autocorrelation which occurs when des-ling 
with contiguous areas is probably more complex and therefore. more 
difficult to accommodate than time-series autocorrelation, because 
. the time-series 
data involves only one dimension '. hilst spatial- 
autocorrelation can involve many more dimensions. One of the 
for 
methods used for testing/spatial autocorrelation is the Cliff-Ord 
Statistics (Cliff 1970). However, in this research, because the 
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areas dealt with were in most instances non-contiguous, the 
problem of spatial auto correla tion was not explicitly tested for, 
but the autocorrelation in the regression residuals was studied 
by means of the trend surface analysis. 
The third limiting assumption is that of normality of data. 
Llthough this assumption is of little importance as regards point 
estimation, it is important if any inferential statements are to 
be made of the regression as a vtole, or the various parameters. 
Normality can be tested by using the formuls proposed by Lambe 
(1967) which is giverr, as: 
rL -0 . 7979 6 
where, 
ý O. S. 
= the mean deviation 
G= the standard deviation 
N= the number of observations. 
The results of this test on all the independent variables is 
shorn in Table (8.2.1). A study by Anderson et. al. (1968) tested 
this assumption of normality amongst the number of accidents in 
Sweden, by studying the derived trends and auto correlations, using 
histograms of the standardised residuals, and correlograms. In 
each case, the deviation was small and tended to zero, and although 
the sample size was too small to make any definite conclusions, it 
seems plausible to accept that the assumptions of normality and 
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VARIABLE 
LAMBE 
TEST KURTOSIS SKEWNESS 
POPULATION 0.158 12.765 3.155 
AREA 0.084 5.055 2.108 
DENSITY 0.029* 0.700 0.458 
P. T. F. 0.073 4.561 1.936 
TTF 0.202 16.074 3.592 
ETT 0.031* 2.428 1.320 
COW 0.012* 0.768 -0.324 
MSI 0.009* 0.428 -0.531 
SRI 0.101 3.791 -1.249 
TCI 0.016* -0.254 0.060 
CI 0.049 1.961 -1.450 
DOS 0.207 20.644 3.967 
SHI 0.362 30.536 5.284 
AVI 0,187 14.203 2.482 
DVI 0.167 7.373 1.787 
TDI 0.157 11.696 3.033 
HTI 0.186 12.635 3.015 
CHSI 0.200 13.221 2.907 
PPI 0.081 2.461 1.142 
PSI 0.055: 3.452 1.574 
RI 0.039* 1.352 1.213 
RDI 0.042* 1.115 0.573 
* INDICATES A NORMAL DISTRIBUTION (40.04) 
KURTOSIS - is given by the formula: - --Ri 
Zý(-. 
V.. Lý1. \_ 
1ý. -- 
SKEWNESS - is given by the formulst- 
s= 
ý' Xý-ý 
3 
ý. ý 
N 
TABLE 8.2.1. NORMALITY TESTS FOR. THE 22 INDEPENDENT VARIABLES 2970. 
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independency of the residuals, can generally be accepted. 
8.3 PRINCIPAL COMPONENTS ANALYSIS 
Because of the extent of these various limitations, it was 
decided that the original data ought to be transformed. This 
was done by applying a principal components analysis upon the 
original data matrix of 18 variables. Principal components 
analysis can be conceptualised as a technique which is capable 
of collapsing a set of intercorrelated variables into a smaller 
number of basic dimensions, or "composite variables. " What is 
more important however, is that these basic dimensions are such 
that they are totally uncorrelated one to another (orthogonal). 
The solution, moreover, is such that the first dimension extracted 
accounts for the highest proportion of the total variance present 
w1 thin the original data matrix. 
The interpretation of these resultant basic dimensions is 
one of the major problems of any research project, and this is 
done by reference to the "loading coefficients. " In practice 
these loadings are simply the correlation coefficients between 
the original variables and the derived components. However, 
very often any one component will have a high loading with several 
of the original variables making any interpretation difficult, 
especially when dealing with the higher order components. For 
this reason it is common practice to rotate the components, in 
order to reduce the number of high loadings on any one component. 
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Mathematically, rotation can be viewed simply as the result of 
. 
the indeterminacy of the principal component analysis, since an 
infinite number of locations could have been derived for the 
various axes, and the problem is which location is to be preferred. 
(Fig. 8.3.1). The most common rotation used is the Varimax 
rotation. This method attempts to simplify the columns of the 
factor loadings matrix, by a series of orthogonal transformations 
of pairs of factors. (See Harman 1960). Thus the varimax solution can 
be simply described as an iterative procedure aimed at finding an 
optimum solution for the location of rotateifactors. Two limitations 
of this solution are that the pattern of loadings obtained may 
change considerably if additional factors are included in the 
solution, and also the solution is not very useful in cases where 
there is a dominant general factor. (Lawley at al 1971). For this 
reason it was decided to use an oblique rotational method which 
whilst useful in aiding interpretation of the various factors, 
suffers from the loss of orthogonality. The oblique solution 
methods were first studied by Thurstone (1947) and Thomson (1951), 
who both used a graphical solution. However, these solutions 
"involve the researcher inmEº arbitrary decisions about the 
choice of factors. " (Lawley et al 1971), and so further research 
was directed into the discovery of analytical criteria that could 
be used to produce unique and less subjective solutions. The 
earliest work in this field was carried out by Carroll (1953), 
Kaiser and Dickman (1959) and Hendrickson and White (1964), who 
evolved the "Promax Solution. " It was this solution which was used 
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in this research necessitating only the one subjective decision, 
that of what value' to use for ": a" in the sinplification of the 
"pattern matrix. " This value for "m" determines the degree of 
obliqueness desired in the solution, and consequently therefore, 
the level of correlation between the various factors. It is 
generally accepted that values upto m=4 will simplify the 
pattern of loadings by increasing the absolute magnitude of 
relatively large loadings whilst decreasing those with relatively 
small loadings. However, where m>4 the usefulness of the 
simplified pattern loading matrix may be overcome by the high 
level of correlation produced between the various factors. For 
this reason a value of m=4 was used in the present rotation. 
The use of a principal components solution in a "t+: o-stage 
regression" is quite extensive and has been reviewed at some 
length by Massey (1965), but only a few have actually used a 
rotated solution (Wong 1963, Hodge 1965) mainly because of the 
"communality" problem which is associated with any factor analysis 
solution. However, it can be argued that if the communalities are 
held to be equal to one, then the method used here remains a 
principal components solution, with rotation being used merely as 
an aid to identification. In the context of a two stage regression 
approach, the results from such an analysis would appear clearly 
acceptable, especially since there is the added bonus that derived 
scores input into the regression are standardised with a mean of 
zero and a standard deviation of one. 
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Thus the use of this analysis was useful in satisfying most 
of the assumptions of the multiple regression model, whilst 
allowing some observation of the urban structure system through 
the identification of the various derived components. This 
line of discussion !. rill be continued at a later point in this 
report, (Chapter 9). Before leaving this discussion on principal 
components analysis and its use in a tio-stage regressicn analysis, 
one further point must be elucidated, concerning the number of 
components to be introduced into the regression. This problem 
arises because of the very small amount of variance explanation, 
provided by the higher order components. Very often such compon- 
ents are deemed insignificant and thereby ignored. Alternatively 
some test is performed upon therm to test for their actual signifi- 
cance. These include those tests suggested by Bartlett (1950) or 
Jeffers (1967) who suggests that in general, it is satisfactory 
to disregard all components with a variance of less than 1. However, 
it is suggested that when the components are to be used as regressors 
in a regression analysis, it is not necessarily true to maintain 
that just because a component explains an insignificant amount of 
the total variance in the original data <matrix, it is also going 
to be insignificant in "explaining" the variation in some other 
variable. If this pint of view is to be accepted then the 
obvious conclusion must be that all the components ought to be 
available for the regression analysis, and their significance 
determined accordingly. This was the approach of this research 
and the significance of each component was detennined by using 
a "Step-: rise regression model" rather than the traditional multiple 
regression model. 
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8.4 THE STS' -ý, IISE RFJGR3SSION MODEL 
When the simple multiple regression model is utilised, all 
the available variables are introduced into the model at the 
sane time.. This is satisfactory when the relationship between 
all the variables is known and when one is not interested in 
further research hypotheses, but as is generally the case, most 
research problems necessitate the selection of an optimum collection 
of variables, from all the available variables, adding only 
variables which significantly affect the explanation level of 
the regression, whilst the other variables are held statistically 
constant. Essentially therefore, the problem is to derive and 
select the "best" regression equation. Unfortunately, since there 
is no statistical procedure which can guarantee an "optimum" 
solution, or an "optimum" group of variables some compromise 
algorithmic technique has to be used. Although there are several 
such algorithmic procedures, the one used in this research was the 
"step-: -Ase! ' procedure. 
The step-wise regression method recursively constructs a 
prediction equation one independent variable at a time. The 
first step is to choose the single variable ', hich is the best 
predictor. The second independent variable to be added to the 
regression equation is that lthich provides the best prediction 
(level of explanation) in conjunction with the first variable. 
One then proceeds in this recursive fashion, adding variables 
step-by-step until the desired number of independent variables 
has been achieved, or until no other variable will make a sig- 
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nificant contribution to the prediction equation. It is important 
to note at this point that such a procedure, besides dictating 
the selection and therefore addition of the independent variables, 
also dictates the removal of variables from the regression 
equation. This is essential because a variable which may have been 
the best single variable to enter at an early stage May, at a later 
stage, be superfluous because of the relationship between it End 
other variables now in the regression. To check on this, the 
partial F criterion for each variable in the regression at any 
stage of calculation is calculated and compared with a preselected 
percentage point of the appropriate F distribution. This provides 
a judgement on the contribution made by each variable as though 
it had been the most recent variable entered, irrespective of its 
actual point of entry into the model. Any variable for which the 
calculated F value is less than the preselected acceptance value, 
and which therefore provides a non-significant contribution, is 
removed from the model. This process continues until no more 
variables can be added or removed from the regression equation. 
Step-: rise regression is based upon a common method of solving 
the system of linear equations in multiple regression, that is 
Gauss elimination with row and colunn interchanges. This com- 
putational method is also useful since it provides the two pieces 
of information necessax1 in the selection process. The first is 
the normalised regression-coefficient value b that the prospect- 
ive independent variable would have if it were brought into the 
equation on the next step. It is the value of this coefficient 
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which is tested by the F statistic during the selection process, 
and as already indicated, if F is too small, there is little 
reason to add that independent variable to the regression equation. 
The second piece of information used in the selection process 
is the pivot element which would be involved in bringing that 
variable into the equation. This value is known as the tolerance 
level. If the tolerance is small then that variable is nearly a 
linear combination of variables already in the equation. If it 
is really a linear combination of independent variables already 
in the equation, then the tolerance value will be zero. A large 
tolerance indicates that a new "dimension" is being added to the 
prediction equation. The tolerance has a value range of zero to 
one. The aauount of additional variance explained by adding the 
new variable is the product of the normalised regression coefficient 
b squared and the tolerance. Thus, even if the prospective b 
is large, a small tolerance value will negate the value of that 
variable being added to the equation. Consequently, the step-: rise 
procedure never enters a variable into the equation if the tolerance 
is below a specified minimum. This is, therefore, another way in 
which the computational accuracy of the program is upheld. 
This step-Ase procedure described above, was the model used 
in this research to derive the desired regression planes, and the 
resultant level of road accidents in any one urban area ascertained. 
The program used was the standard BIMD step--w-, ise regression program 
which was converted from the original Fortran II program, to 360 
Fortran IV(H-Level) at Salford University. 
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The confidence interval used to obtain the inclusion and 
deletion values for the F statistic was the oC = 0.1 level 
which gave F values of 4.00 for inclusion and 3.92 for deletion. 
Similarly the default value of 0.001 for the tolerance level 
was used, although in most instances this was never called into 
consideration. 
8.5 THE STUIT? OF RESIDUALS 
having obtained the necessary "expected level" of road 
accidents, the next problea was then hoar to relate these values 
to the actual number of road accidents in any urban area. In a 
way this problem can be generalised as that of how to deal with 
the "residuals" from regression analysis. That is, the researcher 
is interested in the difference between observation and theory. 
Because of the comple. ty of spatial variations there is obviously 
considerable unexplained variation and the residual values can be 
conceptualised as reflecting in part, the effect of other possibly 
unknown variables, and as such can be used to gain a greater insight 
into the behaviour of particular phenomenon. For example, John 
Stuart Kill in a "System of Logic" (1874) presents the "methods of 
residues" as the fourth Canon, and consistently praised it as a 
highly respectable research technique. Thus, "Subdutt from any 
phenomenon such part as is known by previous inductions to be 
the effect of certain antecedents, and the residue of the phenon- 
enon is the effect of remaining antecedents. " Similarly, whilst 
speaking generally of the method of residues, "Of all the methods 
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of investigating laws of nature, this is the most-fertile and 
unexpected result; often informing us of sequences in which 
neither the cause nor the effect were sufficiently conspicuous 
to attract of themselves the attention of the observers. The 
agent C may be an obscure circumstance, not likely to have been 
perceived unless sought for, nor likely to have been sought for 
until attention had been awakened by the insufficiency of the 
obvious causes to account for the whole of the effect. " (Mill 
1874). Thus in a way, Mill's Method of Residues is simply a 
search procedure used in the analysis, for the discovery of 
further important variables or a'ren new theoretical concepts. 
As such this approach has developed into the more modern "deviant- 
case analysis" which is important because as Horst points out, 
"the most interesting and useful parts of a prediction study 
should be the investigation of the cases which have been incorrectly 
predicted in the new sample. " (Horst 1941). 
Whilst there has been a rapid increase in the use of "residual 
analysis" one of the major problems encountered has been the fora 
of the residual index. Thomas identifies four of the more coon 
forms used, favouring the standardised residual, 
(Xoi - Yi)/Soi 
where, Xoi = the computed value for area i 
Yi = the observed value of Y for area i 
Soi = the standard error of estimate 
but there are many other forms i ich are viable and can only really 
161 
be determined by the individual research project. Thus Taaffe 
et al (1963) in their study of the transport development in 
Nigeria and Ghana used the simplified, non-standardised residuals, 
(xoi - Yi) 
and yet the mapping end study of these residuals led the authors 
to suggest five additional factors, which they had previously not 
considered and which ultimately added further findings concerning 
the transport systems within those two nations. 
The fonu of the residual used in this research relates to 
the third form as mentioned by Thomas (1960) and is given as the 
magnitude of the observed value for the ith unit as a proportion 
of the computed value for that area. When multiplied by 130 this 
residual was used as the value for the "Mean Safety Index'. t for 
each area at time t. 
MSIi. t - (Yit/ xoi t) x 100 
where, 
MSIi. t= the mean safety index for area i at time t. 
yi. 
t= 
the observed value for area i at time t 
xoi. t = the computed value for area i at time t 
As Thomas points out however, this, "is not a residual 
according to the strictest of definitions" due to the fact that 
the difference between the two values is ignored in preference to 
the measure of their relative values. However, since this index 
is closely related to the more common fora of residual. (Xoi - yi)/Yi, 
the mapping of such an index is obviously useful in the stud, of 
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unexplained variance. 
The derived mean safety index is therefore designed such 
that it gives a variation about 100. Where the 'index exceeds 
this base value, the observed value is greater than the computed 
value, and the "response" of that urban area is worse than would 
be expected given the present set of independent variables. 
Similarly when the index is less than 100 the observed value is 
less than the computed and therefore the "response" of that urban 
area is better then theorised. 
8.6 TRF: '1D SURFACi": ANALYSIS 
Whilst the Mean Safety Index is meaningful in its own right, 
as already suggested, much more can be achieved by mapping this 
index and by creating some "continuous" surface which can possibly 
predict the relationship in other "unsampled" urban areas, and 
also for suggesting new variables which ought to have been taken 
into account. Although such mapping procedures as simple isopleth 
maps are useful, the problem of discontinuous data can prove a 
serious problem; for this reason a further stage was added to this 
research approach by means of the application of Trend Surface 
Analysis techniques. 
Trend surface analysis is simply an extension of the multiple 
regression model into a third dimension. It is a method of fitting 
progressively higher order polynomial equations to a set of X, Y and 
Z observations in which the X and Y values are co-ordinate data 
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and the Z values are observatiom of some variable. This type of 
analysis has been used extensively in the various "earth sciences" 
where the problem has been mainly extrapolation of existing data 
or the reconstruction of surfaces from fragmentary data (as in the 
"ghost stratigraphies" of Whitten (1959). However, trend surface 
analysis has also been used in order to extract regional trends 
and examining the deviations from these trends. Thus Krunbein 
and Graysbill (1965) define trend surface analysis "as a procedure 
by which each map observation is divided into two or more parts: 
some associated with the "larger-scale" systematic changes that 
extend from one map edge to the other and the others associated 
with "small-scale" apparently non-systematic fluctuations that 
are imposed on the large-scale patterns. " (P-321). In other 
words therefore one of the main aims of trend surface analysis is 
to differentiate between the broad regional distribution of 
variability, from the non-systematic, local and chance variations. 
In terms of road accident analysis, this shows the differentiation 
between those factors which necessitate national attention and 
those which must be dealt with at the local level. 
'With the derivation of computer-based solutions to the problem 
of fitting the various polynomial surfaces, Trend-surface analysis 
has been applied in many other fields other than those simply 
related to geology. Obviously the usefulness of Trend Surface 
mapping is greatest where continuous data is available, and reg- 
ularly spaced sampling points are used. - However, the latter 
. problem can 
be overcome, although the solution of the polynomial 
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equations becomes much more complex, and the former problem has 
been discussed by Chorley et al (1965). They argue that surfaces 
need not be continuous and that "population, like light may be 
profitably regarded either as a series of discontinuous quanta 
or as a continuum. " The fitting of trend surfaces to social 
and economic data may provide then a "useful yardstick for 
describing geographical patterns. " (Chorley et al 1965) . Sub- 
sequent work has followed these suggestions with trend surfaces 
being applied to such diverse subjects as spatial perception 
studies, (Gould 1966), the location pattern of urban services 
among a set of tos (Fairbairn et al 1967) and the growth of 
urban areas in England and Wales, (Robson 1973) . 
The formulation of the trend surface equations is given 
below for a first order surface (linear) and a second order 
surface (Quadratic). 
Z=a+ BX + cY (1st order), 
and, Z=a+ bX + cY + dX2 + eXY + fY2 (2nd order)' 
where, Z= the value of the research variable. 
X&Y= two grid co-ordinates 
a, b, c, d, e, f = parameters. 
The shape of the various surfaces upto the quartic surface 
are shown in (Fig. 8.6.1. ). Thus the trend surface model is 
derived by creating a hierarchy of mathematical surfaces which 
are fitted to thq original data, and the explained portion of 
the observed variability, conventionally expressed as the per 
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Fig. 8.6.1. DIAGRAMATIC REPRESENTATION OF THREE TREND SURFACES. 
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centage reduction in the total sum of squares, may then increase 
with surfaces of successively higher degree. In most instances, 
however, the lower order surfaces have been preferred since they 
tend to indicate the regional trend, whilst surfaces which exceed 
the 6th order tend to become very complicated, and are near 
approximations to the original complex distribution. Therefore 
in this research, surfaces were produced for twenty dependent 
variables (1970) all of kttch extended at least as far as the 
6th order surface, but none exceeded the 7th order (Appendix 2). 
8.7 TE4? ORAL VARI9TI0 Lti'rLYSIS 
So far this analysis of the methodology used in this research 
has been limited to the study of the spatial variation in road 
accidents. Turning to the problem of temporal variation, one has to 
return to the multiple regression model. As already indicated, the 
multiple regression model is useful in two ways when studying the change 
in road accident characteristics over time. In the first instance, 
the amount of the total variation in a dependent variable, that is 
explained by a set or group of independent variables can be studied 
over time simply be reference to the R2 value. If the impact of 
these independent variables is constant over a given time period, 
then one would also expect the level of explanation by the model, 
also to remain constant. Variation in either statistic therefore 
suggests a changing relationship. Secondly the influence or 
relationship between the dependent variable and the individual 
independent variables can also be studied over time by recourse 
to the standardised coefficients. Unfortunately since the 
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transformation of the original data matrix by means of the principal 
components analysis, was completed individually for each year, the 
various derived components also varied year by year. Therefore 
it was necessary to return to the original data matrix. To escape 
the problems noted previously in the use of untransformed data and 
multi-colinearity etc. a new regression equation was developed for 
each dependent variable used in the time analysis, which included 
only those independent variables which were shown to be significant 
by the step-wise regression during the spatial analysis. Where a 
component was heavily loaded on more than one variable, the variable 
with the highest loading was the one entered into this section of 
the analysis. Once these modifications had been completed the time 
analysis was completed as described above. However, since the road 
accident data was very difficult to obtain prior to 1966 and because 
the disaggregation of the data was very limited, it was only possible 
to conduct this time analysis for three dependent variables. Total 
casualties, total casualties per thousand population, and total 
casualties per vehicle mile (106). 1966 - 1970. 
Because of the limitations posed by the lack of data, it was 
deemed useful to look at the temporal variation in another way, 
basically through the growth rate in the number of road accident 
casualties from 1966 to 1970. The hypothesis put forward was, how 
much was the level of road accidents in time t+1 the response of 
the level of road accidents in time t. Altarnatively, do towns 
of different size and therefore different road accident levels have 
accident growth levels which are proportionally equivalent. This 
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hypothesis can be tested by the regression equation.. 
where, 
xt+I - a+bXt+ e 
Xt = the number of casualties at time t. 
a, b, = constants 
e= normally distributed error term. 
If the absolute growth of road accident casualties is prop- 
ortionate and independent of the original level of road accident 
casualties, then one would expect b=1.0, with 'a' representing 
the overall growth in road accident casualties for all the urban 
areas studied. Obviously where the value for b is less than 1.0 
the areas with a small road accident casualty level must be growing 
at a faster rate than those with an original high level. Of course 
one must also take into account the effect of the error term which 
should be at a minimal level if any significance is to be put on 
the consequent results. 
A second hypothesis which was postulated was whether the 
actual growth rate in road accident casualties was a function of 
the original road accident casualty level. If the growth rate in- 
road accident casualties is defined as, 
TCý 
2+ 
TCt -1 
G. At. 
t+l "' 
(TCt+l - TCt)" 
where, 
GAt. 
t+l = 
the growth rate in casualties from 
time t. to t+1 
TCt = the total number of cusurlties at time t 
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then this second hypothesis which can be equated as, 
GAt. t+l = f(TCt) 
can be tested by the simple regression equation, 
GAt. t+l =a+ bTCt +e 
These two hypotheses and their consequence to road accident 
analysis will be developed further in the following discussion 
on the results obtained during this research. At present it is 
sufficient to mention the problem and the methodology used without 
delving any further into the respective consequences. 
8.8 f3UM, 'ýýßP9 OF AILTiiOMLOGY 
The last two sections of this report have attempted to explain 
the methodology used in this research. Because of the complexity 
of the approach it would seem best to simply sumaarise the method- 
ology before moving onto the results obtained. 
As regards the spatial analysis, the methodological eppror: ch 
can be conceptualised as a five stage analysis. (Fig. 8.1.1). These 
stages are listed below: - (i) Collection and manipulation of the 
original data matrix. (ii) Transfcrmaticn of the original data 
matrix by means of en"oblique " (promax) rotation principal com- 
ponents analysis. (iii) The input of the derived principal 
component scores into a "step-wise" regression analysis with a 
10N confidence interval. (iv) The calculation of the mean safety 
indices from the residual: given by the "step-. rise" regression 
analysis. (v) The input of the mean safety indices 
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into a trend surface cnalysis to study the spatial variations. 
Parallel to this analysis the temporal analysis used the 
variables designated by the step-wise regression (from the original 
data matrix) and input them into a separate regression model in 
order to derive the, (stardardised)coefficients, end the level 
of erplenaticn (R1) for the years 1966 to 1970. At the same 
time the absolute increase in road accident casualties, and the 
growth rate (1966 - 1970) in road accident casualties were studied 
according to their initial road accident casualty level. 
This then was the nethodologicEl approach used end the 
censeauent results are given in the following sections of this 
report. 
Chapter 9. THE ANALYSIS AND PFES , TATICN OF FFSULTS 
9.1 INTFODUCTICN 
The results obtF-, ined in this research, using the methodological 
approach outlined in the previous section of this report are pres- 
ented in this chapter. In order to facilitate ease of comprehen- 
sion, the presentation of these results will be disaggregated, 
dealing with different sections of the approach individually. 
Once such a presentation has been effected, it will be possible 
to draw these results into a suitable form in order to reach some 
meaningful conclusions, as regards this piece of research. 
9.2 THE PFZIfiCIPIL COMPONRITS INALYSIS 
Although the principal components analysis vas initially 
introduced as a means of reducing the multi-colinearity amongst 
the explanatory variables, through use of this technique several 
other advantages were attained as well as farther interesting. 
information, as regards the inter-relationship of the various 
sub-systems of the road accident system. For example, if the 
component scores are introduced into the regression equation, 
not only is the problem of multi-colinearity reduced, but also 
these scores are standardised 1: *ith a mean of zero, and variance 
of one. Additionally these component scores have the further 
advantage of being almost normal. Thus by this means most of 
the limitations previously mentioned, inherent in multiple 
regression analysis, have been satisfactorily removed. 
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The principal components analysis was carried out on the 
181 initial explanatory variables. The importance of the 
rotated components in explaining the total variation of the 
explanatory variables is shown in Table (9.2.1) which lists 
the components according to their variances in declining order. 
(1970). As a simple means of reference this listed ranking of 
components will be known as the "Variance Ranking. " 
lm 
It will be noted from the variance ranking that only 6 
components have en eigenvalue exceeding 1.0. However, it should 
also be noted that these six components also account for 81.7 
of the total variation within the list of explanatory variables. 
This in fact indicates one of the major properties of P. C. L. The 
variances (eigenvalues) of the higher number components are very 
small and such components are often disregarded as non-significant, 
especially when they are used in a two-stage regression analysis. 
In some instances meanwhile, it may be tootF-l. ly fallacious to 
exclude components from the regression analysis for this reason. 
It could, for example, be true that a component which may be non- 
significant when judged by the proportion of the total variance 
it explains, may nonetheless still be significant when used in a 
regression constructed to explain variation within some other 
variable. Accordingly, all the derived components within this 
1 The four explanatozy variables; Police prosecution 
index, Police Severity Index, Rainfall Index and Road 
Density Index, 
. 
were not included in this initial PCA 
because they were not principally related to the urban 
structure of the 100 sampled urban areas, or in the 
case of the Road Density Index, because of lack of 
data available for the 49 non-county borough areas 
/contd... 
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COMPONENT 
NUMBER 
COMPONENT (VARI- 
ANCE) EIGENVALVE 
CUMULATIVE EXPL. 
VARIANCE (%) 
1 5.863 32.570 
2 2.733 47.751 
3 2.019 58.968 
4 1.777 68.838 
5 1.298 76.048 
6 1.034 81.795 
7 0.731 85.856 
8 0.593 89.151 
9 0.464 91.731 
10 0.399 93.949 
11 0.327 95.767 
12 0.287 97.360 
13 0.216 98.562 
14 0.137 99.325 
15 0.091 99.829 
16 0.016 99.917 
17 0.011 99.976 
18 0.004 100.000 
TABLE 9.2.1. TEE VARIANCE RANKING FOR THE 100 
URBAN AREAS 1970. 
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analysis were treated as potential indepE: ndeit variables in the 
regression analysis. 
Because the results of the P. C. L. were rotated using a Promax 
rotation with k being assigned the value of 4, the derived compon- 
ents were not orthogonal, as is usually the case in a simple P. C. L. 
Instead there was a degree of correlation noted between the compon- 
ents, end these correlations are show in Table (9.2.2. ). (1970). 
From this table it can be seen that there are only 9 significant 
correlations where the level of correlation is above the value 
r=0.50. There is however one correlation which reaches the 
high value of r= -0.76, but since this is between the last two 
derived components (17 and 18), the restrictions due to this fact 
are only marginal, especially when matched against the increased 
feasibility of interpretation of the derived components. 
The importence of the interpretation (end therefore rotaticn 
of) the derived components in a piece of research cannot be over- 
emphasised. If any meaningful interpretation is to be given to 
the results of the regression analysis, then it is obvious that 
one must be able to identify the various inputs into the model, 
which in this Instance are the independent variables. In most 
Instf. nces, the P. C. A. without rotation is unable to satisfy this 
need,, end as Kendal (1957) states, "In many cases our principal 
1 contd. included within the senple. However when the 
multiple regression model was used, these indices 
were included as explanatory variFbles. In order 
to equate them to the Factor Scores used from the 
P. C. E., these variables were also standardised 
using the formula, 
Zi = Xi -X 
6'x 
/contd.... 
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components do not have an identifiable separate existence and 
are to be regarded as convenient mathematical artefacts. " 
Dhxymes (1970) also makes the same point then he argues, "in 
general, one does not or cannot interpret principal components 
in an intuitively meaningful way. They are best regarded as 
the outcome of a statistical technique-that handles certain 
types of problems efficiently. " 
In this research similar problems were encountered as those 
described above. However, following the use of the Promax 
rotation, it was possible to put some meaningful interpretation 
on almost all of the derived components and these are described 
below. 
When one is trying to put some interpretation upon a derived 
component there are two sources of information: - 
(i) FACTOR PATTEPN MATRIX - to factor analyse means to 
express a variable as a linear combination of indepcndent variables, 
either defined or inferred. The Factor pattern matrix contains the 
regression weights of the common factors end therefore, tells the 
researcher the composition of a variable in terms of hypothetical 
factors. The oblique factor pattern matrix obtained for 1970 is 
given in Table (9.2.3). 
1 contd.. where Z= the standard deviate score for area i, 
6x = the standard deviation of variable X. 
X= the mean of variable X, 
such that each varleble had a transformed mean 
value of zero and a standard deviation of 1. 
/contd... 
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(ii) FACTOR STRUCTUFX MATPSX - this second source of 
information relating to the composition of the derived components 
is simply a matrix of correlation coefficients between each 
variable and each factor. In many ways this factor structure is 
more useful than the pattern matrix because not only does it 
indicate the important associations and their direction, but it 
also gives some indication of the strength of the association 
between components and variables. The correlation between a 
component and its constituent variables becomes weaker as the 
components are taken seriatim in variance ranking. The effect 
of the rotation of the factors can also be seen by the fact that 
the resultant correlations of any significance on each component, 
is limited to very few variables. The Frctor structure matrix is 
shown in Table (9.2.4). (1970). 
From this structure matrix it can be seen that for components 
1- 11, there is always some variable which has a high correlation 
coefficient (; ýf 0.6D = r). However, for higher order components, 
the ease of interpretation is drastically reduced with the result 
that the maximum correlation coefficients for the 17th end 18th 
components are r=0.07 and r= -0.08 respectively. Except for 
1 con td . Similarly, the level of correlation between 
these standardised variables and the derived 
components was not sufficient to invoke the 
problem of multi-colinearity which had been 
one of the major reasons for using the P. C. L. 
in the first instance. 
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the first component therefore, the interpretation of the derived 
components was based on the highest recorded 'r' value, or a 
combination of 'r' values in the higher components. In the 
instance of the first component, however, it was found that 
there were five variables kith high correlation coefficients, these 
were; Population, Area, Tote. ]. Traffic Flow, Peak Traffic Flow, end 
Total Dwelling Index. It can be seen that these variables are all 
related to the size and traffic flow level within any urban area. 
For this reason this component was interpreted as a "Size/Intcr- 
action" dimension of the urban areas, accounting for approximately 
32% of the total variation within the original data matrix. Other 
interpretations are given in Table (9.2.5). 
The importance of the pronax rotation can once again be 
reedily appreciated if the figures in Table (9.2.6) are studied. 
This table shows the major correlation coefficients between 
variables and derived components, following the initial P. C. I. 
That is, before any rotation had ta. cen place, and using the original 
factor loadings matrix. From this table two conclu. ions can 
immediately be made: - 
(1) Most of the derived components had reüscnably high correl- 
ations with a fair number of original variables. Following rotation 
of the components however, this multiplicity of correlation is 
replaced by a severely reduced "set" of significant variables, usually 
with higher individual correlation coefficients. 
(ii) Before rotation, the interpretation of the derived compon- 
ents is inhibited due to the regular appesrance of certain variables 
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FACTOR INTERPRETATION MAXIMUM CORRELATION 
WITH VARIABLES 
1 INTERACTION VARIABLE 0.472 
2 SRI 0.558 
3 COW 0.619 
4 TCI 0.682 
5 CESI 0.790 
6 NEG. DOS -0.782 
7 SHI 0.741 
8 NEG. DVI 0.719 
9 NEG. ETT -0.603 
10 CI 0.715 
11 HTI 0.707 
12 DEN 0.375 
13 MSI 0.556 
14 NEG. DVI -0.546 
15 NEG. AR/TTF -0.203/0.137 
16 PTF 0.143 
17 NEG. TTF/TDI -0.046/0.073 
18 NEG. POP -0.082 
19 PPI N. A. 
20 PSI N. A. 
21 RI N. A. 
22 RDI N. A. 
TABLE 9.2.5. INTERPRETATION OF DERIVED FACTORS (1970) 
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of varying significance (r value) in different components. That 
is, the same variables appeared in nearly all the factors, only 
in different ranked orders. After rotation however, this problem 
was removed by the fact that in general, every oblique factor was 
only correlated highly with one variable, and also each variable 
was only correlated strongly with one oblique factor, except in 
the higher variance rankings where there were very few correlations 
of any significance at all. 
A further point of interest related to the P. C. A. was the 
degree of stability of the derived components for the time period 
1966 - 1970. An independent P. C. L. was conducted on the original 
data matrices for each year 1966 - 1970. Yet as can be seen from 
Table (9.2.7), the derived components for each year were almost 
identical as regards; the derived eigenvalues, the percent&ge of 
total explanation and ranking of interpreted components. The 
degree of association between the annual interpretation of compon- 
ents was tested using Spearman' s Rank Correlation Coefficient, which 
is given by the equation, 
n 
rS =1- 6ý Di2 
i=1 
where, 
N(N2 - 1) 
Dig = the sum of squares of difference between 
any pair of r'nkings 
N= the number of components = 18 
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FACTOR 
NUMBER 1970 1 1969 
1 INTACT INTACT 
2 SRI SRI 
3 COW COW 
4 TCI CI 
5 CHSI I SHI 
6 NDOS NDOS 
7 SHI CHSI 
8 NDVI DEN 
9I RETT DVI 
1968 
INTACT 
NSRI 
COW 
cz 
SHI 
CBSI 
NDOS 
DEN 
NDVI 
10 Cl NflTI UTI 
11 HTI NTCI TCI 
12 DEN ETT NETT 
13 NSI AVI AVI 
14 NAVI TLSI MSI 
15 NAR/TTF NAR/TTF N9R/TTF 
16 PTF PTF PTF 
17 TDI 
18 NPOP 
19 I'PI 
20 PSI 
21 RI 
22 RDI 
TDI 
NPOP 
PPI 
PSI 
RI 
RDI 
INTACT _ POP/AR/PTF/TTF/TDI 
TDI 
NPOP 
PPI 
PSI 
RI 
RDI 
1967 
INTACT 
NSRI 
NTCI 
CGW 
5HI 
DOS 
CHSI 
DEN 
NDVI 
NCI 
HTI 
ETT 
AVI 
MSI 
AR/TTF 
NPTF 
POP 
TDI 
PPI 
PSI 
RI 
RDI 
1966 
INTACT 
äDVI 
NCOX 
NSRI 
CI 
NDOS 
CHSI 
DEi1 
NSHT 
HTI 
NTCI 
ETT 
AVI 
MSI 
NAA 
PTF 
NTTF 
NPOP 
PPI 
PSI 
RI 
r. DI 
TABLE 9.2.7. INTERPRETATION OFIDERIVED FACTORS 1966-1970. 
YEAft 
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This correlation coefficient has a range of +1.0 to -1.0, 
being +1.0 when the rankings are in perfect agreement, and -1.0 
if they are in perfect disagreement, end zero if there is no 
relationship whatsoever. The correlations so calculated are 
given below and it can readily be seen that the lowest value is 
_ +0.85 between 1970 and 1966. 
1970 1969 1968 1967 1966 
1970 1.00 0.87 0.88 0,96 0.85 
1969 1.00 0.99 0.90 0.89 
1968 1.00 0.89 0.88 
1967 1.00 0.90 
1966 1.00 
Although it is only to be expected that the correlation between 
the two marginal years will be the lowest value calculated, the 
stability of the relationship can be seen by the fact that if one 
tests the null hypothesis that there is no linear relationship 
in the population, i. e. p=0, using an F test such that, 
F(1, N - 2) = r? (N - 2. ) 
1- r2 
where F= the tabled F value with 1 and (N - 2) degrees of 
freedom, at some specified oC level. 
r= the correlation coefficient. 
N= the number of observations. 
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the test is found to be significen t even at the 99.9% level. 
` 
The significance of this stability of the various components 
over the time period 1966 - 70 is important in practical terms as 
well as in the above mentioned statistical terms. The implications 
are that, the urban structure, as measured by these 18 variables, 
has altered very little since 1966, with the same significant 
"dimensions" being present, and just as significant, at each time 
period. Once again, therefore, the resistance of the urban structure 
to rapid and essential change appears to have been highlighted by 
this P. C. L. In terms of this research however, the static nature 
of the urban structure has proved very useful, since it could 
consequently be argued when involved in the temporal analysis, 
that any variation in the significance of the various independent 
variables, could not be due to significant changes in the variables 
themself, but rather to interaction with other factors within the 
road accident system, or a temporal fluctuation in the significance 
of that variable itself as regards road accident causation. 
The 1CO svnpled areas can subjectively, be disaggregated into 
y borough areas (large burghs in Scotland) and two groups, count- 
non-county borough areas (small burghs). It can be argued that 
these two groups are distinct according to the degree of responsib- 
2 F(1ý 16: oC = 0.001) = 16.2 
r2 (N - 2) = 0.27 . 16 
1- r2 
0.277 
_ 41.76 
Therefore since the calculated value is greater 
than the tabled value the H. can be raj ectFd and 
the hypothesis accepted that P40 at of = 0.001 
level. 
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51 COUNTY BOROUGH AREAS. 
1. 
2. 
3. 
4. 
5. 
6. 
7. 
8. 
9. 
10. 
11. 
12. 
13. 
14. 
15. 
16. 
17. 
18. 
19. 
20. 
21. 
22. 
23. 
24. 
25. 
BARNSLEY 
BATH 
BIRMINGHAM 
BLACKBURN 
BLACEPOOL 
BOLTON 
BOURNEMOUTH 
BRADFORD 
BRIGHTON 
BRISTOL 
BLRNLEY 
CANTERBURY* 
CARDIFF 
CARLISLE 
CEESTER 
COVEKTRY 
DERBY 
DEWSBURY 
DLNDEE 
EDINBURGH 
EXETER 
GLOUCESTER 
GRIMSBY 
HASTINGS 
HUDDERSFIELD 
TABLE 9.2.8. 
26. 
27. 
28. 
29. 
30. 
31. 
32. 
33. 
34. 
35. 
36. 
37. 
38. 
39. 
40. 
41. 
42. 
44. 
44. 
45. 
46. 
47. 
48. 
49. 
50. 
51. 
IPSWICH 
KIRKCALDY 
LEEDS 
LEICESTER 
LINCCLN 
LIVERPOOL 
LUTON 
MANCEESTER 
NORWICH 
NOTTINGHAM 
OLDHAM 
OXFORD 
PLYMOUTH 
PORTSMOUTH 
PRESTON 
READING 
RCCHDALE 
SALFORD 
SHEFFIELD 
SOUTHAMPTON 
SOUTHEND 
STOKE 
SUNDERLAND 
SWANSEA 
WOLVERHAMPTON 
YORK 
LIST OF 51 CCUNTY BOROUGH AREAS WITHIN 
THE SAIPLE 100 AREAS. 
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ility they hold over their own environment. Thus in non-county 
boroughs, the authority which is the responsible highway authority 
is the relevcnt County Council office. For this reason, therefore, 
an individual P. C. A. was carried out upon the 51 county borough 
areas, for each of the years 1966 - 1970, in order to assess any 
differing response which may arise fron the isolation of these 
areas. A list of the 51 areas used is shown in Table (9.2.8), 
whilst the basic statistics for the three groups of urban areas 
are shotm in Table (9.2.9). variable by variable for 1970. 
Before moving, on to study the results of the County Borough 
P. C. A., it would be relevant to observe Table (9.2.9) in some 
more detail in order to see where the three grcups differ markedly. 
The first impressions from this table are the narked differences 
in the means of the size variables for the County Borough areas 
(CBs) and the Non-County Borough areas (NCBs). Thus just taking 
the population variable it can be seen that the difference between 
the mean values is 163,30.00, which is over three times larger 
than the original mean value (49,998.73 = X) for the NCBs. 
However, besides this expected variation in the size variables, 
there are significant differences in some of the other variable 
statistics, which could explsin any different "response rates" 
for the various groups of urban areas. Using the "t" statistic 
it was possible to show that there was a significant differcnce 
between the -9 
CB 
and Y CB for 12 variables at the oC = 0.01 prob- 
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ALL CBS NCBS 
VARS. - - X 6 X 6 X 6 
1. POP 
* 133199.11 160016.73 213316.73 191821.25 49998.73 25031.84 
2. AR* 10810.32 9268.16 14874.10 10644.63 6580.67 4829.91 
3. DEN 11.56 4.58 13.78 4.17 9.25 3.80 
4. PTF 6269.83 3970.16 8655.49 4263.11 3786.80 1112.28 
5. TT? 405194.04 530277.68 653619.57 649785.24 146628.69 79553.56 
6. ETT* 21.71 16.69 29.25 17.72 13.87 11.14 
7. A; ST 2.59 0.16 2.64 0.13 2.54 0.17 
8. SRI . 
1.94 0.05 1.93 0.05 1.94 0.06 
9. TCI 0.18 0.06 0.18 0.06 0.19 0.06 
10. CI 0.90 0.07 0.89 0.06 0.90 0.07 
11. DOS 8.11 8.24 6.69 4.25 9.58 10.81 
12. SHI* 9.06 24.28 2.32 0.94 16.09 33.41 
13. AVI 0.61 0.06 0.61 0.04 0.61 0.07 
14. DVI 0.18 0.03 0.18 0.03 0.18 0.03 
15. TDI* 42997.58 50611.27 68756.59 60212.20 16187.18 8231.25 
16. HTI 2.51 2.22 2.42 1.46 2.59 2.83 
17. CHSI* 11.29 1.71 10.84 1.03 11.75 2.11 
18. PPI 20.83 6.08 21.63 6.79 19.99 5.17 
19. PSI 0.86 13.16 2.00 15.29 - 0.32 10.51 
20. RI 31.07 6.70 31.65 7.23 30.46 6.13 
21. RDI 18.03 6.51 20.72 6.02 15.23 5.84 
22. COW 0.48 0.21 0.42 0.09 0.54 0.13 
23. POP 4.93 0.39 5.20 0.32 4.65 0.21 
24. SRI 0.29 0.01 0.29 0.01 0.29 0.01 
25. CHSI 1.05 0.06 1.03 0.04 1.06 0.07 
26. SHI 0.57 0.44 0.33 0.18 0.81 0.49 
27. DOS 0.76 0.44 0.76 0.22 0.76 0.59 
28. DVI -0.75 0.07 -0.75 0.06 -0.76 0.08 
29. AVI -0.22 0.04 -0.22 0.03 -0.22 0.05 
30. HTI 0.26 0.40 0.33 0.22 0.18 0.52 
31. PPI 1.30 0.12 1.32 0.12 1.29 0.12 
32. PSI 0.36 0.56 0.92 0.61 0.33 0.51 
INDICATES SIGNIFICANT DIFFERENCE BETWEEN KCB and XNCB 
oc = 0.01 (USING 'T' STATISTIC) 
TABLE 9.2.9. TEE BASIC STATISTICS FOR THE 22 INDEFENDE+NT VARIABLES 
DISAGGRIGATED ACCORDING TO TYPE OF URBAN AREA, AND 
INCLUDING TILE TR, ANSFOB ED (LOGIO) VARIABLES. 
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7 
ability level. Of these variables perhaps the more Importhit 
ones are, Density, Degree of Through Traffic, Ilean Social Index 
and Car Ownership. 
The variable with the greatest statistically significant 
difference between XCB and NCB was the density variable. As can 
be seen from the table XGB 13-78 compared to 9.25 for e, giving 
a calculated t value of t(98) = 0.01 = 7.12. Therefore, it can 
be statistically assumed that non-county boroughs have a much lower 
density of population than the county borough areas. Now this is 
of some relevance, since this research has tried to limit its 
observations and analysis to solely "urban areas, " because the 
difference between rural accident patterns and urban accident 
patterns has often been emphasised in the relevant literature. 
For this reason it is necessary to observe the degree of response 
for this variable between the different groups, when introduced 
into the regression model, so as not to bias or invalidate the 
findings of the major regression analyses, when using the full 
100 sampled urban areas. 
A further variable which exhibits a similar divergence between 
the two groups is the Degree of Car Ownership variable, t(9g)oc = o. al 
5.40) . From the table it can be seen that the 2NCBs have a signif- 
icantly higher level of car o-wmership than the CBs which vould 
presumably affect the level of traffic and vehicle mileage within 
these groups. Thus once again this variable has to be considered 
carefully when introduced into the regression model. 
3 The significance value for t(98)cc 
= 0.01 
is 2.62. 
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Another variable which has to be treated with considerable 
caru is the one of Estimated Through Traffic (t(93)ý = 0.01 _ 5.23) . 
It will be noted that the level of through traffic in the NCBs is 
considerably lower than in the CB areas. Obviously if the impact 
of through traffic upon the level of road accidents in any urban 
area, is as important as hypothesised, then once again this 
difference between the two groups should be appreciated and the 
results modified accordingly. 
Before leaving this line of argument one further variable 
which ought to be elucidated further is the Change in Housing Stock 
Index. Once again this variable is sho-m to be statistically 
higher for NCBs (t(98)ß = 0.01 = 2.72) and this could 
be important 
in one or two ways, especially as regards the temporal enalysis. 
This higher value for the NCBs could imply one of two hypotheses, 
1) That the NCB urban areas are growing at a more rapid 
rate than the CB areas. 
2) That because of the lower densities shown to exist in these 
NCB areas, these areas can modify their urban structure to meet 
present needs, at a much faster rate. That is, the response in 
these NCB areas as regards their urban structure system, is much 
higher and quicker in meeting the deteriorating standards of the 
road traffic and accident systems, than in the CB areas. If this 
is true one would expect the NCB areas to have a slower road 
accident growth rate, than the CB areas, if all other variables 
are held constant. This point will be left until later however, 
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when the results of the tenporal analysis are presented in some 
more detail. 
Before the original data. matrix for the CB areas was modified 
through the P. C. A., three additional variables were added which 
were only available for these areas. These variables were; an 
Ethnic Index, Vehicle Registration Index, and the Road Densitr 
Index. 
1) ETmiIC INDEX 
Faiiliarity with an area is a factor generally accepted as 
helping to reduce road accidents. Where unfamiliarity exists, 
and especially where it is exaggerated by different habits and 
customs, this can often significantly affect the level of road 
accidents in an urban area. Several studies in the USA have 
tentatively concluded that as there is a different road accident 
pattern between the sexes, so there may, be between the races, 
(e. g. Colton et al 1963). Therefore it was thought reasonable 
to introduce an ethnic index which would attenut to relate the 
level of the i: nnigrant4 population within an urban area, to the 
total population of that area. The data for this index was 
obtained from the 1966 Sample Census Returns (, Migration Tables). 
The index is defined as, 
E= Imt 
(Pi/1000) 
where, Ei = the ethnic index for area i 
4 In immigrant is defined as being any person living 
in the British Isles %, to was not born there. 
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Imi = the in-Algrant population for area i. 
Pi = the total population of area i. 
2) VEHICLE RE1ISTfutTIO J INDr; }C 
This index was introduced simply as a supplement to the 
traffic variables and the degree of car ownership. The absolute 
le7el of the number of motor-vehicles registered for each urban 
area was the value used. The data was obtained from the annual 
publication of the Ministry, of Transport, "High, l; ay Statistics. " 
3ý ROAD DENSITY IVDEx5 
This index is the sane one as described previously in the 
Data Chapter. (See page /2. ). 
The mean and standard deviation of these variables for the 
51 CB areas are given below for 1970. 
X 6x 
EI 33.34 17.17 
VII 52510.100 4ýJ22.93 
RDI 20.72 6.02 
When the original data matrix for the CB areas was subjected 
to the P. C. A., there were 51 cases and 21 variables. The results 
of this analysis are shown in a comparable fora to those for the 
full 100 urban areas, in Tables (9.2.10) to (9.2.14). 
5It was possible later to include this variable 
for all areas following the personal provision 
of data from the relevant Goveri: lent Offices. 
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COMPONENT 
N111fBER 
CGYFONENT 
EIGENVALUE 
CUMULATIVE 
EXFLANATION 
1 6.879 32.76 
2 3.572 49.76 
3 2.534 61.83 
4 1.596 69.43 
5 1.419 76.19 
6 1.033 81.11 
7 0.866 85.24 
8 0.681 88.48 
9 0.506 90.89 
10 0.466 93.11 
11 0.428 95.14 
12 0.330 96.71 
13 0.242 97.87 
14 0.168 98.67 
15 0.115 99.22 
16 0.068 99.54 
17 0.057 99.81 
18 0.020 99.91 
19 0.013 99.97 
20 0.004 99.99 
21 0.003 100.00 
TABLE 9.2.10 THE VARIANCE RANKING FOR THE 51 COLNTI 
BOROUGH AREAS 1970. 
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FACTOR YEAR 
NUNBER 1970 1969 1968 1967 1966 
1 INTACT INTACT INTACT INTACT INTACT 
2 CI NAVI DVI NAVI NAVI 
3 RDI NCCW NCOW NCOW NCiISI 
4 Sill NRDI RDI RDI 1+L'. DI 
5 NDVI CI NDOS CI CI/TCI 
6 EI EI EI EI EI ' 
7 CHSI DOS CHSI CHSI NSHI 
8 DOS CHSI Cl DOS NETT 
9 NCOW ETT NETT ETT NCO'iT 
10 NETT SHI Sill Sill IvLO, S 
11 TCI MSI MSI MSI MSI 
12 NAVI HTI AVI NDVI SRI 
13 HTI DVI HTI HTI HTI 
14 MSI SRI DEN NSRI TCI 
15 NDEN TCI NTCI NTCI DVI 
16 NSRI NDEN SRI ImEt. NAR/TTF 
17 NAR/TTF NAR/TTF NAR/TTF NAR/TTF DEN 
18 YRI VRI VRI VRI VRI 
19 NPTF NPZF NPTF NPTF PTF 
20 POP TDI POP POP NTTF 
21 TDI NPOP TDI TDI NPOP 
22 PPI PPI PPI PPI PPI 
23 PSI PSI PSI P$I PSI 
24 RI RI RI RI RI 
TABLE 9.2.14 INTERPRETATION OF DERIVED FACTORS 1966-1970 
FOR COUNTY BOROUGH AREAS. 
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It will be seen from these tables that the two sets of 
results are very similar in many details. once again only six 
distinct "dimensions" are recognised with an "eigenvalue" of 
more than one, accounting similarly for approximately 81,9 of 
the total variation within the total explanatory variables. One 
difference that can be noted, however, is that interpretation of 
the higher order derived components is much more difficult with 
only the first 9 components having high factor loadings (r? fß. 60. 
Similarly those low order components which can be interpreted 
produced a different set of variables (Table 9.2.14), although 
this was only to be expected considering the differences between 
the original variables discussed above. It will be shorn however, 
that these differences did not seemingly alter the results of the 
regression analysis, when the derived components in both groups 
were used as independent variables. 
As - regards the nature of these derived components over time, 
using the same technique as employed in the 100 area P. C. A. 
(Spearnen's Rank), it can be seen below, that although the correl- 
ations between the years was lower as a whole than for the 100 are&. s, 
they were all still significant (F1,19 oC = 0.001) at the 99.99 level6 
This indicates that the static nature noticed in the full samole 
1970 
1969 
1968 
1967 
1966. 
1970 1969 1968 1967 1966 
1.00 0.82 0.90 0.86 0.82 
1.00 0.87 0.91 0.88 
1.00 0.89 0.84 
1.00 0.85 
1.00 
6 The table value for Fl 1? o< x. 001 = 15.08. Therefore 
any r value Z 0.67 is'significent at the 99.9 level. 
selection appears to remain trae when only the CB areas are 
studied. In fact it would seem reasonable to conclude that the 
results achieved by the two, P. C. A. produced results which vary 
only marginally, although the importance of any such differences 
will only shod itself in the regression analysis, erhich is described 
In the following section of this report. 
9.3 MULTIPLE RDGRFSSION fi-MYSIS 
Using the factor scores and derived components from the two 
groups of P. C. A., as the input variables in the regression model 
123 regression equations were derived. Of these, 90 related to the 
45 dependent variables described in the data section of this report 
for the years 1969 and 1970. The remainder consisted of 19 regressions 
relating only to County Borough areas (1966/70); 7 regressions for 
1970 with transformed dependent variables; and 4 regressions relating 
to the years 1966 and 1961. This composition of variable regression. 
is shorn in Table (9.3.1). 
Because of the magnitude of these regressions it is obviously 
impossible to describe each result in detail, even though all results 
are presented in Appendix (3). Therefore, the aim of this section 
of the report will be to present an overall view of the result of 
these regression models, and also deal with several of the dependent 
variables in some more detail, whilst reserving most attention for 
the 8 variables listed below: - 
1) Total Casualties. 
2) Total Accidents 
PD1 
REGRESSION 
Number 
1- 45 
46 - 90 
91 
92 
93 
94 
95 
96 
97 
98 - 100 
101 - 102 
103 - 104 
REGRESSION DEPEN'DEN'T 
Variables 
45 Basic regressions 1970 
45 1969 
LOG. TC70 
L0ß. TA70 ) ) 
LOG. TIED70 ) 
LOG. TFS70 Transformed 
LOG. TCVM70 ) Regressions 
LOG. TAVM70 ) 
) 
LOG. TCPP70 ) 
Total Casualties 1966,1969,1970 
Total Accidents 1969,1970 
Total Pedestrian Casualties 1969,1970 
Total Casualties per 103 Population 
1966,1969,1970 
C c c C 
105 - 107 County BorougA 
Areas Only 
108 - 109 
110 - 111 
112 - 114 
115 - 116 
117 
118 
119 
120 
Total Accidents Per 103POFulation 1969,197c1 
Total Ped. Cas. n 
Total Casualties Per 106 Vehicle Miles, 
1966,1969,1970 
" Accidents per 106 Vehicle Niles, 
1966,1969,1970 
Total Casualties Per 103 Population 1966 
Total Casualties 1966 
Total Casualties Per 106 Vehicle Miles 1966 
Fatal and Serious Casualties 1966 
TABLE 9.3.1. COMPOSITION OF THE 120 REGRESSION EQUATIONS. 
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3) Total Casualties/000 population 
4) Total Accidents/000 population 
5) Total Pedestrian Casualties 
6) Total Casualties/Vehicle mileage 
7) Total Accidents/Vehicle mileage 
8) Total Pedestrian Casualties/000 population 
As a simple approximation the results of the regression 
analyses can be studied in to ways: - 1) Significance and level 
of explanation of each derived regression equation, 2) Analysis 
of the variables entered into each regression equation at the 
lOp confidence level (F(CC 
_ 0.1) 
= 2-79). 
Taking the first analysis method and observing the results of 
the 45 basic regression equations, it can be seen in Table (9.3.2) 
that there is a large variation in the level of explanation and 
"goodness of fit" of individual regressions. These two measures 
are indicated by the coefficient of multiple determination (R2), 
and the estimated standard deviation about the regression expressed 
as a percentage of the mean response, respectively. This second 
statistic perhaps needs some further explanations. In any regression 
calculation the residual mean square S2 is an estimate of 6 y. X, 
the variance about the regression. The square root of this value 
therefore (S) is obviously equivalent to the standard deviation 
about the regression. Examination of this statistic indicates 
that the smaller it is, the better; that is, the more precise will 
be the predictions. This statistic is generally referred to as 
the "Standard error of Estimate. " When, comparing different 
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I 
To CODING R2 Y S. D. S. E. E. Y% of 
1 TC70 0.986 804.43 1015.21 123.32 15.3 
2 TA70 0.987 636.72 808.17 98.06 15.4 
3 TFS70 0.960 223.75 281.57 57.57 25.7 
4 TPID70 0.988 257.41 369.55 41.69 16.2 
5 TMC70 0.901 72.80 84.11 27.48 37.7 
6 TPCYTO 0.641 86.73 81.03 49.50 57.1 
7 TDRC70 0.959 329.04 362.64 76.26 23.2 
8 TCPED70 0.967 120.75 177.06 33.01 27.3 
9 TYDR70 0.938 166.04 180.16 45.56 28.0 
10 TJUN70 0.961 431.16 557.98 115.62 26.8 
11 TPDCR70 0.878 18.93 33.81 12.12 64.0 
12 TTRN70 0.907 156.42 145.77 45.82 29.3 
13 TRTTO 0.851 21.06 26.72 10.54 50.0 
14 TTJN70 0.950 227.86 269.18 61.82 27.1 
15 TYJN70 0.731 14.30 19.90 10.48 73.3 
16 TXJN70 0.954 124.10 209.16 46.63 37.6 
17 TVCRD70 0.972 290.50 376.20 63.68 21.9 
18 TCRa70 0.921 347.63 440.91 '129.03 37.1 
19 TCFP70 0.292 5.74 1.102 0.95 16.6 
20 TAPP70 0.285 4.49 0.879 0.78 17.4 
21 TFSPP70 0.162 1.59 0.530 0.49 30.9 
22 TCVr, 70 0.784 18.48 13.140 6.38 34.5 
23 TAY1: 70 0.739 14.47 10.450 5.67 39.2 
24 TPSVM70 0.594 5.21 4.410 2.89 55.4 
25 SR70 0.059 0.28 0.077 0.08 29.0 
26 CPIDCR70 0.569 0.48 0.099 0.07 14.7 
27 YDRCR70 0.202 0.51 0.064 0.06 11.9 
28 TUNAR70 0.408 0.27 0.075 0.06 22.0 
29 PDCRAR70 0.262 0.03 0.040 0.04 142.9 
30 TAMUC70 0.414 1.70 0.607 0.47 27.7 
31 TAMC70 6.356 7.75 3.220 2.64 34.1 
22 RTAR70 0.259 0.05 0.037 0.04 78.4 
33 TJNAR70 0.348 0.57 0.101 0.08 13"9 
34 YJNAR70 0.131 0.04 0.028 0.03 78.9 
35 XJNAR70 0.544 0.23 0.098 0.07 30.8 
36 TPEDPP70 0.640 1.67 0.444 0.28 16.8 
37 PEDCR70 0.581 0.29 0.068 0.04 13.7 
38 PCXWT70 0.407 31.06 22.740 17.97 57.9 
39 FEDWT70 0.599 1.92 0.686 0.45 23.5 
40 PCYAR70 0.302 0.18 0.115 0.10 55.6 
41 MCAR70 0.301 0.12 Q. 042 0.04 32.5 
42 TDRV1470 0.718 . 8: 73 6.770 3.71 42.5 43 DRCR70 0.547 0.45 0.084 0.06 13.4 
44 TCTA70 0.423 1.27 0.085 0.07 5.51 
45 TJNAR70 0.474 0.65 0.093 0.07 10.8 
TABLE 9.3.2. RESULTS OF TILE BASIC 45 REGRESSION EQUATIONS 1970. 
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regression equations the actual value of S is obviously related 
to the metric, and size of the dependent variable. Therefore 
in order to have some means of comparing such regression equations, 
the standard error of estimate is often related to the mean value 
of the dependent variable, in terms of a percentage value. The 
lower this percentage value, the better the goodness of fit, and 
the lower the detiations from the actual regression plane. 
From the table (9.3.2) it can be seen that according to the 
derived P2 values, there would appear to be two groups of regression 
equations. The first group involves the absolute casualty figures 
diseggregated according to location or the mode of the persons 
involved. Of these 18 regression equations all have an R2 value 
greater than 0.50 and only 4 have a value of less than 0.90. Also 
as is true for all 45 regression equations, all regressions are 
significant at the 954 confidence level, as indicated by the 
calculated value of the F test statistic. That is, one can say 
that these derived regression equations end relationships could 
not have occurred by chance at the 95% confidence limit. Unfortunately, 
however, when the deviations from the regression planes are studied 
it can be seen that several regression equations have very high 
percentpge values, with the smallest value being 15.3 for TC70. 
The indications are therefore that, whilst this group of regression 
equations account for a large amount of the total sum of squares, 
the actual variance about the regression planes is relatively large. 
The second group of equations meanwhile has a much more varied 
set of results. As regards the R2 values it can be seen that these 
range between 0.059(SR70), and 0.784(TCVi470 with a predoittnence 
2}5 
9I 
of values at the lower levels. It is interesting- to note, however, 
that the exposure dependent variables have most of the high R2 
values. Thus, TCVM70 = 0.784, TAVM70 = 0.759, TFSVI470 = 0.594, 
PCYWT7O = 0.407, PEDt'JT70 = 0.599, and TDF, V: 470 = 0.718. In terms 
of understanding the road accident situation from these regression 
models, this previous fact is of very great importance since it 
means that both of Katz's families of dependent variables show 
high explanation levels when dealing with structural variables, 
and therefore the importance of these variables are noted accordingly. 
Turning to the deviation of this second group of regression 
equations, once again the general level (%) is higher than would 
seem desirable with a minimum value of 5.51% for TCTA70 and a 
maximum value of 142.9% for PDCRAPý7O. The variation within this 
range would also appear random, with no seeming relationship 
between this value and any other statistic related to the regression. 
It is important to point out meanwhile that the percentage values 
for the 6 "exposure" regressions all appear fairly high with PC! T7V 
having a value of 57.91. Thus because of this high degree of 
deviation, allied with reasonable levels of explanation, these 
exposure regressions are deserving of further analysis, which will 
be completed later in this report. 
Within this second group of regressions there are several 
other dependent variables ; which produce certain interesting results. 
For example within this group there is a sub-set of 4 regressions 
which have as their dependent variable some statistic related to 
the population level (103) of each urban area. These four variables 
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are TCPP70, TAPP70, TFSPP7g and TPEDPP70. What is of interest 
here is that the first three seem to exhibit different tendencies 
from the fourth regression. Thus whilst the first three exhibit 
low R2 values (0.292,0.285, and 0.162 respectively), the regression 
explaining the variation within the number of pedestrian casualties 
per 103 population, produces the reasonable R2 value of 0.640. The 
implication from this would seem to be that the total number of 
casualties or accidents in any urban area, are influenced by factors 
other than those describing that urban structure. Therefore it 
could be argued that perhaps the number of pedestrian casualties 
per 103 population, is a better indicator of the performance of 
any urban area than any one of the other three variables. Conversely 
the other three variables would seem to be good indicators of how 
any urban area deals with its external factors such as the level 
of through traffic, and regional commercial attraction. 
The second method of generalising about the results of the 
regression analysis, mentioned previously, is by regarding the 
variables introduced into the various regressions. The variables 
included in all 45 regressions (1970) are given in Table (9-3-3)- 
From this table it can be seen that the most important variable 
is %1 which was interpreted as an interaction variable, and which 
appears in 3) out of the 45 regression equations. Although the 
significance of this variable will be dealt with later when 
individual regressions are studied, some explanation should be 
made at this point. 
One of the fundamental questions within this research is 
whether it is possible to reduce road accidents within urban 
. 
2D7 
FACTORS 
TOTAL NTJ BER OF 
REGRESSIONS WHERE SIGNIFICANT REGRESSIONS 
INTACT 1: 2: 3: 4: 5: 6: 7: 8: 9: 10: 11: 
12: 13: 14: 15: 16: 17: 18: 22: 23: 
24: 28: 30: 33: 35: 36: 39: 40: 42:, 43 30 
SRI 1: 2: 10: 1 6: 18: 26: 34: 35: 39: 45: 10 
COY 4: 5: 7: 9: 19: 36: 37: 38: 41: 42: 43 11 
TCI 38: 39: 41: - 3 
CHSI 20: 22: 27: 28: 31: 38: 39: 40: 41: 43: 
44: 45 12 
NDOS 261 29: 32: 35: 39: 41: 43: 44: 45: 9 
SRI 5: 9: 19: 2 6: 32: 33: 35: 36: 41: 44: 10 
NDVI 1s 2: 3: 10 : 12: 26: 32: 7 
NETT 3: 10: 19: 20: 26: 27: 29: 35: 8 
CI 1: 2: 4: 81 10: 14: 16: 22: 23: 24: 29s 
36: 42: 13 
NTI 23: 29: 30: 35: 36: 37: 6 
DEN 6: 11: 22: 31: 34: 35: 37: 43s 45: 9 
MSI 8: 26: 2 
NAVI 23: 27: 34: 3 
MAR 1: 2: 4: 5: 7: 8: 9: 10: 13: 14: 15: 16: 
17: 18: 22: 25: 38: 17 
PTF 3: 4: 5: 7: 9: 10: 11: 12: 14: 18: 19: 20: 
22: 23: 24: 30: 33: 36: 39: 40: 42: 44: 22 
TDI 1: 2: 4: 5: 6: 7: 8: 9: 10: 11: 12: 14: 
16: 18: 29: 39: 16 
NPOP 1: 21 4t 5: 8: 9: 11: 13: 16: 17: 19: 20: 
21: 22: 23: 24: 31: 36: 42: 20 
PPI 1: 2: 7: 10 : 121 14: 15: 16: 8 
PSI . - - 
RI 6: 13: 17: 21: 271 28: 30: 32: 33: 37: 38: 
40: 43: 44: 45: 15 
RDI 22: 23: 24: 31: 36: 42: 6 
TABLE 9.3.3. FACTORS INCLUDED WITHIN THE 45 REGRESSION 
EQUATIONS 1970 
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areas through the modification of one or more structural variables? 
That is, is the road accident problem predominantly an engineering 
problem or predominantly a psychological problem? Although it is 
obvious that the level of road accidents will increase with the 
increased size of an urban area, and also the level of interaction 
within each area, one would not expect variables which describe 
such conditions to dominate the regression equation, if the road 
accident proble'n was predominantly an engineering problem. Therefore 
whenevcr such variables do occur in a regression both their statistical 
significance and the size of their b coefficient should be studied. 
In a general su* nary such a study cannot be accurately completed, 
however it is very significant that the variable Xl should appear 
in 3) regressions. Similarly three other variables, which are 
related to the peak traffic flow (PTF) number of dwellings (TDI) 
and the population (NPOP) of each urban area, also occur in 22,16, 
and 20 respectively, of the regression equations. 
Although these four variables appear most often within the 
regression equations, other variables appear fairly often, and 
shed further light on the road accident problem. Accordingly these 
variables will be discussed below. 
(1) X2 : SR17' - 
This variable which is related to the relative 
presence of males and females within an urban area is present within 
ten of the regression equations. In 8 of these equations the b 
coefficient is negatively signed, and therefore it would seem that 
as the proportion of males increases, the response of these 
dependent variables is reduced. Since this variable is significant 
within both regressions, TC70 and TA7ßl it can be maintained that 
both total casualties and total accidents will decrease where the 
proportion of males increases. In some ways, this inverse relation- 
ship is somewhat surprising since it is generally considered that 
females are safer with respect to both driving and walking. However, 
this seeming discrepancy can perhaps be explained with regard to 
relative exposure. That is to say, wcnen are more exposed to traffic 
conflicts during the hours whilst the majority of menfolk are at 
work, both as regards vehicle and pedestrian conflicts. This could 
be the result of more and more women having the use of the family 
car during these hours for both recreation and shopping activities. 
Similarly the activities of women as pedestrians, especially on 
shopping expeditions, also exposes them to increased danger. 
Perhaps a further explanation could be that an excess of males in 
any population will tend to reduce the number of young inhabitants 
associated with that area. Since the accidents to persons under 
the age of 15 years accounted for some 47% of all pedestrian 
accidents in 1970, this could be a very important feature. Of 
these two basic possible explanations the first one seems to be 
a little lacking since if it was true that increased exposure 
for women leads to more accidents, then one would also expect 
SR170 to be significant both in total pedestrian casualties and 
also total driver and rider casualties. Since this is not so, 
one must consider this explanation with some degree of uncertainty. 
However, it should be noted here that SRt70 does appear significant 
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in PEDWT7O which relates pedestrian casualties to the number of 
pedestrian work trips in each urban area, but even with this 
qualification, the conclusion reached above would seem to remain 
valid. The second possible explanation meanwhile seems to be 
invalidated by the fact that SR170 is positively related to 
CPEDCR70 in that regression. Thus as the relationship between 
child pedestrian casualties and total pedestrian casualties 
increases, (i. e. child pedestrian casualties account for a 
larger proportion of total pedestrian casualties) the SRt7' also 
increases. If the postulated explanation was to have been correct 
then this relationship would have to be inverted. Consequently 
all that can be really stated about this variable is that there 
is an inverse relationsItip between the sex ratio index and the 
number of total casualties and total accidents in any urban area. 
The exact reason for this can only be discerned by further research 
and study. 
(_2) X: CO'7c 
This variable is significant in U of the derived 
regression equations. Its importance seems to lie more in the 
fact that it disaggregates between the various types of accidents 
rather than affecting the absolute total number of accidents and/or 
casualties. Thus, CO'WV seems to be positively related to those 
accidents involving driver and rider casualties and motor-cycle 
casualties, and negatively related to those casualties involving 
pedestrian and pedal cycle casualties. The implications here 
are that the general level of accidents can be fairly well pre- 
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determined, but the disaggregation of the types of road accidents 
can only be determined with respect to various internal factors 
such as COW70. 
(3 ) ý: cýsz70 
Since this variable gives some indication of the cmount 
of change within an urban area, it can also indicate what effect 
this change has had upon the road accident situation. In some 
ways it could be argued that it should also point out the impact 
of modern comprehensive planning. With these thoughts in mind 
it is interesting to note that the variable is found to be signifi- 
cant in 12 of the derived regression equations, not one of y-hich 
appears amongst the 18 absolute dependent variables. Therefore 
once again it would seem that CHS17g has not helped in reducing 
the total number of casualties and/or accidents, but has determined 
how they are distributed about the total population. 
Of the 12 significant regressions 8 have inverse relationships 
with CUSI7(, including the traffic dependent variables such as, 
PCYA11,10, MCAR7c, DRCP. 70 and YDRCR7g. Other dependent variables 
with inverse relationships are also of interest. For example, 
TCTA70 is inversely related, thereby indicating either that the 
car occupancy rate is lower in these areas, end therefore most 
accidents involve only one casualty, perhaps one pedestrian. 
Alternatively because of the improved environment, more people 
could be travelling on foot, end therefore when involved in an 
accident, fewer people are involved in each conflict situation. 
This argument i could seem to be supported by the direct relation- 
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ship between CHS170 and PEDWT70. This relationship k'ould 
seen to suggest that more pedestrians are exposed to conflict 
situations in newer or more planned areas. Two other interesting 
regressions with direct relationships v. 3th CHSI7Qf are TCVI-170 and 
TLMC70, both of F., hich suggest that the improved road networks in 
these areas have also tended to increase the number of accidents 
per degree of exposure. 
Summarising therefore, this variable seems to indicate 6 
conclusions rfiich may be drakn, as regards these newer, more 
chsng¬d, urbfn areas: - 
1) The CHS170 variable has no effect upon the overr, ll level 
of road accidents. 
2) The CAS1V vnritble can influence the distribution of 
road accidents beti: een the type of accidents. 
3) Any increase in the CHSI70 variable ccn increase the 
number of pedestrian casualties when related to degrees of 
exposure. 
4)1%'here there has been extensive redevelopment the number 
of casualties per degree of exposure cn the roads has also 
increased, possibly as a result of an increase in the number of 
pedestrians or alteniatively because of a reduction in the 
mileage of unclassified roads in these areas. 
5ý Fedevelopment has tended to reduce the number of cccidents 
/ 
caused by turning manoeuvres, and those located at roed junctions. 
(See TUNAR7S' and TJNAR7Q'). 
6) Where the value of CHSI74 increases the number of casualties 
related to the number of accidents (i. e. the casualty rate per 
accident) is reduced. 
(4) X8: NIV170 
Since this factor is negatively related to the 
variable LV170 all reletionehips derived from the regression 
equations (i. e. signs of the b coefficients) have to be inverted 
to arrive at the correct relationship. For this reason all 
relationships will be presented here in terms of the original 
DV170 variable. 
The WI70 variable is significant in 7 of the derived 
regression equations, of which 5 relate to absolute dependent 
variables, all of which have a positive relaticnship. Thus the 
number of people in any urban area, in the age group 15 years - 
25 years, directly influences the level of road accidents, 
casualties etc. in that urban area. It should be noted however, 
that this variable is not significant amongst any of the exposure 
dependent variables. The im]#caticn here therefore is that the 
increase in the total number of accidents etc. is not due simply 
to the absolute number of people in this age group, but more 
likely to the fact that this group has a higher exposure rate. 
This seers to vindicate the presumed conclusions of recent 
research, which has tended to suggest that this age group is no 
more potentially vulnerable or likely to be involved in road 
accidents, than any other age group. 
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The only dependent variable with a negative (inverse) 
relationship is CPEDCR, /79 which in many ways is only to be 
expected. The reeson being that as DV170 increases, other age 
groups must be relatively reduced. Therefore, the absolute 
number of people within the child age group must also be sub- 
stantially reduced, and there should be a related reduction in 
the number of accidents occurring to people in this age group. 
(5) X9: NFrT7V 
Once again since this factor is negatively related 
to the variable ETT70 the arguments and conventions put forward 
above are once egain used in relation to this factor. 
flthough this variable ETT70 is found to be significant in 8 
of the derived regression equations, beceuse of the varying 
direction of the relationships, it proves very difficult to 
interpret within the road accident framework. However, the 
most important result is that there is a positive relationship 
between ETT7V and both TCPP7V and TIPP7O. It would seem from 
these two regressions that the low levels of explanation obtained 
with these regressions., (R2 = 0.2,02 and 0.285 respectively) could 
be expleined by the underestimaticn of the impact of the amount 
of throLgh traffic. The absolute number of casualties etc. is 
related to the situation present vdthin an urban area at any one 
point in time and vrith no explicit regard to external factors. 
When the number of casualties/accidents per thousf, nd of population 
is regarded however, the impact of external agents, in the guise 
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of through traffic, obviously must play some very-important 
part. If this is so, then the impact of through traffic upon 
the road accident --ituation should not be underestimated. 
Other relationships between ETT7 ' end the significant 
dependent variables are very difficult to interpret, with any 
degree of certainty. For example, there is an inverse relation- 
ship between ETT7q and TFS79. In other words as the degree of 
through traffic increases then the total number of fatal End 
serious casualties decreases. At first such a relationship 
may appear to be the reverse of what would be expected. However, 
this result can perhaps be explained by the fact that absolute 
levels of through traffic are usually associated positively with 
the population size of each urban area. That is, the amount of 
through traffic is a function of the nodality of any urban area; 
the level of trade and regional commercialism is a function of the 
nodality of any urban area; the gro. cth of an urban area is a 
function of the commercial and trading capacity of that urban 
area due to its focal nodality; therefore, the present size of 
any urban area is a function of the nodality, expressed in terms 
of the amount of through traffic. Extending this reasoning a 
stage further the size of an urban area has a positive relation- 
ship with the degree of traffic congestion, end therefore traffic 
speeds. Thus if the absolute number of fatal and serious casualties 
is a positive function of traffic speed, then it can be seen just 
how there is an inverse relationship between ETT70 and TFS70. 
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Another interesting feature of this variable is the negative 
relationship beteeen ETT70 and the number of child pedestrian 
casualties as a proportion of all pedestrian casualties. The 
most reasonable explanation for this relationship would seem 
to be that as the volume of through traffic increases further 
modifications are made to accommodate this unwanted traffic. 
(Ring roads etc. ). As a result unwanted traffic is removed from 
pedestrian and living areas of the urban environment. 
i6) x1a: ci-4 
This compactness index was found to be significant 
in 13 of the derived regression equations within which all 
relationships were found to be inverse. That is, as the shape 
of the urban area. became more compact (circular) there was a. 
corresponding decrease in the set of dependent variables. Since 
this set of dependent variables included 7 of the absolute variables, 
end TC70, TA7' and TPED7¢ in particular, the importance of this 
variable becomes obvious. In fact of the 22 variables used in this 
research, C170 was one of the few which has a negative response upon 
the absolute level of road accidents. More important C17¢ß along ý: ith 
PP17Sä were the only two variables which can actively be manipulated 
to reduce the accident level. In the instance of CI7 it may prove 
that the link between urban shape end the level of road accidents 
is not a direct link. For example it may prove that the link goes 
through traffic movement and traffic congestion values, since it 
is usually presumed that circular towns have radial network systems, 
which thereby tend to increase congestion as one moves towards the 
/ 
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urban centre. `Whatever the reason however, the fact remains 
that from the road accident situation, the more compact an urban 
area the lower the level of road accidents, casualties etc. 
Further justification for these conclusions is also given by 
the other regressions 'within which 0170 is also significant. 
These include the 4 exposure variables related to the vehicle 
mileage, (TCVI470, TAVI4-M, TFSVM70, and TDIWi47)) indicating that 
not only are the absolute levels of road accident conflicts 
reduced, but also that the level of conflicts related to degree 
of exposure is also reduced. 
The discussion of this veriable is very important , hen one 
considers the 7 New Tov. 'n Areas, included in this research. These 
areas and their calculated 0170 values are given below, along 
FACTOR. 
IIFBAN AREA CI DF'JIATION SCORF DETIITION 
CUtIBFFTIAIILD DC 0.876 -0.328 -0. fJ6 11 -0.3L 
EAST KILBFIDE LB 0.950 +0.776 0.791 0.79 
GLENFfJTHES DC 0.689 -3.119 -3.103 -3.10 
HAFio1"1 0.896 -0.030 -0.025 -0.03 
HDIEL HETiPSTEAD 0.945 +0.701 0.692 0.69 
STEVENAGE 0.912 +0.209 o. 652 0.65 
tdFt, t: YN GC 0.970 +1.075 1.0a6 1.09 
100 LRFJS MEAN 0.828 1 
loOARFJ? S SD 0.067 - 1.000 
CUi, 9fiFFNAULD NT 0.800 -1.46-, -1.448 -1.45 
EAST KILBRIDE NT 0.858 -0.597 -0.568 -0.57 cLU: rDTr'FS NT o. 955 +0.851 0.852 0.85 
218 
with the derived factor scores, and their deviations from the 
overall neans. The significance of this table lies in the fact 
that of these new towns the three which are most recent, 
Cumbernauld, E. Kilbride and Glenrothes, tend to have a value 
below the overall mean of the 100 sampled areas. For Curnbernauld 
this remains true independent of the authority unit used. (Local 
government or New Torn). However, with both East Kilbride and 
Glenrothes whether the deviation value is positive or negative 
depends upon the unit used. Thus East Kilbride is negative if 
the new torn area is used and positive if the local authority 
area is used. As it has been pointed out that the higher the 
CI7¢ value, the lower the level of road accidents, it would 
appear that these new towns are not making the optimum use of 
the shape of the urban area as regards road accidents. It should 
be remembered however that road safety is only one aspect of new 
town planning proposals. 
(7) X1l: RT170 
This variable vbich measures the relative type of 
housing tenure between private and public, vas found to be sig- 
nificant in 6 of the derived regression equations. The index was 
so calculated that high values of HTI70 indicates a predominance 
of private tenure and construction, whilst the opposite indicates 
a predominance of local authority development. 
The results of these relevent regression ecuations once again 
provided some interesting observations. Of the 6 regressions, 4 
proved to have on inverse relationship; these were, TAVM7c, 
T»MUC7c, TPEDPP7¢ end PEDCR70. Thus as the predominance of private 
ownership increased, .o the volume and values of these dependent 
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variables decreased. Although this seems to indi. cate at first 
glance that private development is "safer" than public develop- 
ments, this mey not be so once certain other factors have been 
considered. 
In the first instance it should be noted that only accident 
rates are affected, and not casualty rates. Therefore if there 
has been an increase in the accident rate, there must have been 
some compensating reduction in the number of casualties per 
accident, thereby indicating that there had been an Increase in 
one casualty accidents, which is the usual feature of pedestrian 
accidents. This assumption seems to be supported by the fact 
that as HTI7Q' increases, there is a reduction in the two pedestrian 
casualty rates. The conclusions to be drawn here therefore are 
that HTI70 seems to affect road accidents by means of the number 
of pedestrian casualties, and that public developments have higher 
pedestrian casualty rates. Meanwhile, it should not be concluded 
that this relationship is causal in nature. For example, the types 
of development and oznership contained within HTI70 are usually 
associated with different types of social class, which in turn 
have different accident response rates, especially amongst child 
pedestrian casualties.? Therefore the relationship between housing 
tenure and road accident levels may work through the social class 
variable, which has not been included within the causal link frame- 
work. The only way in which this relationship, end the impact 
of HTI7V in general, can be correctly understood is by further 
detailed local study into statistically comparable areas. 
7 See X13: MSI 
i 
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(8) X12: DFN70 
Once again this variable, (' ich was significant 
in 9 of the derived regression equations) seems to be one which 
allocates the number of accidents and casualties, within any 
urbrn area, into groups indicating the type of accident, rather 
than the volume. Thus as DR170 increases, so does the pedestrian 
casualty rate, with a compensating reduction in the Driver and 
Tider casualty rate, and pedal cycle accidents. Similarly, DEN70 
seems to affect the location of accidents, with positive relation- 
ships with TMMC7V and TJNAR70. 
(9) x13: MsI70 
Although this varitble was significant in only 
2 of the derived equations its impact in these was very strong. 
Both regressions were related to child pedestrian casualties; 
TCPEB7V and CPEDCRV. 
The IISI70 variable was calculated such that as the value 
increases the social class composition of that area, decreases. 
In both regressions the derived relationships were positive, 
thereby indicating that as social class increases, the number 
of child pedestrian casualties is reduced. The reason for this 
relationship could be due to many factors such as degree of 
supervision, access to play areas, including spacious gardens, 
end as was mentioned previously, type and standard of housing 
development. Whatever the reason8 however, this relationship 
8 If one studies the to regression equations to 
find out ,. hich other varifbles are significr-nt, 
TCPFD70 revesls very little, , fiilst CPFDCR7p! F-1': 0 
includes the variables NMS70, SR2 2, cHI7¢, NtVI70 
and NETT70, of which the most important apoe£rs 
to be SRI-1-0. I 
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is obviously an integral feature of the overall road accident 
situation. 
(10) X19 PPI70 
Two variables were included in this research which 
gyve some indication of police activity as regards motor law 
enforcement, PP179 and PS170. Of these PP170 was found to be 
significant in 8 of the derived regressions, whilst PSI70 did 
not appear in any. 
The importance of knowing the actual impactof the police 
enforcement is well illustrated by the following quote which is 
trying to answer the question, "What can be done? " 
"However good our present or future safety legislation may 
be., it will not save lives if it remains pigeonholed and unenforced. 
It seems likely that if detection was increased by increasing the 
police available, if punishments were administered more speedily, 
and were more effective, so that the fear of them became a 
deterrent to traffic violators, then even with our present 
legislation, about of the present road deaths and casualties 
could be prevented. This would mean that about 2,400 lives and 
nearly £90 million a year could be saved. " (Cohen and Preston 1968). 
Without substantiation however, such statements, of which 
many abound, can have little meaning. Consequently, the fact 
that PP170 has an inverse relationship with all the dependent 
variables, where significant, is of the utmost importance. 
Similarly, since the list of significant regressions include both 
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T071 and TA7V it would seem that perhaps the savings in both 
life and money mentioned by Preston (above) may be totally 
substantiated. Thus it would appear that the results of this 
research, and the national casualty trends since the introduction 
of the 1967 Road Safety Act9 (Legislation on Drink and Driving) 
both indicate the advantages to be attained by increased police 
activity within the field of road safety. The problem however, 
is that with the continued shortage of manpower within the police 
forces, what is desirable and vbat is practical, are two entirely 
different features. Perhaps the only solution here is to increase 
the power of some subsidiary force, such as the present traffic 
wardens, but even this would be only satisfactory if this new 
body commanded the same influence, both on the streets and in the 
courts, as the police do at present. 
(11) x21: Rü70 
One of the major conclusions from the work by Recht 
(1965) was that "the major portion of the differences in accident 
experience is associated with differences in the non-program 
factors .... partieule. rly vehicle density, kind of travel, Pge of 
population and weather. " (Recht op. cit). In this research this 
rtinfell index was representative of this last group of non-prcgrEm 
factors. Recht used as his rainfall index, the amount of precip- 
itation in inches, and derived a strong negative relationship 
9 According to the information produced by the 
Department of the Environment in Road Accidents, 
1969, following the 1967 Road Safety Act, the level 
of total casualties was do: n approximately 10,6 on 
pre-Act level despite a 4u rise in the volume of 
motor traffic. 
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between this variable and his "Total death Ratio. " However, in 
the present research of the 15 significant regressions, 9 had 
positive relationships, and the only absolute dependent variables 
included were TPCY70 and TUCRD70. Basically the results from 
this variable were all totally inconclusive with only some brief 
generalisations being possible. This could be due to the fact 
that the variation noted within this variable is mainly due to 
spatial variation. and should therefore be really studied in 
context, with the overall spatial variation in the volume of 
road accidents, casualties etc. However, what tentative con- 
clusions that can be made, are given in' the folloti: Irg: - 
(i) The volume of pedal cycle accidents/positively related 
to the amount of rainfall in any one area. That is where there 
is a higher rainfall incidence both TPC179 and PCYLR7ý increase 
proportionally. 
(ii) There is a positive increase in the volume of road 
accidents occurring on unclassified roads relative to a rise in 
the amount of precipitation. This could be indicative of the 
relative standard of surfacing on these roads, or alternatively 
due to the reduction in visibility in these less well lit roads. 
(iii) There would seem to be a positive relationship between 
the level of rainfall and the number of fatal and serious accidents 
occurring Mithin a given volume of population, (TFSPP79). 
(iv) Since there is a positive relationehip between F170 
and YDRCR70 it would seem to suggest that in inclement weather 
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conditions the inexperience of some young drivers and riders can 
account for the variation in road accidents in any given urban area. 
One further variable which could perhaps be relevant here is the 
attendpnt speed in such accidents. 
(v) Finally the incidence of all driver and rider casualties 
as a proportion of all casualties is positively related to the level 
of precipitation. 
(12) x22: RDI 7O 
This varieble which describes the road density in any area 
and which was pointed out earlier to be highly correlated with 
junction density was found significant in 6 of the regression 
equations. Of these 4 related to the exposure variables, TCV1470, 
TAVi470, TFSVI470 and TDiVI47. However, it is interesting to note 
that BD170 was not significant in any of the junction dependent 
variables, which suggests that whilst road density increases the 
relative accident/casualty response, this increase does not occur 
at road junctions themselves. Perhaps this could be explained 
by increased psychological frustration due to the slower progress 
rates caused by greater junction "stopping and starting. " 
Of the remaining variables which have not been explicitly 
examined here, either no distinct relationship can be found or 
alternatively they appear to be related to the impact of other 
variables which are more significant or powerful. For example, 
SHI70 i&ould appear to be highly similar in influence to CHS170 
and NAV1V to NDV179. For these results one is referred back to 
Table (9.3.3) and Appendix 3. 
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Having given so far a generalised account of the results of 
45 (197,0) regression equations it now becomes necessary to look 
at some of the regression equations in more detail. This will 
be completed co: imencing with the major 8 regressions listed 
previoasly. 
10 
1). TOTAL CÄS A TI ES 197cß (TC-n- 
During the discussion on' the results of the principal 
components analysis, reference was made to the"Varisnce Ranking" 
which listed the components according to their variances in 
declining order (Table 9.2.1). A comparable ranking system is 
the "Regression Ranking. " For each dependent variable there is 
a possibility of three different models, the composition of which 
is determined by the three significance levels (F value. -) used 
as entr,; limits for the independent variables. The three F levels 
for inclusion in the regression model are 0.1,2.79 and 4.00 
respectively, and the three models derived for TC70 are shown- in 
Table (9.7.4). 
The most obvious result from this table is the difference 
between the two ranking systcns, thus showing that whilst a con- 
ponent may account for a large portion of the variance in the 
original data matrix, it does not have to account for a significant 
variable hen attempting to explain the variation in some dependent 
variable. Thus in the regression ranking for TC70 only one of the 
first five variables has a variance rank of less than 10 and that 
is the first variable itself. 
10 - See page 201. 
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When looking at the regression equation and attempting to 
explain therm, the second model is the one used, since this 
includes variables, which are significant at the 10% confidence 
level. In the instance of TC7g this model included 8 independent 
variables and is given by the equation; 
Yi = 779.1 + 1011.3X1 - 716.2X2 - 26.67X8 - 44.02X10 - 45.62%15 
- 92.94X17 - 157.9X18 - 38.4XX19 
(1970) 
This model accounts for 99% of the variation in the dependent 
variable (r2 = 0.936), with a Standard Error of Estimate (S. E. E. ) 
expressed as a percent e of the mecn response of 15-34- Q 
The importance of the individual variables in the regression 
equation can be assessed in two different ways. In the first 
instance one can observe the increase in the regression percentage 
explanation associated with each independent variable. Secondly, 
since the independent variables are standardised with a mean of 
zero and a standard deviation of one, the b coefficients can be 
simply related to the beta ýv) coefficients and therefore compared 
directly according to their magnitude. Thus the larger the coeff- 
icient the greater that variable's influence upon the dependent 
variable. 
A further piece of information Arhich is important in each 
regression is the statistical significance of the value of the b 
coefficient. Although this information is implicit in the step- 
v 
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wise regression procedure, an independent assessment is of great 
practical value. 
Using the Student's t test it is possible to test the null 
hypothesis (Ho) that bi = bio, where bio is a specified value 
which can be 0 or any other value, against the test hypothesis 
(Hl) that bi is different from bio. (Ho : bi = bio versus 
Hl: bi / bio). If Ho has to be accepted then it must be assumed 
that the b value could have occurred by chance, and the independ- 
ent variable may not significantly affect the dependent variable. 
The test statistic is given by, 
t= (bi- bio) 
est. se (bi) 
-1 
= (bi - bio) 
t 7-(X, - 
YX) 2] z 
S 
v, bere,, 
S= Standard Error of Estimate and the confidence 
interval Is given by t(n - 2; 1- TOC ) 
The calculated t values are also given in Table (9.3.4). 
As regards the regression equation TC7O, it becomes obvious 
that the entire model is dominated by the one variable Xl: INTACT 70. 
This one variable accounts for 96.7% of the variation in TC7O and 
has a value of +1011.5. That is, since these are partial 
regression coefficients, a change of 1 in the variable X1 Will 
increase the value of the dependent variable by 1011.3, if the 
J 
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remaining independent variables are held constant. The only 
other variable which increases the percentage explanation by 
more t'1en one per cent is X13: NPOP70 (1.12b). 
This dominance of INTACT7yi is in fact a feature of all the 
regression equations dealing with absolute dependent variables, 
and can be interpreted in one of two ways. In the first instance 
it could simply be stating that as urban areas increase in size, 
there is a corresponding increase in the number of road accidents. 
Alternatively it could be argued that the level of road accidents 
is deteriined less by the urban stricture of an area but more by 
the actual level of interaction, within that area. In other 
words it would seen to be suggesting that the road accident 
problem is a psychological one rather than an engineering one. 
If this is true then it would seen to support the conclusions 
of Cohen (1968), that there is a need for a better understanding 
of the hu-aan driver and his psychological attitudes. This is 
further supported by the significance of PP17i. 
Although the variation in TC79 was highly accounted for, the 
actual variance about the regression plane was relatively high Ps 
given by the S. E. E. Therefore in order to look further into this 
problem three additional obserrations were blade. 
i) The residuals from the predicted regression plane were 
plotted both against the dependent variable, and each of the 
independent variables, in order to search for any non-random 
irregularities. 
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ii) The variable TC70 was regressed against the independent 
variables relating only to the Count, Borough areas (51). 
iii) The dependent variable (TC79) was transformed where 
necessary cnd regressed once again against the independent 
variables. 
The plotting of the residuals against the total variables 
used in the regression is a simple method of observing anomalies, 
and discovering unsuitability within the regression model used. 
The diagrams in Fig. (9.3.5) show three of the more common ab- 
normalities revealed by residual plots. The interpretation of 
the abnormalities is dependent upon the variables being used in 
the plotting. However, when plotting against the independent 
variables the three enomalies shown in Fig. (9.3.5) can be 
interpreted as follows: - 
1) Variance not const? nt; need for weighted least 
squares or a preliminary transformation on the Y's. 
2) Error in calculaticns; linear effect of X not 
removed. 
3) Need for extra terms, for example, a quadratic 
tern in Xi in the model or a transformation on the Y's. 
When the residuals are plotted against the Yi meanwhile 
the interpretation for the three same anomalies is slightly different. 
1) Variance not constant as assumed; need for weighted 
least squares or a transformation on the observations Yi before 
making, a regression analysis. 
1 
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2) Error in analysis; the departure from the fitted 
equation is systematic. Negative residuals correspond to low 
Y. and positive residuals to high Y. The effect can also be 
caused by omitting the/3 tetra in the model. 
0 
3) Model inadequate - need for extra ten-as in the 
model (e. g. square or cross-product ter-as) or need for a trans- 
formation on the observations Yi before analysis. 
(After Draper et al 1966). 
In most of the regressions studied there were very few which 
proved to have abnormal plots, and therefore for this reason, 
these residual plots will only be mentioned were relevant in 
the folloi4ng accounts. 
As regards TC70 the only plot which appears anything like 
abnormal is the one between the residuals and X9: NETT. (Fig. 
9.3.6). Remembering that this factor is negatively related to 
the amount of through traffic variable, it can be seen from this 
graph that the regression equation is overestimating the number 
of casuälties when the volume or through traffic Is high, and 
underestimating the number of casualties when the volume of 
through traffic is at, and around its mean value. The indication 
here once again is that the actual impact of this variable is 
still not understood sufficiently nor modelled correctly. It 
would seem therefore that the relationship between TC70 and 
ETT70 is either logarithmic or some polynomial function, rather 
than the linear function postulated in this model. As a result, 
the influence of the amount of through traffic, which is not f 
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significant in TC70, could have been seriously underestimated, 
as has been suggested from other results in this research. 
Consequently the dependent variable TCV was logarithuaLcally 
transformed and a new regression equation derived. 
The results of this new regression equation are given in 
Appendix (3) and the variables found to be significant are shown 
in Table (9.3.7). Although there wes a similar number of variables 
in the new equation, the actual variables differed, and the new 
equation was as below: 
Log Yi = 2.67 + 0.32x1 + 0.02x3 - 0.02X4 - 0.05x7 - 0.02x9 
- 0.02X11 + 0.23X16 + O. lOX18 
From this it can be seen that whilst all the size and traffic 
variables are positively related to LNTC791, there is a degree of 
limitation imposed by the inverse relationships between LNTC7¢ 
-and the three significant structural variables, TC170, SH170 and 
HT170. Thus in this form the dependent variable LNTC70 would 
appear to be influenced by both human and structural variables, 
with the latter being able to reduce or restrict the level of 
log. road casualties. However, it should be also noted that only 
three variables substantially increase the percentage level of 
explanation, and all of these are size or interaction variables. 
(Table 9.3-7). 
A further feature of this regression equation for LNTC79 
was that whilst the variation about the regression plane was 
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reduced (S. E. E. % = 3.2), the overall regression explanation 
level was also reduced to r2 = 0.963. Thus whilst certain 
features have been improved by this transformation, other 
features have been restricted and it might well be asked 
what is the advantage of a further complication of the regression 
model through the addition of a logarithmic transformation, when 
the overall explanation level is reduced. The only real justifi- 
cation is if the model is wanted for accurate predictive purposes. 
In this research this is not so, although in terms of future 
research such models could be useful. 
When the dependent variable TC70 was regressed against the 
independent variables relating only to the 51 county boroughs 
areas, the two sets of results proved very similar, and the 
derived regression equation was given as: 
YCgi = 106.7 + 1248.4X1 87.6X2 + 19.20X17 - 48.0X19 + 244.1X2a 
-124.5x21 - 55.7122 
11 
The comparable significant variables are given in Table (9.3.8). 
The removal of the non-county borough areas, which was to see 
if there was a disaggregated dichotomous response between the 
list of sampled areas, had the effect of maintaining the percentage 
explanation level (r2 = 0.987) whilst at the acne time reducing 
the S. E. E. % response (11.69). Thus it can be concluded that the 
non-county borough areas whilst having a similar casualty pattern 
as county borough areas, also have a wider variation in their 
deviations from the regression plane. In some way this is only 
11 - The Xl variables relate to those for 
Count-, Borough areas only, given jr, 
Table (9.2.14). 
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to be expected from the varying nature of these non-county borough 
areas, as well as their greater size range. 
Summarising therefore, TC70 seems to be mainly explained 
by the level of interaction within any urban area, as well as 
the actual size of that urban area. Similarly although the 
introduction of the transformed variable LNTC70 reduces the 
variation about the regression plane, end therefore enables 
more accurate prediction, it also reduces the overall level of 
explanation. 
Finally when the country-borough areas only are considered 
very little difference is noted in both the regression equation 
variables and also the level of explanaticn, although the 
variation about the regression plane is reduced slightly. 
Consequently the relationships noted above would appear to remain 
consistent for all types of area, and therefore practically 
efficient for spatial comparisons. 
2) TOT)J ACCIDB TTS 1970 TA70 
Most of the results obtained for this dependent variable 
are directl7 comparable to those obtained for 71,70 and therefore 
discussion of this variable is somewhat limited. 
The regression ranking for TA77 is given in Table (9.3.9) 
and the eventual derived regression equation was as below: 
Yl = 61.6.8 + 812.2x1 - 31.72 - 26.9X8 - 32.6X14 + 34.6x15 
-68.5X17 - 135.1x18 - 31.3x 19. 
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The equation accounted for over 98% of the total variation 
within the dependent variable and the deviation about the 
regression plane was approximately 15; (S. E. E. = 15.4-). Once 
again as was the case with TC7g, over 964 of the overall ex- 
planation level is accounted for by the single variable X1: INTACT7g, 
with only the one other variable X18: NPOP70 accounting for more 
than 1- of the explanation. 
Since a similar graph plot was noted for the residuals from 
TA7', and NETT79, the dependent variable was once again transformed 
logarithmically. The regression equation thus derived is given as, 
Lob Yi = 2.56 + 0.27X1 - 0.03x5 + 0.04X8 + 0.22X16 + 0.13X18 
40.04X21 
and once again the r2 value (r2 = 0.950) was reduced at the same 
time as the regression deviation (S. E. E. = 3.9ö). However, there 
is one basic difference between these results and that for LNTC70 
An that in this equation there are none of the structural variables 
which had been present in the LNTC70 regression, and once again 
the emphasis. is retained with the psychological and human aspects 
I 
of the road accident situation. This comparison of significant 
variables is shown in Table (9-3-7). 
When the original dependent variable was regressed against 
the County Borough areas (C. B S. ) the situation was again shown to 
be static over space, with the explanation level remaining almost 
constant (r2 = 0.985) and the regression deviation being slightly 
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reduced (S. E. E. = 12.1%). The derived CBS regression equation 
is the one given below, and it can be seen from this and Table 
(9.3.8) the similarity-between the sets of significant variables 
for both of 
Yi = 1040.8 + 1009.2X1 - 65.8X2 + 54.9X17 + 37.0X18 
+ 206.4X20 - 79.7x21 - 45.9X22. 
the dependent variables TC7s' and TA7V. 
3) TOTAL CASUALTIES PER 103 POPULATION 1970 TCPP7g) 
It was indicated in the discussion upon the regression 
equation derived for the dependent variable TCM, that the dominance 
of the independent variable IN'TACT79 in explaining the variation 
in TC7V could simply be related to the fact that the volume of 
road casualties increases as does the size of the urban area 
being studied. If this assumption was correct then one would 
also expect TCPP7i' to be virtually constant for all the urban 
areas studied. Yet the mean value for 1970 was 5.744 with a 
standard deviation of 1.102. The relevant question therefore is 
once the population factor has been held constant (adhittedly in 
a linear manner) what other factors account for the remaining 
variation. Theoretically it would appear that whatever factors 
are found to be significant, would be the structural ones which 
can perhaps be modified so as to allow beneficial changes to 
take place. Unfortunately the derived regression equation for 
TCPP79 was found to account for only approximately 3Y of the 
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variation in the dependent variable (r2 = 0.292), 
_ whilst 
the 
regression variance was also relatively high. (S. E. E. = 16.6). 
However, the regression as a whole with an F value of 7.77 and 
5and 94 degrees of freedom was significant even at the 0.001 
probability level. The derived regression was given as, 
Yi = 5.68 + o. 167x3 - 0.416x7 - 0.292x9 + 0.222x16 + 0.279x18. 
Comparing this equation with the regression ranking for 
TCPP70 given in Table (9.3.10) it can be seen that the two most 
important variables are X7 : SHI70 and X9 : NETT70, with X7 
accounting for almost 97 of the total variation and X9 almost 
13. The importance of the level of through traffic would once 
again appear to have been demonstrated, whilst SHI70 would also 
seem to indicate the advantages to be obtained from modernisation 
and perhaps redevelopment. It should however, be remembered that 
only 3D% of the variation in the dependent variable has been 
accounted for by this regression. 
A study of the residual graph plots complicates the matter further 
since as can be seen in Fig. (9.3.11), the plot between ei and 
TCPP70 reveals a systematic error. The derived regression 
equation is obviously over-predicting the lower casualty rates 
and under-predicting higher rates. Consequently the dependent variable 
was given a logarithmic transformation to see if this error could 
be removed and whether the overall explanation level increased. 
The results along with the significant variables are given in Table 
(9.3.7). From this it can be seen that there is still virtually 
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no change in the explanation level with r2 = 0.300 and the 
regression equation being defined as below, 
Log Yi = 0.75 - 0.02X4 - 0.04X7 - 0.03X9 + 0.01X14 
Similarly since the systematic error still remains, one 
must conclude that the structural variables on their okn still 
do not explain this variation and in the context of the road 
accident system one must look at the other sub-systems in order 
to explain this variation. Once again the sub-system which would 
seem to be the most relevant in this context would be the human 
sub-system and the different psychological response related to 
different levels of congestion and interaction, with stress etc. 
being much higher in those more congested (larger) urban areas. 
However, in such a situation one would expect that the 
level of explanation associated solely with CBS areas would be 
higher. Unfortunately the derived regression equation for these 
areas given below, whilst having a lower variation about the 
YCBi = 6.00 - 0.225X2 - 0.204X9 - 0.251X10 
regression plane (S. E. E. = 12.1; ) does not have a better explanation 
level with r2 = 0.231. Meanwhile it is relevant that the X0 value 
for this regression is considerably higher than for all the 100 
sampled areas: 6.00 compared to 5.68. 
The conclusion that must be drawn therefore concerning this 
regression equation is that given the present level of information 
we are unable to account for the observed variation with any 
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certainty, but it is postulated that perhaps the solution could 
be found within the human psychological sub-system. 
4) TOTAL ACCIDENTS PER 103 POPULATICPJ 1970 (TAPP7%) 
Once again the results for this regression are very similar 
to the equivalent casualty variable described above, and consequently 
the arguments put forward for that variable (TCPP70) are also 
applicable within this regression. 
The explanation level for TAPP7 was once again found to be 
very low (r2 = 0.285) and with a high regression variance. (S. E. E. 
17.4%). The derived regression equation is given as below. 
Yi = 4.47 - 0.20X5 - 0.22X9 + 0.21X16 + 0.23X18 
If this equation is compared with the equivalent regression 
for TCPP79 it will be seen that the only difference in variable 
inclusion is that this regression (TÄPP7P) has replaced variable X7: 
SH17O, rith a variable X5: CHS179f. However, es can be seen from 
the regression ranking given in Table (9.3.11) the matter is 
further confused by the fact that it would appear that these two 
variables are interchangeable. ps a result the inclusion of one 
seems to lead to the exclusion of the other and vice-versa. 
Due to the similarity between TAPPV and TCPP70 it vas 
deemed unnecessEry to test this regression with any tr:: nstormaticn, 
even though the systematic error noted above was also present in 
the TÄPP70 graph plots. There was however, t, comparison with 
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the CBS arees. The derived regression equation is given below. 
YCBi = 4.79 - 0.152[2 - v. ro9XJo + 0.199x18 
but as was expected there was little improvement in the overLll 
suitability of the model. The level of explanation was in fact 
reduced to r2 = 0.225 although the variation about the regression 
plane was also reduced to, S. E. E. = 13.0%. Basically however, 
especially since the overall regression significance level was 
only low (F = 4.54), it must once ag, in be stressed that little 
confidence should or can be placed on either of these last two 
sets of regression equations. 
5) TOTIL PFDFSTFIAIS CA. SlIIITIFS 1970 TPED ). 
The level of pedestrian casualties in any urban area was 
found once again to be highly related to the size and degree of 
interaction within that area. It can be seen from the derived 
equation given below that 
Yi = 248.4 + 375.8X1 - 19.62X3 - 12.8X10 + 22.771 - l4.? x16 
- 12. OX17 - 55.9x18 
the only significant varLtbles outside these size varitbles were 
X3 : CO! 7 ' and X10: CI7¢, of which it could seem only the letter 
may be modified in order to control the value of TPED7Q'. The 
significance of C0.17¢ is of little surprise since the inverse 
relationship noted simply shoos that as the level of car owner- 
ship increases, the number of pedestrian casualties decreases. 
The simple result therefore of varying pedestrian exposure. 
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The regression ranking for TPED70 in Table (9.3.12) shows 
the impact once again of X1: INTACT7O. This variable accounts 
for 96% of the total variation in TPED7P, with only X18: NPOP 
accounting for a percentage ) 1%. 
The overall explanation level of the regression equaticn is 
approAmately 99% (r2 = 0.988) End the variation about the 
regression plane vas 16.2. Thus although the variation in this 
dependent variable was well explained by this regression equation 
there was a fair amount of regression deviation. However, a study 
of the residual plots for TPED70 revealed no abnormalities, end 
when a logarithmic transformation was applied there was a reduction 
in the level of explanation (r2 = 0.965) as well as a reduction in 
the regression variation (4. -b). For these reasons therefore this 
line of study was not persued any further. 
When TPED7¢' was looked at in relation to the CBS areas, it 
was found that an even better relationship was derived with the 
level of explanation being raised to r2 = 0.992, and the regression 
variance reduced to 10.1%. The regression cquaticn derived is 
given below and the close comparison with the original regression 
YCBi = 4-, ý, 8.2 + 490.47X1 - 22.3X2 - 20.1X4 + 24-7X15 + 41.9X17 
- 33.6X18 + 107. ýý 
equation is obvious, end can be seen in Table (9.3.8). There is 
one significant addition in this equation, and that is the intro- 
ducticn of X4: : HI70 with an inverse relationship with TPED70. 
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Although the actual impact of SHI7¢ upon the level of pedestrian 
casualties is very limited, it does indicate the marginal impact 
of such structural variables. Its absence from the original 100 
area regression equation was in some ways surprising, but it 
would seem with hindsight that the impact of SH17¢' is limited 
in the smaller less urbanised non-county boroughs, and consequently 
was deemed insignificant in the total regression situation. 
Summarising therefore it would seem that TPID70 is mainly 
explained by the one variable INTACT 79', as was the case with both: 
TA70 and TC70. However, it would also seem that the actual level 
of pedestrian accidents is also affected by the two variables 0170 
and C01-. 70, with the third variable SHIV being significant when 
the influence of non-county borough areas Is removed from the 
regression. 
Although the level of explanation for ell the regression 
ecuations related to TPED7y was consistently high, there still 
remained some regression variance which needs further study. With 
this thought in mind the impact of the size variables was once 
again held constsnt, and the remaining variation studied in the 
following regression analysis. 
6). TOTIL PFDFSTFILN CASUPLTIFS PER 103 POPIMPTICPd 1970 
TPLDPP 2. 
The most striking feature of this regression is that whilst 
the level of explanation for this dependent variable is not as 
high as those for the absolute dependent variables, it is much 
higher than those for the comparable variables TCPP7¢ and TAPP70. 
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The r2 value obtEined in this regression was 0.640, end the 
regression varience was 16. E 
The regression ranking for TPEDPP70 is given in Table (9.3.1_) 
and from this and also the derived regression equaticn given below, 
it can be seen that the three size variables Xi, X16, X18 are all 
Yi = 1.64 + 0.17X1 - 0.1 ý3 - o. 14i: 7 - 0,067,10 - o. 11X11 
+ 0.10X16 + 0.09X18 - 0.13X22 
amongst the -; Host 
importF-nt ve. riEbles, with the remainder mainly 
being physical structursl variables. . 
Looking at these significant variables it cen be seen that 
the one which accounts for the greatest amount of varia_ticn in 
TPEEPP70 is CO; R (32.2n). As was true in the previous regression, 
the importance of this varieble lies in its determination of 
pedestrian exposure, . bich oust be related inversely. 
The second variable in importEnce in terms of level of 
additicnel explanation is Xl: INTÄCT7O which indicates that the 
level of pedestrian casualties is not solely related to population 
size, but also the degree of interaction, which has not been lLlly 
accounted for by holding the population levels of different urban 
areas constant. 
The remaining variebles in this regresE. icn nesnr: hile include 
such varlEbles as SH17O, RD1V, HTI70 etc. £. 11 of o: hich have a 
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negative relationship with the dependent varieble, end which 
all account approximately for 2% of the variation. 
The results of this regression imply that although the 
number of pedestrian casualties increases with the population size 
of that urban area, the actual relationship is much more complex 
with several structural variables being able to modify this simple 
increase. When one compares these conclusions with those for 
TCPP79 and TPPP70, the most obvious difference revolves around the 
fact that TPEDPP70 seems to be affected mainly by internal 
structural factors, whilst the other two variables seem to be 
more affected by external influences such as the amount of through 
traffic. The implication here therefore is that what may be suit- 
able for one type of casualty may not suit the other type of 
casualty, end in some cases these two groups could be in direct 
conflict, with each other. Basically this difference can perhaps 
be categorised by the fact that one needs a macro approach whilst 
the other needs a. micro approach, which must be implemented through 
the direct study of, end application of local problems and remedies. 
When iPEPPP» is studied in relation to the CBS areas only, 
the overall level of explanation is slightly reduced to r2 = 0.528 
but at the ssme time the variation about the regression plane is 
reduced to 14.0%. 
The variables that are found to be significant in this CBS 
regression are very similer to those found in the original regression, 
although as the derived regression shows below, there were some 
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interesting modifications. For example the variable COW7V was 
YCBi = 1. ý2 - 0-12X2 + 0.19x3 + o. o8x6 - 0.1; x13 - o. lox18 
replaced by the variable X18 : VR1V, Bich hov: ever, measures 
virtually the same thing. Similarly included in this equation 
is the Ethnic index (Ei») vhich was applied to all the CBS 
regressions. Although this variable is only just statistically 
significant, the recorded positive 
. 
relationship with TPEDPP79 
does perhaps emphasise the particular problems of these immigrant 
sections of the population, and the advantage--- which may accrue 
from further attention in this area of road safety propaganda and 
education. 
(7) 'MTPL CISUßLTIES PER 106 19700 (TCV1470) 
This variable which relates total casualties to vehicle 
miles travelled is the simplest exposure dependent variable used 
in this research. As was pointed out earlier in this report, the 
inclusion of some measure of exposure has continually been proved 
to be vital in research of this kind. For example, w-itt-lout 
exposure it was possible to conclude that young drivers are more 
probable to have an accident due to inexperience, than any other 
group of drivers. Yet recent research has shown that perhaps if 
exposure rates are included this group of drivers is no more 
vulnerable then any other group. Accordingly, therefore this 
variable was looked upon as being very important in this research. 
The regression ranking for TCVM70 is shoim in Table (9.3.14) 
and the derived regression equation is presented below. 
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Yi = 18.83 - 8.02X1 + 1.70X5 - 2.47X10 + 5.44112 - 2.61X15 
- 9'16 4.56X18 + 3.96X22 
The level of explanation produced by this ecua. tion was 
reasonable accounting for almost 79% of the total variation in 
TCVi17'. However, when the degree of regression variance was 
calculated it was found that S. E. E. expressed as a percentage of 
the mean response, eoualled the high value of 34.5%. In any 
situation such a value would always cast considerable doubt upon 
the actual model used in this regression. However, before moving 
onto this problem, it would be useful to have a quick detailed 
look at the variables introduced into this regression. 
The most important variable in explaining the variation in 
TCV147V was once again Xl: INTL. CT7O which explained 38.5 of the 
variation. This time however, the relationship derived between 
INTÄCT» and the dependent variable was negative. That is, as 
the degree of Interaction increases the volume of road casualties 
per vehicle-mile is decreased. Thus one comes to the situation 
that although the larger urban areas are more "exposed" (in terms 
of vehicle-miles travelled) then smaller u2'oan areas, these larger 
areas are relatively more safe. This point can also be seen in 
that Y for all 1C0 sampled areas = 18.4$1 yet Y for cnly CBS 
areas = 10.081 The logic behind this pronouncement cannot be 
proved one way or the other at present, but it can be hypothesised 
that the lo. ier TCVA170 values are associated with the larger urban 
areas because of, 1) the higher levels of congestion and therefore 
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lower speeds associated with these areas and, 2)- the higher 
levels of income associated with these areas with which improve- 
ments can be made, both in terns of reconstruction and major 
network improvements, and also in terms of stringent local 
solutions and degrees of traffic management. 
Against the impact of INTICT70 one must meanwhile balance 
the influence of two other variables X10 and X22 which both 
account for approximately 3 of the variation in TCVM70. The 
former is the shape variable C170 which has its usual inverse 
relationship with the dependent variable, whilst the latter is 
the road density index (RD17p') which is positively associated 
with TCVN70. Therefore since the mean value of RD17¢ for CES 
areas is higher than that for all areas, this variable is affect- 
ing the value of TCV47O in the opposite direction to INTACT7g, 
and suitable modification should tske place. 
-It was argued above that because of the high degree of 
variation about the regression plane for this dependent variable, 
considerable doubt should be cast upon the viability of the model 
used. To collect further information about this problem, the 
residual graph plots Yrere studied in some detail, with especial 
attention given to the plot between the derived residuals (ei) 
and the dependent variable TCVM7c1. This plot is shorn in Fig. 
(9"33"15), and from this it can be seen that there is some distinct 
relationship between the two variables which can be described 
simply as parabolic. Thus the derived linear regression equation 
is underestimating the value of TCVM70 at both low and high values, 
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whilst overestim'ting at medium values. The probbbili ty therefore 
is that the relationship between TCV117V and the various independent 
variables is polynomial in nature rather than simple linear. 
For these reasons it was decided to trEnsfo: m the dependent 
variable TCVM79. The eventual trsnsfozmation used was logarithnic, 
and the result is given below; 
Log Yi = 1.16 - 0.271 + 0.03X5 - 0.04X10 +0.11X12 - 0.04X15 
-o. 18Xi6 - 0.11X18 - 0.02X19 + 0.11X22 
It can be seen from this equation and also Table (9.. 7), that 
there is very little difference between the two sets of significant 
variables for the transformed and non-transformed equations. As 
regards the regression equation itself however, there is considerable 
difference. In the first instance the level of explanation rises 
to almost 94% (r2 = 0.937) and the variation about the regression 
plane is reduced to 7.8%. Similarly when the residual plot for 
this transformed regression is observed the parabolic trend noted 
earlier has been almost totally removed, and the plot as -ho::., n in 
Fig. (9.3.16) is almost random. In attempting to explain this 
improvement one should immediately look to the independent variable 
Xl: I?: TACT7g since this variable now accounts for 66. f9 of the 
total variation in LtNTCV'. e. 79'. Thus it would seem that the inverse 
relationship noted previously between " TCVIMi7Q and INTICTV, is 
logarithmic in nature, suggesting that the improvements abound g 
in the larger towns are not as good as was originally predicted, 
but which still do accrue. 
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Before leaving this tr2nsformed regression, it should be 
noted that in this form the police variable PP17g (X19) once 
again becomes significant, indicating the influence of police 
action upon road safety levels, even though the influence may 
only be marginal. 
Turning to the regression for TCVN70 for only CES ereas, 
the derived equation is given below: 
YCBi = 10.08 - 2.75x1 - 2.45x3 + 0.86x16 + 3.46x19 
+ 4.26x20 - 1.13x22 
As can be seen the non-trsnsformed regression version was 
employed here, and although the goodness of fit left much to be 
desired (S. E. E. = 23.89), the level of explanation remained fairly 
high (r2 = 0.875). From this regression there are perhaps three 
conclusions snd comments tach should be made: - 
1) Aleough the variation rbout the regression plane remains 
high, the parabolic relationship noted for the full 100 sample 
regression no longer is obvious, indicating that the relationship 
for these CBS areas is almost linear, and the logarithmic relation- 
ship is only necessary when the smaller non-county borough areas 
are included. 
2) The relationship between RD179 and TCVNN17P for only CBS 
areas is negative end not positive as was the case for the 1CO 
sample areas. Thus the impact of road density would seem to have 
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some kind of threshold value, above v+thich congestion etc. seems 
to invert the relationship, such that at high values of RD170 the 
impact upon TCVM70 is such that values of TCVM» decrease as 
RDI7O increases. 
3) Once sgrin the police variable PP179 is significant in 
the CBS areas perhaps indicating that the influence of police 
action is more successful in the larger urban areas, mere more 
manpower and instrumental devices are available. However, it 
should also be pointed out that these larger areas also provide 
a higher probability of escaping detection, which nay reduce the 
Impact of PP17O. 
8) TOTAL ACCID1 JTS PFR 106 VFIhICLF MILFS. 1970 (TAVIM170) 
This regression is once e. gain virtually identical 
to the preceding varieble, and accordingly the arguments pertaining 
to TCVM70 also apply here. The overt-11 level of erplenation for 
the regression sho;: n below wes r2 = 0.739, with a regression 
"4 
variEnce (S. E. E. ) of 39. Z4. The equation fora i-"a5; 
Yi = 14.89 - 4.17X1 - 1.94X10 - 1.47X11 - 1.59X14 - 5.74X16 
- 3.60X18 + 1.99x22 
The regression rsnking for this varieble is shoun in Table 
(9.3.17) from ,. hich it cen be seen that the set of significrnt 
variables is very similes to those derived for TCVb; 70. This 
similarity also extends to the residual plots and therefore the 
presumed logarithmic relationship between the independent variables 
and TLV: 170. 
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As regards the regression against the CBS areas only, the 
level of explanation was increased to 90% (r2 = 0.895) and the 
variance about the regression plane was reduced to 21.7-. The 
regression is given below; 
YCBi = 7.94 - 1.; 8x1 - 2.29X3 + o. 
62x11 - 0.95x12 + 0.68x16 
+ 2.04X19 + 3.08X2'0 - 0.90X22 
Once again the similarity with TCV117V is striking, with 
just two extra variables in the equation, TC170 and N V17O, which 
. relate 
to the shape of the road network and the age composition 
of the population structure. It is interesting that the variable 
introduced hera was PJAV1V and not DVI70 which would have been 
an inäication that young drivers are more vulnerable to accidents 
than other age groups. As it stands, because of the introduction 
of NAVI70, this test hypothesis definitely cannot be accepted on 
the present data, and research, and one must presume that +: h en 
exposure variables are introduced there is no difference between 
any of the age. groups in the population. 
Besides Uiese eight regressions described in some detail 
above, other regressions provided some interesting results and 
are deserving of some further att.. ntion. This tid . ll 
be done in 
the next section of this report by grouping these variables t-: here 
possible, into homogeneous units. 
(1) FATAL Am) SEPIOUS RFX RESSIONS 
This group of regressions includes the four dependent 
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variables, TFS7g, TFSPP70, TFSVM70 and SR7g, and are all trying 
to look at the incidence of the more serious casualties in different 
urban areas. The full list of results for these and other regressions 
is given in Appendix (3) and for the detailed regressions, the reader 
is referred to that sectLon of this report. 
The absolute dependent variable TFS7 exhibited characteristics 
sianilar to those described for other absolute variables. That is, 
the level of explanation was high (r2 = 0.960) but so was the 
Examination of the residual regression variance (S. E. F. = 25-T', )- 
plots showed that the derived equation was over-predicting at the 
higher values of TFS70. However, when the variable was trsnsforned 
logaritlraicaliy, certain gains were made in that the regression 
variance was reduced to 6.59%. However, the overall gains were 
limited due to the fact that (i) the level of explanation was 
reduced to 91% (r2 = 0.907) and, (ii) the residual plots still 
showed considerable over-prediction at most levels. 
Of the variables that were introduced into these reres3ions, 
W170 and Fi17, ö both increased with higher values of TFS7g. Tuft 
is when the incidence of young drivers within a population was 
high., there was a higher incidence of fatal and serious casucltiez, 
which could be a result of the postulated higher speeds of these 
age groups. 
As re3ards the other three regressions in this group, none of 
the levels of explanation were high with r2 = 0.534 for TFSV1170 
being the iaaxinun value, and yet all the regression variances were 
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high when expressed as a percentage of the mean response. Therefore 
the main conclusions which could be reached for this group of 
regressions was that the variation amongst the number of fatal and 
serious casualties for different urban areas cannot really be 
accounted for by the structural variables. Accordingly, more 
detailed local wor'_c is necessary if the true relationships for 
these variables is to be found. 
(ii) PYDESTPIE, PI CASiJATM F? 'GR^SSI: )'VS 
If the to pedestrian regressions mentioned earlier are dis- 
counted, this group also involves four dependent variables, TCPED7, ä, 
PEDCR7y', PEDWT7ý snd CPEDCR70. 
As can be seen from the results of these regressions, the 
level of explanation tends to be on the low side and accordingly 
very little can be said definitely about these results. It would 
seen, however, that the significant variables for these regressions 
relate to the social standing of the various urban areas, as well 
as the standard of housing, etc. noted in these u_ben areas. Thus 
when dealing with the child pedestrian. casualties, such variables 
as N1S17i, SHIV and HTIV are found to be significant. Even so 
it would seen that the major causes for pedestrian casualties are 
once again related to micro features rather than the macro features 
dealt with. in this research. However, because of the additional 
importance of ETT7, it is interesting to look at U ese pedestrian 
variables in a spatial context, as will be described later. 
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(iii) DRI'JE? AND F. IDEP. CASUALT_LFS 
The two absolute variables within this group TDRC70 and TYDR70 
both exhibit very similar results. The levels of explanation are 
very high, being r2 = 0.959 and 0.938 respectively, whilst the 
regression variances also prove to be relatively high (S. R. R. = 23.2 
and 28.0O, indicating some degree of lack of fit. One of the 
interesting differences between the two however, is the appearance 
of PPI70 in the regression for TDRC and not for TYDR70. In the 
first place this obviously emphasises the importance of police 
control in relation to driver casualties, whilst at the srme time 
perhaps indicating that the impact of police intervention is much 
more marked amongst the groups of older driver and riders, than 
amongst young drivers. However, this ststenent must be qualified 
by the fact that the variable PP169 is significant in the respective 
regression for 1969 (TYDR69), therefore one must decide upon one 
of two conclusions: - 1) Either PPI is not significant in 1970 as 
a result of a true tetporal relationship, or 2) The significance 
of the variable PPI is understated in 1970. 
Of these taro hypotheses the former seems the more plausible 
especially when one considers that the influence of the 1967 Road 
Safety Act was beginning to have a reduced influence by this period. 
The other variables in these two regressions of any significance 
were INTACT77 -which accounted for the major portion of the explanat- 
ion in each regression, and CO1r170 and DII179. The forcer had a 
positive relationship with the dependent variable rnd was a measure 
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of driver exposure, tiihilst DE7y had en inverse relationship 
perhaps ildicatino a reduction in accident levels with rn increr; se 
in congestion (end indirectly a decrease in speeds). 
Tk-3 other regressions which can be included in this group 
are TD M- and DECEV. In both of these models the level of 
explanation is only moderate with values for r2 of 0.718 end 
0.517 respectively. Similarly the regression dcviattons are 
42.5ö and 17.49, the larger of which could be explained by the 
pcreb3lic residual plot noted when the residuals are plotted 
against TDiV47l, : tiich indicates that a logarithmic relationship 
is more appropriate, as was the cRSe when dealing with the other 
"vehicle-vile" exposure variables. 
Of these two regressions the more interesting involves 
DR R77 since most of the relationships noted in TDfl1M77 approximr: te 
very closely to those alreedy- described in TCP: 170 and TJZ(79. 
As regards DI. CR7yf the list of significrnt variables is of 
c, nsidersble inters--t. Besides t: 1e expected variables such as 
IIiTACT7; and CowV, there are also four other variables included. 
The variable CHSI70 v--s found to have an inverse relationship 
within this r ression. Thus as the annount of new development 
increases the number of driver and rider cer-ualttes as a proaortion 
of all casualties, is reduced. This is consistent with the fora-r 
observation that there was a positive relationship bet"4e CHSI77 
end PED'T79. The reasons for this are either that new dew-locment 
improves the road net--ors for drivers at the expanse of pedestrian 
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safett, or alternatively induces more people to travel around 
on foot because of the improved environment, thereby increasing 
pedestrian exposure. 
Also important within this regression are the tr. o variables 
DOS-# and Rs7ý. The former has a negative relationship with 
the dependent variable perhaps implying that as the amount of 
open space increases there are relatively more pedestrian and/or 
pedal cycle injuries, due to increased movement. The RI7' 
variable meanwhile has a high positive relationship with DRCR70, 
which could be an indirect implication of including the riders 
of motor cycles and motor bikes12 in this dependent variable, as 
well as the direct result of increased road hazards due to inclement 
weather. 
(iv) MI SCFLLA? 1FDUS 
Of the remaining regressions, three will be described under 
this section. Two of these TJUN701 and TTFN70 describe virtually 
the same manoeuvre and therefore will be discussed together. For 
both of these the r2 value was high being 0.961 and 0.907 respect- 
ively, however the regression. deviations were also reasonably high 
being 29.5 and 26.8, $. Within the two sets of significant variables 
two appear of some interest. Once again the police variable PPI70 
appears highly significant in both regressions, shoring that police 
action can control both the absolute level of road casualties, and 
also that the fruits of their wor'. t are shown greatest in stopping 
manoeuvres which are hazardous. The other important variable was 
12 - This would seem to be substantiated by the fact 
thP. t RI7ý is significant in both ! rotor c, cle 
variables 1969: 'flIC69 and MCl'R691 although not for 1970 
271 
W170 which had a positive relationship with. ` the dependent 
variable. Thus it would seem that if young drivers are more 
accident prone than other age groups, then this proneness is 
shown most in risk taking manoeuvres and at junctions. However, 
since this variable is not significant in the absolute variable 
regression, it could be that whilst young drivers are more accident 
prone at "risk" situations, they may equalise the situation by 
responding better in other potential accident situations. 
The final regression to be mentioned is the one which tries 
to explain the reason for the number of casualties per accident 
in each urban area, TCTA7y . Basically however, the res-alts of 
this regression do little to help in this explanation, since the 
level of explanation is only r2 = 0.423, although the regression 
variance is very good with S. E. E. = 5.51, x. 
The most important variable in this regression is CF; S170 
which is positively related to TCTA79. Thus the redevelopment 
of an area would seem to increase the incidence of driver accidents 
and now also the number of casualties per accident. This could 
be expls. ined by the fact that either in such areas the incidence 
of car occupancy is higher, or alternatively the type of accidents 
are such that more people are injured in any accident. Thus it 
could be that the incidence of two, three or four car accidents 
is much higher in these areas instead of one car accidents 
which normally result in less casualties. Similar reasons could 
also be put forward to explain the positive relationship between UOS70 
and TCTA70, with perhaps the additional factor of higher speeds 
associated with such areas, being included. 
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Having looked at the various regression equations derived 
during this stage of the analysis, it now becomes neces. arf to 
study the variation in accident and casualty levels, within a 
spatial context. It was explained in the methodological section 
of this report that this spatial analysis was conducted through 
the use of the residuals from the regression equations modified 
into a Mean Safety Index, and introduced into a trend surface 
analysis. The following section of this report will therefore 
analyse the results of this spatial analysis. 
9.4 THE SPATIAL V? RI ATION ANALYSTS 
It kould have been possible to subject evert regression 
equation to a trend surface analysis using the derived residuEls 
as the input into the trend surface model. 
13 However, since this 
would have proved both wasteful rnd inpractical, the number of 
regressions subjected to the ens-17sis was reduced to twentj, which 
were considered to be of the greater importance. The list of the 
20 regressions used in the trend surface analysis is given in 
Table (9.4.1). 
13 Fairburn and Robinson point out that the 
actual calculation of the trend surface 
pol7nomials for irregularly spaced data does 
not refer to the complete trend as defined 
by Grant (1957), but only to some unspecified 
portion of the complete trend. Accordingly 
these surfaces should be referred to as "partial 
trend surfaces. " However, for convenience in 
this report such a distinction will be assumed 
to be understood, thereby needing no modification. 
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1. TOTAL CASUALTIES 
2. TOTAL ACCIDENTS 
3" 
4. 
5.1 
6. 
7. 
8. 
9. 
10. 
11 
I 
M 
it 
M 
II 
n 
FATAL AND SERIOUS CASUALTIES 
PEDESTRIAN CASUALTIES 
DRIVER AND RIDER CASUALTIES 
CHILD PEDESTRIAN CASUALTIES 
YOUNG DRIVER AND RIDER CASUALTIES 
ACCIDENTS ON UNCLASSIFIED ROADS 
ACCIDENTS ON CLASSIFIED ROADS 
CASUALTIES PER 103 POPULATION 
11. " ACC IDENTS If 
12. CASUALTY RATE PER 106 VEHICLE MILES 
13. ACCIDENT " It "" If 
14. TOTAL ACCIDENTS ON CLASSIFIED ROADS PER MILE OF CLASSIFIED ROAD 
15. " If " UNCLASSIFIED It " It " UNCLASSIFIED ROAD 
16. TOTAL PEDESTRIAN CASUALTIES PER 103 POPULATION 
17. TOTAL PEDAL CYCLE ACCIDENTS PER 103 PEDAL CYCLE WORK TRIPS 
18. PEDESTRIAN CASUALTIES PER 102 WALK WORK TRIPS 
19. TOTAL DRIVER AND RIDER CASUALTIES PER 106 VEHICLE MILES 
20. TOTAL CASUALTIES/TOTAL ACCIDENTS. 
TABLE 9.4.1. LIST OF THE 20 VARIABLES USED IN THE 
TREND SURFACE ANALYSIS. 
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Assessment of the resultant trend surfaces can take several 
forms; 
1) Observation of the various surfaces produced, in order 
to discover the importance of independent variables, which have 
previousl7 been ignored. 
2) Observe the deviations from the trend surface, for the 
same reasons given above. 
3) Observe the reduction in the sum of squares and therefore 
the percentage level of explanation. The significance of this 
reduction can further be tested using an informal analysis of 
variance test, as proposed by Anderson & Bancroft. (1952). 
4) Test the significance of the overall surface following 
the addition of each individual surface, through the construction 
of confidence levels, based on cumulative F- tables. 
It is essential to understand the difference between these 
last two tests since the former represents the strength of the 
trrnd, whilst the latter which say, is represented by a high 
confidence for a linear surface, is interoreted as meaning, 
".:... so e flexibility in its angle and direction of dip but 
without sufficient freedom so that its direction of inclination 
could be completely reversed. "(Krurabein 1963). In other words 
this last test Is a test of the "reality" of the derived surface. 
The percentage explanation level, due to the reduction in 
the sum of squares for the twent, r regression variables, is given 
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TSM 1st Surf. 2nd Surf. 3rd Surf. 4th Surf. 5th Surf. 6th Surf 
1. 0.33 0.30 1.39 1.06 0.78 0.77 
2. 0.25 0.54 1.49 1.19 0.88 0.75 
3. 2.17 1.36 0.97 1.02 0.83 0.84 
4. 0.59 0.41 0.66 0.45 0.57 0.55 
5. 0.59 1.65 2.77 2.28 1.90 1.73 
6. 0.03 1.46 1.01 0.77 0.96 0.88 
7. 0.29 0.53 1.63 1.21 1.49 1.41 
8. 0.44 0.34 0.44 0.44 0.49 0.57 
9. 0.32 0.81 0.92 0.72 0.98 1.12 
10. 1.22 1.36 1.47 1.18 0.98 1.36 
11. 3.47 3.22 3.40 2.31 2.03 1.98 
12. 0.10 0.60 0.35 0.50 0.49 0.66 
13. 0.26 0.48 0.36 0.52 0.53 0.62 
14. 0.44 0.29 0.29 1.38 1.38 1.19 
15. 0.13 0.30 0.44 0.66 0.84 0.77 
16. 0.55 0.40 0.49 0.61 0.51 0.68 
IT. 1.52 1.03 1.59 1.59 1.03 0.95 
18. 3.30 2.97 2.61 1.84 2.01 1.51 
19. 0.15 0.45 0.31 0.44 0.44 0.53 
20. 0.55 0.59 0.64 0.57 0.61 0.74 
D. F. 2.97 5.94 9.90 14.85 20.79 27.72 
ABLE 9.4.4. SIGNIFICANCE TESTS FOR. TEE COMPOUND SURFACES OF TEE 
TREND SURFACE ANALYSIS (F. VALUES) 
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in Table (9.4.2) whilst the results of the two sets of significance 
tests extended as far as the dxti-order surfaces, are given in Tables 
(9.4.3) and (9.4.4) respectively. From these tables it can be seen 
that whilst eight of these regression variables fail to produce 
any surface which is significant at any level, the remaining twelve 
have only one surface which fails to exceed the 759 significance level. 
In order to describe and analyse these spatial variations, therefore, 
each variable will be described independently where necessary, with 
special emphasis being placed upon the variable TC70. 
(i) TOTAL CASUALTIES TRF, 1D SURFACE ENALYSIS 1970) 
It has already been shown that the regression equation accounted 
for a high level of explanation within this dependent variable, and 
therefore except for one or two values the range of the residuals 
for this variable were not very high. However, in terns of the 
Mean Safety Index, the range was calculated between 3)3.0J014 and 
46.93 for Buxton and R, rde respectively. When this variation was 
analysed within the trend surface analysis (TSNN1) 22. E of the 
variation was explained by the time the sixth-order surface had 
been reached. However, from the relevant tables it can be seen 
that the cumulative surfaces are only significant (75 <F< 9O ) 
at the third-order surface, which accounts for only 12.22, E of 
the total variation. None of the surfaces added after this surface 
14 Although some calculated values for the 
Mean Safety Index (MSI) were higher than 
00.00, in order to keep cn1culations ,, dthin 
mathematical bounds a maximum limit of X0.00 
was imposed in these instances. 
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prove statistically significant, and are therefore possibly 
unreal surfaces, even though the strength of the surfaces are 
increasing progressively. Therefore, for this variable, three 
surfaces are shown in Figs. (9.4.5., 9.4.6. and 9.4.7) giving 
1st, 3rd and 6th order trends, of wich the third surface should 
be the most important. 
The linear trend which accounts for only 0.67 of the variation, 
and is insignificant at all levels, merely indicates an increasing 
trend in road casualties in a general SW - NE direction. Obviously 
however, because of the low strength and reality features little 
confidence should be placed in this result at all. 
The third order surface raeenwhile, whilst accounting for 
12.22, of the variation, also has an individual surface significant 
(90 <F< 951), end a cumulative surface significance above the 
F= 75% confidence level. 15 
Obsessing this surface, where the contours are marked in deviations 
of 5 from the 100.00 mean safety value, it cen be seen that the 
"minimax"16 fora derived in the second order surface, has been mod- 
ified into a compound minimax solution, with the two central cross- 
points centred at central North Englend, and the "gateway" to the 
South-west peninsula (Fig. 9.4.6). Consequently it is possible to 
15 I. nother way in which to find the best fit surface 
is also available by finding the minimum residual 
mean suns of squares 
16 The"minimax" surface (Davis 1956) is one wherein 
two, axes cross at right-angles at a point which 
is the maximum value along one and the minimum 
along the other. 
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1. 
Fig. 9.4.5. LINEAR TREND SURFACE FOR TC70 
281 
I 
Fig. 9.4.6. CUBIC TRE"ID SURFACE FOR TC70 
282 
Fig. 9.4.7. SIXTH ORDER SURFACE FOR TC70 
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recognise four basic sub-regions: - 
1) In area in the S. E. of England with a declining mean 
safety value as one moves in a S. E. direction. 
2) u'. n area along the east coast end extending inland as 
far as Sheffield and Coventry, which has a rapidly increasing set 
of mean safety values, reaching P. peak in the area of E. Anglia. 
3) A gently increasing surface rising from the west and 
Welsh coasts into the edge of the industrial regions of the North 
and Midlands. 
4) A rapidly rising surface from the west to the east 
coast of S. W. Englaiid, with a levelling off of the surface as 
it moves into the minimax centroid around Bath and Bristol. 
In a geographical sense this derived cubic surface is very 
familiar on two counts. In the first instance it isolates five 
of the major sub-regions of England, the border lands of the 
North and ;; ales, the S. W. Peninsula, the S. E. region and the East 
Coast area. Similarly this surface- also seems to follow somewhat, 
the transport arts idealisation. That is, the four "legs" of 
the modified minimax solution seem to follow almost the same lines 
as the theoretical "industrial axes" of England, which run in 
N. W. - S. E. direction, along which the matijor lines of communi. cation 
and transport seem to flow. 
If this relationship with the transport networks is realistic, 
as would seem reasonable, a further interesting feature of the 
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surface can be seen. This concerns the location of the minimum 
and maximum axes of the minimax solution. It can be seen that 
travel in a general N. W. - S. E. direction is along the maximum 
axis. That is the centroid of the surface is the maximuri value 
for this axis whether one moves in a N. tv. direction or S. E. 
direction. Alternatively the minimum axis would seem to run in 
a S. W. - N. E. or east direction, meaning that as one moves along 
this axis in either of these directions from the centroid area, 
the values of the MSI increase. Remembering that this is a 
surface for 1970, it would seem to be indicatirg the N. W. - S. 
E. 
bias in the major transport network systems applicable at that 
time. Similarly, the rising surface from both the east midlands 
and the urban conurbations of west Yorkshire, would also seem to 
indicate the lack of satisfactory transport facilities from these 
areas to the east coast ports of Bull and Grimsby which deal with 
considerable trade from these areas. These conclusions would 
seem therefore to further justify the completion of the Trans- and 
E. Pennine motorways as well as the extension of the M5 motorway 
into S. W. England. 
It was pointed out previously that the low order surfaces 
are generally deemed to portray the regional trend of the phenom- 
ena under study therefore it would seem reasonable also to consider 
the "deviations" from tti: cse derived surfaces as representing the 
varit-bility unexplained by the regional generalisations, due to 
local abnormalities. However, with this varitble, because the 
explained variation is very limited (12.2X), the residuals could 
also indicate systematic variations uhich could have been accounted 
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for by higher order surf,. ces. The deviations from the cubic 
surface for TC70 are therefore shown in Fig. (9-4.8). In this 
figure positive deviations are those where the values of the 
computed surface are greater than the actual value at that point. 
Therefore areas with positive deviations have been over-predicted 
by the trend surface. The converse is true for negative deviations, 
and so high negative values are areas where the regional component 
falls to explain the high incidence of traffic conflicts. 
Observing this deviations map, there are various features 
'which are immediately obvious and deserving of some further con- 
sideration, within the context of the regional trend. These 
features can be split into 5 groups: - 
1) The most important feature of the deviations map is the 
heavy concentration of positive residuals in the Midlands region. 
Thus it seems that this region has been over-predicted by the 
regional trend, even though this area is on the edge of the centroid 
of the minimex surface. It could be that this ever-predicticn is 
a direct result of being the node of the national network system, 
since increased attention has obviously been given to the satis- 
factory movement of these quantities of long distance, end through 
traffic, around these urban areas. As a result, it would seem 
that these midland areas are able to cope with the road safety 
problem better than would be expected according to the national 
average expectation. 
. 
2) A second feature of the residual map is the group of 
negative residuals which control entry into the S. W. Peninsula, 
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both along the north end south coasts as well as the centrrl areas. 
Thus ,. bilst the regional trend showed the need for a better netwcrk 
system in this area, the deviations show that the problem was under- 
estimated by this regional trend. It is interesting to note that 
all the sampled towns on the A38 south of BirminghEm have negative 
values, the implications of which needs no further amplification. 
A further interesting point here however, is that once past this 
gateway, the sampled towns have positive deviations, perhaps implying 
that the high casualty levels are not only related to traffic vclumes, 
but also the degree of congestion due to limited access into this 
area. However, since the number of sampled points is very limited 
at these points, no degree of certainty can be made upon such an 
assumption. 
3) The third feature of the deviations map is the ring of 
positive deviations around London, within which there appe,. rs a 
smaller ring of negative values. This suggests that there are 
perhaps two patterns operating in this region. The inner region 
on the very outskirts of London seems to be characterised by high 
NSI values vhich is the opposite of the outer-ring, which incidentally 
includes the outer ring of new tokns, End garden cities developed 
over the last thirty years. The result has been that the surface 
has tried to average these two groups, end thereby over-predicts 
the outer ring of urban areas end under-predicts the inner ring. 
The obvious reason for these two rings end this feature in the 
residual map is the disconcerting influence of London, which was 
not included in this research for that very reason. 
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4) The fourth feature which needs mentioning here is the 
consistent string of negative values associated with the coastal 
areas of south and south-cast England. This is probably explained 
by the fact that this variable includes both driver and rider 
casualties plus pedestrian casualties, yet this latter group has 
already been shorn to be influenced more by local factors than 
regional trends. Therefore where high pedestrian levels are 
expected, as in these holiday resort areas, it is only natural for 
the regional trend to underestimate the incidence of casualties 
for these areas. This is also further modified by the abnormal 
seasonal traffic variations associated with these towns purely 
because of their function. Thus the highest negative value for 
these areas is -7 for Dover, which is obviously related to its 
function as a cross-chcnnel ferry port. 
5) The final feature to be noted is the mixed residuals 
associated with the Lancashire and South Yorkshire conurbations, 
which fail to indicate even a marginal local trend, except perhaps 
for the fact that as one moves east, there is a relative increase 
in the nui ber of negative values. Consequently one can only assume 
that these areas are more influenced by local anomalies than regional 
trends. 
Although the 6th order-surface fails to reach a satisfactory 
confidence level, it is worth observing since the explanation level 
has been increased to 22.?; -. This surfece is shop-n in Fig. (9.4.. 7). 
As is only to be expected, this surface is much more complicated, 
but in many places it does agree with or satisfy some of the features 
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noted above as regards the deviations from the cubic surface. 
The modifications and regions produced in this 6th order surface 
can best be described as follows: - 
(1) A circular high centred on the Bristol Channel area 
which effectively blocks the approach to the S. W. by means of a 
ridge vhich extends across the area between Bristol and the Dorset 
coast. This area of high MSI values also extends to the industrial 
regions of S. Wales and the approaches to that area. Both of these 
modifications could have been predicted from the cubic surface as 
argued above. 
(2) The N. W. - S. E. transport axis is maintained as s trough 
of low MSI values between the highs of the S. W. and the N. E.. 
(3) A region of high NSI values centred upon York and the 
Humber estuary, and covering all of the H. E. and the east midlands. 
(4) An expected smell high centred on the London region. 
(5) An area of low MSI values centred near Kings Lynn, but 
increasing as one moves into the more easterly areas of Ebst Anglia. 
(ü) A gently declining surfsce from both the Welsh end North 
border lands. 
(7) An area of low values centred on the north Cornwall coast 
and covering the major part of the S. W. peeninaula. This is in 
interesting modification since it was already noted when discussing 
the areas past the entry to the S. N. that the deviaticns tended 
to be positive and it was postulated then that the areas of conflict 
might be restricted to a limited area, due to the congestion 
factor. Although this seems to be supported by this sixth-order 
surface it must still be treated kith some caution because of 
the low confidence value associated -Pdth this surface. 
In conclusion therefore, it would seem fair to state that 
although the amount of variation explained by these trend surfaces 
for TC70 is only moderate, there would seers to be some definite 
sp,, tial (regional) trends which should be taken into account when 
studying the road accident problem, and which can perhaps be 
related to the national transport network systems and the function 
of different urban areas. 
(2) TOTAL DFIVFR AND RIDER CASUALTY TF. FPrD SURFACE ANALYSIS 
(1270) TDRC71( 
It was suggested in the analysis of the previous variable 
TC70 that one of the reasons for the lack of explanation in terms 
of a regional trend, could be the influence of the pedestrian 
casualties included within the total number of casualties in any 
urban area. It was further argued that this was clue to the local 
causation factors within the pedestrian casualty situation. 
Accordingly one would expect, if this were true, that the variable 
TDFC7' should exhibit a better fit and a surface more influenced 
by external factors when subjected to a trend surface analysis. 
As regards the goodness of fit, by the time the 6th order 
surfE_ce was derived, 39.7% of the totsl, variation remaining from 
the regression on TDRC70 had been explained, and the resvlUnt 
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surface was highly significant (F ) 95%). Similarly the cubic 
surface, which can be used to observe the initial trend, accounted 
for 21.7% of the variation and was also very highly significant 
(F > 99%). These two surfaces are shown in Fig (9.4.9) and Fig 
(9.4.12) respectively and will be described in the following 
section. I 
The cubic surface obtained in this trend surface analysis Is 
in many ways similar to that described for TC79_ However, as was 
hypothesised there does seem to be a much better fit to external 
influences, as well as a better overall fit. In fact the derived 
surface fits remarkedly well, onto the major national transport 
network system. Once again several distinct regions can be 
identified. 
(i) A central region along the N. W. - S. E. axis with MSI 
values falling between 100.00 end 105.00, extending approximately 
from Luton to the very north of Engl£nd. 
(ii) An area including S. E. EriglEnd within which MSI values 
decrease in a S. E. direction. 
(iii) An area covering southern E ". g1f-nd and the beginning 
of the S. I. T. Peninsula, within which MSI values are in_creaaing in 
a southerly direction. 
(iv) A ri. irg surface viiich covers Almost oll of eastern 
Englend, reaching P peak in E. Anglia. 
(v) A stesdily declining surface westwards from the Welsh 
border 1Fnds. 
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Since most of these regions are comparable to those described 
for TC70, it is unnecessary to put forward the ssme argurients 
here, except to say that once again the importance of the lack of 
major east-west communications and the problems of the S. W. Peninsula, 
are clearly elucidated. For means of comparison also, the major 
network highways are shown in Fig. (9.4.10). 
The map of deviations from this cubic surface mecnuhile are 
not too easy to identify, (Fig. 9.4.11) . However, certein features 
do appear to need to be cualified in higher order surfaces and 
these are listed below. 
1) The cubic surface seems to be underestimating the MSI values 
especiF. lly in the S. E. s. rca of England. 
2) The areas around the Brietol Channel also seem to be under- 
estimated and modifications to the surface are needed here. 
3) Whilst there is some over-prediction in the midlands area, 
it is nowhere near as uniform as with varieble TC70. 
4) The surface is definitely over-predicting in the N. k'., and 
the LEnceshire conuihations in particular. 
5) Although the surface rises towards the east coast, it is 
obvious from the residuals that this rise should be much steeper. 
6) One difference in this set of deviations and those obtained 
for TC7¢ which should be noted here, is that whereas for TC70 Ell 
the southern. coast resorts had negative residuals, the deviations 
from this surface show a marked variation between the different 
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resorts. Therefore it would seen that the arguments put forward 
previously concerning the signifcance of pedestrian casualties 
in these areas are justified. 
Since the 6th order surface accounts for 39, E of the variation 
in TLP. C7V it would be assumed that a lot of these deviations mentioned 
above would be removed within that surface. As can be seen from 
Fig. (9.4.12) this is very much the case with the central plateau 
being split into two groups, one being a 'low' and being centred 
over the southern midlands, end the other giving a gentle rise in 
the Lancashire conurbation area. 
Similarly, the group of negative residuals around the Bristol 
Channel are removed by the introduction of a ridge into the north 
Devon area and extending into the west Hampshire basin. Another 
ridge along the eastern coastline also helps to remove the negative 
values in that area. 
The general conclusions from this trend surface snalysis therefore 
must be similar to that for TC70. That is, the residuals from the 
regression TIW70 would seem to be strongly related to the national 
road network system, and the function of certain urban areas. 
however, it must be pointed out that 'tiilst the southern coast 
resorts do still provide come anomalies, the removal of the ped- 
estrian casualties has reduced the major abnormalities of these 
areas, thereby enabling these areas to be satisfactorily incorporated 
wit in the trend surfaces. 
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Fig. 9.4.12. SIXTH ORDER TREND SURFACE FOR TDRC70 
iý 
(ý) TOTAL ACCIDUITS PER 10-ý' POPULATION TP. r ID SURFACE 
P-TFS, YSIS 1970 (TpPPV) 
If reference is made back to the original regression results 
for this variable, it will be seen that it was argued at that time 
that this variable measured the variation in road accidents once 
the size factor (population) had been removed. Similarly it was 
also shown that the structural variables accounted for a very low 
percentage of the total variation within the dependent variable 
(291). However, since one of the major independent variables 
introduced into the regression equation was that of ETT70 it was 
postulated that perhaps a substantial part of the remaining variation 
could be accounted for by spatial and regional variations, especially 
those also related to ETT7c. This therefore is the main feature of 
interest in looking at this trend surface analysis. 
From the results obtained for TAPP7'! it can be seen that the 
trend surface analysis was significant at all levels and by the 
time the 6th order surface had been reached 43 of the variation 
in the variable had been accounted for, and the surface as a whole 
was highly significant. (95<F<99%-)- Similarly, the cubic 
surface rhich accounted for 251 of the variation wes also significant 
with the calculated value of F being significant at t1he 991 level. 
The cubic surface can therefore be observed as the more simplistic 
regional trend surface. 
The cubic surface which is shown in Fig. (9; 4.13) is so organ- 
ised that the trends noted in the previous two trend surface analyses, 
are inch more emphasised, within this variable. Thus the low trough 
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Fig. 9.4.13. CUBIC TREND SURFACE FOR TAPP70 
which covers a major portion of England is again lined along the 
N. 1i. - S. E. axis. Towards the east of this area, the surface 
rises rapidly towards the east coast region, with considerable 
rises in East Anglia. There is also a similar rise in the 
surface from the south midlands into the S. W. peninsula and onto 
the south coast area. It should be noted, however, that once the 
surface has moved into the S. 1v. peninsula itself, the- surface again 
begins to fall fairly rapidly. Thus once again the features of 
this surface which should be noted are those which can be related 
to the major transport network system, with the main eJmphasis being 
on the unsatisfactory surface rises in an east-west direction and 
also as one approaches the entrance to the S. W. peninsula. 
Observation of the residuals from this surface me£nvhile 
shows various features which must be accounted for by any higher 
order surfaces (Fig. 9.4.14). 
(i) Under-prediction by the cubic surface for areas in the 
eastern half of Englend, including the south York: hire conurbations. 
(ii) Under-prediction of most of the areas eround London. 
(iii) Under-prediction of the areas apprcachir_g the ecuth 
u, est and a1: o the south midlands. 
This prrdominrnce of underestimation by the surface is pn 
indication of the difference between areas of high MSI-values and 
those of low MSI values, which obviously cfnnot be accounted for 
by the cubic surface. Similarly it : would also seem to be a direct 
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indication of the impact of @ny spatial variable. such as road 
trsnsport. 
Accordingly, the 6th order surface which is shown in Fig. 
(9.4.15) is considerably more complex although the major trend, 
the N. W. - S. E. trough still remains as the central theme of 
the surface. The major modifications, as can be seen, are the 
introduction of new "highs" over central Wales to account for 
the high values for the industrial regions of South Wales, in 
particular Cardiff and Barry, and also over the eastern coastal 
region, in order to increase the high values noted for this 
region of England. Although this surface greatly increases the 
level of explanation for TAPP79 it still fails to account for 
considerable variation as can be seen from the map of residuals 
for this surface. However, it must be presumed that these remain- 
ing variations are due to local components within the regional 
trends, and -as such cannot be explained within these trend surface 
analyses. In indication of these local components can clearly be 
seen in the residuals for both the Lancashire and Yorkshire con- 
urbetions, where there is neither a predominance of negative nor 
positive values which would permit further regional explanation 
for these areas. 
The conclusion to be drsun from this enelysi. s therefore is 
that the postulates made regarding the importance of through 
traffic in the discussion on the original regression ecuetion, 
seem to be perfectly valid. However, it would seem also that 
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most of the remaining variation in TAPP70 cen only be related 
to local factors, and as such cannot be accounted for within 
this analysis. Therefore once again the situation is reached 
where further understanding of the problem must arise from 
local studies of areas which can be placed generally within the 
context of this research. 
(4) PFDESTFIfiN CESUPI. TIES PEP 102 tiq0Fu, WALK TRIPS TRx? ID 
A1UI, I, YSI5 197 0< , T? EDWT79), 
I 
It was stressed whilst looking at the results of the regression 
analysis that the volume of pedestrian casualties appeared to be 
dependent more upon local factors and arrangements, rather than 
regional or national factors and trends. The results of these 
trend surface analyses would seem to vindicate this line of 
argument since this variable is the only pedestrian variable which 
can produce a surface which is significant at any confidence level. 
From the relevant tables, it can be seen that at the 5th order 
surface, this surface accounts for approximately 34, $ of the total 
variation in TPE1)WT79 and is significant at the 950 level. It 
must be remembered ho: aever, that this variable is somewhat experi- 
mental in nature due to the fact that the actual volume of pedestrian 
casualties was modified in order to take account of pedestrian ex- 
posure. The volume of casualties was related to the number of work 
walk trips as given by the journey to work tables in the 1966 Census. 
Therefore it would be naive to assume that this variable is without 
error, but then again it would seem reasonable to expect this variable 
to give some degree of indication in the relative risk of pedestrian 
casualties in different areas. 
-m6 
f 
The 5th order surface for TPED? -1779 is shoxn in Fig. (9.4.17) 
and the most obvious feature of this figure is the lo,, values 
derived for the midlands regicn of EnglEnd, centred on Birmingham 
and Coventry. In some wasys such an area of low values is quite 
a surprise Since with. this region's high car o:. nerahip values one 
would have expected the relative risk to pedestrians to be some- 
what higher in these areas. The explanation to this seeming 
anomaly would appear to be that because of the high levels of 
car c;. nership, it has become necessary in -Leese areas to find 
ways of accommodating, and integrating these extra cars into the 
urban system, w=hilst also protecting both the environment and the 
pedestrians. The result has been the creation and building of 
better transport network systems in these areas, and the simultaneous 
creation of pedestrian areas and facilities, in order to maintain 
the principle of single purpose thoroughways. 
A second feature of this trend surface analysis is the wEy 
all the major coastal resort areas are characterised by rising 
surfaces. The only excepticn to this role would seem to be along 
the S. E. coast where the surface is falling. However, observation 
of the residuals map shows that this area includes negative values 
along the coastal area, indicating that these areas are being under- 
estimated. " hilst this is really of little surprise it does indicate 
that these resort areas should spend more time and money on the 
protection of the pedestrians in these areas, who after all, are 
the main source of revenue for these tovms. 
finally, as regards this variable, the ranainin- point of 
interest 13 related to the deviations map for this 5th order surface 
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(Fig. 9.4.18). From this map one can see that there is a high 
negative group of residuals around the edge of London. Once 
again therefore it would seem that the derived regional tread 
is unable to account for the areal impact of the London conurbation, 
consequently in most instances, the regional trend will underestimate 
values in these areas. 
Summarising therefore, although this variable must be treated 
with some caution, it would seem that three important facts can be 
derived fron this surface: - 
(i) The region which has seeped to cope best with regards to 
the traffic/pedestrian conflict, and : where the relative risk to 
pedestrians is lowest, is the Midlands region. Therefore it would 
seem reasonable to advocate studies of these towns for a further 
understanding of t Us problem. 
(ii) As regards relative pedestrian risk, it would seem that 
the coastal, and resort tarns, have much that needs doing in order 
to reduce the level of pedestrian vulnerability. 
(iii) The area surrounding London also has a high pedestrian 
ris'. c value, and this includes the ring of new toi, %ns and garden tits 
areas. 
The trend surfaces which have been described individually in 
this report have -pinpointed the major features of the spatial 
analysis. The renaininb trend surfaces either merely emphasise 
the treads alret: dy indicated, or alternatively are insignificant 
acco_ ino to the analysis of variance test. However, where the 
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trend surfaces have proved significmt at any surface, the 
relevant maps are shown in Appendix 2, and for further inforaatior. 
as regards these surfaces the reader is referred to that section 
of this report. 
Before leaving this section of the study of the spatial 
variations it is pertinent at this point to look at the results of 
the calculation of the Mean Safety Index itself. 
One of the major reasons for looking for, and at, these 
spatial variations was to look at regions and see if there were 
any specific problems ralevant to that one region. Hoiýever, at 
the same tine it is also possible to group tons according to 
their response to any variable in a non-spatial sense. That is, tons 
can be grouped according to their actual NSI value. Once again the 
logic behind this approach is to see if certain groups of tos have 
similar problems which can be solved accordingly. 
Two methods of grouping the 100 sampled areas were tried, one 
, Ahi ch simply used the value of the MSI, Fand there'at' placed each 
area into a predetermined group, and the other which proved less 
reliable, and '.., bichl made use of a Q-mode factor analysis. 
According to the first mode of analysis, it would have been 
pcssible to derive a grouping system for ever7 regression ecuation. 
Ho; sever, this was considered excessive and accordingly a grouping 
system was attained for only five regressions, which display the 
absolute levels of conflict end cdso some degree of exposure. Thus 
the five regression variables which were grouped according to th eir 
MSI values were: - 
1) Total Casualties 1970 
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2) Total Fatal and Serious Casualties 1970 
3) Total Pedestrian Casualties 1970 
4) Total Casualties for 106 Vehicle-Nile 1970 
5) Total Pedestrian Casualties 102 Work Walk 
Trips 1970 
An additional grouping which was also included was that 
of the calculated MSI values froa the trend surface analysis on 
the variable TC7'yI.. The logic here was that using these 1ý1SI 
values would remove the extern a7. through traffic variable variation, 
thereby allowing a more realistic assessment of the group proble. ns 
of each urban area. These groups are sho:. n in Tables (9.4.19) to 
Table (9.4.20. 
As can be seen froni these tables, the distributions about 
100.00 NISI value, appear almost normally distributed, which is 
only to be erected considering their derivation. Therefore the 
groups (and constituent parts) which are of most interest are those 
which occur at either end of the distribution, and are therefore 
shooing extreme responses to each of the regression variables. 
Thus ar regards this grouping procedure, the Lmportent groups 
, were dee: aed to be those with IMSI values greater than 120.00, and 
less than 80.00. In the following section therefore, a quick 
suanary of these groups will be given according to the individual 
regression variable. 
1) TbTaS, C9SU!! LTIi? S 1970 - 1SI GhUU? I'TJS 
The urban areas grouped within the high MSI groups for this 
variable seem to be characterised by their vets size. Al], three 
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groups seem to be mainly composed of the loerer sized urban area 
which also are tos which lie upon a major road traffic route. 
Thus in the top group one finds the to'rns Buxton and Guildford. 
A further characteristic of this top group (with perhaps the 
exception of Inverness) is that these to', rns are mainly dornitorj 
tos around the major conurbation areas of London, Yorkshire -nd 
L8ncashire. 
The 120.00 - 1.00 group meanwhile has a more varied set 
of towns than the other groups, y. th the result that it is almost 
impossible to find any general characteristic for the whole group. 
Thus one finds that such to,. ns as BoumFmouth and Bridgewater are in 
the same group. 
At the other end of the scale there is even less uniformity 
between the various groups, altholgh once again it is obvious that 
only small to average sized tons are included within these values. 
Amongst the tosms contained within these groups two toums seem to 
stend out as unexpected constituents. These are Lancaster and 
Chester, ,., ith the former having the lower value of the two. One 
tentative hypothesis as to these low values could be the ring road 
system which each hes developed recently, removing unnecessr. ry, 
traffic from regions of the tohn centre. However, such hypotheses 
can only be proved after further research along these particular 
lines. 
Before leaving this variable it should be pointed out that 
'within thsse loft value groups, there are two new town developments 
and one town (Corby) v. bich has rlso been expanded under the aegis 
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of a Development Corporation. This point however, will not be 
developed at this stage in the report, but is left until a later 
section dealing solely with the new town developments. 
(2) TOM FATAL AND SVRIOUS C! Si1ALTtF. S 1970 (, ßSI GPJUPI_1GS) 
Once again the groupings noted 'iithin this variable prove very 
difficult to interpret although there are several features which are 
deserving of note, simply because of their oppear., nce at L,. ny one 
location. 
The first thing that should be said about these groupings is 
that the distribution is no longer normal, And the distribution of 
urban areas of differing size is much more random within the 
distribution. Thus Leicester and Barnsley are amongst the lowest 
values, whilst Cardiff and Derby are amongst the highest values. 
However, it should be noted that the highest group once again 
mainly includes only small and medium sized urban areas. 
If individual areas are observed further interesting information 
can be derived. Thus if the location of Horsham and Ryde is noted 
in the groupings for TC7y and also for TFS70, it will be seen that 
whilst both are in the lowest values for all casualties, they are 
both in the highest group for fatal and serious casualties. Thus 
these two areas can be said to exhibit low accident frecuencies 
but high severity rates. 
Perhaps the only groups which can be identified egsin within 
this variable is the highest group with values of more then 140.00. 
As with TC7c this group seems to be made up of towns which lie on 
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major trunk roads and are themselves relatively small. Accordi rgly 
such to. 'ns would seem to be unable to cope with the excessive demands 
made upon them by the increased traffic flows. Similarly, since 
this. through traffic also tends to be of the high speed nature, such 
accidents tend to cause casualties with higher degrees of severit- y. 
(ý) TOWL CASUßLTIES PFR 106 VFHICLE MILES 
_(MSI 
GROUPINGS) 
When the exposure variable for total casualties is introduced, 
the groupings of urban areas appears totally haphazard. However, it 
should be recalled that this variable within the regression model 
showed a considerable degree of lack of fit, especially at the 
higher and lower values. Consequently it is of no surprise when 
one finds a considerable number of large towns within the highest 
value group. Thus although it is impossible to make any statements 
about these groupings, it is obviously significant rfnen soma large 
to: "rns finish with low MSI values, and in such cases these towns 
are identified as being in need of special case studies. Towns of 
this kind in the lowest group of MSI values include Birmingham, 
Sheffield and Dundee. 
. 
(4) TOTAL PEDESTRIAN CASUI'T, TIFS (ifSI GROUPINGS) 
The groupings attained with this variable are very comparable 
to those obt°Ined for TC70 and TFS70 with just modifications for 
individual towns. Thus Salford which has a high grouping for this 
variable, is below the 100.00 marrc for all casualties, with the 
result that there must be a relatively- high number of pedestrian 
casualties for that area. 
The problem with this grouping, and the variable TpED70 in 
general is that without some measure of exposure, verv misleading 
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conclusions can be made. For example where the environment has 
been made more conducive to pedestrian movement, more journeys 
may be made on foot. The result on pedestrian casualties could 
be to increase the absolute volume of casualties thereby implying 
that the safety level for pedestrians had been reduced. In actual 
fact, however, considering the increase in the volume of pedestrian 
movement, it could be that the true change in the safety level for 
pedestrians is upwards. Therefore, when considering urban groupings 
it is best to consider those for total pedestrian casualties in 
association with the pedestrian exposure variable given below. 
(5) TOTAL PFDFSTIXATT CASUALTIES PER 102 ;. '0F. WALK TRIPS 
T4SI GFOUPINGS 
The major impact of introducing the exposure level is seen 
amongst some of the larger urban areas, with the majority of the 
smaller towns remaining in their original MSI group for the absolute 
variable. This movement within the larger towns works in both 
directions with some increasing and others decreasing. Examples 
of those areas lowering their MSI grouping are Leicester, Coventiy, 
Bradford, Oldham, Blackburn etc., whilst those raising their HHSI 
groupings include Noririch, York and Bournemouth. It must be 
remembered however, that the exposure introduced in this variable 
only includes "work trips" and most of the toms which move to 
higher, 4SI groups are those who exhibit high pedestrian movements 
for non-work trips. Thus these toms include the coastal resort 
tons and also the historic towns, which one would expect to have 
the 
high pedestrian movements at all times of/day. 
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The second grouping method used involved the application 
of a Q-mode factor analysis technique upon the 20 groups of MSI 
values calculated for the trend surface analyses. In the Q-mode 
factor analysis the data matrix is collapsed so that the rows 
are combined rather than the columns as in the nornal R-mode 
factor analysis model. The result therefore in this context 
was to combine the urben areas according to their constituent 
MSI values. However, as was mentioned earlier the results from 
this approach proved less reliable for two basic reasons; - 
1) The MSI values are such that several variables will create 
totally opposite MSI values due to the nature of the variable being 
used. Thus the composite factors which were derived would be 
almost average values of the MSI range. 
2) Similarly little confidence can be placed in a factor 
analysis solution when there is such a divergence between the 
number of columns and rows in the data matrix when the rows are 
being combined. In such a situation the optimum kind of data 
matrix is obviously a square matrix. 
Consequently. the results obtained by this technique are 
considered to be of somewhat dubious value and relevance. For 
that reason no results are presented here and the method is left 
as a possible approach for future research. 
The conclusions from these sets of urban groupings, therefore, 
are only very tentative, especially since it is only marginal to 
the main body of this research. However, the results do seem to 
suggest that there is some futare in this line of research if, end 
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when some more sophisticated grouping techniques are used. However, 
the greatest use at present simply lies in the identification of 
certain groups and constituent urban members. Further developments 
must be the more detailed study of individual groups and also 
individual urban areas within that group. With this thought in 
mind, therefore, it is worthwhile to leave this section of the 
analysis and look at the time series analysis. 
9.5 THE TIME SEPIES ANALYSTS 
The methodology used in this analysis has been described 
already in Chapter 8 of this report. However, in order to simplify 
matters, a simple reiteration of the procedure will be applied here. 
Three variables; TO, TCPP and TCVM, were studied in relation 
to their differing responses from 1966 to 1970. Comparison between 
years was performed in two ways, 1) Comparison of the overall 
regression explanation levels, 2) The varying importance of individual 
regression variables was studied by means of comparing the relevant 
coefficients. Since however., the results of the principal 
components analysis had differed for every year, in order to attain 
a reasonable comparison, it was necessary to return to the criginal 
data matrix. From this matrix variables were extracted which had 
been dee. -med significant by the step-wise regression procedure, and 
mere necessary were subjected to 
'a 
logarithmic trensformation. 
The results of this temporal analysis will be presented below 
according to each of the three variables studied. 
(i) TOTPZ CASUALTIES TF'"T? ORAL A\'ALYSIS 
The five significant variables used in the P. nalysis for this 
323 
dependent variable are shown in Table (9-5-1), along with the 
derived beta coefficients (standardised b coefficients) for the 
years 1966 - 1970. Further results shown in Table 
(9.5.1) are 
for the regression equation containing the transformed variables, 
which were necessary because of the lack of s, ietry in the original 
. variable distributions. 
As can be seen from this table, the overall explanation level 
remained approximately consistent over this time period with a 
steady increase in the absolute r2 value from 0.954 in 1966 to 
0.982 in 1970, for the non-transformed regression model. As regards 
the transformed regression meanwhile, the range for the r2 value 
is much less, with the peak of 0.967 appearing in 1970 and the 
minimum value being 0.951 in 1968. Thus it can be seen that which- 
ever model is used the actual variation in the explanation level is 
very small and seemingly insignificant. Consequently since the 
predominant variable in all of these regressions is the POP 
variable, one must presurle that over this time period the major 
contributing factor in the varletion in road casualties between 
different urban areas is the actual size of these urban areas, and 
the degree of interaction within these areas. The importance of 
this variable can be further qualified by looking at the actual 
value of the beta coefficients. Thus in 1970, POP70 had a beta 
coefficient of 0.980 as related to the second most important 
variable PP170., rich had a value of 0.048. 
In order to look at the temporal significance of the individual 
coefficients neanw ile, it is necessar; to construct confidence 
324 
VARIABLES BETA COEFPICI'TS 
1970 1969 1968 1967 1966 
POP70 0.980 0.953 0.969 0.963 0.958 
SR170 -0.013 -0.009 -0.032 -0.003 0.001 
C170 -0.041 -0.062 -0.053 -0.051 -0.042 
DVL70 0.026 0.037 0.041 0.028 0.030 
PF170 0.047 0.082 0.038 0.045 0.049 
X. o 682.486 601.024 1429.217 455.132 139.120 
R2 0.982 0.953 0.969 0.959 0.955 
0170 -0.017 -0.019 -0.035 -0.024 -0.004 
LNPOF70 0.975 0.956 0.946 0.957 0.945 
LNSR170 -0.014 -0.004 -0.039 -0.003 -0.004 
LNDVI70 0.027 0.050 0.095 0.065 0.063 
LNFP170 0.028 0.073 0.032 0.035 0.064 
X0 -2.350 -2.487 -1.672 -2.092 -2.272 
R2 0.967 0.962 0.951 0.965 0.962 
TABLE 9.5.1. TIME SERIES . ANALYSIS 
FOR SIMPLE AND TRANSFDRNED 
VARIABLES IN RELATION TO TOTAL CASUALTIES. 
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regions around these coefficients. In order to do this, cne 
can make use of the simple t test such that the confidence region 
is calculated by appying the formula, 
c. f = bit S. E(bi). t(n) d=0.005 (1,1) with 
where, 
t(n - (k + 1) degrees of freedom. 
bi is the calculated value for the relevant b coefficient 
S. E(bi) = the standard error of the b coefficient 
n= the number of observations 
k= the number of independent variables. 
Thus for the total casualties variable t(94)oL . 0.005 = 2.62, 
and oC = 0.025 = 1.98. 
The confidence regions for all the independent variables in 
both the transformed and non-transformed regression models, are 
shorn in Table (9.5.2) for 1970. The null hypothesis being tested 
in this table is that the values for the b coefficient for 1970 
and 1966 are drawn from the same population, and consequently do 
not differ significantly. Thus it can only be stated that the 
values of these coefficients are significantly different if the 
1966 value lies outside the confidence region for that same co- 
efficient for 1970. At the same time it is also possible to test 
the individual significance of each variable within the regression 
by testing whether the confidence region includes the value of zero. 
If zero does fall within the confidence region then no confidence 
can be placed on the level or direction of the relationship indicated 
32ý j4u 
ARIABLE B. COEFFICIENT 
(1970) 
STANDARD 
ERROR (b) 
99% CONFID. 
LEVEL 
95% CONFID. 
LEVEL 
B. COEFPIC 
LENT 1966 
POP 0.006 0.00 0.00* 0.00 0.007 
SRI -252.253 303.14 794.23 600.22 13.703 
CI -600.088 209.48 547.58 414.77 -736.268 
DVI 883.423 548.84 1437.96 1086.70 1477.861 
PPI 7.881 2.35 6.15 4.65 9.611 
CI -0.107 0.12 0.314 0.238 -0.029 
LNPOP 1.069 0.02 0.052 0.040 1.041 
p, LNSRI -0.499 0.79 2.070 1.564 -0.150 
co 
LNDVI 0.169 0.14 0.367 0.277* 0.465 
F' LNPPI 0.099 0.07 0.183 0.139 0.230 
* Significant Difference at that Confidence Level. 
TABLE 9.5.2. CONFIDENCE INTERVALS FOR THE b. COEFFICIENTS 
WITHIN THE TIME SERIES ANALYSIS OP TOTAL CASUALTIES 
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by the b coefficient, since the coefficient cannot be said to 
differ significantly from zero. 
The results as indicated by this table reveal that for the 
two regressions TC70 and TC66, only one variable POP, differed 
significantly between these two years. Similarly only four 
variables appeared to be significantly different from zera, these 
being POP, CI, PPI17 and LNPOP. The implications from these results 
are that :: hilst the overall explanation level has remained reasonably 
consistent over the period 1966 - 1970, the impact of the variable 
POP has changed significantly during this same period. The direction 
of this change can be ascertained by referring back to the original 
coefficient values. From these it can be seen that in 1966 the 
population variable influenced the dependent variable less than 
in 1970. Thus it can be stated that whilst this independent variable 
has remained the major determinant of the value for the total cas- 
ualties variable over this time period, the relative importance 
has increased with time. Thus in the earlier periods it would 
seem that other variables played a more importnt role in explaining 
the observed vaiiaticn. Since this was not true of any of the 
remaining variables in the regression, it becomes necessary to look 
at other variables ;: b-ich had not been incorporated due to the 
recommendations of the 1970 step- ise regression. Consequently, fill 
17 It is interesting to note thet this variable PPI is 
sigri fi cFntly different from zero since the direction 
of this variable is positive. This towever, is totally 
opposite to the results obtained in the major regression 
emelysis, and one must t ssume that this is solely the 
result of the non-normality of this variable in this 
regression. This conclusion would seer to be supportE: d 
by the lack of significance in transformed variable 
LNPPI. 
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ESTIMATE OF THROUGH TRAFFIC 
1970 
1969 
1968 
1967 
1966 
B. COEFF- 
ICIENT 
2.247 
5.589 
8.854 
6.942 
5.538 
STANDARD 99% CONFID. 
ERROR INTERVAL 
1.359 3.561 
2.358 6.178 
1.889 4.949 
2.310 6.052 
2.871 7.522 
95% CONFID 
INTERVAL 
2.690 
4.669 
3.740 
4.574 
5.684 
SIGNIFICANCE 
LEVEL 
190% 
95% 
95% 
99% 
90 
TABLE 9.5.3. VARIATION IN THE INFLUENCE OF THE INDEFENMENT VARIABLE 
E. T. T. IN RESPECT TO TCTAL CASUALTIES 1966-1970 - 
(SIGNIFICANT DIFFERENCE FROM ZERO). 
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regressions were computed for each of the years and the significance 
levels of new variables noted; the result being that only one variable 
appeared to contribute anything to the explanation level, that being 
the variable ETT. The variations in this variable are giver, in 
Table along with the : relative significance of the coefficient 
values. It can be seen from this that in 1967 the amount of through 
traffic was significant at the 99p level from 'hence it has declined 
until in 1970 it is not even significant at the 90% confidence 
level. The conclusions to be made here therefore are trat, over 
the period 1966 - 1970 the level of explanation of the dependent 
variable has remained fairly constant, but the impact of two variables 
has varied with time. That is as time has progressed from 1966, the 
impact of the estimate of through traffic variable has decreased 
whilst the influence of the population variable has increased. 
Consequently , one must presume that over this period of time, the 
problem caused by the volume of through traffic in urban areas has 
been satisfactorily reduced until the impact of this variable is 
only marginal. 
(ii) TOTAL CASUALTIES PER io3 POPULATION T74PORAL ANALYSIS 
The same procedure as used for the last variable was applied in 
this analysis except for the fact that only the years 1970,1969 and 
1966 were calculated because of the unreliability of the data for 
1967 and 1968 due to considerable police re-organisation. The 
relevant data for this dependent variable are given in Table (9.5.4) 
and Table (9.5.5) " 
ý 
BETA COEFFICIENTS 
VARIABLES 1970 1969 1966 
POP " 0,079 -0.006 -0.020 
DEN -0.062 -0.035 -0.004 
ETT 0.268 0.413 0.277 
CT -0.130 -0.173 -0.053 
DOS 0.025 -0.134 -0.043 
SH1 -0.348 -0.273 -0.304 
DV1 0.079 0.156 0.230 
COW 0.203 0.289 0.224 
X0 6.057 5.483 3.725 
R2 0.275 0.364 0.307 
DEN -0.147 -0.072 -0.010 
ETT 0.081 0.254 0.168 
CI -0.168 -0.179 -0.047 
COW 0.411 0.419 0.349 
LNPOP 0.259 0.132 0.005 
LNSHI -0.573 -0.435 -0.465 
LNDOS 0.060 -0.131 0.025 
LNDVI 0.086 0.148 0.174 
X 0.681 0.878 0.987 
0 
RZ 0.411 0.403 0.320 
TABLE 9.5.4. TIME SERIOUS ANALYSIS FOR SIMPLE AND TRANSFORMED 
VARIABLES IN RELATION TO TOTAL CASUALTIES FER 
103 POPULATION. 
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VARIABLE B. COEFFICIENT 
(1970) 
STANDARD 
ERROR (b) 
99% CONFID. 
LEVEL 
95% CONFID. 
I&EVEL 
B. COEFPICI 
ENT 1966 
pOP 0.000 0.000 0.000 0.000 -0.000 
DEN -0.015 0.03 0.079" 0.156 -0.001 
ETT 0.018 0.01 0.026 0.020 0.026 
CI -2.094 1.51 3.956 2.990 -1.077 
DOS 0.003 0.01 0.026 0.020 -0.007 
SHI -0.016 0.01 0.026 0.020 -0.017 
DVI 2.952 3.45 9.039* 6.831* 13.343 
COW 1.811 0.91 2.384 1.801 2.531 
DE -0.003 0.003 0.008 0.006* -0.000 
ETT 0.000 0.0008 0.002 0.002 0.001 
CI -0.211 0.11 0.288 0.218 -0.069 
COW 0.285 0.07 0.183 0.139* 0.284 
LNPOP 0.057 0.03 0.079 0.059 0.001 
LNSHI -0.113 0.02 0.052 0.040 -0.107 
LNDOS 0.012 0.02 0.052 0.040 0.006 
LNDVI 0.109 0.11 0.288 0.218 0.295 
* SIGNIFICANT DIFFERENCE AT THAT CONFIDENCE LEVEL 
TABLE 9.5.5. CONPIDENCE INTERVALS FOP. THE b COEFFICIENTS WITHIN THE 
TIME SERIES ANALYSIS OF TOTAL CASUALTIES PER 103 
POPULATION. 
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The second variable of interest in this analysis is the 
variable CO?;. Besides being the second most important variable 
in the regret sion series, COQ., like LNSHI, would seen to have a varying 
impact upon the dependent variable with time. Thus from the beta 
coefficient values one can sec that in 1970 COW had a value of 0.511 
in 1966. However once egrin when reference is and a value of 0. '119 
made to the significance tables, it can be seen that y. i. lst the 
variable is significantly different from Zero, there is no evidence 
that the variable has exerted any different influence at different 
time periods. 
The variable ETT is of interest once again because of the 
increase in the beta value as one moves backwards in time towards 
1966. Thus the beta value for 1970 of 0.081 is incressed to 0.168 
in 1966. However as with the previous two varis-b1es, then ETT is 
noted mithin the significance tsbles it cen be seen that statistically 
there is no difference between the values for 1966 and 1970. Con- 
sequently it would be incorrect to assume any chrnge in this variable 
with time. In fact further study of the sigr_ificrnce table goes 
as far ws to state that the variable ETT is not even significant 
within the 1970 regression model even at the 95o confidence level. 
Surnarising therefore one cer. sey that for the dependent 
varit-ble TCpP there could seers to have been no statistically signif- 
icent change in the variables end relationship: echicved, during 
the time period 1966 - 1970, since eny change in the coefficient 
values for any of the independent variables could have occured 
simply by thence at the 959 confidence level. If it is therefore 
hypothesised that this dependent variable gives the casui; y* 
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variation for urban areas once the size component has been removed, 
it can also be ststed that the impact of the structural variables 
has remained constant over this time period, according to these 
results. 
(iii) TOTIL CHSU? I, TIFS PFR 106 VF. ý: ICL'? lViLILFS TrI"9PORr. L AfiRLYSIS 
The previous two variables included in this temporal snelysis 
have both belonged to the "static" family of road accident indicators. 
Therefore one of the further reasons for including this dependent 
variable in the temporal analysis ras to study the impact of time 
upon an "exposure"variFble. 
It was pointed out in the section describing the results of 
the multiple regression that the best results for this variable 
were cbt<<ined titan the dependent variable was subjected to a low 
arith-mic transfonnaticn. The results in this snely sis add furthEr 
proof to this postulated logarithmic relationship, in terms of the 
level of explanaticn. Thus when the non-transformed variables are 
used the r2 value increases from 0.462 in 1966 to 0.494 = r2 in 
1970. klzen both the dependent and independent variables are trans- 
formed however, the range of r2 values is from 0.910 in 1966 to 
0.93) in 1970. Conseaufntly attention for this variable is restricted 
to the transformed regression model. 
The consistent increase in the level of explenaticn from 1966 
to 1970 would seem at first to indicate some increase in the explan- 
atory nature of the independent variables used in this regression. 
Fowever, the results given in the significance tables (9.5.6) and 
(9.5.7) give no indication of this variation with time. Instead 
'35 
VARIABLES BETA CCEFFICIENTS 
1970 1969 1966 
POP -0.503 -0.4C8 -0.471 
DEN : 0.094 0.042 -0.014 
CI -0.220 -0.181 -0.149 
CHSI 0.126 0.130 0.009 
RI 0.063 0.195 0.123 
RDI -0.389 -0.432 -0.349 
R 58.301 46.741 64.807 
0 
R2 0.494 0.480 0.462 
DEN 0.249 0.167 0.285 
CI -0.082 -0.083 -0.054 
RI -0.066 -0.007 -0.035 
RDI -0.274 -0.254 -0.272 
LNPOP -0.972 -0.925 -1.008 
LNCHSI 0.077 0.066 0.030 
R 5.423 5.237 5.606 
0 
R2 0.930 0.912 0.910 
TABLE 9.5.6. TIME SERIES ANALYSIS FOR SIMPLE AND TRANSFORMED 
VARIABLES IN RELATION TO TOTAL CASUALTIES PER 
106 VEHICLE MILES. 
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VARIABLE B. CCEFF 
ICIENT (1970) 
STANDARD 
ERROR (b) 
99% CONFID 
ENCE LEPEI, 
95% CONFID 
E. ": CE LEVEL 
B CCEFF 
ICIM. fi 1966 
PCP -0.000 "0.00 0.000 0.000 0.000 
DEN 0.270 0.49 1.284 0.970 -0.043 
CI -42.361 14.46 37.885 28.630 -34.036 
CHSI 0.968 0.61 1.598 1.208 0.073 
RI 0.124 0.16 0.419 0.317 0: 286 
RDI -0.785 0.32 0.838 0.634 -0.835 
DEN 0.019 0.005 0.013 0.010 0.020 
CI -0.413 0.14 0.367 0.277 -0.267 
RI -0.003 0.002 6.005 0.004 -0.002 
RDI -0.014 0.003 0.008 0.006 -0.014 
LNPOP -0.859 0.03 0.079 0.059 -0.862 
LNCHSI 0.460 0.13 0.472 0.356 0.173 
TABLE 9.5.7. CCNFIDENCE INTERVALS FOR THE B, COEFFICIENTS 
WITHIN THE TIME SERIES ANALYSIS OF TOTAL 
CASUALTIES PER 106 VEHICLE MILES. 
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these results suggest that both the increase in the r2 values, 
end also the general relationships postulated within this regression, 
remain constant over time, and any changes which may appear are 
merely the result of chance random variation. This can be stated 
at both the 99ý1 and 95% confidence level, since all the variables 
within these regression models fall i: it in the relevant ccnfidence 
intervals. Although there would seem to be no statistically sig- 
nificant difference between the b coefficients in a temporal sense, 
the significance tables do show that four of the independent 
variables are significantly different from zero at 
the 999 confidence 
level. Of these variables the major one would appear to be LNPOP 
which accounts for E. pproxiinetely 50% of the overcll varieticn 
in 
the dependent variable, end this compares favourably with the 
results obtained in the major regression analysis. This 
is also 
true for the other significant variables, namely Dill, CI, FDI and 
LNCFSI (at the 95. level). 
The major conclusions to be drein from these temporal analyses 
can therefore be summarised as below: 
18 
(i) The relationships between the dependent variables and 
independent variables noted in the originF-l regression analysis 
eppears to be further justified by the results of the temportil 
Hnelysis, with only one varitble ETT, being inadequately represented 
in the originFi TC regression model. 
18 Simile_r temporal Ens. lyses were carried out upon the 
data, when dis-aggregr"tion hFd been comoleted for 
County Borough areas -nd Non-County Borough crer_s. 
Although in several instFnces there proved to be 
ebrolute differences between the coefficient values 
for variables, there tins no statistical signifi cent 
chFnges et the 99; confic_ence level, over the 
period 1906 to 1970. Therefore the conclusions drain from 
the results for the full 100 Sampled are, -s F. re also 
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/con tc'+. r'.. 
(ii) The relationships noted in the major regression analyses 
appear to remain constant rzth time Pnd do not significantly differ 
in 1970 from 1966. 
(iii) In to iiis of the total casualties dependent variable, 
it rould seem that there has been an increase in the importance of 
the size variable (POP) as time has progressed from 1966 to 1970. 
This could perhaps indicate an increase in the relative importance 
of the human sub-system within the overall road accident system. 
(iv) Also in terms of the total casualties dependent variable, 
there would appear to have been a decrease in the relative importrnce 
of the variable related to through traffic (tTT) as time has progressed 
from 1966 to 1970. This would seem to indicate a reduction in the 
level of problems caused by through traffic volumes during this time 
period, probably as a result of increased facilities within urban 
areas for through traffic, end also because of improved external, 
naticnal transport facilities. 
(v) The static nature of the relationships noted in these 
temporal analyses, would seem to be an indictment of the present 
18 contd.. tpplicable to these tavo disaggregated groups once 
age-in stressing the 
, 
constancy of the road accident 
problem. 
Further analysis was also conducted into the relative 
response of the two urban aren groups within the ssne 
time period. Once again the results proved insig; nifi- 
cent fnd it could be concluded that there is no reason 
to suppose thrt these two groups were not drawn from 
the sane population. Accordingly there would also 
appear to be no statistical reason to support the 
hypothesised dicaggregated dichotomous response for 
these two groups of urban areas. 
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approach to road safety, and road safety analysis. Thus although 
the Ministry of Transport notes that, "any hopes that travel on 
the roads is getting safer are quite mistaken, " (HMSO 1967) in 
their recent advisory publication, "Road Safety -A Fresh Approach, " 
the point that has to be made is, "If travel on the road is not 
getting safer in spite of the enormous efforts being made by the 
Ministry and its associated bodies, something is seriously wrong 
somewhere. " (Cohen 1968, p. 122). 
9.6 THE STUEY OF THE GTOY'TH OF PDAD ACCIDENT CASUAI, TTFS 1966 - 1920 
Although the temporal analysis has enabled severs1 conclusions 
to be made as regards the constancy of the derived relationships 
with time, it was also considered desirable to look at the actual 
rates of growth for these urbcn areas, in order to assess 
if any 
further relationships could be uncovered. 
In this section of the research, severfl hypotheses were 
put forward and consequently tested. The most obvious of these 
was, to what degree did the level of road accident cesuelties in 
time t+1 depend upon the level of road accidents at time t. As 
was mentioned in Chapter 8 of this report, such a hypothesis can 
be rephrased so that one is testing whether to-ins of different 
size end therefore, different road accident levels, have accident 
growth levels which are proportionally equivalent. This can be 
simply tested by using the regression model, 
Xt+i =a+ bXt+ e19 
The results for this model are shown in Table (9.5.8) for all 
19 Refer to Chapter 8 
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adjacent years for 1966 to 1970, and also for the period 1966 
to 1970 itself. Similarly the results are sho, n for when total 
casualties, log. total casualties, total population, and log. 
total population, are used as variables within this regression 
model. From this table it can be seen that for all time periods 
the slope of the regression line as given by the b coefficient 
is virtually 1.0 and the level of explanation is very high. Now 
in the exceptional case of b=1.0, it would be acceptable to 
state that the absolute growth in road accident casualties is prop- 
ortionate and independent of the original level of casualties. 
In 
this instance therefore one ccn conclude that whilst the value of 
the b coefficient indicates a virtual stochastic growth process, 
the fact that most of the b values are less than one would seem 
to indicate that smaller urban areas have growth rates which are 
proportionately greater than those for larger urban areas. In 
other words, there could seem to be a weak negative relationship 
between the growth rate and the previous level of road accident 
casualties. It is necessary hou--ver, to qualify this above con- 
clusion by pointing out that the actual relationship is also 
affected by the variance about the regression line irdicated by 
the error terra (e-, ) within the regression equation. An indication 1 
of this varlince is given by the Standard Error of Estimate which 
should be at a minimum level if the weak negative relationship 
noted above is not to be invalidated. Thus looking at the tabulated 
results once again it becomes obvious that the smallest variances 
are associated with the logarithmically transformed variables. This 
is of no surprise since the untrensformed variables both exhibit a 
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strongly skewed distribution which affect the results and relation- 
ships acccrdingly. Since log. total casualties produces the min- 
imum degree of error, with no real reduction in the overall level 
of explanation, it is this variable which should be Enalysed in 
some further detail. The two features of interest are the values 
of the intercept and the b coefficient. 
The intercept can be regarded as indicating the overall change 
produced by the growth of road accident casualties within the total 
population of urban areas, and Mich would measure the vertical 
displacement of the curve, whose slope is defined by the b coefficient. 
Observing the values of the intercept given in Table (9.5.9) it can 
be seen that all the values are positive except for the period 
1967 - 1968 which has a value of -0.079. In fact the vhole sequence 
of the intercept values seems to indicate a quite convincing pattern. 
In the period 1966 - 1967 there would seem to have been a ste&dy 
increase in road casualties t: hich preceded the decline noted for 
the period 1967 - 1968. However, following this decline there then 
follows a two year period where casualties are increasing but at 
a decreasing rate. In other words, it would seem that the decline 
during the 1967 - 1968 period was being accounted for, whilst also 
accomnodatir. g the overall increase for these years noted by the 
1966 - 1970 figure. Although any hypothesis put. forward for this 
observed pattern. must by nature be very tenuous, it is suggested 
here that perhaps there is more than a chance coincidence between 
the decline in casualties and the introduction of the 1967 Poad 
Safety Act. Although this line of thought cannot be followed 
through in this research, it is also suggested that before any 
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definite conclusions can be made in this direction other variables, 
such as traffic volumes must be taken into consideration. However, 
since the results of the original regression analysis showed the 
impact of police action to be beneficial it mould tentatively seen 
to be a reasonable postulate, and if so, a postulate which would 
benefit by temporal analysis to consider the lasting effect of 
such innovations. 
Turnir_g to the b coefficient, there tiyould seem to be no 
temporal pattern as above, although the b coefficient for 1967 - 
1968 is the only value which is greater than 1.0. Even so from 
the results available, it ,, rould seen possible to arrive at two 
conclusions: - 
(i) Since the error term is very small it would seem reescn- 
able to accept the negative relationship between the gro' tr in log. 
casualties fad the original level of log. casualties, as being 
truely representEtive of the real i orld siturtion. 
(ii) There would seem to be a grsdusl increase in this ncgf: tive 
relationship with time, even though the increase is not consistent. 
The results there the origine1 operirg varifble was the pop- 
ulation va. ri£ble, produce very similar conclusions, which although 
varying in minor detail in some places, correspond ti. -ith those 
described above for the log. total casualties vari, Fble, and czn be 
seen in Table (9-5-8)- 
ý 
A second 'z y in which the growth of road casualties cen 
be compared to the original level of road casualties for each 
urban area, is by the use of the simple regressicn equation, 
GA (t. t+ 
bTCt +e 
+ 1) 
_ 
21 
If the results from the previous regressions are correct 
then one v'ould expect the results from this second equction to 
contain very lo' i end very insignificant values. As can be seen 
from Table (9.5.9) this is exactly the case with very low levels 
of explanation, and b coefficient values Bich closely approximate 
zero. Consequently to conclusions would once again seem to be 
valid in this situation: - 
(i) Because of the horizontal nature of the derived regression 
it can be concluded that there is no direct significant relationship 
between the original road casualty level, and the growth rite of 
cesualtics. 
20 The gro: rth rate was calculated by applicction of 
the formula.; 
TCt+1+TCtl 
G` (t. t + 1) - (TCt +1- TCt). 
2 
where, GL(t. t + 1) = the growth rate in casualties free 
time t to t+1. 
TCt the total number of cF-sualties at 
time t. 
This compound growth rate was used in order to counter 
the tendency for the results from a simple growth rote 
computPtton to be ao, itively skewed, . hen norrslity is 
really desired. 
21 A modification to this eoun tion introduced the log, g frith 
micQlly trcnsformed vsriF: ble log TCt in order to reduce 
the as mmetry of this distribution. 
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(ii) Although the magnitude of the b coefficents ere very 
small, since all the values are negative (except for the regression 
of GA1967 
- 1968 
on total casualties 1967), it would seem to be 
reasonable to assume that there is a weak inverse relationship 
between the level of road casualties and the following growth 
rates. 
The lack of any definite relationships in this analysis 
therefore, suggests that further insight should be gained as to 
the actual growth rEtes themselves. This can be done in two 
ways, 
(i) By studying the growth rates for different years in 
terms of their basic statistics, and their graphic representations. 
(ii) Through disaggregation in order to see if there is any 
significant difference in the growth rates for different sized 
urban arecs. 
The basic statistics for the computed growth rates are shown 
in Table (9.5.10) from which it can be seen that there is some 
variation between the values for different years. Thus for the 
first two sets of growth rates the mean value is negative with 
GA1967 
- 1968 
having both the higher meen value and also lower 
coefficient of variation. The last two sets of growth rates 
meanxhile both hPve positive mean values, once again with the 
values increesin_g with time. The overall growth rate (GA1966 
-1970) 
however, has a negative value, but also a high degree of variation 
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YEARS OF 
GROWTH RATE MEAN STANDARD DEVIATION 
COEFFICIENT 
OF VARIATION 
1966-67 -0.038 0.147 393.1 
1967-68 -0.096 0.180 188.3 
1968-69 +0.030 0.165 558.3 
1969-70 +0.044 0.144 323.2 
1966-70 -0.061 0.214 351.7 
TABLE 9.5.10. CALCULATED BASIC STATISTICS FOR THE ANNUAL GROWTH 
RATES IN ROAD CASUALTIES FOR THE 100 URBAN AREAS. 
ý 
(CV = 351-7,4). Thus it can be seen that once again there would 
appear to be a significant break and change in the direction of 
growth during the period 1967 - 1968, during which time the 1967 
Road Safety Act was introduced, and enforced. Before any con- 
clusive statements can be made, however, it was necessary to see 
if there was any statistically significant difference between 
these growth rate means. 1. simple "difference between means" test 
was employed making use of the t statistic 
22 The results of this 
analysis are shown in Table (9.5.11) below and indicate that there 
is a" significant difference between the mean values for all years, 
except for those between 1969 and 1970. Thus it can be stated 
that the variations in these mean values are not chance variations, 
and therefore the pattern they imply would seem to be a truely 
significant pattern. Similarly it would appear that the fluctuations 
in the growth rates between 1966 and 1969 are beginning to ever. out, 
and perhaps return to some steady increase or decrease. It is 
impossible to state which direction future growth rates will follow 
because of the very fluctuations, even though the 1966 - 1970 growth 
rate has a negative value, and such information can only be obtained 
by further future observaticns. 
22 The t test used can be defined by: 
t= (Xl - X2) where: 
ý Xl X2 
ý' yl-x2 _ with (N 1+ N2 - 
2) dFgrees 
of fre. edol 
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YELPS 
w 
N 
1966 - 1967 1967 - 1968 1968 - 1969 1969 - 1970 
1966 - 1967 - 2.48 ý 3.02 7.96 
1967 - 
1968 i 2.48 ý - 5.10 6.05 ý 
1968- ; NS 
1969 3.0 2 4*- 5.10 4 44-t - 0.630 
1969 - NS 1970 3.96*4* 6.05 o. 68 - 
It' is significant at 0.02 level 
't' is significant at 0.01 level 
#44 't' is significcnt at 0.001 level 
NS = Not significant. 
Table 9.5.11 Results of the 't' test used to test the 
significance of the difference bet: een the neon gx vlth 
rate values for the years 1966 - 1970. 
Ls a prelude to studying the growth rates in a disaggregated 
manner the 1966 ý 1970 grc: rth rate was plotted rgairst the total 
population level for each urban area. This'is shorn in Fig (9.5.12) 
from which it can be seen that whilst there seems to be a fair 
variation about the mean value of -0.06, it also seems as though 
the variance is reduced at higher population levels. Accordingly 
it xas decided that the growth rates should be disoggregated into 
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four groups based on the poplulation levels of 50,000,100,000, 
250,000, and 250,000+. Sim larly since it was hoped to be able 
to compare these groups, the growth rates were standardised such 
that; 
GZ, = Gin - Gn 
6n 
where, 
G= the st? ndardised growth rate of the ith 
urban area within group n. 
Gß = the mean value of group n 
6n = the standard deviation of group n. 
As noz yal these standardised growth rates :: -i11 have a mean 
value of zero and a standard deviation of 1. (Table 9.5.13) The 
inport2nce of these standardised growth rates lies in the fact 
that they place areas within a group, only respective to the other 
areas in that sane group. Thus two areas from different groups 
may have totally different absolute growth rates, but may be 
relatively placed within their respective groups. If this is the 
case, then both areas will have similar standardised scor=s, due 
to their relative locations within their groups. Obviously therefore 
the greatest value of tlc ese scores must lie in a study of their 
spatis variations. 
However, before going on to make use of these standardised growth 
rates, the original disaggreoated a3 solute growth rates h ve to be 
anal; rsed. These original values and basic statistics ere ehohn for 
e'tch of the four groups in Table (9.5.1=) and a plot of these 
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GROUP 1 
0- 50,000 POPULATION 
1. Aylesbury 
2. Bury 
3. Bridgewater 
4. Buxton 
5. Canterbury 
6. Cheshunt 
7. Corby 
8. Cumbernauld 
9. Dartford 
10. Dover 
11. Durham 
12. Farnworth 
13. Glenrothes 
14. Hereford 
15. Horsham 
16. Inverness 
17. K. Lynn 
18. Lancaster 
19. Newport 
20. Pontefract 
21. 
22. 
23. 
24. 
25. 
26. 
27. 
28. 
29. 
30. 
X=3.436 
6= 25.642 
N= 30 
Ryde 
Stirling 
Taunton 
Thornton Cleveleys 
Welwyn 
W. Bridgeford 
Vhitehaven 
Winchester 
Wrexham 
Yecvil 
ORIGINAL 
GROWTH RATES 
STANDARDISED 
GROWTH RATES 
-8.74 -0.207 
-1.76 0.065 
-9.00 -0.217 
3.70 0.278 
-10.12 -0.261 
-3.26 0.007 
-22.91 -0.759 
73.77 3.011* 
-10.05 -0.258 
27.03 1.188* 
-20.64 -0.671 
-19.46 0.625 
36.56 1.560* 
-12.41 -0.350 
-4.15 -0.028 
52.53 2.183* 
6.12 0.373 
-42.86 - 1.534* 
3.85 0.284 
-16.77 - 0.520 
-22.41 - 0.740 
14.33 0.693 
0.00 0.134 
-38.78 - 1.378* 
-14.32 - 0.424 
-31.73 - 1.103* 
-22.71 -0.752 
-22.83 - 0.756 
-12.21 - 0.342 
26.15 1.154* 
* GREATER THAN =1 STANDARD DEVIATION 
TABLE 9.5.13. THE GROUPED URBAN AREAS WITH THEIR ORIGINAL AND 
STANDARDISED GROWTH RATES. 
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GROUP 2 
50 - 100,000 POPULATION 
1. 
2. 
Barnsley 
Bath 
3. Brentwood 
4. Burnley 
5. Carlisle 
6. Chelmsford 
7. Cheltenham 
8. Chester 
9. Chesterfield 
10. Colchester 
11. Crewe 
12. Durham 
13. E. Kilbride 
14. Exeter 
15. Gloucester 
16. Guildford 
17. Harlow 
18. Hastings 
19. H. Hempstead 
20. Grimsby 
21. Kirkcaldy 
22. Lincoln 
23. Rochdale 
24. Rugby 
25. Stafford 
26. Stevenage 
27. Stretford 
28. Sutton Cold. 
29. Swindon 
30. Worthing 
X=7.8537 
6= 17.815 
N= 30 
TABLE 9.5.13 
ORIGINAL 
GROWTH RATES 
STANDARDISED 
GROWTH RATES 
-44.08 -2.033* 
-15.35 -0.421 
-18.00 -0.570 
-25.41 -0.985 
2.79 0.284 
-21.32 -0.756 
-1.94 0.332 
-24.82 -0.952 
-11.31 -0.194 
-14.90 -0.396 
-29.44 -0.819 
0.82 0.395 
25.00 1.844* 
-14.34 -0.364 
9.79 0.990 
30.39 2.146* 
17.99 1.433* 
-6.42 0.080 
-3.54 0.242 
-2.50 0.301 
-11.81 -0.222 
3.80 0.654 
3.85 0.657 
-19.61 -0.660 
-20.55 -0.713 
-6.92 0.052 
-19.67 -0.663 
-0.78 -. 397 
-4.03 0.215 
-13.30 -0.306 
* GREATER THAN =1 STANDARD DEVIATION 
SP4 
GROUP 3 
100 000 - 250,000 POPULATION 
1. Basildon 
2. Blackburn 
3. Blackpool 
4. Bolton 
5. Bournemouth 
6. Brighton 
7. Cambridge 
8. Derby 
9. Dundee 
10. Huddersfield 
11. Ipswich 
12. Luton 
13. Norwich 
14. Oldham 
15. Oxford 
16. Poole 
17. Portsmouth 
18. Preston 
19. Reading 
20. Salford 
21. Southampton 
22. Southend 
23. Sunderland 
24. Swansea 
25. York 
X=7.5096 
6= 19.660 
N= 25 
TABLE 9.5.13 
ORIGINAL GROWTH 
RATES 
STANDARDISED 
GROWTH RATES 
-9.37 -0.095 
-0.54 0.355 
-30.05 -1.146 
-0.03 -0.077 
10.83 0.933 
-13.70 -0.315 
-14.54 -0.358 
8,53 0.816 
16.82 1.238* 
-6.42 0.055 
-5.31 0.112 
-4.67 0.144 
-4.18 0.169 
-39.92 -1.649 
-34.39 -1.367 
-6.40 0.056 
-21.15 -0.694 
-20.18 -0.644 
-20.09 -0.640 
-4.30 0.163 
-14.27 -0.344 
-17.87 -0.527 
20.31 1.415* 
46.70 2.757* 
-14.55 -0.358 
* GREATER THAN =1 STANDARD DEVIATION. 
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GROUP 4 
250,000 + POPULATION 
1. Birmingham 
2. Bradford 
3. Bristol 
4. Cardiff 
5. Coventry 
6. Edinburgh 
7. Leeds 
8. Leicester 
9. Liverpool 
10. Manchester 
11. Nottingham 
12. Plymouth 
13. Sheffield 
14. Stoke 
15. Wolves 
X= 10.217 
6= 17.692 
N= 15 
TABI. O 9.5.13 
ORIGINAL GROWTH 
RATES 
STANDARDISED 
GROWTH RATES 
-13.45 -0.183 
-10.74 -0.030 
4.52 0.833 
4.21 0.815 
13.87 1.361* 
-4.25 0.337 
12.69 1.295* 
-30.77 -1.162 
-32.28 -1.247* 
-23.23 -0.736 
-24.30 -0.796 
- 9.98 0.013 
- 7.99 0.126 
-18.03 -0.442 
-13.52 -0.187 
* GREATER THAN =1 STANDARD DEVIATION 
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statistics for each group is shoc: n in Fig. (9.5.14). It should 
be remembered that the reason for this disaggregation was to see 
if there actually was a different growth rate response for smeller 
urbim areas, and also to see if the variance about the mean value 
similarly varied according to the size of the urban area. This 
last point can be simply tested by looking at both the graph plot 
in Fig. (9.5.14) and also the coefficient of variation for each 
of the four groups. For both of these approaches it can be seen 
that the variance is by far the largest in the smallest population 
group. However, the other three groups do not seem to alter too 
much although the smallest variance is associated with the largest 
population group. Thus it can be stated that whilst the smaller 
urban areas have a much greater variation in their growth rates, 
the degree of variation in the other groups cannot be statistigally 
differentiated even Viough there is a decreasing trend as population 
size increases. 
In order to test the hypothesis that each of the population 
groups has a different set of growth rate values, the simple diff- 
erence of means test was used again in order to see if the differ- 
ence bet: reen the mean growth rates for each of the population groups 
was at all significant. The results for these tests are presented 
below in Table (9.515) which shows that none of the group mean 
values are statistically significantly different froa each other 
at any confidence level. 
ý 
GfDUPS 
Cl) a 
ZD 
1 - 
2 
0.775 
3 
0.654 * 
4 
1.011 * 
2 0.775 * - 0.066 * 0.410 * 
3 0.654 * o. o 66 ý - o. 436 * 
4 1.011 * 0.410 * 0.4: 6 * - 
DIF. = Nl + N2/2 
*= INSIGNIFICANT I t' value 
Table 9.5.15 Results of the student's 't' test used in 
order to test for any significant difference bet:: "een the 
growth rate Weans for different urban gaups. (1966 - 1970) 
The t -wo conclusions to be derived from these disaggregated 
approaches are tierefor s, 
1) Although s-mall urban areas have a much larger variation 
in growth rates, there is no real discernible significr. nt decrease 
as population levels increase for the remaining groups. 
2) There is no statistical reason to presume that smaller 
urban aretts have different grovt_a rste characteristics to larger 
areas. The veriztions noted in their : wean values could simply 
be the result of chance variations. 
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Although these results show that the disaggregation of the 
urban areas does not improve the understanding of these growth 
rates, the disaggregation was maintained in respect of the stand- 
ardised growth rates. As has already been indicated the greatest 
use of these scores is in a spatial analysis. However, it should 
always be remembered that a town with a high scors does not mean 
that its percentage rate of growth was high compared to the national 
average, but that it was high according to the variation within its 
respective group. The spatial variation of these standardised 
growth rates are shoýýn in Fig. (9.5.15) with urban areas plotted 
according to their deviation from the mean value. Four groups of 
deviations are marked on either side of the mean value and these 
can be interpreted as: 
1) ± 0.56 = average growth rates. 
2) 0.54G<0-75K = moderate growth rates. 
3) 0.75 <G<1.006 _ high growth rates. 
4) >i 1.006 = exceptional growth rates. 
From this plotted spatial variation several features become 
lm-mediatelt obvious and therefore deserving of further attention. 
These can be summarised as below: - 
1) Although there are only eight sa. Tnpled points in Scotländ, 
all of these points, except for Edinburgh, have values above the 
mean and five have values which exceed plus one stand, -, rd deviation, 
which perhaps indicates the groving road accident problem in this 
region. However, it must also be pointed out that taez; e eight 
points include the three . 
Scottish new toims of Cuahernauld, Glenrothes 
and E. Kilbride which have been c:, ntd. nuing to grow during this period 
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0 
and therefore perhaps should be dealt 4-ith as exceptional cases. 
2) It would seem that mo: t of the sampled arePs in the North- 
west of gland have less t: ZFn average rates of growth, with only 
Farnuorth and Rochdale having above average values. Since one of 
the factors which has continually been reappearing is the volume 
of through traffic, these low values could be due to the improving 
road and motor-,. fay systems in that area. 
3) It was noted in the spatial analysis using trend surface 
techniques, that the area around the gate'fay to the S. W. peninsula 
always had underestimated values. A similar situation is also 
revealed in this analysis, 'pith urban areas in this region and 
South Wales having either average growth rates or above average 
growth values. Consequently the arguments put forward in the 
previous spatial analysis -would seem to be verified by this present 
analysis. 
4) Although it was noted earlier that the urban are? s around 
London were usually unäeresti! 'isted in respect of their level; of 
accident casualties etc., the results of this analysis seem to be 
less critical of that region. Only to urban areas in the pi , thiity 
to London have growth rates which are thove aver, -ge, these being 
Harlow and Guildford. The remainder have either average gro:, tlh rates 
or below average rates. With reference to previous results, there- 
fore it must be concluded that although these areas tend to hive 
higher accident casualty levels than the national tnorm, I the rate 
of growth within these areas is no higher and often lover than in 
other areas of the country. 
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5) Finally this Pnalysis pinpoints certain anomaly 
urban areas with high rates of gm: which are out of character 
with the other urban areas in that region, and which are therefore 
in need of some special attention. Besides the two areas previously 
mentioned, Guildford end Harlow, similar urban areas include 
Bournemouth, Dover, Leeds, Sunderland end Swansea. 
This then concludes the presentation of the results from this 
research. However, before drawing all the conclusions together, 
since the research was initiated to look at the influence of urban 
planning proposals, it will be useful to look at the results with 
particular reference to those areas specifically designed with 
road safet7 in mind. That is the new torn areas included within 
the 100 sampled areas. 
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Chanter 10 THE NEW TOWNS AREAS -A CASE ASSESSMENT 
10.1 INT? DVjCTION 
One of the major assumptions in new town developments is 
that through urban planning proposals and comprehensive planning 
in particular, it is possible to create an urban environment 
which is conducive to road safety both from the engineering point 
of view as well as the psychological point of view. Implicit in 
this statement therefore is the argument that the type and design 
of the urban stricture of an area can influence the level of road 
accident casualties in that area. However, to date, this assumption 
has never been tested cuantitatively, except as in the simplistic 
terns used by the Cumbernauld Development Corporation. Unless this, 
assumption is true meanwhile, considerable amounts of money could 
have been expended, for which the return is unacceptable. Further- 
more if such an approach is found to be unsatisfactory, then it 
could be argued that a more satisfactory approach to rocd safety 
has been ignored, or remained uninvestigated, purely as a result 
of a lack of scientific rigour and investigation. Consequently 
this section of this report att^mpts to look at the response of 
the six new to'-., n areas included within the 100 sampled areas, by 
means of the results obtained through the proposed methodological 
approach advocated in this research. The six areas studied here 
are; Harlow N. T., Hemel Hempstead N. T., Stevenage N. T., Cumbernauld, 
East Kilbride and Glenrot_ies which combine new towns of both the 
first end second generations. The assQssment of these areas will 
be facilit°. ted by making use of the mean safety indices 
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for these areas, and also by observing the significant road 
accident casualty growth rates for the time period 1966 - 1970. 
10.2 ASSFSS 1E T OF THE MEÄ SAFETY INDICES 
The simplest way of looking at these mean safety indices is 
by observing the response of these new towns in relation to some 
of the more importrnt dependent variables used in the regression 
analyses. These MST values are sho, an in Table (10.2.1) and idll 
be continuously referred to in this section of the report. 
(i) TOTAL CASUPTTIFS 1970 
It can be seen from the results in the table that whilst 
five of the new torn areas have MSI values of less then 100.0 in 
most the actual deviation from this expected value is only marginal 
and in the case of Cunbernauld N. T., the MSI value is well over 
100.0 (MSI = 139.33). It is also interesting to note that the three 
older new to, 'nslare all within eight MSI units of the expected 
value, whilst the remaining newer towns2 have much higher deviation 
MSI values from the expected. When these 14Sl values are compared 
with those derived for other areas it becomes obvious that the new 
towns response is not as good as would be expected. In several 
instances towns of a similar size, which have not been planned, 
exhibit a better response. For example, Hastings, Horshan and 
Lancaster all have MSI values around the 50.0 mark. 
3 
1 Harlon, Hemel Hempstead and Stevenage. 
2 Excluding Cumbernauld. 
3 For further examples of non-planned ui an areas 
see Tables (9.4.19 to 9.4.2_, z). 
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Another dependent variable which adds further information 
to TC70 is the total casualties variable for 1966. The import}snt fact 
to be gained from this variable is that ., rhilst the MSI values for the 
new to-,. n areas remain in the same relative position with each other, 
in terms of absolute value, they are substantially less. ` Thus the 
two MSI values for Harlow in 1966 and 1970 are 70.08 and 92.25 
respectively, and for Glenrothes 40.02 and 60.43. This fact should 
be compared with the fact that the three comparable tons mentioned 
previously either remain virtually constant or decrease from 1966 - 
19705, a general decrease which has already been discussed in terns 
of the growth rates 1966 - 1970. Consequently the tempting conclusion 
to reach in accord with this data is that whilst these new towns may 
exhibit favourable accident response rates in their early years of 
development, they seem to tend towards the national "norn" irrespect- 
ive of the average national growth rates during that same period of 
time. If this is true then it would seem to suggest that the new 
toms improved environment is only effective within the early stages 
of development. 
Before leaving this variable some comment must be made about 
the apparent uncomplimentary results obtained for Cumbernaul d. It 
was pointed out in the discussion on the areal units used in this 
research that where the new towns were concerned the unit used was 
the administrative unit. In most of these cases the administrative 
unit and the area of the New Tokn Corporation are almost identical. 
4 Once again however, Cumbernauld is the exception 
to the rule. 
5 The to values for Lancaster ere 74.: 6(1966) end 
51.37(1970) end for Hastings, 76.00(1966) cnd 65.93(1970) " 
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However, in the case of Cumbernauld, this is not so since the 
administrative unit covers a much greater area than the new town. 
In order to see how large en influence this had on the ultimate 
MSI value for Cumberneuld, data was fed into the derived regression 
model for TC70, which was based on information provided by Cumbernauld 
Development Corporation and therefore related solely to the new town 
area. The resultant MMSI value for this new town area was 85.80. 
Consequently although the results for Cumbernauld will continue to 
be presented, it must be reinembered that the MSI values relate to 
the administrative unit of Cumberiauld D. C. and not solely the new 
foam area. For this reason comments on the Cumbernauld results will 
be very limited. 
The results for the dependent variable TA70 are almost identical 
to those for TWO, and therefore will not be dismissed in any detail. 
The only significant point to be made is that except for Stevenage 
and Glenrothes, the MSI values relating to this variable are lower 
than those for TC7 f, thus suggesting that these new town areas have 
more casualties per accident than is the national norm. 
(ii) TJTAT FATAL A`. D SERIOUS CASUALTIES lg7Q 
The implications of this variable are much more difficult 
to discern than the previous variables because the response varies 
from one to another new town. Glenrothes and Harlow exhibit high 
14SI values indicating that the accidents in these areas are more 
serious than would normally be expected. However, since both of 
these areas exhibit below average 1.131 values for TC70 it would 
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seem that whilst the overall level of road casualties is reduced 
the remaining accidents (and therefore casualties) are much more 
serious. This is an interesting observation from a cost-benefit 
point of view since it must be doubtful whether the advant' ges 
gained from a reduction in total casualties outweighs the disadvantages 
derived from the high number of serious casualties due to the high 
financial (as well as human) costs associated with such accidents. 
The regaining new torms meanwhile appear to exhibit low MSI 
values for this variable, and therefore it can be said that these 
areas have been more successful in reducing the number of serious 
accidents rather than toted accidents. Without further detailed 
study the reason for this reduction cannot be assertained but it 
must be presumed that the cause is two-fold. In the first inst^nce 
the removal of through traffic and high speed traffic to the periph- 
eral areas must have affected this casualty level. Secondl7, it 
must also be presumed that the level of fatal and serious casualties 
has been affected by the road system within the urban area itself. 
(iii) TOTAL PEDPSTPIAN CASUfLTIPS 1970 
If the urban environment of the new toms is to achieve 
its desired aim of a safe environment for those people living within 
that urban area then one of the ways in which this safety level can 
be expressed is through the number of pedestrian casualties within 
these areas. In respect of this varisble the response of the new 
toi areas is very good with all six exhibiting MSI values of less 
than 100.0. However., what is perhaps of greater interest is the 
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fact that the three newer new towns, have much lower MSI values 
than the other three older new toms. In fact the response of 
these older areas is not as good as would have been hoped with 
values well into the 90.0 level. Two conclusions can be made 
here, either of which could prove to be valid. In the first 
instance, it could be concluded that the second generation new towns 
have developed town plans which offer much higher levels of safety 
to their populations than do the earlier new towns. Alternatively 
it could also be argued that the higher levels in the earlier new 
tons is merely a function of time. That is, like the observation 
made in respect of TC70, it could be that as these new town develop- 
ments age, their safety responses tend towards the national norm. 
The only way to solve this dilemma is through more temporal analysis 
of this variable. 
(i", v) TO W1 CHILD PEDESTPIAN CASUALTIFS 1970 
In the context of safety for the inhabitants of an urbcn 
area, this variable is just as important as the previous variable 
for total pedestrian casualties. However, whilst the response for 
TPED 70 was good, the response to this variable varied from area 
to area. Three of the new towns had values exceeding 100.0 
(Cumbernauld, E. Kilbride and Harlow) whilst the remainder had 
very good response rates, with Stevenage having the highest MSI 
value of 85.4?. Of the three areas with poor response rates 
Cu-nbernauld can be dismissed for the reasons forviarded earlier, 
whilst there would seem no logical reason for the other two areas. 
For whilst the MSI value for TPED7V for Harlow was near 100.0, it 
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did remain below the expected value. Thus it can be stated that 
in both these areas the facilities for child safety end perhaps 
the urban structure as a whole is unsatisfactorj from the point 
of this type of casualty. Obviously therefore there is some 
need to investigate this problem in these areas and perhaps there 
is some added need for child road safety education in order to try 
end remedy the situation. 
(v) 'IbTAL ACCInF: rdTS PFR lO3 POPULATION 1970 
It was argued during the analysis of the major regression 
models that if the size and interaction variables accounted for 
such a high proportion of the variation in the absolute dependent 
variables, then this variable which holds the size component constsnt 
is a true indicator of the possible effect of urban structure. In 
these nevi to-.,. n areas one would expect therefore that if these areas 
influence the level of road accident casualties at all, then there 
would be some low MSI values associated with this variable. From 
the table it can be seen however, that whilst the majority of I SI 
values are below the expected level, the overall deviations are 
only small, with the lowest value being 73.82 for East Kilbride. 
Similarly when these results are compared to those for the related 
variable TCPP70, it can be seen that these results are even worse, 
although it gust be pointed out that the above average values for 
Glenrothes and Harlow, are consistent with the high casualty/ 
accident rates noted previously for these areas. Ho: rever, the 
conclusion must remain that the response of these new to fn areas 
to these two variables is nowhere near as good as would have been 
expected or desired. 
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(vi) TOTE1, CASUALTIF'S PFR 106 VFF. ICLE NILFS 1970 
The final variables to be examined in relation to the 
new town areas are the two exposure variables TCV47O and TAVM70. 
However, since the results for these two variables are so similar, 
comment will be restricted to the former. hs can be' seen from the 
tabled results the response to these variables is good except in the 
case of Glenrothes, with values as low as 
66.03 for Hemel Hempstead 
and 67.81 for East filbride. whilst these results could be indicat- 
ing, therefore, that the poor results for the majority of dependent 
variables in these new to-., m areas are due to the lack of exposure 
in the variables themselves, it must once again be noted that other 
areas continue to produce response rates l. hich are as good, 
if not 
better than those obtaincd for the new towns. Thus Dundee, Chester- 
field end Stretford have values of 56.91,57.41 and 56.07 " re: pecti. vely . 
Cor_sec_uently it would seen to be rather naive to try end explain the 
relatively poor results for the new to-,. --. n areas on this fact alone. 
Similarly since these poor results are fairly constant for whichever 
vsiiFble is chosen, it would seem to be reasonable to assume that 
these results are a true reflection of the actual performance of 
these areas. 
: 
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Although it is difficult to arrive t: t my specific conclusions 
concerning the functioning of these new tov,, ns through these growth 
rates, it has been mentioned in the previous section thst there 
would seen to be a movement towards the national t. versge in these 
aret; s according to time, from inception, £nd with little regard to 
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the avercge national growth rates. For this reason it wes deemed 
useful to lock at these growth rates and compare them with other cress. 
However, it must be reiiembered that in the case of the more recent new 
to%n areas this can only be a qualitative assessment because of the 
fact that they are still groving and are therefore not a completed 
unit. 
The absolute growth rates end the stc. ncardised growth rates for 
these areas are shotin in Table (10. x. 1). From this it cen be seen 
that four of the six areas have high positive absolute growth rates, 
with the remaining two having only smell negative absolute growth 
rates, which incidentally are both less than their respective group 
mean value growth rate. Consecuently when one observes the stand- 
crdised growth rates it is also seen that all the areas have a 
positive, deviation value, four of which are greater then plus one 
standard deviation. 
The implications of these results are quite importfnt in teams 
of esses- ing the success of the new town are&. a since several of 
the hypotheses put forward in the 
, 
previous section appear to be 
totally vindicated. In the first instance it is obvious that during 
a period when the overall national situation had average negative 
growth rates, these new town areas continued, on the whole, to have 
positive grov'th rates. If the new town areas were to be as success- 
ful as was hoped, it is doubtful If this vould be the case. 
Secondly, and perhaps more important these above average gro'. ath 
rates Y culd seem to verify the postulate put forward that these new 
ý 
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NEW TCWN 
AREA 
GROWTH RATE 
966-1970 (102) 
MEAN VALUE FOR 
ASSOCIATED GROUP (SIZE) 
STANDARDISED 
GROWTH RATE 
Cumbernauld +73.77 - 3.436 3.011 
East Ki. lbri a +25.00 - 7.854 1.844 
Glenrothes +36.56 - 3.436 1.560 
Harlow ' +17.99 - 7.854 1.453 
Hemel Hemp- -3.54 -7.854 0.242 
stead 
Stevenage -6.92 -7.854 0.052 
TABLE 10.3.1 GROWTH RATES FOR THE NEW TOWN AREAS 
(1966-1970) 
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torn. areas, after an ecrly successful period as regards road safety, 
appear to be grscuclly moving towards the naticnal norra end losing 
the advcntcges that they originally enjoyed. Eaten taking into 
account the fact that these areas are still growing in some instances, 
this must still remain true due to the size of the deviaticns from 
the mean growth rates, which obviously take this fact into account. 
TG'tiJid 
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It was argued in the introduction to this chapter, that if it 
was possible to influence the level of ro, d accident casualties, 
this must be indicated in the new tawn areas. However, the results 
put for: -msrd in this chapter do not seem to support this point of 
view, end in several instances it has been shorn that the response 
of the new tons is sometimes worse than the national norm. fis 
a thole these results seem to lead to five conclusions as regards 
the new town areas, end these are summarised below. 
1) Allowing for a certein degree of varif . tion, the new towns 
seen in general to exhibit response rates which are below the expected 
level. However, the size of this deviation in respect to the national 
norm, und also other similar sized urban aree_s, is not Fs great fs 
would be expected for these area., considering the reasons for 
their incepticn. 
2) The new to-.. n areas do seem to have crenated en environment 
r: hich results in ccnEiderLble sevings in the number of pedestrian 
casualties, End therefore from the point of view of the inhabitants 
of these aress they Ere justified developments. 
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3) The new ton areas eppear to have their best response 
rates during the early years of their development. However, 
after a certain period of time, it would seem that these advantages 
are eroded end as a result of high growth rate., tend towards the 
national "none. " 
4) The level of these growth rates is both independent of 
the national verge growth rate as well as the actual time period. 
5) The response rates of these new town areas do not support 
the argument that the level of road accident casualties can be 
controlled by comprehensive planning and modificr. ticns of the 
urban structure, but instead seem to indicate that the road accident 
system is a homaeostatic system which maintains a constant operating 
envircninent in the face of external fluctuaticns. That is it is a 
system i"; hich resists any alteration in environmental conditicns 
rnd exhibits a gradual return to equilibrium or steady-state behaviour 
after such an alteration. Consecuently, a certain amount of doubt 
must be placed upon the justificaticn of new town development solely 
from a road safety point of view. 
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11.1 CONCLUSIONS 
It has been ccntinually emphesieed within this report that 
the major need within road accident -nalysis is the creaticn and 
appliceticn of a more quantitative, scientific approach in order 
to assess the achievements and progress of road safety proposals. 
Accordingly, therefore this research has tried to put forward 
such a methodological approach which enables the researcher to 
study variations in the volume of road accident casualties, both 
in a spatial and temporal dimr-nsion. 
Whilst the development end application of Such en approach 
has bten the major purpose of this resecrch, snalysis of the data, 
and the urban structure sub-system, has also enabled certain 
conclusions to be dram pertaining to these sections of the roed 
accident problem. That is, it was possible to study the level of 
influence these structural variables exerted upon the observed 
volume of road accidents in any one urban area. In Most instcnces 
these conclusions have been discussed in the relevant sections of 
the text of this report, but in order to achieve come overall 
assessment, it becomes necessery to draw all these conclusions 
together, end thence co: *ment upon then es a whole. 
Perhaps the major conclusion vi1ch c, -n be drr, tn from the 
results of this research is that in most instances, it would seem 
that the major determinants of the volume of roe. d accidents observed 
within any urban area, are those factors which are related to the 
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human and psychological sub-systems. Put the opposite way around, one 
can therefore state that he impact of the structural sub-system upon 
the level of road accidents would seem to be marginal in the short- 
term and almost negligible in the long term. This sub-system 
would appear however, to be instrumental in determining the way in 
which road accident ca. -aalties are allocated between the varicus 
types of accidents, end persons (users) injured. 
The implications of this conclusion are quite important as 
regards the total approach to road safety. In many ways it also 
seems to vindicate the work and suggestions of Cohen (1968), by 
implying that the major road accident problems are psychological, 
rather than engineering, in nature. Similarly it would seem that 
structural changes are only successful whilst they remain "unfamiliar'! 
with, as the saying goes, fniailierity breeding contempt. That is, 
whilst a new road or junction, or urbbn structure may in the short 
term lead to a reduction in road accidents, in the long term with 
an increased understanding of the new structure, the level of 
accidents may increase once more, simply as a human response to the 
improved, ' safer, environment. Therefore in the phraseology of 
Cohen, It would seen that in order to understand the road accident 
problem any further, one should be trying to understand the psycho- 
logical factors inherent within the "bio-robot"model with perhaps 
slightly less emphasis on the various engineering factors. 
The results of the various regression analyses besides emphasi. "- 
ing this humen dilem-ma, also pin-pointed two other major factors, 
which have a significcnt impact upon the level of rood accident 
casualties. Perhaps the more important of these two factors is the 
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importance of the police activity variables. The results obt fined 
for these variables positively show the significance of police action 
in maintaining or reducing road accident levels. Although it is 
difficult to indicate any single causal chain, it must be postulated 
that the imrortarice of police action is most useful as a simple 
deterrent to conscious disobedience of the various road safety 
(traffic) laws, and as such, should be : widely encourrged by all 
sectors of the community. 
The second major conclusion to be drsun from these regression 
models, which is strongly supported by the trend surface analyses, 
is the unquestionable importance of the degree of through traffic 
variable. In fact this latter analysis shows how in most instances, 
the importance of this variable is under-emphasised by the regression 
models. This can be shown by the fact that all the trend surfaces 
derived from the relevant regression residuals follow suite remark- 
ably the major road network systems of this country, whilst also 
indicating the further Justifi cation for better east-: rest transport 
communications. Similarly with reference to the time series Fnalysis, 
it would also seem that the importance of these improvements will 
be most noticeable in relation to the smaller "en route" towns 
which have not yet been provided i. ii th edec'uat. e. facili ties to deal 
with the present and future volumes of external traffic. Until such 
improvements are provided in these areas, these smaller tens would 
seem to be about to increase their road accident problem at a prop- 
ortionally faster rate than most of the larger urban areas, where 
it is possibly reasonable to postulate that come ecuilibrium, 
saturation level, is slowly being obtained. 
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A further conclusion to be dravn from this time series 
analysis, especially with reference to the new town areas, is 
that from the data and results obtained in this research, it 
would seem reasonable to postulate that the road accident system, 
as regards the structural. variables, is a homaeostatic system 
which is always trying to revert back to its equilibrium or steady 
state behaviour, following some structural fluctuations. If this 
is true then it would seem that some major change is necessary, 
probably in the psychological attitude of individuals, before any 
perncnent change in the road accident pattern can be achieved. 
Consequently it could seem that where any piece-meal improvements 
are operative, the benefits which have been achieved are, or will 
be of very marginal value. In respect of the new towns therefore, 
one should not look for large improvements in the level of road 
accidents, and road safety in general. Similarly although road 
safety is only one aspect of the aims of new town developments, 
from this point of view one must also place several reservations 
upon the actual success rates of these urban areas, end perhaps 
also further financial justification should be encouraged before 
any future new town areas are advocated. 
These then are the major conclusions to be drs n from this 
research although several other import¬nt results are argued within 
the relevant sections of the main text of this report. However, 
before terminating this report some cornet nt must briefly be made 
concerning the possible direction of future research. 
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11.2 FFUTUfif. FFSFIFC[i DF9ELOPT"iFITTS 
Because of the very nature of this research, as a basic 
introductory study, the lines of possible future research must be 
regarded as being of the utmost importance. As a result two 
possible general lines of progress are suggested here. 
The results of this research have continually indicated the 
importance of the human, psychological sub-system and the need 
for a greater understanding of the human being in respect to the 
motor vehicle. If systems analysis is therefore ultimately to be 
applied successfully to road accident analysis, it is obviously 
essential to open this sub-system and study the relationships 
between the various elements found within that sub-system. That is, 
one of the greatest needs at the present time is a better unc? erste. nd- 
ing of the human component in road accident causation. 
" The second major trend for future research, end perhaps 
the 
more importEnt as regards this present research, is the extension 
of the overview approach, to individual units. That is, so far it 
has only been possible to combine, or group urban areas according 
to their aggregate responses, end their overall variation. What 
is now needed is the individual study, in some depth, of the 
various individual urban areas which are shorn to be representr. tive 
of a certain group of urban areas. By this means the subjective 
approach no=tally used in selecting areas for detailed study, ern 
now be replaced by a more objective approach based on previous 
analysis end conputetion. However, it must once egrin be e^iphasised. 
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that before such analysis cen take piece, perhaps it would be 
useful to apply more sophisticated grouping techniques than those 
used in this analysis, probe--bly once again mgking use of multi- 
dimensional statistical techniques. 
Working along the same lines of thought, the results of the 
trend surface analyses also indicate urban areas (and in some cases 
regions) which shorn abnormal responses to specific sections of the 
road accident problem. Therefore once again it should be possible 
to take these individual areas and subject them to intense scrutiny 
as regards these specific problems. This should be done in order 
to discover the cause of these anomalies, rnd therefore perhaps 
understs"nd road accident inter-relationships more fully. 
A final possibility for füturP research is the extension of 
the study of the various noted relationships over time. This should 
be done by the extensive monitoring of accidents either at the local 
or national level, in order to obtain suit, ble temporal data .,, hich 
can be analysed -with greater confidence due to the smaller levels 
of error. The results of such work, extended over a longer period 
of time than used in this research, would give valuable information 
as regards the changing influence of various veriebles, and therefore 
more infc. raetion as to the type of n^ture of the road rccident syst^. m. 
In generz-1 therefore the suggestions m , -de her(- F, s regards Putt re 
resePrch include the furtl er collc ction of data, end the study of 
element inter-relr. tionthips, in order to understand the road accident 
problem sonewhet bett(-r, whilst at the sane time enabling the struct- 
uring of the road accident system. As firs been reiterfted on seven-1 
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occasions in this report, until such a situation ha, been rer ched, 
no degree of prediction or evaluation can be accepted with any 
degree of certainty, and road accident resecrch must rernrin within 
its present constraining limitations of piece-Weal, unscientific 
advancement. 
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APPIINI7Iä I 
THE TMIT CLASSIFICATION INDEX 
Appendix 1. THE TOWN CLASSIFICATION INDEX 
The derivation of the tcfn classification index has already 
been explained (page 113), and therefore the only important point 
to reiterate at this point is that the index is a compound variable 
consisting of the product of Haggett's shape index and Clark's 
network structure. Consequently this compound index enables one 
to observe the type of network system present within our existing 
urban areas. In order to extend this idea the T. C. I. variable 
was plotted against Haggett's shape index. (Fig. 12.1.1. ). 
As can be seen from this diagram the Haggett shape index can 
be divided into three regions: - 
1) 0.20 - 0.40 which can be said to tend towards linearity, 
2) 0.40 - 0.83 random. 
3) 0.83 - 1.00 which can be said to tend towards circularity. 
Similarly since Clark's work shows that the number of nearest 
neighbour points can indicate the kind of network structure, it 
also becomes possible to divide each of the afore-mentioned three 
groups (shape) into five further groups, according to the T. C. I. 
values. The limiting values for each of the network grids were: - 
1) Manhattan > 0.75 
2) Random 0.66 
3) Radial . 0.45 
and therefore the calculated T. C. I. limits for the shape group 
0.20 - 0.40 can be given as: - 
1) Manhattan 0.05 - 0.1050 
2) Random 0.0660 - 0.13$6 
Radial 0.1100 - 0.20 31 3) 
0 
w 
x 
ce 
it J ýb V 
ct 
3 
.4 It Ä 
41L 
PC 
t 
x 
Cc 
4 
h 
ý 
a 
ý 
e 
ý 
4ý 
Z ý2 
ý `I 
ý 
A 
MI ý 
ýý 
ý I, 
4 
1p n. 34 
ývö 
40 vjv 
II 
x "' 
N 
R 
cöö 
'X? 'dN7' NO/1 bJ/w/SSb-f 
,d N/YO1 
SI vi is  r 
ýý yý 
ýý c 
_ý(ý cC ac 
0i I- IN 
ae 
e ý 
ý 
0 
ö 
lö 
ýO 
r, 
0 
0 ý0 
0 
.3 v 
r0 
2 
6 
0 ý0 
FIG. 12.1.1. PLOT OF T. C. I. AGAINST HAGGETT'S SHAPE INDEX 
Correspondingly, when the towns are plotted upon this graph 
framework one is able to study these areas according to both their 
shape and kind of net ork structure (Fig. 12.1.1. ). 
The most obvious feature of this graph plot is the seemingly 
linear relationship, which is of little surprise, since it simply 
means that the shape of the urban area becomes more circular there 
is a positive tendency to develop a radial network system. However 
what is of more interest is the manner in which the network systems 
vary within each shape group. Thus within the lower shape group 
Southend has a distinct Manhattan grid whilst Manchester would seem 
to have a strong tendency towards a radial network. 
Within the middle shape range group, there is once again a 
wide divergence. Thus Crewe, Canterbury and York all have strong 
radial network systems 'whilst Swansea, Birmingham and Cambridge 
would seem to have Manhattan grid systems. 
Although this line of research is only marginal to the project 
reported here, it is suggested that as a descriptive device this 
index and method of representation could perhaps repay further 
investigation. 
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3 APPENDIX 
MULTIPLE RGPESSION RESULTS 
Y REGRESSION: TOTAL CASUALTIES. 
SIGNIF VARS. B. COEFFICIENT. STAND. ERROR. REGRESSION STATISTICS 
xo 779.09 
Y 804.43 
X1 1011.31 16.48 
S. D. 1015.21 
S. E. E. 123.32 
X2 -36.20 14.91 
R2 0.986 
X8 -26.67 14.25 F 827.25 
X10 -44.02 12.64 D. F. 8,91 E, 
a X15 -45.62 14.53 
X17 -92.94 21.23 
X18 -157.86 20.90 0 
H X19 -38.44 12.89 
4SIGNIF. VARS. B. COEFFICIENT STAND. ERROR REGRESSION STATISTICS 
xo 
787.37 
Y 787.37 
S,. D.. 1062.76 
X1 1012.61 20.25 
S. E. E. 200.63 
X4 -55.43 20.27 2 R 0.966 
X15 134.12 20.32 
F 670.71 
X19 -59.93 20.70 D. F. 4,95 H 
a 
M 
rn 
rn 
Y REGRESSION: TOTAL ACCIDENTS. 
SIGNIF VARS. B. COEFFICIENT STAND. ERROR. REGRESSION STATISTICS 
x 616.77 Y 636.72 o 
Xi 812.23 13.10 S. D. 808.17 
X2 -31.74 11.86 
S. E. E. 98.06 
R2 0.897 x8 -26.93 11.33 F 829.23 
X10 -32.58 10.05 D. F. 8,91 H 
X15 34.62 11.55 
X17 -68.53 16.88 w 
x X18 -135.06 16.62 
rn X19 -31.31 10.25 
, SIGNIF. VARS. B. COEFFICIENT STAND. ERROR REGRESSION STATISTICS 
X 622.46 Y 622.46 0 
S. D. 813.12 
x1 818.36 14.83 
S. E. E. 108.81 
X4 -28.41 11.13 
R2 0.983 
X7 20.46 11.30 
F 776.59 
X15 73.90 11.91 
U' D. F. 7,92 
N X17 -52.13 18.46 a 
X18 -1oo. 84 19.54 
X19 -40.91 11.54 
Y REGRESSION: TOTAL FATAL AND SERIOUS CASUALTIES. 
SIGNIF VARS. B.. COEFFICIENT. STAND. ERROR. REGRESSION STATISTICS 
X0 216.30 Y 223.75 
X1 278.74 S. D. 281.57 
S. E. E. 57.57 
x8 -12.82 5.77 
R2 0.956 
X9 14.32 7.12 
F 568.37 
X16 17.50 5.92 D. F. 4,95 
x 
0 
V- 011 
r-i 
1SIGNIF. VARS. B. COEFFICIENT STAND. ERROR REGRESSION STATISTICS 
Xo 212.09 Y 212.09 
S. D.. 279.09 
X1 283.91 8.46 
S. E. E. 65.77 
X7 14.60 6.73 2 R 0.947 
X17 23.54 8.31 
F 421.89 
X20 -16.51 6.67 "' D. F. 4,95 H 
all 
M 
I'D rn 
r-l 
Y REGRESSION: TOTAL PEDESTRIAN CASUALTIES. 
SIGNIF VARS. B. COEFFICIENT STAND. ERROR. REGRESSION STATISTICS 
x 284.39 Y 257.41 0 
X1 375.84 5.83 S. D. 369.55 
S. E. E. 41.69 
X3 -19.62 4.22 
R2 0.988 
X10 -12.78 4.25 F 1098.25 
X15 22.70 4.90 D. F. 7,92 H 
x16 -14.31 4.80 
X17 -11.97 6.92 
X18 -55.86 7.40 
0 
rn 
ZIGNIF. VARS. B. COEFFICIENT STAND. ERROR REGRESSION STATISTICS 
x0 233.61 Y 233.61 
S,. D.. 309.06 
x1 273.90 11.53 
S. E. E. 109.98 
X3 -22.29 12.08 2 
R 0.881 
X4 -19.65 11.20 
F 114.80 
x5 23.96 11.47 
D. F. 6,93 
H x16 46.17 11.71 
X19 -25.25 11.46 c 
rn 
C-' 
ri 
Y REGRESSION: TOTAL ACCIDENTS INVOLVING TUTOR CYCLES. 
SIGNIF VARS. B. COEFFICIENT STAND. ERROR. REGRESSION STATISTICS 
X 70.01 Y 72.80 0 
X1 73.20 3.93 S. D. 84.11 
S. E. E. 27.48 
X3 6.03 3.04 
R2 0.901 
X7 -8.99 3.95 F 119.34 
ca X15 18.02 3.27 D. F. 7,92 H 
X16 14.60 3.18 
X17 -24.54 4.52 
P4 X18 -12.58 4.93 
0 N rn 
H 
, SIGNIF. VARS. B. COEFFICIENT STAND. ERROR REGRESSION STATISTICS 
Xo 88.59 Y 
s D :. 80.01 
X1 37.90 6.13 
S. E. E. 47.58 
X9 12.25 5.05 2 R 0.671 
X15 10.97 5.11 
F 26.85 
X16 28.28 5.30 
ca D. F. 7,92 
H X17 -20.74 6.71 a 
X19 -12.18 4.94 to 
w X21 13.35 4.94 
Pi 
ON 
10 01 
Y REGRESSION: TOTAL ACCIDENTS INVOLVING PEDAL CYCLISTS.. 
SIGNIF VARS. B.. COEFF'ICIENT'. STAND. ERROR.. . REGRESSION STATISTICS 
xo 84.72 Y 86.73 
X1 35.99 8.29 S. D. 81.03 
S. E. E. 49.40 
X12 25.91 6.58 2 R 0.641 
X17 -15.96 7.55 F 42.58 
X21 19.48 4.98 D. F. 4,95 
0 
rn 
, SIGNIF. VARS. B. COEFFICIENT STAND. ERROR REGRESSION STATISTICS 
x Y 0 72.75 72.75 S,. D:. 79.33 
xi 61 . 10 
4.16 
S. E. E. 31-55 
x6 . 56 7 3.40 2 R 0.851 
X7 6.97 3.34 
F 88.82 
x16 22.29 3.46 
D. F. 6,93 
H X17 -13.97 4.46 
x19 -11.37 3.27 
rn 
10 rn 
Y REGRESSION: 'TOTAL DRIVER AND RIDER CASUALTIES. 
SIGNIF VARS. B. COEFFICIENT STAND. ERROR. REGRESSION STATISTICS 
X0 320.88 Y 329.04 
X1 346.39 10.65 S. D. 362.64 
S. E. E. 76.26 
X3 26.81 8.29 
R2 0.959 
X15 30.51 9.24 F 306.67 
X16 40.21 8.99 D. F. 7,92 
X17 -48.80 12.55 
x18 -36.09 13.73 
X19 -22.91 8.10' 
0 
m 
, SIGNIF. VARS. B. C. CEFFICIENT STAND. ERROR REGRESSION STATISTICS 
X0 308.78 
10, Y 
308.78 
S. D: 312.25 
x1 248.98 13.50 
S. E. E. 105.57 
x4 -19.88 10.87 2 R 0.893 
X9 23.53 10.82 
F 128.83 
X16 78.68 11.50 
V3 D. F. 6,93 
E-4 X17 -43.73 14.38 
X19 -41.75 10.91 
rn 
Y REGRESSION: TOTAL CHILD PEDESTRIAN CASUALTIES. 
SIGNIF VARS. B. COEFFICIENT STAND. ERROR. REGRESSION STATISTICS 
10 116.91 Y 120.75 
X1 178.24 437 S. D. 117.06 
S. E. E. 33.01 
x10 -6.99 3.33 2 R 0.967 
X13 11.49 3.35 F 459.27 
X15 12.55 3.81 D. F. 6,93 H 
X17 -12.75 5.39 
ca x18 -33.22 5.53 w 
x 
0 
rn 
r1 
SIGNIF. VARS. B. COEFFICIENT STAND. ERROR REGRESSION STATISTICS 
x0 109.93 Y 109.93 
S. D.. 151 . 19 X1 131.15 6.12 
S. E. E. 60.92 
x14 15.97 6.23 
R2 0.850 
X15 14.45 6.23 
F 106.63 
X16 25.46 6.11 D. F. 5,94 a X19 -11.95 6.22 
110 rn 
Y REGRESSION: TOTAL YOUNG DRIVER AND ' RIDER- . CASUALTIES.. 
SIGNIF VARS. B.. COEFFICIENT_- STAND. ERROR. REGRESSION STATISTICS 
X0 16o. 4o y 166. o4 
x1 175.20 6.66 
S. D. 180.16 
S. E. E. 46.56 
X3 16.35 5.15 2 
R 0.938 
X7 -14.38 6.69 F 198.61 
X15 12.89 5.54 D. F. 7,92 
X16 26.94 5.39 
X17 -22.23 7.66 
X18 -18.57 8.35 
0 
rn 
, SIGNIF. VARS. B. COEFFICIENT STAND. ERROR REGRESSION STATISTICS 
X0 
163.30 
Y 
163.30 
S,. D. 164.51 
x1 138.71 7.70 
S. E. E. 57.61 
X3 11.01 6.24 2 R 0.885 
X9 12.66 5.85 
F 119.06 
X16 26.94 5.39 
D. F. 6: 93 
H x17 -22.23 7.66 
X19 -20.57 
' 5.89 
P., 
rn H 
Y REGRESSION: TOTAL JUNCTION ACCIDENTS. 
SIGNIF VARS. B. COEFFICIENT STAND. ERROR. REGRESSION STATISTICS 
xo 413.68 Y 431.16 
X1 484.77 15.82 S. D. 557.98 
S. E. E. 115.62 
X2 -53.62 14.31 
R2 0.961 
x8 -35.92 14.72 F 241.24 
X9 43.02 17.31 D. F. 9,88 H 
a X10 -32.95 11.93 
X15 147.37 13.73 
x16 77.91 13.49 
0 
X17 -122.40 19.75 
X19 -32.70 12.88 
ZIGNIF. VARS. B. COEFFICIENT STAND. ERROR REGRESSION STATISTICS 
Xo 434.63 Y 437.42 
S. D.. 629.55 
x1 593.78 10.41 
S. E. E. 10 2.83 
x4 -28.34 10.39 2 R 0.974 
X15 112.58 10.43 
F 885.60 
x19 -23.27 10.64 D. F. 4,95 H 
ca 
w 
W4 
M ID rn 
H 
"Y REGRESSION: TOTAL 
ACCIDENTS AT PEDESTRIAN CROSSINGS. 
SIGNIF VARS. B.. COEFFICIENT STAND. ERROR. REGRESSION STATISTICS 
x 18.59 Y 18.93 o 
X1 29.57 E. D. S. D. 33.81 
S. E. E. 12.12 
X12 3.56 2.12 
R2 0.878 
X16 -4-79 1.56 F 127.05 
X17 -5.77 2.26 D. F. 5,88 H 
X18 -9.49 2.06 
P4 
0 
r rn 
H 
ZIGNIF. VARS. B. COEFFICIENT STAND. ERROR REGRESSION STATISTICS 
xo 15.68 
5. D-'. 24.53 
X1 21.17 1.09 
S. E. E. 10.67 
X16 2.72 1.12 2 R 0.817 
X19 -3.22 1.09 
F 138.28 
D. F. 3,93 
H 
a 
rn 
rn 
Y REGRESSION: TOTAL ACCIDENTS. DUE TO A TURNING MOVEMENT. 
SIGNIF VARS. B. COEFFICIENT STAND. ERROR. REGRESSION STATISTICS 
Xo 148.53 Y 156.42 
x1 118.57 5.83 S. D. 145.77 
S. E. E. 45.82 
X8 -9.27 4.69 2 R 0.907 
x16 48.50 4.77 F 163.32 
X17 -13.79 5.01 D. F. 5,84 H 
X19 -12.54 6.28 
t 
W 
x 
0 
rn 
: SIGNIF. VARS. B. COEFFICIENT STAND. ERROR REGRESSION STATISTICS 
Ro 147.96 157.67 
sYD: 1 
xi 110.87 7.23 S. E. E. 56.16 
x4 -12.61 6.09 2 R 0.865 
X9 16.95 6. o4 
F 88.87 
X16 43.09 6.27 
D. F. 6,83 
X17 -19.59 7.81 
X19 -11.25 5.82 
m 
10 C3"% H 
Y REGRESSION: TOTAL ACCIDENTS AT ROUNDABOUTS. 
SIGNIF VARS. B. COEFFICIENT. STAND. ERROR. REGRESSION STATISTICS 
x0 20.41 Y 21. o6 
Al 27.21 1.31 S. D. 26.72 
S. E. E. 10.54 
X15 -2.65 1.19 
R2 0.851 
X18 -7.96 1.48 F 132.66 
X21 3.38 1. o6 D. F. 4,93 H 
vS 
0 
rn 
H 
SIGNIF. VARS. B. COEFFICIENT STAND. ERROR REGRESSION STATISTICS 
x0 20.16 
Y 20.29 
S. Dý. 28.89 
X1 30.42 1.42 
S. E. E. 10.64 
X3 4.51 1.45 2 R 0.870 
x14 2.34 1.38 
F 155.81 
X18 -6.24 1.41 U3 D. F. 4293 
E-4 
c 
ON 
10 rn 
Y 
H 
ý 
w 
0 ý rn 
ri 
V3 
H 
a 
ý: D 
co 
w 
a; 
rn 
ý dl 
r-i 
I 
REGRESSION: TOTAL ACCIDENTS AT T JUNCTIONS. 
SIGNIF VARS. 
x 0 
X1 
X1o 
X15 
X16 
X17 
X19 
B. COEFFICIENT. 
219.88 
245.3+ 
-20.96 
34.94 
39.16 
-18.78 
-17.63 
B. COEFFICIENT 
STAND. EIBOR. 
7.89 
6.26 
6.79 
6.72 
9.12 
6.53 
. REGRESSION 
i 
Y 
S. D. 
S. E. E. 
R2 
F 
D. F. 
ZIGNIF. VARS. 
x 0 
X1 
x4 
X15 
X16 
X17 
X19 
STAND. ERROR 
220.90 
240.40 9.19 
-23.76 7.2# 
46.78 7.50 
32.29 7.89 
-24.35 10.01 
-24.21 7.46 
REGRESSION 
. I- Y 
S.. Dý . 
S. E. E. 
R2 
F 
D. F. 
STATISTICS 
227.86 
269.18 
61.82 
0.950 
291.37 
6,91 
STATISTICS 
220.01 
277.78 
70"97 
0.939 
232.50 
6,91 
l 
Y REGRESSION: TOTAL ACCIDENTS AT Y JUNCTIONS. 
SIGNIF VARS. B.. COEFFICIENT. STAND. ERROR. REGRESSION STATISTICS 
X 13-74 
Y 14.30 
0 
X1 15.29 1.06 S. D. 19.90 
S. E. E. 10.48 
X15 -1.80 1.05 2 R 0.731 
X19 -3.96 1.08 F 85.18 
EA D. F. 3,94 H 
0 
N rn 
'SIGNIF. VARS. B. COEFFICIENT STAND. ERROR REGRESSION STATISTICS 
x0 14.09 Y 14.24 
s. Dý 18.37 
X1 15.54 0.81 
S. E. E. 8.01 
x6 2.33 0.89 2 R 0.820 
X15 -3.02 0.90 F 98.39 
x19 -2.69 0.82 D. F. 4,93 
EA X21 -1.91 0.81 
rn 
110 0 
Y REGRESSION: TOTAL ACCIDENTS AT X JUNCTIONS. 
SIGNIF VARS. B.. COEFFICIENT.. STAND. ERROR. REGRESSION STATISTICS 
X 117.95 Y 124.10 o 
X1 174.71 6.21 
s. D. 209.16 
S. E. E. 46.63 
X2 -16.63 5.05 R2 0.954 
X10 -12.81 4.75 F 265.99 
X15 64.73 5.45 D. F. 7,90 H 
X17 -48.28 8.00 
x18 -18.29 7.93 
X19 -11.01 
4.89 
0 
r- rn 
H 
SIGNIF. VARS. B. COEFFICIENT STAND. ERROR REGRESSION STATISTICS 
x0 126.17 Y 127.32 
S. D.. 224.44 
X1 201.05 6.82 
S. E. E. 48.4o 
X2 -15.24 5.24 2 R 0.957 
x4 -12.58 4.97 F 249.59 
X15 50.46 5.61 D. F. 8,89 
H X16 -18.24 5.74 a 
ca X17 -30.10 8.56 
w x18 -27.54 9.32 C4 
X19 -13.83 5.21 
SIGNIF VARS. 
X 
0 
Xi 
X15 
X18 
, SIGNIF. VARS. 
x1 
X15 
X18 
B. COEFFICIENT. 
281.72 
387.13 
22.27 
-42.69 
14.02 
B. COEFFICIENT 
7.90 
7.18 
8.93 
6.42 
STAND. ERROR 
286.71 
389.57 7.78 
38.01 6.40 
-31.30 8.08 
15.39 6.01 
S. D. 
S. E. E. 
R2 
REGRESSION 
V 
1 286.71 
382.05 
S. E. E. 59.73 
R2 0.977 
F 988.69 
D. F. 4,95 
Y REGRESSION: TOTAL ACCIDENTS ON CLASSIFIED, ROADS. 
SIGNIF VARS. B.. COEFFICIENT. STAND. ERROR. REGRESSION STATISTICS 
X 335.24 Y 347.63 0 
X1 372.48 16.29 S. D. 440.91 
S. E. E. 129.03 
x2 -27.24 13.34 R2 0.921 
X15 107.31 13.77 F 220.11 
X16 50.56 13.54 D. F. 5,94 H 
X17 -86.98 19.33 
0 
N rn 
ZIGNIF. VARS. B. COEFFICIENT STAND. ERROR REGRESSION STATISTICS 
X0 
335.75 Y 335.75 
S.. D.. 441 . oo 
x1 431.05 13.79 
S. E. E. 101.18 
x4 -25.27 10.35 2 R 0.951 
X7 21.04 10.51 
F 255.55 
X15 37.20 11.08 
D. F. 7,92 
N X17 -41.6o 17.15 a 
X18 -62.10 18.17 to 
X19 -35.76 10.73 
10 
Y REGRESSION: TOTAL CASUALTIES. PER THOUSAND . POPULATION. 
SIGNI-F VARS. B. -COEFFICIENT". 
STAND. ERROR. REGRESSION . 
STATISTICS 
X 5.68 Y 5074 o 
X3 0.167 0.099 S. D. 1.102 
S. E. E. 0.952 
X7 -0.416 0.130 2 R 0.292 
X9 -0.292 0.105 F 7.70 
X16 0.222 0.109 D. F. 5,9 
H 
X18 0.279 0.117 
to 
w 
0 
cl- rn 
. SIGNIF. VARS. B. COEFFICIENT STAND. ERROR REGRESSION STATISTICS 
x0 5.560 Y 5.560 
S. D.. 1.234 
X3 0.336 0.108 
S. E. E. 0978 
X4 -0.225 0.102 2 
R 0.416 
X5 -0.306 0.105 F 9.357 
X6 0.244 0.109 
D. F. 6,93 
a X9 0.183 0.102 
X12 0.344 0.115 
X18 0334 0.114 
0t 
H 
Y REGRESSION: TOTAL ACCIDENTS . PER 
THOUSAND POPULATION.. 
SIGNIF VARS. B. COEFFICIENT. STAND. ERROR. REGRESSION STATISTICS 
x 4.466 Y 4.492 o 
X5 -0.205 0.082 
S. D. 0.897 
S. E. E. 0.775 
" xg -0.216 
0.088 
R2 0.285 
X16 0.211 0.088 F 9.475 
X18 0.226 0.093 D. F. 4,95 
t 
0 
C a' 
'SIGNIF. VARS. B. COEFFICIENT STAND. ERROR REGRESSION STATISTICS 
xO 4.417 Y 4.417 
S,. D ý. 0.9 64 
x5 -0.184 0.083 S. E. E. 0.806 
X12 0.226 0.090 2 
R 0.362 
X13 -0.196 0.082 
F 10.65 
X19 -0.188 0.083 D. F. 5,94 
N X21 0.193 0.083 
Co 
a. 
AID a. 
Y REGRESSION: TOTAL FATAL AND SERIOUS CASUALTIES PER THOUS. POP. 
SIGNIF VARS. B.. COEFFICIENT. STAND. ERROR. REGRESSION . 
STATISTICS 
X0 1.577 Y 1.585 
X18 0.181 0.050 S. D. 0.530 
S. E. E. 0.490 
X21 0.108 0.050 
R2 0.162 
F 9.406 
D. F. 2,97 
ra 
O 
rn 
rl 
1SIGNIF. VARS. B. COEFFICIENT STAND. ERROR REGRESSION STATISTICS 
x0 1.512 Y 1.512 
S. D.. 0.561 
X7 0.115 0.051 
S. E. E. 0.449 
X18 0.190 0.050 2 
R 0.232 
X21 0.132 0.051 
F 9.663 
E D. F. 3,96 H 
a 
ca 
w 
C4 
rn 
ko rn 
REGRESSION: CASUALTY RATE PER MILLION VEHICLE MILES. 
H 
w 
0 
ý rn ý 
v] 
H 
tt2 
w 
0.4 
rn 
rn 
r-i 
SIGNIF VARS. 
x 
0 
X1 
X5 
X1o 
X12 
X15 
X16 
X18 
X22 
, SIGNIF. VARS. 
x 0 
x1 
x4 
x16 
X18 
X21 
X22 
k 
B. COEFFICIENT. 
18.83 
-8.02 
1.70 
-2.47 
5.44 
-2.61 
-9.33 
-x+. 56 
3.96 
B. CDEFFICITsNT 
STAND. ERROR. . REGRESSION 
.1 Y 
1.19 
0.71 
0.64 
1.79 
1.03 
0.97 
1.02 
S. D. 
S. E. E. 
R2 
F 
D. F. 
STATISTICS 
18.48 
13.14 
6.38 
0.784 
41.23 
8,91 
1.15 
STAND. ERROR REGRESSION STATISTICS 
18.99 
-3.58 1.21 
-2.46 0.86 
-7.29 1.01 
-6.25 1.22 
-1.87 0.89 
4.68 1.00 
i 
Y 
18.99 
14.91 
S. E. E. 8.49 
R2 0.694 
F 35.39 
D. F. 6,93 
Y . REGRESSION: ACCIDENT RATE PER MILLION 
VEHICLE MILES, 
SIGNIF VARS. B.. COEFFICIENT. STAND. ERROR. REGRESSION STATISTICS 
x 14.89 Y 14.47 O 
x1 -4.17 0.78 S. D. 10.45 
S. E. E. 5.67 
X10 -1.94 0.56 
R2 0.739 
X11 -1.47 0.61 F 37.30 
EA x14 -1.59 0.61 D. F. 7,92 H 
X16 -5.74 0.80 
x18 -3.80 0.80 
X22 1.99 0.67 
0 ti rn 
, SIGNIF. VARS. B. COEFFICIENT STAND. ERROR REGRESSION STATISTICS 
XO 14.53 - 
Y 14.53 
S. D.. 9.88 
x1 -3.40 0.69 
x4 
S. E. E. 4.79 
-2.46 0.61 
R2 0.779 X11 
-1.10 0.62 
x16 -5.58 0.51 
F 54.64 
H X18 -3.89 0.69 
D. F. 6,93 
a 
X22 1.89 0.55 ca 
rn 
I'D rn H 
Y REGRESSION: FATAL AND SERIOUS CAS. RATE PER MILLION VEH/MILES. 
SIGNIF VARS. B.. COEFFICIENT- STAND. ERROR. REGRESSION STATISTICS 
X0 5.31 Y 5.21 
xi -1.45 0.4o S. D. 4.41 
" S. E. E. 2.89 
X10 -0.82 0.29 
R2 0.594 
X16 -2.07 0.34 F 4 
X18 -1.25 o. 41 D. F. 
4 
5,9 H 
64 X22 1.17 0.34 
CO 
0 
N rn 
-SIGNIF. VARS. B. CDEFFICIENT STAND. ERROR REGRESSION STATISTICS 
xo 
5.08 
. 01 
Y 5.08 
S,. Dý . 4. o8 X1 -1.28 0.36 
S. E. E. 2.54 X4 
-0.85 0.26 R2 0.634 X16 
-2.01 0.30 
X18 F 32.54 -1.19 0.37 D. F. 5,94 
H X22 1.00 0.29 
CO 
M 
rn '0 
01 
Y REGRESSION: FATAL AND SERIOUS CASUALTIES, /TOTAL CASUALTIES. 
SIGNIF VARS. B. COEFFICIENT. STAND. ERROR. -REGRESSION STATISTICS 
X 0.276 Y 0.276 0 
X15 -0.018 0.007 
S. D. 0.077 
S. E. E. 0.075 
R2 0.059 
F 6.156 
D. F. 1,98 H 
0 r- rn 
, SIGNIF. VARS. B. COEFFICIENT STAND. ERROR REGRESSION STATISTICS 
x Y 
o 0.272 0.272 
S.. D.. 0.081 
X22 0.199 0.007 
S. E. E. 0.078 
R2 0.071 
F 7.447 
`° D. F. 1,98 
rn 
Y REGRESSION: CHILD PED. CAS. /TOTAL PEDESý[RIAN CASUALTIES. 
SIGNIF VARS. B. COEFFICIENT- STAND. ERROR. REGRESSION STATISTICS 
% o. 484 Y 0.475 0 
X2 0.036 0.01 S. D. 0.099 
S. E. E. 0.066 
X6 -0.022 0.01 
R2 0.589 
X7 0.058 0.01 F 22.22 
x8 . 0.032 0.01 D. F. 
6,93 
X9 0.021 0.01 
X13 0.027 0.01 
0 r- rn 
SIGNIF. VARS. B. COEFFICIENT STAND. ERROR REGRESSION STATISTICS 
xo 0.470 
ý Y 0.470 
s,. n:. 0.103 
X5 0.046 0.008 
S. E. E. 0.076 
X2 0.035 0.010 2 R 0.476 x9 -0.042 0.009 
x14 0.024 0.008 
F 21.57 
D. F. 4,95 H 
ca 
w 
x 
aý 
rn ý 
Y nESSION: YOUNG DRIVER AND RIDER CAS. 
/TOTAL DR. AND RID. CAS. REG 
SIGNIF VARS. B. COEFFICIENT. STAND. ERROR. REGRESSION STATISTICS 
x 0.504 Y 0.505 o 
X5 -0.024 0.006 S. D. 0.064 S. E. E. 0.059 
X99 0.015 0.006 
. R2 0.202 
x14 0.011 0. UO6 
F 6.000 
X21 0.012 U. 0U6 D. F. 4,95 EH 
ar 
0 
r- 
01 
ý " 
SIGNIF. VARS. B. CDEFFICIENT STAND. ERROR REGRESSION STATISTICS 
Xo 0.527 Y 0.527 
S,. D:. U. o83 
X5 -0.023 0.008 
X6 
S. E. E. 0.079 
U. U15 0.008 
R2 0.121 
F 6.676 
D. F. 2,97 
rn 
rn 
` 
I REGRESSION: TOTAL TURNING ACCIDENTS/TOTAL. ACCIDEN'PS. . 
SIGNIF VARS. B.. COEFFICIENT. STAND. EEROR. REGRESSION STATISTICS 
x 0.269 0.273 0 
Xi -0.033 0.006 
S. D. 0.075 
S. E. E. 0.058 
X5 -0.020 0.006 
R2 0.408 
X21 0.032 0.008 
F 19.736 
ý D. F. 3,86 H 
0 N rn 
ý 
, SIGNIF. VARS. B. CDEFFICIENT STAND. ERROR REGRESSION STATISTICS 
x 
0.274 I 0.279 
S,. D-.. 0.078 
X1 
-0.034 0.007 S. E. E. 0.061 
X3 0.021 0.007 2 4 R 0. 30 X9 0.011 0.007 
F 12.660 X21 0.026 0.009 
D. F. 5,8ý E' X22 -0.015 0.007 
rn 
ý rn 
y REGRESSION; TOTAL ACCIDS. AT PED. CROSSINGS/TOTAL ACCIDENTS. 
SIGNIF VARS. B. COEFFICIENT.. STAND. ERROR. REGRESSION STATISTICS 
xo 0.027 y 0.028 
X6 0.007 0.004 S. D. o. o4U 
S. E. E. 0.035 
X9 0.010 o. oo4 
R2 0.262 
X1U -0.008 U. UU4 F 6.461 
H Xil U. U14 U. U04 D. F. 5: 91 
X17 -0.017 0.004 
ON 
SIGNIF. VARS. B. COEFFICIENT STAND. ERROR REGRESSION STATISTICS 
X y 
0 0.020 0.019 
S.. D:. 0.016 
X1 0.003 0.002 
S. E. E. 0. U14 
X16 o. UU6 0.002 2 R 0.240 
X18 U. oo4 0.002 
F 7.245 X21 
-0.003 0.001 v3 D. F. 4,92 H 
a 
:D 
ca 
w 
M 
rn 
rn 
r-1 
Y REGRESSION: 'DOTAL ACCS. ON UNCLASSIFIED ROADS/MILE UNCLASS. ROAD. 
SIGNIF VARS. B. COEFFICIENT. STAND. ERROR. REGRESSION STATISTICS 
X 1.694 Y 1.696 0 
Xi 0.272 0.050 S. D. 0.607 
S. E. E. 0.47 
X11 -0.095 0.050 2 R 0.414 
X16 0.159 0.050 F 16.745 
X21 0.210 0.050 D. F. 4,95 H 
c 
P4 
0 N rn 
1SIGNIF. VARS. B. COEFFICIENT STAND. ERROR REGRESSION STATISTICS 
%o 
1.665 Y 1.664 
S,. D.. 0.623 X3 0.123 0.062 
S. E. E. 0.411 
X5 0.107 0.046 
R2 0.600 
XS 0.517 0.073 
X14 0.165 0.054 
F 17.067 
D. F. 1 8,9 &4 X16 0.089 0.051 
X18 0.130 0.046 
as 
X21 0.191 0.049 
m X22 0.256 0.067 
rn 
r 
Y REGRESSION: TOTAL ACCIDENTS, ON CLASS. RDS. 
/MILE OF CLASS. RDS. 
SIGNIF VARS. B. COEFFICIENT-. STAND. ERROR. REGRESSION STATISTICS 
X 7.72 Y 7.75 0 
X5 0.829 0.290 S. D. 3.22 
S. E. E. 2.64 
X12 2.882 0.490 
R2 0.356 
X18 0.661 0.280 
F 13.13 
X22 1.289 0.470 D. F. 4,94 H 
x 
0 
rn 
, SIGNIF. VARS. B. COEFFICIENT STAND. ERROR REGRESSION STATISTICS 
0 7.465 Y 7.465 
S,. D .. 3.220 
X4 -0.507 0.262 S. E. E. 2.600 
X7 0.471 0.272 2 
X8 2.797 0.422 
R 0.372 
F 14. x44 X22 1.260 0.388 
D. F. 4,95 E-4 
CO 
x 
10 0 
Y REGRESSION: TOTAL F. DUNv'D. ACCIDENTS/TOTAL- JUNCTION ACCIDENTS. 
SIGNIF VARS. B. COEFFICIENT. STAND. E$ROR.. . REGRESSION STATISTICS 
Xo 0.053 Y 0.051 
X6 -0.007 0.003 
s. D. 0.037 
S. E. E. 0.032 
X7 0.011 0. UU4 
R2 0.259 
X8 -0.009 0 . 003 F 8.134 
X21 0.012 0.003 D. F. 4,93 H 
-o ti rn 
ý 
, SIGNIF. VARS. B. COEFFICIENT STAND. ERROR REGRESSION STATISTICS 
xo 0.047 Y 0.047 
S,. D: . 0.034 X5 0.010 0.003 
S. E. E. U. U31 X6 
-0.006 0.003 2 R 0.216 X9 0.009 U. UU4 
F 6.415 X21 0-()07 0 . 003 
D. F. 4 293 . 
:n 
rn 
w 
rn 
rn ý . 
Y JtzNC^I(-)N ACCIDENTS. REGRESSION: TOTAL T JU14CTION ACCIDS., /'T'r)`ýAT, 
SIGNIF VARS. B. COEFFICIENT. STAND. ERROR. REGRESSION STATISTICS 
x 0.582 Y 0.574 o 
X1 -0.039 0.010 
S. D. 0.101 
S. E. E. 0.083 
X7 0.052 0.010 
R2 0.348 
X16 -0.022 0.010 F 12.420 
X21 -0.019 o. oo8 D. F. 4,93 H 
ý 
0 t- rn 
ZIGNIF. VARS. B. C. OEFFICIENT STAND. ERROR REGRESSION STATISTICS 
X Y o 0.552 0.552 
S,. D: S. D. 0.093 X1 -0.028 0. o08 
x4 
S. E. E. 0.075 
-0.014 U. oU8 
R2 0.377 X5 0.039 o. o08 
F 14.081 
X10 0.013 0.008 
D. F. 4,93 H 
ý 
ý 
rn ' 
rn ý . 
700 
Y 
ca 
w 
04 
0 
r- 
ON 
r-4 
V3 
H 
CO 
w 
04 
Oll 
rn 
ý 
i 
REGRESSION: 'T'f-'TAL Y JUNCTION ACCIDS. 
/TG1AL JUNCTION ACCIDENTS. 
SIGNIF VARS. B. COEFFICIENT. STAND. ERROR. 
a 
STATISTICS 
x 
0 
X? 
X12 
X11} 
'SIGNIF. VARS. 
0.037 
-0.007 
-0.007 
0.009 
B. COEFFICIENT 
xo 1 0.037 
0.003 
0.002 
0.003 
STAND. ERROR 
X2 -0.007 0.002 
X5 -0.007 0.002 
X8 -0.007 0.002 
X10 0.008 0.002 
X21 -0.004 0.002 
. REGRESSION 
i 
Y 
S. D. 
S. E. E. 
R2 
F 
D. F. 
REGRESSION 
Y 
S,. D.. 
S. E. E. 
R2 
F 
D. F. 
0.038 
0.028 
0. U27 
0.131 
4 . 705 3ý94 
STATISTICS 
0.038 
0.022 
0.019 
0.285 
7.329 
5ý92 
l 
Y REMESSION: TOTAL X JUIXTIOt, ACCIDS. /TOTAL JUNCTION ACCIDEN'T'S. 
SIGNIF VARS. B. COEFFICIENT. STAND. EBROR. REGRESSION STATISTICS 
ä 0.219 Y 0.227 
x1 0.023 0.008 S. D. 0.098 
S. E. E. 0.069 
X2 -0.014 0.1008 
R2 0.544 
X6 0.018 0.008 
F 15.330 
H X7 -0.033 0.010 D. F. 7: 90 
A X9 -0.017 0.009 
X11 0.018 0.008 W 
9 X12 0.030 0.009 
0 N 
rn ý 
-SIGNIF. VARS. B. COEFFICIENT STAND. ERROR REGRESSION STATISTICS 
x 
0.242 
ý Y 
0.242 
S,. D :. 0.100 
X1 0.024 0.008 
X5 
S. E. E. 0.077 
-0.035 0.008 2 
R 0.430 X10 
" -0.028 0.008 
X22 F 17.506 
N -0.022 0.007 
N D. F. 4,93 
ý 
rn 
rn 
Y REGRESSION: TOTAL PED. CASUALTIES PER THOUSAND POPULATION. 
SIGNIF VARS. B. COEFFICIENT STAND. ERROR. REGRESSION STATISTICS 
Xo 1.644 Y 1.666 
xi 0.112 o. o4o 
S. D. o. 444 
S. E. E. 0.278 
X3 -0.131 0.030 2 R 0.640 
X7 -0.137 0.040 F 20.184 El xi o -0.056 0.030 D. F. 8,91 H 
X11 -0.106 0.030 
X16 0.098 0.030 
x18 0.092 o. 04o 
0 
rn X22 -0.128 0.040 
ZIGNIF. VARS. B. COEFFICIENT STAND. ERROR REGRESSION STATISTICS 
x Y o 1.580 1.580 
S. D. : 0.459 X7 0.061 0.035 
X8 S. E. E. 0.332 0.112 0.041 2 R 
X14 0.172 0.035 
0.508 
X16 0.161 0.040 
F 15.995 
D. F. 6,93 H x18 0.144 0.037 a 
X19 -0.076 0.036 ca 
rn 
10 rn 
y REGRESSION: WTAL PEDESTRIAN CASUALTIES/_' DTAL CASUALTIES. 
SIGNIF VARS. B. COEFFICIENT STAND. ERROR. REGRESSION STATISTICS 
x 0.291 . oo y 0.292 o 
X3 -0.033 0.010 
S. D. 0.068 
S. E. E. 0.045 
X11 -0.010 0.005 
R2 0.581 
X12 0.019 0.005 
F 32.915 
X21 -0.012 0.005 D. F. 4,95 H 
0 
rn 
1SIGNIF. VARS. B. COEFFICIENT STAND. ERROR REGRESSION STATISTICS 
ö 
0.287 y 0.287 
S,. D: " 0.072 X3 -0.027 0.006 
S. E. E. 0.051 
X10 0.020 0.005 
R2 
X16 0.511 0.021 0.005 
F 24.770 X21 
-0.018 0.006 
D. F. 4,95 H 
P., 
rn 
rn 
I REGRESSION: TOTAL P/CYCLE ACCIDS. /PER THOUS. P/CYCLE WORK TRIP 
SIGNIF VARS. B. COEFFICIENT. STAND. ERROR. REGRESSION STATISTICS 
31.01 I 31.059 
X3 -5.09 2.07 
S. D. 22.740 
S. E. E. 17.974 
. x4 -4.15 1.79 g2 0.407 
X5 4.24 1.94 F 12.890 
X15 -7.90 1.8o D. F. 5,94 
X21 -7.28 2.00 
W 
C4 
0 
N rn 
rl 
SIGNIF. VARS. B. COEFFICIENT STAND. ERROR REGRESSION STATISTICS 
Xo 31.28 I 31.280 
S,. D . 23.710 x1o 3.90 1.939 
S. E. E. 19.140 X15 
-11.60 2.136 
X21 -8.31 1.984 
R2 0.375 
X22 
-5.91 2.051 
F 14.251 
H D. F. 4,95 
uý 
'o 
rn 
Y REGRESSION: TOTAL PEDESTRIAN CAS. PER HU1 DRED WALK WORK TRIPS. 
SIGNIF VARS. B. COEFFICIENT.. STAND. ERROR. REGRESSION STATISTICS 
X 1.908 I 1.918 0 
X1 0.309 0.060 s. D" 0.686 
S. E. E. 0.450 
X2 -0.111 0.050 2 R 0.599 
X4 -0.093 0.050 F 19.667 
X5 0.090 0.050 D. F. 7,92 H 
X6 -0.106 0.050 
X16 0.322 0.050 
X17 -0.196 0.050 
0 
N ON 
rl 
-SIGNIF. VARS. B. COEFFICIENT STAND. ERROR REGRESSION STATISTICS 
Xo 
1.806 Y 1.806 
S. D. o. 661 
X1 0.227 0.066 
X6 
S. E. E. 0.503 
-0.104 0.054 2 
X16 0.330 0.054 
R 0.449 
X17 
-0.146 0.071 
F 15.322 
c' 
E' X21 0.087 0.051 
D. F. 5,94 
c 
m 
rn 
Y REGRESSION: TOTAL PEDAL CYCLE ACCID'-'I, dTS/TOTAL ACCIDENTS. 
SIGNIF VARS. B. COEFFICIENT. STAND. ERROR. REGRESSION STATISTICS 
%o U. 180 Y U. 180 
X1 -0.045 0.010 
S. D. 0.115 
S. E. E. U. U98 
X5 -0.022 0.010 
R2 0.302 
X16 -0.017 0.010 F 10.250 
X21 0.042 0.010 D. F. 4,95 H 
oe 
0 
rn 
H 
SIGNIF. VARS. B. CDEFFICIENT STAND. ERROR REGRESSION STATISTICS 
xo 0.187 
Y 
0.187 
S. D.. 0.117 
Xl -U . 040 09010 S. E. E. 0.1U2 
X21 U. 043 0.010 2 R 0.248 
F 15.965 
ý 
H D. F. 2j, 97 
P., 
rn 
rn 
Y REGRESSION: TOTAL 1, IYTOR CYCLE ACCIDENTS/TOTAL ACCIDENTS. 
SIGNIF VARS. B. COEFFICIENT. STAND. ERROR.. . REGRESSION STATISTICS 
X0 0.121 Y 0.123 
X3 0.015 0.004 S. D. 0.042 
S. E. E. 0.036 
x4 0.007 o. oo4 
R2 0.301 
X5 -0.014 o. oo4 F 9.200 
x6 0.007 0.004 D. F. 4,95 H 
6.4 X7 -0.009 0.005 
vi 
w 
0 
N rn 
-SIGNIF. VARS. B. COEFFICIENT STAND. ERROR REGRESSION STATISTICS 
R Y 
C 0.127 0.127 
S,. Dý. 0.043 X1 
-0.018 0.005 
S. E. E. 0.038 
X5 
-0.010 0.005 
R2 
X6 0.011 0. oo4 
0.277 
X17 
-0.009 0.005 
F 5.932 
N D. F. 6,93 X19 -0.007 o. oo4 A 
X21 0.010 0.004 
c 
w 
10 0, 
t" 
Y REGRESSION: DOTAL DRIVER AND RIDER 'CAS. PER. MILLION VEH/MILES. 
SIGNIF VARS. B.. COEFFICIENT. STAND. ERROR. REGRESSION STATISTICS 
1 8.92 Y 8.726 0 
x1 -2.36 0.52 
S. D. 6.770 
S. E. E. 3.712 
X3 0.69 0.41 
R2 0.718 
X10 -1.03 0.37 F 39.380 
x16 -3.50 044 D. F. 6,93 
X18 -2.43 0.53 
X22 1.60 0.45 
0 
N rn 
rl 
SIGNIF. VARS. B. COEFFICIENT STAND. ERROR REGRESSION STATISTICS 
Xo 8.62 Y 8.620 
S,. D:. 6.430 
X1 -2.93 0.613 S. E. E. 3.240 X3 1.36 0.301 
R2 0.772 
x4 -1.80 0.421 
F 30. U4U 
x6 0.710 0.394 
D. F. 10,89 
H X8 2.44 0.889 a 
X11 -0.99 0.430 rn 
X15 -1.36 0.580 
T X16 -4.19 0.541 
X18 -2.21 0.509 
X22 1.86 0.507 
Y REGRESSION: TOTAL DRIVER AND RIDER'CASUALTýESITOTAL CASUALTIES. 
SIGNIF VARS. B. _COEFFZCIENT. 
- STAND. ERROR. . REGRESSION STATISTICS 
X 0.448 Y o. 447 0 
X1 -0.018 0.006 
S. D. 0.084 
S. E. E. 0.059 
X3 0.037 0.007 
R2 0.547 
X5 -0.021 0.007 F 18.750 
x6 0.015 0.006 D. F. 6,93 H 
X12 -0.014 0.007 
X21 0.026 0.007 
w 
Pi 
0 ý rn 
ý 
. SIGNIF. VARS. B. CDEFFICIENT STAND. ERROR REGRESSION STATISTICS 
XC 0.449 Y 0.449 
s. D: . 0.095 X1 -0.039 0.007 
S. E. E. 0.068 X3 0.031 0.008 2 
R 0.506 X6 0.014 0.007 
F 24.310 
X21 0.031 0.008 
D. F. 4,95 H 
ca 
w 
rn ý 
Y REGRESSION: 'T'OTAL CASUALTIES/TOTAL ACCIDENTS. 
SIGNIF VARS. B. COEFFICIENT. STAND. ERROR. REGRESSION STATISTICS 
X0 1.270 Y 1.270 
X5 0.047 0.010 S. D. 0.085 
S. E. E. 0.067 
X6 -o. o16 0.006 ' R2 0.423 
X7 -0.022 0.009 F 13.790 
X16 -0.012 o. oo6 D. F. 5,94 
X21 -0.015 o. oo6 
0 r rn 
-SIGNIF. VARS. B. COEFFICIENT STAND. ERROR REGRESSION STATISTICS 
xo 1.262 Y 1.262 
S,. D:. 0.080 
x6 -0.015 0.007 
S. E. E. 0.065 
X7 -0.014 0.007 
R2 0.407 
X8 -0.025 0.009 
F 6.851 
X10 -0.015 0.007 
D. F. 9,90 H X11 0.014 0.007 
a 
X12 0.016 o. oo8 
W x16 -0.021 0.007 x 
X20 -0.022 0.007 
X21 -0.018 0.007 
Y REGRESSION: TQTAL JUNCTION ACCIDENTS/TOTAL ACCIDENTS.. 
SIGNIF VARS. B. COEFFICIENT. STAND. ERROR. REGRESSION STATISTICS 
X 0.643 Y 0.647 o 
X2 -0.017 0.007 
S. D. 0.093 
S. E. E. 0.070 
X5 -0.031 0.007 2 R 0.474 
X6 0.015 0.007 F 16.557 
X12 0.032 0.007 D. F. 5,92 
X21 -0.014 0.007 
0 E- 
rn 
. SIGNIF. VARS. B. COEFFICIENT STAND. ERROR REGRESSION STATISTICS 
X0 0.660 
10, Y 0.661 
S. D. 0.087 X8 0.045 0.007 
S. E. E. 0.067 
X10 -0.013 0.007 2 R 0.425 X19 -0.015 0.007 
F 17.169 
X21 -0.016 0.007 
D. F. 4,93 H 
co 
rn 
10 rn 
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