Quantum convolutional codes can be used to protect a sequence of qubits of arbitrary length against decoherence. In this paper, we give two new constructions of quantum MDS convolutional codes derived from generalized Reed-Solomon codes and obtain eighteen new classes of quantum MDS convolutional codes. Most of them are new in the sense that the parameters of the codes are different from all the previously known ones.
Introduction
In recent years, there has been tremendous interest in constructing quantum block codes, which is an important subject in quantum information and quantum computing. Quantum convolutional codes give quantum block codes an alternative to protect quantum information for reliable quantum communication over noisy quantum channels. And quantum convolutional codes can also be used to protect a sequence of qubits of arbitrary length against decoherence. Therefore, constructing good quantum convolutional codes has been an important research problem.
The original definition of quantum convolutional codes appeared in [3] . Afterwards, Ollivier and Tillich [16, 17] presented the fundamentals of quantum convolutional codes and explained how to encode a stream of qubits efficiently. Quantum convolutional codes obtained from classical convolutional
Preliminaries
In this section, we recall some basic notations and necessary facts which are important to our constructions. Throughout this paper, we always assume that q is a prime power and F q is the field with q elements if not specified.
A linear [n, k] code C over F q is a k-dimensional subspace of F n q . The weight wt(x) of a codeword x ∈ C is the number of nonzero components of x. The distance of two codewords x, y ∈ C is d(x, y) = wt(x − y). The minimum distance d of C is the minimum distance between any two distinct codewords of C. An [n, k, d] q code is an [n, k] code over F q with the minimum distance d.
Given two vectors x = (x 0 , x 1 , · · · , x n−1 ), y = (y 0 , y 1 , · · · , y n−1 ) ∈ F n q . We define the Euclidean inner product as x, y E = n−1 i=0 x i y i . When q = l 2 , where l is a prime power, we also consider the Hermitian inner product which is defined by x, y H = n−1 i=0 x i y l i . We define the Euclidean dual code of C as C ⊥E = {x ∈ F n q | x, y E = 0 for all y ∈ C}. Similarly, the Hermitian dual code of C is defined as
The following theorem gives a bound on the minimum distance of a linear code.
A code achieving this bound is called an MDS code.
Classical Convolution Codes
Recall that a convolutional code C of length n and dimension k over F q 2 is a free module of rank k that is a direct summand of F q 2 [D] n and a polynomial encoder matrix
k×n is called basic if it has a polynomial right inverse. A basic generator matrix is called reduced (or minimal [11] ) if the overall constraint length γ = Σ k i=1 γ i has the smallest value among all basic generator matrices, where γ i = max 1≤j≤n {deg g ij }; in this case the overall constraint length γ will be called the degree of the code.
is the free distance of the code. Here,
) is the number of nonzero coefficients of v i (D).
We define the Hermitian inner product on
. The Hermitian dual of the code V is defined by
Let C be an [n, k, d] q 2 linear code with parity check matrix H. Split H into µ+1 disjoint submatrices
where each H i has n columns. Then we obtain the polynomial matrix
where the matricesH i are derived from the respective matrices H i by adding zero-rows at the bottom to ensure that the matrixH i has κ rows for all 1 ≤ i ≤ µ, and here κ denotes the maximal number of rows among the matrices H i , for 1 ≤ i ≤ µ. Then the matrix G(D) with κ rows generates a convolutional code and µ is the memory of the code. is a parity check matrix for C partitioned into submatrices H 0 , H 1 , · · · , H µ as in (1) such that κ = rank(H 0 ) and rank(H i ) ≤ κ for 1 ≤ i ≤ µ and consider the polynomial matrix G(D) as in (2) . Then we have: (a) The matrix G(D) is a reduced basic generator matrix.
denote the free distances of V and V ⊥H respectively, d i denotes the minimum distance of the code C i = {v ∈ F n q 2 |vH t i = 0} and d ⊥H is the minimum distance of C ⊥H , then one has
Quantum Convolutional Codes
Quantum convolutional codes are defined as infinite versions of quantum stabilizer codes. The code is specified by its stabilizer which is a subgroup of the infinite version of the Pauli group that consists of tensor products of generalized Pauli matrices acting on a semi-infinite stream of qudits. The stabilizer can be described by a matrix with polynomial entries
where n is called the frame size, k is the number of logical qudits per frame and k/n is the rate of C. It can be used to encode a sequence of blocks with k qudits in each block into a sequence of blocks with n qudits. The memory of the code is defined as µ = max 1≤i≤n−k,1≤j≤n {max{deg X ij (D), deg Z ij (D)}}. And d ′ denotes the free distance, γ denotes the degree.
In the sequel, we need the following result about how to construct quantum convolutional stabilizer codes by using classical convolutional codes.
A quantum convolutional code achieving this bound is called a quantum MDS convolutional code.
Generalized Reed-Solomon codes
Now we recall the basics of GRS codes. Let n be any integer with 1 ≤ n ≤ q. Choose a = (a 0 , · · · , a n−1 ) to be an n-tuple of distinct elements of F q , and v = (v 0 , · · · , v n−1 ) to be an n-tuple of nonzero elements of F q . Let k be an integer with 1 ≤ k ≤ n. Then the codes
where P k denote the set of polynomials of degree less than k in F q [x] , are the GRS codes. It is well known that a GRS code GRS k (a, v) is an MDS code with parameters [n,
And a parity check matrix of GRS k (a, v) is the generator matrix of GRS n−k (a, w), where w is any nonzero codeword in the 1-dimensional code GRS n−1 (a, v) ⊥E and satisfies
for any polynomial h ∈ P n−1 . Therefore a parity check matrix for
In order to construct good quantum convolutional codes, we need the following two theorems which collect some known infinite families of Hermitian dual-containing GRS codes.
Theorem 2.5. [23]
(1) Let q be an odd prime power with the form 2am + 1.
(2) Let q be an odd prime power with the form 2am + 1. Then for integers b, c such that b, c ≥ 0 
(1) Let t be a divisor of q 2 − 1. Then, for any r ≤ (q 2 − 1)/t and s ≤ (t − 1)/(q + 1), there exists an [n, n − s, s + 1] q 2 Hermitian dual-containing GRS code for both n = rt and rt + 1.
(2) For any 2 ≤ n ≤ q 2 , we write n = n 1 + · · · + n t with 1 ≤ t ≤ q and 2 ≤ n i ≤ q for all i. Let 1 ≤ s ≤ min{n 1 , · · · , n t }/2. Then there exists an [n, n − s, s + 1] q 2 Hermitian dual-containing GRS code.
Constructions
It is well known that a suitable submatrix of the parity check matrix of a GRS code still corresponds to a GRS code and there are many available choices for such submatrices. Because of this nice property, we are able to construct quantum MDS convolutional codes from GRS codes. We propose two new constructions of quantum MDS convolutional codes in this section.
Quantum MDS convolutional codes with µ = 1
Theorem 3.1. Let C be a Hermitian dual-containing [n, k, d] q 2 GRS code, k = n/2. Then there exist quantum MDS convolutional codes with parameters [(n, n − 2t 0 , 1; n − k − t 0 , n − k + 1)] q , where
Proof. Suppose H is the parity check matrix of C and split it into two disjoint submatrices such that
where H 0 has t 0 rows and H 1 has t 1 = n − k − t 0 rows. Since (n − k)/2 ≤ t 0 < n − k, we have t 0 ≥ t 1 . It is obvious that H i is still a parity check matrix of an [n, n − t i , t i + 1] q 2 GRS code, for i = 0, 1. According to Theorem 2.2, we obtain a convolutional code V that is generated by the reduced basic generator matrix
whereH 0 = H 0 andH 1 is derived from H 1 by adding zero-rows at the bottom such that the number of rows ofH 1 is exactly equal to the number of rows ofH 0 . It follows from Theorem 2.2 that V is a convolutional code of dimension t 0 , degree n − k − t 0 , memory 1 and free distance ≥ k + 1. For the free distance of V ⊥H , we have min{t
Besides, we have C ⊥H ⊆ C which gives V ⊆ V ⊥H by Lemma 2.3. Thus we obtain an [(n, n − 2t 0 , 1;
Because of the Hermitian dual-containing property of C and k = n/2, we have d ⊥H f < d f . Thus, d ′ achieves the bound and W is a quantum MDS convolutional code.
It is easy to see that the theorem above is very powerful and can propose about (n − k)/2 quantum MDS convolutional codes from each [n, k, d] q 2 Hermitian dual-containing GRS code. Combining Theorems 2.5, 2.6 and 3.1, we have the following nine new families of quantum MDS convolutional codes. + c 1 (
(6) Let q be an odd prime power with the form q = 2ab−1, where gcd(a, b) = 1 and a, b are odd. Then for integer c such that 
(8) Let t be a divisor of q 2 − 1. Then, for any r ≤ (q 2 − 1)/t and s ≤ (t − 1)/(q + 1), there exists an [(n, n − 2t 0 , 1; s − t 0 , s + 1)]uantum MDS convolutional code for both n = rt and rt + 1, where s/2 ≤ t 0 < s.
(9) For any 2 ≤ n ≤ q 2 , we write n = n 1 + · · · + n t with 1 ≤ t ≤ q and 2 ≤ n i ≤ q for all i. Let 1 ≤ s ≤ min{n 1 , · · · , n t }/2. Then there exists an [(n, n − 2t 0 , 1; s − t 0 , s + 1)]uantum MDS convolutional code, where s/2 ≤ t 0 < s. 
Quantum MDS convolutional codes with µ = 2
The following is a similar construction with memory and degree both equal two.
Then there exist a quantum MDS convolutional code with parameters [(n, 2k − n + 4, 2; 2, n − k + 1)] q .
Proof. Suppose H is the parity check matrix of C and split it into three disjoint submatrices such that
where H 0 has t 0 = n − k − 2 rows and both H 1 and H 2 have only one row. It is obvious to see that H 0 is the parity check matrix of an [n, k + 2, n − k − 1] q 2 GRS code and H i is the parity check matrix of an [n, n − 1, 2] q 2 GRS code, for i = 1, 2. According to Theorem 2.2, we obtain a convolutional code V that is generated by the reduced basic generator matrix
whereH 0 = H 0 andH 1 andH 2 are derived from H 1 and H 2 respectively, by adding zero-rows at the bottom such that the numbers of rows ofH 1 andH 2 are exactly equal to the number of rows ofH 0 . It follows from Theorem 2.2 that V is a convolutional code of dimension t 0 , degree 2, memory 2 and free distance ≥ k + 1. For the free distance of V ⊥H , we have min{t
Besides, we have C ⊥H ⊆ C which gives V ⊆ V ⊥H by Lemma 2.3. Thus we obtain an [(n, 2k − n + 4, 2; 2, d ′ )]uantum convolutional code W , where d ′ = wt(V ⊥H \V ). It follows from Lemma 2.4 that
Because of the Hermitian dual-containing property of C and k = n/2, we have d ⊥H (8) Let t be a divisor of q 2 − 1. Then, for any r ≤ (q 2 − 1)/t and s ≤ (t − 1)/(q + 1), there exists an [(n, n − 2s + 4, 2; 2, s + 1)]uantum MDS convolutional code for both n = rt and rt + 1.
(9) For any 2 ≤ n ≤ q 2 , we write n = n 1 + · · · + n t with 1 ≤ t ≤ q and 2 ≤ n i ≤ q for all i. Let 1 ≤ s ≤ min{n 1 , · · · , n t }/2. Then there exists an [(n, n − 2s + 4, 2; 2, s + 1)]uantum MDS convolutional code. Table 2 lists some quantum MDS convolutional codes obtained from Theorem 3.4.
Conclusion
In this paper, we show that we can get quantum MDS convolutional codes from any GRS codes that are Hermitian dual-containing. In particular, we present two new constructions of quantum MDS convolutional codes and propose eighteen new classes of quantum MDS convolutional codes, providing a wide range of parameters.
