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FROM DOUBLE AFFINE HECKE ALGEBRAS
TO QUANTIZED AFFINE SCHUR ALGEBRAS
M. Varagnolo, E. Vasserot
Abstract. We prove an equivalence between some category of modules of the double
affine Hecke algebra of type A and of the quantized affine Schur algebra.
Introduction
Let F be a local non Archimedian field of residual characteristic p, q the order of
the residual field. Let k be an algebraically closed field of characteristic ℓ. Assume
that ℓ = 0, or ℓ > 0 and 6= p. Let G be a reductive group. Let H be the affine
Hecke algebra of G over k. Cherednik has introduced a double affine Hecke algebra
H, which may be viewed as an affine counterpart to H. It is natural to guess that
H takes some role in the representation theory of kG(F). More precisely, let B be
the unipotent block in the category of smooth representations of kG(F), i.e. the
block containing the trivial representation. We expect B to be equivalent to some
category of representations of H.
The main result of this paper is a step in this direction. Assume that G = GLn.
Fix an Iwahori subgroup I ⊂ G(F). Let I be the annihilator of the natural repre-
sentation of the global Hecke algebra of G(F) in k[G(F)/I]. The full subcategory
B′ ⊂ B consisting of representations annihilated by I is an Abelian category. Let
Sc be the quantized affine Schur algebra of G over k. Recall thatH, Sc are algebras
over the ring k[ζ±1], with ζ the quantum parameter, while H is an algebra over
k[τ±1, ζ±1]. It is proved in [Vi] that B′ is equivalent to (Sc|ζ=q)-Mod. Note that
q is a root of unity in k× if ℓ > 0. Given h0, u0 ∈ k, set τ0 = e
u0 , ζ0 = e
u0h0 and
let Oζ0,τ0 ⊂ (H|τ=τ0,ζ=ζ0)-mod be the ‘category O’. If k = C and u0 is generic we
prove an equivalence between blocks of Oζ0,τ0 and blocks of (Sc|ζ=eh0 )-mof . The
whole categories are not equivalent because they have different centers. To get the
same categories one must either replace Sc by some elliptic analogue (which is not
known so far), or replace Oζ0,τ0 by the corresponding category O
′
h0
of modules of
the double affine graded Hecke algebra H′. See Section 5 for precise statements.
We conjecture that our equivalence is still true if k is any algebraically closed field
of characteristic ℓ > 0.
Roughly, the proof is as follows. We split Oζ0,τ0 as a direct sum of subcategories
Oζ0,τ0 =
⊕
ℓ
{ℓ}Oζ0,τ0 . Each summand is equivalent to a category of modules, say
{λ}Oh0 , of H
′. The category {λ}Oh0 is the limit of an inductive system of sub-
categories λOn,h0 with n ∈ Z≥0. Althought
{λ}Oh0 do not have enough projective
objects, the categories λOn,h0 are generated by a family of projective modules which
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are easily described. We construct an exact functorM : λOn,h0 → HC-mof which
is faithful on projective objects, under a mild restriction, using the trigonometric
Knizhnik-Zamolodchikov connection. This functor is inspired from [GGOR]. In
general we do not know how to compute the image byM of any projective genera-
tor. However, in some particular cases including the type A case, this can be done
via some deformation argument.
We may have proved our equivalence of categories with the geometric technics
used in [V2]. From this viewpoint, one is essentially reduced to prove the injectivity
conjectured in [V2, Remark 4.9]. By loc. cit., in type A, the simple object in OC are
labelled by representations of a cyclic quiver, and the Jordan-Holder multiplicities
of induced modules are the value at one of certain Kazhdan-Lusztig polynomials
of type A(1). Our equivalence of categories may be viewed as an extension of these
results. However, the present approach is more powerful in the sense that the
K-theoretic construction does not adapt easily to the case of double affine Hecke
algebras with several parameters.
1. Notations
1.1. Reminder on modules and categories. Let k be a principal domain of
characteristic zero. We will mainly assume that k = A,F or C, where A = C[[̟]]
and F = C((̟)). Let k× ⊂ k be the multiplicative group. Given a k-algebra A,
let A-Mod be the category of left A-modules which are free over k, A-mod be
the full subcategory consisting of finitely generated modules, A-mof be the full
subcategory consisting of the modules of finite type over k.
Given an Abelian categoryA and a full subcategoryN ⊂ A stable under subquo-
tients and extensions, let A/N be the Serre quotient, see [G]. The category A/N
is Abelian and the obvious functor Q : A → A/N is exact. Given an Abelian cat-
egory B and an exact functor F : A → B such that FM ≃ 0 for all M ∈ N , there
is a unique exact functor G : A/N → B such that F = G◦Q. Conversely, given an
Abelian category C, an exact functor Q : A → C is called a quotient functor if and
only if it induces an equivalence A/ kerQ → C. Clearly, Q is a quotient functor if
and only if for any exact functor F : A → B such that FM ≃ 0 whenever QM ≃ 0
there is a unique exact functor G : C → B such that F = G ◦Q. If A is Artinian
and P ∈ A is projective, the functor HomA(P, ·) is a quotient functor from A to
the category of right EndAP -modules of finite length.
1.2. Reminder on root systems. Let ∆ be an irreducible root system. Let
∆+ ⊂ ∆ be a system of positive roots, and Π = {αi ; i ∈ I} ⊂ ∆+ be the simple
roots. Let θ ∈ ∆+ be the maximal root, and ρ =
1
2
∑
β∈∆+
β. The set of simple
affine roots is {αi ; i ∈ Iˆ}, where Iˆ = I ∪ {♥}. For any subset J ⊆ Iˆ set ΠJ =
{αi ; i ∈ J}, ∆J = ∆ ∩ ZΠJ , and ∆J,+ = ∆+ ∩∆J . Let ∆
∨, ∆∨+, etc., denote the
corresponding sets of coroots. Let ∆ˆre = ∆×Z, ∆ˆ
∨
re = ∆
∨×Z be the sets of affine
real roots and coroots.
Denote by Y , Y ∨ the root and the coroot lattices, by X, X∨ the weights and
the coweights lattices. Let Y+ ⊂ Y be the semigroup generated by ∆+, and write
YR,+ for R≥0 ⊗ Y+.
Let W , Wˆ be the Weyl group and the affine Weyl group. Let sβ ∈ W (resp.
sβˆ ∈ Wˆ ) be the reflection relatively to the root β ∈ ∆ (resp. βˆ ∈ ∆ˆre). We write
si for sαi . Recall that Wˆ = Y ⋊W . We write xβ for (β, 0), and s♥ for xθsθ. Let
3ℓ : W → Z≥0 be the length. We write ≥ for the Bruhat order on Wˆ .
Let Ω ⊂ Aut(Wˆ ) be the group of diagram automorphisms, and W˜ = Wˆ ⋊ Ω be
the extended affine Weyl group. Then W˜ ≃ X ⋊W . As above we write xµ for
(µ, 0). For each π ∈ Ω \ {1} let απ ∈ Π be such that π(s♥) = sαπ . Let ω
∨
π be
the fundamental coweight dual to απ, and ωπ be the corresponding fundamental
weight. We write π for the element (0, π) ∈ W˜ . Let wπ ∈ W be such that π ∈ W˜
is identified with xωπwπ ∈ X ⋊W . Hence wπθ = −απ, and wπαi = αj if i, j 6= ♥
and π(si) = sj .
Set Xk = k ⊗ X, X
∨
k = k ⊗ X
∨. The group W acts on Xk and X
∨
k by sβλ =
λ− (λ : β∨)β and sβλ
∨ = λ∨− (β : λ∨)β∨, where ( : ) is the unique k-linear pairing
Xk×X
∨
k → k such that (αi : ω
∨
j ) = δij . We write ≥ for the order on Xk such that
µ ≥ ν if and only if µ− ν ∈ Y+.
Let S′ be the symmetric algebra of X∨k . Given λ
∨ ∈ X∨ set ξλ∨ = 1⊗ λ
∨ ∈ S′.
Put ξi = ξω∨i , and ξα∨♥ = 1 − ξθ∨ . The group W˜ acts on the k-algebra S
′ by
xµwξλ∨ = ξwλ∨ − (µ : wλ
∨). The dual action on Xk is xµw(λ) = µ + wλ. Put
ξβˆ∨ = ξβ∨ + r if βˆ
∨ = (β∨, r) ∈ ∆ˆ∨re. There is a unique W˜ -action on ∆ˆ
∨
re such that
wξβˆ∨ = ξwβˆ∨ .
Set T = k× ⊗ X∨, and T∨ = k× ⊗ Y . In the following ⊗ means ⊗Z, and e
z
means exp(2iπz). For any λ ∈ Xk (resp. λ
∨ ∈ X∨k ) we write λj for the element
(λ : ω∨j ) in k (resp. λ
∨
j for (ωj : λ
∨)) and eλ for the element
∏
j e
λj ⊗ αj in T
∨
(resp. eλ
∨
for
∏
j e
λ∨j ⊗ α∨j ∈ T ).
Fix τ ∈ k×. Fix a m-th root τ1/m of τ , where m is the least natural number
such that (X : X∨) = (1/m)Z.
Set S = kX∨. Given λ∨ ∈ X∨ let yλ∨ be the corresponding element in S. Put
yi = yω∨i , and yα∨♥ = τy−θ∨ . There is a unique ring isomorphism S ≃ k[T
∨] taking
yλ∨ to the function z ⊗ γ 7→ z
(γ :λ∨). The group W˜ acts on the k-algebra S by
xµwyλ∨ = ywλ∨τ
−(µ :wλ∨). The dual action on T∨ is xµw(z⊗ γ) = (z⊗wγ)(τ ⊗µ).
Put yβˆ∨ = yβ∨τ
r if βˆ∨ = (β∨, r) ∈ ∆ˆ∨re.
Set R = kY . Given β ∈ Y let xβ denote also the corresponding element in
R. We write xi for xαi . There is a unique ring isomorphism R ≃ k[T ] taking
xβ to the function z ⊗ λ
∨ 7→ z(β :λ
∨). The group W acts on the k-algebra R by
wxβ = xwβ . Let X
∨
k × R → R, (ξ, f) 7→ ∂ξf be the unique k-linear action such
that ∂ξλ∨ (xβ) = (β : λ
∨)xβ .
Given a root β let ϑβ : R → R, ϑβ∨ : S
′ → S′ be the k-linear operators such
that
ϑβ∨(p) =
p− sβp
ξβ∨
, ϑβ(f) =
f − sβf
1− x−β
.
1.3. Reminder on affine Weyl groups. For each subset J ( Iˆ let WJ ⊂ Wˆ
be the subgroup generated by {si ; i ∈ J}. It is finite. Let W
J ⊆ W be the set of
elements v such that ℓ(vu) = ℓ(v) + ℓ(u) for each u ∈WJ .
If ℓ ∈ T∨ we put Wˆℓ = {w ∈ Wˆ ; wℓ = ℓ} and Wℓ = W ∩ Wˆℓ. If λ ∈ Xk we put
Wˆλ = {w ∈ Wˆ ; wλ = λ} and Wλ = W ∩ Wˆλ. The group Wˆλ is finite. If τ is not
a root of unity then Wˆℓ is also finite. Let nˆλ, nℓ be the number of elements in Wˆλ,
Wℓ respectively.
If k is an algebraically closed field the group Wℓ is generated by reflections, see
[SS, Chap. II, Theorem 4.2].
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Lemma. (i) Any finite subgroup in Wˆ is conjugate into some WJ .
(ii) Wλ = Weλ ⇐⇒ Wλ = Wˆλ.
Proof. Given a finite subgroup W ′ ⊂ Wˆ , and x an element in the interior of the
Tits cone, the stabilizer in W of
∑
w∈W ′ wx contains W
′, and is Wˆ -conjugate into
WJ for some J by [K, Proposition 3.12]. Claim (ii) is obvious becauseWeλ = {w ∈
W ; λ− wλ ∈ Y }, and Wˆλ = {xλ−wλw ; w ∈Weλ}. ⊓⊔
2. The category O′
2.1. The category O′. Fix hβˆ ∈ k for each βˆ ∈ ∆ˆre, such that hβˆ = hαi if
βˆ ∈ W˜αi and i ∈ Iˆ. We write hi for hαi . Let H
′ be the degenerate double affine
Hecke algebra. Recall that H′ is the k-algebra generated by kWˆ and S′ with the
relations
(2.1.1) sip−
sip si = hiϑα∨i (p),
for all i ∈ Iˆ, p ∈ S′. Then
(2.1.2) ξf − fξ = ∂ξ(f)−
∑
β∈∆+
hβ(β : ξ)ϑβ(f)sβ, ∀f ∈ R, ∀ξ ∈ X
∨
k .
The product yields an isomorphism R⊗k kW ⊗kS
′ → H′. There is a unique action
of Ω on H′ by algebra automorphisms such that π ∈ Ω acts on Wˆ and S′ as in 1.2.
Let O′ ⊂ H′-mod be the full subcategory consisting of the modules which are
locally finite respectively to S′. To avoid some ambiguity we may write H′k for H
′.
Set 〈µ〉 = {p−p(µ) ; p ∈ S′}, and 〈E〉 =
⋂
µ∈E 〈µ〉 for each finite subset E ⊂ Wˆλ.
Let {λ}O ⊂ O′ be the full subcategory consisting of the modules M such that for
each element m ∈ M there is a finite subset E ⊂ Wˆλ and an integer n > 0 with
〈E〉nm = {0}.
Proposition. (i) O′ ⊂ H′-Mod is a Serre subcategory.
(ii) If k is an algebraically closed field then O′ =
⊕
λ
{λ}O, where λ varies in a
set of representatives of the Wˆ -orbits in Xk.
Proof. Any object in O′ is finitely generated over R, because W is finite, H′ =
R·kW ·S′ and a module in O′ is finitely generated overH′ and locally finite over S′.
Hence the category O′ is Abelian, because R is a Noetherian ring. The category
O′ is obviously closed by subquotients and extensions.
For each module M in O′ let {λ}M ⊂ M be the subspace consisting of the
elements m ∈ M such that there is a finite subset E ⊂ Wˆλ and an integer n > 0
with 〈E〉nm = {0}. Clearly {λ}M lies in {λ}O. We have M =
∑
λ
{λ}M because
the S′-action on M is locally finite, and this sum is obviously direct. Claim (ii)
follows. ⊓⊔
For any group G acting linearly on Xk and any λ ∈ Xk, let [λ]G,k ⊂ S
′ be the
ideal generated by 〈λ〉G (=the G-invariant elements in 〈λ〉). We write [λ] (or [λ]k
if necessary) for [λ]Wˆλ,k. Set Sλ = S
′/[λ] (or Sλ,k if necessary). Note that Sλ is of
finite type over k because Wˆλ is finite, see [B, chap. V, §1, n
o 9, The´ore`me 2]. If k
5is a local ring then Sλ is also a local ring. In this case let mλ ⊂ Sλ be the maximal
ideal.
Let E ⊂ Wˆλ be finite. Set [E] =
⋂
µ∈E [µ]. The quotient SE = S
′/[E] is of finite
type over k. If Sλ is free over k then SE is also free because it embeds in
⊕
µ∈E Sµ
and k is principal. If k is a field then SE =
⊕
µ∈E Sµ. If confusion is unlikely from
the context we write p again for the image in SE of an element p ∈ S
′.
Let λO ⊂ {λ}O be the full subcategory consisting of the modules such that for
each element m there is a finite subset E ⊂ Wˆλ with [E]m = {0}. For a future use
we prove the following technical lemma.
Lemma. If Sλ is torsion free over k there is a finite subset F ⊂ Wˆλ containing
E such that [F ]si ⊆ si[E] + [E] in H
′.
Proof. Fix a finite subset F ⊂ Wˆλ containing E such that siF = F . We prove
that [F ]si ⊆ si[F ] + [F ]. For each p ∈ [F ] we have p si = si
sip+ ϑα∨i (p) by (2.1.1).
Hence we must prove that ϑα∨i ([F ]) ⊆ [F ], i.e. that ϑα∨i ([µ]∩ [siµ]) ⊆ [µ]∩ [siµ] for
each µ ∈ F .
If siµ = µ we are done because [µ] is generated by 〈µ〉
Wˆµ , for all p1, p2 ∈ S
′ we
have ϑα∨i (p1p2) = ϑα∨i (p1)p2 +
sip1ϑα∨i (p2), and ϑα∨i (〈µ〉
Wˆµ) = {0}.
Assume that siµ 6= µ. Fix p ∈ [µ] ∩ [siµ]. It suffices to prove that ϑα∨i (p) ∈ [µ].
We have ξα∨i ϑα∨i (p) = 0 in Sµ,k. Let K be the fraction field of k. Then ξα∨i is
invertible in Sµ,K because Sµ,K is a local ring and ξα∨i /∈ 〈µ〉. Hence ϑα∨i (p) = 0 in
Sµ,k, because Sµ,k is torsion free over k. ⊓⊔
Remark. Let G be a finite group acting linearly on XC. Fix λ ∈ XA whose
image, λ0, in XC is fixed by G. Then the algebra R = S
′
A/[λ]G,A is free over A,
and R ⊗A C = S
′
C/[λ0]G,C, because the graded ring associated to the decreasing
filtration (R̟n) of R is isomorphic to (S′C/[λ0]G,C) ⊗C A. Indeed, for each n, the
obvious map S′A̟
n → S′C̟
n takes S′A̟
n+1 + [λ]G,A̟
n into [λ0]G,C̟
n, and the
resulting ring homomorphism
S′A̟
n/(S′A̟
n+1 + [λ]G,A̟
n)→ (S′C̟
n)/([λ0]G,C̟
n)
is invertible (use averages over G).
2.2. Projective modules in O′. For each µ ∈ Wˆλ we set P (µ) = H′/H′[µ]. To
avoid some confusion we may write P (µ)k for P (µ). Let 1µ ∈ P (µ) be the image
of the unity by the obvious projection H′ → P (µ).
For a future use we set Mµ = {m ∈ M ; [µ]m = 0} for each H
′-module M . If
k is a field and M lies in λO then M =
⊕
µ∈WˆλMµ, because for any m ∈ M the
map S′ → M , p 7→ pm factors through SE → M for a finite set E ⊂ Wˆλ, and
SE =
⊕
µ∈E Sµ.
Proposition. Assume that k is a field.
(i) P (µ) is a projective object in λO.
(ii) The category λO is generated by the modules P (µ) with µ ∈ Wˆλ.
(iii) The category O′ is Artinian, and there are a finite number of simple objects
in λO.
Proof. For each w ∈ Wˆ there is a finite subset E ⊂ Wˆλ such that [E]w ⊂∑
w′≤w w
′[µ] by Lemma 2.1. Then, [E]w 1µ = 0 because [µ]1µ = 0. Therefore
P (µ) belongs to λO.
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Given a map f : M → N in λO, we have f(M) =
⊕
µ f(Mµ) =
⊕
µ f(M)µ, and
f(Mµ) ⊆ f(M)µ for each µ. Therefore f(Mµ) = f(M)µ. Thus P (µ) is projective
because Mµ = HomH′(P (µ),M) for each M . Claim (i) is proved.
Each object M in λO is a quotient of a direct sum of modules isomorphic to
some P (µ), because M =
⊕
µ∈WˆλMµ. Since M is finitely generated it is indeed
the quotient of a finite direct sum of these modules. Claim (ii) is proved.
To prove that O′ is Artinian it is sufficient to check that P (µ) has finite length
over H′ for each µ. We have
(2.2.1) wξ w − w ξ ∈
∑
w′<w kw
′, ∀ξ ∈ X∨k , w ∈ Wˆ .
Let P (µ)≤w ⊆ P (µ) be the right Sµ-submodule spanned by {w
′1µ ; w
′ ≤ w}. Then
(P (µ)≤w) is a filtration of P (µ) by left S
′-submodule, by (2.2.1). Let P (µ)• be the
associated graded. The H′-action on P (µ) yields a kWˆ ⋊ S′-action on P (λ)• by
(2.2.1), where kWˆ ⋊S′ is the semi-direct product relative to the kWˆ -action on S′ in
1.2. It is sufficient to prove that P (λ)• has a finite length over kWˆ ⋊S
′. Note that
P (λ)• is isomorphic to
⊕
µ∈Wˆλ(Sµ)
⊕nˆµ over S′, and that a (kWˆ ⋊ S′)-submodule
of P (λ)• is a sum of S
′-submodules Uµ ⊆ (Sµ)
⊕nˆµ such that w(Uµ) = Uwµ for all
w ∈ Wˆ . Thus the length of P (λ)• is bounded by the length of (Sλ)
⊕nˆλ over S′.
Hence it is finite because k is a field.
By (ii), the last part of (iii) is a consequence of Proposition 2.3 below. ⊓⊔
Remarks. (i) If k is a field, simple objects in λO have projective covers. However
they do not have finite projective resolutions in general.
(ii) In general P (µ) is not indecomposable over H′.
(iii) Assume that k is a field. Each object M ∈ {λ}O has a filtration whose
associated graded lies in λO (consider the submodule {m ∈M ; ∃E s.t. [E]m = 0},
which lies in λO, and use the fact that M has a finite length). If k is algebraically
closed and M ∈ O′ is simple then it lies in λO for some λ ∈ Xk, because it lies in
{λ}O for some λ ∈ Xk, hence it has a filtration whose associated graded lies in
λO.
2.3. Intertwiners in O′. Assume that k is a field. For any reduced decomposition
w = si1si2 · · · sir ∈ Wˆ set φ
′
w = φ
′
i1
· · · φ′ir−1φ
′
ir
∈ H′, with φ′i = siξα∨i − hi for
all i ∈ Iˆ. Recall that wp φ′w = φ
′
wp for all p ∈ S
′. The intertwining operator
Φ′w(µ) : P (wµ)→ P (µ) is the unique H
′-homomorphism taking 1wµ to φ
′
w1µ.
Lemma. The operator Φ′si(µ) is invertible if and only if (µ : α
∨
i ) 6= ±hi.
Proof. Set ψ′i(µ) = (µ : α
∨
i )si − hi. Let Ψ
′
si
(µ) : P (siµ) → P (µ) be the
unique kWˆ -homomorphism taking wp to wψ′i(µ)p for each w ∈ Wˆ . The k-modules
P (µ)≥k = kWˆ ⊗k (mµ)
k, with k ≥ 0, form a finite decreasing filtration of P (µ).
We have Ψ′si(µ)(P (siµ)
≥k) ⊆ P (µ)≥k for each k, and Ψ′si(µ), Φ
′
si(µ) coincide in
the associated graded spaces. Hence Φ′si(µ) is invertible if and only if Ψ
′
si
(µ) is
invertible. The lemma follows. ⊓⊔
For each βˆ∨ ∈ ∆ˆ∨re we put Hβˆ∨ = {µ ∈ XR ; ξβˆ∨(µ) = 0}. The connected
components of XR \
⋃
βˆ∨∈∆ˆ∨re
Hβˆ∨ are the alcoves. Let A+ be the alcove containing
ρ/k if k ≫ 1, and Aw = {w
−1µ ; µ ∈ A+} for each w ∈ Wˆ .
The set Hλ = {βˆ
∨ ∈ ∆ˆ∨re ; ξβˆ∨(λ) = ±hβˆ} is finite. Set Uλ = XR \
⋃
βˆ∨∈Hλ
Hβˆ∨ .
The group Wˆλ acts on Uλ. An affine domain is a minimal subset in Uλ containing
7a connected component and stable by Wˆλ. Let Dw be the unique affine domain
containing Aw, and let D be the set of affine domains.
Proposition. (i) The H′-modules P (w1λ), P (w2λ) are isomorphic if Dw1 = Dw2 .
(ii) The modules P (λ), P (wλ) have the same composition factors for all w ∈ Wˆ .
Proof. Fix w ∈ Wˆ and i ∈ Iˆ. The intertwining operator Φ′si(wλ) : P (siwλ) →
P (wλ) is invertible if and only if ξw−1α∨i (λ) 6= ±hi. Thus Φ
′
w1w
−1
2
(w2λ) : P (w1λ)→
P (w2λ) is invertible if Aw1v1 , Aw2v1 are in the same affine domain for some v1, v2 ∈
Wˆλ. This gives (i).
Fix λ, w. The modules P (λ), P (wλ) are isomorphic for generic parameters hi by
(i). Hence (ii) follows by a standard argument, see [CG, Lemma 2.3.4] for instance.
⊓⊔
2.4. Induction. For any subset J ( Iˆ, the k-submodule H′J = kWJ · S
′ ⊂ H′ is
a subring by (2.2.1). Set H′ = H′I and O
′ = H′-mof . For each H′-module M let
I(M) = H′ ⊗H′ M. Put P (λ) = H
′/H′[λ]. Then I(P (λ)) = P (λ). If M is finitely
generated overH′ then I(M) is finitely generated overH′. IfM is locally finite over
S′ then I(M) is also locally finite over S′ by (2.2.1), because I(M) ≃ kWˆ ⊗kW M .
Thus I factors through a functor O′ → O′.
2.5. The category O. We do not assume anymore that k is a field. Fix ζβˆ ∈ k
×
for each βˆ ∈ ∆ˆre, such that ζβˆ = ζαi if βˆ ∈ W˜αi and i ∈ Iˆ . We write ζi for ζαi . Let
H be the corresponding double affine Hecke algebra. It is the k-algebra generated
by S and the elements tw with w ∈ Wˆ , modulo the following relations
(ti − ζi)(ti + 1) = 0, tvtw = tvw,
tiyλ∨ −
siyλ∨ti = (ζi − 1)(yλ∨ −
siyλ∨)(1− y−α∨i )
−1,
if ℓ(vw) = ℓ(v) + ℓ(w) and ti = tsi . We may write Hk for H if necessary. There is
a unique action of Ω on H by algebra automorphisms such that π(tw) = tπ(w) for
each w ∈ Wˆ , and π(p) = πp for each p ∈ S.
For any reduced decomposition w = si1si2 · · · sir ∈ Wˆ set φw = φi1φi2 · · · φir ∈
H, with φi = ti(y−α∨i − 1) + ζi − 1 for all i ∈ Iˆ . Recall that
wpφw = φwp for all
p ∈ S.
Fix ℓ ∈ T∨. Let 〈ℓ〉 = {p − p(ℓ) ; p ∈ S}. For any group G acting on T∨, let
[ℓ]G,k ⊂ S be the ideal generated by 〈ℓ〉
G
. We write [ℓ] (or [ℓ]k if necessary) for
[ℓ]Wˆℓ,k. Set 〈E〉 =
⋂
m∈E 〈m〉, [E] =
⋂
m∈E [m] if E ⊂ Wˆ ℓ is finite.
Let O ⊂ H-mod be the full subcategory consisting of the modules which are
locally finite respectively to S. Let {ℓ}O ⊂ O (resp. ℓO ⊂ O) be the full subcategory
consisting of the modules M such that for each element m ∈ M there is a finite
subset E ⊂ Wˆℓ such that 〈E〉nm = {0} if n≫ 0 (resp. such that [E]m = {0}).
If k = C we write h0i, ζ0i, τ0 for hi, ζi, τ . Given u0 ∈ C
× such that
(2.5.1) u0(k + (λ0 : β
∨)) /∈ Z \ {0}, ∀β∨ ∈ ∆∨ ∪ {0}, ∀k ∈ Z+
∑
i Zh0i,
we set ζ0i = e
u0h0i , τ0 = e
u0 . Let Γ ⊂ C× be the subgroup generated by eu0 ,
eu0h0i . Fix ℓ0 ∈ T
∨. The set ∆∨(ℓ0) = {α
∨ ∈ ∆∨ ; yα∨(ℓ0) ∈ Γ} is a root system. Let
∆(ℓ0) ⊆ ∆ be the dual root system. Let Wˆ(ℓ0) be the affine Weyl group associated to
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∆(ℓ0). Let H
′
(ℓ0)
be the degenerated double affine Hecke algebra generated by Wˆ(ℓ0)
and S′, modulo the relation analoguous to (2.1.1), relatively to the set of parameters
{hβˆ ; βˆ ∈ ∆(ℓ0) × Z}. For any λ0 ∈ XC let the category
{λ0}O(ℓ0) ⊂ H
′
(ℓ0)
-mod be
as in 2.1. Fix λ0 such that yα∨(ℓ0) = e
u0(λ0:α
∨) for each α∨ ∈ ∆∨(ℓ0).
Proposition. (i) O is a Serre subcategory of H-Mod.
(ii) If k is an algebraically closed field then O =
⊕
ℓ
{ℓ}O, where ℓ varies in a
set of representatives of the Wˆ -orbits in T∨.
(iii) Set k = C. Assume that h0i, ζ0i, τ0, λ0 are as above. If Wˆℓ0 is generated
by reflections there is an equivalence of categories {ℓ0}O ≃ {λ0}O(ℓ0). Moreover,
if ∆∨(ℓ0) is also the set of coroots α
∨ such that (λ0 : α
∨) ∈ Z +
∑
i Zh0i then the
categories {λ0}O(ℓ0) and
{λ0}O are equivalent.
Proof. Claims (i), (ii) are proved as in 2.1-3. Claim (iii) is ‘well-known’, but there
is no proof in the litterature. It is proved as in [L], to which we refer for details.
The proof consists of two parts (corresponding to the two reductions in [L]), the
first of which being an isomorphism between some completion of H′, H similar to
Cherednik’s isomorphism.
(A) The rings S′/〈E〉n, with E ⊂ Wˆ(ℓ0) · λ0 finite and n ≥ 0, form an inverse
system. Let {λ0}S(ℓ0) be the projective limit. Set also
{ℓ0}S(ℓ0) = lim←−
S/〈E〉n, with
E ⊂ Wˆ(ℓ0) · ℓ0 finite and n ≥ 0. We have Wˆ(ℓ0) ∩ Wˆℓ0 = Wˆ(ℓ0) ∩ Wˆλ0 , because for
any element w ∈ Wˆ(ℓ0) we have
wλ0 = λ0 ⇐⇒ (wλ0 : α
∨) = (λ0 : α
∨), ∀α∨ ∈ ∆∨(ℓ0)
⇐⇒ yα∨(wℓ0) = yα∨(ℓ0), ∀α
∨ ∈ ∆∨(ℓ0)
⇐⇒ wℓ0 = ℓ0
since u0 /∈ Q. Hence there is a bijection Wˆ(ℓ0) · ℓ0 ≃ Wˆ(ℓ0) · λ0 which is compatible
with the Wˆ(ℓ0)-actions. It yields a ring isomorphism
{λ0}S(ℓ0) ≃
{ℓ0}S(ℓ0) which is
compatible with the Wˆ(ℓ0)-actions. Let K
′, {λ0}K(ℓ0), K,
{ℓ0}K(ℓ0) be the fraction
fields of S′, {λ0}S(ℓ0), S,
{ℓ0}S(ℓ0). Let H(ℓ0) be the double affine Hecke algebra
corresponding to H′(ℓ0). Set
{λ0}H(ℓ0) =
{λ0}S(ℓ0) ⊗S′ H
′
(ℓ0)
, {ℓ0}H(ℓ0) =
{ℓ0}S(ℓ0) ⊗S H(ℓ0).
Set also
{λ0}HK(ℓ0) =
{λ0}K(ℓ0) ⊗S′ H
′
(ℓ0)
, {ℓ0}HK(ℓ0) =
{ℓ0}K(ℓ0) ⊗S H(ℓ0).
For each w ∈ Wˆ let ϕ′w ∈ K
′φ′w (resp. ϕw ∈ Kφw) be normalized so that the
map w 7→ ϕ′w (resp. w 7→ ϕw) is a group homomorphism. The intertwiner ϕw is
denoted by Gw in [C2]. An element in
{λ0}HK(ℓ0) is a finite sum
∑
w pwϕ
′
w with
w ∈ Wˆ(ℓ0) and pw ∈
{λ0}K(ℓ0). By Lemma 2.1 there is a unique C-algebra structure
on {λ0}H(ℓ0),
{λ0}HK(ℓ0) extending H
′
(ℓ0)
. Idem for {ℓ0}H(ℓ0),
{ℓ0}HK(ℓ0). There is a
unique ring isomorphism
{λ0}HK(ℓ0) →
{ℓ0}HK(ℓ0) such that ϕ
′
w 7→ ϕw, ∀w ∈ Wˆ(ℓ0).
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{ℓ0}H(ℓ0) (use (2.5.1) and see [L, Theorem
9.3] for details).
(B) Given ℓ ∈ Wˆ ℓ0, let ∆(ℓ) be the root system dual to {α
∨ ∈ ∆∨ ; yα∨(ℓ) ∈ Γ}.
Note that ∆(ℓ) = ∆(ℓ′) if ℓ, ℓ
′ belong to the same Γ ⊗ Y -coset. The elements ℓ, ℓ′
are said to be equivalent if they belong to the same Γ ⊗ Y -coset and to the same
Wˆ(ℓ)-orbit. Let P be the set of equivalence classes in Wˆ ℓ0. We write (ℓ) ∈ P
for the class of ℓ, i.e. (ℓ) = Wˆ(ℓ)ℓ. The group Wˆ acts transitively on P , because
∆(wℓ) = w(∆(ℓ)) for all w ∈ Wˆ . The stabilizer of (ℓ0) in Wˆ is Wˆ(ℓ0)Wˆℓ0 . If sβˆ ∈ Wˆℓ0
then yβˆ∨(ℓ0) = 1, hence β ∈ ∆(ℓ0). Thus Wˆℓ0 ⊆ Wˆ(ℓ0), because Wˆℓ0 is generated by
reflections. Therefore the stabilizer of (ℓ0) in Wˆ is Wˆ(ℓ0). Set
{ℓ0}S (resp. {ℓ0}S(ℓ))
equal to the projective limit lim
←−
S/〈E〉n with E ⊂ Wˆℓ0 (resp. E ⊂ (ℓ)) finite and
n ≥ 0. Hence {ℓ0}S ≃
∏
(ℓ)∈P
{ℓ0}S(ℓ). The tensor product
{ℓ0}H = {ℓ0}S ⊗S H is
a ring. The ring {ℓ0}S(ℓ) is a direct summand in
{ℓ0}S. The identity in {ℓ0}S(ℓ) is
identified with an idempotent in {ℓ0}S, denoted by e(ℓ). The same computations as
in [L, 8.13-16] yield a {ℓ0}S(ℓ0)-linear ring isomorphism
{ℓ0}H(ℓ0) → e(ℓ0) ·
{ℓ0}H · e(ℓ0) such that tw 7→ e(ℓ0)twe(ℓ0), ∀w ∈ Wˆ(ℓ0).
By Proposition 7.2 and (A) we have a chain of equivalences
MP
(
{ℓ0}H(ℓ0)
)
−mod∞ → {ℓ0}H(ℓ0)−mod
∞ → {λ0}H(ℓ0)−mod
∞.
The rings {ℓ0}H, {ℓ0}H(ℓ0),
{λ0}H(ℓ0) are endowed with the topologies induced by
the corresponding inverse systems, and mod∞ is the category of smooth finitely
generated modules, see 7.2 for the other notations. The restriction {ℓ0}H-mod →
H-mod yields an equivalence {ℓ0}H-mod∞ → {ℓ0}O. Similarly, the restriction
{λ0}H(ℓ0)-mod → H
′
(ℓ0)
-mod yields an equivalence {λ0}H(ℓ0)-mod
∞ → {λ0}O(ℓ0).
Thus it suffices to prove that the categories MP(
{ℓ0}H(ℓ0))-mod
∞ and {ℓ0}H-mod∞
are equivalent.
For each class (ℓ) ∈ P we fix an element w(ℓ) ∈ Wˆ such that (ℓ) = w(ℓ)(ℓ0) and
e(ℓ)ϕw(ℓ) ∈
{ℓ0}H · e(ℓ0), see [L, 8.16]. We write ϕ(ℓ) for ϕw(ℓ) . Let E(ℓ)(ℓ′)(h) ∈
MP(
{ℓ0}H(ℓ0)) be the matrix with (ℓ), (ℓ
′)-th entry equal to h and all other entries
equal to zero. The linear map
{ℓ0}H→MP
(
{ℓ0}H(ℓ0)
)
, ϕ(ℓ)hϕ
−1
(ℓ′) 7→ E(ℓ)(ℓ′)(h),
is an embedding of topological rings with a dense image, see [L, 8.16]. The restric-
tion yields the desired equivalence MP(
{ℓ0}H(ℓ0))-mod
∞ → {ℓ0}H-mod∞.
The last claim in (iii) is proved as in (B), see also [L, Section 8]. ⊓⊔
2.6. Intertwiners in O. Assume that k is a field. For any J ( Iˆ let HJ =⊕
w∈WJ
twS ⊂ H. It is a subring. We write H for HI , O for H-mof , and [ℓ] (or
[ℓ]
k
if necessary) for [ℓ]Wℓ,k. Set Sℓ = S/[ℓ], P (ℓ) = H⊗SSℓ, and 1ℓ = 1⊗1 ∈ P (ℓ).
Let ℓH be the specialization of H at the central character Wℓ ∈ Spec(SW ). Set
ℓO = ℓH-mof . The module P (m) lies in ℓO for all m ∈ Wℓ because 〈ℓ〉W ⊆ [m]
and 〈ℓ〉W lies in the center of H. It is projective (as in Proposition 2.2(i)).
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For each w ∈ W the intertwining operator Φw(ℓ) : P (wℓ)→ P (ℓ) is the unique
H-homomorphism taking 1wℓ to φw1ℓ. The same argument as for Lemma 2.3
implies that Φsi(ℓ) is invertible if and only if yα∨i (ℓ) 6= ζ
±1
i .
The connected components of the set XR \
⋃
β∨∈∆∨ Hβ∨ are the chambers. Let
C± be the chamber containing ±ρ, and Cw = {w
−1µ ; µ ∈ C+}.
Set Hℓ = {β
∨ ∈ ∆∨ ; yβ∨(ℓ) = ζ
±1
β∨ }, and Uℓ = XR \
⋃
β∨∈Hℓ
Hβ∨ . The groupWℓ
acts on Uℓ. A domain is a minimal subset in Uℓ containing a connected component
and stable by Wℓ. Let Dw be the unique domain containing Cw, and D be the set
of domains.
Proposition. (i) P (w1ℓ), P (w2ℓ) are isomorphic whenever Dw1 = Dw2 .
(ii) Assume that Wˆλ = Wℓ. There is a unique injection † : D → D such that
D†w2 = Dw1 if w2v = xκww1 and w ∈W , v ∈ Wˆλ, κ ∈ Y far enough inside C+.
Proof. Claim (i) is immediate using the condition for the invertibility of the inter-
twining operator given above. Claim (ii) is easy and is left to the reader. ⊓⊔
3. Reminder on Knizhnik-Zamolodchikov trigonometric connection
This section contains standard results on Knizhnik-Zamolodchikov trigonometric
connection. See [GGOR] for the analogue in the rational case. The sheaf of regular
functions on a scheme S is denoted by OS . If S is smooth, the sheaf of differential
operators on S is denoted by DS .
3.1. Assume that k is a field. Set T◦ = {xβ 6= 1 ; ∀β ∈ ∆} ⊂ T . Let D◦ be the
ring of algebraic differential operators on T◦. For each j ∈ I set
(3.1.1) Dj = ∂ξj −
∑
β∈∆+
hββjϑβ + ρ˜j ∈ D◦ with ρ˜ =
1
2
∑
β∈∆+
hβ ⊗ β.
Put R◦ = k[T◦], and H
′
◦ = R◦ ⊗R H
′. Set θβ = (1− x−β)
−1 ⊗ (1− sβ) ∈ H
′
◦.
Lemma. (i) There is a unique k-algebra structure on H′◦ extending H
′.
(ii) There is a unique ring isomorphism D◦⋊ kW → H
′
◦ such that ∂ξj 7→ ∇j :=
ξj +
∑
β∈∆+
hββjθβ − ρ˜j , f 7→ f , w 7→ w for all j ∈ I, w ∈W and f ∈ R◦.
Proof. (i) is immediate becauseH′ is a free left R-module and {f ∈ R ; f(T◦) = 0}
is a left Ore set in H′ by (2.1.2).
Let us check (ii). Observe thatDj preserves the subspaceR ⊂ R◦. IdentifyingR
with the moduleH′⊗H′ k induced from the trivial representation ofH
′ on k, we get
a representation of H′ on R such that w(g) = wg, ξj(g) = Dj(g) and f(g) = fg for
each f, g ∈ R and w ∈ W . This action extends obviously to an action of H′◦ on R◦.
Hence there is a ring homomorphism H′◦ → D◦ ⋊ kW such that ξj 7→ Dj , f 7→ f ,
w 7→ w. It is obviously surjective. It is also injective because the representation of
H′ on R above is faithful, by a well-known lemma of Cherednik. ⊓⊔
3.2. For each H′-module M we set M◦ = R◦ ⊗R M . Composing the localization
O′ → H′◦-Mod, M 7→M◦, the isomorphism 3.1, and the sheafification D◦-Mod→
DT◦ -Mod, we get a functor L : O
′ → DT◦ ⋊ kW -Mod. For any M in O
′ the
DT◦ ⋊ kW -module L(M) is locally free of finite rank over OT◦ , because L(M) is a
DT◦ -module which is coherent over OT◦ (since M is finitely generated over R).
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3.3. Set k = C. Let zi, i ∈ I, be the obvious coordinates on C
I . For any β ∈ ∆
we write zβ for
∏
i z
βi
i . Let D∞ ⊂ C
I be the divisor {
∏
i∈I zi = 0}. The map
(xαi) : T → C
I is an isomorphism onto CI \D∞. Set D∆ =
⋃
β∈∆{z
β = 1}, and
D = D∞ ∪D∆. Then T◦ is identified with the open set C
I
◦ = C
I \D.
Let CI → CI◦/W , u 7→ [u] be the obvious projection. Fix c© ∈ (0, 1)
I , and
λ∨c ∈ X
∨
C such that e
λ∨c = c©. The fundamental group Π1(C
I
◦/W, [ c©]) is generated
by the homotopy classes of the paths γj , τj : [0, 1]→ C
I
◦/W such that
γj(t) = [ c© · e
tω∨j ], τj(t) = [ c© · e
−t(αj :λ
∨
c )α
∨
j ].
It is isomorphic to the affine braid group BWˆ associated to Wˆ , see [H, §2] for more
details and references.
From now on we assume that k = A, F or C. For any finite dimensional C-vector
space V we call holomorphic function CI → V ((̟)) a formal series
∑
n≫−∞ an̟
n
where each an is a holomorphic function C
I → V.
Given a W -equivariant k-vector bundle V over CI◦ with a W -invariant integrable
connection ∇, let V ∇ be the set of W -invariant holomorphic horizontal sections of
V over the simply connected cover C˜I of CI◦. It is a free k-module of rank equal to
the rank of V .
The group BWˆ acts on V
∇ by monodromy. The functor V 7→ V ∇ is exact, from
the category of W -equivariant vector bundles on CI◦ with a W -invariant integrable
connection to kBWˆ -mof . It restricts to an equivalence from the category of W -
equivariant vector bundles on CI◦ with a regular integrable W -invariant connection
to kBWˆ -mof .
If k = A we have C⊗A V
∇ = (C⊗A V )
∇ and F⊗A V
∇ = (F⊗A V )
∇.
3.4. Let M : O′ → kBWˆ -mof be the functor M 7→ L(M)
∇.
Lemma. Fix M,N ∈ O′.
(i) The canonical map HomO′(M,N) → HomB
Wˆ
(M(M),M(N)) is injective if
N is torsion-free over R.
(ii) The DCI◦-module L(M) has regular singularities along D.
Proof. The restriction HomH′(M,N)→ HomH′◦(M◦,N◦) is injective if N is torsion
free over R. Assigning to a horizontal section on CI◦/W its value in the fiber at a
given point is an injective map. Thus the map
HomO′(M,N)→ HomB
Wˆ
(M(M),M(N))
is injective. Claim (i) is proved.
Fix a H′-module M in O′. The horizontal sections of LI(M) are the elements
in R◦ ⊗k M annihilated by the operator ∇j for all j ∈ I, see Lemma 3.1. Using
(2.1.2) we get
∇j = ∂ξj ⊗ 1 + 1⊗ ξj −
∑
β∈∆+
hββjθβ − ρ˜j .
Hence the elements of MI(M) are the W -invariant maps CI◦ → M which are
annihilated by the connection d−
∑
j Ajdzj/zj , with
Aj = ρ˜j − ξj −
∑
β∈∆+
hβ
βj z
β
1− zβ
(1− sβ).
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This connection is the trigonometric Knizhnik-Zamolodchikov connection on the
vector bundle CI◦ ×W M◦ over C
I
◦/W . It has regular singularities along D and at
infinity.
The category of OCI◦-coherent DCI◦ -modules with regular singularities is stable
by subquotients. Therefore L(M) has regular singularities for each M ∈ λO by
Proposition 2.2.(ii).
The category of OCI◦-coherent DCI◦ -modules with regular singularities is stable
by extensions. Therefore L(M) has regular singularities for each M ∈ {λ}O. Then,
(ii) follows from Proposition 2.1.(ii). ⊓⊔
Notation. If M ∈ O′ we write M∇ for MI(M).
4. Monodromy
We fix a branch of the logarithm. Put za = exp(a log(z)) for any a. Set k = C.
Fix λ0 ∈ XC such that Wˆλ0 ⊆ W . Set ℓ0 = e
λ0 and ζ
1/2
0i = e
h0i/2. Note that
Wˆλ0 = Wℓ0 by Lemma 1.3, hence Wˆλ0 is generated by reflections. We assume that
ζ0i 6= 1,−1 for each i.
4.1. The modules P (µ0)
∇, with µ0 ∈ XC, have been studied by several authors
when the parameters are generic, see [C3, Proposition 3.4] for instance. It is impor-
tant, for us, to have precise information for non generic values of the parameters.
Theorem. (i) P (wˆλ0)
∇ = P (wℓ0) for all wˆ ∈ Wˆ , w ∈ W with Dwˆ = D
†
w.
(ii) M factors through a functor O′ → O.
(iii) M is fully faithful on I(O′).
Proof of (i). Fix µ0 ∈ Wˆλ0 and m0 = e
µ0 . The computation of P (µ0)
∇
C uses a
reduction to the rank one case as in [C3]. To do so, we first deform P (µ0)C over A.
Then we fix a fundamental matrix solution over F. From now on k = A,F or C.
(A) Set
X0 = {ǫ ∈ XC ; (wǫ)j 6= (w
′ǫ)j , ∀w 6= w
′ ∈W, ∀j ∈ I}.
Put µ = µ0 + ̟ǫ, with ǫ ∈ X0. Set Q = Wˆµ0 · µ. From now on let ν denote any
element in Q. Set SQ,A as in 2.1. The ring SQ,A is local. Let mQ,A be the maximal
ideal. Set SQ,k = k ⊗A SQ,A for k = F or C. We claim that SQ,C = Sµ0,C. We
have (S′A/[µ]Wˆµ0 ,A
) ⊗A C = Sµ0,C by Remark 2.1. Hence the obvious surjective
map S′A/[µ]Wˆµ0 ,A
→ SQ,A specializes to a surjective map Sµ0,C → SQ,C. The claim
follows, because dim(Sµ0,C) = nˆµ0 by Chevalley’s theorem, and dim(SQ,C) = nˆµ0
because dim(SQ,F) = nˆµ0 , since Wˆν = {1}, and SQ,A is free over A because SQ,A ⊂⊕
ν Sν,A and Sν,A = A.
Put P = H′ ⊗S′ SQ. The module P lies in O
′ and PC = P (µ0)C. Let Yj , Tj
be the monodromy operators on P∇ along γj , τj respectively. The assignement
yj 7→ e
ρ˜jYj , tj 7→ ζ
1/2
0j Tj extends uniquely to a representation of HF on P
∇
F by [C1,
Proposition 8]. The canonical maps F⊗AP
∇
A → P
∇
F and C⊗AP
∇
A → P
∇
C commute
to the BWˆ -action. Therefore the representation of BWˆ on P
∇
k factors also through
Hk if k = A,C.
(B) Assume that
(4.1.1) (µ0 : β
∨) ∈ R≪0 + iR, ∀β
∨ ∈ ∆∨+.
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We first prove that P∇C is cyclic over HC. Then we prove that P
∇
C ≃ P (m0)C.
Set ψw = φ
′
w ⊗ 1 ∈ P for each w ∈ W . Hence ψw ∈ wψ1πw +
∑
w′<w w
′ψ1SQ,
where πw is the product of all ξα∨ with α
∨ ∈ ∆∨+ ∩ w
−1∆∨−. The image of πw in
SQ,A is invertible : we have πw /∈mQ,A because the image of πw in Sµ0,C does not
lie in 〈µ0〉C since µ0 is regular by (4.1.1). Thus (ψw) is a SQ,A-basis of PA.
The obvious right SQ-action on P commutes to the left H
′-action, thus Aj (=
the connection matrix in 3.4) is SQ-linear, hence P
∇ is a (H,SQ)-bimodule. If
k ∈ Z is non-zero, the image of the element t = k + w
−1
ξj −
w′−1ξj in SQ,F is
invertible, because SQ,F =
⊕
ν Sν,F and the projection of t in Sν,F is invertible
(since w
−1
ξj ∈ (wν)j + 〈ν〉 and ǫ ∈ X0). Put Aj0 = ρ˜j − ξj . The element Aj0 ∈ S
′
is identified with its projection in SQ whenever needed. Set z
A0 =
∏
j z
Aj0
j . There
is a unique SQ,F-basis (ψ
∇
w ) of P
∇
F such that the function
(zj) 7→ ψ
∇
w (zj) · z
−B ,
where B = w
−1
A0, is holomorphic on C
I \D∆ and equals ψw at 0. By Proposition
7.1 there is also a SQ,A-basis (b
∇
w ) of P
∇
A such that
(4.1.2) b∇w ∈ ψ
∇
w +
∑
w′µ0<wµ0
ψ∇w′ · SQ,F.
Let bw be the image of b
∇
w by the unique SQ,F-linear isomorphism P
∇
F → PF
such that ψ∇w 7→ ψw. Let P
∇
A denote also the SQ,A-span of (bw). The monodromy
HF-action on P
∇
F yields a representation of HA on PF which preserves P
∇
A . For
each η0, η
′
0 ∈ XC we write η0 ≻ η
′
0 if η0 − η
′
0 ∈ YR,+ \ {0} + iXR. Note that
wµ0 ≻ w
′µ0 if w > w
′, by (4.1.1), or if wµ0 > w
′µ0. We claim that
(4.1.3) twb1 ∈ bw · S
×
Q,A +
∑
w′µ0≺wµ0
bw′ · SQ,A, and SAb1 = b1 · SQ,A.
The proof is given in (D). Then an easy induction implies that P∇A = HAb1, hence
that P∇C = HCb1.
The series eξj =
∑
k≥0(2iπξj)
k/k! converges in SQ,A, because ξj ∈ (µ0)j+mQ,A
and mQ,A is pronilpotent. Let SA → SQ,A, p 7→ p(e
ξ) be the ring homomorphism
such that yj 7→ e
ξj . It is surjective. The map p 7→ p(eξ) factors through a ring
isomorphism Sm0,C → Sµ0,C (fix κ ∈ Y such that µ0 + κ ∈ Wλ0; then Wˆµ0 =
x−1κ Wm0xκ, because Wˆµ0 = x
−1
κ Wˆµ0+κxκ and Wˆλ0 = Wℓ0 ; the claim follows since
dim(Sm0,C) = dim(Sµ0,C)). In particular [m0]b1 = 0 by (4.1.4), because [µ0]b1 = 0.
Therefore there is a unique surjective HC-linear map P (m0)C → P
∇
C such that
1m0 7→ b1. It is invertible because both modules have the same dimension over C.
(C) Fix wˆ ∈ Wˆ , w ∈W as in (i). We may assume that wv = xκw
′wˆ with w′ ∈W ,
v ∈ Wˆλ0 , and κ ∈ Y far inside C+, because Dwˆ = D
†
w. In particular the alcove Awˆ
is far inside Dwˆ. Put µ0 = w
′wˆλ0. Then (4.1.1) holds. Thus P
∇
C = P (m0)C by
(A). We have also m0 = wℓ0 because µ0 + κ = wλ0. Thus P (wˆλ0)
∇
C = P (wℓ0)C,
because Φ′w′(wˆλ0) : P (µ0)C → P (wˆλ0)C is invertible (since Awˆ is far inside Dwˆ).
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(D) Let G : CI◦ → End(PF) be the fundamental matrix solution such that Gψw =
ψ∇w . We have G = Hz
A0 with H : CI \ D∆ → End(PF) holomorphic such that
H(0) = Id, and Yj = G(ze
ω∨j )−1G(z), Tj = G(sjz)
−1sjG(z). Thus
(4.1.4) wpψ = ψ · p(eξ), ∀p ∈ SF, ∀w.
Hence the second part of (4.1.3) is immediate.
Let us prove the first part. We first claim that for each w ∈ W there is an
invertible element pw ∈ SQ,F such that
(4.1.5) twψ1 ∈ ψw · pw +
∑
w′<w
ψw′ · SQ,F.
To do so, observe that
(4.1.6) ψw · SQ,F = {ψ ∈ PF ;
wpψ = ψ · p(eξ), ∀p ∈ SF}.
Indeed, the direct inclusion is immediate, while the inverse one holds because PF =⊕
w′ ψw′ · SQ,F and, for each w 6= w
′, there is an element p ∈ SF such that
wp(eξ)− w
′
p(eξ) ∈ S×Q,F
(because SQ,F =
⊕
ν Sν,F, and there is p such that p(we
ν) 6= p(w′eν) for each ν
since Weν = {1}). Then, (4.1.6) implies that φwψ1 ∈ ψw ·SQ,F, and (4.1.5) follows.
Using (4.1.2) and (4.1.5) we get
(4.1.7) twb1 ∈ bw · pw +
∑
w′µ0≺wµ0
bw′ · SQ,A
for some pw ∈ SQ,A ∩ S
×
Q,F. We must prove that pw ∈ S
×
Q,A. We prove it by
induction on ℓ(w). Fix v ∈ W such that sjv > v. By (4.1.5) there is an element
q ∈ SQ,F such that
(4.1.8) tjψv ∈ ψsjv · q +
∑
v′<sjv
ψv′ · SQ,F.
By (4.1.2) and (4.1.7) we have q ∈ SQ,A. It is sufficient to prove that q ∈ S
×
Q,A. To
simplify we write j for {j} and Pj for H
′
j ⊗S′ SvQ, where SvQ is defined as SQ in
(A). From now on w is either v or sjv. Set ϕw = φ
′
wv−1 ⊗ 1 ∈ Pj . Then (ϕw) is a
SvQ-basis of Pj .
Let P∇j be the set of holomorphic functions f : C \ {0, 1} → Pj such that
zj∂zjf − Aj0f + h0jzj
1− sj
1 − zj
f = 0.
It is a right SvQ-module. Let Y
′
j , T
′
j the monodromy operators around 0 and 1.
Since yk lies in the center of Hj if k 6= j, the assignement yj 7→ e
ρ˜jY ′j , tj 7→ ζ
1/2
0j T
′
j
extends to a representation of Hj on P
∇
j such that ykm = m · e
v−1ξk for each
k 6= j and each m ∈ P∇j . Let Gj be the fundamental matrix solution such that
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j with Hj : C \ {1} → End(Pj,F) holomorphic and Hj(0) = Id. Set
ϕ∇w = Gjϕw. There is a unique SvQ,F-linear isomorphism P
∇
j,F → Pj,F such that
ϕ∇w 7→ ϕw. It yields a representation of Hj,F on Pj,F.
Let θj : Pj → P be the H
′
j-linear map such that ϕw 7→ ψw. Note that θj(m ·
vp) = θj(m) · p for each m ∈ Pj , p ∈ SQ. We have
θj(tjϕv) = lim
ε→0
εDj ◦ tj ◦ ε
−Dj (ψv) with Dj =
∑
k 6=j
Ak0,
because θj ◦ Gj = limε→0(Gε
−Dj)|Cε ◦ θj with Cε =
⋂
k 6=j{zk = ε} ⊂ C
I . Thus
tjϕv = ϕsjv ·
vq modulo ϕv · SvQ, with q as in (4.1.8), because Dj(ψw) = ψw · a for
some element a ∈ SQ which is independent on w ∈ {v, sjv}, and because tjψv is a
linear combination of the elements ψv′ with v
′ ≤ sjv by (4.1.8). Therefore to prove
(4.1.3) it suffices to check that
tjϕv ∈ ϕsjv · S
×
vQ,A + ϕv · SvQ,F.
Since SvQ,A ⊆
⊕
ν Svν,A, an element in SvQ,A is invertible if and only if its image
in Svν,A is invertible. There is a unique H
′
j-linear map Pj → Pj(vν) taking 1 ⊗ 1
to 1⊗ 1. It commutes to the right actions of SvQ on Pj , and of Svν on Pj(vν). Let
ϕ¯w be the image of ϕw. Since Svν,A = A for each ν, it is enough to prove that
(4.1.9) tjϕ¯v ∈ ϕ¯sjv · A
× + ϕ¯v · F.
Let Γ be the gamma function. For each z ∈ C+̟A× set a(z) = (ζ
1/2
0j −ζ
−1/2
0j )(e
z−
1)−1 and b(z) = Γ(z)Γ(1+ z)Γ(h0j+ z)
−1Γ(1−h0j + z)
−1. Then [C1, Theorem 10]
yields
tjϕ¯v = ϕ¯sjv · b(−γ) + ϕ¯v · a(−γ),
with γ = (vν : α∨j ). Note that γ = (vµ0 : α
∨
j ) +̟(vǫ : α
∨
j ), where (vµ0 : α
∨
j ) /∈
{0,±h0j}+Z≥0 by (4.1.1) because sjv > v. Thus b(−γ) ∈ A
×, because Γ does not
vanish anywhere, and has a simple pole at each non positive integer. Hence (4.1.9)
holds. ⊓⊔
Proof of (ii). Set k = F . Fix λ ∈ XA, hi ∈ A such that (λ, hi) = (λ0, h0i) modulo
̟, and (λ, hi) is generic over F. Then P (µ)F = P (λ)F and P (λ)
∇
F = P (e
λ)F for all
µ ∈ Wˆλ. Thus the FBWˆ -action on M(M) factors through H for all M in
λOF by
Proposition 2.2, yielding a functorM : λOF →
ℓOF.
Fix k = A, and (λ, h) as above. For each M in λOA, M(M) is free over A,
M(F⊗A M) = F⊗AM(M), and M(F⊗A M) ∈
ℓOF. Hence M(M) ∈
ℓOA, thus
M(C⊗A M) = C⊗AM(M) ∈
ℓ0OC.
Fix k = C. Then M(λ0O) ⊂ ℓ0O. Therefore M({λ0}O) ⊂ {ℓ0}O, because an
object in {λ0}O has a filtration whose associated graded lies in λ0O andM is exact.
⊓⊔
Proof of (iii). Fix M,N ∈ O′. Since I(N) is torsion-free over R the natural map
HomO′(I(M),I(N))→ HomB
Wˆ
(M∇,N∇)
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is injective by Lemma 3.4.(i). The functor of horizontal sections yields an isomor-
phism
HomH′◦(I(M)◦,I(N)◦)→ HomBWˆ (M
∇,N∇)
by Lemma 3.1.(ii), Lemma 3.4.(ii). We must check that the restriction map
HomH′(I(M),I(N))→ HomH′◦(I(M)◦,I(N)◦)
is surjective. An element f ∈ HomH′◦(I(M)◦,I(N)◦) is a horizontal W -invariant
section of the bundle HomR◦(I(M)◦,I(N)◦) over T◦. Given β ∈ ∆+, we expand
f =
∑
k≥k0
(1−zβ)kfk locally near a generic point of {z
β = 1}, with fk holomorphic
on the divisor and fk0 not identically zero. The residue of the connection on {z
β =
1} is constant and has eigenvalues 0,±2h0β , see 3.4. Thus k0 ≥ 0 since 2h0β /∈ Z.
⊓⊔
Remark. Observe that P (µ0)
∇ 6= P (eµ0) in general. For instance, in type A1, if
λ0 = ρ/2 and h0 = 1/2 then e
s♥λ0 = ℓ−10 , and P (s♥λ0)
∇ = P (ℓ0) 6= P (ℓ
−1
0 ). See
6.2 for more details.
4.2. We do not know how to compute P (µ0)
∇ for all µ0 ∈ Wˆλ0. However we
can prove a parabolic analogue to Theorem 4.1.(i) which is sufficient to recover the
category O′ in type A, see Section 5.
Fix a non-empty subset J ( Iˆ. The group WJ acts on H
′
J on the right by
translations. The quotient is a left H′J -module which is naturally identified with
S′. Let O′ ⊂ Wˆλ0 be a finite subset such thatWJO
′ = O′. The proof of Lemma 2.1
gives u[O′] ⊆
∑
u′≤u[O
′]u′ for all u ∈WJ . Hence the ideal [O
′] ⊂ S′ is preserved by
H′J . Set PJ(O
′) = H′⊗H′
J
SO′ , and 1O′ = 1⊗ 1 ∈ PJ(O
′). The module PJ(O
′) lies
in λ0O, and is generated by 1O′ over H
′ with the defining relations [O′] 1O′ = 0 and
WJ 1O′ = 1O′ . If J ⊆ I then PJ(O
′) = I(P J(O
′)), where P J(O
′) = H′ ⊗H′
J
SO′ .
From now on we assume that J ⊆ I. Set CJ,+ = {µ0 ∈ XR ; (µ0 : α
∨
j ) = 0, (µ0 :
α∨k ) > 0, ∀j ∈ J, k /∈ J}. There is a unique representation of HJ on S such that
tj 1 = ζ0j and S acts by multiplication. Set [E] =
⋂
m∈E [m] and SE = S/[E] for
any subset E ⊆ Wℓ0. If O ⊂ Wℓ0 is a WJ -orbit, the ideal [O] ⊂ S is preserved
by HJ . Set P J(O) = H ⊗HJ SO and 1O = 1 ⊗ 1. The H-module P J(O) lies in
ℓ0O, and is generated by 1O over H with the defining relations [O] 1O = 0 and
tj 1O = ζ0j1O for each j ∈ J.
Proposition. (i) PJ(O
′) is projective in λ0O.
(ii) If m0 ∈ Wℓ0, µ0 ∈ Wˆλ0 are such that e
µ0 = m0 and µ0 ∈ Wλ0 − κ with
κ ∈ Y far enough inside CJ,+, then P (WJµ0)
∇ = P (WJm0).
Proof. SetMO′ = {m ∈M ; [O
′]m = 0} for eachH′-moduleM . By Lemma 2.1 the
subspaceMO′ ⊂M is preserved by WJ . Moreover HomH′(PJ(O
′),M) = (MO′)
WJ .
Hence PJ(O
′) is projective in λ0O, because the functor M 7→
(
MO′
)WJ
from λ0O
to vector spaces is exact. Claim (i) is proved.
The proof of (ii) is the same as the proof of Theorem 4.1.(i), to which we refer
for notations and details. Set µ0 ∈ Wˆλ0, O
′ =WJ · µ0, and O =WJ ·m0.
(A) We first prove that P J(O
′)∇C is cyclic over HC. To do so, we deform P J(O
′)C.
From now on k = A,F or C, w,w′ ∈W , v, v′ ∈W J , u ∈ WJ , and ν0, ν
′
0 ∈ O
′.
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Put µ = µ0+̟ǫ, with ǫ ∈ X0. Set Q = WJWˆµ0 ·µ and ν¯0 = Q∩(ν0+̟XC). Let
SQ,A, Sν¯0,A be as in 2.1. Set SQ,k = k⊗A SQ,A and Sν¯0,k = k⊗A Sν¯0,A if k = F,C.
The ring Sν¯0,A is local. Letmν¯0,A be the maximal ideal. We have Sν¯0,C = Sν0,C, see
4.1(A). Thus SQ,C = SO′,C, because SQ,A =
⊕
ν0
Sν¯0,A. Let ν denote any element
in Q. The embedding SQ,A ⊆
⊕
ν Sν,A is generically invertible.
The H′J -action on S
′ descends to SQ because WJQ = Q. Set P = H
′ ⊗H′J SQ.
The module P lies in O′ and PC = P J(O
′)C. Set ψv = φ
′
v ⊗ 1 ∈ P . Assume that
Wµ0 ⊆ WJ . We claim that P =
⊕
v ψv · SQ. It is enough to prove it for k = A.
Recall that ψv ∈ vψ1 ·πv+
∑
v′<v v
′ψ1 ·SQ,A. The image of πv in SQ,C is invertible,
because SQ,C =
⊕
ν0
Sν0,C and πv /∈ mν0,C (indeed, ∆J,+ ⊂ ∆
∨
+ ∩ v
−1∆∨+ because
v ∈W J , hence ξα∨(ν0) 6= 0 if α
∨ ∈ ∆∨+ ∩ v
−1∆∨− since Wν0 ⊆WJ ). Therefore πv is
invertible in SQ,A. The claim follows.
If k ∈ Z is non-zero the element t = k + v
−1
ξj −
v′−1ξj is invertible in SQ,F,
because SQ,F =
⊕
ν Sν,F and the projection of t in Sν,F is invertible (since ǫ ∈ X0).
Thus there is a unique fundamental matrix solution G : CI◦ → End(PF) of the
trigonometric Knizhnik-Zamolodchikov connection of the form G = HzA0 , with
H holomorphic on CI \ D∆ and H(0) = Id. It yields a F-linear isomorphism
P∇F → PF. From now on we identify the F-vector spaces PF, P
∇
F . The BWˆ -action
on P∇ factorizes through H by Theorem 4.1.(ii). Thus PF admits left actions of
H′ and H, such that yj = e
ξj . Moreover P∇A ⊂ PF is a HA-submodule, and the
canonical map C⊗A P
∇
A → P
∇
C is an isomorphism of HC-modules.
We now fix µ0 as in (ii). Hence
(4.2.1) (ν0 : β
∨) ∈ R≪0 + iR, ∀β
∨ ∈ ∆∨+ \∆
∨
J,+, ∀ν0.
In particular, Wµ0 ⊆ WJ . Assume that sjv > v and sjv /∈ vWJ . Hence sjv ∈ W
J .
We claim that
(4.2.2) ∀p ∈ SQ,A, ∃x ∈ HA such that xψv ∈ ψsjv · p+
∑
v′<sjv
ψv′ · SQ,F.
We have SAψv = ψv ·SQ,A, because yj acts as e
ξj in PF and the ring homomorphism
SA → SQ,A, p 7→ p(e
ξ) is surjective. Therefore it is sufficient to prove that
(4.2.3) tjψv ∈ ψsjv · S
×
Q,A +
∑
v′<sjv
ψv′ · SQ,F.
The same argument as for (4.1.5) implies that tjψv ∈
∑
v′≤sjv
ψv′ · SQ,F. Set
Pj = H
′
j ⊗S′ SvQ. The ring Hj acts on Pj,F by monodromy as in 4.1(D). Fix
ϕv, ϕsjv ∈ Pj as in 4.1(D). Let θj : Pj → P be the H
′
j-linear embedding such that
ϕw 7→ ψw if w = v or sjv. Using θj as in 4.1(D) we are reduced to prove that
tjϕv ∈ ϕsjv · S
×
vQ,A + ϕv · SvQ,F.
An element in SvQ,A is invertible if and only if its image in Svν,A is invertible for
each ν. The projection SvQ → Svν yields a H
′
j-linear map Pj → Pj(vν). Using this
map we are reduced to prove (4.1.9) again. We have v−1α∨j ∈ ∆
∨
+ \∆
∨
J,+, because
sjv > v and sjv ∈ W
J . Hence (vν0 : α
∨
j ) /∈ {0,±h0} + Z≥0 by (4.2.1). The claim
(4.2.2) follows.
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We now prove that (4.2.2) implies that P∇C = HCψ1. If κ is far enough inside
CJ,+ there is an open convex cone C ⊂ XC \ {0} (i.e. x+ y, tx ∈ C for each x, y ∈ C
and t ∈ R>0) containing Y+ \ {0} such that vν0− v
′ν′0 ∈ C for each v > v
′ and each
ν0, ν
′
0. Given η0, η
′
0 ∈ XC we write η0 ≻ η
′
0 if η0− η
′
0 ∈ C. Then vν0 ≻ v
′ν′0 if v > v
′
or vν0 > v
′ν′0.
Fix a A-basis (sν0,t) of Sν¯0,A for each ν0. Write ψv,ν0,t for ψvsν0,t. By Proposition
7.1 there is a A-basis (bv,ν0,t) of P
∇
A such that
(4.2.4) bv,ν0,t ∈ ψv,ν0,t +
∑
v′ν′0<vν0
∑
t′
ψv′,ν′0,t′ · F.
We first prove that ψ1 ∈ P
∇
A . Since ψ1 is a A-linear combination of the elements
ψ1,ν0,t, it suffices to check that b1,ν0,t = ψ1,ν0,t for each ν0, t. By (4.2.4) it suffices
to check that v′ν′0 6< ν0 for each ν
′
0, v
′. If v′ 6= 1 then v′ν′0 − ν0 ∈ C, hence
v′ν′0 6< ν0 because (−C)∩ Y+ = ∅. If v
′ = 1 then ν′0 − ν0 /∈ Y \ {0} because a direct
computation, using Wˆλ0 ⊆ W and ν0 ∈Wλ0 − κ, yields Wˆν0 ∩ (Y ⋊WJ) ⊆ WJ .
Given ν0, t there is x ∈ HA such that xψ1 ∈ ψv,ν0,t+
∑
v′<v ψv′ ·SQ,F by (4.2.2)
and an obvious induction on ℓ(v). Then
xψ1 ∈ bv,ν0,t +
∑
v′ν′0≺vν0
∑
t′
bv′,ν′0,t′ · A
because xψ1 ∈ P
∇
A . Therefore P
∇
A = HAψ1, hence P
∇
C = HCψ1.
(B) Next, we prove that there is a unique surjective HC-linear map P J(O)C → P
∇
C
such that 1O 7→ ψ1. To do so we must prove that [O]ψ1 = 0, and tjψ1 = ζ0jψ1 for
all j ∈ J .
We have Wˆν0 = x
−1
κ Weν0xκ for each ν0, because Wˆλ0 =Wℓ0 and ν0 ∈Wλ0 − κ.
Thus the map p 7→ p(eξ) yields a ring isomorphism Seν0 ,C → Sν0,C, see 4.1.(B). We
have also a bijection of WJ -sets O ≃ O
′, because WJ ∩Wm0 = WJ ∩Wµ0 (since
Wm0 = xκWˆµ0x
−1
κ , and WJ ∩ xκWˆµ0x
−1
κ = WJ ∩ Wµ0 because WJ centralizes
xκ). Hence the map p 7→ p(e
ξ) yields a ring isomorphism SO,C → SO′,C. Hence
[O]ψ1 = 0, because [O
′]ψ1 = 0.
Assume that j ∈ J , v = 1. Then tjψ1 = ψ1 · p with p ∈ SQ,F. We claim that
p = ζ0j . For each ν the subspace ψ1 ·S{ν,sjν} ⊂ P is preserved by H
′
j . Thus we are
reduced to a computation in S{ν,sjν} over F. The result follows from [C1].
There is a unique surjective HC-linear map P J(O)C → P
∇
C such that 1O 7→ ψ1.
It is invertible because both modules have the same dimension (since SO,C ≃ SO′,C).
⊓⊔
4.3. Fix an integer n > 0, and a subset J ⊆ I. Given finite subsets O ⊂ Wℓ0 and
O′ ⊂ Wˆλ0 which are preserved byWJ , we put SO′,n = S
′/[O′]n and SO,n = S/[O]
n
.
Set P J(O
′)n = H
′⊗H′
J
SO′,n, PJ(O
′)n = I(PJ(O
′)n), and P J(O)n = H⊗HJ SO,n.
Clearly PJ(O
′)n ∈
{λ0}O and P J(O)n ∈
{ℓ0}O. For each integer n > 0, let λ0On ⊂
{λ0}O be the full subcategory consisting of the modules M such that, for each
m ∈ M , there is a finite subset E ⊂ Wˆλ0 with [E]
nm = 0. For a future use we
need the following extension of 4.1-2.
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Proposition. (i) PJ(O
′)n is projective in
λ0On.
(ii) If m0 ∈ Wℓ0, µ0 ∈ Wˆλ0 are such that e
µ0 = m0 and µ0 ∈ Wλ0 − κ with
κ ∈ Y far enough inside CJ,+, then P J(WJµ0)
∇
n = P J(WJm0)n.
(iii) The mapM : HomH′(PJ1(O
′
1)n, PJ2(O
′
2)n)→ HomH(P J1(O1)
∇
n , P J2(O2)
∇
n )
is bijective.
Proof. For each H′-moduleM we setMO′,n = {m ∈M ; [O
′]nm = 0}. The functor
M 7→ {m ∈ M ; [O′]nm = 0}WJ is exact on λ0On and is represented by PJ(O
′)n.
Thus PJ(O
′)n is projective in
λ0On. Claim (ii) is proved as in 4.2, replacing
everywhere SQ by SQ,n = S
′/[Q]n. The map in (iii) is injective by Lemma 3.4.(i)
because PJ2(O
′
2)n is free over R. Any projective and indecomposable module N in
λ0On is a direct summand of a module P∅(µ0)n with µ0 ∈ Wˆλ0, see Proposition
2.2.(ii). Since P∅(µ0)n ∈ I(O
′), the functor M is fully faithful on the projective
modules in λ0On. Thus the map in (iii) is also surjective. ⊓⊔
5. Type A case
5.1. Let G∨ be the simple simply connected and connected linear group whose
weight lattice is X and whose root system is ∆. Thus T∨ is a maximal torus in
G∨. Let g∨ be the Lie algebra of G∨ over C.
Given h0 ∈ C, λ0 ∈ XC we set ℓ
′
0 = e
λ0 , ζ ′0 = e
h0 , and
ℓ′0Nζ′0 = {x ∈ g
∨ ; x is nilpotent and ad(ℓ′0)(x) = ζ
′
0x}.
Let ℓ
′
0H ⊆ G∨(C) be the centralizer of ℓ′0. The group
ℓ′0H acts on ℓ
′
0Nζ′0 by conju-
gation.
Given u0 ∈ C
× satisfying (2.5.1) we set ζ0 = e
u0h0 , τ0 = e
u0 , ℓ0 = e
u0λ0 , and
ℓ0Nζ0,τ0 = {x(̟) ∈ g
∨ ⊗C F ; x(̟) is nilpotent and ad(ℓ0)(x(τ0̟)) = ζ0x(̟)}.
Let G˜∨(F) be the Kac-Moody central extension of G∨(F), and
ℓ0Hτ0 = {g(̟) ∈ G˜
∨(F) ; ad(ℓ0)(g(τ0̟)) = g(̟)}.
Note that ℓ0Nζ0,τ0 ⊆ g
∨ ⊗C R and
ℓ0Hτ0 ⊆ G˜
∨(R), where R = C[̟,̟−1], because
τ0 is not a root of unity. The group
ℓ0Hτ0 ⋊ C
× acts on ℓ0Nζ0,τ0 : the first factor
acts by conjugation, the second by ‘rotation of the loops’.
Lemma. The map ev : g∨⊗CR→ g
∨, x(̟) 7→ x(1) factorizes through a bijection
ℓ0Nζ0,τ0/(
ℓ0Hτ0 ⋊ C
×)→ ℓ
′
0Nζ′0/
ℓ′0H.
Proof: We first claim that ev restricts to an isomorphism ℓ0Nζ0,τ0 →
ℓ′0Nζ′0 . Given
x(̟) ∈ g∨ ⊗C R we fix a decomposition x(̟) =
∑
i xi ⊗ ̟
ki , with xi ∈ g
∨, such
that xi has the weight β
∨
i and the elements xi ⊗̟
ki are linearly independent over
C. Using (2.5.1) we get
ad(ℓ0)(x(τ0̟)) = ζ0x(̟) ⇐⇒ (λ0 : β
∨
i ) + ki = h0, ∀i.
In particular
ad(ℓ0)(x(τ0̟)) = ζ0x(̟)⇒ ad(ℓ
′
0)(x(1)) = ζ
′
0x(1).
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On the other hand, if ad(ℓ′0)(x) = ζ
′
0x and x =
∑
i xi with xi of weight β
∨
i and
β∨i 6= β
∨
j if i 6= j, then for each i there is an integer ki such that (λ0 : β
∨
i )+ki = h0.
Thus the element x(̟) =
∑
i xi ⊗̟
ki satisfies
ad(ℓ0)(x(τ0̟)) = ζ0x(̟) and x(1) = x.
If ad(ℓ0)(x(τ0̟)) = ζ0x(̟), ad(ℓ0)(y(τ0̟)) = ζ0y(̟) and x(1) = y(1), then,
given decompositions x(̟) =
∑
i xi ⊗ ̟
ki , y(̟) =
∑
j yj ⊗ ̟
ℓj as above, we
get
∑
i xi =
∑
j yj , and ki = ℓj whenever the weights of xi, yj coincide. Thus
x(̟) = y(̟).
Obviously x(1) is nilpotent if the element x(̟) is nilpotent. Conversely assume
that x(1) ∈ ℓ
′
0Nζ′0 and ad(ℓ0)(x(τ0̟)) = ζ0x(̟). Given n > 0 we set y(̟) =
ad(x(̟))n ∈ End(g∨ ⊗C R). Fix a decomposition y(̟) =
∑
i yi ⊗̟
ki , such that
yi ∈ End(g
∨) has the weight γ∨i and the elements yi⊗̟
ki are linearly independent
over C. We have (λ0 : γ
∨
i ) + ki = nh0 for all i. In particular ki = kj whenever
γ∨i = γ
∨
j . Thus the operators yi are also linearly independent. Hence, if y(1) = 0
then y(̟) = 0. Thus x(̟) ∈ ℓ0Nζ0,τ0 . The claim is proved.
Given x(̟) ∈ ℓ0Nζ0,τ0 the orbit ad(
ℓ0Hτ0)(x(̟)) is a cone because x(̟) is
nilpotent (use the Jacobson-Morozov theorem as in Claim 2 in the proof of [V2,
Proposition 6.3] for instance). Fix ki, β
∨
i as above. We have (λ0 : β
∨
i )+ki = h0 for
all i. Hence for each t ∈ C we get x(et̟) = eh0tad(e−tλ0)(x(̟)). Clearly, e−tλ0 ∈
ℓ0Hτ0 . Thus x(z̟) ∈ ad(
ℓ0Hτ0)(x(̟)) for each z ∈ C
×, i.e. each ℓ0Hτ0-orbit in
ℓ0Nζ0,τ0 is preserved by the action of C
× by rotation. Therefore ℓ0Nζ0,τ0/(
ℓ0Hτ0 ⋊
C×) = ℓ0Nζ0,τ0/
ℓ0Hτ0 .
Let Z ⊆ G˜∨(F) be the kernel of the obvious projection G˜∨(F) → G∨(F). Thus
Z ≃ C×. Obviously, we have Z ⊆ ℓ0Hτ0 . The map ev : G
∨(R) → G∨(C),
g(̟) 7→ g(1) restricts to an isomorphism ℓ0Hτ0/Z →
ℓ′0H. Namely, both groups
are connected by [V2, Lemma 2.13], ev restricts to an injection ℓ0Hτ0/Z →
ℓ′0H
(see [BEG, Proposition 5.13] for instance), and ev yields an isomorphism of the
Lie algebras of ℓ0Hτ0/Z and
ℓ′0H. Therefore ev yields a bijection ℓ0Nζ0,τ0/
ℓ0Hτ0 →
ℓ′0Nζ′0/
ℓ′0H. ⊓⊔
5.2. Set k = C. Put T =
⊕
J⊆IH ⊗HJ S. The quantized affine Schur algebra
is the ring Sc = EndH(T). The right S
W -action on T commutes to the left H-
action. It yields a ring homomorphism SW → Sc. Given ℓ′0 ∈ T
∨, let {ℓ
′
0}S be
the full subcategory of Sc-mof consisting of the modules which are annihilated by
some power of 〈ℓ′0〉
W
. Note that Sc-mof =
⊕
ℓ′0
{ℓ′0}S, where ℓ′0 varies in a set of
representatives of the W -orbits in T∨.
From now on let ∆ be of type Ad−1. Since the parameters ζ0i (resp. h0i) are all
equal we omit the subscript i. To keep track of the parameters, we will index the
categories considered so far by ζ0, τ0, etc.
Lemma. The number of simple objects in {ℓ
′
0}Sζ′0 is not less than the number of
ℓ′0H-orbits in ℓ
′
0Nζ′0 .
Proof. We only sketch the proof because the arguments are standard. For any
quasi-projective SLd(C)×C
×-varietyX, letK(X) be the complexified Grothendieck
group of SLd(C)×C
×-equivariant coherent sheaves onX. SetB = K(point). Recall
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that Spec(B) = (T∨/W )×C×. Let ℓ
′
0K(X)ζ′0 be the specialization of the B-module
K(X) at (Wℓ′0, ζ
′
0) ∈ (T
∨/W )× C×.
Let X (resp. X˙) be the variety of d-steps flags in Cd (resp. the complete flag va-
riety in Cd). Let Z ⊆ T ∗X×T ∗X (resp. Z˙ ⊆ T ∗X˙×T ∗X˙, Y ⊆ T ∗X˙×T ∗X) be the
corresponding Steinberg varieties. We endow K(Z), K(Z˙) with an associative uni-
tal B-linear product as in [CG]. We endow K(Y ) with the (K(Z˙),K(Z))-bimodule
structure as in [GRV]. We have a ring isomorphism H ≃ K(Z˙), and T ≃ K(Y )
over H. It gives rise to a ring homomorphism K(Z) → Sc which is invertible
generically over Spec(B). The specialization map from the Grothendieck group of
K(Z) ⊗C[ζ±1] C(ζ)-mof to the Grothendieck group of K(Z)ζ′0-mof is surjective.
Thus the pull-back map from the Grothendieck group of ℓ
′
0Sζ′0 to the Grothendieck
group of ℓ
′
0K(Z)ζ′0-mof is also surjective. The simple
ℓ′0K(Z)ζ′0-modules are la-
belled by ℓ
′
0Nζ′0/
ℓ′0H following [V1] (see the remark below Theorem 4 if ζ ′0 is a root
of unity). We are done. ⊓⊔
5.3. Let ζ ′0, ζ0, τ0 be as in 5.1.
Theorem. Assume that h0 ∈ C \ (1/2)Z.
(i) O′h0 and Sζ′0 are equivalent.
(ii) If ℓ0, ℓ
′
0 are as in 5.1 then
{ℓ0}Oζ0,τ0 and
{ℓ′0}Sζ′0 are equivalent.
Proof. We first prove (i). Fix λ0 ∈ XC. We can assume that Wˆλ0 ⊆ W . Namely
for any π ∈ Ω the pull-back by the automorphism π of H′ yields an equivalence
of categories {πλ0}Oh0 →
{λ0}Oh0 . Thus
{wλ0}Oh0 and
{λ0}Oh0 are equivalent
whenever w ∈ W˜ . Observe also that, in type A, there is always an element w ∈ W˜
such that Wˆwλ0 ⊆ W by Lemma 1.3. In the other hand, for each π the categories
{πℓ′0}Sζ′0 and
{ℓ′0}Sζ′0 are equivalent, because πℓ
′
0 = wπ(ℓ
′
0 · e
w−1π ωπ), the element
ew
−1
π ωπ ∈ G∨ is central, and for any ℓ ∈ T∨ and ω in the center of G∨ we have
ℓH ≃ ℓωH (use [CG, Proposition 8.1.5] for instance).
We have Wˆℓ0 = Wˆλ0 because
xβw(ℓ0) = ℓ0 ⇐⇒ (τ0 ⊗ β)(τ0 ⊗ wλ0) = τ0 ⊗ λ0
⇐⇒ β + wλ0 = λ0
⇐⇒ xβw(λ0) = λ0.
Thus Wˆℓ0 =Wℓ′0 , hence it is generated by reflections. Moreover,
α∨ ∈ ∆∨(ℓ0) ⇐⇒ e
u0(λ0 :α
∨) ∈ Γ ⇐⇒ (λ0 : α
∨) ∈ Z+ Zh0
by (2.5.1). Therefore, Proposition 2.5.(iii) yields an equivalence {ℓ0}Oζ0,τ0 ≃
{λ0}Oh0 .
Since there is an involution of H′ taking h0 to −h0, we may assume that
h0 /∈ Q>0. Thus the pair (τ0, ζ0) is regular according to the terminology in [V2,
Definition 2.14]. Hence, by [V2, Theorem 7.6 and Lemma 8.1] the simple objects in
{ℓ0}Oζ0,τ0 , hence in
{λ0}Oh0 , are labelled by
ℓ0Nζ0,τ0/(
ℓ0Hτ0⋊C
×). In the following
we construct a quotient functor {λ0}Oh0 →
{ℓ′0}Sζ′0 . It is an equivalence by Lemmas
5.1 and 5.2.
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For each integer n > 0 we set ℓ
′
0Tn = T⊗S S/[ℓ
′
0]
n
W and
ℓ′0Scn = Sc⊗SS/[ℓ
′
0]
n
W .
Thus EndH(
ℓ′0Tn) =
ℓ′0Scn. Note that [ℓ
′
0]W = [Wℓ
′
0] by the Pittie-Steinberg the-
orem, because Wℓ′0 is generated by reflections. If J ⊆ I then SWℓ′0,n =
⊕
O SO,n,
where O is any WJ -orbit in Wℓ
′
0. Hence
ℓ′0Tn =
⊕
J⊆I
⊕
O P J(O)n.
According to Proposition 4.3, for each J,O we can fix a WJ -orbit O
′ ⊂ Wˆλ0
such that P J(O
′)∇n = PJ(O)n. Set
λ0Tn =
⊕
O′ PJ(O
′)n. Consider the functor
M : O′h0 → Oζ′0 introduced in Section 3. We have M(
λ0Tn) =
ℓ′0Tn,
λ0Tn is
projective in λ0On,h0 , and EndH′(
λ0Tn) =
ℓ′0Scn by Proposition 4.3.(i), (ii). Thus
we have the quotient functor
Fn :
λ0On,h0 →
ℓ′0Scn −mof, M 7→ HomH′(
λ0Tn,M).
It is an equivalence because both categories have the same (finite) number of simple
objects.
On the other hand
{λ0}Oh0 = lim−→n
λ0On,h0 ,
{ℓ′0}Sζ′0 = lim−→n
(ℓ
′
0Scn −mof),
where lim
−→
stands for the inductive limit of categories. The functors Fn are com-
patible with the inductive systems of categories. Consider the H′-module λ0T∞ =
lim
←−n
λ0Tn. Note that
λ0T∞ /∈ O
′
h0
, because the S′-action is not locally finite. The
natural map Fn(M)→ HomH′(
λ0T∞,M) is an isomorphism for eachM ∈
λ0On,h0 .
Hence the functor
F∞ :
{λ0}Oh0 →
{ℓ′0}Sζ′0 , M 7→ HomH
′(λ0T∞,M),
is an equivalence of categories. Claim (i) follows, because
O′h0 =
⊕
λ0
{λ0}Oh0 , Sζ′0 =
⊕
ℓ′0
{ℓ′0}Sζ′0 ,
where λ0 (resp. ℓ
′
0) runs in a set of representatives of Wˆ -orbits in XC (resp. of
W -orbits in XC/Y ) and the map λ0 7→ ℓ
′
0 is a bijection XC/Wˆ → (XC/Y )/W .
The proof of (ii) follows immediately from the proof of (i). ⊓⊔
6. Another example
6.1. For any H′-module M in λ0O, the character of M is the element
ch(M) =
∑
µ∈Wˆλ0
dim(Mµ) ε
µ ∈ ZXC,
whereMµ is as in 2.2. We do not assume that the root system is of type A anymore,
but we restrict our attention to one single block in O′. Let n be the Coxeter number.
Fix a positive integer k prime to n. Put h0i = h0 = k/n ∈ Q, λ0 = ρ/n ∈ XQ,
ζ0i = ζ0 = e
k/n, and ℓ0 = e
ρ/n. Note that Wˆλ0 = {1}. For any j ∈ Z we set
∆∨(j) = {β∨ ∈ ∆∨ ; (ρ : β∨) = j}. Set k = an+ b, with 0 < b < n. We have
Hλ0 = {(β
∨,−a), (γ∨,−1− a) ; β∨ ∈ ∆∨(−b), γ∨ ∈ ∆∨(n− b)}.
For each non-empty subset J ⊆ Ik := ∆
∨(−b) ∪∆∨(n− b) we set
AJ = {µ ∈ XR ; (µ : β
∨), (µ : γ∨)−1 < a, ∀β∨ ∈ J∩∆∨(−b), ∀γ∨ ∈ J∩∆∨(n−b)}.
The function J 7→ AJ is decreasing. Put DJ = AJ \
⋃
J′)J A¯J′ . The sets DJ are
the affine domains.
23
Lemma. The simple objects {VJ} in
λ0O are uniquely labelled by non-empty sub-
sets J ⊆ Ik in such a way that
ch(VJ) =
∑
Aw⊆DJ
εwλ0 .
Proof. Fix v0 ∈ C
× not a root of unity, and set ζ0 = (v0)
k, τ0 = (v0)
n, ℓ0 = v
nλ0
0 .
By Proposition 2.5 the categories {ℓ0}O and {λ0}O are equivalent. The simple
modules in {ℓ0}O are classified in [V2], and the Jordan-Ho¨lder factors of induced
modules are given there via intersection cohomology of some stratified variety. In
our case, the corresponding variety is CIˆ , with the stratification induced by the
coordinate hyperplanes. This yields
∑
J′⊇J
ch(VJ′) =
∑
Aw⊆AJ
εwλ0 .
⊓⊔
For all µ0 ∈ Wˆλ0 we have ch(P (µ0)) =
∑
w∈Wˆ ε
wλ0 , because Wˆλ0 = {1}. In
particular P (µ0) is indecomposable, because it is generated by the one-dimensional
subspace P (µ0)µ0 . By the proposition above the modules P (µ0) and
⊕
J VJ are
equal in the Grothendieck ring. There are 2r+1 − 1 affine domains in XR, where r
is the rank of g∨. The corresponding projective objects in λ0O are the projective
covers PJ of the simple modules VJ , for each non-empty subset J ⊆ Ik. The set
DIk is the unique bounded affine domain. We have M(VIk) = 0 because VIk is
finite-dimensional.
There are 2r+1− 2 domains in XR. The corresponding projective objects in
ℓ0O
are the modulesM(PJ) with J ( Ik non-empty, by Theorem 4.1.(i). We claim that
M(PIk) = P I(Wℓ0). To prove the claim, observe that HomH′(PI(Wλ0), VIk ) =
(
⊕
µ0∈Wλ0
(VIk)µ0)
W . Hence PI(Wλ0) surjects to VIk , because
⊕
µ0∈Wλ0
(VIk)µ0 6=
{0} by the proposition above and VIk is simple. The module PI(Wλ0) is projective
in λ0O. Hence it contains the projective cover of VIk as a direct summand. Thus
PI(Wλ0) = PIk , because ch(PI(Wλ0)) = ch(PIk). On the other hand P I(Wλ0)
∇ =
P I(Wℓ0) by Theorem 4.2 (with J = I). We are done.
Note that M(PIk) = SWℓ0 , and that
ℓ0H = ⊕w∈WP (wℓ0), hence
ℓ0H is a sum
(with positive multiplicities) of the modules M(PJ) with J ( Ik. Thus there is a
quotient functor λ0O → EndH(
ℓ0H ⊕ SWℓ0)-mof . Therefore
λ0O is equivalent to
EndH(
ℓ0H⊕SWℓ0)-mof , because both categories have the same number of simple
modules. More generally, let {ℓ0}C be the full subcategory of EndH(H ⊕ S)-mof
consisting of the modules which are annihilated by some power of 〈ℓ0〉
W
.
Proposition. The category {λ0}O is equivalent to {ℓ0}C.
6.2. We give more details in type A1. Then λ0 = ρ/2, h0 = 1/2, ζ0 = −1, and
ℓ0 = i⊗α1. There are 3 simple objects V (s♥λ0), V (s1λ0), V (λ0) in
λ0O, such that
ch(V (λ0)) = ε
λ0 , and
ch(V (s♥λ0)) =
∑
j∈1+4Z<0
(εjλ0+ε−jλ0), ch(V (s1λ0)) = ε
−λ0+
∑
j∈1+4Z>0
(εjλ0+ε−jλ0).
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The representation of H′ on V (λ0) takes ξ1 to 1/4, and s1, s♥ to 1. The module
V (sjλ0) is the quotient of H
′ by the left ideal generated by {ξ1 − (sjλ0)1, sj + 1}
for each j = ♥, 1. The modules P (λ0), P (s♥λ0), P (s1λ0) are the projective covers
of V (λ0), V (s♥λ0), V (s1λ0) respectively in
λ0O.
There are 2 simple objects V (ℓ0), V (ℓ
−1
0 ) in
ℓ0O. The module V (ℓ±10 ) is one-
dimensional such that t1, y1 acts as −1,±i, and P (ℓ
±1
0 ) is the projective cover of
V (ℓ±10 ) in
ℓ0O.
We have M(V (λ0)) = 0 because dimV (λ0) < ∞. We have M(V (s1λ0)) =
V (ℓ−10 ) because V (s1λ0) is induced from the one-dimensional H
′-module such that
W acts via the signature, and V (ℓ−10 ) is the one-dimensional H-module such that
tj acts by -1. Similarly M(V (s♥λ0)) = V (ℓ0). Then, we get easily M(P (s♥λ0)) =
P (ℓ0) and M(P (s1λ0)) = P (ℓ
−1
0 ). There is an exact sequence
0→ V (s♥λ0)⊕ V (s1λ0)→ P (λ0)→ V (λ0)→ 0.
It yieldsM(P (λ0)) = V (ℓ0)⊕V (ℓ
−1
0 ). Set O
′ = {−λ0, λ0} and O = {ℓ
−1, ℓ0}. Then
V (ℓ0) ⊕ V (ℓ
−1
0 ) = P I(O), and P (λ0) = PI(O
′) because the map P (λ0) → PI(O
′),
1λ0 7→ (ξ1 +
1
4
)1±λ0 is surjective and chP (λ0) = chPI(O
′). Thus M(PI(O
′)) =
P I(O). To conclude, note that SO = P I(O) and
ℓ0H = P (ℓ0)⊕ P (ℓ
−1
0 ).
7. Appendix
7.1. Recall that A = C[[̟]], F = C((̟)). Fix a commutative A-algebra SA which
is free of rank e over A. Let (su) be a A-basis of SA. Set Sk = k ⊗A SA if k = C
or F. Assume that SC is a local Artinian ring with maximal ideal mC. Then SA
is also a local ring. Let mA ⊂ SA be the maximal ideal. Let VA be a free right
SA-module of rank d, with basis (er). From now on r, s belong to {1, 2, ...d}, and
u, v to {1, 2, ...e}. We write eru for ersu.
Let ∇ = d −
∑
j Ajdzj/zj be a linear integrable meromorphic connection over
CI , with Aj =
∑
β≥0 Ajβz
β and Ajβ ∈ End(VA). The space of horizontal sections
V ∇A is a free A-module of rank de. Set V
∇
k = V
∇
A ⊗A k.
Assume that Aj0(eru) = erumrj with mrj ∈ SA such that k +mrj −msj ∈ S
×
F
for each integer k 6= 0. Let µrj be the image of mrj in the residue field SA/mA.
Set mr =
∑
jmrj ⊗ αj and µr =
∑
j µrj ⊗ αj .
There is a unique fundamental matrix solution G : CI \D∞ → End(VF) of the
form G = HzA0 , with H : CI → End(VF) holomorphic such that H(0) = Id. Set
fru = Geru. Then (fru) is a F-basis of V
∇
F .
There is an integer k0 ≤ 0 such that fru̟
−k0 ∈ V ∇A for each u, r. Put ζj = log zj .
Let VC[ζ] be the set of VC-valued polynomials in the ζj ’s, W = VC[ζ][[̟]]̟
k0 , and
W [[z]] be the set of W -valued formal series in the zj ’s. Write W [[z]]
′ ⊂ W [[z]]
for the set of formal series without constant term. Then fru has an expansion in
eruz
mr +W [[z]]′zµr .
The following proposition is standard, but we have not found a convenient ref-
erence.
Proposition. There is a A-basis (bru) in V
∇
A such that bru ∈ fru+
∑
µs>µr
∑
v fsvF.
Proof. Note that eruz
mr−µr ∈ W because mrj − µrj ∈ mA. Consider a formal
series bru =
∑
β≥0 bruβz
µr+β , with bruβ ∈ W and bru0 = eruz
mr−µr . It is the
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expansion of an horizontal section in V ∇A if and only if for all j ∈ I we have
(7.1.1) ∂ζj bruβ + bruβ(βj + µrj)−Aj0(bruβ) =
∑
γ<β
Aj,β−γ(bruγ), ∀β ≥ 0.
We have ∂ζj bru0 + bru0µrj − Aj0(bru0) = 0 because Aj0(bru0) = bru0mrj . Assume
that bruγ satisfies (7.1.1) for each γ < β. Recall that for all j ∈ I, c ∈ W and
B ∈ End(VA), there is an element b ∈ W such that ∂ζj b − B(b) = c (solve the
equation term by term using asymptotic expansions of b, c,B in series in ̟. It is
done inductively on the exponent of ̟). Hence, for each j there is a non empty set
of solutions bruβ ∈W to (7.1.1). There is a common solution for all j because ∇ is
integrable. Therefore, for each (r, u) there is an horizontal section bru ∈ V
∇
A with
an expansion in eruz
mr +W [[z]]′zµr . These sections form a A-basis of V ∇A because
(eru) is a A-basis of VA. Fix elements xsv ∈ F such that
(7.1.2) bru −
∑
s,v
fsvxsv = 0.
We must prove that µs > µr if xsv 6= 0 and (s, v) 6= (r, u), and that xru = 1.
Consider expansions in ̟ of the summands in (7.1.2). Given s, let βsz
µs be the
constant term in −
∑
fsvxsv where the sum is over all v such that (s, v) 6= (r, u),
and let αrz
µr the constant term in bru − fruxru. Then αr, βs are holomorphic
with asymptotic expansions αr(z), βs(z) in VC[ζ][[z]]. Moreover the constant term
βs(0) ∈ VC[ζ] of the non zero series βs are linearly independent. Fix ν ≥ 0 minimal
such that αrz
µr = γrz
ν+µr and γr has an asymptotic expansion in VC[ζ][[z]] with
non-zero constant term. Then (7.1.2) gives
(7.1.3) γrz
ν+µr +
∑
s
βsz
µs = 0.
We claim that ν > 0 and that there is an index s such that βs 6= 0 and ν + µr =
µs. Then, setting γ
′
r = (γr +
∑
µs=ν+µr
βs)z
ν−ν′ with ν′ ≥ ν minimal such that
γ′r(0) 6= 0, and β
′
s = βs if µs 6= ν + µr and 0 else, (7.1.3) yields
γ′rz
ν′+µr +
∑
s
β′sz
µs = 0.
Once again there is an index s such that β′s 6= 0 and ν
′+µr = µs. By induction we
have proved that µs > µr for each pair (s, v) 6= (r, u) such that xsv 6= 0. Moreover
xru = 1 because ν > 0. To prove the claim recall the following fact :
(7.1.4) given an equation
∑m
t=1 vtz
νt = 0 with νt ∈ XC and vt holomorphic with an
expansion vt(z) ∈ VC[ζ][[z]], if the constant terms vt(0) are non-zero then ν1, ...νm
are not all different.
(It is sufficient to prove this for I = {1}. If ν1, ...νm are all different we can fix ζ ∈ C
such that |eζ | < 1 and |eν1ζ |,...|eνmζ | are distincts. Assume that |eνt1ζ | > |eνt2ζ | >
· · · > |eνtmζ |. Setting ζ 7→ kζ with k ≫ 0, the equation
∑m
t=1 vt(e
kζ)ekνtζ = 0 yields
vt1(0) = 0). If ν = 0 then xru 6= 1. Hence the elements γr(0), βs(0) with s such
that βs 6= 0 are linearly independent, and (7.1.3) yields a contradiction with (7.1.4).
The rest of the claim is immediate from (7.1.4) again. ⊓⊔
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7.2. Let A be a ring with a unity, and S be an infinite (countable) set. Put
AS =
⊕
s∈SA, and MS(A) = HomA(A
S ,AS) (with respect to the right A-action
on A). Elements in MS(A) may be viewed as infinite matrices whose columns have
only finitely many entries. If A is a topological ring we endow MS(A) with the
finite topology : a system of neighborhood of an element f is formed by the subsets
{f ′ ∈ MS(A) ; f(x)− f
′(x) ∈ US , ∀x ∈ AE},
where E ⊂ S is finite and U ⊂ A is an open neighborhood of zero. Recall that a
A-moduleM is smooth if the annihilator in A of any element is open. LetA-mod∞
be the category of smooth finitely generated A-modules.
Proposition. The categories A-mod∞ and MS(A)-mod
∞ are equivalent.
Proof : Set B = MS(A). The ring B acts on A
S on the left, the ring A acts
on AS on the right. To simplify assume that the topology on A is discrete. The
general case is identical. We must prove that A-mod and B-mod∞ are equivalent.
Consider the functors
F : A−Mod→ B−Mod, M 7→ AS ⊗A M,
G : B−Mod→ A−Mod, N 7→ HomB(A
S,N).
The left A-action on G(N) comes from the right A-action on AS . The functor G
is exact because AS is projective in B-Mod. The functor F is obviously exact.
(i) We have
GF (M) = HomB(A
S ,AS ⊗A M) = HomB(A
S ,AS)⊗A M,
because AS is finitely generated over B. The right A-action on HomB(A
S ,AS)
comes from the right A-action on AS . Using commutation with elementary matri-
ces, we get
HomB(A
S ,AS) = {fa : A
S → AS , v 7→ va ; a ∈ A} ≃ A
(isomorphism of (A,A)-bimodules). Thus GF (M) = M.
(ii) The natural evaluation map
φN : FG(N) = A
S ⊗A HomB(A
S ,N)→ N
is a morphism of B-modules. We claim that φN is bijective if N ∈ B-mod
∞.
To prove the surjectivity it is sufficient to assume that N is smooth and cyclic.
For any finite set E ⊂ S, set IE = {f ∈ B ; f(x) = 0, ∀x ∈ A
E}. Then it is enough
to assume N = B/IE, because the ideals IE form a basis of open neighborhoods
of zero in B. Clearly B/IE ≃ (A
S)E over B. Moreover FG(AS)E = F (A)E =
(AS)E, by (i), and φN is the identity if N = (A
S)E.
We now prove the injectivity. The exact sequence
0→ Ker (φN )→ FG(N)→ N → 0
yields an exact sequence
0→ G(Ker (φN ))→ G(N)→ G(N)→ 0
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by (i), where the third map is G(φN ) = IdG(N). Thus G(Ker (φN )) = {0}. The
B-module Ker (φN ) is smooth, because FG(N) is smooth. Hence, for any finitely
generated submodule N ′ ⊂ Ker (φN ) we have G(N
′) = {0} and the map φN ′ is
surjective. Thus N ′ = {0}. Therefore Ker (φN ) = {0}.
(iii) It is sufficient to check G(B-mod∞) ⊂ A-mod on smooth cyclic B-modules.
Thus it is enough to prove that G(B/IE) ∈ A-mod for each finite set E ⊂ S, see
(ii). This is obvious because G(B/IE) ≃ G(A
S)E = AE by (i).
(iv) The inclusion F (A-mod) ⊂ B-mod∞ is obvious because AS ⊂ B-mod∞.
⊓⊔
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