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RANDOM WEIGHTED SOBOLEV INEQUALITIES AND APPLICATION
TO QUANTUM ERGODICITY
by
Didier Robert & Laurent Thomann
Abstract. — This paper is a continuation of [18] where we studied a randomisation method based on
the Laplacian with harmonic potential. Here we extend our previous results to the case of any polynomial
and confining potential V on Rd. We construct measures, under concentration type assumptions, on the
support of which we prove optimal weighted Sobolev estimates on Rd. This construction relies on accurate
estimates on the spectral function in a non-compact configuration space. Then we prove random quantum
ergodicity results without specific assumption on the classical dynamics. Finally, we prove that almost all
basis of Hermite functions is quantum uniquely ergodic.
1. Introduction and results
1.1. Introduction. — The aim of this paper is to prove stochastic properties of weighted Sobolev
spaces associated to the Schro¨dinger operator
Hˆ = HˆV = −∆+ V,
in L2(Rd) where V is a real confining polynomial potential. We will see that most of the results
obtained in [18] for the harmonic oscillator (V (x) = |x|2) have a natural extension in this context.
In the case of the harmonic oscillator we can take profit of many explicit formulas and both the
spectrum and the eigenfunctions are well understood. This is not true anymore for more general
potentials even if many asymptotic properties are known (see [4, 10, 15, 19]). The results obtained
in this paper combine accurate spectral results for the operator HˆV with probabilistic methods. Our
work is inspired by similar properties proved before by Burq and Lebeau [2] (see also Shiffman and
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Zelditch [22]) concerning the Laplace operator on compact Riemaniann manifolds. When the degree
of V tends to infinity, we formally recover the estimates of [2].
As a consequence of our probabilistic estimates, we obtain quantum ergodicity results for Hˆ under
general probability laws satisfying the Gaussian concentration of measure property. These results
extend previous ones [26, 2] obtained on compact manifolds for the Gaussian measure. Furthermore,
our analysis allows to prove that almost all orthonormal bases of L2(Rd) of Hermite functions are
unique quantum ergodic (see Theorem 1.6 below).
Spectral theory context : Let d ≥ 2 and k ≥ 1 an integer number and write 〈x〉 = (1 + |x|2)1/2.
In the sequel, we will consider a potential V satisfying
(A1) The potential V is an elliptic polynomial in Rd, which means that we have: V = V0 + V1
where V0 is an homogeneous polynomial of degree 2k with (V0(x) > 0 if x 6= 0) and V1(x) is a
polynomial of degree ≤ 2k − 1.
In particular for |x| large we have V (x) ≈ 〈x〉2k. Under these assumptions, V is bounded from below;
by adding a constant to V , we can assume that V is nonnegative. Examples are V (x) = |x|2k for
k ∈ N∗ or V (x) = |x|4 + α|x|2, α ∈ R.
Notice that we could have worked with more general smooth and confining potentials. We have
chosen to restrict ourselves to assumption (A1) in order to lighten the proofs and to get explicit
exponents.
Under these assumptions, HˆV has a compact resolvent and its spectrum consists in a non de-
creasing sequence {λj}j≥1 where each eigenvalue λj is repeated according to its multiplicity and
satisfies lim
j→+∞
λj = +∞. Let {ϕj}j≥1 be an orthonormal basis in L2(Rd) of eigenfunctions of HˆV ,
HˆV ϕj = λjϕj . Then one can show that ϕj is in the Schwartz space S(Rd) thanks to Agmon esti-
mates.
For any interval I of R we denote by ΠH(I) the spectral projector of Hˆ on I. The range EH(I) of
ΠH(I) is spanned by {ϕj ;λj ∈ I} and ΠH(I) has an integral kernel given by
(1.1) piH(I;x, y) =
∑
[j:λj∈I]
ϕj(x)ϕj(y).
If I = Iλ :=]0, λ], we denote by Π(λ) = Π(Iλ), EH(λ) = EH(Iλ) and piH(λ;x, y) = piH(I;x, y).
We have a ”soft” Sobolev inequality (see e.g. [18, Lemma 3.1] for a proof):
(1.2) |u(x)| ≤ (piH(I;x, x))1/2‖u‖L2(Rd), ∀u ∈ EH(I).
In Rd the spectral function piHV (λ;x, x) is fast decreasing for |x| → +∞ so it is natural to replace
the L∞ norm ‖u‖∞ = sup
x∈Rd
|u(x)| by the weighted norms ‖u‖∞,s = sup
x∈Rd
〈x〉s|u(x)|.
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The spectral theory for Hˆ has been studied in [4, 15, 10]. In particular a Weyl asymptotics was
proven:
(1.3) NH(λ) = (2pi)
−d
∫
[|ξ|2+V (x)≤λ]
dξdx+O(λ (d−1)(k+1)2k ), λ→ +∞,
and using the assumptions (A1) on V we get NH(λ) ≈ λ
d(k+1)
2k . We then consider the normalized
Hamiltonian
(1.4) Hˆnor := Hˆ
k+1
2k ,
so that we have
NHnor(λ) ≈ λd.
The Sobolev spaces associated with Hˆ are here defined as follows. Let s ≥ 0, p ∈ [1,+∞],
(1.5) Ws,pk :=Ws,pk (Rd) :=
{
u ∈ Lp(Rd), Hˆsnoru ∈ Lp(Rd)
}
, ‖u‖s,p = ‖Hˆsnoru‖Lp(Rd).
More explicitly, for 1 < p < +∞ we can prove (see [24, Lemma 2.4])
Ws,pk :=Ws,pk (Rd) :=
{
u ∈ Lp(Rd), (−∆)s k+12k u ∈ Lp(Rd) and |x|s(k+1)u ∈ Lp(Rd)}.
The Hilbert Sobolev spaces are denoted by Hsk =Ws,2k . The Hsk-norm is equivalent to the spectral
norm
‖u‖Hsk =
(∑
j∈N
λ
(k+1)s
k
j |cj |2
)1/2
, when u(x) =
∑
j∈N
cjϕj(x).
Remark 1.1. — We stress that with the definition (1.5), Hˆnor is considered as an order 1 operator.
This convention is different from the one used in [18], where the definitions of the Sobolev spaces were
based on Hˆ instead of Hˆnor.
Let d ≥ 2. For h > 0, we define the spectral interval Ih = [ahh , bhh [ and we assume that ah and bh
satisfy, for some a, b,D > 0, δ ∈ [0, 1],
(1.6) lim
h→0
ah = a, lim
h→0
bh = b, 0 < a ≤ b and bh − ah ≥ Dhδ.
with any D > 0 if δ < 1 and D some large constant if δ = 1. We denote by Nh the number with
multiplicities of eigenvalues of Hˆnor in Ih. By (1.3) we have
(1.7) Nh ∼ (2pi)−d
∫
ah
h
≤
(
|ξ|2+V (x)
)(k+1)/(2k)
<
bh
h
dξdx.
Then, under the previous assumptions, lim
h→0
Nh = +∞.
In the sequel, we write Λh = {j ≥ 1, λ
k+1
2k
j ∈ Ih} and Eh = span{ϕj , j ∈ Λh}, so that Nh = #Λh =
dimEh. We denote by Sh =
{
u ∈ Eh : ‖u‖L2(Rd) = 1
}
the unit sphere of Eh.
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We will consider sequences of complex numbers γ = (γn)n∈N so that there exists K0 > 0
(1.8) |γn|2 ≤ K0
Nh
∑
j∈Λh
|γj|2, ∀n ∈ Λh, ∀h ∈]0, 1].
This condition means that on each level of energy λn, n ∈ Λh, one coefficient |γk| cannot be much
larger than the others. Sometimes, in order to prove lower bound estimates, we will need the stronger
condition (K1 > 0)
(1.9)
K1
Nh
∑
j∈Λh
|γj|2 ≤ |γn|2 ≤ K0
Nh
∑
j∈Λh
|γj |2, ∀n ∈ Λh, ∀h ∈]0, 1].
This condition which was suggested to us by Nicolas Burq, means that on each level of energy
λn, n ∈ Λh, the coefficients |γk| have almost the same size. For instance (1.9) holds if there exists
(dh)h∈]0,1] so that γn = dh for all n ∈ Λh. These sequences will be used to built random wave packets
uγ =
∑
γjXjϕj for random variables {Xj}j≥1.
Stochastic context : Consider a probability space (Ω,F ,P) and let {Xn, n ≥ 1} an i.i.d sequence
of real or complex random variables with joint distribution ν. In the sequel, we assume that the
r.v.Xn is centred (E(Xn) = 0) and normalised (E(|Xn|2) = 1). For our results we will assume that ν
satisfies a Gaussian concentration condition in the sense of the following definition:
Definition 1.2. — We say that a probability measure ν on K (K = R,C) satisfies the concentration
of measure property if there exist constants c, C > 0 independent of N ∈ N such that for all Lipschitz
and convex function F : KN −→ R
(1.10) ν⊗N
[
X ∈ KN : ∣∣F (X) − E(F (X))∣∣ ≥ r ] ≤ c e− Cr2‖F‖2Lip , ∀r > 0,
where ‖F‖Lip is the best constant so that |F (X)− F (Y )| ≤ ‖F‖Lip‖X − Y ‖`2 .
For instance, ν can be the standard normal law, a Bernoulli law or any law with bounded support
(see [18, Section 2]). For details on this notion, see Ledoux [13].
Observe that if (1.10) is satisfied, that for ε > 0 small enough, for j ≥ 1 (see [18, (2.3)])
(1.11)
∫
K
eεX
2
j dν(x) < +∞.
If (γn)n∈N satisfies (1.9) and ν satisfies (1.10), we define the random vector in Eh
vγ(ω) := vγ,h(ω) =
∑
j∈Λh
γjXj(ω)ϕj ,
and we define a probability Pγ,h on Sh by: for all measurable and bounded function f : Sh −→ R
(1.12)
∫
Sh
f(u)dPγ,h(u) =
∫
Ω
f
(
vγ(ω)
‖vγ(ω)‖L2(Rd)
)
dP(ω).
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In other words, Pγ,h is the push forward probability measure obtained by projection on the unit sphere
of Eh of the law of the random vector vγ . In the isotropic case (γj = 1√N for all j ∈ Λh), we denote
this probability by Ph. We can check (see e.g. [18, Appendix C]) that in the isotropic case and in
the particular case where ν = NC(0, 1) or ν = NR(0, 1), then Ph (which we will denote by P(u)h ) is the
uniform probability on Sh.
Notice that if the probability law ν is rotation invariant on C then the probabilities Pγ,h are invariant
by the Schro¨dinger linear flow e−ith−1Hˆ .
1.2. Main results of the paper. — Let us state now the main results proved in this paper.
1.2.1. Estimates for frequency localised functions. — Our first result shows that for the el-
ements in the support of Pγ,h, the Sobolev estimates are better than usual. This phenomenon was
studied in [2] on compact Riemannian manifolds and in [18] for the harmonic oscillator. Recall the
definition (1.5) of the Sobolev spaces Ws,pk (Rd), then
Theorem 1.3. — Let d ≥ 2 and assume that 0 ≤ δ < 2/3 in (1.6). Consider a potential V which
satisfies conditions (A1). Suppose that ν satisfies the concentration of measure property (1.10). Then
there exist 0 < C0 < C1, c1 > 0 and h0 > 0 such that for all h ∈]0, h0].
(1.13) Pγ,h
[
u ∈ Sh : C0| log h|1/2 ≤ ‖u‖
W
d
2(k+1)
,∞
k (R
d)
≤ C1| log h|1/2
]
≥ 1− hc1 .
Moreover the estimate from above holds true for any 0 ≤ δ ≤ 1 (D is large enough for δ = 1) and γ
satifying (1.8).
Recall that on the support of Pγ,h there exist 0 < C2 < C3, so that for all u ∈ Sh, and s ≥ 0
(1.14) C2h
−s ≤ ‖u‖Hsk(Rd) ≤ C3h
−s,
which shows that there is no random smoothing in the L2 Sobolev scale spaces (see also Theorem3.11).
But, if Hˆ = −∆+ V is considered as an operator of order 2, then using (1.4), Theorem 1.3 shows a
gain of d/(2k)+ d/2 derivatives in L∞(Rd) comparing with the deterministic Sobolev embedding. We
shall see that this is really a stochastic smoothing property which has nothing to do with the usual
Sobolev embedding.
For k = 1 we recover [18, Theorem 1.1] in the case of the harmonic oscillator. In this particular
case, we moreover construct Hilbertian bases of L2(Rd) of eigenfunctions of Hˆ which enjoy good decay
properties (see [18, Theorem 1.3]). For a general potential we can extend this result, with analogous
bounds, but for quasimodes instead of exact eigenfunctions.
When k → +∞, the operator Hˆ seems to behave like the Laplacian on a compact manifold. In this
case we get estimates close to the estimates of [2, The´ore`me 5].
The proof of Theorem 1.3 relies on a good understanding of the spectral function associated with Hˆ,
in particular on two weighted estimates in Lp: The first is a semi-classical uniform upper bound
obtained by Koch-Tataru-Zworski [12], while the second estimate is a lower bound which is proved in
the Appendix. These results are combined with probabilistic techniques as in [2, 18].
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1.2.2. Random quantum ergodicity. — Our second result concerns semi-classical measures asso-
ciated with families of states h 7→ uh, h ∈]0, 1], ‖uh‖L2(Rd) = 1. This development is inspired from [2],
and can be interpreted as a kind of random-quantum-ergodicity (see [26]).
Assume that Jh := hIh =]ah, bh] is such that
lim
h→0
ah = lim
h→0
bh = η > 0 and lim
h→0
bh − ah
h
= +∞.
Denote by Lη the Liouville measure associated with the classical Hamiltonian H0(x, ξ) =
|ξ|2
2 +V0(x)
(recall that V0 is defined in Assumption (A1)). Then Lη is given by
Lη(A) = Cη
∫
[H0(z)=η]
A(z)
|∇H0(z)|dΣη(z)
where dΣη is the Euclidean measure on the hyper surface Ση := H
−1
0 (η) and Cη > 0 is a normalization
constant such that Lη is a probability measure on Ση.
We denote by S(1, k) the class of symbols such that A ∈ C∞(R2d) and A is quasi-homogeneous of
degree 0 outside a small neighborhood of (0, 0) in Rdx × Rdξ : A(λx, λkξ) = A(x, ξ) for every λ ≥ 1 and
|(x, ξ)| ≥ ε.
For A ∈ S(1, k) let us denote by Aˆ the Weyl quantization of A (here h = 1). Notice that if
‖uh‖L2(Rd) = 1 then A 7→ 〈uh, Aˆuh〉 defines a semiclassical measure on Ση (see e.g. [1]).
Then we have
Theorem 1.4. — Consider a potential V which satisfies conditions (A1). Assume that we are in
the isotropic case (γj =
1√
Nh
for all j ∈ Λh), and that ν satisfies the concentration of measure prop-
erty (1.10). Then there exist c, C > 0 so that for all r ≥ 1 and A ∈ S(1, k) with max
(x,ξ)∈Σ1
|A(x, ξ)| ≤ 1
(1.15) Ph
[
u ∈ Sh : |〈u, Aˆu〉 − Lη(A)| > r
]
≤ Ce−cNhr2 .
By homogeneity we can also get an estimate for any A ∈ S(1, k).
We are inspired from Burq-Lebeau [2, The´ore`me 3] who obtained a similar result for the Laplacian
on a compact manifold. A modification of their proof allows to consider more general random variables
satisfying the Gaussian concentration assumption instead of the uniform law.
The result of Theorem 1.4 can be related to quantum ergodicity (see [25, 3, 8]) which concerns the
semi-classical behavior of 〈ϕj , Aˆϕj〉 when the classical flow is ergodic on the energy hyper surfaceΣη.
Then, for ”almost all” eigenfunctions ϕj , we have 〈ϕj , Aˆϕj〉 j→+∞−→ Lη(A). The meaning of Theorem1.4
is that we have 〈u, Aˆu〉 h→0−→ Lη(A) for almost all u ∈ Sh such that all modes (ϕj)j∈Λh are “almost-
equi-present” in u. For related results see Zelditch [27].
As a consequence of Theorem 1.4 we easily get that almost all bases of Hermite functions are
Quantum Uniquely Ergodic (see Theorem 1.6 for a precise statement).
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From (1.15) we directly deduce that there exists C > 0 so that for all p ≥ 2 and h ∈]0, 1],∥∥〈u, Aˆu〉 − Lη(A)∥∥Lp
Ph
≤ CN−1/2h
√
p.
Therefore, if one denotes by
uωh =
1√
Nh
∑
j∈Λh
Xj(ω)ϕj ,
then we have 〈uωh , Aˆuωh〉
h→0−→ Lη(A) in Lp(Ω)-norm with a remainder estimate. For example, we can
apply this result to uωh =
1√
Nh
∑
j∈Λh
(−1)εj(ω)ϕj where {εj}j≥1 are i.i.d Bernoulli variables.
Remark 1.5. — It is likely that our main results can be extended in the case where V is a smooth
(instead of polynomial) confining potential, at the cost of some technicalities.
1.2.3. Quantum unique ergodicity of bases of Hermite functions. — As another application
of the ergodicity results (see Proposition 4.1) we prove that random orthonormal basis of eigenfunc-
tions of the Harmonic oscillator Hˆ = −∆+ |x|2 is Quantum Uniquely Ergodic (QUE, according the
terminology used in [27] and introduced in [23]).
Firstly, we assume that for all j ∈ Λh, γj = N−1/2h and that Xj ∼ NC(0, 1), so that Ph := Pγ,h is
the uniform probability on Sh. Set η = 2, then the Liouville measure L2 is the uniform measure on{
(x, ξ) ∈ R2d : |x|2 + |ξ|2 = 2} = √2S2d−1. We set hj = 1/j with j ∈ N∗, and
ahj = 2 + dhj , bhj = 2 + (2 + d)hj .
Then (1.6) is satisfied with δ = 1 and D = 2. In particular, each interval
Ihj =
[ ahj
hj
,
bhj
hj
[
= [2j + d, 2j + d+ 2[
only contains the eigenvalue 2j + d with multiplicity Nhj ∼ cjd−1, and Ehj is the corresponding
eigenspace of the harmonic oscillator H. We can identify the space of the orthonormal basis of Ehj
with the unitary group U(Nhj) and we endow U(Nhj ) with its Haar probability measure ρj . Then the
space B of the Hilbertian bases of eigenfunctions of H in L2(Rd) can be identified with
B = ×j∈NU(Nhj ),
which can be endowed with the measure
dρ = ⊗j∈N dρj .
Denote by B = (ϕj,`)j∈N, `∈J1,Nhj K ∈ B a typical orthonormal basis of L
2(Rd) so that for all j ∈ N,
(ϕj,`)`∈J1,Nhj K ∈ U(Nhj ) is an orthonormal basis of Ehj .
Theorem 1.6. — Let Hˆ be the harmonic oscillator. For B ∈ B and A ∈ S(1, 1) denote by
Dj(B) = max
1≤`≤Nhj
∣∣〈ϕj,`, Aˆϕj,`〉 − L2(A)∣∣.
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Then we have
lim
j→+∞
Dj(B) = 0, ρ− a.s on B.
In other words, a random orthonormal basis of Hermite functions is QUE.
In [26] the author proved that on the standard sphere a random orthonormal basis of eigenfunctions
of the Laplace operator is ergodic. In [14] the author get a unique quantum ergodicity result for
compact Riemannian manifolds.
Using estimates proved in [2], an analogous result to Theorem 1.6 can be obtained for the Laplace
operator on Riemannian compact manifolds with the same method. This holds true in particular for
the sphere in any dimension d ≥ 2 and more generally for Zoll manifolds (in this last setting a random
orthonormal basis of quasi-modes is obtained).
1.3. Plan of the paper. — The rest of the paper is organised as follows. In Section 2 we state
crucial estimates on the spectral function which are used in Section 3 for the proof of Theorem 1.3.
Section 4 is devoted to the proof of Theorem 1.4. Finally, in the appendix, we prove some point-wise
estimates for the spectral function.
Acknowledgements. — The authors benefited from discussions with Nicolas Burq and Aure´lien
Poiret.
2. Estimates for the spectral function
Our goal here is to obtain for the spectral function of operators Hˆ satisfying (A1), analogous
estimates as those proved in [11] and in [12] for the harmonic oscillator. These estimates are more or
less known, in particular some are contained in [11], but they are crucial for proving our first main
result, so we state them in a form suitable for us. The difficulties to prove them increase with the
parameter δ ∈ [0, 1] measuring the width of the spectral window Ih. Concerning upper bounds, the
case δ = 0 is easy; δ < 2/3 can be reached using accurate properties of the semi-classical Weyl calculus;
the case δ = 1 was solved in [12] using a semi-classical Strichartz estimate. However, for the lower
bounds, we need to assume δ < 2/3.
2.1. An upper bound of the spectral function. — Here we cannot use explicit formulas like
the Mehler formula for the harmonic oscillator. But it is possible to use a global pseudo-differential
calculus to construct a parametrix for (Hˆ − λ)−1 where λ ∈ C, λ /∈ [0,∞[ and to use some estimates
proved in [19]. We give in Appendix A.2 the main steps to prove the following result.
Proposition 2.1. — Let us denote by KH(t;x, y) the heat kernel of Hˆ = −∆ + V . Then for every
N ≥ 1 there exists CN > 0 such that
KH(t;x, x) ≤ CN
(
t−d/2 exp(−tV (x)) + (1 + |x|2k)−N
)
for every t ∈]0, 1] and x ∈ Rd.
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The bound stated in Proposition 2.1 is relevant for t→ 0. For better estimates in the regime t > 0
we refer e.g. to [21, Proposition 1] and references therein.
We get easily the following estimate for the spectral function of Hˆ defined in (1.1).
Corollary 2.2. — With the notations of the previous Proposition we have
piH(λ;x, x) ≤ CN
(
λd/2 exp
(− V (x)/λ) + (1 + |x|2k)−N) , ∀λ ≥ 1.
In particular for every θ ≥ 0 we have
piH(λ;x, x) ≤ Cλ(d+θ)/2〈x〉−kθ
and for every u ∈ EH(λ), thanks to (1.2) we have
(2.1) 〈x〉kθ/2|u(x)| ≤ Cθλ
d+θ
4 ‖u‖L2(Rd).
Remark 2.3. — Recall that NH(λ) (number of eigenvalues ≤ λ) is of order λdk with dk = d(k+1)2k .
We shall see that θ = dk is specific because we get from (2.1)
〈x〉d/2|u(x)| ≤ Cλ dk2 ‖u‖L2(Rd).
Notice that we also have
piH(λ;x, x) ≤ Cλd/2.
Now using the definition of h = λ−
k+1
2k we get that
〈x〉kθ/2h
k(d+θ)
2(k+1) |u(x)| ≤ C‖u‖L2(Rd), ∀u ∈ EHnor(h−1).
2.2. A uniform estimate for the spectral function. — Now we shall state more refined esti-
mates. Let V be a potential satisfying (A1), then we have
Proposition 2.4. — For every δ ∈ [0, 1] and C0 > 0, there exists C > 0 such that for every θ ∈ [0, dk ]
and 1 ≤ r ≤ ∞
(2.2) ‖piHnor(λ+ µ;x, x)− piHnor(λ;x, x)‖Lr,k(r−1)θ(Rd) ≤ Cλα
for |µ| ≤ C0λ1−δ, λ ≥ 1 and with α = dk+1(k+ 1r )−δ+ kθk+1(1− 1r ), where ‖u‖rLr,s(Rd) =
∫
Rd
〈x〉s|u(x)|rdx.
The proof Proposition 2.4 is a consequence of the following more general semiclassical result, which
is proved in Appendix A.3. See also Ivrii [10] for related work and [18, Lemma 3.5] for more details.
For 0 < ε < 1, denote by Vε(x) = ε
2kV (x/ε), where V satisfies (A1) and consider the operator
Hˆε(h) = −h2∆+ Vε. Then
Proposition 2.5. — For every δ ∈ [0, 1], every C0 > 0 there exist ε0 > 0 and C1 > 0 such that for
every ν ∈]ν0 − ε0, ν0 + ε0[, |µ| ≤ C0hδ−1, x ∈ Rd, h ∈]0, 1] and ε ∈]0, 1] we have
|piHε(h)(ν + µh;x, x)− piHε(h)(ν;x, x)| ≤ C1hδ−d.
Proof. — See Appendix A.3.
10 DIDIER ROBERT & LAURENT THOMANN
Remark 2.6. — Actually, this result holds true for a larger class of potentials (Vε)ε∈(0,1] ⊂ C∞(Rd),
which satisfy the following conditions: Let ν0 ∈ R, ε0 > 0 and denote by I0 = [ν0 − ε0, ν0 + ε0]. We
assume that there exists a compact K ⊂ Rd so that, uniformly in ε ∈ (0, 1]

• V −1ε (I0) ⊂ K
• |∂αxVε(x)| ≤ Cα for all x ∈ K and α ∈ Nd
• There exists δ0 > 0 so that |∇Vε(x)| ≥ δ0 for all x ∈ K.
Remark 2.7. — As we can see in Appendix A.3, the proof uses standard semiclassical arguments,
with the semiclassical parameter h ≈ λ− k+12k , where λ is the natural energy parameter of our initial
Hamiltonian HV (here 2k is the degree of homogeneity of V ).
As already said, for 0 ≤ δ < 2/3 the Proposition can be proved using semiclassical pseudo-differential
Weyl calculus. The general case 0 ≤ δ ≤ 1 is more difficult(1). We shall see in Appendix that it is a
consequence of results proved in [12] extended to Hamiltonians depending smoothly on a parameter ε.
Proof of Proposition 2.4. — We reduce the problem to a semi-classical estimate.
Let us consider the eigenvalue problem
(2.3) (−∆x + V (x))ϕj(x) = λjϕj(x).
Consider the (ψhj ) defined by
(2.4) ψhj (y) = h
− d
2(k+1)ϕj(h
− 1
k+1 y).
Performing the change of variable x = yh−
1
k+1 , equation (2.3) is transformed into
(−h2∆y + Vε(y))ψhj (y) = λj(h)ψhj (y),
λj(h) = λjh
2k
k+1 , and where Vε is the potential
Vε(y) = ε
2kV (
y
ε
),
which is smooth in the parameter ε ∈ [0, 1] and is computed for ε = h 1k+1 .
So λ ≤ λ
k+1
2k
j ≤ λ + µ if and only if λh ≤
(
λj(h)
) k+1
2k ≤ λh + µh, therefore we can fix a large real
parameter τ and work with the semiclassical parameter h = τλ which is small for λ large. Denote
by Hˆε(h) = −h2∆ + Vε(x). Then the potential Vε satisfies the condition (A1) and we can apply
Proposition 2.5. We deduce that for every c > 0 and for every δ ≤ 1 there exists C > 0 such that
|piHnor(λ+ µ;x, x)− piHnor(λ;x, x)| ≤ Cλd
k
k+1
−δ
for every λ > 0, 0 ≤ µ ≤ cλ1−δ.
Moreover we get that for every δ ∈ [0, 1] and C0 > 0, there exists C > 0 such that for every θ ∈ [0, dk ]
(1) We thank M. Zworski for having explained to us that the results of [12] give the L∞-estimate for the spectral function
with δ = 1, in particular at the turning points.
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there exists C > 0 such that
(2.5) |piHnor(λ+ µ;x, x) − piHnor(λ;x, x)| ≤ Cλ
k(d+θ)
k+1
−δ〈x〉−kθ
for |µ| ≤ C0λ1−δ, λ ≥ 1.
It is enough to prove (2.5) for |x| ≤ Cλ 1k+1 with C > 0 large enough, using that piH(λ;x, x) =
piHnor(λ
2k
k+1 ;x, x) and that for 〈x〉2k & λ, piH(λ;x, x) is fast decreasing in x and λ. For |x| ≤ Cλ
1
k+1 ,
the bound (2.5) is clear.
Finally, the inequality (2.2) is a consequence of an interpolation inequality and (2.5).
3. Probabilistic weighted Sobolev estimates
Our main goal here is to prove Theorem 1.3. We follow the strategy initiated in [2] and worked out
in [18] for the harmonic weighted spaces. A key step for the extension to potentials satisfying (A1), is
to obtain suitable spectral estimates. In particular the probabilistic tools (concentration of measures)
can be applied in a general setting as we have explained in [18] and will be used freely here, so we
shall not give all the details in the proofs.
Here we shall denote by h = λ−1 (λ is a typical energy of the rescaled Hamiltonian Hˆnor). Using
the Weyl asymptotic formula (1.3) we can infer that there exist h0 > 0, c > 0, C > 0 such that
(3.1) ch−d(bh − ah) ≤ Nh ≤ Ch−d(bh − ah), ∀h ∈]0, h0].
We are using the same notations as in the introduction for the Hamiltonian Hˆnor. In particular Nh is
the number of eigenvalues of Hˆnor in Ih =]
ah
h ,
bh
h [.
We are interested in Sobolev type estimates for u in the spectral subspace Eh := ΠHnor(Ih)(L2(Rd)).
Following the strategy of [2], repeated in [18], we need to estimate
ex,h
Nh
where
ex,h = piHnor(
bh
h
;x, x) − piHnor(
ah
h
;x, x).
Lemma 3.1. — For every δ ∈ [0, 1] there exist C > 0 and h0 > 0 such that we have
(3.2) ex,h ≤ CNhh
d−kθ
k+1 〈x〉−kθ, ∀h ∈]0, h0], ∀θ ∈ [0, d
k
].
Proof. — To avoid some misunderstanding recall here the meaning of the parameters λ and h. If
for H the typical energy is λ then for Hnor the typical energy is λnor where we have λnor = λ
k+1
2k .
Finally we have h = λ−1nor. So, we have
ex,h = piH(
(
bh
h
)2k/(k+1)
;x, x)− piH(
(ah
h
)2k/(k+1)
;x, x),
and (3.2) is a consequence of (3.1) and (2.5).
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As for the harmonic oscillator we get, using (1.2) and interpolation, for every u ∈ Eh, θ ≥ 0, p ≥ 2
‖u‖L∞,kθ/2(Rd) ≤ C
(
Nhh
d−kθ
k+1
)1/2
‖u‖L2(Rd)(3.3)
‖u‖Lp,kθ(p/2−1)(Rd) ≤ C
(
Nhh
d−kθ
k+1
) 1
2
− 1
p ‖u‖L2(Rd),
where Lr,s(Rd) := Lr(Rd, 〈x〉sdx) for s ∈ R, r ≥ 1. Notice that Nh is of order (bh − ah)h−d.
3.1. Upper bounds. — We can get now the following result.
Theorem 3.2. — There exist h0 ∈]0, 1], c2 > 0 and C > 0 such that if c1 = d(1 + d/2) we have
Pγ,h
[
u ∈ Sh, h−
d−kθ
2(k+1) ‖〈x〉kθ/2u‖∞ > Λ
]
≤ Ch−c1e−c2Λ2 , ∀Λ > 0, ∀h ∈]0, h0],∀θ ∈ [0, d
k
].
Moreover we can choose every c2 < `θ and h0 small enough where
`θ = lim inf
h↘0
inf
x∈Rd
(
Nh − 1
ex,h
h
d−kθ
k+1 〈x〉−kθ
)
,
and inf
θ∈[0,d/k]
`θ > 0.
Proof. — Similarly to [18, Theorem 4.1], we first show that there exists c2 > 0 such that for every
θ ∈ [0, dk ] every x ∈ Rd, and every Λ > 0 we have
Pγ,h
[
u ∈ Sh, 〈x〉
kθ
2 h
− d−kθ
2(k+1) |u(x)| > Λ
]
≤ e−c2Λ2 ,
then a partition of unity argument yields the result. The fact that `θ > 0 follows from (3.2).
So we get probabilistic Sobolev estimates improving the deterministic one (3.3) with probability
close to one as h → 0. The improvement is ”almost” of order N1/2h ≈
(
(bh − ah)h−d
)1/2
. Choosing
Λ =
√−K log h we get the next result
Corollary 3.3. — For every K > c1/c2 we have
Pγ,h
[
u ∈ Sh, ‖u‖L∞,kθ/2(Rd) > |K log h|1/2h
d−kθ
2(k+1)
]
≤ hKc2−c1 , ∀h ∈]0, h0], ∀θ ∈ [0, d
k
].
and
Pγ,h
[
u ∈ Sh : ‖u‖Ws,∞k (Rd) > Kh
d
2(k+1)
−s| log h|1/2
]
≤ hKc2−c1 , ∀h ∈]0, h0], ∀s ≥ 0.
Using the same argument that in [18, Section 3.1] we can deduce from the last corollary a global
probabilistic Sobolev estimate. Let θ a C∞ real function on R such that θ(t) = 0 for t ≤ a, θ(t) = 1
for t ≤ b/2 with 0 < a < b/2. Define ψ−1(t) = 1− θ(t), ψj(t) = θ(hjt)− θ(hj+1t) for j ∈ N. For every
distribution u ∈ S ′(Rd) we introduce the following dyadic Littlewood-Paley decomposition (hj = 2−j),
u =
∑
j≥−1
uj , with uj =
∑
`∈N
ψj(λ`)〈u, ϕ`〉ϕ`
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and we have uj ∈ Ehj .
The following scale of spaces contains the Besov spaces Bs2,∞ for every s > 0 and m ≥ 0.
Gm = {u ∈ S ′(Rd) : ∑
j≥1
jm‖uj‖L2(Rd) < +∞
}
, m ≥ 0.
We introduce probabilities µmγ on Gm (see [18] for details) as the law of vγ(ω) =
∑
j≥0
γjXj(ω)ϕj . In
particular we can manage such that µ
1/2
γ (G1/2) = 1 and µ1/2γ (Gm) = 0 for m > 1/2.
Corollary 3.4. — There exists c > 0 such that for every κ > 0 large enough, there exists a Borel
subset Bκ of G1/2 with µ1/2γ (Bκ) ≥ 1− e−cκ2, such that for every u ∈ Bκ we have
‖u‖
W
d
2(k+1)
,∞
k (R
d)
≤ κ‖u‖G1/2 .
Here, when k →∞, we formally recover the estimates proved by Burq-Lebeau [2, Corollaire 1.1] in
case of a compact manifold.
3.2. Lower bounds. — Here we suppose that the random variables follow the Gaussian law NC(0, 1)
and that δ < 2/3.
Now we are interested to get a lower bound for ‖u‖L∞,kθ/2(Rd) and ‖u‖Ws,∞k . As we have seen in [18],
a first step is to get two sides weighted Lr estimates for large r.
Our goal now is to prove the following probabilistic improvement of (3.3) when θ = d/k
Theorem 3.5. — There exist 0 < K0 < K1, K > 0, c1 > 0 , h0 > 0 such that
Pγ,h
[
u ∈ Sh :
∣∣∣‖u‖
Lr,
d
k
( r2−1)
−Mr
∣∣∣ > Λ] ≤ 2 exp (− c2N2/rh Λ2),
for all r ∈ [2,K| log h|] and h ∈]0, h0].
Therefore for every κ ∈]0, 1[, K > 0, there exist 0 < C0 < C1, c1 > 0 , h0 > 0 such that for all
r ∈ [2,K| log h|κ], h ∈]0, h0] and Λ > 0 we have
Pγ,h
[
u ∈ Sh : C0
√
r ≤ ‖u‖
Lr,
d
k
( r2−1)
≤ C1
√
r
]
≥ 1− e−c1| log h|1−κ .
Thus for θ = d/k we get a two sides weighted L∞ estimate showing that Theorem 3.2 and its
corollary are sharp.
Corollary 3.6. — After a slight modification of the constants in Theorem 3.5, if necessary, we get
Pγ,h
[
u ∈ Sh : K0| log h|1/2 ≤ ‖u‖L∞,d/2 ≤ K1| log h|1/2
]
≥ 1− hc1
for all h ∈]0, h0].
The key ingredient of the proof is a two side estimate of a weighted norm of the spectral function.
More precisely, we have the following result, which will be proven in Appendix A.4.
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Lemma 3.7. — There exist 0 < C0 < C1 and h0 > 0 such that
C0Nhh
β2p,θ ≤
(∫
Rd
〈x〉kθ(p−1)epx,hdx
)1/p
≤ C1Nhhβ2p,θ ,
for every p ∈ [1,∞[ and h ∈]0, h0] where βr,θ = d−kθk+1 (1− 2r ).
Set Fr(u) = ‖u‖Lr,θ(r/2−1) and denote by Mr its median, and by Arr = Eh(F rr ) the moment of
order r. From Lemma 3.7 we get the estimates (see the proof of [18, Theorem 4.7])
C0
√
rhβr,θ ≤Mr,Ar ≤ C1
√
rhβr,θ , ∀h ∈]0, h0], r ∈ [2,K logNh].
In particular, for θ = dk we get
C0
√
r ≤Mr,Ar ≤ C1
√
r, ∀h ∈]0, h0], r ∈ [2,K logNh],
so Theorem 3.5 and its corollary follow from concentration of measures properties.
Remark 3.8. — For the medianM∞ and the mean A∞ of F∞(u) := ‖u‖L∞,d/2 we get the estimates
K0| log h|1/2 ≤M∞,A∞ ≤ K1| log h|1/2, ∀h ∈]0, h0].
We now state analogous results for the norm in the Sobolev scale Ws,rk for which Theorem 1.3 is a
particular case. Denote by Mr,s a median of ‖u‖Ws,rk (Rd) and set βs =
d
2(k + 1)
(1− 2
r
)− s. Then
Theorem 3.9. — Let s ≥ 0. There exist 0 < C0 < C1, K > 0, c1 > 0 , h0 > 0 such that for all
r ∈ [2,K| log h|] and h ∈]0, h0]
Pγ,h
[
u ∈ Sh :
∣∣∣‖u‖Ws,rk (Rd) −Mr,s
∣∣∣ > Λ] ≤ 2 exp (− c2N2/rh h−2βsΛ2)
and
C0
√
rhβs ≤Mr,s ≤ C1
√
rhβs , ∀r ∈ [2,K logN ].
In particular, for every κ ∈]0, 1[, K > 0 , there exist C0 > 0, C1 > 0, c1 > 0 such that for every
r ∈ [2,K| log h|κ] we have
Pγ,h
[
u ∈ Sh : C0
√
rh
d
2(k+1)
(1− 2
r
)
h−s ≤ ‖u‖Ws,rk (Rd) ≤ C1
√
rh
d
2(k+1)
(1− 2
r
)
h−s
]
≥ 1− e−c1| logh|1−κ ,
and for r = +∞ we have for all h ∈]0, h0]
Pγ,h
[
u ∈ Sh : C0| log h|1/2h
d
2(k+1)
−s ≤ ‖u‖Ws,∞k (Rd) ≤ C1| log h|
1/2h
d
2(k+1)
−s] ≥ 1− hc1 .
Remark 3.10. — For more general probability laws satisfying the Gaussian concentration estimate
we can get a weaker lower bound as in [18, Theorem 4.13].
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3.3. No random smoothing in L2-scale spaces. — This subsection is a generalization to non
harmonic potentials of results proved by Poiret [17, Section 4], and we refer to this paper for more
details.
Let vγ =
∑
j≥0
γjϕj be such that vγ ∈ S ′(Rd). Denote by vωγ =
∑
j≥0
γjXj(ω)ϕj a randomization of vγ
with ν satisfying (1.10).
Recall that Hsk = Dom(−∆+ |x|2k)
k+1
2k
s and Hσ = Dom(−∆)σ2 , then
Theorem 3.11. — If for s ≥ 0, vγ /∈ Hsk(Rd) then a. s. vωγ /∈ H
k+1
k
s(Rd) and vωγ /∈ L2(Rd, |x|(k+1)sdx)
The first step in the proof is the following
Proposition 3.12. — For every s ≥ 0 there exist C1(s) > 0, C2(s) > 0 such that
(3.4) C1(s)λ
s
n ≤ ‖∆sϕn‖L2(Rd) ≤ C2(s)λsn, ∀n ≥ 0,
(3.5) C1(s)λ
s/(2k)
n ≤ ‖|x|sϕn‖L2(Rd) ≤ C2(s)λs/(2k)n , ∀n ≥ 0.
Proof. — By a standard scaling argument, estimate (3.4) is equivalent to the semiclassical estimate
(3.6) C1(s) ≤ ‖(h∆)sψh‖L2(Rd) ≤ C2(s), ∀h ∈]0, 1],
where (−h2∆+ V )ψh = λhψh and lim
h→0
λh = 1.
In (3.4) or (3.6) the upper bound is obvious and we only need to prove the lower bound.
Assume that the lower bound in (3.6) is not satisfied. Let µsc be the semiclassical measure of the
semiclassical state ψh. It is well known that the support of µsc is in the energy surface H
−1(1) and
is invariant by the classical Hamiltonian flow ΦtH of H. Denote by A(x, ξ) = |ξ|2s. Then for some
sequence of h we have
(3.7) lim
h→0
‖Aˆ(h)ψh‖L2(Rd) = 0.
By definition of the semiclassical measure µsc, for some subsequence hn we have
〈Aˆ(hn)ψhn , ψhn〉 −→
∫
R2d
A(x, ξ)dµsc(x, ξ),
therefore, from (3.7), using that A ≥ 0 we get that the support of µsc is in A−1(0)∩H−1(1). So if X0 is
in supp(µsc) then for every t ∈ R, ΦtHX0 ∈ supp(µsc). We get a contradiction because A−1(0) cannot
contain a global classical trajectory. The same argument applies to the observable A(x, ξ) = |x|s,
giving (3.5).
Now we prove Theorem 3.11 following [17].
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Proof of Theorem 3.11. — Let χ a smooth cutoff, 0 ≤ χ ≤ 1, supp(χ) ⊆ [−1, 2], χ = 1 on [0, 1].
Introduce the notations:
σ2N = E
[∥∥χ(H
N
)
vωγ
∥∥2
Hs(Rd)
]
=
∑
n≥1
χ2
(λn
N
)
|γn|2λsn
sN (ω) =
∥∥χ(H
N
)
vωγ
∥∥
Hs(Rd)
M(ω) = sup
N≥1
sN (ω).
The event [M = +∞] is a tail event for the sequence of independent random variables {Xn}n≥0. Thus,
according to the (0-1) law, to prove that P[M = +∞] = 1 it is enough to prove that P[M = +∞] > 0.
We will use the following Paley-Zygmund inequality: if X ≥ 0 is a random variable and λ ≥ 0,
P
[
X ≥ λE(X)
]
≥ (1− λ)2 (EX)
2
EX2
.
Using (3.4) and properties of the sequence {Xn}n≥0 we get easily, for some c > 0, C > 0,
E
[
s2N
] ≥ cσ2N and E[ s4N ] ≤ Cσ4N , ∀N ≥ 1.
Hence using the Paley-Zygmund inequality, we get
P
[
M2 ≥ cσ
2
N
2
]
≥ c
2
4C2
, ∀N ≥ 1.
The result follows from the monotone convergence theorem.
4. Random quantum ergodicity
We adapt here in the context of semi-classical Schro¨dinger operators on Rd results proved for the
Laplace operator on compact manifolds [2, Theorem 3].
The spectral results which are necessary in the proof come from [8], and have already been used
there to obtain quantum ergodicity results. For an introduction to quantum ergodicity, we refer to
Zworski [29, Chapter 15].
4.1. Spectral preparations. — Let us introduce now the assumptions for this section. Let d ≥ 2
and let Jh = hIh =]ah, bh] be such that
(4.1) lim
h→0
ah = lim
h→0
bh = η and lim
h→0
bh − ah
h
= +∞.
For a smooth symbol A(x, ξ) in R2d, we denote by Aˆ(h) its Weyl h-quantization defined by
Aˆ(h)f(x) = Aˆ(x, hD)f(x) =
1
(2pih)d
∫
Rd
∫
Rd
ei(x−y)ξ/hA(
x+ y
2
, ξ)f(y)dydξ,
then if A is real, the operator Aˆ(h) is self-adjoint in L2(Rd).
Assume that H(x, ξ) = |ξ|2+V (x), with (x, ξ) ∈ R2d where V satisfies the assumptions (A1). Then
from [8] (and its bibliography) it is known that:
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(i) In Jh the spectrum of Hˆ(h) is discrete.
(ii) The number Mh of eigenvalues of Hˆ(h) in Jh satisfies the Weyl-Ho¨rmander law:
Mh = (2pih)
−d
∫
[(x,ξ);H(x,ξ)∈Jh]
dxdξ +O(h1−d).
Therefore, thanks to Assumption (A1) on V we can make the change of variables y = h1/(k+1)x,
η = hk/(k+1)ξ and get, thanks to (1.7), that Nh ∼Mh when h −→ 0.
(iii) Denote by S(1) the set of the symbols
S(1) =
{
A ∈ C∞(R2d), ∀α,∀β, sup
(x,ξ)
|∂αx ∂βξ A(x, ξ)| < +∞
}
.
By the Calderon-Vaillancourt theorem, there exist c > 0 and νd ∈ N such that for all A ∈ S(1)
‖Aˆ‖L2→L2 ≤ c‖A‖W νd,∞(R2d).
Therefore, for later purpose, we introduce
(4.2) Sb(1) =
{
A ∈ S(1), ‖A‖W νd,∞(R2d) ≤ 1
}
.
Next, let Πh be the spectral projector of Hˆ(h) on Jh and A ∈ S(1), then we have
Tr
(
Aˆ(h)Πh
)
= (2pih)−d
∫
[(x,ξ);H(x,ξ)∈Jh]
A(x, ξ)dxdξ +O(h1−d).
Denote by dLη the Liouville probability measure on the energy surface H
−1(η), and recall that
dLη = Cη
dΣη
|∇H| ,
where dΣη is the Euclidean measure on Ση := H
−1(η) and Cη the normalization constant. Then we
can prove that
Tr
(
Aˆ(h)Πh
)
Mh
= Lη(A) +O
(h1−d
Mh
+ bh − ah
)
= Lη(A) +O
( h
bh − ah + bh − ah
)
,
so that with our assumptions we have
(4.3) lim
h→0
Tr
(
Aˆ(h)Πh
)
Mh
= Lη(A).
As above, Eh is the range of Πh and Sh is the (complex) unit sphere of Eh, which is of dimensionMh.
In the particular case whereQ
(u)
h is the uniform probability on Sh, using that the canonical probability
on the sphere is invariant under the unitary group, we can see easily that the corresponding expectation
satisfies
F
(u)
h
[
〈v, Aˆ(h)v〉
]
=
Tr
(
Aˆ(h)Πh
)
Mh
, for every v ∈ Sh.
We shall see later (in (4.7)) that this is still true, up to a small error, for more general probabilities.
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4.2. Proof of Theorem 1.4. — Recall the definition (2.4)
(4.4) ψhj (x) = h
− d
2(k+1)ϕj(h
− 1
k+1x) := Lh ϕj(x).
We define the random vector in Eh
τ(ω) :=
1√
Mh
∑
j∈Λh
Xj(ω)ψ
(h)
j ,
and we assume that the law of the r.v. X = (Xj)j≥1 satisfy (1.10). We then consider Qh the
probability on Sh defined by∫
Sh
f(u)dQh(u) =
∫
Ω
f
(
τ(ω)
‖τ(ω)‖L2(Rd)
)
dP(ω),
for all measurable and bounded function f : Sh −→ R. In the sequel we denote by Fh the expectation
associated to this probability.
Theorem 1.4 will be implied by the following Proposition, with the unitary transformation Lh.
Recall the definition (4.2) of Sb(1), then
Proposition 4.1. — Under the previous assumptions there exist c, C > 0 so that for all r ≥ 1,
h ∈]0, 1] and A ∈ Sb(1)
(4.5) Qh
[
u ∈ Sh : |〈u, Aˆ(h)u〉 − Lη(A)| > r
]
≤ Ce−cMhr2 .
As a consequence, there exists C > 0 so that for all p ≥ 2, h ∈]0, 1] and A ∈ S(1)∥∥〈u, Aˆ(h)u〉 − Lη(A)∥∥Lp
Qh
≤ CM−1/2h
√
p.
Remark 4.2. — Actually, this result holds true under more general hypotheses on H. Namely, it is
enough to assume that H is a real smooth symbol on R2d so that

• |∂αx ∂βξH(x, ξ)| ≤ Cα,β, |α+ β| ≥ m if m is large enough
• H−1[η − ε0, η + ε] is compact in R2d
• η is non critical for H.
Proof. — Let A ∈ Sb(1). To begin with, we can assume that Aˆ(h) ≥ 0, since we can consider the
operator Aˆ(h) + C, where C > 0 is some large constant. Then observe that for all u, v ∈ Sh,∣∣〈u, Aˆ(h)u〉 − 〈v, Aˆ(h)v〉∣∣ ≤ 2‖Aˆ(h)‖L2→L2‖u− v‖L2(Rd) ≤ c‖u− v‖L2(Rd),
thus we can apply [18, Proposition 2.12], which gives K,κ > 0 so that for all r > 0 and h ∈]0, 1]
(4.6) Qh
[
u ∈ Sh : |〈u, Aˆ(h)u〉 −M| > r
]
≤ Ke−κMhr2 ,
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where M is a median for u 7−→ 〈u, Aˆ(h)u〉. Next, by (4.6)∣∣Fh[ 〈u, Aˆ(h)u〉 ] −M ∣∣ ≤ Fh[ |〈u, Aˆ(h)u〉 −M| ]
=
∫ +∞
0
Qh
[
u ∈ Sh : |〈u, Aˆ(h)u〉 −M| > r
]
dr ≤ CM−1/2h .
In order to complete the proof, by (4.3) and the previous lines, it is enough to show that
(4.7) Fh
[ 〈u, Aˆ(h)u〉 ] − Tr(Aˆ(h)Πh)
Mh
−→ 0,
when h −→ 0. Here the random vector τ which defines Qh reads
τ(ω) =
1√
Mh
∑
j∈Λh
Xj(ω)ψ
(h)
j ,
so that
‖τ(ω)‖2 := ‖τ(ω)‖2L2(Rd) =
1
Mh
Mh∑
j=1
|Xj(ω)|2.
By definition
Fh
[ 〈u, Aˆ(h)u〉 ] = ∫
Sh
〈v, Aˆ(h)v〉dQh(v) =
∫
Ω
〈 τ(ω)‖τ(ω)‖ , Aˆ(h)
τ(ω)
‖τ(ω)‖ 〉dP(ω).
Denote by
Ωh =
{
ω ∈ Ω : ∣∣‖τ(ω)‖2L2 − 1∣∣ ≤M−1/2h }.
By [18, Lemma 2.11], P(Ωch) ≤ Ce−cM
1/2
h . We write
(4.8)
∫
Ω
〈 τ‖τ‖ , Aˆ(h)
τ
‖τ‖〉dP(ω)−
∫
Ω
〈τ, Aˆ(h)τ〉dP(ω) =∫
Ωh
1− ‖τ‖2
‖τ‖2 〈τ, Aˆ(h)τ〉dP(ω) +
∫
Ωch
1− ‖τ‖2
‖τ‖2 〈τ, Aˆ(h)τ〉dP(ω) := C1,h + C2,h.
Firstly, by definition of Ωh we get |C1,h| ≤M−1/2h ‖Aˆ(h)‖L2 . Secondly, by Cauchy-Schwarz
|C2,h| ≤ ‖Aˆ(h)‖L2
∫
ΩcN
(1 + ‖τ‖2)dP(ω) ≤ ‖Aˆ(h)‖L2P1/2(Ωch)
( ∫
Ω
(1 + ‖τ‖2)2dP(ω))1/2.
It remains to check that
∫
Ω
‖τ‖4dP(ω) ≤ C. By (1.11), there exists ε > 0 so that
∫
Ω
e2εX
2
j (ω)dP(ω) =
Cε < +∞. Thus, by the inequality ε2|τ |4 ≤ e2ε|τ |2 and by Jensen
ε2
∫
Ω
‖τ‖4dP(ω) ≤
∫
Ω
e
2ε
Mh
∑Mh
j=1X
2
j (ω)dP(ω) ≤ ( ∫
Ω
e2ε
∑Mh
j=1 X
2
j (ω)dP(ω)
)1/Mh = Cε.
Therefore C1,h +C2,h −→ 0.
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Finally, observe that∫
Ω
〈τ, Aˆ(h)τ〉dP(ω) = 1
Mh
Mh∑
j=1
〈ψ(h)j , Aˆ(h)ψ(h)j 〉 =
Tr(Aˆ(h)Πh)
Mh
,
and thanks to (4.8), we get (4.7).
Now we can prove Theorem 1.4. To do that we apply Proposition 4.1 to the semiclassical Hamil-
tonian Hˆε(h) = −h2∆ + Vε depending smoothly on ε ∈ [0, 1]. This reduction is allowed using the
following Lemma
Lemma 4.3. — Consider the (ψhj ) defined by (4.4). Then for every A ∈ S(1, k) ⊂ S(1) we have
〈ϕj , Aˆϕ`〉 = 〈ψhj , Aˆ(h)ψh` 〉+O(h∞)
uniformly in j, ` ∈ Λh.
Proof. — Let us introduce the unitary transformation Lhu(x) = h
− d
2(k+1)u
(
h−
1
k+1x
)
. We have
〈ϕj , Aˆϕ`〉 = 〈ψhj ,LhAˆL −1h ψh` 〉.
The 1-Weyl symbol Ah of LhAˆL
−1
h is Ah(x, ξ) = A
(
h−
1
k+1x, h
1
k+1 ξ
)
. So its h-Weyl symbol is
A(h)(x, ξ) = A
(
h−
1
k+1x, h−
k
k+1 ξ
)
. Now using that A is quasi-homogeneous outside (0, 0), we have for
every h ∈]0, 1] and |x|+ |ξ| ≥ ε0, that A(h)(x, ξ) = A(x, ξ).
It is known that, for every j ∈ Λh, the semi-classical wave front set (or the frequency set, see for
example [20]) of ψhj is in a small neighborhood of H
−1
0 (τ) which do not contain a neighborhood of
(0, 0) for τ large enough. Then the Lemma is proved.
Now we easily get the following result, using the Borel-Cantelli Lemma.
Assume that the hypothesis of Theorem 1.4 are satisfied.
Let {hj}j≥0 be a sequence of positive real numbers converging to 0 as j → +∞. Define the compact
metric space X =
∏
j∈N Shj equipped with the product probability
P = ⊗j∈NPhj .
Let u ∈ X, u = {uj}j∈N where uj ∈ Shj . For any A ∈ S(1, k), u 7→ 〈uj , Aˆuj〉 defines a sequence of
random variables on X.
Corollary 4.4. — Assume that d ≥ 2 and that
∑
j≥0
e−εh
1−d
j < +∞ for every ε > 0. Then
P
[
u ∈ X, lim
j→+∞
〈uj , Aˆuj〉 = Lη(A), ∀A ∈ S(1, k)
]
= 1.
Proof. — Denote by fh(u) = 〈Πhu, AˆΠhu〉. Notice that the random variable fhj depends only on
uj = Πhju so we get
P
[
u = {uj} : |fhj(u)− Lη(A)| ≥ ε
]
= Phj
[
|fhj − Lη(A)| ≥ ε
]
.
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So applying (4.5) and the Borel-Cantelli Lemma to the independent random variables {fhj}j∈N we get
the conclusion.
4.3. Proof of Theorem 1.6. — In (4.1) the condition on bh − ah (the length of the spectral
windows) is too restrictive to prove the Theorem (QUE). To achieve the proof we need to relax the
condition (4.1), since the harmonic oscillator does not satisfy (4.1). Actually, to isolate its eigenvalues
we need to consider spectral windows [ah, ah + 2h[.
To enlighten the discussion we present a more general setting, inspired from the paper [28] using
semi-classical spectral results proved in [7, 16].
Besides the general assumptions on the classical hamiltonian H we shall consider the two following
particular cases:
(Per) There exists ε0 > 0 such that in H
−1
0 [η− ε0, η+ ε0] the hamiltonian flow ΦtH0 defined by H0
is periodic with period T = 2pi and T is a primitive period (there exists no periodic path with
period in ]0, T [).
(APer) On the energy shell Ση = H
−1
0 (η) the set of periodic points is of measure 0 (for the Liouville
measure).
For instance, Assumption (Per) is fulfilled with H0(x, ξ) =
1
2(|ξ|2 + |x|2) and (Aper) is fulfilled for
d ≥ 2 with H0(x, ξ) = 1
2
(|ξ|2 +
∑
1≤j≤d
ω2jx
2
j), ωj > 0, if (ω1, · · · , ωd) are independent on Z.
Denote σ(Hˆ) the spectrum of Hˆ. Remark that for the isotropic harmonic oscillator the eigenvalues
are very degenerate (d ≥ 2) and if (ω1, · · · , ωd) are independent on Z the eigenvalues are non degen-
erate.
If condition (Per) is satisfied, it follows from [7] that there exist α ∈ Z, γ ∈ R, C0 ≥ 0 such that
σ(Hˆ)∩]η − ε0, η + ε0[⊆
⋃
`∈Z
]e`,h − C0h2, e`,h + C0h2]
where e`,h = (`+
α
4 )h+ γ.
For the harmonic oscillator we have α = 2 (Maslov-Morse index), γ = 0 and C0 = 0.
If condition (Aper) is satisfied, it follows from [16] that for every δ > 0 there is an infinite number of
eigenvalues of Hˆ in Jδ,h = [ah, ah + δh[. More precisely there exists C > 0 such that
#
{
σ(Hˆ) ∩ Jδ,h
}
= Cδhd−1 + o(hd−1).
Our probabilistic results concerning quantum ergodicity are obtained by combining probability tech-
nics with the following spectral semi-classical results.
Proposition 4.5. — We have the following asymptotic limit (4.3)
lim
h→0
Tr
(
Aˆ(h)Πh
)
Mh
= Lη(A)
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for the following choice of the spectral window:
(i) in the ”general” case, Jh = [ah, ah + h`(h)[, lim
h→0
`(h) = +∞;
(ii) under assumption (Per), Jh =]e`,h − C0h2, e`,h + C0h2] such that lim
h→0,`→+∞
e`,h = η;
(iii) under assumption (Aper), Jh = [ah, ah + δh], for any δ > 0 where limh→0 ah = η.
The previous proposition can be easily deduced from the works [7, 16, 28].
Proof of Theorem 1.6. — We apply Proposition 4.5 to the harmonic oscillator which satisfies the
assumption (ii). Then we also have the result of Proposition 4.1.
Every B ∈ B can be identified with {Bj}j≥1 where Bj ∈ U(Nhj ). The random variables Dj are
independent and Dj depends only on Bj. So for every r > 0 we have
ρ
[
Dj(B) > r
]
= ρj
[
Dj(B) > r
]
= ρj
[
∃` ∈ J1, Nhj K,
∣∣〈ϕj,`, Aˆϕj,`〉 − L2(A)∣∣ > r]
≤
∑
1≤`≤Nhj
ρj
[ ∣∣〈ϕj,`, Aˆϕj,`〉 − L2(A)∣∣ > r]
≤ NhjPhj
[ ∣∣〈u, Aˆ(hj)u〉 − L2(A)∣∣ > r − ChMj ].
In the last line we have used Lemma 4.3 where C ≥ 0 and M arbitrary large, and that the probabil-
ity Ph is the push-forward of the Haar measure of U(Mh) by the maps: U(Nh) 3M 7→Mv ∈ Sh, for
any v ∈ Sh.
So using Proposition 4.1 we get, with positive constants C1, C2, C3,
ρ
[
Dj(B) > r
] ≤ C1jd−1 exp [−C2jd−1(r − C3j−M )2].
In particular for any d ≥ 2 we get ∑
j≥1
ρ
[
Dj(B) > r
]
< +∞
and the result is a consequence of the Borel-Cantelli Lemma.
Remark 4.6. — Our proof of unique quantum ergodicity for random bases can be adapted to prove
analogous results for the Laplace-Beltrami operator on compact manifolds. Notice that our method
is different from the method used in [28, 14]. In particular we do not use the Szego¨ limit theorem
like in [28, prop. 1.2.4] so that we get a slightly better result in the aperiodic case. Let us formulate
our result for non isotropic harmonic oscillator.
Let Hˆ =
1
2
(−4+ ∑
1≤j≤d
ω2jx
2
j
)
, with ωj > 0 and where {ω1, · · · , ωd} are Z-independent.
The eigenvalues of Hˆ are λα =
∑
1≤j≤d
(αj +
1
2
)ωj. Denote by Iδ,k = [λ0 + kδ, λ0 + (k + 1)δ[, δ > 0,
k ∈ N. For every δ > 0, the number of eigenvalues of Hˆ in Iδ,k is Nδ,k ≈ kd−1, k → +∞. Let Eδ,k be
the linear space spanned by the eigenfunctions of Hˆ with eigenvalues in Iδ,k.
Denote by Bδ the set of orthonormal bases of L2(Rd) obtained by choosing an orthonormal basis Bδ
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in each Eδ,k. Like in the proof of Theorem 1.6, Bδ is equipped with a probability measure ρδ. Then
by applying Proposition 4.5 and Proposition 4.1, ρδ-almost surely, an orthonormal basis of L
2(Rd) in
Bδ is QUE.
Notice that every ψ ∈ Eδ,k is a δ-quasimode for Hˆ:
Hˆψ = (λ0 + kδ)ψ +O(δ)‖ψ‖L2(Rd).
Remark 4.7. — For Schro¨dinger operators with super-quadratic potentials we could also get a similar
result, considering orthonormal basis of quasi-modes (approximated eigenfunctions), using Proposi-
tion 4.1 and taking the appropriate power of −4+ V .
Remark 4.8. — We have supposed that the observables A are of order 0. More generally, we say
that A is of order m, m > 0, if A is an asymptotic sum of quasi-homogeneous symbols of degree ≤ m
(for more details see [4, 19]). We say that A is quasi-homogeneous of degree m ∈ R if A(rx, rkξ) =
r(k+1)mA(x, ξ) for r ≥ 1, |(x, ξ)| > ε. So if A quasi-homogeneous of degree m then H−m/2nor AH−m/2nor is
quasi-homogeneous of degree 0. So the previous results holds true for
〈ϕj ,Aˆϕj〉
ωmj
, where ωj = λ
(k+1)/2k
j .
Appendix A
Some point-wise spectral estimates for confining potentials
The aim of this appendix is to prove Proposition 2.1, Proposition 2.5 and Lemma 3.7 for δ < 2/3. We
shall restrict here our analysis to Schro¨dinger Hamiltonians with polynomial potentials, for simplicity.
We shall use a global pseudo-differential calculus with a diagonal metric g = dx+dξw(x,ξ) where w is a
weight function on the phase space Rdx ×Rdξ . The general theory was achieved by L. Ho¨rmander with
the Weyl-Wigner ordering calculus [9] after C. Fefferman and R. Beals for the ”usual” ordering. The
construction of parametrices for resolvent of elliptic operators is well known. But to cope with δ < 2/3
we need to take care of remainder estimates.
A.1. Parametrix for the resolvent. — We assume that the potential V is an elliptic polynomial
of degree 2k, which means that C1〈x〉2k ≤ V (x) ≤ C2〈x〉2k for |x| > R where C > 0, R > 0. Denote
by
Hˆ(h) = −h2∆+ V
and H(x, ξ) = |ξ|2 + V (x) its semi-classical symbol. We can get accurate approximations for the
resolvent (Hˆ(h) − z)−1 for h > 0 small and z ∈ C. It is not difficult to get a formal asymptotics as
a series in h but to get spectral estimates we need to control the remainder terms when |z| is large
(see [20, 5]). Recall that the h-Weyl quantization of a smooth symbol A in Rdx × Rdξ is
Oph(A)ψ(x) = Aˆ(h)ψ(x) = (2pih)
−d
∫∫
R2d
A
(
x+ y
2
, ξ
)
eih
−1(x−y)·ξψ(y)dydξ.
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In particular the Schwartz kernel KA,h(x, y) of Aˆ(h) is given by
KA,h(x, y) = (2pih)
−d
∫
Rd
A
(
x+ y
2
, ξ
)
eih
−1(x−y)·ξdξ.
The basic formula for the symbolic computation is the Moyal product formula. Let A,B be two
smooth observables (for example in the Schwartz space S(Rd × Rd) and C the h-Weyl symbol of the
operator product Cˆ(h) := Aˆ(h)Bˆ(h). Then the h-Weyl symbol of Cˆ(h) is a smooth function C(h, x, ξ)
given by
(A.1) C(h;x, ξ) = exp(
ih
2
σ(Dx,Dξ;Dy,Dη))A(x, ξ)B(y, η)|(x,ξ)=(y,η) ,
where σ is the standard symplectic form in Rd × Rd, σ(x, ξ;xy, η) = x · η − ξ · y.
In semiclassical analysis, it is useful to expand the exponent in (A.1), so we get the formal series in h:
C(h;x, ξ) =
∑
j≥0
Cj(x, ξ)h
j , where
Cj(x, ξ) =
1
j!
(
i
2
σ(Dx,Dξ ;Dy,Dη))
jA(x, ξ)B(y, η)|(x,ξ)=(y,η).(A.2)
The crucial point here is to have good estimates for the error term not only in h but also in some
extra spectral parameters as we shall see later
RN (h;x, ξ) = C(h;x, ξ)−
∑
0≤j≤N
hjCj(x, ξ).
Here one of the symbols A,B is a polynomial in (x, ξ) so the analysis is much simpler. Let us introduce
the class of symbols Σ(r), r ∈ R. For our application here it is enough to consider the weight function
µ(x, ξ) = (1 + |x|2k + |ξ|2)1/2k
(a more general setting is considered in [19, 5]). The condition A ∈ Σ(r) means that for every j ∈ N
we have
sj(A, r) := sup
|α+β|=j, (x,ξ)∈R2d
µ(x, ξ)−r+j |∂αξ ∂βxA(x, ξ)| < +∞.
The topology on Σ(r) is defined by the semi-norms sj(·, r). A basic result concerning Weyl quantization
is that for every h > 0, (A,B) 7→ A#B is continuous for Σ(r)×Σ(s) into Σ(r+s). In [5, Appendix B],
we can find accurate estimates for RN (h;x, ξ) in a more general setting. Here, using that Hˆ(h) is
a polynomial in (x, ξ) we can perform more explicit computations to construct a parametrix for
(Hˆ(h)− z)−1.
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Following [20, p. 134] we construct a parametrix as follows. By induction on j ∈ N we define
bz,0 = (H − z)−1
bz,j+1 = −bz,0
( ∑
`+|α+β|=j+1
0≤`≤j
ν(α, β)(∂αξ ∂
β
xH)(∂
β
ξ ∂
α
x bz,`)
)
Bz,N(h) =
∑
0≤j≤N
hjbz,j,
where ν(α, β) = (−1)|α|[α!β!2|α+β|]−1. Then we have
(A.3) Bˆz,N (h)(Hˆ(h)− z) = 1 + Eˆz,N(h),
and for our purpose we have to estimate the error term symbol
Ez,N(h) = Bz,N(h)#(H − z)− 1.
This Moyal product has a finite expansion in h because the symbol H is a polynomial in (x, ξ). Let
us recall that the symbols bz,j have the following properties (see [5])
bz,j =
∑
0≤`≤2j−1
(−1)`dj`(H − z)−`−1, j ≥ 1
where dj` are polynomials in ∂
α
ξ ∂
β
xH for 1 ≤ |α + β| ≤ j. Moreover, for all m ∈ N we have if j = 2m
then dj` = 0 for every ` ≥ 3m and if j = 2m+1 then dj` = 0 for every ` ≥ 3m+1. Furthermore dj` is in
the symbol class Σ(2k`−2j). Thanks to this vanishing property, we get with the Calderon-Vaillancourt
theorem, that there exists N0 ≥ 1 such that for N ≥ 1
(A.4) ‖Bˆz,N (h)‖L(L2,L2) ≤ CN
(
1 + hN |Im z|−3N/2)|Im z|−N0 .
Next, with (A.2) we get the following estimate: There exists n0 such that for every N ≥ 1, (α, β) ∈ N2d,
there exists C > 0 such that for every h ∈]0, 1] and z ∈ Cγ0 , we have
|∂αξ ∂βxEz,N(h)| ≤ ChN+1
∑
N+1
2k
≤`≤3N/2+n0+|α+β|
∣∣∣∣ HH − z
∣∣∣∣
`+1
(µ(x, ξ))−2(N+1)−|(α+β)|.(A.5)
In the r.h.s of (A.5) it is desirable to have large decay in |z| and in µ. First, it is known that there
exists γ0 ∈ R such that the spectrum of Hˆ(h) is in [γ0,+∞[ for all h ∈]0, 1]. Then, with elementary
considerations, we have that for every θ ∈ [0, 1]∣∣∣∣ HH − z
∣∣∣∣ ≤ 1| sinϕ| |z|−θHθ ≤ 1| sinϕ| |z|−θµ2kθ,
where ϕ = arg z, 0 < |ϕ| ≤ pi/2, |z| ≥ γ0/2.
So we can choose θ ∈]0, 1[ such that there exist positive numbers δ1, δ2, δ3, δ4 > 0, N0 > 0 and C > 0
such that for |z| ≥ γ0/2, 0 < |ϕ| ≤ pi/2, (x, ξ) ∈ R2d, N ≥ 1, we have
(A.6) |∂αξ ∂βxEz,N(h)| ≤ ChN+1| sinϕ|−3N/2−N0−|α+β||z|−δ1N−δ2|α+β|µ−δ3N−δ4|α+β|.
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As a result, by the Calderon-Vaillancourt theorem, we obtain that Eˆz,N (h) is continuous from L
2(Rd)
into HδNk for some δ > 0 and that there exist N0 ≥ 1, κ > 0, C > 0 such that for N ≥ 1
(A.7) ‖Eˆz,N (h)‖L(L2,HδNk ) ≤ Ch
N+1| sinϕ|−3N/2−N0 |z|−κN .
Since we work with the Weyl quantization, we can get a right parametrix by taking the adjoint of (A.3),
and therefore
(Hˆ(h)− z)Bˆ∗z,N (h) = 1 + Eˆ∗z,N (h),
which combined with (A.3) yields
(A.8) Bˆz,N (h)− (Hˆ(h) − z)−1 = Eˆz,N(h)Bˆ∗z¯,N (h)− Eˆz,N (h)(Hˆ(h)− z)−1Eˆ∗z¯,N (h) := Rˆz,N (h).
So we can easily see that Rˆz,N(h) is a smoothing operator in the weighted Sobolev scale spaces {Hsk}s∈R
when N is large, and we can use the next lemma proved in [19, Proposition 1.3] to give an estimate
of the kernel of Rˆz,N (h).
Lemma A.1. — Let Rˆ, Sˆ be bounded operators in L2(Rd) and assume that Rˆ(L2(Rd)) ⊆ Hmk and
Sˆ(L2(Rd)) ⊆ Hmk with m > kdk+1 . Then the operator Tˆ := RˆSˆ∗ has a (Lipschitz) continuous Schwartz
kernel KT (x, y) on R
d × Rd and we have the estimate
(A.9) |KT (x, y)| ≤ Ck,d,mWm(x)Wm(y)‖Rˆ‖L(L2,Hmk )‖Sˆ‖L(L2,Hmk )
where Ck,d,m only depends on k, d,m and Wm(x) = (1 + |x|2k)d/2−(k+1)m/(2k).
Remark A.2. — If m can be taken larger then we get that KT has derivatives in (x, y) with corre-
sponding estimates.
Using (A.6), (A.8), (A.9), we get the following estimate for the error term in the parametrix. Let
us denote by KRz,N (h) the Schwartz kernel of Rˆz,N(h).
Lemma A.3. — There exist N0 large enough and κ1, κ2 > 0, C > 0 such that for N ≥ 1
(A.10) KRz,N (h)(x, y) ≤ ChN+1
(
1 + hN | sinϕ|−3N/2)| sinϕ|−3N/2−N0 |z|−κ1N (1 + |x|2k + |y|2k)−κ2N
for all h ∈]0, 1], |z| ≥ γ0/2 with arg z = ϕ and x, y ∈ Rd.
Moreover, if z ∈ C\R is such that |z| ≤ A,
(A.11) KRz,N (h)(x, y) ≤ ChN+1
(
1 + hN |Im z|−3N/2)|Im z|−3N/2−N0(1 + |x|2k + |y|2k)−κ2N .
Proof. — The estimate of (A.11) is a direct consequence of (A.10) by writing | sinϕ| ≥ |Im z|/A.
For (A.10), we use Lemma A.1 twice, using the estimates (A.4) and (A.7). We write Eˆz,N (h)Bˆ
∗
z¯,N (h) =
RˆSˆ∗ with Rˆ = Eˆz,N (h)(Hˆ(h) − z)ηN and Sˆ = Bˆz,N(h)(Hˆ(h)− z)−ηN , with η > 0 small enough so
that the hypothesis of Lemma A.1 is satisfied. For the second term, we write
Ez,N(h)(Hˆ(h)− z)−1Eˆ∗z¯,N (h) = RˆSˆ∗ with Rˆ = Eˆz,N (h) and Sˆ = Eˆz,N (h)(Hˆ(h)− z)−1.
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A.2. Proof of Proposition 2.1. —
Proof. — We use the previous result with h = 1, and we denote by Hˆ = Hˆ(1). The heat operator
e−tHˆ is related with the resolvent by a Cauchy integral
e−tHˆ =
1
2ipi
∮
Γ
e−tz(Hˆ − z)−1dz
where Γ is the following contour in the complex plane. Fix ϕ ∈]0, pi/2]. Let z0 = (γ0/2)eiϕ. Let Γ+
be the line [z0 + re
iϕ, r ≥ 0], Γ− = Γ+, Γ0 = [(γ0/2)eiψ ,−ϕ ≤ ψ ≤ ϕ]. So Γ = Γ0 ∪ Γ− ∪ Γ+ with a
suitable orientation.
We give the main steps of the end of the proof.
• Thanks to the parametrix computed for (Hˆ − z)−1, we have
e−tHˆ =
1
2ipi
Op1
( 2N∑
j=1
fj(x, ξ)
∮
Γ
e−tz(H(x, ξ) − z)−jdz
)
− 1
2ipi
∮
Γ
e−tzRˆz,N(1)dz,
where the fj are linear combinations of the dj`, hence they are polynomials in (x, ξ).
• The kernel of the main contribution is obtained with the residue theorem:
1
2ipi
∮
Γ
e−tz(H(x, ξ)− z)−jdz = t
j−1
(j − 1)!e
−tH(x,ξ),
and using degree considerations of the fj.
• For N ≥ 1 large enough, the kernel of the remainder term is estimated with (A.10).
A.3. Proof of Proposition 2.5. —
Proof. — We use here the semi-classical functional calculus for smooth functions with compact sup-
port, and we apply it to the operator Hˆ(h) = −h2∆ + Vε where Vε(x) = ε2kV (x/ε). We can check
that all the previous estimates hold true uniformly in ε > 0.
Let f be a non negative C∞ function in ] − 2C0, 2C0[ with a compact support, such that f = 1
in [−C0, C0]. Using the spectral theorem for general self-adjoint operators, we can consider the new
operator
(A.12) g
(
Hˆ(h)
)
= f
(
Hˆ(h)− ν
hδ
)
.
The operator g
(
Hˆ(h)
)
has clearly a smooth Schwartz kernel Kf,h (compute it in a basis of eigenvector
of Hˆ(h)) and we have
|piH(h)(ν + µh;x, x) − piH(h)(ν;x, x)| ≤ Kf,h(x, x), ∀x ∈ Rd,
where |µ| ≤ Chδ−1. So it is enough to show that Kf,h(x, x) = O(hδ−d) uniformly in x ∈ Rd.
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Let us recall the almost-analytic formula for the functional calculus (see [6, Chapter 8])
(A.13) g(Hˆ(h)) =
1
pi
∫
C
∂¯g˜(z)(Hˆ(h)− z)−1L(dz),
where L(dz) = dxdy is the Lebesgue measure and where g˜ is an almost analytic extension of g. This
means that g is C∞ in C and satisfies, for all M ≥ 0,
|∂¯g˜(z)| ≤ CM |Im z|M , ∀z ∈ C.
We can choose g˜ supported in a small complex neighborhood of ] − 2C0, 2C0[. Moreover it results
from [6] that CM is estimated by some semi-norms of g.
(A.14) |∂¯g˜(z)| ≤ γM |Im z|M
(‖ ̂DM+1x g‖L1 + ‖DM+2x g‖L1), ∀z ∈ C.
We give the main steps of the end of the proof.
• We plug the parametrix of (Hˆ(h)− z)−1 in (A.13) to compute the kernel of g(Hˆ(h)).
• The kernel of the main contribution Bˆz,N is computed explicitly. Actually, the first term in the
expansion of g(Hˆ(h)) is
Oph
( 1
pi
∫
C
∂¯g˜(z)(H − z)−1L(dz)
)
= Oph
(
g(H)
)
= Oph
(
f
(H − ν
hδ
))
,
where we used that 1piz is a fundamental solution of ∂¯. Therefore, the principal term of Kf,h is
given by the following formula
(A.15) K0f,h(x, x) = (2pih)
−d
∫
Rd
f
(
H(x, ξ)− ν
hδ
)
dξ,
which implies K0f,h(x, x) = O(hδ−d).
• ChoosingM large enough we can estimate the contribution of Rˆz,N (h) by using (A.11) and (A.14)
for the smallest integer M ≥ 3N +N0. In (A.14) the loss in h is h−δM but this is compensated
by the factor hN+1 for N large if we choose δ < 2/3.
A.4. Proof of Lemma 3.7. —
Proof. — The proof uses the same tools as for the proof of Proposition 2.5. We choose two cutoff
functions f± with f+ as above and f− such that supp(f−) ⊆]C1, C0[, f− = 1 in [2C1, C0/2] where
C1 < C0/4. If Kf,h is the Schwartz kernel of g(Hˆ(h)) given par (A.12) we have
Kf−,h ≤ ex,h ≤ Kf+,h(x).
So we have to prove
(A.16) C0Nhh
β2p,θ ≤
(∫
Rd
〈x〉kθ(p−1)Kpf,h(x)dx
)1/p
≤ C1Nhhβ2p,θ ,
for every f like in (A.12).
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We use again the almost-analytic functional calculus. From (A.10) we see that the contribution
of the error term of the resolvent parametrix is of order O(hN+1). As previously, the principal term
of Kf,h is given by (A.15), hence we get (A.16) from a two side estimate of this integral.
A.5. On the case δ = 1. — Here we show how Proposition 2.5 for δ = 1 can be deduced directly
from results established in [12]. We admit here that these results can be extended for V depending
on a parameter ε.
• Estimates outside the turning points: Outside the turning points V (x) = ν the estimate can
be proved using a standard WKB approximation for the propagator U(t) := e−ith
−1Hˆ(h). Let U(t, x, y)
be the Schwartz kernel of U(t). Let us give here a sketch of the proof.
Let ρ ∈ C∞0
(
]− T0, T0[
)
with T0 > 0 small enough. We have
Ix,ν(h) :=
∫
ρ(t)eitνh
−1
U(t, x, x)dt =
∑
j≥0
ρˆ
(
λj − ν
h
)
|ϕj(x)|2.
Choosing ρ even such that ρˆ ≥ 0 and ρˆ(0) = 1 it is enough to prove
(A.17) Ix,ν(h) = O(h1−d).
We consider now a WKB approximation for Ix,ν(h)
Ix,ν(h) ≈ (2pih)−d
∫
R
∫
Rd
ρ(t)eih
−1(S(t,x,η)−y·η+tν)

∑
j≥0
hjaj(t, x, η)

 dtdη.
Using a localization energy argument it is enough to consider a bounded open set of the phase space
V = H−1]ν0 − ε0, ν0 + ε0[.
The term S(t, x, η) is the solution of the Hamilton-Jacobi equation in V and the aj are determined by
transport equations (see [20] for details).
The stationary points of the phase Φx,ν(t, η) := S(t, x, η) − y · η + tν satisfy the equations t = 0,
|η|2 = ν−V (x) if T0 is chosen small enough. So if V (x) < ν the critical set is a smooth submanifold Cx,ν
of R×Rd of codimension 2 and the Hessian of Φx,ν is non degenerate in the normal directions to Cx,ν.
So the stationary phase theorem gives that Ix,ν(h) = O(h1−d).
If V (x) > ν the non-stationary phase theorem gives that Ix,ν(h) = O(h∞).
• Estimates at the turning points: Now we consider the case |V (x)−ν| < ε1 for ε1 > 0 arbitrary
small. We give the argument used in [12], which is completely different.
Let Πh the spectral projector for Hˆ(h) on [ν, ν + µh]. We claim that it is enough to prove
(A.18) ‖Πh‖L2→L∞ = O(h
1−d
2 ).
Assume that (A.18) holds true. Denote by eh(x, y) the Schwartz kernel of the projector Πh and set
ux : y 7→ eh(x, y). Then we have Πhux = ux, thus
eh(x, x) = ux(x) = (Πhux)(x) ≤ ‖Πh‖L2→L∞‖ux‖L2 .
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Then using that Π2h = Πh we get
‖ux‖2L2 =
∫
|eh(x, y)|2dy = eh(x, x),
which entails that eh(x, x) = O(h1−d), thanks to (A.18).
Let χ be supported in V ∩ {|V (x)− ν| < ε1}. It is enough to prove that
(A.19) ‖χˆ(h)Πh‖L2→L∞ = O(h
1−d
2 ).
Using that ‖(Hˆ(h) − ν)Πh‖L2→L2 = O(h), for d ≥ 3 estimate (A.19) is a direct consequence of [12,
Theorem 6]. For d = 2 this theorem gives the estimate O(h−1/2| log h|1/2), but applying the more
difficult [12, Theorem 6], the log term can be eliminated.
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