Although such violence is frequently framed as being between two groups, it is easily overlooked that it is usually only a subset of the group's members who in fact participate in the violence. In Rwanda for example, an estimated one in five Hutu men committed an act of violence during the genocide ). Extraordinary as this statistic is, it still means that four out of five Hutu men did not commit violence. What then predicts who participates and who does not?
To address this question, the article tests the importance of one simple situational variable: microspace. It suggests that the significance of micro-space has hitherto been underestimated in our growing understanding of the various predictors of participation. Existing research has pursued a primarily atomistic approach and pointed to individual characteristics associated with a disposition to participation. This article suggests, however, that an individual's micro-spatial environment may predict participation in a mob, riot, or massacre just as an individual's age, gender, or socioeconomic status may do so.
To test the importance of micro-spatial factors the article draws on a well-known case of intergroup violence: Rwanda's 1994 genocide. It examines one community that experienced violence and uses Geographic Information Science (GIS) technology to geo-code the homes of all 3426 residents and to construct a map showing the spatial distribution of the killers, non-killers, and victims. In analyzing these data the paper identifies two principal micro-spatial predictors of participation. First, it finds a 'neighborhood effect'. Participants often live in the same neighborhood as other participants. Formally, if an individual lives in a neighborhood comprising a high proportion of other participants in the violence, the odds of his participation increase. Second, the paper finds a 'household effect.' Participants also usually live in the same household as other participants. Formally, if an individual lives in a household comprising a high proportion of other participants, the odds of his participation again increase. In short, the data suggest that where you live matters for participation.
Moreover, the paper suggests these neighborhood-level and household-level effects are the result of a social process. As micro-spatial distance decreases, micro-social interaction increases. Atomistic processes resulting from the better-known individual-level predictors of age, gender, and socioeconomic status neither solely predict participation nor account for the finding that where you live matters. More specifically, it suggests the likely mechanism is what is broadly termed 'social influence'. Individuals who live close together may influence each other through processes such as collective socialization or peer-group pressures, among other mechanisms. Neighbors and family members then may have influenced individuals for and against participation in Rwanda's violence.
Theoretically, the existence of such micro-spheres of influence would suggest the importance of social structure in predicting participation in violent phenomena. This would in turn suggest that policy interventions aimed at preventing such violence may be more effective if also targeted at households and communities as a whole, rather than solely at violence-prone individuals in isolation.
The paper has two further empirical findings for Rwanda's violence. First, contrary to conventional wisdom, it was not young, unattached men, 'loose molecules' (Kaplan, 1994: 2) , who were most likely to participate in the violence. The participant's profile instead pointed to middle-aged men with wives and children. Second, the data show that children, and overwhelmingly girl children, were much more likely to survive than adults and boy children. As ethnicity in Rwanda is patrilineal, it corroborates the genocidal or 'eliminationist' character of the violence. Without males, the Tutsi could not reproduce as an ethnic group.
The paper is structured as follows. In the first section I review extant theories and empirical studies of individual participation in various forms of violence, and set out several hypotheses based on this. In the second section I present the research design, data, and methods used to test these propositions and in the third section I present the results of both descriptive and inferential statistical analyses. In the fourth section I consider alternative interpretations of the data and finally I conclude with a discussion of the implications for our understanding of inter-group violence.
Theoretical framework Scope conditions
Riots, lynchings, ethnic and sectarian killings, pogroms, communal violence, atrocities, massacres, and genocidal violence may all be instances of inter-group violence. Despite their apparent differences, these various forms of inter-group violence in fact share several characteristics. The violence (i) is collective, i.e. it is not the work of individuals acting alone, but of groups of individuals acting together; (ii) is committed primarily by civilians rather than security professionals authorized and organized by the state such as soldiers and policemen; and (iii) requires the group identity of the perpetrators and victims to be integral and not incidental to the participation and targeting. This definition is narrower than the concept of 'collective violence' (Tilly, 2003) given the importance of group identity. It is, however, broader than the concept of 'ethnic violence' (Brubaker & Laitin, 1998) as groups may form around class, political, and ideological identities as well as tribal, language, or religious identities.
Existing theory and evidence on participation in violent phenomena
A considerable body of work has adopted a methodologically atomistic approach employing individual-level attributes to predict participation in various forms of violence. Empirical studies have identified socio-demographic characteristics, notably age and gender, as robust predictors of participation, and have provided more contingent support for socio-economic attributes.
Socio-demographic characteristics: Several theoretical mechanisms have been proposed for why age and gender in particular may matter. First, younger men may be less constrained by family responsibilities and can afford the opportunity costs of participating in such time-consuming and risky activities (Collier and Hoeffler, 2004) . Second, younger men experience frustration most acutely when deprived of opportunities for social and economic advancement, especially if their expectations have been raised from receiving education (Choucri, 1974; Goldstone, 2002) . Third, younger men are especially susceptible to ideals and are strongly motivated by the urge for change (Huntington, 2002) . They are consequently more likely to engage in violent riots and protests.
Macro-level research on 'youth bulges' has suggested an association between disproportionate numbers of young men in a population and internal armed conflict (Urdal, 2006) , rebellion (Moller, 1968) , and revolution (Goldstone, 1991) .
Socio-economic characteristics:
In contrast with the socio-demographic predictors, the evidence for socio-economic predictors is less conclusive. Theory has nonetheless proposed three central mechanisms: (i) Grievance. Individuals experience frustration when denied the opportunity to achieve what they expect (Gurr, 1970) ; (ii) Material incentives. Deprived individuals respond more favorably to opportunities for rapid self-enrichment (Popkin, 1979) ; and (iii) Opportunity cost.
Poorer individuals can afford to engage in violent activities as they have little to lose and much to gain (Collier and Hoeffler, 2004) .
The evidence to support these mechanisms is mixed. Scacco (2009) , in a survey of participants and non-participants in Nigeria's 2001 Christian-Muslim riots, finds poverty mattered only when measured subjectively and only in interaction with an individual's social connectedness. Verwimp's (2005) economic profile of a Rwandan génocidaire finds that neither an individual's literacy level nor household's landholdings predicted participation. However, individuals who rented in land or worked as unskilled laborers were more likely to participate, though so too were individuals who rented out the land and who employed the unskilled labor. Humphreys and Weinstein (2008) . surveyed participants in Sierra Leone's civil war and finds that an individual's income (proxied by whether his home had mud walls) and literacy do predict participation, though so too does his susceptibility to material incentives and social sanctions. McPhail (1971) in a metaanalysis of participation in America's 1960s race riots reviews seven socio-economic variables and concludes that none is a robust predictor of participation.
Ordinary killers:
Beyond age, gender, and debatably socio-economic status, a scholarly consensus is crystallizing that violent perpetrators do not possess distinguishing individual characteristics.
Ordinary individuals are capable of extraordinary violence. Research on participation in mass killings, notably genocides, has generated perhaps the strongest consensus (Browder, 2003; Waller, 2002) . Hannah Arendt (1963:252) first wrote of the 'fearsome, word-and-thought-defying banality of evil' in 1963 to describe Adolf Eichmann, a senior SS commander who oversaw the deaths of tens of thousands of Jews and others during World War II. Browning (1992) constructed biographic profiles of 502 members of a German Police Battalion responsible for the deaths of 83,000 individuals in World War II and concluded they were just ordinary men.
Experimental research in psychology supports this assessment of real-world perpetrators. Milgram (1963) found that 26 of 40 male subjects from New Haven, who responded to an advertisement soliciting paid participants for a memory experiment, were willing to administer increasingly powerful electric shocks when ordered by an individual clothed as a scientist, to the point that the 'victim', an actor who could be heard but not seen by the subject, ceased crying out in pain to simulate unconsciousness. Zimbardo et al. (1973) found in a simulated prison experiment involving 21 American male college students, that of the 11 who played the role of guards, one third became increasingly physically aggressive towards the 10 who played prisoners over the course of one week.
The growing micro-evidence on Rwanda's perpetrators also points to a consensus that the killers were ordinary. Straus (2006: 119) surveyed 210 sentenced, self-confessed perpetrators and concludes that 'Rwanda's killers were ordinary in all but the crimes they committed '. Mironko (2004: 177) interviewed approximately 100 self-confessed Rwandan perpetrators and describes them as among the 'countless ordinary civilians -men, women, and children -who were more informally persuaded to take part in the killing, but who may in fact have killed more innocent people than all the other forces combined'. Fujii (2006: 17) 
Micro-space and social mechanisms
One predictor of participation, in addition to the atomistic approach of who you are, may be the structural factor of where you live. Neighborhood is a well-established spatial determinant in a variety of phenomena including voting behaviour (Johnston, 1979) ; crime and delinquency (Kling, Ludwig, & Katz, 2005) ; and various health and educational outcomes (Harding, 2003; Sampson, Morenoff, & Gannon-Rowley, 2002) . In accounting for the neighborhood effect, these studies point to the presence of other persons in one's micro-spatial environment that activates a social process whose effect is independent of individual-level processes. The mechanism commonly suggested is 'influence' resulting from social interaction.
Spatial and social proximity:
The theoretical intuition linking micro-space and social influence then is that the likelihood of social interaction increases as the spatial distance between individuals decreases. In a well-known study of voting behaviour, Cox (1969) identified an inverse relationship between distance and acquaintance formation, the implication of which was popularized in the phrase 'people who talk together, vote together' (Miller, 1978) . Allen & Fustfeld (1975) showed that co-workers separated by more than 25m walking distance had a significantly lower probability of communicating with each other than those located closer to each other. Mok & Wellman (2007) found that in a urban area the frequency of face-to-face contact between individuals dropped significantly at 5 miles, as did the provision of tangible support, in the context of Toronto, Canada.
In the context of rural Rwanda in 1994, where distance-reducing transportation and communication technologies such as vehicles, telephones and the internet were not widely-used, it is likely that social interaction would be particularly sensitive to spatial proximity.
Social influence:
The mechanism implicit in social interaction then is social influence. Social psychology has provided a formal definition. 'Social influence can be said to have occurred whenever a person (P) changes his behaviour as a result of induction by another person or group (the influencing agent or O)'...Induction may be deliberate and intentional, as in those cases where O tries to persuade, order, threaten, express expectations to, or express guidelines to P. On the other hand induction may also be unintentional to varying degrees, as in the case where O sets an example or acts as a role model for P' (Kelman, 1974: 128) . Social influence then is a theoretically broad concept that may be (i) conscious or unconscious; (ii) behavioural or attitudinal; and (iii) of short or long duration. As such it encompasses a variety of psycho-social mechanisms including conformity, socialization, peer pressure, compliance, internalization, and identification (Cialdini & Goldstein, 2004) .
Social influence and violence:
There is considerable and growing evidence of the importance of social influence in accounts of violence. Influence for example is the mechanism implicit in studies of violent phenomena that highlight the importance of social ties and social networks. Interpersonal ties may both facilitate and constrain an individual's actions. In her research on Muslim-Christian riots in Nigeria, Scacco (2009) finds 'social connectedness' an important determinant of individual participation. In a sample of 174 rioters and 530 non-rioters, she finds that on average participants knew 14 others rioters compared with only 5 for non-participants, and that pre-riot participation in community meetings and membership of voluntary associations, both increased the likelihood of becoming a rioter. Humphreys and Weinstein's (2008) study of participation in Sierra Leone's civil war found that 21% of the 184 non-combatants surveyed had ties to the rebel group (the RUF) compared with 28% of the 46 rebel combatants who reported voluntarily joining the RUF. They infer that social sanctions played an important role in drawing individuals into the rebellion.
Sageman (2004) looks at Islamist terrorism and, based on the biographic data of 172 participants in the modern jihad, finds that 75% had either pre-existing social ties to other jihadis or else decided to join with other friends and relatives.
Studies of participation in Rwanda's violence implicitly suggest a link between micro-space and social influence. The research highlights the importance of face-to-face interaction. Straus (2006: 136) writes participation was 'the result of direct face-to-face mobilization: individuals, leaders, or groups directly solicited the respondents' participation at commercial centers, on roads, and pathways, or at their homes'. Fujii (2009: 128) points to kinship and friendship ties along with group contagion effects which were 'the sum of shared knowledge and activities and regular faceto-face interactions. They were the product of talking, gossiping, greetings, visiting, sharing beers, and participating in umuganda [a Rwandan institution of obligatory labor]'. Neighborhoods and households represent micro-spaces where individuals live in close proximity to one another and are likely to have everyday face-to-face interactions of the kinds described.
Research on genocide perpetrators points to at least two forms of influence resulting from social interaction: horizontal influence from 'peer pressures'; and vertical influence from 'authority.' Browning (1992: 175) , based on his work on atrocities committed by members of a German police battalion, writes 'within virtually every social collective, the peer group exerts tremendous pressure on behaviour and sets moral norms'. Straus (2006: 148) concludes that in Rwanda 'intra-ethnic coercion and pressure appears to have been a central factor driving mass participation in the genocide'. We would hypothesize then that horizontal influence would be stronger in neighborhoods where the number of pro-violence peers relative to anti-violence peers was high.
The same logic of influence would apply at the household-level.
H1. As the number of perpetrators relative to non-perpetrators in a neighborhood increases, the likelihood of an individual being drawn into the violence also increases (horizontal peer group influence).
H2. As the number of perpetrators relative to non-perpetrators in a household increases, the likelihood of an individual being drawn into the violence also increases (kinship/family influence).
The second form of influence is 'vertical': the product of leadership and authority. Milgram (1963) first demonstrated in a laboratory experiment how an authority figure, in this case a man dressed in a scientist's white coat, could motivate an ordinary individual to inflict harm on another individual through the administration of what the subject believed were actual electric shocks. Straus (2006: 143) corroborates the importance of authority in Rwanda's violence and writes 'once genocidal violence began in an area, local Hutus who were in charge used their power and authority to mobilize able-bodied men to participate'. H3. As the proximity to a mobilizing agent or pro-violence authority figure increases, the likelihood of an individual being drawn into the violence also increases (vertical influence).
While research suggests social processes may promote participation in violence, it has also suggested social interaction may reduce inter-group hostility. Influence may also work to deter violence. Allport (1958) first hypothesized that inter-group contact would discourage stereotyping, discrimination, and prejudice as interaction would increase the information each group possesses of the other. Varshney (2001) found that inter-group ties established through participation in formal associations reduced the likelihood of communal violence between Hindus and Muslims in India.
We would hypothesize then that counter-violence influence would be stronger in communities where the likelihood of inter-group interaction was high.
H4. As the number of out-group relative to in-group members in a neighborhood increases, the likelihood of an individual being drawn into the violence decreases (inter-group contact).
Research design, data and methods
To test the importance of micro-spatial factors in episodes of inter-group violence, I present data from one community, sector Tare, that experienced violence during Rwanda's genocide of 1994. I start with a synopsis of the Rwandan case followed by a profile of the chosen community and a chronology of how the genocide unfolded in it. I then describe the data collection and operationalization of the dependent and independent variables.
Synopsis of Rwandan genocide
In April 1994 a government-sponsored campaign lasting just over 100 days targeted Rwanda's Tutsi minority and a much smaller number of its moderate Hutu majority for extermination. An estimated 507,000 to 850,000 Rwandans lost their lives (Des Forges, 1999; Prunier, 1998) . Their assailants were soldiers, militia, policemen, and ordinary civilians drawn largely from the Hutu Habyarimana, who signed the agreement was assassinated on April 6 th 1994, a small group of extremists immediately seized the opportunity to establish itself as the new government. Having captured the state, they used its considerable resources to eliminate the moderate opposition and to implement a genocidal program against the Tutsi 'enemy.' The international community failed to intervene to stop the slaughter. At the same time, government forces and the rebel army re-engaged in combat. Some one hundred days later, the rebels emerged victorious. By one estimate, during this time approximately three-quarters of Rwanda's Tutsi minority were murdered (Goverment of Rwanda, 1994) . Before the genocide, ethnic relations had been good. Tare boasted 38 inter-ethnic unions, representing 37.2% of all Tutsi, mostly between Hutu men and Tutsi women. Table I summarizes these demographic data.
[ Table I here]
Geographically, Tare reinforces Rwanda's reputation as the 'land of a thousand hills' with elevations ranging from 1651m to 1891m and slopes from 1 to 51 degrees. Almost all of its land was cultivated with no forestland and few shrubs or bushes. Economically, as elsewhere in Rwanda, the principal occupation for the majority of Tare's inhabitants was subsistence agriculture.
Tare possessed a small commercial center with a market and several small shops selling basic foodstuffs and household goods. The community also benefited from the presence of a tarmac main road linking the two towns of Butare and Gikongoro. A public primary school was also located within the sector and parishioners attended the church situated in the neighboring sector of Rugango.
Violence in Tare began on April 19 th 1994, almost two weeks following the president's assassination and the day after a visit to the commune by Rwanda's new extremist president to mobilize the Hutu population. This first attack on a nearby Tutsi enclave was unsuccessful.
Following a security meeting the next day, a second attack was launched against the majority of Tare's Tutsi community who had sought refuge in the local parish church and a nearby monastery.
Successful, the attack group returned to the first Tutsi enclave the following day to finish what they had started earlier. Over four days and in three episodes of violence, Tare's Tutsi then was almost exterminated.
Data collection and analysis
I collected data on all 3426 of Tare's residents. shows the spatial distribution of households alongside other important topographical features such as roads, waterways, buildings, administrative boundaries and variation in the elevation and slope.
[ Figure 1 here]
Dependent variable
I used a binary dependent variable: whether an individual participated in the violence or not.
Participation is defined as joining at least one attack group that killed at least one individual. While a better measure would have been how many people an individual killed, no reliable data on kill household size for individuals of the same age based on registers which had these data. As a robustness check against any possible bias arising from these missing data, I ran the regressions with and without the imputed data. Subversion of the gacaca process created the risk of bias in the selection of participants.
Intimidation of witnesses and cooptation of judges could lead to the acquittal of the guilty and false accusations and spurious confessions to secure lesser sentences could lead to the conviction of innocents (Waldorf, 2006) . To address these risks, I relied on two operationalizations of the dependent variable: suspected and convicted participants. Suspects were individuals accused but not necessarily convicted during the gacaca. I compared the official list of suspects (those who stood trial) against a second list established by a lesser-known and informal gacaca process involving self-confessed perpetrators within the prison system. Only if a name appeared on both lists was s/he counted as a suspected participant. Convicts were individuals found guilty through the gacaca process.
Independent variables
H1. The first micro-spatial predictor of participation is residence in a particular neighborhood. To operationalize 'neighborhoods' I drew circular perimeters of defined radii around each resident's home. I constructed neighborhoods of 100m, 200m, 300m, 400m, and 500m radii for each resident and counted the number of participants and non-participants living in each resident's 'neighborhood'. I then calculated the proportion of killers in each neighborhood by dividing the total number of residents by the number of participant-residents, excluding the subject resident.
This variable thus approximated the potential for 'horizontal' influence of neighbors on participation or 'peer pressure'. The higher the proportion of killers, the greater the potential for pro-violence influence.
H2.
The second micro-spatial predictor is residence in a particular household. I counted the number of participants and non-participant members in each household and calculated the proportion of killers in each household by dividing the overall number of household members by the number of participant-members, excluding the subject individual. This variable thus approximated the potential for influence of family members on participation.
H3.
The third micro-spatial predictor is the distance between an individual's home and the home of the nearest mobilizing agent. A mobilizing agent was defined as any individual who planned or led an attack in Tare. This variable thus approximated the potential for 'vertical influence'. To identify mobilizing agents, I conducted two focused group interviews: first with official members of Tare's gacaca committee; second with self-confessed perpetrators in the prison system. I compared the lists of names which emerged from both interviews. If a name appeared on both lists, then this individual was counted as a mobilizing agent.
H4.
The fourth micro-spatial predictor examines neighborhood again but considers a different effect: interethnic contact. I counted the number of Tutsi and non-Tutsi living in each resident's neighborhood and divided the Tutsi total into the total number of residents to determine the 'outgroup density' of the neighborhood. To identify Tutsi households, I relied on two lists: first the official list of victims produced by gacaca; second a list of survivors compiled by the head of Tare's Tutsi survivors' association.
Control variables
The most robust profile of a participant in various violent phenomena is that of the young male.
Controls for age and gender were incorporated in all model specifications including a quadratic term for age as the very young and the very old were likely incapable physically of participation. I also included a control for socio-economic status, notwithstanding the mixed evidence on its significance using spatial location as a proxy. Individuals who lived in areas where land was more costly likely had higher socioeconomic status. Land price was proxied by proximity to the commercial center of Tare and by the suitability of the land for cultivation indicated by its steepness and elevation. In rural contexts with high levels of agro-dependence, spatial measures represent potential substitutes when directly-measured SES data are not readily available. I also controlled for household size as larger households were likely to have more participants. The same logic dictated a control for population density. Neighborhoods with more residents were likely to have more participants. Population density may also have worked through a Malthusian mechanism: too many people, too little land (Verpoorten, 2011) . Lastly, I controlled for interethnic unions. Hutu married to Tutsi may be less likely to commit anti-Tutsi violence.
Robustness checks
I estimate the predictors of participation for the subpopulation of Hutu men aged 15 and higher given the very low probability that Tutsi and very young children participated in the violence. I report six fully unrestricted models that specify all four independent variables and all ten control variables. These models include two alternative definitions of the dependent variable (convicts and suspects) and construct neighborhoods of 100m, 200m, and 300m radii. An online appendix contains a further 26 model specifications. These specify neighborhoods of 400m and 500m radii; estimate models through stepwise backward selection and likelihood ratio tests to eliminate statistically insignificant variables; and specify nested models that examine the micro-spatial predictors independently of each other. The appendix also contains a correlation matrix to identify any problematic levels of multicollinearity.
Results
Overall I find support for the view that micro-space is an important determinant of participation in inter-group violence. Specifically, neighborhoods and households represent important micro-spaces that predict participation. Where you live matters. The data suggest 'social influence' as the likely mechanism and point to several different forms of 'influence' that share the same theoretical logic:
spatial proximity increases the likelihood of social interaction and consequently social influence.
H1.
The data indicate that participants often reside in neighborhoods with high concentrations of other participants as residents. Importantly, the finding is not simply that participants often live close together in the same neighborhood. It is that the number of participants relative to nonparticipants in the neighborhood matters for drawing other residents into the violence. The importance of this ratio then is suggestive of influence. In particular it suggests horizontal influence or 'peer pressures' from neighbors. The descriptive statistics (Table II) show that the mean proportion of convicts living in a 100m radius of a resident is almost twice as many for convicts as for non-convicts. At a 200m radius the difference persists but is a little smaller. As the radius increases, the differences between participants and non-participants broadly continue to grow smaller as a theory of 'influence' would predict.
[ Table II here]
The multivariate model corroborates this 'neighborhood effect' (Table III) . The effect is statistically significant for neighborhoods defined using 100m and 200m radii (models 1, 2, 3, & 4).
The effect is robust for both convicted and suspected perpetrators, the two dependent variables considered, and controlling for the neighborhood's population density. To express this in probabilistic terms, the odds of an individual participating increase by 4% for every single percentage point increase in the proportion of convicted perpetrators living within a 100m radius.
The odds increase by 3% for suspected perpetrators in the same neighborhood. This effect, as one would expect, tapers off as the neighborhood widens. At 300m the effect disappears altogether for convicted perpetrators.
[ Table III here]
H2:
The results also point to a second type of influence: family pressure. Individuals who live in households which contain at least one other participant are also more likely to be pulled into the violence than individuals who live in households where no-one else participates in the violence.
Descriptive statistics indicate that participants live in households whose mean proportion of other participants is nearly ten times higher for convicts than non-convicts. This household effect persists in the multivariate model. Formally, each percentage point increase in the proportion of other participants in the household increases the odds of becoming a perpetrator oneself by anywhere from 21 to 25%. This finding is robust across all six models reported, at the 1% significance level, and controlling for household size.
H3.
Although the results strongly suggest the influence of neighborhood and household on participation, support for vertical influence from above is more tentative. Descriptive statistics suggest that individuals who lived close to a mobilizing agent were more likely to become participants than individuals who lived further away. On average convicted participants lived 170m from the nearest mobilizing agent compared with 220m for non-participants. The multivariate logistic regression confirms the significance of this difference when using stepwise backward elimination. Its significance, however, is more fragile when using the unrestricted model specification. The effect exists only in neighbourhoods defined at 100m and only for suspected participants. Greater caution should be exercised then in interpreting the importance of vertical influence compared with peer and family pressures. 
'Young men' and violence
Consistent with theory men were much more likely than women to participate in the violence. Over 95% of suspected and convicted perpetrators were male. Multivariate analysis indicates the odds of participation were over approximately 80 times greater for men among convicted participants and 50 times greater for suspected participants. The findings for age, however, were more surprising.
Men aged 15-24 years, the age bracket theory predicts to be most likely to participate, were not the most over-represented group among perpetrators. Men in the age brackets of 25-34 and 35-44 were most likely to join in the violence. 37.8% of all convicted perpetrators fall into the 25-34 age bracket compared with only 13.7% of non-perpetrators. In Rwanda, the average age at first marriage for men is 26.8 years. Participants then often had wives and children. The regression analysis confirms that being a household head increased the odds of participation at least six times.
These findings cast doubt on the theoretical argument that it is those without responsibilities who can most afford the opportunity cost of participation. It was instead those individuals with the greatest obligations who answered the call to arms and mobilized against Tutsi. This finding, although prima facie inconsistent with the 'youth bulge' hypothesis, may be attributable to the particular type of violence committed. Youth bulges increase the risk of domestic armed conflicts where the violence is often directed against the state. In genocides, however, the violence is often committed with the support of the state. Such violence may attract individuals with different risk profiles.
Analysis of perpetrator, victim, and survivor data
Consistent with the widely-held view, the genocide involved an extraordinary civilian mobilization. 
Alternative interpretations of the data
The data support descriptive, not causal inferences regarding the importance of spatial factors (King, Keohane, & Verba, 1994) . The research design did not involve exogenously manipulating the spatial distance between households and measuring what effect on individual participation this manipulation had. The locations of households were already determined at the time they were measured. The article then cannot definitively exclude the possibility that some unobserved heterogeneity explains the observed correlation between spatial proximity and participation and that a mechanism other than social influence was at work.
One plausible alternative interpretation is that participants in the violence may share some similar but unobserved individual characteristic that causes them to live in the same neighborhood.
Perpetrators may all be poor for example and thus compelled to live on either small quantities of land or on inexpensive low quality land in the same area. This concentration of killers then may be the result of individual socioeconomic status rather than social influence. In other words the spatial clustering may be the product of an atomistic rather than social process.
While an interpretation based on unobserved individual characteristics cannot be conclusively ruled out, there are four persuasive arguments in support of an independent neighborhood effect and of social influence as the most likely mechanism at work. First, the neighborhood-level variables operationalized are strongly suggestive of a social process. Thus it is not the absolute number of killers in the neighborhood that matters, but the number of killers relative to non-killers. This would suggest then that participation responds to the balance between pro-violence and anti-violence forces in the community. Second, we control for those atomistic individual characteristics that extant theory and evidence have suggested may matter for participation. Neither age, gender, nor socioeconomic status accounts for the spatial clustering. Moreover, a scholarly consensus is forming that perpetrators are ordinary individuals and possess few distinguishing characteristics.
Third, if killers did share some unobserved distinguishing characteristic that explains why they live in the same neighborhood, we would expect the number of individuals with this characteristic to rise as the number of people living in the neighborhood also rises. However, I control for neighborhood population density and find it has no effect on the likelihood of participation. This finding also speaks to possible 'feasibility' and 'Malthusian' interpretations of the data. We could hypothesize that when many people live in the same neighborhood, the coordination costs of mobilizing them would decrease and collective violence would become more feasible. We could also hypothesize that in densely-populated communities where land is scarce, individuals may possess some material incentive or grievance to eliminate their neighbors. Yet neighborhood population density proved insignificant.
Finally, contextual knowledge of Rwanda's rural land economy also suggests it was very unlikely that killers moved in order to live together in the same neighborhood. In 1994 land in Rwanda was overwhelmingly acquired through family inheritance or gift rather than through market purchases (André & Platteau, 1998) . It would be unusual for someone to buy land in order to become neighbors with someone else. When land was purchased it was usually the result of a forced distress sale and related to agricultural land rather than the land on which the home dwelling was constructed. More commonly, Rwandan fathers gifted land to their sons upon marriage and the gift became definitive upon death. Sons would usually then build their own home dwelling (ingo in Kinyarwanda) on the inherited land close to their parents (Lame, 1996) . Consequently, family members often became neighbors. Assuming preferences to participate in violence are not genetically transmitted but are socially acquired, prolonged and regular contact with family members then may influence the formation of shared preferences, attitudes, and beliefs. Individuals may not be born with their parents' prejudices, but they may be socially influenced to learn and internalize them.
Discussion and conclusion
This article provided evidence for micro-spatial factors to be added to our growing knowledge of the predictors of individual participation in inter-group violence. In particular, it points to neighborhoods and households as important micro-spaces whose characteristics affect whether an individual may participate in violence. Specifically, it finds the likelihood of participation increases if the individual lives in a neighborhood or in a household with a high concentration of other participants relative to non-participants.
Furthermore, the article suggests the process at work within these neighborhoods and households is social in character. Specifically, it suggests social influence as the mechanism. The theoretical logic is that micro-social interaction increases as micro-spatial distance decreases. The decision to participate in inter-group violence then is better conceptualized as resulting from social interaction than from individual calculus made in isolation. Where you live matters because what your neighbors think, say, and do also matter.
In assessing these findings, two caveats should be noted. First, as discussed, the research design permits only predictive not causal claims. It cannot exclude the possibility that unobserved heterogeneity explains the micro-spatial findings. Participants may for example share some individual characteristic that explains why they live in the same neighborhood. As also discussed, however, there are several strongly suggestive reasons for thinking that the identified neighborhood and household-level characteristics have a distinct effect independent of any underlying, unobserved individual-level characteristic. Second, related to this, the article does not claim that micro-space is the only or most important predictor of participation in such violence. Consistent with theory, age and gender also proved to be substantively significant predictors. The article does not exclude the possibility of predictors other than those suggested by extant theory and evidenced in this paper.
More broadly, these findings highlight the micro-sociological foundations of inter-group violence and hold several theoretical implications. First, participation in inter-group violence may best be conceptualized as an expression of collective behavior rather than of individual action. How other members of the collective behave influences how you yourself behave. The socially interdependent character of the process should be recognized in explanations of participation, particularly in rationalist models premised on methodologically individualist approaches to decision-making.
Second, these findings ask us to reconsider the largely positive light in which social capital is seen.
As people live closer together, the chances of forming social ties increase. While tie formation is usually seen as helpful to building trust, these ties may also have a dark side. As Rwanda's violence suggests, they may be used for vicious as well as virtuous ends. Third, while these findings do not negate the role of individual agency, they do highlight the importance of social structure in inter-group violence. This would be consistent with the theoretical view that structure and agent should be seen as complementary rather than opposing forces in explanations of individual behaviour (Giddens, 1984) . From a policy perspective, the recognition of households and neighborhoods as influential social structures would suggest that interventions aimed at preventing such violence should target communities as a whole, in addition to individuals in isolation. For example, a workshop that brings together potential participants to teach respect for and trust in members of the other group may be more effective if also accompanied by a community-wide awareness campaign to promote mutual tolerance and understanding between groups.
Finally, in keeping with the micro-analytic trend in studies of social violence (King, 2004) , an avenue for further research would be to examine how social influence works across different forms of inter-group violence. As an umbrella concept social influence subsumes diverse social mechanisms: peer pressure, coercion, conformity, compliance, obedience, identification, internalization, and role-modelling for example. It would be useful to know which specific mechanism(s) is at work not only in genocidal violence but also in ethnic riots, pogroms, lynchings, and sectarian killings. Quantitative spatial data of the kind used here are not well-suited for such an exercise which would better employ different techniques and data.
Data replication
The dataset, codebook and framework for the empirical analysis in this article can be found at http://www.prio.no/jpr/datasets. 
