Abstract. The concepts of closed unbounded (club) and stationary sets are generalised to γ-club and γ-stationary sets, which are closely related to stationary reflection. We use these notions to define generalisations of Jensen's combinatorial principles ✷ and ♦.
1 n -indescribable. We give our statement of what is essentially this theorem of [1] : THEOREM 2.14 [1] Assume V = L. Then a regular cardinal κ is n-reflecting iff κ is Π 1 n -indescribable.
We proceed to define the γ-club filter C γ (κ) and then for finite γ we investigate the relation between the γ-club filter and Π 
C n (κ) is normal.
A Solovay-style splitting theorem is provable:
COROLLARY 2.25 Let κ be Π 1 n -indescribable, n ≥ 1. Then any n + 1-stationary subset of κ can be split into κ many disjoint n + 1-stationary sets.
This will be extended for transfinite γ once we have definitions of Π 
✷
<γ sequence S on κ such that E A is γ-stationary in κ and S avoids E A . Thus κ is not γ-reflecting. Section 3.1 gives the key tool for this proof which here serves as the version of the primary club sequences derived from Σ n -hulls which occur in the fine structural proof of ✷: the notion of a trace. In Section 3.2 we prove the existence of certain ✷ γ sequences for finite γ (Theorem 3.2). Although this result falls out as a corollary from Theorem 3.24 in section 3.4, the proof of Theorem 3.2 gives the key moves of the later proof while in the more familiar context of Π 1 n -indescribability and without the added complication that limit cases necessitate. Transfinite Π 1 γ -indescribability for infinite γ, is described in Section 3.3. This is essentially that of [17] . We also need to change our type of ✷ sequence to deal with limit cases. In section 3.4 we give the main result of Jensen's theorem is the above with γ = 1. It should be noted here that the proof of Jensen's theorem required a very close analysis of condensation and satisfaction in LJensen used fine-structure, Beller and Litman [4] used Silver machines. However, we shall see that we do not need such a fine analysis for n ≥ 1 constructions -essentially this will be replaced with the coarser analysis using traces and filtrations.
In the first section of Section 4 we extend the results of Section 2.2 on the relationship between Π 1 γ -indescribability and the γ-club filter to transfinite γ, including the splitting of stationary sets. This is fairly straight forward, proceeding very much as in the finite case once we have the relevant lemmas. In Section 3.5.2 we generalise the notion of non-threaded square and show (Theorem 3.42) that it is closely related to γ-stationarity: if the γ-club filter is normal and ✷ γ (κ) holds then κ is not γ + 1-reflecting. Theorem 4.5 is the main result of Section 4 and shows that under certain assumptions, γ-stationarity is downwards absolute to L. A simpler, although weaker, statement of downward absoluteness is the following corollary. 1 Using an alternate definition of Π 1 γ -indescribability, Bagaria in [2] proves a version of this result -however these two notions of indescribability should be equivalent. Bagaria does not define or use ✷-sequences, so we have a different characterisation here which then yields this corollary.
COROLLARY (4.8).
Assume that for any ordinal γ and any γ-reflecting regular cardinal κ, the γ-club filter on κ is normal. Then if κ is regular and S ⊆ κ is η-stationary with S ∈ L we have (S is η-stationary in κ)
L .
This extends the result of Magidor in [14] which essentially gives the case γ = 2. As well as being an interesting result in itself, Theorem 4.5 shows (together with the main result of Section 5) that if the of existence a γ-reflecting cardinal plus some mild assumptions is consistent, then so is the existence of a Π 1 γ -indescribable cardinal. Finally, in Section 5 we use γ-stationarity to generalise the notion of ineffability and the combinatorial principle ♦. γ-ineffability is introduced in section 5.1 and we show that many results about ineffable cardinals generalise well to this context. γ-ineffable cardinals are shown to satisfy the assumptions needed for Theorem 4.5, and hence (Theorem 5.11) any γ-ineffable cardinal is γ-ineffable in L. In section 5.2 we define generalisations of ♦ and ♦ * and look into their connection with γ-ineffability. In particular we show that in L, where ♦ * γ holds can be entirely characterised in terms of ineffability (Corollary 5.23). Although many of the proofs in this chapter lift straight from the standard cases of club and stationary set for successor cases, the limit cases are generally a different matter.
1.1. Preliminaries and Notation. Our set theoretical notation and definitions are standard and we refer the reader to the standard texts [9] , or [11] for them. We list here a few of these to fix notation. We assume the axioms of ZF C throughout.
We use the following abbreviations for classes: On denotes the class of all ordinals, Card, the class of cardinals, Sing, the singular ordinals and Reg, the regular cardinals. For an ordinal α, lim(α) abbreviates the statement that α is a limit ordinal, and LimOrd is the class of such ordinals. For a set X and a cardinal λ, |X| is the cardinality of X, [X] λ = {Y ⊆ X : |Y | = λ} and λ X is the set of functions from λ into X. Similarly [X] <λ = {Y ⊆ X : |Y | < λ} and <λ X is the set of functions with from some β < λ into X.
Angular brackets are used to denote ordered tuples or sequences, as in X, ∈ or C α : α < κ . For two sequences p and q, p ⌢ q denotes their concatenation, and lh(p) is the length of p.
Indescribability is a central concern of this paper. DEFINITION 1.1. An uncountable cardinal κ is Π 1 n -indescribable if for any R ⊆ V κ and Π 1 n formula ϕ such that V κ , ∈, R ϕ, there is some α < κ such that
This turns out to be closely connected to n-stationarity. Weakly compact cardinals can be defined in many equivalent ways. We list here the two relevant to this paper. For a proof of the equivalence and some further characterisations see for example [7] V.1.3. DEFINITION 1.2. An uncountable cardinal κ is weakly compact if any of the following hold
Whenever f : [κ]
2 → 2 there is an unbounded set X ⊆ κ such that |f "[X] 2 | = 1. 2. κ is Π A variation on characterisation (1) of weakly compacts gives the notion of ineffable cardinal, a definition which is easily adapted to give the new notion of γ-ineffability described in Section 6. DEFINITION 1.3. A regular, uncountable cardinal κ is ineffable iff whenever f : [κ] 2 → 2 there is a stationary set X ⊆ κ such that |f "[X] 2 | = 1.
LEMMA 1.4 (Hanf-Scott).
A measurable cardinal is Π Furthermore, if U is a (non-principal) normal ultrafilter on κ, R ⊆ V κ and V κ , ∈ R ϕ where ϕ is Π 2 1 then {α < κ : V α , ∈, R ∩ V α ϕ} ∈ U. §2. Generalising closed and unbounded sets. 2.1. Definitions and Basic Properties. We define here the central notions of γ-club set and γ-stationary set. The notion of γ-club is new, and helps us to generalise many of the basic properties of stationary sets. In order for γ-clubs to do what we want, we also define a notion of γ-reflecting ordinal which we restrict ourselves to when defining γ + 1-stationary sets -just as we only define stationary sets at ordinals of uncountable cofinality. DEFINITION 2.1. Let κ be an ordinal and S, C sets of ordinals. We define by simultaneous induction:
(1) S is 0-stationary in κ if S is unbounded in κ.
(2) C is γ-stationary-closed if for any α such that C is γ-stationary in α, we have α ∈ C. (3) C is γ-club in κ if C is γ-stationary-closed below κ and γ-stationary in κ. (4) κ is γ-reflecting if for any A, B ⊆ κ with A and B γ-stationary in κ there is some α < κ such that A and B are γ-stationary in α. (5) S is γ-stationary in κ if for all η < γ we have that κ is η-reflecting and for every C which is η-club in κ, S ∩ C = ∅.
It is easy to see that our ordinary notions of club and stationary sets are the 0-clubs and 1-stationary sets. The 1-clubs in κ are then stationary-closed sets which are also stationary in κ. We shall see shortly that for γ = η+1, (5) reduces to the usual definition of stationary sets in terms of clubs: S is η + 1 stationary if it intersects every η-club. For limit γ it is easy to see that S is γ-stationary if for every η < γ, S is η-stationary. The requirement of (4), a simple reflection property, is needed to ensure the η-clubs form a filter -for 0-reflecting this is just having uncountable cofinality.
The following notation from [1] will be very useful in exploring these concepts: DEFINITION 2.2. For a set S ⊆ κ we set d γ (S) = {α < κ : S ∩ α is γ-stationary in α}.
This is a version of Cantor's derivative operator, giving the limit points of a set in a certain topology (see [2] ). Thus d 0 (S) is the set of limit points of S, d 1 (S) is the set of points below which S is stationary, etc.
REMARK. Using this notation we see that (2) , γ-stationary-closure, is simply the condition that d γ (C) ⊆ C. Further (4) can be restated as "κ is γ-reflecting if for any A, B ⊆ κ with A and B γ-stationary in κ, d γ (A) ∩ d γ (B) = ∅".
For the rest of this section we look at some basic properties of such sets. We shall often omit the ordinal in which a set is stationary where that is obvious from the context, for example we shall say S is γ-stationary if S is γ-stationary in sup(S). In a slight abuse of notation we shall generally take d γ (S) to exclude sup(S). 
As C ′ was an arbitrary γ ′ -club, we have C is γ ′ + 1 stationary. Inductively, therefore, C must be γ-stationary and hence γ-club. QED REMARK. By (ii) above to see that a set is γ + 1-stationary we need only check that it intersects every γ-club (and that κ is γ-reflecting).
The following three propositions we prove together by a simultaneous induction.
Thus the γ-clubs generate a filter on κ.
PROOF:Fix γ and suppose Proposition 2.6 holds for every γ ′ < γ. First we show Proposition 2.4 holds for γ. If γ = 0 this is vacuous. So suppose γ > 0 and let S be an γ-stationary subset of κ and γ, η ′ < γ. Let C be γ ′ -club in κ and let
′ and C ′ were arbitrary S ∩ C is γ-stationary. Now supposing we have Proposition 2.4 for γ we show Proposition 2.5 holds for γ. Let κ be γ-reflecting, A, B ⊆ κ be γ-stationary and let γ ′ < γ with C γ ′ -club. By Proposition 2.4 we have C ∩ A is γ-stationary, so as κ is γ-reflecting
Finally we show Proposition 2.5 implies Proposition 2.6. Take C 1 and C 2 to be γ-club in κ. By Proposition 2.5 we have
we just need to show γ-stationary closure. But this is simple as if C 1 ∩ C 2 is γ-stationary below α < κ then C 1 and C 2 are both γ-stationary below α so by the γ-stationary closure of C 1 and C 2 we must have
PROOF: By Proposition 2.5 we have d γ (C) is γ-stationary. To see we have closure,
The following is a useful way of building γ-stationary sets.
LEMMA 2.8. Let A ⊆ κ be γ-stationary in κ and A α : α ∈ A be a sequence of sets such that each A α is γ-stationary in α. Then {A α : α ∈ A} is γ-stationary in κ.
PROOF: This is clearly true for γ = 0 so suppose γ > 0 and let γ ′ < γ and C ⊆ κ be γ ′ -club in κ. Then as A is γ-stationary in κ we must have κ is γ ′ -reflecting so by
Thus C ∩ {A α : α ∈ A} = ∅ and we're done. QED
We can now prove a stronger result than 2.7:
PROOF: As κ is γ-reflecting d γ (S) is γ-stationary by Proposition 2.5. To show closure suppose d γ (S) is γ-stationary in α. Then S ∩ α = {S ∩ β : β ∈ d γ (S) ∩ α} with each S ∩ β being γ-stationary in β, so by Lemma 2.8 S is γ-stationary in α. Hence α ∈ d γ (S) and we have γ-stationary closure. QED
The following shows that there are also many ordinals below which a set is not γ-stationary:
Note that A \ d γ (A) can never be γ + 1-stationary as if κ is γ-reflecting then Proposition 2.9 gives us that
We can now show how closely this definition of γ-stationarity is related to that in [1] , and to notions of reflection: PROPOSITION 2.11. Let κ be η-reflecting for all η < γ and S ⊆ κ. Then S is γ-stationary iff for any η < γ and any η-stationary A ⊆ κ we have
The following is an easy consequence: PROPOSITION 2.12. If κ is γ-reflecting then κ is η-reflecting for all η ≤ γ.
Comparing this characterisation to the definition in [1] we see the only difference between our γ-stationary sets and those defined in [1] is that we always require this simultaneous reflection. We do see, however, that our definition of γ-stationary is equivalent to the definition γ-s-stationary given in [2] : PROPOSITION 2.13. Define γ-s-stationary inductively as follows, starting with 0-sstationary being unbounded. Let S be γ-s-stationary in κ if for every η < γ and A, B which are η-stationary in κ there is some α ∈ S such that A ∩ α and B ∩ α are both η-s-stationary in α. Then a set S is γ-s-stationary in α iff S is γ-stationary in α.
PROOF: By induction on γ. Suppose we have for η < γ and any ordinal α that a set is η-stationary iff η-s-stationary.
Let S be γ-s-stationary in κ. First we see that κ must be η-reflecting for any η < γ: if A and B are η-stationary then they are η-s-stationary by the inductive hypothesis, and hence there is some α ∈ S such that A ∩ α and B ∩ α are both η-s-stationary in α. But then A ∩ α and B ∩ α are both η-stationary in α, so κ is η-reflecting. Now suppose C is η club for some η < γ. Then C is η-s-stationary so there is some α ∈ S such that C ∩ α is η-s-stationary in α, i.e. C ∩ α is η-stationary in α. So by η-stationary closure, α ∈ C ∩ S. As C was arbitrary, we must have S is γ-stationary. Now suppose S is γ-stationary and let η < γ and A and B be η-s-stationary. By the inductive hypothesis, A and B are both η-stationary, and so by Proposition 2.9 d η (A) and d η (B) are both η-club. Then by Proposition 2.6 d η (A)∩d η (B) is η-club, and hence we can find α ∈ S ∩ d η (A) ∩ d η (B). But A and B are both η-stationary below such an α, and hence A and B are both η-s-stationary below such an α, so we have that S is γ-s-stationary. QED It is easy to show (see Proposition 2.18) that any Π 1 n -indescribable is n-reflecting. So a simple induction shows that we get this result for our definitions too:
In Section 3 we shall give an alternative proof of this, and after defining Π 1 γ -indescribability in section 3.3 we shall extend it to replace n with any ordinal γ < κ. Nevertheless, our result is still of further interest as we are proving the existence of certain ✷-sequences, which are not constructed in either [1] or [2] .
One question now is where the γ-stationary sets can occur if V = L. We have that if a cardinal is Π 1 1 -indescribable then it is 2-stationary (i.e. 1-reflecting), and the above shows that it is consistent for these to be the only 2-stationary regular cardinals. However, known results show that it is also consistent, relative to certain large cardinal assumptions, that non-weakly compact cardinals be stationary reflecting, and indeed 1-reflecting.
It is well known that a regular cardinal cannot be stationary reflecting unless it is either the successor of a singular cardinal or weakly inaccessible. It is an observation that E λ + λ = df {α < λ + | cf (α) = λ} does not reflect for λ ∈ Reg. Note that singular ordinals are not so interesting in this context as γ-stationarity for subsets of a singular reduces to γ-stationarity for subsets of its cofinality: PROPOSITION 2.15. Let α be a singular ordinal and C ⊆ α be club, with π : C, ∈ ∼ = ot(C), ∈ . Then for γ ≥ 1 any S ⊆ α is γ-stationary in α iff π"S ∩ C is γ-stationary in ot(C). Hence α is γ-reflecting if and only if cf (α) is.
PROOF: This is proven by induction. Fix α and γ and suppose the claim is true for all β < α and for all η < γ. Fix C, S and π : C, ∈ ∼ = ot(C), ∈ . If D is η-club in α then by the inductive hypothesis and the closure of C, π"D ∩ C is η-club in ot(C), and
QED A cardinal can be stationary reflecting without simultaneously reflecting stationary sets (i.e. without being 1-reflecting) as shown in [15] , and in fact the consistency strength of the existence of a stationary reflecting cardinal is much less than the existence of a 1-reflecting cardinal. This follows from results of Mekler-Shelah in [15] and Magidor in [14] . In the latter it is shown that if a regular cardinal 1-reflecting then it is weakly compact in L, and thus if the existence of a 1-reflecting cardinal is consistent then so is the existence of a weakly compact cardinal. we shall generalise this result on downward absoluteness in Section 3.6 (although we have to add some assumptions there).
Kunen has shown [12] that it is consistent relative to the existence of a weakly compact cardinal that there is a stationary reflecting cardinal that is not weakly compactthis is proven by giving a forcing which adds a Suslin tree to a cardinal κ that is weakly compact in the ground model. It is clear from the proof that in this model κ reflects any two stationary sets simultaneously and is thus 1-reflecting. It is also easy to see that the 1-club filter is normal there (see Definition 2.16).
Magidor in [14] starts from the much stronger assumption that there are infinitely many supercompact cardinals, and produces a forcing model in which ℵ ω+1 reflects stationary sets. Again, it is clear from the proof that ℵ ω+1 is in fact 1-reflecting. Here, however, the 1-club filter is not even countably complete, as shown by the following easy argument. For each n < ω let C n = {α < ℵ ω+1 : cf (α) ≥ ℵ n }. Then each C n is 1-club -it is clearly stationary, and cannot be stationary below any ordinal of cofinality ≤ ℵ n so is also stationary closed. But n<ω C n = ∅. It is also easy to see that ℵ ω+1 cannot be 2-reflecting, as ℵ ω+1 is the minimum ordinal that can be 2-stationary so there is nowhere for 2-stationary sets to reflect to.
2.2. Results at Indescribables. 2.2.1. The Club and Indescribability Filters. In this section we shall be focusing on the relationship between Π 1 n -indescribability and our generalised notions of club and stationarity, in particular the n-club filter. For this reason, we shall be mostly restricting to finite levels of the club and stationary set hierarchy here. We shall extend these results to the transfinite in section 3.5, after we have introduced a notion of Π 1 γ -indescribability. Analysing this relationship will allow us to generalise some deeper properties of stationary sets and the club filter to n + 1-stationary sets and the n-club filter at a Π 1 n -indescribable cardinal. Thus by Theorem 2.14 the generalisation is full in L, but limited if we have n-reflecting cardinals which are not Π 1 n -indescribable.
We first look at the relationship between the n-club filter and the Π 1 n -indescribability filter. DEFINITION 2.16. For a γ-reflecting cardinal κ we denote by C γ (κ) the γ-club filter on κ:
REMARK. (1) The statement "X is n-stationary in κ" is Π 1 n expressible over V κ . This can be seen by induction -clearly "X is unbounded" is Π 1 0 . "X is n + 1-stationary" is equivalent (by Proposition 2.11) to "X is n-stationary ∧∀S, T (S, T are n-stationary → ∃α ∈ X S ∩ α, T ∩ α are n-stationary in α)" -assuming n-stationarity is Π n -indescribable cardinal then κ is n-reflecting and furthermore any set X ∈ F n (κ) is n + 1-stationary.
PROOF: Suppose κ is Π 1 n -indescribable. We have seen that being n-stationary in κ is Π 1 n expressible over V κ , so for any S, T ⊆ κ if we have V κ "S, T are nstationary" then for some α < κ we have V α "S ∩ α, T ∩ α are n-stationary" and hence κ is n-reflecting. For X ∈ F n (κ) let ϕ be a Π 1 n formula such that V κ ϕ and V α ϕ → α ∈ X. For an n-club C, taking ψ = C is n-stationary ∧ ϕ, we have that ψ is Π 1 n and hence for some α < κ, V α ψ. But then V α ϕ so α ∈ X and C ∩ α is n-stationary so by n-stationary closure, α ∈ C. Thus X meets any n-club and so X is n + 1-stationary. QED First we show that at a Π 1 n -indescribable cardinal the n-club filter is normal. LEMMA 2.19. For any n < ω and
is normal (and hence κ-complete) .
n (using the normality of F n and (1)). As each element of F n is n+ 1-stationary we thus have C is n-stationary. To show closure suppose C is n-stationary in α < κ. As C ∩ α = {β < α : β ∈ γ<β C γ } we see that for any β < α we have (β, α) ∩ C ⊆ C β so C β ∩ α includes an end-segment of an n-stationary set and thus C β is n-stationary in α. Then α ∈ C β as C β is n-club. Thus α ∈ β<α C β , i.e. α ∈ C. QED PROOF: Firstly we show C 1 (κ) = F 1 (κ); the later part will be an induction using that all n-reflecting cardinals are Π 1 n -indescribable, which holds in L. Let ∀Xϕ(X) be a Π 1 1 sentence (possibly with parameters) such that V κ ∀Xϕ(X).
and so A is stationary. To show A is stationary-closed take α < κ a limit of inaccessibles.
(ii) If α is singular then A is not stationary in α: set λ = cf (α) and take C club in α with ot(C) = λ. Then no inaccessible above λ can be a limit point of C, so d 0 (C) ∩ A is bounded in α. Thus A is stationary-closed and hence 1-club, so we have
sentence (possibly with parameters) such that V κ ∀Xϕ(X). Take A := {α < κ : α is inaccessible ∧ V α ∀Xϕ(X)}. As before A is a subset of the points where ∀Xϕ(X) is reflected, and A is n + 1-stationary as A ∈ F n+1 (κ). Also as above, if α < κ is singular then A is not stationary (and hence not n + 1-stationary) in α. So suppose α is regular and A is n + 1-stationary in α. Then A must be Π 1 n -indescribable as only n-reflecting ordinals admit n + 1-stationary sets, and in L the n-reflecting regular cardinals are exactly the Π 1 n -indescribables (Theorem 2.14). Suppose for a contradiction
Splitting Stationary Sets.
We show that at a Π 1 n -indescribable κ each n + 1-stationary set can be split into κ many disjoint n + 1-stationary sets. This is a generalisation of Solovay's result ( [18] ) that any stationary subset of a regular κ can be split into κ many disjoint stationary sets, but the proof is very different. The difficult part of this is actually to show that each n + 1-stationary set can be split into two disjoint n + 1-stationary sets, i.e. to show that the ideal of non-n + 1-stationary sets is atomless. κ splitting then follows by an exercise in Jech [9] (ex.13, p.124). After we have introduced Π 1 γ -indescribability in section 3.3 we shall extend the results below to γ + 1-stationarity (see section 3.5.2).
is κ-complete then any n-stationary subset of κ is the union of two disjoint n-stationary sets.
PROOF: Let S be n-stationary in κ and suppose S is not the union of two disjoint n-stationary sets. Define
Claim: F is a κ complete ultrafilter Upwards closure is clear. If A, B ∈ F then we have S\A and S\B are both non-nstationary sets, as S cannot be split. Thus A ∪ (κ\S) and B ∪ (κ\S) are both in the n − 1-club filter, and hence their intersection contains an n − 1-club C. But then C ∩ S is n-stationary and C ∩ S ⊆ A ∩ B ∩ S, so A ∩ B ∈ F . For maximality, if X ∈ F then as S cannot be split we must have κ\X / ∈ F . That X / ∈ F ⇒ κ\X ∈ F follows from the fact that the n − 1-clubs form a filter. The κ-completeness of F follows from the κ-completeness of the n − 1-club filter, in the same way as the intersection property. Also, F is clearly non-principal as it contains all end-segments.
Claim: F is normal As we have shown that F is a κ complete non-princpal ultrafilter on κ, we have that κ is measurable and hence by Lemma 1.4, κ is Π 1 n−1 -indescribable. Thus C n−1 (κ) is normal by Proposition 2.19. Let X α : α < κ be a sequence of sets in F . Then each S\X α is in the non-n-stationary ideal on κ, so X α ∪ (κ\S) ∈ C n−1 (κ). Now by the normality of C n−1 (κ), we have, setting
that X ∈ C n−1 (κ), and so X ∩ S is n-stationary. But
, and thus △ α<κ (X α ∩ S) is n-stationary and hence in F .
As we have shown that F is a normal measure, we can use the second part of Lemma 1.4: for any R ⊆ V κ and ϕ that is Π 2 1 we have that if V κ , ∈ R ϕ then
Thus setting R = S and ϕ = "S is n-stationary" we have
By definition of F therefore,
is n-stationary. But by Proposition 2.10 we have
is n-stationary. This contradicts our assumption on S as A ′ and A are two disjoint, n-stationary subsets of S. QED Adding the assumption of weak compactness we can now split S into κ many pieces.
THEOREM 2.23. If κ is weakly compact and C n−1 (κ) is κ-complete then any nstationary subset of κ is can be split into κ many disjoint n-stationary sets.
PROOF: This is essentially exercise 13 p124 in Jech [9] , using Lemma 2.22. We defer the proof to that for arbitrary γ rather than n at Theorem 3.38. QED COROLLARY 2.24. Let κ be Π 1 n -indescribable, n ≥ 1. Then any n + 1-stationary subset of κ can be split into κ many disjoint n + 1-stationary sets.
PROOF: For n ≥ 1, Π 1 n -indescribability implies weak compactness and Lemma 2.19 gives us the κ-completeness of C n (κ), so we can apply Theorem 2.23. QED §3. Generalising ✷-sequences. Jensen proved [10] that in L, a regular cardinal being weakly compact is equivalent to being stationary-reflecting, by constructing a square sequence below a non-weakly compact κ which avoids a certain stationary set. We aim to generalise this, replacing the notion of stationary set with γ-stationary set, and defining a new notion of ✷-sequence using γ-clubs. Firstly, for finite n, we shall use the natural generalisation of ✷ notions to the context of γ-clubs that follows, a ✷-sequence that will witness the failure of a γ + 1-stationary set to reflect. DEFINITION 3.1. Let γ < κ be ordinals. A ✷ γ sequence on κ is a sequence C α : α ∈ d γ (κ) such that for each α:
So, for instance, Jensen's characterisation in [10] of non-weakly compact cardinals κ is a ✷ 0 -sequence below κ which avoids a certain stationary set. We can now state our first generalisation of Jensen's Theorem:
cardinal, and let A ⊆ κ be n + 1-stationary. Then there is E A ⊆ A and a ✷ n -sequence S on κ such that E A is n + 1-stationary in κ and S avoids E A . Thus κ is not n + 1-reflecting.
In order to prove this theorem for n > 0 we shall need some technical machinery, which will be introduced in the next subsection. In section 3.2 we give the proof of the above theorem.
However, we want to generalise this result further, replacing n in the above with an arbitrary ordinal γ < κ. To do this, we need a concept of Π 1 γ -indescribability, which is introduced in section 3.3.1. We shall also need a new type of ✷-sequence, because although Definition 3.1 makes sense for infinite ordinals γ, we shall need to deal with limit cases where that definition is not available. This ✷ <γ -sequence is introduced in 3.3.2, and then in section 3.4 we state and prove the most general version of our theorem.
3.1. Traces and Filtrations. We define some notation for familiar concepts. DEFINITION 3.3. For a transitive set M together with a well-ordering of M which we fix for this purpose, if X ⊆ M , let M {X} be the Skolem hull of X in M using the Skolem functions defined from the (suppressed) well-ordering.
Although stated generally, we shall just use structures M which are levels of the Lhierarchy, possibly with additional relations. The well-ordering is then the standard one of the levels of L.
DEFINITION 3.4 (Trace and Filtration)
. Let M be a transitive set equipped with a Skolem hull operator M {.} and let p ∈ M <ω (we say p is a parameter from M ) and α ∈ M . The trace of M, p on α is the set
The filtration of M, p in α is the sequence
REMARK. Note that the filtration is continuous and monotone increasing. If α is a regular cardinal we shall have as usual the filtration is unbounded, and the trace will be club in α.
Let Γ be a class of L ∈ formulae such that each Γ formula ϕ has a distinguished variable v 0 . DEFINITION 3.5. A model M, ∈ is Γ correct over α if α ∈ M and for any Γ formula ϕ(v 0 , . . . v n ) with all free variables displayed and
REMARK. Note that if we set ¬Γ = {¬ϕ : ϕ ∈ Γ} then Γ-correctness is the same as ¬Γ-correctness. We shall initially be using this for Γ = Π 1 n and later for Π 1 γ . We can thin out the trace and filtration by requiring that the hulls collapse to transitive models which are Γ correct overᾱ, whereᾱ is the collapse of α. More formally:
and consists of all β < α such that β ∈ ∫ (M, p, α) and if π : M {p ∪ β ∪ {α}} ∼ = N is the transitive collapse then N is Γ-correct over β = π(α).
We now work under the assumption V = L and prove some elementary properties of traces of levels of L.
LEMMA 3.7.
1. If α < µ < ν are limit ordinals with p a parameter from
, with π and π ′ the respective collapsing maps. As
Suppose ϕ(β, A) for some Γ formula ϕ and A ⊆ β with A ∈ Lμ. Then by Γ-correctness
Then as L ν and L µ are both Γ-correct over α we must have L µ ϕ(α, π −1 (A)) and hence Lμ ϕ(β, A). By essentially the same argument we have the converse: if Lμ ϕ(β, A) then ϕ(β, A). Thus Lμ is Γ-correct over β so
The same holds for the Γ trace etc.
PROOF: Straightforward from the definitions. QED LEMMA 3.9. If p ∈ P(α) <ω and ν > α is the least limit ordinal such that
Then π"p = p as α is not collapsed. Also we must have Lν is Γ-correct: Let ϕ be a Γ formula with A ∈ P(α) ∩ Lν. As π(α) = α and π(A) = A we have:
So by the minimality of ν, we must have ν =ν. The second part is an easy consequence. QED
The final, and most important lemma in this section gives a close relationship between the traces for specific classes Γ and generalised clubs. Just as, at a regular cardinal the trace will form a club, if we are at Π 1 n -trace is in the n-club filter, but it is actually n-stationary-closed. This is important, as we shall use these Π 1 n -traces as our n-clubs when we define a ✷ n -sequence in the next section. When in section 3.3 we define the class Π 1 γ , we shall extend this lemma to show that the Π 1 γ -trace is γ-club. The class of Π 1 n formulae are defined here as the set of formulae of the form
where ψ is ∆ 0 and v 0 is the distinguished variable. Again, we simplify our notation by only allowing 1 parameter (the assignment of v 1 ). We also only quantify over subsets of α (rather than V α ) and as we are working in L this does not restrict us. Note that the Π 1 0 -trace is just the trace. This is because the Π 1 0 formulae have no quantification over subsets of v 0 , so as the models in the filtration are all transitive below the ordinal for which we require Π 1 0 -correctness and ∆ 0 satisfaction is absolute between transitive models, all the models in the filtration are
Let A = A α : α < κ, lim(α) enumerate the subsets of κ which occur in the filtration such that for any β in the trace, P(κ) ∩ N β is just some initial segment of A. As κ is regular we have on a club D that P(κ) ∩ N β = {A α : α < β}. Fix some ordering ϕ n (v 0 , v 1 ) : n ∈ ω of Π 1 n formulae. Then for each limit α < κ we set
we have that C is n-stationary as it is the diagonal intersection of elements of the Π 1 nindescribability filter, which is normal. We claim for each
n -correct over κ and π(κ) = β, and for
(This part of the argument goes through in V . We do need L to get n-stationary closure though in the next part.)
We now want to show that ∫
We must have that β is regular: regularity of α is a Π 1 1 over V α so as κ is regular so must be each α ∈ ∫ Π 1 n (L ν , p, κ). Thus, as the regular cardinals do not form a stationary set below any singular, β must also be regular. Now as β has an n-stationary subset it must be n − 1-stationary reflecting, and as we are in L and β is regular this means β is
n sentence ϕ and X ⊆ κ with ϕ(κ, X) holding, we have ¬ϕ(β, X ∩ β). Fixing such ϕ and X we have by the
is n-stationary below β. Thus we must have ϕ(β, X) and so L ν β is Π 1 n -correct and
is n-stationary closed, and hence n-club. QED 3.2. The Finite Case. We can now generalise the construction of ✷-sequences, constructing a ✷ n -sequence below a cardinal which is Π 1 n -but not Π 1 n+1 -indescribable. This theorem will in fact be a corollary of the more general Theorem 3.24, but we give the proof of this first, as here we can give the essence of the construction without getting caught up in too many new concepts and tricky details. In this subsection we assume V = L throughout.
such that for each α:
1. C α is an n-club subset of α and 2. for every β ∈ d n (C α ) we have β ∈ Γ and C β = C α ∩ β.
We say a ✷ n -sequence
We say
cardinal, and let A ⊆ κ be n + 1 stationary. Then there is E A ⊆ A and a ✷ n -sequence S on κ such that E A is n + 1-stationary in κ and S avoids E A . Thus κ is not n + 1-reflecting.
For n > 0 we produce the ✷ n -sequence in two steps. For the first step, we define
and show that it is a ✷ n -sequence below κ. This does not yet depend on the particular A. Then we set
and in the second step we construct a refinement of S ′ which avoids E A . If we are just looking for any n + 1-stationary set with a square sequence avoiding it (so we can take A = κ) then this second step is superfluous. This is because if A = κ then
α is always n-stationary by definition, and hence the coherence of S ′ already guarantees that S ′ avoids E A . We now fix κ and A ⊆ κ with A n + 1-stationary.
Constructing S
n formula (for ease of the construction, we use a formula with three free variables) and Z ⊆ κ such that:
∀X⊆κ ¬ϕ(κ, X, Z)
holds. We take ν α > α to be the least limit ordinal such that L να is Π 1 n -correct over α and X α , Z ∩ α ∈ L να . We set p α = {X α , Z ∩ α} and then we set:
if this is n-club in α an arbitrary non-reflecting n-stationary set otherwise Note that if α is n-reflecting we shall have that it is Π 1 n -indescribable and so by Lemma 3.10 we shall be in the first case. Thus C ′ α is always well defined. We set
PROOF: It is immediate from the definition that each C ′ α is n-club (in the second case trivially so), so we just need to show that we have the coherence property. So let α ∈ d n (κ) and suppose C ′ α is defined as in the first case (otherwise
Let N β = L να {p α ∪β ∪{α}} and π : N β ∼ = Lν β be the collapsing map. We need to show π"p α = p β and ν β =ν β .
Clearly
Then by elementarity we have
and so by absoluteness
Thus by
and so by Π 1 n -correctness X β = X. It remains to show that ν β =ν β . We already have that p β ⊆ Lν β and that Lν β is Π 1 n -correct over β, so we only need to show the minimality requirement. Now for each limit ordinal γ > α with γ < ν α we have:
where ψ(. . . ) is the universal Π 1 n−1 sentence. A little thought will show that this is one way to formalise the requirement that ν α is minimal.
By Π 1 n -correctness we have for each γ < ν α that L να Θ(γ) and thus
So by Π 1 n -correctness we have Θ(γ) for each limit γ <ν β , so we do indeed have ν β =ν β . QED
We can now define a part of our system S. We set
is n-stationary an arbitrary non-reflecting n-stationary set otherwise
club. Now it is clear that this defines a ✷ n -sequence on Γ 1 : each C α is n-club by definition and coherence follows from the coherence of
Now we need to define C α for α ∈ Γ 2 , where
For such α we shall find C α ⊆ C ′ α such that (i) C α avoids A and hence E and (ii) for
we have (i) and (ii) it is easy to see that S = C α : α ∈ d n (κ) will satisfy Theorem 3.2, and it will only remain to show that E A is n + 1-stationary.
, and take η α ≥ ν α to be the minimal limit
n -trace of L να is n-club, and hence so also is its intersection with D α . If C α is defined as in the first case, then
is not n-stationary in β by elementarity and Π 1 n -correctness, so β ∈ Γ 2 . Also by elementarity and
So we have (ii). This completes our construction of the ✷ n -sequence on the regulars avoiding E A .
This defines the square sequence for regular α ∈ d n (κ); for singular α ∈ d n (κ) we argue as follows: as E A has been defined, it is a set of regular cardinals, and so cannot even be stationary below a singular ordinal. Thus we can simply use Jensen's global square sequence below singulars -let D α : α ∈ Sing be a global square sequence. Then for any singular α, we have d 0 (D α ) ⊆ Sing and thus D α avoids E A , and of course we have coherence.
It remains to show that E A is n + 1-stationary. DEFINITION 3.12. We define H ⊆ A by letting α ∈ H iff α ∈ A and there is µ α > α and q a parameter from L µα such that:
Then using lemma 3.7 for some β < α we have q ∈ L να {β ∪ p α ∪ {α}} and so
14. H is n + 1-stationary.
and D is n-club by Lemma 3.10. Take δ = min(D ∩ A). Set µ δ to be the ordinal such that L µ {{C, Z, κ} ∪ δ} ∼ = L µ δ . We show that δ ∈ H, with µ δ and {C ∩ δ, Z ∩ δ} witnessing this.
Claim 1: µ δ < ν δ . We have that for every
As L µ δ is Π 1 n -correct this means:
But we know by the choice of ν δ that
Hence we must have Case 1: α is an even ordinal (including the case α is a limit). In round n (n ≥ 1) Player Σ plays a pair, (α n , X n ) and player Π follows, playing Y n , with the following constraints:
1. Each α n is an odd ordinal and setting α 0 = α we have α n < α n−1 ,
The first player to be unable to move loses.
Case 2: α is an odd ordinal. The game here is similar: the players switch roles but Σ still starts. In round n for n ≥ 1, Σ plays Y n such that ϕ( X n−1 , Y n , A), (setting X 0 = ∅) and then Π plays a pair, (α n , X n ) with the same constraints as for Σ above, i.e. a decreasing sequence of odd ordinals.
The decreasing sequence of ordinals ensures the games are always finite in length, so by the familiar Gale-Stewart argument they are determined -one player always has a winning strategy. So without ambiguity, we shall say Σ wins G α to mean Σ has a winning strategy for G α . In the sequel we shall write as if for a pair A, Z ⊆ κ, A, Z were also a subset of κ via Gödel pairing.
REMARK. It is easy to see that
n statement about V κ and a statement about who wins G α+n is equivalent to a statement with n alternations of second order quantifiers followed by a statement about who wins G α .
For the limit levels, a statement that Σ wins G α (κ, ϕ, A) is equivalent to the statement that for some odd α ′ < α (i.e. the α 1 chosen by Σ) and Y ⊆ κ we have that Π wins
, and the converse:
Note that ϕ ′ is the same formula in all these instances -it depends only on ϕ and whether we are in an even or odd game.
If α is even and Σ wins G α (κ, ϕ, A) with first move α 1 , X then Σ also wins G α1+1 (κ, ϕ, A) as she can begin this game with the same move α 1 , X . This leads to the following definitions:
is of the form "Π (resp. Σ) wins the game G γ (κ, ϕ, A)" for some ∆ 0 formula ϕ with 3 free variables and A ⊆ κ.
We could define a notion of Π 1 γ set here as the class of subsets of V κ of the form {x : Π wins the game G γ (κ, ϕ, A, x )}. However we do not use it here.
The following show that this is a good candidate for a generalisation of Π 1 n for our purposes. PROOF: We give the formula ϕ for the case γ is even, the other case is only superficially different. We in fact show that generalised stationarity is uniformly expressible in the sense that there is a ∆ 0 formula Θ with three free variables such that for any κ and any (even) γ < κ and A ⊆ κ, Π wins G γ (κ, Θ, A) iff A is γ-stationary in κ. we shall have that in each round i, Σ plays α i , X i with X i = β i , S is not δ 1 -stationary, and so on. The game will end when either player chooses 0. A slight adjustment has to be made as we don't want to have γ as a parameter in Θ.
The
γ -indescribable) if for every ∆ 0 formula ϕ with 3 free variables and every parameter A ⊆ κ such that Π (resp. Σ) wins the game G γ (κ, ϕ, A) we have that there is some α < κ such that Π (resp. Σ) also wins the game G γ (α, ϕ, A ∩ α).
REMARK. Note that as with the finite levels if a cardinal is Π PROOF: This is straightforward as we only really need a universal ∆ 1 0 formula. Fix a recursive enumeration ϕ n : n ∈ ω of ∆ 0 formulae with 3 free variables. Let Ψ be the ∆ 0 formula such that:
QED Thus being Π Now we have Π wins G γ (κ, Φ, A) so by the Π 1 γ -indescribability of κ, for some α ∈ X we have Π wins G γ (α, Φ, A ∩ α). Thus, by definition of Φ and the fact that f is regressive, Π wins G γ (α, ϕ n f (α) , A f (α) ). But this contradicts ( * ).
Now we have introduced these notions, we apply them to prove the analogue of Lemma 3.10 for Π 1 γ . The proof is essentially the same as before, except that in the proof of Lemma 3.10 we used the fact proven in [1] that in L, any regular cardinal which reflects n-stationary sets, and hence any which admits n + 1-stationary sets, is Π 
Let A = A α : α < κ ∧ lim(α) enumerate the subsets of κ which occur in the filtration such that for any β in the trace, P(κ) ∩ N β is just some initial segment of A. As κ is regular we have on a club D that P(κ) ∩ N β = {A α : α < β}. Fix some ordering ϕ n (v 0 , v 1 , v 2 ) : n ∈ ω of ∆ 0 formulae with all free variables displayed. Then for each limit α < κ we set
we have that C is γ-stationary as it is the diagonal intersection of elements of the Π
We show that ∫
Thus for some ∆ 0 formula ϕ with Π wins G γ (κ, ϕ, X) we have Σ wins G γ (β, ϕ, X ∩ β). This means by the remark above that for some Y ⊆ β and n -indescribable for every n), but not Π 1 ω -indescribable, then it does not reflect ω-stationary sets, and similarly for further limit ordinals. To witness this, we need to define a new type of ✷-sequence.
α ∈ Γ such that for each α:
1. η α < γ and C α is an η α -club subset of α 2. for every β ∈ d ηα (C α ) we have β ∈ Γ with η α = η β and C β = C α ∩ β
We say a ✷ <γ -sequence C α : α ∈ κ avoids A ⊂ κ if for all α ∈ κ we have
Equipped with this definition, we can see that a ✷ <γ -sequence avoiding some γ-stationary set A witnesses that A does not reflect (i.e. d γ (A) = ∅), even in the case γ is a limit. This is because, for α ∈ κ, C α is an η α -club avoiding A ∩ α and thus A is not η α + 1-stationary in α, and as η α + 1 ≤ γ we have α / ∈ d γ (A). As this works for both limit and successor γ, we shall use only ✷ <γ in our proof of Theorem 3.24 and thus deal with the limit and successor cases simultaneously. The analogue of Theorem 3.2 for the infinite ordinals is a corollary: restricting the domain of a ✷ <γ+1 -sequence to the ordinals in d γ (κ) gives a ✷ γ -sequence. 
PROOF OF THEOREM:
We assume V = L. The proof is an induction on γ making repeated use of Lemma 3.22. Thus we fix γ and assume we have that for any γ ′ < γ, if α is γ ′ -reflecting and regular then α is Π 1 γ ′ -indescribable.
As before, we produce the ✷ <γ -sequence in two steps: first we define
which is a ✷ <γ -sequence below κ, then we set
we construct a refinement of S ′ which avoids E A . To streamline notation for this proof, we shall abbreviate ∫
and so for each α < κ
Let α ∈ κ. Letη α be be maximal such that A ∩ α isη α -stationary (or 0, if A is not even unbounded), and let D α be the < L leastη α -club avoiding A ∩ α. We have Σ wins G γ (α, ϕ, Z ∩ α), so we set Y α to be < L -least subset of α such that Σ wins with first move Y α , if γ is odd, and with first move η, Y α with η minimal, if γ is even. We split into cases and define η α and X α :
Case (i): γ is odd, A ∩ α is γ − 1-stationary, and ifη
Case (ii):
If γ is even, let η be least (odd) ordinal such that Σ wins the game G γ (α, ϕ, Z) with first ordinal move η (choosing α 1 = η), i.e. , Σ wins G η+1 (α, ϕ, Z) but for any for any even η ′ < η, Π wins G η ′ (α, ϕ, Z).
We put α under case (ii) if A ∩ α is η-stationary and ifη α = η then Y α < L D α . In this case, set η α = η and X α = Y α .
Case (iii):
Otherwise: set η α =η α and set X α = D α . Note that if α falls into this case then η α < γ, as ifη α ≥ γ then A ∩ α is γ-stationary so the conditions of (i) or (ii) are fulfilled.
We take ν α > α to be the least limit ordinal such that L να is Π 1 ηα correct over α and X α , A ∩ α, Z ∩ α ∈ L να . We set p α = {X α , A ∩ α, Z ∩ α} and then we set:
This is well defined as we know α is η α stationary and a cardinal, and so if the trace is not η α -club we must have that α is not Π 1 ηα -indescribable so a non-reflecting set can be found.
We set
PROOF: It is immediate from the definition that each C ′ α is η α -club, so we just need to show that we have the coherence property. So let α < κ be regular and suppose C ′ α is defined as the trace (otherwise
Let N β = L να {p α ∪ β ∪ {α}} and π : N β ∼ = Lν β be the collapsing map. We need to show η β = η α , π"p α = p β and ν β =ν β .
If α falls into case (i) then γ is odd and
and so by elementarity
thus by Π 1 ηα correctness of Lν β we have that we are again in case (i) with η β = η α . If α falls into case (ii), we have
Now by elementarity,
As this is a Π 1 ηα statement we have Π wins G ηα (β, ϕ ′ , Z ∩ β, X ) by Π 1 ηα -correctness of Lν β , and thus Σ wins G ηα+1 (β, ϕ, Z ∩ α) with first move X. We also have A ∩ β is η α -stationary etc. and so β falls into case (ii) and η β ≤ η α .
For even η ≤ η α we have L να Π wins G η (α, ϕ, Z ∩ α ) and so by elementarity and Π 1 ηα -correctness, for such η we have Π wins G η (β, ϕ, Z ∩ β ) and so we must have η < η β . Thus η β = η α in this case.
Finally, if α falls into case (iii) then we have η α =η α and X = π(D α ) so by definition of the case and elementarity, Lν β "A is η α -stationary and X is η α -club avoiding A and for all Y < L X, Σ does not win G ηα+1 (β, ϕ, Z ∩ β ) with first move Y."
Thus by Π 1 ηα -correctness we are in case (iii) and η α = η β . Now in all cases η β = η α , so we set η = η α = η β . To show X = X β : we have already seen that β falls into the same case as α. For case (i) or (ii) we have
Then by elementarity we have:
and so by Π 1 η -correctness X β = X. In case (iii), we can repeat the same argument but instead of ϕ take the sentence giving us that A ∩ α is not η α + 1-stationary.
It remains to show that ν β =ν β . We already have that p β ⊆ Lν β and that Lν β is Π 1 η -correct over β, so we only need to show the minimality requirement. Now for each limit ordinal γ > α with γ < ν α we have:
where ψ η (., .) is the universal Π 1 η sentence. We finish off as before. By Π 1 η -correctness we have for each γ < ν α that L να Θ(γ) and thus
So by Π 1 η -correctness of Lν β we have Θ(γ) for each limit γ <ν β , and ν β =ν β . QED
We can now define a part of our ✷ <γ -sequence that will satisfy Theorem 3.24. This will be a refinement of S ′ , so the η α 's that were defined above will stay the same. We set
is η α -stationary an arbitrary non-reflecting η α -stationary set otherwise.
It is clear that
α ∩β with η α = η β and d η β (C β ) = ∅, and by Lemma 2.8 C
1 . For such α we shall find C α ⊆ C ′ α such that (i) C α avoids A and hence E and (ii) for β ∈ d ηα (C α ) we have C ′ β ∩ A is not η α -stationary (i.e. β ∈ Γ 2 ) and C β = C α ∩ β (we shall already have η β = η α as C α ⊆ C ′ α ). Once we have (i) and (ii) it is easy to see that S = C α : α ∈ κ will satisfy Theorem 3.24, and it will only remain to show that E is γ-stationary.
For α ∈ Γ 2 we take ρ α ≥ ν α minimal limit ordinal such that C
if this is η α -club in α an arbitrary non-reflecting η α -stationary set otherwise.
Then we have
and it is clear that we have (i): We have thus far only given our ✷ <γ -sequence on the regulars below κ. To deal with singulars we use Jensen's global ✷-sequence just as before. It remains to show that E is γ-stationary. DEFINITION 3.26. We define H ⊆ A by letting α ∈ H iff α ∈ A and there is µ α > α and q is a parameter from L µα such that:
. Let µ < ν α and q ∈ L µ . Then using lemma 3.7 for some β < α we have q ∈ L να {β ∪ p α ∪ {α}} and so
PROOF: Let η < γ and let C ⊆ κ be η-club.
and D is η-club by Lemma 3.22. Take δ = min(D ∩ A). Set µ δ to be the ordinal such that L µ {{C, Z, κ} ∪ δ} ∼ = L µ δ . We show that δ ∈ H, with µ δ and {C ∩ δ, Z ∩ δ} witnessing this.
Claim 1: η δ = η First to see η δ ≥ η. If δ falls into case (i) then η δ = γ − 1 so this is trivial. If δ falls into case (iii) then we know that A∩δ is not η δ +1-stationary, but L µ δ A∩δ is η stationary and so by Π 1 η -correctness we must indeed have A ∩ δ is η-stationary and hence η ≤ η δ . If δ falls into case (ii) then η δ is odd and we know Σ wins G η δ +1 (α, ϕ, Z ∩ δ), but for any even ordinal η ′ ≤ η we have L µ Π wins G η ′ (κ, ϕ, Z) and so by elementarity and Π 1 η -correctness of L µ δ , we have Π wins G η ′ (δ, ϕ, Z ∩δ). Thus we must have η < η δ +1, i.e. η ≤ η δ . Now we have to show
we must have A is not η + 1 stationary below δ. But in each of the three cases A is η δ -stationary, so η δ ≤ η. Now, if δ is not Π 1 η -indescribable we know that δ is not η + 1-stationary, so again we have that A is not η + 1-stationary and as above η δ ≤ η.
Claim 2: µ δ < ν δ We have that for every
Hence we must have
We can now state Lemma 3.22 without the assumption that for all γ ′ < γ any regular cardinal which is γ ′ -reflecting is Π 
We finish by deriving a ✷ γ -sequence from a ✷ <γ+1 -sequence, showing that Theorem 3.2 and its generalisation to infinite γ is indeed an easy corollary of Theorem 3.24. In this subsection we look in more detail at the γ-club filter and what we can prove from certain assumptions about it. In the first subsection we shall revisit the results of 2.2 and generalise our result from there to γ-stationarity. In the second subsection we generalise the notion of nonthreaded ✷, and show that this ✷ γ (κ) must fail at any γ + 1-reflecting cardinal where the γ-club filter is normal. In the final section we show that with a certain requirement on the generalised club filters γ-stationarity is downward absolute to L. If we make the stronger (and easier to state) assumption that for any ordinal η the η-club filter is normal on any η-reflecting cardinal, then we have that for any ordinal γ, γ-stationarity is downward absoluteness to L at any regular cardinal (Corollary 4.8).
3.5.1. The γ-Club and Π PROOF: This is because each η-club is γ-club, and so by the normality of C γ (κ), the diagonal intersection of η-clubs must be γ-club and hence η-stationary. The η-stationary closure is automatic. QED PROPOSITION 3.33. If γ is a limit ordinal and κ > γ then η<γ C η (κ) is not γ complete.
PROOF: Unless κ is γ-stationary η<γ C η (κ) is not even a filter, so suppose κ is γ-stationary. For η < γ set C η = d η (κ). Then each C η is η-club and η<γ C η = d γ (κ). By Proposition 2.10 we have that for each η < κ, κ\d η+1 (κ) is η + 1-stationary and hence
Recall (Definition 3.20) that the Π 1 γ indescribability filter on κ, F γ (κ) is the filter generated by sets of the form {α < κ : Π wins G γ (κ, ϕ, A) and G γ (α, ϕ, A ∩ α)}. PROOF: The proof is essentially the same as Lemma 2.19 for finite γ. Firstly, any γ-club is in F γ (κ). Suppose C is γ-club. "C is γ-club" is Π 1 γ and so reflects to a set in the Π 1 γ -indescribability filter on κ. But this is the set of α < κ such that C ∩ α is γ-club, i.e. d γ (C). As d γ (C) ⊆ C we have that C ∈ F γ (κ). Now suppose C α : α < κ is a sequence of γ-clubs and set C = △ α<κ C α . By the normality of F γ (κ) and the fact that each C α ∈ F γ (κ), we have that C ∈ F γ (κ) and hence C is γ + 1-stationary. γ-closure is easily verified. QED not allow us to show that γ-stationary sets can be split when γ is a limit ordinal. This is because by Proposition 3.33, if γ is a limit ordinal then the filter corresponding to the γ-stationary sets, η<γ C η (κ), is not γ complete, and our results require κ completeness. This lemma is proven in the same way as Lemma 2.22, the key points to enable the generalisation being Lemma 3.34 and the fact that a measurable κ is Π 1 γ -indescribable for any γ < κ.
PROOF: Let S be γ + 1-stationary in κ and suppose S is not the union of two disjoint γ + 1-stationary sets. Define
Claim: F is a κ complete ultrafilter. Upwards closure is clear. Intersection follows by the fact that S cannot be split, as well as X ∈ F ⇒ κ\X / ∈ F . That X / ∈ F ⇒ κ\X ∈ F follows by the definition of γ-stationary, and κ completeness follows from the κ completeness of the γ-club filter.
Claim: F is normal. As we have shown that F is a κ complete ultrafilter on κ, we have that κ is measurable. Now, all measurables are Π 2 1 -indescribable (Lemma 1.4), and it is easy to see that Π winning the game G γ (κ, ϕ, A) for ϕ a ∆ 0 formula and A ⊆ κ is Π 2 1 expressible over V κ , as in describing the game we only quantify over finite sequences of subsets of κ. Hence κ is Π 1 γ -indescribable and so by Lemma 3.34, C γ (κ) is normal. Let X α : α < κ be a sequence of sets in F . Then each S\X α is in the non-γ + 1-stationary ideal on κ, so X α ∪ (κ\S) ∈ C γ (κ). Now by the normality of C γ (κ), we have for X := △ α<κ X α ∪ (κ\S) that X ∈ C γ (κ), and so X ∩ S is γ + 1-stationary. But X = {α < κ : ∀β < κ α ∈ X β ∪ (κ\S)} = {α < κ : α ∈ κ\S ∨ ∀β < κ α ∈ X β } = (κ\S) ∪ △ α<κ X α . So X ∩ S = △ α<κ X α ∩ S, and thus △ α<κ X α ∩ S is γ + 1-stationary and hence in F . Now we have that F is a normal measure, so the second part of Lemma 1.4 gives us that for any R ⊆ V κ and formula ϕ that is Π
Setting R = S and ϕ = "S is γ + 1-stationary" we can conclude
Then by definition of F we have A := {α ∈ S : S ∩ α is γ + 1-stationary} is γ + 1-stationary. But by Proposition 2.10 we have A ′ := {α ∈ S : S∩α is not γ + 1-stationary} is γ + 1-stationary. This contradicts our assumption on S as A ′ and A are two disjoint, γ + 1-stationary subsets of S. QED THEOREM 3.38. If κ is weakly compact and C γ (κ) is κ-complete then any γ + 1-stationary subset of κ is can be split into κ many disjoint γ + 1-stationary sets.
PROOF: Let S ⊆ κ be γ + 1-stationary. We construct a tree T of γ + 1-stationary subsets of S ordered by ⊇, using Lemma 3.37: each γ + 1-stationary set can be split in two. T will have height κ and levels of size < κ so as κ has the tree property it has a κ length branch, from which we can construct a partition of S.
We define T inductively such that each level (i) consists of disjoint γ + 1-stationary sets, (ii) has size < κ, and (iii) is non-empty. Let T 0 = {S}. Now let α < κ and suppose we have defined T β for each β < α such that (i)-(iii) hold. If α is a successor, say β + 1, for each set A ∈ T β we use Lemma 3.37 to choose A ′ ⊆ A such that A ′ and A\A ′ are both γ + 1-stationary, and take
If α is a limit, we define
b is a branch in T <α and b is γ + 1-stationary}.
Now (i) is clear and as |{ b :
b is a branch in T <α }| ≤ 2 |T<α| < κ we also have (ii). To demonstrate (iii) first note that by the construction of T we have S = { b : b is a branch in T <α } (For each a ∈ S, {A ∈ T α : a ∈ A} is clearly a branch although it may have height < α). Now we know |{ b : b is a branch in T <α }| < κ so by κ-completeness of C γ (κ) we must have at least one branch b such that b is γ + 1-stationary. But then b must have height α, for if b had height β < α, then b must have limit height so by definition b ∈ T β which would make b not maximal. So b ∈ T α , and hence (iii) holds (and the definition of T α makes sense).
Now by the tree property T has a κ branch. Take B to be such a branch. For A ∈ B let A + denote the immediate successor of A in B, and note that A\A + is disjoint from any set in B succeeding A. Then {A \ A + : A ∈ B} is a partition of S into κ many disjoint γ + 1-stationary sets. QED It is also easy to see that if κ is inaccessible and C γ κ is κ-complete then for any α < κ we can split any γ + 1-stationary set into α many γ + 1-stationary pieces.
3.5.3.
Non-Threaded ✷ γ -sequences. In this section we generalise a nice folklore result 4 that relates non-threaded ✷ (Definition 3.41) to simultaneous stationary reflection: if we have a non-threaded ✷-sequence on a cardinal κ then there are two stationary subsets of κ which are not both stationary in any α < κ. Thus non-threaded ✷ fails at any 2-stationary cardinal. We start by recalling the definitions.
The generalisation of non-threaded ✷ is straight-forward:
is the statement that there is a ✷ γ -sequence on κ which has no thread, i.e. there is no C ⊆ κ, such that C is γ-club and for all α ∈ d γ (C) we 
We give the proof for γ > 0, following the proof given in [13] , though the generalisation is not straight-forward. For γ = 0 see [13] Proposition 27 or the following but adding a "−1-club", where C ⊆ κ is −1-club if C is an end-segment of κ.
PROOF: We start with (2) → (1), so let S 0 and S 1 satisfy (2) and assume for a contradiction that C is an γ-club subset of κ which threads S. Then we have α < β < δ in d γ (C) such that α ∈ S 0 and β ∈ S 1 . Now C δ = C ∩δ so we have α ∈ C δ ∩S 0 and β ∈ C δ ∩S 1 -but this is a contradiction. Now suppose S has no thread and T ⊆ κ is γ + 1-stationary. We split into two cases. Case 1: There is an η < γ and an η-club set D such that {α < κ :
Then for any pair S 0 and S 1 of disjoint γ + 1-stationary subsets of T ′ and any α we must have
If this is not the case, we show that S avoids T ′ and hence we can use Lemma 3.37 to split T ′ into 2 disjoint γ + 1-stationary sets, which will give (2). So suppose for some
Case 2: For any η < γ and any η-club D we have {α ∈ T :
. By normality of the γ-club filter, we can fix
is γ + 1-stationary and so we have α ∈ A ∩ D. As η < γ and D were arbitrary and we have shown that A ∩ D = ∅ we can conclude that A is γ-stationary. Now let α < α ′ be elements of A and
Setting C = α∈A C α we have that C is γ-club: as each C α is γ-closed C is γ-closed and as the γ-stationary union of γ-stationary sets, C must be stationary. But then C is a thread through S -contradiction.
QED (Claim)
Now let α be such that S α 0 and S α 1 are both γ + 1-stationary. Set S 0 = S α 0 and S 1 = S α 1 and note that for any β ∈ S 0 ∪ S 1 we have β > α. We show these sets satisfy (2) 
′ this gives us a contradiction. Hence C δ must avoid either S 0 or S 1 . QED (Theorem 3.42) §4. Downward Absoluteness. The downward absoluteness to L of a cardinal being 1-reflecting was proven by Magidor in [14] §1 (the theorem was stated there for κ = ω 2 , but the proof is the same for any regular κ). There, the only assumption needed on κ was regularity. To generalise this and get γ-reflecting cardinals in L, we shall require some extra assumptions, as we see below. The proof works inductively, and we shall need a slightly stronger statement than the downward absoluteness of κ being 1-reflecting -the downward absoluteness of 2-stationarity for sets in L. At higher levels of stationarity the first assumption we require is the normality of a certain club filter -in the case of 1-reflecting cardinals the club filter was guaranteed to be normal by assuming κ is regular. we shall also need a further assumption that "many" cardinals below κ have the properties guaranteeing downward absoluteness of lower levels of stationarity.
The proof will be split into three cases -limit ordinals, successors of limit ordinals, and double successors. The proof for double successors case is based on Magidor's proof (which essentially gives downward absoluteness of 2-stationarity) though there is more work to be done for the higher levels as we do not have absoluteness of γ-clubs for γ > 0. This will be seen particularly in the last part of the proof. The limit stages are straightforward, but for the successors of limits we need a slight variation on the notion of normality. The following definition gives us the appropriate notion. DEFINITION 4.1. For γ > 0 we call a cardinal κ γ-normal if κ is γ-reflecting and for any γ + 1-stationary S ⊆ κ and regressive function f : S → κ, f is constant on a γ-stationary set.
For successor ordinals this reduces to normality of the appropriate club filter:
Thus κ is 1-normal iff the club filter is normal iff κ is regular. PROOF: Suppose γ > η and κ is γ-normal. Let C α : α < κ be a sequence of η-club subsets of κ. Then △ α<κ C α is η-stationary closed so if △ α<κ C α is not η-club then it is not η-stationary. Let η ′ < η and C be a η
f is regressive on κ and so by the γ-normality of κ there is some β < κ such that f −1 (β) is a γ-stationary set. But this contradict C ′ β being η-club. QED Note that for a limit ordinal γ, the domain of f must be γ + 1-stationary, so this requirement is weaker than η<γ C η being normal (which is always false for limit γ, see Proposition 3.33), but stronger than each C η being normal (the latter can occur when κ is not γ-reflecting). The notion gets stronger as γ-increases: PROPOSITION 4.3. If γ > η and κ is γ-normal then κ is η-normal.
PROOF: Fix γ > η and suppose κ is γ-normal. By Proposition 4.2 we have C η (κ) is normal, and hence by Fodor's Lemma, for any η + 1-stationary S any regressive f : S → κ is constant on an η + 1-stationary, and hence an η-stationary, set. QED
κ is γ-normal, and 2. {λ < κ : λ is η-normal for all η < γ} is γ + 1-stationary in κ.
is normal by Lemma 3.34, so κ is γ-normal. We have that being
γ indescribability filter, and so by Lemma 3.34 is γ + 1-stationary. As a Σ 1 γ -indescribable cardinal is Π 1 η -indescribable for all η < γ, by part (1), {λ < κ : λ is Σ 1 γ -indescribable} ⊆ {λ < κ : λ is η-normal for all η < γ} and thus the latter is γ + 1-stationary. QED
We now state our main theorem. A γ = {α < κ : for all η with 1 < η + 1 < γ, α is η-normal} we have that A γ is γ-stationary in κ.
A few notes before we begin the proof. Assumption (2) is needed so that there are enough α < κ where we can apply the inductive hypothesis. For γ = η + 2, A γ = {α < κ : α is η-normal} and if η is a limit ordinal and γ = η or γ = η + 1 then A γ = {α < κ : for all η ′ < η α is η ′ -normal}. For γ = 2 requirement (1) reduces to regularity and (2) is vacuous. For γ = 3 requirement (1) is just the 1-club filter is normal, and (2) that the regular cardinals are 3-stationary -but this is a consequence of (1) as we shall see below.
PROOF: We prove this by induction, so suppose the theorem is true for any η < γ and κ satisfies the assumptions (1) and (2) of the theorem. First suppose γ is a limit ordinal . Then A γ = {α < κ : for every η + 1 < γ α is η-normal} = {α < κ : for every η < γ α is η-normal}
and so each A η is γ-stationary and hence η-stationary. Thus we have κ satisfies, for all γ ′ < γ (1) for all η < γ ′ κ is η-normal and (2) A γ ′ is γ-stationary. Also, if S ⊆ κ is such that S ∩ A is γ-stationary, then for any η < γ, S ∩ A η is γ-(and hence η-) stationary. Therefore for any such S the inductive hypothesis gives that, for each η < γ, (S is η-stationary) L . But then (S is γ-stationary) L by definition. Now suppose γ = η + 1 and η is a limit ordinal. By (1), κ is η-normal. Suppose we have S ⊆ κ with S ∈ L such that S ∩ A γ is γ-stationary. To show that S is η + 1-stationary in L, let B ⊆ κ with B ∈ L such that for every α ∈ S L B ∩ α is not η-stationary.
For each α ∈ S set η α to be the least ordinal such that B ∩ α is not η α stationary. As η is a limit ordinal, η α < η for all α ∈ S ∩ A γ . Therefore, by the η-normality of κ there is some δ < η such that setting X δ = {α ∈ S : η α = δ} we have X δ ∩ A γ is η + 1-stationary. Fix such a δ, and note X δ ∈ L.
As δ < η, by the inductive hypothesis κ is δ-reflecting in L and X is δ + 1-stationary in L. Now working in L, suppose B were δ-stationary. Then d δ (B) would be δ-club below κ, so we would have some α ∈ d δ (B) ∩ X. But this is a contradiction as for any α ∈ X, B ∩ α was not δ-stationary. So we have B is not δ-stationary in L. Thus L B is not η-stationary in κ and so S is η + 1 = γ-stationary in L.
Finally, if γ is not a limit ordinal or a successor of a limit ordinal, we have more work to do. The proof will proceed roughly as Magidor's proof for the case γ = 2 (γ = 1 is the downward absoluteness of stationarity, which is obvious). There will be several points of departure from Magidor's proof, as we shall have to take into account the non-absoluteness of η-clubs and η-stationary sets. To simplify the presentation we shall assume that γ > 2.
Let γ = η + 2 with η ≥ 1. Let κ be regular and satisfy (1) and (2) of the theorem and S ⊆ κ be such that S ∩ A γ is γ-stationary with S ∈ L. Then (1) gives us that C η (κ) is normal.
CLAIM. The regular cardinals are 1-club below κ.
PROOF: As η ≥ 1 and we have assumed the η-club filter on κ is normal, C 1 (κ) must be normal. Suppose the singulars were 2-stationary below κ. Let f : Sing ∩ κ → κ with f (α) = cof (α). Then f is regressive so the normality of C 1 (κ) would give a 2-stationary set A of ordinals all having the same cofinality. But this is impossible, as for any α ∈ A taking a club of order type cf (α) its limit points would all have smaller cofinality, so A ∩ α could not be stationary.
QED
We now show that we can assume for each α in S, we have that in L, α is regular and η-reflecting.
Now let S ′ = {α ∈ S : (α is regular and η-reflecting)
So we just need to show S ′ ∩ A γ is γ-stationary in V . We have S ∩ A γ is η + 2-stationary and as κ is η + 1-reflecting d η+1 (A γ ) is η + 1-club. Also, by the above claim, the regulars are 1-club, so setting
we have S * is η + 2 = γ-stationary. We show S * ⊆ S ′ , so let α ∈ S * . Then α is regular and η-normal. Also as α ∈ d η+1 (A γ ) we have A γ , and hence A η , is η + 1-stationary in α. Thus α satisfies the assumptions of the theorem for η + 1 and so by the inductive hypothesis α is η-reflecting and regular in L.
From now on we assume S = S ′ , so for all α ∈ S, (α is regular and η-reflecting) L , and
Reg is a γ-stationary subset of S. Furthermore, for any α ∈ S * we have by the inductive hypothesis that for any T ⊆ α such that T ∩ A γ is η + 1-stationary, (T is η + 1-stationary) L . We now want to show that S is η + 2-stationary in L, so we let B ⊆ κ with B ∈ L such that for every α ∈ S L B ∩ α is not η + 1-stationary.
we shall show L B is not η + 1-stationary in κ.
Now working in L:
For α ∈ S we have α is η-reflecting and B is not η +1-stationary, so we can find an η-club D ⊆ α which avoids B. Let D α be the minimal such set in the canonical well-ordering of L. Now we can take ν α to be minimal such that B ∩ α, D α ∈ L να and L να is Π 1 η -correct for α. (In Magidor's proof η-stationary correctness was not required, because there it was 0-stationary correct; and a set being unbounded is absolute for transitive models.) It is clear that |ν α | = |α|. Also, if α is regular then any L β for β > α will be correct about d η below α, and thus D α can be uniformly defined within any level of L which is Π 1 η -correct for α, contains B ∩ α and sees that B ∩ α is not η + 1-stationary.
Set M α = L να , ∈, α, B ∩ α, D α . Now following Magidor's proof, as the structure M α is no bigger than α in L it is isomorphic to a structure
We take N α minimal and let h α be the inverse collapse, h α : M α → N α . Set f α = h α ↾α. Now we go back to working in V .
PROOF: Let L N be the language L ∈ with added constant symbols µ, B, D and function symbol f . First we show that for any particular formula ϕ ∈ L N with k free variables and any α 1 , . . . , α k ordinal parameters from κ we have (where µ, B, D and f are interpreted in the obvious way as
contains an η-club. The lemma will then follow by taking the diagonal intersection over parameters and formulae. Fix ϕ etc. Working in V, assume for contradiction that setting
we have A 1 ∩ S * and A 2 ∩ S * are both η + 1-stationary, and A 1 , A 2 ∈ L. As S * is η + 2-stationary, we can find a regular α ∈ S * such that A 1 ∩ S * and A 2 ∩ S * are both η + 1-stationary in α. Thus we have α is satisfies the assumptions (1) and (2) for η + 1, and so by the inductive hypothesis α is Π 1 η -indescribable in L, and as A η+1 ⊇ A γ ⊇ S * we have A 1 ∩ α, A 2 ∩ α are also η + 1-stationary in L. Without loss of generality suppose N α ϕ( α). We now work in L and show that on an η-club below α we have N β ϕ( α) and hence we have a contradiction with A 2 being η + 1-stationary.
So, let ρ > ν α be an admissible ordinal such that
. . , α k }}, and π be the collapsing map. It is clear that π(B ∩ α) = B ∩ β and δ is admissible. As the D β 's were uniformly definable from
and because L δ is Π 1 η -correct this statement hold in L, so we have ν β < δ. Thus π(N α ) = N β , and so N β ϕ( α). Hence, on an η-club (the Π 1 η trace) below α we have N β ϕ( α) and hence we have a contradiction with A 2 being η + 1-stationary in α. Thus we must have either A 1 ∩ S * is not η + 1-stationary in κ or A 2 ∩ S * is not η + 1-stationary in κ. But this means either X ϕ( α) or X ¬ϕ( α) contains an η club, which is what we wanted to show. Now we conclude by taking the diagonal intersection. Let ϕ n : n ∈ ω list all the formulae in the language L N . Let α δ : δ < κ ∧ lim(δ) enumerate <ω κ in order type κ. On a club of C we have α δ : δ < α lists all of <ω α. Then for limit δ < κ we can set C δ+n = κ if ϕ does not have lh( α δ ) free variables. Otherwise we set C δ+n = X ϕn( α δ ) if this contains an η-club and if not C δ+n = X ¬ϕn( α δ ) , which must then contain an η-club. Then C ∩ △ β<κ C β contains an η-club, and for any α < β with α, β ∈ S * ∩ C ∩ △ β<κ C β , and for any ϕ ∈ L N and α ∈ <ω α we have that
and thus
as containing a η-club is not absolute between V and L, the appropriate sequence of X ϕ( x) to take the diagonal intersection of and obtain G need not be in L, and hence we cannot guarantee G ∈ L at this stage.) QED
To finish the proof we want to show B is not η + 1-stationary in L, so we shall produce an η-club set D with
It is clear that for any α < β from G ∩ S * we have D β is an end extension of D α . So if D is η-stationary below some α < κ then for some (any) β > α with β ∈ S * ∩ G we have D β ∩ α = D ∩ α so by definition of D β we have α / ∈ B as required. It remains to show that D is η-stationary. We want to use the fact that an η-stationary union of η-stationary sets is η-stationary -but to apply this we need to find an η-stationary set H ∈ L with D α = D ∩ α for each α ∈ H. (Note we cannot do this in V and use the inductive hypothesis to show D is η-stationary in L, because the D α 's need not be η-stationary in V .) The obvious candidate for this is G ∩ S * , but as noted above, we needn't have G ∩ S * ∈ L.
CLAIM.
There is H ∈ L with G ∩ S * ⊆ H and for each α ∈ H, M α ≺ M .
First we show that for α in H we have L ρ {α, B, D} ∼ = L να with π(B) = B ∩ α and π(D) = D α and hence M α ≺ M . Fix α ∈ H and let δ be such that L δ ∼ = L ρ {α ∪ {B, D}}, and π be the collapsing map. Clearly π(B) = B ∩ α and as D was defined from B in the same way that D α was defined from B ∩ α, and L δ is Π 
so by elementarity
and again by elementarity L δ Θ(δ). We shall see in the next section that we need the stronger statement to get the downward absoluteness of γ-ineffability. §5. Some applications: Ineffability and ♦ Principles. In this chapter we give generalisations of ineffability and ♦ principles using γ-stationary sets. As we shall see, many of the old results follow through in this context. We shall also detail the relations between the different levels of these generalised principles.
5.1. γ-Ineffables. We start by defining a new, natural generalisation of ineffability, and exploring its basic properties.
REMARK. It is clear that γ-ineffability implies β-ineffability if β < γ. Note that 1-ineffable reduces to the ordinary definition of ineffability, and 0-ineffable is weakly compact.
From now on we shall assume γ ≥ 1. The following theorem gives a useful characterisation of γ-ineffability, well-known for γ = 1. THEOREM 5.2. Let κ be a regular, uncountable cardinal. Then κ is γ-ineffable iff whenever A α : α < κ is such that for all α, A α ⊆ α, there is a set A ⊆ κ such that {α < κ : A α = A ∩ α} is γ-stationary in κ.
PROOF: (⇒) Suppose κ is γ-ineffable and let A α : α < κ be as above. Define a function h : [κ] 2 → 2 by h({α, β}) = 0 iff, assuming α < β, there is some δ such that A α ∩ δ A β ∩ δ. By γ-ineffibility, let X be γ-stationary such that |h" [X] 2 | = 1. Suppose first h"[X] 2 = {0}. Then for α, β ∈ X with α < β we have A α ∩ δ A β ∩ δ for some δ.
For each ν < κ, let α ν be least in X such that α ν ≥ ν and for all β ∈ X with β > α ν , we have A β ∩ ν = A αν ∩ ν. This is possible as if β i : i < κ enumerates X \ ν we have sup{α < κ : A ν ∩ α ⊆ A βi ∩ α} is strictly increasing, so will pass ν. Then after this A βi ∩ ν is subset-increasing, so as κ is regular it must eventually be constant.
Let C = {δ ∈ κ : ∀ν < δ α ν < δ}, which is closed unbounded. Thus Y = X ∩ C ∩ LimOrd is γ-stationary in κ. Now for lim(ν) we have α ν is the least α ∈ X such that α ≥ sup η<ν α η , so if ν ∈ Y then α ν = ν. Hence for any α ∈ Y and β ∈ X with β > α we have A β ∩ α = A α . Thus setting A = α∈Y A α we have Y ⊆ {α ∈ κ : A ∩ α = A α } so we're done. Now suppose h"[X] 2 = {1}. Then for α < β in X we have A α = A β or A α ∩ δ A β ∩ δ for some δ. For each ν < κ we can define α ν exactly as before, for similar reasons, and the construction goes through in the same way.
(
Then by assumption there is A ⊆ κ such that
, so one of these must be γ-stationary and we're done. QED We cannot fully generalise the implication from ineffability to Π 1 2 -indescribability, the reason being that the γ-club filter need not coincide with the Π 1 γ -indescribability filter outside of L. We do however have that any γ-ineffable is γ+1-reflecting (Theorem 5.4 below).
The case for γ = 1 is given in [7] VII.2.2.3. We do an induction essentially following that proof.
PROOF: Assume the theorem holds for any η < γ. Suppose for a contradiction that ϕ is ∆ 0 , A ⊆ κ and
For each α < κ fix some X α ⊆ α such that Π wins G γ (α, ϕ, A, X α ). By γ-ineffability of κ, take X ⊆ κ such that S := {α < κ : X α = X ∩ α} is γ-stationary. Now we have Σ wins G γ (κ, ϕ, A, X ), so we can fix η < γ and Y ⊆ κ such that Π wins G η (κ, ϕ ′ , A, X, Y ). Now inductively we have that κ is Π 1 η -indescribable, so if V = L or η = 0, 1, by Theorem 2.21 and Lemma 3.36 this statement reflects to an η-club C. Let α ∈ C ∩ S. Then as α ∈ S we have Π wins G γ (α, ϕ, A, X α ), i.e. for any γ ′ < γ and any
Outside of L, we can still obtain the following:
PROOF: Suppose κ is γ-ineffable, S ⊆ κ with S not γ + 1-stationary in any α < κ. We show S is not γ + 1-stationary. For each α ∈ κ take C α ⊆ α to be γ α -club avoiding S, for some γ α ≤ γ. By γ-ineffability, let C and γ ′ be such that X = {α < κ :
We claim C is γ ′ -club and avoids S. C is γ ′ -stationary as X ⊆ C: to see this, let α < β ∈ X. Then C α is γ ′ -stationary in α by definition of C α . Now as α, β ∈ X, C β ∩ α = C α , and as C β is γ ′ stationary closed, thus α ∈ C β and so α ∈ C. Also, C is γ ′ -stationary closed as each C α with α ∈ X is. So C is γ ′ club and avoids S, and we're done. QED
In order to prove that γ-ineffability is downwards absolute to L, we now look in more detail at the theory of γ-ineffables. The following shows that if κ is γ + 1-ineffable then the γ-club filter on κ is normal. LEMMA 5.5. If κ is γ-ineffable then κ is γ-normal.
PROOF: Let κ be γ-ineffable. First we show that any f : κ → κ which is regressive is constant on a γ-stationary set. So let f be such a function and for each α < κ set A α = {f (α)}. By ineffability, there is some A ⊆ κ such that
is γ-stationary. But then for α, β ∈ X we must have f (α) = f (β). Now suppose for a contradiction that S is γ + 1-stationary and f : S → κ is regressive such that for any α < κ, f −1 (α) is not γ-stationary. For each α < κ take η α < γ and C α ⊆ κ such that C α is η α -club and avoids f −1 (α). Then as each C α is γ-stationary closed, △ α<κ C α is γ-closed. Also, as each C α avoids f −1 (α) and f is regressive, △ α<κ C α must avoid S. Thus we must have that △ α<κ C α is not γ-stationary. Let η < γ and C be a η-club avoiding △ α<κ C α . Then setting
we have that f is well defined and regressive. By above, f is constant on a γ-stationary set X, so there is δ < κ such that for each α ∈ X, α / ∈ C ′ δ . But this contradicts C ′ δ being η δ -club. QED DEFINITION 5.6. We say S ⊆ κ is γ-ineffable in κ iff whenever f :
2 | = 1 and X is γ-stationary in κ.
REMARK. It is easy to see that if some S ⊆ κ is γ-ineffable in κ then κ is γ-ineffable.
It is clear that to be γ-ineffable a subset of κ must be γ-stationary, but we shall see that such a set must in fact be γ + 2-stationary. There are always proper subsets of κ which are γ-ineffable:
If κ is γ-ineffable and C is η-club for some η < γ then C is γ-ineffable.
PROOF: Extend f : [C]
2 → 2 to g : [κ] → 2 arbitrarily. By γ-ineffability of κ there is a γ-stationary set X ⊆ κ such that g is constant on [X]
2 . As X is γ-stationary, X ∩ C is also γ stationary, and as g extended f , we must have f is constant on X ∩ C. QED We also have the analogue of Theorem 5.2 for γ-ineffable subsets: THEOREM 5.8. Let κ be a regular, uncountable cardinal. Then S ⊆ κ is γ-ineffable iff whenever A α : α ∈ S is such that for all α ∈ S, A α ⊆ α, there is a set A ⊆ κ such that {α ∈ S : A α = A ∩ α} is γ-stationary in κ.
PROOF: The proof of Theorem 5.2 works in exactly the same way relativised to S. QED PROPOSITION 5.9. If S ⊆ κ is γ-ineffable then S is γ + 2-stationary.
PROOF: This is essentially the same argument as Theorem 5.4. Suppose S is γ-ineffable but not γ + 2-stationary. Let T ⊆ κ be γ + 1-stationary with d γ+1 (T )∩S = ∅. Then for each α ∈ S, T ∩ α is not γ + 1-stationary in α so we can find C α ⊆ α which is γ-club and avoids T ∩ α. Now, using the γ-ineffability of S we can find C ⊆ κ such that {α ∈ S : C ∩ α = C α } is γ-stationary. Then C is γ-club and avoids T -but this contradicts T being γ + 1-stationary. QED LEMMA 5.10. If κ is γ-ineffable then the set E γ = {α < κ : α is η-ineffable for every η < γ} is γ-ineffable.
PROOF: Let κ be γ-ineffable. Suppose B α : α ∈ E γ is such that B α ⊆ α for each α ∈ E γ . We show that there is a B ⊆ κ such that {α ∈ E γ : B ∩ α = B α } is γ-stationary. For α ∈ E γ set A α = {β + 1 : β ∈ B α }. For each α / ∈ E γ let η α < γ be such that α is not η α -ineffable and let B α = B β α ⊆ β : β < α be a sequence witnessing that α is not η α -ineffable. Let A α ⊆ α code the sequence B α and η α such that 0 ∈ A α .
By γ ineffability we have a A ⊆ κ such that
is γ-stationary. Now if 0 / ∈ A we have X ⊆ E γ and so we're done -setting B = {α < κ : α + 1 ∈ A} we have for limit α that A ∩ α = A α iff B ∩ α = B α , so B is as required. If 0 ∈ A then X ∩ E γ = ∅. We show that this leads to a contradiction.
So suppose each α ∈ X is not η-ineffable for some η < γ. Then A codes B = B β ⊆ β : β < κ and η such that for each α ∈ X, B↾α = B α and η α = η.. Using the γ-ineffability of κ again, let C ⊆ κ be such that
and must therefore be η-stationary in α. But this contradicts our assumption that B α β : β < α was a witness that α was not η α -ineffable, as C ∩ α correctly guesses B β on a η = η α -stationary subset of α. So we have a contradiction and E γ is γ-ineffable. QED
We can now show that γ-ineffability is downward absolute to L. PROOF: Let κ be γ-ineffable. First we show that κ satisfies (1) and (2) of Theorem 4.5. By Lemma 5.5 we have that κ is γ-normal and hence η-normal for any η < γ. By Lemma 5.10 we have {α < κ : for all η < γ, α is η-ineffable} is γ-ineffable. But if α is η-ineffable then α is η-normal so setting E = {α < κ : for all η < γ, α is η-normal} then E is γ-ineffable in κ and hence γ + 2-stationary. Thus A γ = {α < κ : for all η with 1 < η + 1 < γ α is η-normal} ⊇ E and so A γ is γ-stationary. Now, using the characterisation of γ-ineffability from Theorem 5.2, let A α : α < κ be a sequence in L with each A α ⊆ α. This is clearly such a sequence in V , so as E is γ-ineffable we can find a set A ⊆ κ such that X = {α < κ : A α = A ∩ α and for every η < γ, α is η-normal} is γ-stationary. Then by the weak compactness of κ, as each A α ∈ L and X is unbounded in κ, we have A ∈ L. Setting X ′ = {α < κ : A α = A ∩ α}, we have X ′ ∈ L and X ∩ X ′ = X is γ-stationary. Thus by Theorem 4.5 X ′ is γ-stationary in L, and hence (κ is γ-ineffable) L . QED
Diamond Principles.
We now turn to generalising diamond (♦) principles, and relate them to our generalised ineffability. Like ✷(κ), ♦ κ asserts the existence of a sequence of sets S α ⊆ α for α < κ -in the case of ♦ the sequence must "guess" any subset of κ sufficiently often. For the original ♦, "sufficiently" is "stationarily", so by altering this to γ-stationarity we can define a new notion: DEFINITION 5.12. ♦ γ κ is the assertion that there is a sequence S α : α < κ such that for any S ⊆ κ we have {α < κ : S α = S ∩ α} is γ-stationary in κ.
The original principle is thus ♦ 1 κ . REMARK. As with ineffability, these principles get stronger as γ increases: for β < γ we have ♦ PROOF: Define by recursion a sequence (S α , C α , η α ) : α < κ : let (S α , C α ) be any pair of subsets of α with η α < γ such that C α is η α -club in α and for any β ∈ C α we have S α ∩ β = S β . If there is no such pair, set S α = C α = η α = ∅. We now use γ-inneffability to see that S α : α < κ is a ♦ γ κ -sequence. By the characterisation of γ-ineffability in Theorem 5.2 and some simple coding (noting that successor levels are irrelevant), we can find S, C ⊆ κ and η < γ such that A = {α < κ : S ∩ α = S α ∧ C ∩ α = C α ∧ η α = η} is γ-stationary.
Let X ⊆ κ and suppose that B := {α < κ : S α = X ∩ α} is not γ-stationary in κ. Take D γ ′ -club in κ witnessing this, i.e γ ′ < γ and for any α ∈ D, X ∩ α = S α . By γ-stationarity of A we can pick α < β both in A ∩ d γ ′ (D). Then C β ∩ α = C ∩ β ∩ α = C ∩ α = C α . Now as (X ∩ α, D ∩ α, γ ′ ) works for the definition of (S α , C α , η α ) we must have that C α is η-club in α. Hence C β ∩ α = C α is η-stationary in α, and so C β = ∅ and we have by η-stationary closure that α ∈ C β . Then by definition of (S β , C β , η β ) we must have S α = S β ∩ α. But this is a contradiction as α, β ∈ A so S α = S ∩ α = S β ∩ α. QED
The ♦ principle itself is not a large cardinal notion, and in fact within the constructible universe ♦ κ holds at every regular uncountable cardinal κ (see [7] Chapter IV). Our new ♦ γ κ principles also hold in L, with minimal assumptions on κ, as we shall now see. Recall the following: DEFINITION 5.14. A model M, ∈ is γ-stationary correct at κ if for any S ∈ P(κ)∩ M , M "S is γ-stationary in κ" iff S is γ-stationary in κ. DEFINITION 5.15. The γ-trace of M, p on α is denoted ∫ γ (M, p, α) and consists of all β < α such that β ∈ ∫ (M, p, α) and if π : M {p ∪ β ∪ {α}} ∼ = N is the transitive collapse then N is γ-stationary correct for β = π(α).
As γ stationarity is Π PROOF: By recursion we define, for each α < κ, an ordinal η α < γ and a pair of subsets of α (S α , C α ) (the S α 's will form our ♦ γ -sequence). Assume we have defined S β : β < α . Let ψ(α, η, C, S) be the statement that η is an ordinal below γ, and (S, C) is a pair of subsets of α with C η-club in α and for any β ∈ C, S ∩ β = S β .
If there are η, S and C such that ψ(α, η, S, C) holds, we take η α to be the least such η, and then (S α , C α ) the < L least pair with ψ(α, η α , S α , C α ). If no such η exists set S α = C α = η α = ∅.
Suppose S α : α < κ is not a ♦ γ κ -sequence and take η and (S, C, η) to be the least witness to this, i.e ψ(κ, η, S, C) holds and if η ′ < η or (S ′ , C ′ ) < L (S, C) then ¬ψ(κ, η ′ , S ′ , C ′ ). Note that all this can be carried out in L κ + , and that as η < γ and we are in L, κ is Π 1 η -indescribable and hence by Lemma 3.29 the η trace forms an η-club. Suppose α ∈ ∫ η (L κ + , κ, {S, C, η}) with α > η and L ν ∼ = L κ + {α, {S, C, η}}. L ν "η is the least ordinal such that there exists a pair (C ′ , S ′ ) with ψ(α, η, S ′ , C, ) and (C ∩ α, S ∩ α) is the < L least such pair"
As α is in the η trace, we have L ν is η-stationary correct so ψ(α, η, S ∩ α, C ∩ α) must hold and ψ(α, η ′ , S ′ , C, ) fail for η ′ < η or (S ′ , C ′ ) < L (S ∩ α, C ∩ α). But this was the definition of S α so S α = S ∩ α, contradiction. QED A stronger principle than ♦ is ♦ * , which requires sets to be guessed on a club set of α, but allows for more guesses at each α. Unlike ♦, ♦ * is incompatible with ineffability. The original principle is ♦ * 1 in the following definition.
DEFINITION 5.18. ♦ * γ κ is the assertion that there is a sequence A α : α < κ such that A α ⊆ P(α) and |A α | ≤ |α| for each α < κ, and for any X ⊆ κ there is some γ ′ < γ such that {α < κ : X ∩ α ∈ A α } is in the γ ′ -club filter on κ.
REMARK. In contrast to the case for ♦, here we have that at γ-reflecting cardinals κ, ♦ * γ ′ κ implies ♦ * γ κ for γ ′ < γ.
As for the original principle, ♦ * γ cannot hold at a γ-ineffable cardinal:
THEOREM 5.19. If κ is γ-ineffable then ♦ * γ κ fails. PROOF: Suppose κ is γ-ineffable and let A α : α < κ be a sequence such that A α ⊆ P(α) and |A α | ≤ |α| for each α < κ. We find B ⊆ κ such that {α < κ : B ∩ α / ∈ A α } is γ-stationary. For each α < κ let B α ⊆ α be a set different from each set in A α -we can find such a set as |A α | = α. Now by γ-ineffability there is B ⊆ κ such that X = {α < κ : B α = B ∩ α} is γ-stationary. But then B is not guessed by A α : α < κ on X, so A α : α < κ cannot be a ♦ * γ -sequence. As A α : α < κ was arbitrary, ♦ * γ PROOF: Suppose γ is a limit ordinal and ♦ γ κ holds. Let A = A α : α < κ a sequence such that A α ⊆ P(α) and |A α | ≤ |α| for each α < κ. Assume that A is constructibly closed, in that for each α, A α = P(α) ∩ L ν [A α ] for some limit ordinal ν with α < ν < α + -clearly we can always expand A to satisfy this condition, and A will remain a ♦ * γ -sequence. Suppose for each γ ′ < γ, A is not a ♦ * γ ′ -sequence, and take B γ ′ to witness this, setting X γ ′ = {α < κ : B γ ′ ∩ α / ∈ A α }, which is γ ′ -stationary. Set X = X γ ′ and let B code (definably and uniformly) each of the B γ ′ 's. Then X is γ-stationary and we claim X ⊆ {α < κ : B ∩ α / ∈ A α }. Suppose α ∈ X and B∩α ∈ A α . Then as the coding was definable, each B γ ′ ∩α ∈ A α -contradiction. QED COROLLARY 5.21. If γ is a limit ordinal and κ is γ ′ -ineffable for every γ ′ < γ then ♦ * γ fails.
In L we have that, given the precondition of γ-stationarity, the failure of ♦ * γ characterises the γ-ineffables -but only for successor ordinals γ. PROOF: (⇒) Let κ be a regular uncountable cardinal which is not γ-ineffable. Let A α : α < κ be the < L least sequence such that A α ⊆ α for each α and for any A ⊆ κ we have {α < κ : A α = A ∩ α} is not γ-stationary. For each α < κ set M α to be the least M ≺ L κ such that α + 1 ⊆ M α and A α : α < κ ∈ M . Let σ α : M α ∼ = L να .
Set S α = P(α) ∩ L να , and note |L να | = |ν α | = |α|, so |S α | ≤ |α|. we shall show that if η + 1 = γ then for any X ⊆ κ, setting C = ∫ η (L κ + , {X}, κ) we have C is η-club and X ∩ α ∈ S α for all α ∈ C. Fix such an X and take α ∈ ∫ η (L κ + , {X}, κ). Let π : N α ∼ = L µ . Then π↾α = α, π(κ) = α and π(X) = X ∩ α, so X ∩ α ∈ L β . Thus we are done if we can show µ ≤ ν α . Suppose to the contrary that µ > ν α . As A α : α < κ is definable in L κ + and α ∈ M α we have A γ : γ ≤ α ∈ M α . Then σ α ( A γ : γ ≤ α ) = A γ : γ ≤ α because α + 1 ⊆ M α , so A γ : γ ≤ α ∈ L να ⊆ L β . Setting E = {γ < α : A γ = A α ∩ γ} we have E ∈ L β and π −1 (E) = {γ < κ : A γ = γ ∩ π −1 (A α )}. First suppose L β "E is γ-stationary in α". Then π −1 (E) is γ-stationary in κ by elementarity. Also we have (in L κ + and hence in L) that π −1 (A α ) ⊆ κ and π −1 (E) = {β < κ : A β = β ∩ π −1 (A α )}. But this is a contradiction as A α : α < κ was chosen to witness κ not being γ-ineffable.
So we must have L β "E is not γ-stationary in α". Thus for some C ⊆ α, L β "C is η-club in α and C ∩ E = ∅". Then inverting the collapse we get C ′ = π −1 (C) is η-club in κ and C ′ ∩ π −1 (E) = ∅". As L β is in the η-trace it is η-stationary correct for α. Now C ′ ∩α = C and by η-stationary correctness, we have that C ′ ∩α is η-stationary, and hence α ∈ C ′ . Thus by the definition of E we have A α = α ∩ π −1 (A α ). But this is a contradiction as π↾α = id↾α. Thus we must have µ ≥ ν α and we're done.
The converse direction (⇐) follows from Theorem 5.19. QED
In fact this characterisation can fail for limit γ: Assuming there is an ω-ineffable we can take κ to be the least cardinal which is n-ineffable for every n < ω. Then κ is not Π 1 ω -indescribable as being n-ineffable is Π 1 n+2 over L κ , so being n-ineffable for every n < ω is Π 1 ω . Hence (as we are in L), κ is not ω-reflecting, and so κ is not ω-ineffable.
