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ABSTRACT
MMR (Maximum Marginal Relevance) is widely used in summa-
rization for its simplicity and efﬁcacy, and has been demonstrated
to achieve comparable performance to other approaches for meet-
ing summarization. How to appropriately represent the similarity
of two text segments is crucial in MMR. In this paper, we evaluate
different similarity measures in the MMR framework for meeting
summarization on the ICSI meeting corpus. We introduce a corpus-
based measure to capture the similarity at the semantic level, and
compare this method with cosine similarity and centroid score that
only considers the salient words in the segments. Our experimen-
tal results evaluated by the ROUGE summarization metrics show
that both the centroid score and the corpus-based similarity measure
yield better performance than the commonly used cosine similarity.
In addition, adding part-of-speech information in the corpus-based
approach helps for the human transcripts condition, but not when
using ASR output.
Index Terms— meeting summarization, MMR, centroid score,
corpus-based similarity
1. INTRODUCTION
Recently there has been an increasing interest in automatically pro-
cessing the large amount of meeting speech, including recognition,
browsing, and summarization. Extractive meeting summarization
selects salient parts from the original recordings and presents them
togetherasasummary. Thiswillfacilitateuserstosearchandbrowse
the meeting recordings. Many techniques have been proposed for
meeting summarization. Some rely on textual information, such as
Maximum Marginal Relevance (MMR) and Latent Semantic Anal-
ysis (LSA) [1]; others incorporate acoustic/prosodic cues in the sta-
tistical learning approaches, for example, Hidden Markov Model
(HMM),MaximumEntropy, ConditionalRandomFields(CRF),and
Support Vector Machines (SVM) [2, 3, 4, 5]. Among these, MMR
is one of the simplest techniques for summarization, and has been
effectively used for text summarization [6]. In [1], Murray et al.
compared three approaches (MMR, LSA, and feature-based meth-
ods) and showed that MMR achieved comparable performance to
other methods for meeting summarization.
In MMR, a function is needed to measure the similarity between
two text segments. Cosine similarity has been widely used for the
similarity measurement between two documents, each of which is
typically represented using a vector of term weights. However, the
simple lexical matching in cosine similarity may not appropriately
represent the distance between two documents. To address this prob-
lem, we will evaluate other similarity measures in the MMR frame-
work for meeting summarization in this paper. First, a centroid score
is used to measure the similarity of a sentence to the entire document
byonlycountingthesalientwords. Thesecondoneisacorpus-based
measure, which has been proposed to capture the semantic similar-
ity of texts, and has been shown to outperform the vector-based ap-
proach in text processing [7]. Our experiments on the ICSI meeting
data have shown that these approaches achieve signiﬁcantly better
summarization performance than using the cosine similarity in the
MMR framework, both on the manual transcripts and the ASR out-
put.
The rest of this paper is organized as follows. In Section 2, we
introduce the MMR summarization approaches, and different meth-
ods for similarity measures we use in MMR for meeting summariza-
tion. The experimental results are shown in Section 3. Conclusion
and future work are given in Section 4.
2. SUMMARIZATION APPROACHES
2.1. Maximum Marginal Relevance (MMR)
MMR [6] has been widely used in text summarization because of its
simplicity and efﬁcacy. It selects the most relevant sentences at the
same time avoiding redundancy. In extractive summarization, the
ﬁnal score of a given sentence Si in MMR is calculated as follows:
MMR(Si) = λ × Sim1(Si,D) − (1 − λ) × Sim2(Si,Summ)
(1)
where D is the document vector, Summ represents the sentences that
have been extracted into the summary, and λ is used to adjust the
combined score to emphasize the relevance or to avoid redundancy.
The two similarity functions (Sim1 and Sim2) represent the simi-
larity of a sentence to the entire document and to the selected sum-
mary, respectively. The sentences with the highest MMR scores will
be iteratively chosen into the summary until the summary reaches a
predeﬁned proper size.
Formeetingsummarization, Murrayetal. [1]showedthatMMR
is comparable with other summarization methods. However, to our
knowledge, no prior studies have examined the similarity measures
in MMR for speech summarization, which is our focus in this paper.
2.2. Cosine Similarity
One most commonly used similarity measure is cosine similarity,
which we use as our baseline in this study. In this approach, each
document (or a sentence) is represented using a vector space model.
The cosine similarity between two vectors (D1, D2) is:
sim(D1,D2) =
P
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(2)where ti is the term weight for a word wi, for which we use the TF-
IDF (term frequency, inverse document frequency) value, as widely
used in information retrieval. The IDF weighting is used to represent
the speciﬁcity of a word: a higher weight means a word is speciﬁc
to a document, and a lower weight means a word is common across
many documents. IDF values are generally obtained from a large
corpus. One widely used method for the IDF value for a word wi is
IDF(wi) = log(N/Ni) (3)
where Ni is the number of documents containing wi in a collection
of N documents.
In [8], Murray and Renals compared different term weighting
approaches to rank the importance of the sentences (simply based on
the sum of all the term weights in a sentence) for meeting summa-
rization, and showed that TF-IDF weighting is competitive. There-
fore in this study, we will use TF-IDF for term weighting and focus
on the problem of how to calculate the similarity between two docu-
ments in the MMR framework.
In our experiments, we also found that different normalization
methods for the cosine similarity have a great effect on the system
performance. The method we adopt in this paper is to ﬁrst calcu-
late the dot product score (i.e., without the denominator in Eq 2) for
Sim1, then scaling it to [0,1] based on the maximum scores among
all the sentences. We use the original cosine score for Sim2.
2.3. Centroid Score
Another distance measure we evaluate is the centroid score [9],
which only considers the salient words for the distance between a
sentence and the entire document. The same vector representation
is used as in cosine similarity. In this approach, each word in a
sentence Si is checked to see if it occurs in the text segment T and
if the term weight (TF-IDF value) of this word is greater than a
predeﬁned threshold. If these requirements are met, the term weight
of this word is added to the centroid score for the sentence.
Scorecentroid(i) =
X
wj∈Si
bool(wj ∈ T)∗
bool(tw(wj) > v) ∗ tw(wj)
(4)
where tw(wj) represents the term weight for the word wj, and the
functions bool(wj ∈ T) and bool(tw(wj) > v) check the two con-
ditions mentioned above.
In the MMR system, we use the centroid score as the ﬁrst simi-
larity function (Sim1 in Eq 1). The second similarity measure Sim2
is still the cosine distance.
2.4. Corpus-based Semantic Similarity
The cosine and centroid scores between a sentence and a document
are all based on simple lexical matching, that is, only the words that
occur in both contribute to the similarity. Such literal comparison
can not always capture the semantic similarity of text. Therefore we
use the following function to compute the similarity score between
two text segments [7].
sim(T1,T2) =
1
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maxSim(w,Ti) = max
wi∈{Ti}
{sim(w,wi)} (6)
For each word w in segment T1, we ﬁnd a word in segment T2 that
has the highest semantic similarity to w (maxSim(w,T2)). Sim-
ilarly, for the words in T2, we identify the corresponding words in
segment T1. The similarity score of the two text segments is then
calculated by combining the similarity of the words in each segment,
weighted by their word speciﬁcity (i.e., IDF values).
To calculate the semantic similarity between two words w1 and
w2, we use a corpus-based approach and measure the pointwise mu-
tual information (PMI) [7, 10]:
PMI(w1,w2) = log2
c(w1 near w2)
c(w1) ∗ c(w2)
(7)
This indicates the statistical dependency between w1 and w2, and
can be used as a measure of the semantic similarity of two words.
c(w1 near w2)representsthenumberoftimesthatword w1 appears
near word w2. For this co-occurrence count, a window of length l
is used, that is, we only count when w1 and w2 co-occur within
this window. For a word, we deﬁne PMI(w,w) = 1, therefore,
maxSim(w,T) is 1 if w appears in T.
The part-of-speech (POS) information of each word can also be
taken into consideration when calculating the similarity of two text
segments [7]. Eq 6 can be modiﬁed as
maxSim(w,Ti) = max
wi ∈ {Ti}
pos(wi) = pos(w)
{sim(w,wi)}
(8)
This means when ﬁnding the maxSim between a word w and a text
segment Ti, we will only consider the words in Ti with the same
POS as word w. The reason behind this is that it is more meaning-
ful to calculate the similarity of two words with the same POS. For
example, it is hard to tell the relationship between word but and dog.
Note that two different words in the two segments also con-
tribute to the similarity score using this corpus-based approach, un-
like in the cosine similarity. We call this approach corpus-based sim-
ilarity following [7], even though in the cosine and centroid scores,
the IDF values are also generated based on a corpus. For the MMR
score, we use the corpus-based similarity for the two similarity func-
tions (Sim1, Sim2) in Eq 1, since it is more comparable than using
acorpus-basedsimilarityfor Sim1 andacosinesimilarityfor Sim2.
2.5. Approximation in MMR Computation
In the MMR approach, foreach sentence in a test document, its simi-
larity score to the whole document (Sim1 in Eq 1) can be calculated
off-line. However, when extracting the summary sentences using
Eq 1, computation is needed on the ﬂy since the second similarity
function is with respect to the currently selected summary, which
changes in every iteration. The speed of the system is especially
a problem for the corpus-based similarity. It is more complex and
time-consuming than cosine similarity since we need to compare ev-
ery word pair in the two text segments. To speed up the process, we
adopt an approximated method [9]. For each sentence, we calculate
its similarity to all the other sentences that have a higher similarity
score to the document (according to the results of Sim1 in Eq 1).
This is approximated as Sim2 in Eq 1, and can be computed off-
line. Therefore, the summary selection process only needs to ﬁnd
the top sentences that have high combined scores.Another approximation we use is not to consider all the sen-
tences in the document, but rather only a small percent of sentences
(based on a predeﬁned percentage) that have a high similarity score
to the entire document. Our hypothesis is that the sentences that
are closely related to the document are worth being selected. These
approximations signiﬁcantly speed up the extraction process.
3. EXPERIMENTS
3.1. Data and Experimental Setup
We use the ICSI meeting corpus [11], which contains 75 recordings
from natural meetings. Each meeting is about an hour long. These
meetingshavebeentranscribedandannotatedwithtopicinformation
and extractive summaries [12]. The ASR output is obtained from a
state-of-the-art SRI conversational telephone speech (CTS) system
[13], which was trained using no acoustic data or transcripts from
the meeting corpus. The word error rate on the entire corpus is about
38.2%. Annotated dialog acts (DA) in the corpus [14] are used as the
sentence units for extractive summarization in the human transcripts
case. For the ASR condition, sentences are obtained by aligning
human annotated DA boundaries to the ASR words.
We use the same 6 meetings as in [1] to form the test set, and the
other 69 meetings as the training set. Furthermore, we randomly se-
lect 6 meetings from the training set as the development set, then the
rest is used to compose the training corpus for mutual information
measure (i.e., Eq 7). The development set is used to optimize the λ
value in Eq 1. Each of the 6 test meetings has 3 human annotated
summaries, which we use as references.
For the term weights in the vector representation, IDF values
are obtained from the 69 training meetings. For the human tran-
scripts condition where the annotated topic information is available,
we split each of the 69 training meetings into multiple topics, and
then use these new “documents” to calculate the IDF values. This
generates more robust estimation for IDF, compared with simply us-
ing the original 69 meetings as the documents (a concept similar to
language model smoothing). The PMI information is generated us-
ing the training meetings for the human transcripts and ASR outputs
respectively.
We tagged all the meetings using the TnT POS tagger [15].
The POS model is retrained using the Penn Treebank-3 Switchboard
data, which is expected to be more similar to the meeting style than
domains such as Wall Street Journal.
3.2. Evaluation Measurement
We use ROUGE [16] to evaluate summarization performance.
ROUGE compares the system generated summary with the ref-
erence summaries, and measures different matches such as N-gram,
longest common sequence, skip bigrams. It can accept multiple
reference summaries. ROUGE has been used in previous studies
of meeting summarization [1, 4, 17], therefore we believe it is a
reasonable method for performance measure in our study.
3.3. Experimental Results
We evaluate the different approaches for similarity measure under
the MMR framework formeeting summarization. The top 4.2% sen-
tences are selected into the summary using the reference transcripts
according to the combined MMR score. Table 1 shows the summa-
rization results (ROUGE unigram match R-1) on the dev set using
human transcripts. The columns Sim1 and Sim2 are the similarity
measures we used for the two similarity functions in Eq 1, which
represent the similarity of a sentence Si to the whole document,
and the similarity of the sentence Si to the currently selected sum-
mary, respectively. approx 1 and approx 2 represent whether the
two approximations of MMR introduced in Section 2.5 are adopted:
approx 1 approximates Sim2 in Eq 1 using the similarity of the
sentence with those that have a higher similarity score to the en-
tire document; approx 2 considers a small percent of sentences that
have a high similarity score to the entire document, with the percent-
age of the candidates shown in the table (where perc is the compres-
sion rate of the summary).
Sim1 Sim2 approx 1 approx 2 R-1
cosine cosine no no 0.60465
cosine cosine yes 2*perc 0.65255
centroid cosine no no 0.68011
centroid cosine yes no 0.68104
centroid cosine yes 2*perc 0.68274
corpus corpus yes 2*perc 0.68910
corpus corpus yes 3*perc 0.68443
corpus pos corpus pos yes 2*perc 0.69316
Table 1. Summarization results (ROUGE R-1 F-measure) using dif-
ferent similarity approaches on dev data using human transcripts.
For the cosine scores and centroid scores, applying the two ap-
proximation in MMR does not hurt the system performance, instead
it yields slight improvement. Among the different similarity mea-
sures, both the centroid and the corpus-based similarity measures
outperform the cosine similarity. Adding POS constraint for word
similarity is also helpful, achieving the best performance among all
the approaches. We also considered allowing more candidate sen-
tences, for example, using 3 times of the target percent, however,
there is a slight degradation (the result is shown in Table 1 for the
corpus-based approach).
The results on the test set using human transcripts are shown in
Table 2. Consistent with the dev set, we observe that the similar-
ity measures we introduced improve the system performance. When
POS information is considered in the corpus-based similarity mea-
sure, there is a further improvement.
Sim1 Sim2 approx 1 approx 2 R-1
cosine cosine no no 0.58843
cosine cosine yes 2*perc 0.65300
centroid cosine no no 0.68938
centroid cosine yes no 0.68688
centroid cosine yes 2*perc 0.69103
corpus corpus yes 2*perc 0.69274
corpus pos corpus pos yes 2*perc 0.71243
Table 2. Summarization results (ROUGE R-1 F-measure) using dif-
ferent similarity approaches on test data using human transcripts.
Table 3 shows the results for a few selected approaches using
ASR output on the test set. We notice that there is a performance
degradation compared to using reference transcripts, but the new
proposed similarity measure still outperforms the baseline. In the
corpus-based method, considering POS information does not im-
prove the system performance, different from what have observed onthe human transcript condition. This is probably because the POS
tagging accuracy for the ASR transcripts is relatively low
1, which
impacts the word similarity in Eq 6.
Sim1 Sim2 approx 1 approx 2 R-1
cosine cosine no no 0.51425
cosine cosine yes 2*perc 0.60621
centroid cosine yes 2*perc 0.65024
corpus corpus yes 2*perc 0.65129
corpus pos corpus pos yes 2*perc 0.61733
Table 3. Summarization results (ROUGE R-1 F-measure) using dif-
ferent similarity approaches on ASR output.
4. CONCLUSION AND FUTURE WORK
In this paper, we have evaluated different similarity measures un-
der the MMR framework for meeting summarization. The centroid
score focuses on the salient words of a text segment, ignoring words
with lower TF-IDF values. The corpus-based semantic approach
estimates the similarity of two segments based on their word dis-
tribution on a large corpus. Our experimental results have shown
that these methods outperform the commonly used cosine similar-
ity both on manual and ASR transcripts. In addition, we also found
that using approximation in MMR does not hurt performance, while
signiﬁcantly increasing the speed.
The proper measurement of text similarity is an important topic
in information retrieval and text summarization. We will continue
to leverage the improvement in those domains for speech summa-
rization using MMR as well as other modeling approaches. In ad-
dition, currently we use the human annotated sentences, therefore
we will evaluate the effect from automatic sentence segmentation in
our future work. Finally, different from text summarization, meeting
recordings contain rich information such as multiple speakers and
prosody. We will investigate incorporating these information into
the MMR framework.
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