This study aimed to determine if response times gathered during perimetry can be exploited within a thresholding algorithm to improve the speed and accuracy of the test. Frequency of seeing (FoS) curves were measured at 24 locations across the central 30°of the visual field of 10 subjects using a Method of Constant Stimuli, with response times recorded for each presentation. Spatial locations were interleaved, and built up over multiple 5-min blocks, in order to mimic the attentional conditions of clinical perimetry. FoS curves were fitted to each participant's data for each location, and response times derived as a function of distance-from-threshold normalised to the slope of each FoS curve. This data was then used to derive a function for the probability of observing response times given the distance-from-threshold, and to seed simulations of a new test procedure (BURTO) that exploited the probability function for stimulus placement. Test time and error were then simulated for patients with various false response rates. When compared with a ZEST algorithm, simulations revealed that BURTO was about one presentation per location faster than ZEST, on average, while sacrificing less precision and bias in threshold estimates than simply terminating the ZEST earlier. Despite response times varying considerably for a given individual and their thresholds, response times can be exploited to reduce the number of presentations required in a visual field test without loss of accuracy.
Introduction
Measuring visual function across the visual field has well documented difficulties imposed by the desire to test many individual spatial locations within the constraints of tolerable test durations. In particular, current commercially available visual field testing algorithms suffer from high test-retest variability in areas of visual field loss Turpin et al., 2003) . Given the small number of stimulus presentations at each spatial location, it would be advantageous to exploit all available information from each stimulus presentation and subject response to improve the test.
Response times are one example of information collected during visual field testing that could potentially be used to inform the testing algorithm. At present, response times are used in several commercial perimeters to determine whether a response is likely to be a genuine response to a stimulus, or a false positive Olsson et al., 1997) . Since some people simply respond faster on average than others, response times are also used in some perimetric algorithms to adjust the window between stimuli . This enables faster responders to have a shorter response window, thereby reducing test duration. A commonly used procedure that has adopted these approaches is the Swedish Interactive Threshold Algorithm (SITA) Olsson et al., 1997) .
There is a wealth of literature in a range of behavioural disciplines that demonstrates that response times vary according to a range of factors intrinsic to the observer (such as cognitive capacity, Hultsch, MacDonald, & Dixon, 2002 ) that interact with experimental parameters such as the probability of stimulus occurrence and its salience (for review see Schall & Bichot, 1998) . A key factor in visual field testing is the visibility of the stimulus, with response times being quicker on average for stimuli that are highly visible than for those close to threshold (Bartlett & Macleod, 1954; Wall, Kutzko, & Chauhan, 2002; Wall et al., 1996) . Consequently, response times may provide information regarding the relative visibility of the stimulus within a perimetric test. However, as response times to a particular stimulus show considerable intra-and inter-observer variability, the magnitude of benefit that such an approach might yield is not immediately obvious. It is not possible to use response times collected directly from commercial perimeters to explore this issue as an understanding of how response times relate to the probability of seeing the presented stimulus is required.
Wall et al. recorded response time measures in conjunction with the collection of frequency of seeing data (psychometric functions) for perimetric stimuli (Wall, Kutzko, & Chauhan, 2002; Wall et al., 1996) . In their first study (Wall et al., 1996) the authors measured frequency of seeing curves in two visual field locations, with a total of 205 presentations at each location. A further eight randomly chosen locations were also tested with three repetitions of a highly visible 0 dB stimulus (i.e. 24 extra trials). Hence 95% of presentations occurred at two visual field locations only. Their second study was designed to explore the effect of visual field eccentricity on response times (Wall, Kutzko, & Chauhan, 2002) . Ten visually normal experienced observers were tested from 10°to 50°eccentricity along the horizontal meridian in 10°increments. Each location was tested 460 times with locations being interleaved within a single two-hour test session. The analysis concentrated on the difference in response times at threshold (determined as the 50% probability of seeing point on the frequency of seeing curve) to that of a highly suprathreshold stimulus (0 dB).
These previous studies provide data on the relationship between response times, visual field eccentricity and visual field sensitivity, however, the experimental designs did not truly mimic the attentional demand or duration of a perimetric test. Response times are slower when attention is divided across spatial locations (Mangun & Buck, 1998) , and the probability of stimulus occurrence at any given spatial location also influences response time (Anderson & Carpenter, 2006) . The purpose of our study was to measure observer response times during the collection of frequency of seeing (FoS) curves, and then to use those measures to determine whether Bayesian algorithms for perimetry can be improved by response time information. Our collection of empirical response times employed methods designed to more closely mimic perimetric testing conditions than previous studies (Wall, Kutzko, & Chauhan, 2002; Wall et al., 1996) . FoS curves were measured in an interleaved fashion at 24 spatial locations built up via multiple 5-6 min perimetric tests. We aimed to determine how response time relates to an individualised ''distance from threshold'' measure that is based on the psychometric slope for a given location and observer. We then used this empirical data and computer simulation to explore the potential benefits and trade-offs of incorporating response time information into a Bayesian adaptive thresholding algorithm for perimetry (BURTO: Bayesian Updating with Reaction Time Offset). Our simulations demonstrate a new way to use response time information to shorten perimetric tests, without compromising accuracy or precision.
Methods

Participants
Ten adults with normal vision (aged 21-41 years) participated. Note: because we determine how response time relates to an individualised ''distance from threshold'' based on the psychometric slope, the data can be used to model observers with visual field loss. Previous research demonstrates that the response times to stimuli presented at threshold (50% probability of seeing) do not differ between normals and those with glaucoma, even in areas of visual field loss (Wall et al., 1996) . All had best corrected vision of 6/6 or better, refractive error within ±5D of sphere and 2D of cylinder, and normal ocular health as determined by a routine clinical eye examination. All were perimetrically experienced observers. Prior to participation, all participants provided written informed consent in accordance with a protocol approved by the Human Research Ethics Committee of The University of Melbourne, and the Declaration of Helsinki. Participants attended 5-6 test sessions, each of approximately 45 min duration, over a 2-4 week period.
Equipment
Stimuli were presented on a gamma-corrected 21-in. monitor (G520 Trinitron, Sony, Tokyo, Japan: maximum luminance: 100 cd/m 2 ; frame rate: 100 Hz; resolution: 1024 Â 768 pixels) using a ViSaGe system (Cambridge Research Systems, Kent, UK) interfaced with a desktop computer. Software was custom written in Matlab 7.0 (Mathworks, Natick, MA, USA). Participant responses were collected with a CB6 response box (Cambridge Research Systems) which sends an infra-red (IR) trigger to an IR receiver on the ViSaGe. The ViSaGe accesses the PC hardware independently hence controls timing separately to any background processing by Windows. The CB6 returns response times to a nominal precision of 0.1 ms. Participants sat 40 cm from the screen, wearing appropriate refractive correction for this distance, with chin stabilized using a chinrest. Testing was performed monocularly. Measures were made for one randomly selected eye of each participant. A central fixation marker (0.25°black square) was present during inter-stimulus intervals and prior to test commencement.
Testing strategy
The stimulus (0.43°circular luminance increment, Goldmann size III), duration (200 ms) and background luminance (10 cd/m 2 ) were chosen to match those typical of clinical static automated perimetry (for example, the Humphrey Field Analyser, Carl Zeiss Meditec, Dublin, CA, USA). FoS curves were measured at 24 locations across the visual field ( Fig. 1) , using a Method of Constant Stimuli (MOCS) procedure. Each psychometric function was measured with 7 contrast steps. The contrast steps were determined by initial pilot testing in each observer and were expressed in units of whole dB, with luminance levels being equivalent to the dB scale on the Humphrey Field Analyzer (cd/m 2 = 10 4Àdb/10 /p). The testing of locations was interleaved, with each of the seven steps for a given location presented once within a visual field test run. In other words, one test run included 24 locations Â 7 contrast steps for a total of 168 presentations. An additional 14 blank presentations where no stimulus was presented were interleaved at random within the test to collect false positive responses. This total of 182 presentations created a visual field test of approximately 5-6 min duration. Participants were instructed to maintain central fixation and to press the button whenever a stimulus was seen within their visual field. Response times were measured as the time between the beginning of the stimulus presentation and the participants button response (CB6, Cambridge Research Systems, Kent, UK). A maximum response window of 1500 ms was allowed, and if the participant did not respond during that period, the stimulus was ''not seen''.
In order to build up the psychometric functions, visual field tests were run 30 times. The 30 visual field tests were collected over the 5-6 test sessions.
Analysis of empirical data
FoS curves for each participant at each location were modelled as Cumulative Gaussian functions (Fig. 2) , and fit using a non-linear least-squares approach (nlm function in R version 2.15.2 (R Development Core Team, 2012). Threshold was defined as the mean of the cumulative Gaussian fit (50% probability of seeing). The spread of the psychometric function was determined as the standard deviation of the Cumulative Gaussian, where a smaller standard deviation represents a steeper psychometric function (Fig. 2 ).
We were primarily interested in whether the response time to a given stimulus intensity is predictive of the observer's probability of seeing that stimulus intensity. As frequency of seeing curves may differ in slope with sensitivity and eccentricity (Chauhan et al., 1993; Henson et al., 2000; Spry et al., 2001 ), we performed analysis comparing the response times to the ''distance from threshold'' in units of psychometric function slope (standard deviation of the best fitting Cumulative Gaussian function).
Computer simulation of BURTO (Bayesian Updating with Reaction Time Offset)
The BURTO procedure was based on the ZEST family of algorithms that have been extensively applied to perimetry and are described in detail elsewhere (King-Smith et al., 1994; Turpin et al., 2002a Turpin et al., , 2002b Vingrys & Pianta, 1999) . In brief, ZEST is a Bayesian procedure in which, for each stimulus location, an initial probability density function (pdf) is defined that provides for each possible threshold, the probability that the threshold will be observed. For these simulations, the initial prior probability mass function (pmf -note: we refer to this as a pmf rather than pdf as the data was discretised to integer dB steps) for both BURTO and ZEST was a bimodal distribution defined as the normalised sum of two pmfs over a range of À5 to 45 dB. The range of the pmf extends beyond the measurement range of the perimeter, 0-40 dB, to enable the procedure to return threshold estimates at the extremities. The first was a pmf of damaged locations, which was flat in the range À5 to À1 dB, and 7-40 dB with a peak at 1 dB. The second was flat in the range À5:25 dB and 35-45 dB, peaking at 30 dB, and given 4 times the weight of the first. Fig. 3A shows the prior pmf.
A standard ZEST procedure presents the first stimulus at a luminance equal to the mean of the initial pmf, and then updates the pmf according to the observer's response (seen or not seen). To generate the new pmf, the old pmf is multiplied by a likelihood function that represents the likelihood that the observer will see a particular stimulus (Fig. 3B ). An expanded description of this method is provided in Turpin et al. (2002) . After the new pmf is determined, the new mean is calculated and the stimulus intensity equal to that mean is the next stimulus to be presented. The process is repeated until a termination criterion is met (for these simulations a dynamic termination criteria was used, specified as a standard deviation of pmf < 1.5 dB). The final threshold estimate is the mean of the final pmf.
BURTO has one key difference to ZEST. In addition to multiplying the pmf by a likelihood function representing the probability of getting a seen/not seen response to a given stimulus at each step, BURTO also multiplies by a likelihood function representing the probability of getting the observed response time (for ''seen'' responses only as ''not seen'' responses provide no response time information). In mathematical form, the posterior pmf over thresholds T for each method P 0 (T), given the pmf P(T), and a response r to stimulus s with response time t is: P 0 zest ðTjr; t; sÞ ¼ P zest ðTÞPðrjs; TÞ P 0 burto ðTjr; t; sÞ ¼ P burto ðTÞPðrjs; TÞPðtjdðT; sÞÞ;
where d(T, s) is the distance of between T and s.
In addition, in our simulations, after P 0 (T) is calculated with these equations it is normalised to sum to one. We measured d(T, s) in units of sigma, the participants spread of psychometric function as shown in Fig. 2 . As this spread is unknown at time of testing, we estimated it using the formula of Henson et al. (2000) capped at 6 dB: sigma = min(exp(À0.098 Ã T + 3.62), 6.00).
We chose to make P(t|d(T, s)) a Gamma distribution as they have been used previously to model response times (Van Zandt, 2000) . Such a distribution requires two parameters, a shape and scale, which can be derived from the distribution's mean and variance, which can be estimated from our empirical data as a function of d(T, s). Grouping all empirical data into non-overlapping bins of width 0.1 sigma units from threshold, and plotting the means and variances of these bins, revealed an exponential relationship between distance and the two quantities. Both functions had a floor, thus each was fitted with a truncated exponential function using the optim function in R minimizing the sum of squared differences between the measured quantity for each bin and the predicted value found by applying the function to the distance in the centre of each bin. This resulted in two functions that would give the mean and variance of a Gamma distribution for response times at a given distance, thus modelling P(t|d (T, s) ). Finally, as in P(r|T, s), the minimum value of P(t|d(T, s)) was set to 0.05 to prevent aggressive truncation of P 0 during threshold determination. The performance of BURTO was compared to that of ZEST via a computer simulation of a perimetric observer. Computer simulation allows accuracy of procedures to be assessed (as the true threshold is known, unlike in a human observer), and allows characterisation of the error distribution as thousands of test repeats can be simulated.
Usually simulated perimetric ''seen'' or ''not-seen'' responses are drawn from a distribution representing a FoS curve. For example, in previous work (Turpin & McKendrick, 2007) we have sampled from PðseenÞ ¼ fp þ ð1 À fp À fnÞ Ã ð1 À Gðs; tt; spreadÞÞ;
where fp and fn are the false positive and negative rates, s the stimulus value, tt the true threshold and spread controls the slope of a Cumulative Gaussian G. In this work, however, we not only require a simulated seen/not-seen response, but also simulated response times for all seen responses. Thus, false positive responses must be distinguished from false negative and true positive responses, and cannot be folded into a single sampling distribution. One easy solution is to check for false positives first, and if there is not a false positive response, then sample from P(seen) with fp = 0. Unfortunately this introduces bias into the simulated responses, as the chance of getting a false negative becomes (1 À fp) Ã fn, and not the required input fn. To avoid biasing the false response rates, first our simulation tosses a fair coin to see whether to check for false positives or for false negatives, and doubles the input rates. Thus PðseenÞ ¼ 0:5 Ã 2 Ã fp þ 0:5ð1 À 2 Ã fpÞ Ã ð1 À Gðs; tt; spreadÞÞ þ 0:5ð1 À 2 Ã fnÞ Ã ð1 À Gðs; tt; spreadÞÞ; which simplifies to the required probability.
There are several models of response times in the literature that could be used as a basis for simulation of participant responses (for example : Brown & Heathcote, 2008; Ratcliff & Rouder, 1998) . Rather than commit to a particular model, we took a simpler approach of randomly sampling response times from two distributions. For false positive responses, the response time is uniformly sampled from the range 1-1600 ms. For true positive responses, the response time is sampled uniformly from the 100 closest distance-from-threshold in sigma units in all of our collected data. While these are obviously simplistic methods for simulating response times, they should not lead to overestimation of BURTO's performance. That is, more complex response time simulations should provide a better relationship between d(T, s) and response time, improving BURTO's performance over the simulations reported here. R code implementing the simulations is part of the OPI package (version 1.6 and above, Turpin, Artes, & McKendrick, 2012) , and code for the BURTO procedure is available on the OPI www site: http://Perimetry.org/OPI.
Results are reported for simulated perimetric procedures. Three observer profiles were included: (1) no response errors (0% false positives, 0% false negatives); (2) false positive responders (15% false positives, 3% false negatives); and (3) unreliable observers (20% false positives, 20% false negatives). The simulation outcomes that were used to compare the procedures included: (1) the mean and mean absolute error (measures of test accuracy); (2) the standard deviation of the error (a measure of precision); and (3) the number of presentations required for the procedure to terminate.
Two simulations were performed: (1) 1000 repeats of each possible input threshold (range from 0 to 36 dB -this allows characterisation across the range of measurement; (2) whole field testing on 163 glaucomatous and 265 normal fields where the inputs fields were treated as true thresholds, and the error models applied as in 1. We have used these same input visual fields for other simulation experiments (Turpin & McKendrick, 2007; Turpin et al., 2003) so some comparison across methods within previous publications is possible. The fields were collected for a previous study, at which time written informed consent, in agreement with the tenets of the Declaration of Helsinki, was obtained from the subjects to have their visual field data kept in a deidentified database for further research purposes. The mean age of the normal patients was 47 ± 16 (SD) years, and the mean age of patients with glaucoma was 61 ± 13 years. The glaucomatous visual fields ranged from mild to severe visual field damage (median mean deviation [MD] = À1.81 dB, 5th percentile = +2.14 dB, 95th percentile = À22.55 dB). Fig. 4 shows the summary parameters from the 24 psychometric functions measured across the visual field for each observer. Data at each eccentricity was pooled as there were no systematic differences between locations within each eccentricity. As expected, sensitivity decreased with increasing eccentricity (Repeated Measures Analysis of Variance (RM-ANOVA), F(4, 36) = 217.2, p < 0.001). The spread of the psychometric function also varied with eccentricity (ANOVA, main effect of eccentricity: F(4, 36) = 11.09, p < 0.001), though not within the central 15°(post hoc pairwise comparisons, all p > 0.05). Fig. 5A shows an example response time distribution from a single observer, where responses are pooled across eccentricity and are plotted as a function of the stimulus distance from threshold (in units of psychometric function spread). Fig. 5B -D shows group mean data for three brackets of stimuli: easy to see (defined as the stimulus dB being at least 1.5 sigma less than threshold, hence with a probability of seeing of P93%), around threshold (stimulus dB being ±0.25 sigma from threshold: probability of seeing between approximately 40-60%); and rarely seen (stimulus dB more than 1.5 sigma away from threshold: probability of seeing of 67%). Mean response times did not change with eccentricity (RM-ANOVA, F(4, 36) = 0.4, p = 0.80), but did change with distance from threshold being slower on average for rarely seen stimuli and faster for easily seen stimuli (RM-ANOVA, F(2, 18) = 4.14, p < 0.001). Because response times did not vary with eccentricity, but with distance from threshold, we pooled all eccentricities for further analysis.
Results
Empirical response time data across the visual field
A more detailed exploration of how response times may predict distance from threshold is presented in Fig. 6 , where for a given response time bin of 100 ms, a histogram of the distribution of stimuli that resulted in such responses is shown (pooled across eccentricities and observers, presented in units of ''distance from threshold''). The lower right hand panel confirms that as response time increases, the median of the distribution shifts further towards stimuli that have a lower probability of being seen. An exception is for stimuli less than 200 ms. The majority of these are likely to represent false responses as there is a minimum possible response time due to neural latencies. The minimum neural processing latency for a true response is not fixed, but varies with stimulus intensity at each stage of visual processing (Maunsell & Gibson, 1992; Maunsell et al., 1999) .
Improvements to test-retest variability and test-time for Bayesian perimetry
The function d(T, s) was derived from all data pooled as in Fig . 3C and D shows two examples of P(t|d(T, s)) based on this function. Fig. 7 shows the results of the computer simulated thresholding procedures across the range of input thresholds (0-36 dB). The closed symbols represent the baseline condition, ZEST with the same prior pmf and response likelihood function as BURTO, and the open symbols represent our variant BURTO that includes the response time likelihood function. Across the measurement range, incorporating response time information results in quicker procedure termination (top panels) for all error conditions. Mean error is slightly higher for BURTO in the mid-range of thresholds, with a maximum difference of about 0.8 dB for the 0%/0% and 20%/20% conditions, and 0.6 dB for 15%/3. Standard deviation of error is also slightly higher for BURTO in the mid-range.
The simulation results for 24-2 visual fields are shown in Fig. 7 . As can be seen, BURTO is approximately 1 presentation per location faster than ZEST on average, for both normal visual fields and those with glaucomatous damage (minimum 0.8 Normals 20%/20%, maximum 1.3 Glaucomas 0%/0%), whilst sacrificing between 0.2 and 0.3 dB in accuracy. The mean differences between the procedures are given in Table 1. BURTO successfully trades off accuracy for speed, but could the same trade off be achieved simply by running ZEST for fewer presentations? Fig. 8 shows that this is not the case, including ZEST with 5, 6 or 7 presentations. For all but one of the patient sets tested (Normals 15%/3%, the ZEST procedure with approximately the same speed as BURTO has a wider range of absolute error. In the exceptional case, the accuracy of the reduced ZEST procedure and BURTO is about the same. This demonstrates that including response times in the algorithm as we have does buy something over and above simple ZEST. It sacrifices less precision to run faster than ZEST than simply making ZEST run for fewer presentations.
Discussion
At any single location in the visual field, perimetric thresholding is a very abbreviated procedure, hence maximising the information gleaned from each available trial is critical to algorithm performance. Within this paper we present an approach for incorporating response time information into a Bayesian test procedure and demonstrate via computer simulation the potential for such an approach to shorten test duration. Decreasing test duration typically occurs at the expense of test accuracy and precision. Incorporating response times into the algorithm created an on average loss of accuracy of 0.25 dB per location (Table 1) , and a marginal loss of precision (Fig. 7) .
Our simulations were informed by empirical response time and sensitivity data that was collected via multiple tests. The methods were designed to mimic perimetry in that multiple spatial locations were interleaved in each test. The probability of a stimulus appearing at any of these locations was also balanced to avoid biases introduced by observer's prior expectation of stimuli locations, which can influence response times (Anderson & Carpenter, 2006) . We also analysed our data in terms of units of psychometric function spread, rather than a raw dB scale and attempted to present the stimuli with equal distributions of probability of being ''seen'' at each location. Under these conditions, we found that response times were not dependent upon eccentricity. The requirement in our task to distribute attention across the entire central visual field (as there were no cues to expect a higher probability of stimulus occurrence at any given location) may be important to this result. An absence of eccentricity dependence of response times simplifies the incorporation of response time data in our thresholding procedure. It is possible however, that when testing visual fields with significant damage, that the observer's expectation of the spatial likelihood of stimulus occurrence might bias the response time distribution in a more complex manner than modelled herein.
The maximal response time window allowed was 1.5 s. Previous studies of response behaviour in perimetry have typically used windows of 1.5-2 s (for example : Artes, McLeod, & Henson, 2002; Wall et al., 1996) , however, commercial instrumentation often incorporates a shorter response period in order to reduce the overall test duration. Some perimeters dynamically alter the response time window according to the individual observer (for example the SITA procedure on the Humphrey Field Analyzer, Olsson et al., 1997) , while others enable the operator to manually lengthen the available response window if required. For example, the Medmont perimeter (Medmont Pty Ltd., Nunawading, Australia) has a standard response window of 1.1 s that can be slowed to 1.7 s if required. Within our empirical data set, 98% of all responses were made in less than 1 s, hence the response time model is likely to be representative of a more clinical perimetric environment.
Response time distributions show considerable inter-individual differences. In particular, the floor of the response time (the speed of responses to easily seen stimuli) can vary between individuals quite markedly. In the experiments reported above, we pooled the data of all observers to form the likelihood function in BURTO, and for the simulated observer responses. However, the mean response time for the 20 most easily seen stimuli did vary by nearly 200 ms within the observers (the fastest observer was 336 ms, and the slowest 530 ms). If we simulate each observer separately, using the same likelihood for all tests as in the experiments above, there is very little difference in BURTO's performance between observers. In particular, across the whole field, for any pair of observers the mean difference in mean absolute error is only 0.03 dB (min À0.17, max 0.25) and the mean difference in mean number of presentations is only 0.02 (min À0.79, max 0.57). This suggests that general applicability of the approach across observers with varying baseline response speed (for example, older adults). Despite individual differences in response time floor, previous research suggests the response time around threshold is independent of visual field loss (i.e. that it depends on the probability of seeing (50%) rather than the raw stimulus intensity) (Wall et al., 1996) . It is also worth noting that the response times at threshold previously reported for older adults and in areas of glaucomatous visual field loss ranged from about 480 to 800 ms (mean of approximately 650 ms) which are very similar to those observed for the younger adults in our study (Fig. 6 , distance from threshold = 0 in each panel). In theory we could try and customise the response time likelihood function in BURTO for an individual observer by determining the individual's response floor early in the test by showing several very bright stimuli. The mean and variance of the Gamma distribution underlying BURTO's second likelihood functions could then be altered based on this information. Such a customisation would allow for less homogenous intrinsic observer factors than we see in our dataset (Hultsch, MacDonald, & Dixon, 2002; Saville et al., 2012) .
A further variation could be different modelling of P(t|d(T, s)). We chose to model this with a Gamma distribution using truncated exponential functions for the mean and variance of the distribution. The reaction time data (of the sort in Fig. 5A ) was very difficult to fit well. We experimented with a variety of different distributions, including Exponential Gaussian distributions, but in the end settled on the Gamma formulation presented because it made BURTO work well. It is possible that different models of P(t|d(T, s)) might yield further improvements.
The Bayesian approach to perimetric algorithms provides a principled framework for individualising certain aspects of perimetric thresholding procedures. In addition to response time information, the Bayesian framework can incorporate information from Absolute Error (dB) fp=0% fn=0%
Absolute Error (dB) fp=15% fn=3% ) when applied to an empirical database of 24-2 visual fields. Unlabelled grey boxes show the performance of ZEST terminating with a fixed number of presentations, as indicated on the x-axis. The boxes show the medians, the 25% and 75% quartiles, and the whiskers the 2.5 and 97.5 percentiles. The x-axis shows the mean number of presentations per location within the visual field.
structural data, (Denniss, McKendrick, & Turpin, 2013) and provides a technique for including the sensitivity estimates from previous tests (Turpin & McKendrick, 2007) . Response time information from previous tests might also be useful as certain factors governing response time behaviour are intrinsic to the observer (Saville et al., 2012) . A check at the start of a new test would be required though as response times are influenced by state of arousal (Eason, Harter, & White, 1969) , and a range of other factors that influence day-to-day variations in attention and cognition (for example, medications, caffeine and alcohol). In summary, adding response time information speeds up our standard Bayesian perimetric procedure with smaller accuracy and precision loss than simply running the procedure for fewer presentations. It is likely that similar benefits could be applied to the commonly used SITA procedure however, as the exact workings of SITA are not in the public domain, we are unable to test how SITA might benefit from such an approach directly. Reducing test-time has advantages in the context of health economics as the numbers of participants that can be seen within a given time increases, with potential flow-on effects of reduced appointment waiting times and improved patient monitoring. To improve the detection of progression, it has been estimated that a decrease in test variability of approximately 20-40% is required to obtain a clinically meaningful improvement (Turpin & McKendrick, 2011) . Consequently, rather than finishing each test on average 1 min faster, the time could be spent retesting key locations that are likely to be informative for progression for a specific individual or testing an increased number of locations (for example in the central 10°) to improve the mapping of the visual field. 
