The analysis of programs by the exhaustive inspection of reachable states in a finite-state graph is a well-understood procedure. It is straightforwardly applicable to many description languages and is actually implemented in several industrial tools. But one of the main limitations of today's verification tools is the size of the memory needed to exhaustively build the state graphs of the programs. For numerous properties, it is not necessary to explicitly build this graph; an exhaustive depth-first traversal is often sufficient. This leads to an on-line algorithms for computing Biichi acceptance (in the deterministic ease) and behavioral equivalences: they are presented in detail. In order to avoid retraversing states, it is, however, important to store some of the already visited states in memory. To keep the memory size bounded (and avoid a performance falling down), visited states are randomly replaced. In most cases, this depth-first traversal with replacement can push back significantly the limits of verification tools. We give the name on-the-fly verification to the use of algorithms based on a depth-first search (with replacement) of the finite-state graph associated with the program to be verified.
Introduction

1.I. Motivation
Program verification is a branch of computer science whose purpose is "to prove a program's correctness." Let us recall that correctness proofs are proofs of the relative consistency between two formal specifications: those of the program, and of the properties that the program is supposed to satisfy. Such a formal proof tries to increase the confidence that a computer system will make it right when executing the program under consideration.
Verification has been studied in theoretical computer science departments for a long time, but it is rarely applied to real-world problems. As a matter of fact, we must pay much more attention to practical problems, such as the amount of FERNANDEZ, MOUNIER, JARD, AND JI~RON space and time needed to perform verification.
A considerable need for such methods has appeared during the last ten years in different domains, such as design of asynchronous circuits, communication protocols, and distributed software in general. Many of us accepted the challenge to design automated verification tools, and many different theories have been suggested for the automated analysis of distributed systems. There exist now elaborate methods that can verify quite subtle behaviors.
A simple method for performing automated verification is symbolic execution, which is the core of most existing and planned verification systems. We refer to this technique as teachability analysis. The practical limits of this method are the size of the state space and the time it may take to inspect all reachable states in this state space. Those quantities can dramatically rise with the problem size.
Limits of the reachability analysis
Reachability analysis is basically an exhaustive search yielding a rooted graph of global states. This technique is often called perturbation [1] . Starting from some specified initial state, successor states are generated and stored in the computer. The process stops when no new state (i.e., one not previously stored) can be generated. Termination is guaranteed if all the program variables (including communication channels) are bounded.
The state graph is usually very large-for example, any protocol of practical relevance will have a state space in the order of at least one million states. There are two major problems when handling systems of this size: state matching (to avoid double work and to ensure termination) and state storing. A profound study of algorithms dedicated to the reachability analysis has been conducted by G. Holzmann at the AT&T Bell Labs since 1985 [2] [3] [4] . Let us recall some complexity results.
Let R be the number of reachable states. We can suppose that states are of constant size ,5'. Since we want to store and compare states, we can reasonably suppose that the memory is arranged as a balanced tree. The memory size M needed to store the state size is then at least R.S. Let C(S) be the time needed for the comparison of two states. When the ith state is generated for the first time, the memory contains i -1 states; thus its insertion in the tree is carried out in time at worst C(S). log(i). If d is the average degree of nodes, each node is regenerated d-1 times on average and searched for in a memory that contains at least i states. The time needed for those searches can be approximated by (d-1).C(S). log(i). Roughly approximating log(R!) by R. log(R), we say that the time complexity of the perturbation technique is R T ~ d.C(S). ~ log(i) _~ d.C(S), log(R!) _~ d.C(S).R, log(R). 
