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Abstract
We study the stability of the Couette flow (y, 0, 0)T in the 3D incompressible magnetohydro-
dynamic (MHD) equations for a conducting fluid on T×R×T in the presence of a homogeneous
magnetic field α(σ, 0, 1). We consider the inviscid, ideal conductor limit Re−1, R−1m ≪ 1 and
prove that for strong and suitably oriented background fields the Couette flow is asymptoti-
cally stable to perturbations small in the Sobolev space HN . More precisely, we show that if
α and N are sufficiently large, σ ∈ R \ Q satisfies a generic Diophantine condition, and the
initial perturbations uin and bin to the Couette flow and magnetic field, respectively, satisfy
‖(uin, bin)‖HN = ǫ ≪ Re−1, then the resulting solution to the 3D MHD equations is global in
time and the perturbation (u(t, x+ yt, y, z), b(t, x+ yt, y, z)) remains O(Re−1) in HN ′ for some
N ′(σ) < N . Our proof establishes enhanced dissipation estimates describing the decay of the
x-dependent modes on the timescale t ∼ Re1/3, as well as inviscid damping of the velocity and
magnetic field that agrees with the optimal decay rate for the linearized system. In the Navier-
Stokes case, high regularity control on the perturbation in a coordinate system adapted to the
mixing of the Couette flow is known only under the stronger assumption ǫ ≪ Re−3/2 [4]. The
improvement in the MHD setting is possible because the magnetic field induces time oscillations
that partially suppress the lift-up effect, which is the primary transient growth mechanism for
the Navier-Stokes equations linearized around the Couette flow.
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1 Introduction
1.1 Problem statement and background
In this paper, we consider the 3D incompressible MHD equations set on T×R× T:

∂tu˜+ u˜ · ∇u˜− b˜ · ∇b˜ = −∇p˜+ ν∆u˜,
∂tb˜+ u˜ · ∇b˜− b˜ · ∇u˜ = µ∆b˜,
∇ · u˜ = ∇ · b˜ = 0.
(1.1)
Here, ν = Re−1 > 0 is the inverse Reynolds number, µ = R−1m > 0 is the inverse magnetic
Reynolds number, and T is the periodized interval [0, 1]. The functions u˜ : R+ × T× R × T→ R3,
b˜ : R+ × T × R × T → R3, and p˜ : R+ × T × R × T → R denote the velocity, magnetic field, and
pressure, respectively, and we write (t, x, y, z) ∈ R+ × T× R× T.
Perhaps the simplest stationary solution to (1.1) with a nonzero velocity is the Couette flow us =
(y, 0, 0)T in any homogeneous magnetic field bs = α(σ, 0, 1)
T (α, σ ∈ R). Analyzing the stability
of this solution in the inviscid, ideal conductor limit (ν, µ → 0) serves as a model problem for
understanding shear flow stability in magnetized plasmas, an area which has received considerable
attention in the past [30, 11, 23, 22, 32, 13]. For an overview of MHD we refer to [14], and for
general texts on hydrodynamic stability theory see [16, 35]. To study the stability of (us, bs) we
introduce the perturbations u and b defined by u˜ = u+ us and b˜ = b+ bs. They satisfy the system
(denoting the component of a vector with a superscript)

∂tu+ u · ∇u− b · ∇b+ y∂xu− α∂σb+


u2
0
0

 = −∇pNL + 2∇∆−1∂xu2 + ν∆u,
∂tb+ u · ∇b− b · ∇u+ y∂xb− α∂σu−


b2
0
0

 = µ∆b,
pNL = (−∆)−1(∂jui∂iuj − ∂jbi∂ibj),
∇ · u = ∇ · b = 0,
u(0) = uin, b(0) = bin,
(1.2)
where summation over repeated indices is implied and we have defined the directional derivative
∂σ = σ∂x + ∂z.
A potential formulation of the nonlinear stability problem for (1.2) is motivated by the phe-
nomenon in 3D hydrodynamics known as subcritical transition, which refers to when a linearly
stable flow (see [5, 16] for precise definitions) is nevertheless experimentally unstable and transi-
tions to turbulence at sufficiently high Reynolds number. Flow through a pipe, studied by Reynolds
in his original experiments, provides a classic example. Indeed, laminar pipe flow becomes turbulent
in experiments at sufficiently high Reynolds number, and yet numerical calculations suggest that
the linearized system is spectrally stable (for any Reynolds number) [16]. Distinct from this example
is plane Poiseuille flow, which is linearly unstable for high enough Reynolds number, but typically
transitions to turbulence in experiments well below the critical Reynolds number predicted by the
linear theory [9, 35]. An idea dating back to Kelvin [25] to reconcile the linear stability with the
experimental instability is that while a given flow might be nonlinearly stable for any fixed Reynolds
number, its basin of attraction shrinks as ν → 0. The equilibrium is then unstable in practice at
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sufficiently high Reynolds number due to the inevitable presence of finite amplitude perturbations
in experiments. This suggests that the natural problem is to quantify the largest perturbation
possible, with respect to the Reynolds number, such that a given system does not transition to
turbulence.
For spectrally stable hydrodynamic shear flows (e.g., variations of Couette flow [16]), transient
growth mechanisms originating in the nonnormality of the linearized operator play an important
role in the transition to turbulence [31]. Similar effects can contribute to subcritical transition for
magnetized shears [28], and hence it is natural to extend Kelvin’s idea to our MHD setting and
formulate the stability problem for (1.2) as follows [5]:
Given an initial norm Xi and a final norm Xf what are the smallest β(Xi,Xf ), γ(Xi,Xf ) ≥
0 such that if the initial perturbations uin and bin satisfy
µ−β‖bin‖Xi + ν−γ‖uin‖Xi ≪ 1
then the solution is global in time, does not transition away from (us, bs), and converges
back to (us, bs) as t→∞ in the sense that
‖(u, b)‖L∞Xf ≪ 1, limt→∞ ‖(u(t), b(t))‖Xf = 0?
(Q)
Our goal in this paper is to contribute to the answer of (Q) when Xi and Xf are Sobolev spaces
adapted to the linear dynamics and in the special case where the ideal limit is taken with µ = ν
(we will henceforth write ν = Re−1 = R−1m ). Adopting the standard terminology, we refer to the
number γ ≥ 0 as the transition threshold. It is not known a priori that the basin of attraction
necessarily shrinks as a power law. Moreover, studies of the Couette flow in 2D [7, 8] and 3D
[4, 2, 3, 34] in the Navier-Stokes equations suggest that γ might depend in a complicated way on
the norms Xi and Xf .
The transient growth mechanism most responsible for subcritical transition of 3D Couette flow
in the Navier-Stokes equations is the lift-up effect. First noticed for more general shear flows in
[17], it predicts, in the linearized equations, linear in time growth of the velocity for t . 1ν . Other
growth mechanisms that play a role in the stability analysis include an algebraic growth in time of
derivatives caused by the mixing, and an amplification of certain Fourier modes due to a transient
unmixing of high frequency information to large scales. This latter effect was first noticed by Orr
in [29] and is known as the Orr mechanism. We will need to contend with these same effects in our
study of (Q) in the MHD setting. There is a crucial difference, however, in that the presence of a
transverse magnetic field component partially suppresses the lift-up effect. This observation plays
a fundamental role in the proof of our main result and is discussed in Sec. 2.1.
1.2 Previous work
There is a substantial body of mathematical results on the analog of (Q) for the Couette flow in
the Navier-Stokes equations. The works most related to our present study are [4] and [34], which
prove, in distinct senses, that γ ≤ 3/2 and γ ≤ 1, respectively, when the domain is T × R × T and
Xi and Xf are Sobolev spaces. More specifically, the result in [4] shows that if ‖uin‖Hs ≪ ν3/2 for
any s > 9/2 then there holds
‖U‖L∞Hs−2 = O(ν1/2), lim
t→∞
‖U 6=‖Hs−2 = 0,
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where the subscript 6= denotes the projection onto nonzero frequencies in x (see Sec. 1.5) and
U(t, x, y, z) = u(t, x + yt + tψ(t, y, z), y − ψ(t, y, z), z) for a solution dependent function ψ that
remains O(ν1/2) in Hs. The leading order effect of the coordinate transformation is to unwind by
the mixing induced by the Couette flow, which amounts to modding out by the main component
of the linear evolution. We thus refer to U , borrowing terminology from dispersive PDE, as the
profile. High regularity control on the profile gives quantitative information on the dynamics. For
example, one can deduce that the mixing effect that characterizes the linear behavior persists as the
leading order effect at the nonlinear level. Hence, the result in [4] shows that for sufficiently regular
initial data the solution looks essentially linear. On the other hand, the authors in [34] consider
relatively low regularity (H2 on the velocity variables) and prove that γ ≤ 1 when the derivatives
are measured in the original coordinates. This result partially improves those in [4] due to the
weaker assumption on the initial data. It might be possible to extend the methods in [34] to obtain
high regularity profile estimates for O(ν) Sobolev data and thereby obtain a strict improvement on
the results of [4], however, γ ≤ 1 in the sense of profile estimates on T × R × T is currently only
known for infinite regularity perturbations lying in a Gevrey space [2]. In fact, for Gevrey data it
is possible to partially follow the lift-up instability, and hence even more precisely characterize the
nonlinear dynamics [2, 3]. In this paper we take the approach of [2, 3, 4] and prove profile estimates.
The known stability results in 2D are stronger because the lift-up effect is eliminated. In
particular, for the Navier-Stokes equations on T×R it holds that γ ≤ 1/2 for Sobolev data [8] and
γ = 0 for Gevrey data [7]. For the 2D Euler equations, asymptotic stability to Gevrey perturbations
was proven on T × R in [6] and, more recently, on the channel T × [0, 1] in [24]. Moreover, it is
known that the theorem in [6] does not extend to Gevrey spaces weaker than those that it originally
considered. This is a consequence of the recent work [15], and leads to the conclusion that for
Couette flow in the 2D Euler equations the dynamics of perturbations depend importantly on their
regularity.
1.3 Summary of main result
We defer the complete statement of our main result until after we have discussed the linearization
of (1.2). However, it can be summarized as follows.
Theorem 1 (Summary). Let µ = ν ∈ (0, 1] and σ > 0 be an irrational number that satisfies
a generic Diophantine condition (see (3.1) and (2.11) for precise statements). Then, there ex-
ists c˜(σ) ∈ N such that for α and N sufficiently large (depending only on σ) we have γ(Xi =
HN ,Xf = H
N−c˜) ≤ 1 provided that Xf measures derivatives on the linear profile (U,B) defined
by (U(t, x, y, z), B(t, x, y, z)) = (u(t, x+ yt, y, z), b(t, x + yt, y, z)).
Remark 1.1. While taking µ = ν is mathematically natural, it is usually not the case for real
physical applications. Thus, it is of interest to consider µ 6= ν and the more general double scaling
problem posed in (Q). However, even for the simpler stationary solution us = 0, bs = (0, 0, 1),
studying the 3D MHD equations with µ 6= ν is known to create substantial mathematical difficulties
(see [33] and the references therein), and our current proof makes heavy use of the µ = ν structure.
1.4 Brief discussion of results and ideas of the proof
Theorem 1 shows that a sufficiently strong magnetic field with an appropriate irrational tilt has a
stabilizing effect on the Couette flow. Indeed, our result establishes high regularity profile estimates
for Sobolev space perturbations on T×R×T akin to those in [4], but under the weaker assumption
of O(ν) initial data. Moreover, while (1.2) is more complicated than the Navier-Stokes equations,
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our proof in many respects is much simpler than those in [4, 34]. Most notably, our proof does not
require a solution-dependent nonlinear change of coordinates. We are also able to treat the various
estimates more generally since, without the lift-up effect, u1 and u3 behave essentially the same.
The fact that strong magnetic fields can have a stabilizing effect on a conducting fluid has
been observed in the literature. For example, the works [11, 12, 32] show that a sufficiently large
magnetic field can nullify linear instabilities in Taylor-Couette flow. Moreover, simulations in [26]
demonstrate that a background field parallel to a free shear layer tends to suppress the Kelvin-
Helmholtz instability. For our present case of plane periodic Couette flow on T × R × T, we find
that the stabilization occurs because, as mentioned above, the magnetic field partially suppresses
the lift-up effect. To understand this physically, note that the lift-up effect in the Navier-Stokes
equations occurs as the fluid circulates in planes normal to the direction of the streamwise flow,
which redistributes the mean streamwise velocity and can drastically alter the shear profile [17].
Now, when the fluid is electrically conducting and a sufficiently strong transverse magnetic field
is present, the field lines provide a restoring force via the frozen-in-law that resists the rotation of
fluid layers. Thus, instead of growth, in the MHD setting oscillations occur and are transmitted in
the form of Alfve´n waves. See Sec. 2.1 for a detailed mathematical discussion.
A key idea in the proof of Theorem 1 is that we can capture the oscillations induced by the
magnetic field by using integration by parts in time via the identity
eiω(k)t =
1
iω(k)
∂te
iω(k)t. (1.3)
It turns out that for a Fourier mode with k = (k, η, l) ∈ Z×R×Z the oscillation frequency behaves
like ω(k) ≈ |σk+l|. One of the main difficulties in the proof is finding a way to utilize the oscillations
for modes with |σk + l| ≈ 0; i.e., frequencies with wave vectors approximately perpendicular to the
background magnetic field. This challenge underlies our idea to choose σ irrational, as it provides a
kind of non-resonance condition that ensures |σk+ l| 6= 0 for all (k, l) ∈ Z×Z. For more details on
the integration by parts in time and our strategy for absorbing losses incurred when the oscillation
frequency tends to zero as |k| → ∞ we refer to Secs. 2.3.2 and 2.2 below.
Our proof also relies on the same stabilizing effects of the Couette flow utilized in the works
[4, 2, 3, 8, 7, 34] on the Navier-Stokes equations. In particular, the mixing induced by the Couette
flow results in an improved (with respect to the heat equation) dissipation timescale for the x-
dependent modes, which is referred to as enhanced dissipation. A second stabilizing mechanism is
the inviscid damping, first discovered by Orr [29], which causes decay on a timescale uniform in ν.
The linear analysis for the Navier-Stokes equations predicts an inviscid damping timescale of 〈t〉−2,
while in the MHD setting we have the difficulty that this is slowed to 〈t〉−1 and is significantly
harder to access (see Sec. 2.3). To exploit the stabilizing properties at the nonlinear level we use
the Fourier multiplier methods employed in [4, 2, 3, 8, 7]. In this respect we follow most closely the
ideas of [4].
A few natural questions arise from Theorem 1. Firstly, it remains open whether or not the
threshold estimate γ ≤ 1 holds in the case that σ is either rational or violates (3.1). It turns out
however that for any σ ∈ R we can prove that γ ≤ 4/3 (see Corollary 1). Next, we expect that
γ < 1 for Gevrey perturbations, which would be a significant result in that the lift-up effect suggests
that no analogous result is possible for the Navier-Stokes equations. It is also of interest to consider
domains with boundaries, and, as mentioned above, the physical case µ 6= ν and the general double
scaling limit suggested in (Q).
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1.5 Notations and conventions
Given a vector v = (vj)
n
j=1 we write |v| to denote the l1 norm. For a ∈ R we use the standard
notation 〈a〉 = √1 + a2. For two quantities a and b we write a . b to mean that there exists C ≥ 0
such that a ≤ Cb. The constant C may depend on the N , but is always independent of ν, α, t1 and
t2 (both t1 and t2 are defined in Sec. 4.4). Sometimes we will write a .β b if we want to emphasize
that the implicit constant depends on some parameter β. All unlabeled integrals are assumed to be
taken over (x, y, z) ∈ T× R× T and we use the shorthand notation dV = dx dy dz.
Given a function f : T× R× T→ R we define its Fourier transform fˆ : Z× R× Z→ C by
F(f) = fˆ(k, η, l) =
∫
T×R×T
e−2pii(kx+ηy+lz)f(x, y, z)dV .
The function f is then recovered via the Fourier inversion formula
f(x, y, z) =
∑
k∈Z
∫
η∈R
∑
l∈Z
e2pii(kx+ηy+lz)fˆ(k, η, l)dη.
We denote the projection of f onto the zero frequencies in x by
f0 =
∫
T
f(x, y, z)dx.
Then, we write
f 6= = f − f0.
At times it will also be convenient to project onto the nonzero frequencies in z. For this, we use
the alternate notation
Pl 6=0f = f −
∫
T
f(x, y, z)dz.
For a general Fourier multiplier with symbol m(k, η, l) we write mf to denote F−1(m(k, η, l)fˆ ), and
we also adopt standard notations such as |∇| for the multiplier with symbol |k|+ |η|+ |l|. Since σ
is fixed in the proof, we use, for any a ∈ R, the shorthand notation
T ta = e
a(σ∂x+∂z)t
to denote the multiplier with symbol eia(σk+l)t. We then write ∂tT
t
a to denote the Fourier multiplier
with symbol ia(σk + l)eia(σk+l)t.
For s ≥ 0 we define the Sobolev space Hs using the norm
‖f‖Hs := ‖ 〈∇〉s f‖L2 ,
where we adopt the shorthand 〈∇〉 = 〈|∇|〉. For functions f and g we write the associated inner
product as
〈f, g〉Hs =
∫
〈∇〉s f 〈∇〉s g dV.
For a function of space and time f(t, x, y, z) defined on a time interval (a, b) we define the Banach
space Lp(a, b;Hs) for 1 ≤ p ≤ ∞ by the norm
‖f‖Lp(a,b;Hs) = ‖‖f‖Hs‖Lp(a,b).
When the time interval is clear from context or mentioned explicitly elsewhere we use the shorthand
notation ‖f‖Lp(a,b;Hs) = ‖f‖LpHs .
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2 Linear effects
Before proceeding to the specifics of our main theorem and its proof it is instructive to first discuss
the linearization of (1.2), which reads

∂tu+ y∂xu− α∂σb+


u2
0
0

 = 2∇∆−1∂xu2 + ν∆u,
∂tb+ y∂xb− α∂σu−


b2
0
0

 = ν∆b.
(2.1)
To study (2.1) we make the natural coordinate transform that unwinds by the mixing of the Couette
flow:
X = x− yt,
Y = y,
Z = z.
Denoting B(t,X, Y, Z) = b(t, x, y, z) and U(t,X, Y, Z) = u(t, x, y, z), (2.1) then becomes

∂tU − α∂σB +


U2
0
0

 = 2∇L∆−1L ∂XU2 + ν∆LU,
∂tB − α∂σU −


B2
0
0

 = ν∆LB,
(2.2)
where ∇L = (∂LX , ∂LY , ∂LZ) = (∂X , ∂Y − t∂X , ∂Z), ∆L = ∇L · ∇L, and it is understood that ∂σ =
σ∂X + ∂Z when acting on functions in the new coordinates. In general, for a function g(t, x, y, z)
we will denote G(t,X, Y, Z) = g(t, x, y, z).
Below we discuss the three linear effects that are crucial in the upcoming nonlinear analysis:
the suppression of the lift-up effect due to the magnetic field, inviscid damping, and enhanced
dissipation.
2.1 Lift-up effect
We first recall the lift-up effect for the Navier-Stokes equations. For α = 0 the velocity satisfies the
system
∂tu0 +

u200
0

 = ν∆u0, (2.3)
which we solve explicitly to obtain
u10(t) = e
νt∆(u10(0) − tu20(0)),
u20(t) = e
νt∆u20(0),
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u30(t) = e
νt∆u30(0).
The lift-up effect refers to the linear in time growth of u10 predicted by the formula above for t . ν
−1.
In general, the best global estimate one can expect is
‖u10‖L∞Hs + ν1/2‖∇u10‖L2Hs . ν−1‖u0(0)‖Hs . (2.4)
Now we turn to the MHD case. The stabilizing effect of the magnetic field is easiest to see in the
idealized equations, so we henceforth set ν = 0 in this section. We introduce the Elsa¨sser variables
w± = u∓ b, (2.5)
which represent waves that propagate along the direction of the background magnetic field. If we
define the associated profiles (recall the definition T ta = e
at∂σ )
z± = T t±αw
±, (2.6)
then we find that their projections onto the zero mode in x solve the system
∂tz
±
0 +

e±2αt∂zz∓,200
0

 = 0, (2.7)
where we have noted that for any function g we have T tag0 = e
at∂zg0. While (2.7) has a similar
structure to (2.3), the forcing term now exhibits oscillations that nullify the previously observed
growth. By direct integration on the Fourier side we obtain the solution
zˆ±,1(t, 0, η, l) = wˆ±,1(0, 0, η, l) − e
±iαlt
αl
sin(αlt)wˆ∓,2(0, 0, η, l),
zˆ±,2(t, 0, η, l) = wˆ±,2(0, 0, η, l),
zˆ±,3(t, 0, η, l) = wˆ±,3(0, 0, η, l),
where we have noted that due to incompressibility we may assume that l 6= 0 in the time dependent
piece of the formula for z±,1. We then immediately obtain the estimate
‖(u0(t), b0(t))‖Hs . ‖(u0(0), b0(0))‖Hs ∀ s ≥ 0, (2.8)
which is a tremendous gain over (2.4).
2.2 Diophantine approximation
To understand the inviscid damping we need facts about Diophantine approximation to quantify
the possible losses incurred from integration by parts in time. For our purposes the following result,
which is a consequence of Roth’s theorem [10], suffices.
Proposition 2.1. Let t be an irrational algebraic number and fix any r > 0. Then, there exists a
constant C(t, r) > 0 such that ∣∣∣∣t− pq
∣∣∣∣ > C|q|2+r (2.9)
for all rational p/q.
8
From Proposition 2.1, it follows that if σ ∈ R+ \ Q is irrational and algebraic then for any r > 0
there holds, for all s ≥ 0,
‖∂−1σ g6=‖Hs .σ,r ‖g6=‖Hs+1+r . (2.10)
For n = n(σ) and c = c(σ) as defined below in Theorem 1 the inequality above reads
‖∂−1σ g6=‖Hs ≤
1
c
‖g6=‖Hs+n , (2.11)
which for the sake of consistency of notation is the form that we will employ in all that follows. As
we will see in Sec. 2.3, (2.11) says that for the nonzero mode in x terms we can integrate by parts
in time at the cost of a losing n derivatives.
Remark 2.1. It is interesting to note that the set of real numbers for which there exists an r > 0
such that (2.9) fails to hold for any constant C > 0 has Lebesgue measure zero. Moreover, by
Louiville’s theorem on Diophantine approximation any irrational number that is algebraic of order
two (i.e., is the root of a second degree polynomial with integer coefficients) satisfies (2.9) with r = 0
and a constant C that is easy to quantify [10]. This result is in some sense sharp due to Dirichlet’s
theorem, which states that for any irrational number t there exist infinitely many rational p/q that
satisfy |t− p/q| < 1/q2.
2.3 Inviscid damping
Following the ideas of [25, 4] we define the unknowns
f± = ∆z±. (2.12)
A computation using (2.1) shows that in the ideal case F±,2 solves
∂tF
±,2 + ∂LXY∆
−1
L F
±,2 = T t±2α∂
L
XY∆
−1
L F
∓,2. (2.13)
By looking on the Fourier side, we see that the term on the left-hand side contributes to growth
for t > η/k. On the other hand, since the profiles themselves are not oscillating, we expect, in a
similar spirit to what was found above in Sec. 2.1, that the right-hand side of (2.13) should have a
negligible effect over long times. Hence, for now we drop this term and discuss the validity of this
crucial simplification below in Sec. 2.3.2. Integration on the Fourier side then yields, for k 6= 0, the
approximate solution
Fˆ±,2(t, k, η, l) ∼=
√
k2 + (η − kt)2 + l2
k2 + η2 + l2
Fˆ±,2(0, k, η, l), (2.14)
which predicts a linear in time growth rate (compare with (2.23) below). From (2.14), the relation
|Fˆ±,2(t, k, η, l)| = (k2 + (η − kt)2 + l2)|Wˆ±,2(t, k, η, l)|, and |k, η − kt, l|−1 . 〈t〉−1 |k, η, l| we derive
the inviscid damping estimate
‖(U26=, B26=)‖Hs . 〈t〉−1 ‖(u2in, b2in)‖Hs+2 . (2.15)
The loss of regularity in (2.15) is physically meaningful and corresponds to the transient unmixing
of information from small scales to large scales by the Couette flow. In particular, for ηk > 0 with
|η| ≫ |k| the velocity and magnetic field undergo a transient amplification on the time interval
[0, η/k]: ∣∣∣∣∣Wˆ
±,2(t = η/k, k, η, l)
Wˆ±,2(0, k, η, l)
∣∣∣∣∣ ∼
∣∣∣η
k
∣∣∣ = t. (2.16)
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The decay (2.15) and the transient growth (2.16) are together known as the Orr mechanism, and
the times t = η/k are referred to as the Orr critical times. Note that in the case of 3D Navier-Stokes
the linearized system predicts 〈t〉−2 inviscid damping of U26=. This decay timescale should not be
possible for (2.13). In fact, numerical solutions to (2.13) were observed to grow linearly in time, in
agreement with the approximation (2.14).
2.3.1 Quadratic growth of F±,1 and F±,3
After some calculations we find that F±,1 and F±,3 satisfy
∂tF
±,j + 2∂LXY∆
−1
L F
±,j + 1j=1T
t
±2αF
∓,2 = ∂Lj ∆
−1
L ∂XF
±,2 + T t±2α∂
L
j ∆
−1
L ∂XF
∓,2. (2.17)
It follows from the factor of 2 in the term 2∂LXY∆
−1
L F
±,j that F±,j, j = 1, 3, will in general grow
quadratically in time. Thus, inverting ∆L does not yield a decay estimate for the first or third
component of (U6=, B 6=).
2.3.2 Integration by parts in time
Now we return to the approximation that the oscillating term is a lower order contribution to
(2.13). In particular, we want to show that its inclusion does not spoil the linear growth estimate
(2.14) that yields (2.15). The main idea is to integrate by parts in time and use that the time
derivatives of the profiles gain a factor 〈t〉−1 of time decay in comparison to the profiles themselves.
To demonstrate the key points we consider a model equation that captures the same growth and
oscillation timescales of (2.13) but removes the frequency dependence. Specifically, we consider
∂tF
± − 1
t
F± =
1
t
T t±2αF
∓ (2.18)
for t ≥ 1 and k 6= 0, where for simplicity in this section we drop the second superscript. Noting
that the left-hand side of (2.18) can be rewritten as t∂t(t
−1F±), we obtain the a priori estimate
1
2
‖t−1F±(t)‖2L2 =
1
2
‖F±(1)‖2L2 +
∫ t
1
∫
s−3F±T s±2αF
∓dV ds. (2.19)
Using (1.3) we integrate by parts in time and use Plancherel’s theorem to rewrite the oscillating
contribution as ∣∣∣ ∫ t
1
∫
s−3F±T s2αF
∓dV ds
∣∣∣ = ∣∣∣ ∫ t
1
∫
s−3F±
1
2α
(∂sT
s
2α)∂
−1
σ F
∓dV ds
∣∣∣ (2.20)
≤
∑
k,l∈Z,k 6=0
∫
η∈R
∫ t
1
1
2α|σk + l|
[
s−1|∂s(s−1Fˆ±)||s−1Fˆ∓|
]
dηds (2.21)
+ symmetric terms + boundary terms,
where the symmetric terms correspond to the time derivative landing on the other two factors in
the brackets above. From (2.18), it follows that (2.21) and each of the symmetric terms gain one
power of time decay in comparison to the left-hand side of (2.20). Observe however that this gain
costs a |σk+ l|−1 factor, which, even for σ ∈ R\Q, blows up as the oscillation frequency degenerates
for |k| → ∞. As mentioned above, the idea behind the Diophantine condition in Theorem 1 is that
we can absorb such losses by paying regularity. In fact, using (2.11) and Cauchy-Schwarz it follows
that for any θ > 0 there holds
(2.21) .σ,θ
1
α
‖s−1F±‖L∞(1,t;L2)‖s−2+θF∓‖L∞(1,t;Hn). (2.22)
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By estimating the other terms above in an similar fashion, one can check using a continuity argument
that
‖F+(t)‖L2 + ‖F−(t)‖L2 . t(‖F+(1)‖Hn + ‖F−(1)‖Hn) (2.23)
provided that α is sufficiently large and
‖F±(t)‖Hn . t2−θ(‖F+(1)‖Hn + ‖F−(1)‖Hn ). (2.24)
That is, a linear in time growth estimate that loses derivatives holds for (2.18) provided we have an
estimate in a sufficiently higher norm that, while losing no regularity, allows for greater time growth.
In particular, this analysis suggests that if (2.24) is true, then the inviscid damping estimate (2.15)
should follow provided we pay n + 2 derivatives on the right-hand side. We conclude that uniform
in ν time decay should be possible only if we pay regularity that depends on the choice of σ, and
moreover that any optimal proof should require balancing estimates using varying time weights at
multiple regularity levels. This observation is at the core of our proof of Theorem 1.
Remark 2.2. In practice, especially at the nonlinear level, in the highest norm it is only feasible
to show that (2.24) holds with θ = 0. This however does not pose any issue since one can simply
iterate the argument above twice and pay 2n derivatives to close an estimate. On the other hand,
dropping the frequency dependence of the coefficients in (2.13) is a substantial simplification. For
the details of the argument above carried out on the complete nonlinear equations, see the estimates
in Sec. 6.1.1.
Remark 2.3. Proving an estimate like (2.8) for the nonlinear equations will also require integration
by parts in time, but there will be no regularity losses since 1 . |σk + l| for k = 0, l 6= 0. See
Sec. 5.5.2 for the calculation.
2.3.3 Enhanced dissipation
The modified Laplace operator ∆L leads to improved dissipation timescales. To see this, consider
the model equation
∂tg = ν∆Lg, (2.25)
which on the Fourier side has solution
gˆ(t, k, η, l) = gˆ(0, t, k, η, l)e−ν
∫ t
0
(k2+(η−ks)2+l2)ds. (2.26)
Since
∫ t
0 (k
2 + (η − ks)2 + l2)ds ≥ k2t3/12, we obtain the estimate
‖g6=(t)‖Hs ≤ e−νt3/12‖g6=(0)‖Hs ∀ s ≥ 0. (2.27)
Hence, the nonzero modes decay on the timescale t ∼ ν−1/3, which for ν ≪ 1 is an improvement on
the ν−1 dissipation timescale of the usual heat equation.
3 Statement of main results
We are now ready to state our main result.
Theorem 1. Let µ = ν ∈ (0, 1] and suppose that σ ∈ R+ \Q is such that
inf
p,q∈Z
|q|n |qσ − p| = c > 0 (3.1)
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for some n ≥ 1. Then, there exist universal constants δ, c1 > 0 such that for any N ≥ 11+3n there
is a constant c0(N) > 0 such that if α > c1/c and
‖(uin, bin)‖HN+2 = ǫ ≤ c0ν,
then the solution to (1.2) is global in time and, denoting N ′ = N −4−2n and N ′′ = N −9−3n, the
profiles U(t,X, Y, Z) = u(t,X + Y t, Y, Z) and B(t,X, Y, Z) = b(t,X + Y t, Y, Z) satisfy the global
estimates
‖eδν1/3t∆X,Z(U26=, B26=)‖L∞HN + ν1/6‖∆X,Z(U26=, B26=)‖L2HN . ǫ, (3.2a)
‖(U26=, B26=)‖L2HN′ + ‖ 〈t〉∇X,Z(U26=, B26=)‖L∞HN′−1 . ǫ, (3.2b)
(j ∈ {1, 3}) ‖eδν1/3t∆X,Z(U j6=, Bj6=)‖L∞HN′′ + ν1/6‖∆X,Z(U j6=, Bj6=)‖L2HN′′ . ǫ, (3.2c)
‖(u0, b0)‖L∞HN + ν1/2‖∇(u0, b0)‖L2HN . ǫ, (3.2d)
where the implicit constants are independent of ν, N , n, and c.
Remark 3.1. The enhanced dissipation of the nonzero modes is described by the eδν
1/3t factors
and the ν−1/6 scaling of the L2 in time estimates in (3.2a) and (3.2c). Indeed, for ν ≪ 1 the
ν−1/6 scaling is an improvement on the ν−1/2 scaling that holds for the heat equation. The inviscid
damping is captured by the uniform in ν bounds in (3.2b). Notice in particular that the 〈t〉−1 decay
matches the optimal estimates predicted by the linear theory. The estimate (3.2d) describes the
suppression of the lift-up effect.
Remark 3.2. The discussion in Remark 2.1 implies that n = 1 is the minimal number satisfying
(3.1), and that for almost every σ ∈ R we may take n = 1 + r for any r > 0. Clearly then n < 2 is
generic, however, the specific value of n does not affect the structure of our proof, and so we take
n to be arbitrary to account for possibly exceptional circumstances.
Remark 3.3. Given the result in [34], it is reasonable to ask if some analog of Theorem 1 holds in
low regularity if the initial data is taken as large as O(νγ) for some γ < 1 and the derivatives are
measured in the original coordinates. From Sec. 2.3.2 we expect this to be a difficult problem since
utilizing the inviscid damping, which should be key in any optimal proof, costs regularity beyond
the usual Orr mechanism. It seems that studying the MHD stability problem in high regularity is
most natural.
In the case that σ is arbitrary (possibly rational), the methods employed in the proof of Theo-
rem 1 yield the following corollary.
Corollary 1. Let µ = ν ∈ (0, 1], σ ∈ R, and α0 be a sufficiently large universal constant. Then,
for α > α0 and any N > 3/2 we have γ(Xi = H
N+2,Xf = X
N ) ≤ 4/3.
Notice that γ ≤ 4/3 is still an improvement on the threshold estimate of γ ≤ 3/2 in [4]. The gain is
possible because even with rational σ the presence of the magnetic field allows us to eliminate the
lift-up effect in the zero mode. The gap between the results in Corollary 1 and Theorem 1 arises
because we lose the inviscid damping when σ does not satisfy (3.1). The proof then does not require
a calculation analogous to that in Sec. 6.1.1. In fact, it only requires integration by parts in time
in the zero mode lift-up term, which does not cause a loss of derivatives. We thus only need to
perform estimates at a single regularity level, and hence the proof of Corollary 1 is much simpler
than that of Theorem 1.
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4 Preliminaries and outline of the proof
4.1 Frequency decompositions
Since we perform estimates at various regularity levels, Fourier space decompositions play an im-
portant role in the proof. For our purposes it suffices to define the sharp cutoff function χ : R6 → R
by
χ(ξ ∈ R3, ξ′ ∈ R3) =
{
1 if |ξ − ξ′| ≤ 2|ξ′|,
0 otherwise.
We then define the paraproduct decomposition
fg = F−1
∑
k′,l′∈Z
∫
η′∈R
fˆ(k′, η′, l′)gˆ(k − k′, η − η′, l − l′)χ(k, η, l, k′, η′, l′)dη′
+ F−1
∑
k′,l′∈Z
∫
η′∈R
fˆ(k′, η′, l′)gˆ(k − k′, η − η′, l − l′)(1− χ(k, η, l, k′, η′, l′))dη′
:= fHigLo + fLogHi.
From Plancherel’s theorem, the triangle inequality, Young’s inequality, and Sobolev embedding we
have, for any s > 0 and κ > 3/2,
‖fHigLo‖Hs .κ ‖f‖Hs‖g‖Hκ . (4.1)
4.2 Reformulation of the equations
4.2.1 New dependent variables
We work in the coordinate system defined in Sec. 2 and primarily on the unknowns F±,i. Recall the
definitions (2.5), (2.6), (2.12), the shorthand T ta = e
at∂σ , and our convention to use capital letters
to denote unknowns in the new coordinates. The unknowns F± satisfy
∂tF
±,1 + T t±2αZ
∓ · ∇LF±,1 + T t±2αF∓ · ∇LZ±,1 + 2T t±2α∂Li Z∓,j∂LijZ±,1 + 2∂LXY∆−1L F±,1
+ T t±2αF
∓,2 − ∂XX∆−1L (F±,2 + T t±2αF∓,2) = ∂X(T t±2α∂Lj Z∓,i∂Li Z±,j) + ν∆LF±,1, (4.2)
∂tF
±,2 + T t±2αZ
∓ · ∇LF±,2 + T t±2αF∓ · ∇LZ±,2 + 2T t±2α∂Li Z∓,j∂LijZ±,2
+ ∂LXY∆
−1
L F
±,2 − T t±2α∂LXY∆−1L F∓,2 = ∂LY (T t±2α∂Lj Z∓,i∂Li Z±,j) + ν∆LF±,2, (4.3)
∂tF
±,3 + T t±2αZ
∓ · ∇LF±,3 + T t±2αF∓ · ∇LZ±,3 + 2T t±2α∂Li Z∓,j∂LijZ±,3 + 2∂LXY∆−1L F±,3
− ∂XZ∆−1L (F±,2 + T t±2αF∓,2) = ∂Z(T t±2α∂Lj Z∓,i∂Li Z±,j) + ν∆LF±,3, (4.4)
where summation over repeated indices is implied, i, j ∈ {1, 2, 3} corresponds to {X,Y,Z} in the
derivative operators, and we have written T t±2αfg to mean (T
t
±2αf)g in the nonlinear terms. At
times we will also work on the unknowns Q = ∆LU and H = ∆LB, and in particular the second
components. These satisfy
∂tQ
2 +Q · ∇LU2 + U · ∇LQ2 −H · ∇LB2 −B · ∇LH2 + 2∂Li U j∂LijU2
− 2∂Li Bj∂LijB2 − α∂σH2 = ν∆LQ2 + ∂LY (∂Lj U i∂Li U j − ∂Lj Bi∂Li Bj) (4.5)
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and
∂tH
2 +Q · ∇LB2 + U · ∇LH2 −H · ∇LU2 −B · ∇LQ2
+ 2∂Li U
j∂LijB
2 − 2∂Li Bj∂LijU2 + 2∂LXY∆−1L H2 − α∂σQ2 = ν∆LH2. (4.6)
Lastly, for certain estimates we work directly on Z±0 , which solves

∂tZ
±,1
0 + (T
t
±2αZ
∓ · ∇LZ±,1)0 + T t±2αZ∓,20 = ν∆Z±,10
∂tZ
±,2
0 + (T
t
±2αZ
∓ · ∇LZ±,2)0 = ν∆Z±,20 + ∂Y∆−1∂ij(T t±2αZ∓,iZ±,j)0
∂tZ
±,3
0 + (T
t
±2αZ
∓ · ∇LZ±,3)0 = ν∆Z±,30 + ∂Z∆−1∂ij(T t±2αZ∓,iZ±,j)0.
(4.7)
Remark 4.1. Observe the remarkable structure in (4.2) – (4.4) and (4.7) that the “+” variables
never interact nonlinearly with the “−” variables. Physically speaking, all nonlinear interactions
are between wavepackets transported in opposite directions along the magnetic field lines. On R3,
this amounts to a dispersive effect whereby the waves themselves are not decaying (at least in the
ideal case), but nevertheless the nonlinear terms decay as the interacting wavepackets separate in
space [21]. In the language of the spacetime resonance method for nonlinear wave equations (see,
e.g., [19, 18, 20]), this structure means that the nonlinearity is space non-resonant uniformly in
frequency on R3. For our periodic setting, the effect of the relative transport is to provide time
oscillations in all nonlinear interactions where the function containing T t±2α has a nonzero X or Z
frequency. For such interactions it is possible to integrate by parts in time, however, we do not
know how to use this structure to obtain γ < 1 because the regularity losses discussed in Sec. 2.3.2
limit the possible gain in the high norm estimates.
4.2.2 Shorthands
It will be useful to define some shorthands for the various terms above. For concreteness we will
only discuss the terms in the form they appear in (4.2) – (4.4) for the “+” variables. For the linear
terms in the F+,2 equation:
LS = −∂LXY∆−1L F+,2 (“linear stretch”),
OLS = T t2α∂
L
XY∆
−1
L F
−,2 (“oscillating linear stretch”).
For the the linear terms in the F+,β equation, β ∈ {1, 3}:
LU = −T t2αF−,2 (“lift-up”),
LS = −2∂LXY∆−1L F+,β (“linear stretch”),
LP1 = ∂LXβ∆
−1
L F
+,2 (“linear pressure”),
LP2 = T t2α∂
L
Xβ∆
−1
L F
−,2 (“linear pressure”).
Now we turn to the nonlinear terms for F+,β, β ∈ {1, 2, 3}. In what follows, i, j ∈ {1, 2, 3} and s1,
s2 can be 0 or 6=. We denote the four types of terms by
NLT(j, s1, s2) = −T t2αZ−,js1 ∂Lj F+,βs2 (“nonlinear transport”),
NLS1(j, s1, s2) = −T t2αF−,js1 ∂Lj Z+,βs2 (“nonlinear stretch”),
NLS2(i, j, s1, s2) = −T t2α∂iZ−,js1 ∂LijZ+,βs2 (“nonlinear stretch”),
NLP(i, j, s1, s2) = ∂β(T
t
2α∂
L
j Z
−,i
s1 ∂
L
i Z
+,j
s2 ) (“nonlinear pressure”).
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The generalization of these shorthands to the other equations is mostly clear, except for perhaps
in the equations for Q2 and H2 since they have additional nonlinear terms. In this case we simply
denote indifferently, for example, U · ∇LH2 and B · ∇LQ2 as nonlinear transport terms in the
equation for H2. This will not cause any confusion in the proof. We use superscripts HL and
LH to denote the two pieces of a term corresponding to the paraproduct decomposition defined in
Sec. 4.1. We will also abuse notation slightly and use the same shorthands above to denote a term’s
contribution to an energy estimate. For example, in an Hs energy estimate for F+,β we write one
of the contributions from the nonlinear transport term as
NLTHL(j, s1, s2) = −
∫ t2
t1
∫
〈∇〉s F+,β 〈∇〉s (T t2αZ−,js1 )Hi(∂jF+,βs2 )LodV dt.
When we do not indicate s1, s2, or j in the nonlinear shorthands we simply mean the term with-
out any restrictions on the indices or frequency interactions. For example, we write NLT(j) =
−T t2αZ−,j∂Lj F+,β and NLT = −T t2αZ− · ∇LF+,β.
4.3 Fourier multiplier norm
Inspired by the previous works [4, 8, 2, 3], our proof is based on energy estimates using weighted
norms defined through Fourier multipliers. The multipliers that we employ have all, up to small
modifications, been previously used in [4].
4.3.1 Quadratic growth multipliers m and m˜
The first class of multipliers we use are concerned with the natural quadratic in time growth that
F±,1 and F±,3 experience, as well as the linear growth of F±,2. Consider the model scalar equation
∂tg + 2∂
L
XY∆
−1
L g = ν∆Lg. (4.8)
On the Fourier side this equation becomes
∂tgˆ +
2k(η − kt)
k2 + (η − kt)2 + l2 gˆ = −ν(k
2 + (η − kt)2 + l2)gˆ. (4.9)
For k 6= 0 the term 2k(η−kt)
k2+(η−kt)2+l2
gˆ contributes to growth in gˆ for t ≥ η/k. On the other hand, for
k 6= 0 the term on the right-hand side yields enhanced dissipation, which will overcome the growth
for |t− η/k| sufficiently large with respect to some inverse power of ν. In fact, one can check that
for k 6= 0 there holds ∣∣∣∣ 2k(η − kt)k2 + (η − kt)2 + l2
∣∣∣∣ ≤ ν32(k2 + (η − kt) + l2)
whenever |t− η/k| ≥ 4ν−1/3. This motivates defining the multiplier m by m(0, k, η, l) = 1 and the
ODE
m˙
m
=
{
2k(η−kt)
k2+(η−kt)2+l2
if 0 ≤ t− η/k ≤ 4ν−1/3,
0 otherwise.
(4.10)
For certain unknowns it will also be useful to use a norm that weakens for each frequency indefinitely
after the critical time. We thus define the modified multiplier m˜ by
˙˜m
m˜
=
{
2k(η−kt)
k2+(η−kt)2+l2 if t ≥ η/k,
0 otherwise.
(4.11)
From (4.10) and (4.11) we find that m and m˜ are given by the exact formulas
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• k = 0: m(t, 0, η, l) = m˜(t, 0, η, l) = 1;
• k 6= 0, ηk < 0 and |η| ≥ 4ν−1/3|k|:
m(t, k, η, l) = 1, m˜(t, k, η, l) =
k2 + η2 + l2
k2 + (η − kt)2 + l2 ;
• k 6= 0, ηk < 0 and |η| ≤ 4ν−1/3|k|:
m(t, k, η, l) =
{
k2+η2+l2
k2+(η−kt)2+l2
if t ∈ [0, η/k + 4ν−1/3),
k2+η2+l2
k2+(4kν−1/3)2+l2
otherwise ,
m˜(t, k, η, l) =
k2 + η2 + l2
k2 + (η − kt)2 + l2 ;
• k 6= 0 and ηk > 0:
m(t, k, η, l) =


1 if t ≤ η/k,
k2+l2
k2+(η−kt)2+l2
if t ∈ (η/k, η/k + 4ν−1/3),
k2+l2
k2+(4kν−1/3)2+l2
if t ≥ η/k + 4ν−1/3;
m˜(t, k, η, l) =
{
1 if t ≤ η/k,
k2+l2
k2+(η−kt)2+l2
if t > η/k.
The natural multiplier to use in the norm for F±,2, which is expected to grow linearly in time, is
m1/2. While it can be obtained from the formulas above, it is useful to know that it satisfies
m˙1/2
m1/2
=
{
k(η−kt)
k2+(η−kt)2+l2
if 0 ≤ t− η/k ≤ 4ν−1/3,
0 otherwise.
(4.12)
The fundamental properties of m and m˜ are summarized in the following lemma.
Lemma 4.1. The multipliers m and m˜ satisfy
m˜(t, k, η, l) ≤ m(t, k, η, l) ≤ 1, (4.13a)
k2 + l2 . (k2 + (η − kt)2 + l2)m˜, (4.13b)
ν2/3 . m(t, k, η, l), (4.13c)
1
m˜
+
1
m
. 〈t〉2 , (4.13d)
m˜(t, k, η, l)
m˜(t, k, η′, l′)
+
m(t, k, η, l)
m(t, k, η′, l′)
.
〈
η − η′〉2 + 〈l − l′〉2 , (4.13e)
m˜(t, k, η, l) .
|k, η, l|4
〈t〉2 . (4.13f)
Except for (4.13e), the proof of Lemma 4.1 is essentially immediate from the exact formulas above.
Inequality (4.13e) was proven form in [4] and the proof for m˜ does not require any notable variations.
Thus, we omit it for the sake of brevity. In the proof of Theorem 1 we will use (4.13a) – (4.13d) so
frequently that we will usually do so without any remark.
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4.3.2 Ghost multiplier M
We also introduce three additional multipliers M1, M2, and M3. These multipliers are defined by
Mj(0, k, η, l) = 1, Mj(t, 0, η, l) = 1, and for k 6= 0 the differential equations
−M˙1
M1
=
k2
k2 + l2 + (η − kt)2 , (4.14a)
−M˙2
M2
=
〈kl〉
k2 + l2 + (η − kt)2 , (4.14b)
−M˙3
M3
=
ν1/3k2
k2 + l2 + ν2/3(η − kt)2 . (4.14c)
We then define M =M1M2M3 and observe that it satisfies
−M˙
M
≥ −M˙j
Mj
for each j ∈ {1, 2, 3}. It follows readily by direct integration that there exists a universal constant
c2 > 0 such that
c2 ≤M j(t, k, η, l) ≤ 1. (4.15)
From (4.15), we see that the multiplier M is essentially a Fourier side analogue of Alinhac’s ghost
energy method for quasilinear wave equations [1], which is the origin of the terminology “ghost
multiplier.” The multipliers M1 and M2 are used to quantify the inviscid damping with time
integrated estimates that do not lose regularity; see for example the first term in (3.2b) and compare
with the pointwise estimate (2.15). Moreover, they are useful to control terms arising from the
linear pressure. The multiplier M3 is designed to balance the transient slow down of the enhanced
dissipation that occurs near the critical times. This is quantified by the following lemma.
Lemma 4.2. There exists a universal constant c3 > 0 such that for k 6= 0 there holds
c3ν
1/6 ≤ ν1/2|k, η − kt, l|+
√
−M˙3M3.
Using Lemma 4.2 we can obtain both pointwise and L2 in time enhanced dissipation estimates that
agree with the scaling suggested by the linear theory. See for example the proof of Lemma 4.5.
4.4 Bootstrap argument
To prove Theorem 1 we will use a bootstrap argument. We begin with a statement on the local
well-posedness of (1.2).
Lemma 4.3. Let µ = ν, s0 > 5/2, and suppose that uin,bin ∈ Hs for some s > 7/2 are divergence
free. Then, there exists T0(‖(uin, bin)‖Hs0 ) > 0 (in particular, independent of ν) with limx→0 T0(x) =
∞ and a unique classical solution (u, b) ∈ C([0, T0];Hs) to (1.2). Moreover, for all 0 < t < T0 the
solution satisfies
‖u(t)‖Hs′ + ‖b(t)‖Hs′ <∞ for all s′ ≥ 0, (4.16a)
‖∇u‖L2(0,t;Hs) + ‖∇b‖L2(0,t;Hs) <∞. (4.16b)
If (u, b) ∈ C([0, T ∗);Hs) is the maximally extended solution then
lim sup
t→T ∗
‖(u(t), b(t))‖Hs0 =∞.
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Sketch of proof. The (X,Y,Z) coordinates defined in Sec. 2 are equivalent to the (x, y, z) coordinates
for short times in the sense that for any function g(t, x, y, z) = G(t,X, Y, Z) there holds
1
(1 + t+ t2)s′
‖G(t)‖2
Hs
′
X,Y,Z
≤ ‖g(t)‖2
Hs′x,y,z
≤ (1 + t+ t2)s′‖G(t)‖2
Hs
′
X,Y,Z
(4.17)
for all s′ ≥ 0. Hence, it suffices to prove Lemma 4.3 in the new variables. Switching to the new
coordinate system and using the unknowns defined in (2.5) and (2.6), the system (1.2) can be
written as 

∂tZ
± + Pt
(
(T t±2αZ
∓) · ∇LZ±
)
+


T t±2αZ
∓,2
0
0

 = ν∆LZ±,
∇L · Z± = 0,
(4.18)
where Pt denotes the projection onto ∇L divergence free vector fields. Since Pt satisfies the same
properties as the standard Leray projector and T t±2α is bounded on any H
s′ space and commutes
with∇L, we see that (4.18) has the same energy structure in the nonlinear term as the Navier-Stokes
equations. A calculation involving a commutator estimate then yields the a priori bound
d
dt
‖Z(t)‖2Hs0 + ν‖∇LZ(t)‖2Hs0 . (1 + t)‖Z(t)‖3Hs0 + ‖Z(t)‖2Hs0 , (4.19)
where we have defined the R6 valued function Z = (Z+, Z−). Without loss of generality we can
suppose that t . 1, and so estimate (4.19) implies that for some C > 0 there holds
‖Z(t)‖Hs0 ≤ ‖Z(0)‖H
s0 eCt
1− ‖Z(0)‖Hs0 (eCt − 1) . (4.20)
The existence of a unique classical solution Z ∈ C([0, T0];Hs) ∩ C1([0, T0];Hs−2) to (4.18) for
T0 & log(1 + ‖Z(0)‖−1Hs0 ) then follows by the classical energy methods used in [27] to prove local
existence for the 3D Navier-Stokes equations in subcritical Sobolev spaces.
A consequence of Lemma 4.3, and in particular (4.19), is that under the assumptions of Theo-
rem 1 there exists 0 < t1 ≪ 1 independent of ν such that for c0 sufficiently small there holds
‖Z±(t1)‖HN+2 ≤
√
2ǫ and
‖Z±‖L∞(0,2t1;HN+2) + ν1/2‖∇LZ±‖L2(0,2t1;HN+2) ≤ 4ǫ. (4.21)
Recall the definitions of N , N ′, and N ′′ from Theorem 1, and let N˜ = N ′ + 2 + n. In what
follows we use the shorthand notations
λ(t) = eδν
1/3t,
A(t, k, η, l) = mMλ,
A˜(t, k, η, l) = m˜Mλ,
J(t, k, η, l) = m1/2Mλ,
J˜(t, k, η, l) = 〈t〉−1/2 J.
Let t2 ≥ t1 be the maximal time such that the following estimates hold on [t1, t2]:
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• the high norm bounds:
‖A˜F±,16= ‖L∞HN + ν1/2‖A˜∇LF±,16= ‖L2HN + ‖m˜λ
√
−M˙MF±,16= ‖L2HN ≤ 8C0ǫν−1/3, (4.22a)
‖AF±,36= ‖L∞HN + ν1/2‖A∇LF±,36= ‖L2HN + ‖mλ
√
−M˙MF±,36= ‖L2HN ≤ 8C0ǫν−1/3, (4.22b)
‖AH26=‖L∞HN + ν1/2‖A∇LH26=‖L2HN + ‖mλ
√
−M˙MH26=‖L2HN ≤ 8ǫ, (4.22c)
‖AQ26=‖L∞HN + ν1/2‖A∇LQ26=‖L2HN + ‖mλ
√
−M˙MQ26=‖L2HN ≤ 8ǫ, (4.22d)
‖(H0, Q0)‖L∞HN + ν1/2‖∇(H0, Q0)‖L2HN ≤ 8ǫν−1/3; (4.22e)
• the intermediate norm bounds:
‖J˜F±,26= ‖L∞HN˜ + ν1/2‖J˜∇LF±,26= ‖L2HN˜ + ‖ 〈t〉−1/2m1/2λ
√
−M˙MF±,26= ‖L2HN˜ ≤ 8ǫ, (4.23a)
‖JF±,26= ‖L∞HN′ + ν1/2‖J∇LF±,26= ‖L2HN′ + ‖m1/2λ
√
−M˙MF±,26= ‖L2HN′ ≤ 8ǫ; (4.23b)
• the low norm bounds:
‖A˜F±,16= ‖L∞HN′′ + ν1/2‖A˜∇LF±,16= ‖L2HN′′ + ‖m˜λ
√
−M˙MF±,16= ‖L2HN′′ ≤ 8C0ǫ, (4.24a)
‖AF±,36= ‖L∞HN′′ + ν1/2‖A∇LF±,36= ‖L2HN′′ + ‖mλ
√
−M˙MF±,36= ‖L2HN′′ ≤ 8C0ǫ; (4.24b)
• the zero mode bounds on the velocity and magnetic field:
‖(u0, b0)‖L∞HN + ν1/2‖∇(u0, b0)‖L2HN ≤ 8ǫ. (4.25)
Here, C0 ≥ 1 is a constant to be fixed by the proof. We refer to the list of inequalities above as the
bootstrap hypotheses. Henceforth, all norms will be taken on [t1, t2].
We claim that t2 ≥ 2t1 for t1 sufficiently small (still uniformly in ν). Indeed, this follows from
(4.21), |∆L| ≤ (1 + t + t2)|∆|, and the fact that all of our Fourier multipliers are continuous and
equal to unity at t = 0. The plan is then to prove that t2 = ∞. Since all of the norms in (4.22) –
(4.25) take values continuously in time, it suffices to prove the following proposition.
Proposition 4.4. Under the assumptions of Theorem 1, estimates (4.22) – (4.25) all hold with the
“8” replaced by a “4” provided that t1 < t0 for a sufficiently small universal constant t0.
The proof of Proposition 4.4 is carried out in Secs. 5 – 8 and the fact that Proposition 4.4 implies
Theorem 1 is proven below in Lemma 4.5.
Remark 4.2. The purpose of defining the bootstrap hypotheses on [t1, t2] instead of [0, t2] is to
ensure that the classical solution we perform our calculations with satisfies
sup
t∈[t1,t2]
(‖Z±‖Hs′ + ‖∂tZ±‖Hs′ ) <∞ ∀ s′ ≥ 0, (4.26)
which follows from (4.16a) and applying Lemma 4.3 starting at t = t1.
Remark 4.3. In light of the discussion at the end of Sec. 2.3.2, the general structure of the bootstrap
hypotheses should be expected. Perhaps the most subtle aspect is the inclusion of m˜ in the norm for
F 16=. Physically, this represents allowing the frequencies of F
1
6= to grow indefinitely after the critical
time, which enables us to use integration by parts in time to control the lift-up effect in the low
norm with no losses. The key inequality here is (4.13f). On the other hand, the use of a second
intermediate norm is more of a technical detail than something deep, and arises essentially from
the same scaling that forces one to take θ > 0 in (2.22).
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4.4.1 Choice of constants
Recall the definitions of c and c0 from the statement of Theorem 1. In the proof the various
constants will be fixed as follows. We first fix C0 to be a sufficiently large universal constant and
δ > 0 to be sufficiently small. Then, α and c0 are chosen to satisfy α≫ C0/c and c0 ≪ (δ/C0)p for
p sufficiently large. We pick t0 in Proposition 4.4 such that e
2δν1/3t0(1 + t0 + t
2
0)
2 ≤ 2.
4.5 Estimates following from the bootstrap hypotheses
Now we prove a lemma that details the enhanced dissipation and inviscid damping estimates that
follow immediately from the bootstrap hypotheses.
Lemma 4.5. Let G denote either Q or H, and V denote either U or B. Under the bootstrap
hypotheses the following estimates hold on [t1, t2]:
• the enhanced dissipation of Q 6= and H 6=:
ν1/3‖A˜G16=‖L2HN + ‖A˜G16=‖L2HN′′ . ǫν−1/6 (4.27a)
‖AG26=‖L2HN + ‖JG26=‖L2HN′ . ǫν−1/6 (4.27b)
ν1/3‖AG36=‖L2HN + ‖AG36=‖L2HN′′ . ǫν−1/6 (4.27c)
• the bounds on U 6= and B 6=, denoting j ∈ {1, 3}:
ν1/3‖eδν1/3t∆X,ZV j6=‖L∞HN + ν5/6‖eδν
1/3t∇L∆X,ZV j6=‖L2HN + ν1/2‖eδν
1/3t∆X,ZV
j
6=‖L2HN . ǫ
(4.28a)
‖eδν1/3t∆X,ZV j6=‖L∞HN′′ + ν1/2‖eδν
1/3t∇L∆X,ZV j6=‖L2HN′′ + ν1/6‖eδν
1/3t∆X,ZV
j
6=‖L2HN′′ . ǫ
(4.28b)
‖eδν1/3t∆X,ZV 26=‖L∞HN + ν1/2‖eδν
1/3t∇L∆X,ZV 26=‖L2HN + ν1/6‖eδν
1/3t∆X,ZV
2
6=‖L2HN . ǫ
(4.28c)
• the inviscid damping of U26= and B26=:
‖eδν1/3t∇X,ZV 26=‖L2HN′ + ‖eδν
1/3t 〈t〉∇X,ZV 26=‖L∞HN′−1 . ǫ. (4.29)
Proof. First consider the estimates in (4.27). Observe that for any s ≥ 0 and G ∈ Hs we have, by
Lemma 4.2,
ν1/6‖G6=‖Hs . ν1/2‖∇LG6=‖Hs + ‖
√
−M˙MG6=‖Hs .
The inequalities in (4.27) then follow immediately from the bootstrap hypotheses. The estimates in
(4.28) follow similarly after employing also (4.13b). Now we turn to the inviscid damping estimates.
For the first term in (4.29) we use that |∇X,Z | . m1/2|∇L| . m1/2
√
−M˙M |∆L| to obtain
‖eδν1/3t∇X,ZV 26=‖L2HN′ . ‖m1/2λ
√
−M˙MG26=‖L2HN′ ,
and hence the desired inequality follows from the bootstrap hypothesis (4.23b). For the other term
in (4.29) we use |∇X,Z | . m1/2|∇L|−1|∆L| along with |∇L|−1 . 〈t〉−1 〈∇〉 to derive
‖eδν1/3t∇X,ZV 26=‖HN′−1 . ‖λm1/2|∇L|−1G26=‖HN′−1 . 〈t〉−1 ‖JG26=‖HN′ ,
and so the result follows again from (4.23b).
We will use the enhanced dissipation estimates in Lemma 4.5 so frequently throughout the proof
that we will typically do so without any remark.
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5 High norm energy estimates
Before proceeding to the estimates we establish some simplifying notation to keep the formulas
looking as concise as possible. As noted in Remark 4.1, our proof does not rely on the non-resonance
structure of the nonlinearity. We will thus systematically drop the transport operator T t±2α in the
nonlinear terms, beyond writing out the initial energy estimate. This is inconsequential because
T ta commutes with derivatives and preserves norms on H
s spaces. Similarly, it is irrelevant in the
nonlinearity which variables are “+” type and which are “−” type, and so in the nonlinear terms
we will simply drop this superscript. Lastly, by the symmetry of (4.2) – (4.4) and (4.7) it clearly
suffices to estimate only the “+” variables.
Remark 5.1. The weighted energy estimates in the following sections are best understood as being
performed on the Fourier side. Note however that the multiplier m is not C1 in time and the a
priori bounds on the solution are not enough to ensure that its Fourier transform is continuous.
To make the estimates rigorous we mollify m in time, approximate the solution by using a smooth
cutoff in the Y variable, and then pass to the limit. This procedure yields the same estimates as
one would obtain from a formal calculation because the weak derivative of m is uniformly bounded
in time and frequency. For simplicity we omit these steps in the computations.
5.1 Estimate of F
±,1
6=
In this section we improve (4.22a). Recall the shorthands defined in Sec. 4.2. An energy estimate
gives
1
2
‖A˜F+,16= (t2)‖2HN + ν‖A˜∇LF+,16= ‖2L2HN + ‖m˜λ
√
−M˙MF+,16= ‖2L2HN + ‖Mλ
√
− ˙˜mm˜F+,16= ‖2L2HN
=
1
2
‖A˜F+,16= (t1)‖2HN −
∫ t2
t1
〈
A˜F+,16= , T
t
2αA˜F
−,2
6=
〉
HN
dt− 2
∫ t2
t1
〈
A˜F+,16= , A˜∂
L
XY∆
−1
L F
+,1
6=
〉
HN
dt
+
∫ t2
t1
〈
A˜F+,16= , A˜∂XX∆
−1
L F
+,2
6=
〉
HN
dt+
∫ t2
t1
〈
A˜F+,16= , A˜∂XXT
t
2α∆
−1
L F
−,2
6=
〉
HN
dt
+ δν1/3
∫ t2
t1
‖A˜F+,16= ‖2HN dt+
∫ t2
t1
〈
A˜F+,16= , ∂XA˜(∂
L
j T
t
2αZ
−,i∂Li Z
+,j)
〉
HN
dt
−
∫ t2
t1
〈
A˜F+,16= , A˜(T
t
2αZ
− · ∇LF+,1)
〉
HN
dt−
∫ t2
t1
〈
A˜F+,16= , A˜(T
t
2αF
− · ∇LZ+,1)
〉
HN
dt
− 2
∫ t2
t1
〈
A˜F+,16= , A˜(T
t
2α∂
L
i Z
−,j∂LijZ
+,1)
〉
HN
dt
=
1
2
‖A˜F+,16= (t1)‖2HN + LU+ LS + LP1 + LP2 + Lλ +NLP + NLT + NLS1 + NLS2,
where we have introduced the additional shorthand
Lλ = δν
1/3
∫ t2
t1
‖A˜F+,16= ‖2HNdt
for the term where the time derivative lands on the exponentially growing multiplier λ. We will
continue to use this shorthand throughout for the analogous term in future estimates. The choice
of t0 in Sec. 4.4.1, along with ‖Z±(t1)‖2HN+2 ≤ 2ǫ2, guarantees that ‖A˜F
+,1
6= (t1)‖2HN ≤ 4ǫ2, which is
consistent with Proposition 4.4.
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5.1.1 Lift-up term
By Cauchy-Schwarz and |A˜| ≤ |A| we have
|LU| ≤ ‖A˜F+,16= ‖L2HN ‖AF−,26= ‖L2HN . ǫ2C0ν−1/2ν−1/6 = C−10 (ǫC0ν−1/3)2,
which suffices for C0 chosen sufficiently large.
5.1.2 Linear stretching term
It follows by the definition of m˜ that
LS ≤ ‖λM
√
− ˙˜mm˜F+,16= ‖2L2HN ,
and so this term is absorbed into the left-hand side of the energy estimate.
5.1.3 Linear pressure terms
Both linear pressure terms are treated similarly, and so we only consider LP1. By (4.14a) and
ν ∈ (0, 1] we have
|LP1| . ‖m˜λ
√
−M˙MF+,16= ‖L2HN ‖mλ
√
−M˙MF+,26= ‖L2HN . ǫ2C0ν−1/3 ≤ C−10 (ǫC0ν−1/3)2,
which is consistent for C0 sufficiently large.
5.1.4 The term Lλ
By Lemma 4.2 it follows that for 0 < δ < 1 sufficiently small there holds
δν1/3 ≤ ν
2
(k2 + (η − kt)2 + l2)− 1
2
M˙
M
,
from which we obtain
Lλ ≤ ν
2
‖A˜∇LF+,16= ‖2L2HN +
1
2
‖m˜λ
√
−M˙MF+,16= ‖L2HN .
Therefore, Lλ can be absorbed into the left-hand side of the energy estimate.
5.1.5 Nonlinear terms
Recall the energy estimate shorthands defined at the end of Sec. 4.2. We begin with the transport
term
NLT = −
∫ t2
t1
∫
A˜ 〈∇〉N F 16=A˜ 〈∇〉N (Z · ∇LF 1)6=,
where as described above we have dropped the ± superscripts and the relative transport between
the interacting profiles, as they will not be relevant in the nonlinear terms. We will first con-
trol the interaction between the nonzero modes. Using N ′′ > 3/2, (4.13b), and the paraproduct
decomposition defined in Sec. 4.1, we have, for j ∈ {1, 3},
|NLT(j, 6=, 6=)| ≤ |NLTLH(j, 6=, 6=)| + |NLTHL(j, 6=, 6=)|
.
∫ t2
t1
‖A˜F 16=‖HN (‖λZj6=‖HN′′ ‖m˜1/2∇LF 16=‖HN + ‖λZj6=‖HN ‖m˜1/2∇LF 16=‖HN′′ )dt
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. ‖A˜F 16=‖L∞HN δ−1
(
ν−1/3‖A˜F j6=‖L2HN′′ ‖A˜∇LF 16=‖L2HN + ν−1/3‖A˜F j6=‖L2HN ‖A˜∇LF 16=‖L2HN′′
)
. ǫ3δ−1C30ν
−1/3(ν−1/3ν−1/6ν−5/6 + ν−1/3ν−1/2ν−1/2) . (ǫC0ν
−1/3)2ǫν−1C0δ
−1,
which suffices for ǫν−1 ≤ c0 ≪ δC−10 . In the third line above we have used (4.13d) and the fact that
tse−at .s a
−s for a ≥ 0 to deduce that for any s ≥ 0 there holds
1 = m˜−sλ−1m˜sλ . 〈t〉2s λ−1m˜sλ . δ−2sν−2s/3m˜sλ. (5.1)
Using (5.1) as we have done above to compensate for the fact that m˜ does not satisfy (4.13c)
will be done frequently throughout the proof and is always possible when estimating a term where
two nonzero modes interact in the nonlinearity. When we appeal to (5.1) in what follows we will
typically do so without any remark, and moreover we will not indicate that it causes the underlying
constant to depend on an inverse power of δ. We will also no longer show the factors of C0 that
appear when estimating the nonlinear terms. In the case j = 2 we use N ′ − 1 > 3/2 and the proof
of (4.29) to obtain
|NLTLH(2, 6=, 6=)| .
∫ t2
t1
‖A˜F 16=‖HN ‖ 〈t〉λZ26=‖HN′−1‖ 〈t〉−1∇LF 16=‖HNdt
.
∫ t2
t1
‖A˜F 16=‖HN ‖JF 26=‖HN′ ν−1/3‖A˜∇LF 16=‖HN dt
. ‖A˜F 16=‖L∞HN ‖JF 26=‖L2HN′ν−1/3‖A˜∇LF 16=‖L2HN
. ǫ3ν−1/3ν−1/6ν−1/3ν−5/6 = (ǫν−1/3)2ǫν−1.
For the other term in the decomposition, we have
|NLTHL(2, 6=, 6=)| . ‖A˜F 16=‖L∞HN ‖λZ26=‖L2HN ν−2/3‖A˜∇LF 16=‖L2HN′′
. ǫ3ν−1/3ν−1/6ν−2/3ν−1/2 = (ǫν−1/3)2ǫν−1,
which suffices. Now we turn to the interaction between the zero and nonzero modes. For NLT(6=, 0)
we have
|NLT(6=, 0)| . ‖A˜F 16=‖L∞HN ‖A˜F6=‖L2HN ‖∇F 10 ‖L2HN
. ǫ3ν−1/3ν−1/2ν−5/6 = (ǫν−1/3)2ǫν−1,
while for NLT(0, 6=) we apply (4.13e) to obtain
|NLT(0, 6=)| . ‖A˜F 16=‖L2HN ‖Z0‖L∞HN+2‖A˜∇LF 16=‖L2HN
. ǫ3ν−1/2ν−1/3ν−5/6 = (ǫν−1/3)2ǫν−1,
where we combined bootstrap hypotheses (4.22e) and (4.25) to deduce the bound on ‖Z0‖HN+2 .
This completes the nonlinear transport estimate.
Next we consider
NLS1(j) = −
∫ t2
t1
∫
A˜ 〈∇〉N F 16=A˜ 〈∇〉N (F j∂Lj Z1)6=dV dt
and
NLS2(i, j) = −2
∫ t2
t1
∫
A˜ 〈∇〉N F 16= 〈∇〉N A˜(∂Li Zj∂LijZ1)6=dV dt.
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We start with NLS1, and as before we begin with the interaction between the nonzero modes. When
j ∈ {1, 3}, we use (5.1) and (4.13b) to obtain
|NLS1(j, 6=, 6=)| ≤ |NLS1LH(j, 6=, 6=)| + |NLS1HL(j, 6=, 6=)|
. ‖A˜F 16=‖L∞HN (ν−2/3‖A˜F j6=‖L2HN′′‖A˜F 16=‖L2HN + ν−2/3‖A˜F j6=‖L2HN ‖A˜F 16=‖L2HN′′ )
. ǫ3ν−1/3ν−2/3ν−1/6ν−1/2 = (ǫν−1/3)2ǫν−1,
which suffices. When j = 2 we have
|NLS1(2, 6=, 6=)| ≤ |NLS1LH(2, 6=, 6=)| + |NLS1HL(2, 6=, 6=)|
. ‖A˜F 16=‖L∞HN (‖F 26=‖L2HN′‖λ∂LY Z16=‖L2HN + ‖F 26=‖L2HN ‖λ∂LY Z16=‖L2HN′′ )
. ‖A˜F 16=‖L∞HN (ν−1/3‖JF 26=‖L2HN′ν−1/3‖A˜F 16=‖L2HN + ν−2/3‖AF 26=‖L2HN ν−1/3‖A˜F 16=‖L2HN′′ )
. ǫ3ν−1/3(ν−1/3ν−1/6ν−1/3ν−1/2 + ν−2/3ν−1/6ν−1/3ν−1/6) . (ǫν−1/3)2ǫν−1.
Now we turn to NLS1(j, 6=, 0), which is only nonzero for j ∈ {2, 3}. In both of these cases we can
control the term with (4.13e), m˜ ≤ m, and (4.13c). Indeed, we have
|NLS1(j, 6=, 0)| . ‖A˜F 16=‖L2HN ‖λm1/2F j6=‖L2HN ‖Z10‖L∞HN+2
. ‖A˜F 16=‖L2HN ν−1/3‖AF j6=‖L2HN ‖Z10‖L∞HN+2
. ǫ3ν−1/2ν−1/3ν−1/2ν−1/3 = (ǫν−1/3)2ǫν−1.
Lastly, we have
|NLS1(0, 6=)| . ‖A˜F 16=‖L2HN ‖F0‖L∞HN ‖A˜∇LF 16=‖L2HN . ǫ3ν−1/2ν−1/3ν−5/6 = (ǫν−1/3)2ǫν−1,
which completes the estimate of NLS1. For NLS2, the interactions between the nonzero modes can
be treated in the same manner as they were for NLS1 by using (5.1), (4.13b), and paraproduct
decompositions. We thus skip these terms for the sake of brevity. Turning then to the interaction
between the zero and the nonzero modes, we have
|NLS2(i, j, 6=, 0)| . ‖A˜F 16=‖L2HN ν−1/3‖AF j6=‖L2HN ‖Z10‖L∞HN+2
. ǫ3ν−1/2ν−1/3ν−1/2ν−1/3 = (ǫν−1/3)2ǫν−1,
where we noted that we can apply (4.13c) since the term is only nonzero for j 6= 1. Lastly, we have,
using (4.13e),
|NLS2(i, j, 0, 6=)| . ‖A˜F 16=‖L2HN ‖Z0‖L∞HN+2‖m˜1/2λF 16=‖L2HN
. ‖A˜F 16=‖L2HN ‖Z0‖L∞HN+2‖A˜∇LF 16=‖L2HN
. ǫ3ν−1/2ν−1/3ν−5/6 = (ǫν−1/3)2ǫν−1,
which completes the treatment of the nonlinear stretching terms.
Now we consider the nonlinear pressure, which by an integration by parts can be written
NLP(i, j) =
∫ t2
t1
∫
〈∇〉N A˜F 16= 〈∇〉N A˜∂X(∂Lj Zi∂Li Zj)6=dV dt
= −
∫ t2
t1
∫
∂X 〈∇〉N A˜F 16= 〈∇〉N A˜(∂Lj Zi∂Li Zj)6=dV dt.
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There are three distinct cases to consider: i, j ∈ {1, 3}, i = 2 and j 6= 2, and i = j = 2. For the
first case, we notice that due to the symmetry in the bootstrap hypotheses for F 1 and F 3 we can
assume without loss of generality that Zj has a nonzero X-frequency. Then, we have the estimate
|NLP(i ∈ {1, 3}, j ∈ {1, 3})| . ‖∇LA˜F 16=‖L2HN ‖∂Lj Zi‖L∞HN ‖A˜F j6=‖L2HN
. ‖∇LA˜F 16=‖L2HN
(
‖A˜F i6=‖L∞HN + ‖Zi0‖L∞HN+2
)
‖A˜F j6=‖L2HN
. ǫ3ν−5/6ν−1/3ν−1/2 = (ǫν−1/3)2ǫν−1.
Turning now to the case i = 2 and j 6= 2, we first consider when j = 3. Splitting the term between
the different frequency interactions gives
|NLP(2, 3)| ≤ |NLP(2, 3, 0, 6=)| + |NLP(2, 3, 6=, 0)| + |NLP(2, 3, 6=, 6=)|
:= |NLP(2, 3, 0, 6=)| +NLP(2, 3, 6=, ·).
For NLP(2, 3, 0, 6=) we use (4.13e) and (4.13b) to obtain
|NLP(2, 3, 0, 6=)| . ‖∇LA˜F 16=‖L2HN ‖∂ZZ20‖L∞HN+1‖λm˜1/2∂LY Z36=‖L2HN
. ‖∇LA˜F 16=‖L2HN ‖Z20‖L∞HN+2‖AF 36=‖L2HN
. ǫ3ν−5/6ν−1/3ν−1/2 = ǫν−1(ǫν−1/3)2.
We then estimate the other two pieces using (4.13c):
NLP(2, 3, 6=, ·) . ‖∇LA˜F 16=‖L2HN ‖AF 26=‖L2HN
(
‖Z30‖L∞HN+2 + ν−1/3‖AF 36=‖L∞HN
)
. ǫ3ν−5/6ν−1/6ν−2/3 = (ǫν−1/3)2ǫν−1.
A similar estimate holds for NLP(2, 1) due to the fact that NLP(2, 1, 0, 6=) = 0. The only variation
is that we must use (5.1) for the interaction between the nonzero modes because m˜ does not satisfy
(4.13c). We omit the details. Lastly, we consider the case i = j = 2, for which we have the estimate
|NLP(2, 2)| . ‖∇LA˜F 16=‖L2HN ‖λ∂LY Z26=‖L2HN ‖∂LY Z2‖L∞HN
. ‖∇LA˜F 16=‖L2HN ν−1/3‖AF 26=‖L2HN (‖Z20‖L∞HN+2 + ν−1/3‖AF 26=‖L∞HN )
. ǫ3ν−5/6ν−1/3ν−1/6ν−1/3 = (ǫν−1/3)2ǫν−1,
which suffices and completes the estimate of F±,16= in the high norm.
5.2 Estimate of Q26= and H
2
6=
In this section we improve (4.22c) and (4.22d). In particular, we need to verify that with just ǫ≪ ν
the high norm controls on H26= and Q
2
6=, unlike (4.22a) and (4.22b), do not need to lose a factor
ν−1/3. This will be possible because in the low norm H26= and Q
2
6= only grow linearly in time, as
opposed to quadratically like F 16= and F
3
6=. Exploiting the gain of one power of 〈t〉 does not require
us to dramatically alter the structure of the estimates carried out in Sec. 5.1.5. For the sake of
brevity the only nonlinear terms we will estimate in detail are NLS1 and NLP.
Using the cancellation∫
A 〈∇〉N Q26=∂σ(A 〈∇〉N H26=)dV +
∫
A 〈∇〉N H26=∂σ(A 〈∇〉N Q26=)dV = 0
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and absorbing the term arising from the time derivative landing on λ as in Sec. 5.1.4, we derive the
energy estimate
1
2
‖AQ26=(t2)‖2HN +
1
2
‖AH26=(t2)‖2HN +
ν
2
‖A∇LQ26=‖2L2HN +
ν
2
‖A∇LH26=‖2L2HN
+ ‖Mλ√−m˙mH26=‖2L2HN + ‖Mλ
√−m˙mQ26=‖2L2HN
+
1
2
‖mλ
√
−M˙MQ26=‖2L2HN +
1
2
‖mλ
√
−M˙MH26=‖2L2HN
≤ 1
2
‖AQ26=(t1)‖2HN +
1
2
‖AH26=(t1)‖2HN − 2
∫ t2
t1
〈
AH26=, A∂
L
XY∆
−1
L H
2
6=
〉
HN
dt
−
∫ t2
t1
〈
AH26=, A(U · ∇LH2 −B · ∇LQ2)
〉
HN
dt−
∫ t2
t1
〈
AH26=, A(Q · ∇LB2 −H · ∇LU2)
〉
HN
dt
− 2
∫ t2
t1
〈
AH26=, A(∂
L
i U
j∂LijB
2 − ∂Li Bj∂LijU2)
〉
HN
dt+ similar terms from
〈
AQ26=, A∂tQ
2
〉
HN
+
∫ t2
t1
〈
AQ26=, A∂
L
Y (∂
L
j U
i∂Li U
j − ∂Lj Bi∂Li Bj)
〉
HN
dt
=
1
2
‖AQ26=(t1)‖2HN +
1
2
‖AH26=(t1)‖2HN + LS + NLT + NLS1 + NLS2 + “similar terms” + NLP,
where for the nonlinear stretching and transport terms we have written, for example, NLT to refer
to both −U ·∇LH2 and B ·∇LQ2 (each abbreviation above is given its own integral sign). Moreover,
“similar terms from
〈
AQ26=, A∂tQ
2
〉
Hs
” corresponds to, excluding the nonlinear pressure term that
is written in the second to last line above, the nonlinear terms arising in an HN energy estimate
of AQ26=. Since H
2 and Q2 satisfy the same estimates, it follows that these similar terms can all
be controlled following the same methods that we employ below in Sec. 5.2.2, and so we will omit
them.
5.2.1 Linear stretching term
From the definition of m we have
LS ≤ ‖√−m˙mMλH26=‖2L2HN +
ν
32
‖∇LAH26=‖L2HN ,
and hence the linear stretching term can be absorbed into the left-hand side of the energy estimate at
the cost of changing the factor of 1/2 multiplying ν‖A∇LH26=‖2L2HN into a 15/32. This is consistent
with improving (4.22c).
5.2.2 Nonlinear terms
As described above, the only nonlinear terms that we estimate in detail are NLS1 and NLP. We
begin with the stretching term and observe that since Q and H satisfy the same estimates it suffices
to simply write
NLS1 = −
∫ t2
t1
∫
〈∇〉N AH26= 〈∇〉N A(Q · ∇LB2)dV dt.
We first consider the interaction between the nonzero modes. When j ∈ {1, 3} we have
|NLS1LH(j, 6=, 6=)| . ‖AH26=‖L∞HN ν−2/3‖A˜Qj6=‖L2HN′′‖AH26=‖L2HN
26
. ǫ3ν−2/3ν−1/6ν−1/6 = ǫ3ν−1,
and, using N ′ − 1 > 3/2, (4.13d), and | 〈t〉∇X,Z | . 〈∇〉m1/2|∆L| ,
|NLS1HL(j, 6=, 6=)| .
∫ t2
t1
‖AH26=‖HN ‖ 〈t〉−1Qj6=‖HN ‖λ 〈t〉 ∂Lj B26=‖HN′−1dt
. ‖AH26=‖L∞HN ν−1/3‖A˜Qj6=‖L2HN‖JH26=‖L2HN′
. ǫ3ν−1/3ν−1/2ν−1/6 = ǫ3ν−1.
For j = 2 we use to (4.13c) to obtain
|NLS1(2, 6=, 6=)| ≤ |NLS1LH(2, 6=, 6=)| + |NLS1HL(2, 6=, 6=)|
. ‖AH26=‖L∞HN
(‖Q26=‖L2HN′‖λ∂LY B26=‖L2HN + ‖Q26=‖L2HN ‖λ∂LY B26=‖L2HN′ )
. ‖AH26=‖L∞HN ν−2/3
(‖JQ26=‖L2HN′‖AH26=‖L2HN + ‖AQ26=‖L2HN ‖JH26=‖L2HN′ )
. ǫ3ν−2/3ν−1/6ν−1/6 = ǫ3ν−1.
Now we turn to NLS1(j, 6=, 0), which is only nonzero when j 6= 1. We have, from (4.13c) and (4.13e),
|NLS1(j, 6=, 0)| ≤ |NLS1HL(j, 6=, 0)| + |NLS1LH(j, 6=, 0)|
. ‖AH26=‖L2HN ν−1/3
(
‖AQj6=‖L2HN ‖B20‖L∞HN + ‖AQj6=‖L2HN′′ ‖B20‖L∞HN+2
)
. ǫ3ν−1/6ν−1/3(ν−1/2 + ν−1/6ν−1/3) = ǫ3ν−1.
The fact that NLS(1, 6=, 0) = 0 is crucial, as the method just used for j ∈ {2, 3} would fail since we
would be forced to bound ‖mF 16=‖HN , which we do not have control on due to m ≥ m˜. Lastly, for
NLS1(0, 6=) there holds
|NLS1(0, 6=)| . ‖AH26=‖L2HN ‖Q0‖L∞HN ν−1/3‖AH26=‖L2HN . ǫ3ν−1/6ν−1/3ν−1/3ν−1/6 = ǫ3ν−1.
This completes the estimate of NLS1.
Remark 5.2. The structure that caused NLS(1, 6=, 0) to vanish is not unique to the term. Rather,
it comes from the general Zj∂Lj structure of the nonlinearity that causes Z
1 to always be paired
with an X derivative. This cancellation is used in many of the (6=, 0) estimates that we omit for F 26=
and F 36=, and is important for the proof to work.
We turn now to the nonlinear pressure term. It reads
NLP(i, j) =
∫ t2
t1
∫
A 〈∇〉N H26=A 〈∇〉N ∂LY (∂Lj U i∂Li U j)6=dV dt
= −
∫ t2
t1
∫
∂LYA 〈∇〉N H26=A 〈∇〉N (∂Lj U i∂Li U j)dV dt.
We begin with the interaction between the zero and nonzero modes. By symmetry, it suffices to
consider NLP(i, j, 6=, 0), which we note is only nonzero for i 6= 1. We have
|NLP(i, j, 6=, 0)| ≤ |NLPHL(i, j, 6=, 0)| + |NLPLH(i, j, 6=, 0)|
. ‖A∇LH26=‖L2HN
(
‖AQi6=‖L2HN ‖U j0‖L∞HN + ‖AQi6=‖L2HN′′ ‖U j0‖L∞HN+2
)
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. ǫ3ν−1/2(ν−1/2 + ν−1/6ν−1/3) . ǫ3ν−1,
which is consistent. Note that in the related papers [4, 34] the term NLP(3, 1, 6=, 0) is the leading
order piece of the nonlinearity, but for us this term is relatively easy due to the suppression of the
lift up effect for Q10. For the interaction between the nonzero modes there are, as before, three
distinct cases to consider: i, j ∈ {1, 3}, i = 2 and j 6= 2, and i = j = 2. We first consider when
i, j ∈ {1, 3}. By symmetry, we only need to control the HL interaction. We have
|NLPHL(i ∈ {1, 3}, j ∈ {1, 3}, 6=, 6=)| . ‖∇LAH26=‖L2HN ‖A˜Qi6=‖L∞HN ‖A˜Qj6=‖L2HN′′
. ǫ3ν−1/2ν−1/3ν−1/6 = ǫ3ν−1.
Turning to the second case, we treat the LH interaction using Lemma 4.5, (4.13d), and (4.13b):
|NLPLH(i = 2, j 6= 2, 6=, 6=)| . ‖∇LAH26=‖L2HN ‖ 〈t〉∇X,ZU26=‖L∞HN′−1‖A˜Qj6=‖L2HN
. ǫ3ν−1/2ν−1/2 = ǫ3ν−1.
For the HL term we have
|NLPHL(i = 2, j 6= 2, 6=, 6=)| . ‖∇LAH26=‖L2HN ‖AQ26=‖L∞HN ν−1/3‖A˜Qj6=‖L2HN′′
. ǫ3ν−1/2ν−1/3ν−1/6 = ǫ3ν−1.
Lastly we consider i = j = 2. It suffices to consider only the HL term, for which we have the
estimate
|NLPHL(2, 2, 6=, 6=)| . ‖A∇LH26=‖L2HN ν−1/3‖AQ26=‖L2HN ‖JQ26=‖L∞HN′ . ǫ3ν−1.
This completes the estimate of H26= and Q
2
6= in the high norm.
5.3 Estimate of F 36=
Improving (4.22b) follows from essentially the same methods used in Sec. 5.1. To see this, first note
that, disregarding the lift-up term, F 3 satisfies the same equation as F 1 except for the presence
of ∂Z instead of ∂X in the pressure terms. This is inconsequential in the estimates. For example,
the linear pressure is simply controlled with (4.14b) instead of (4.14a). The only other variations
are due to the use of m instead of m˜ in the norm and were already encountered in the estimate of
F 26=. In particular, we treat the linear stretching term as in Sec. 5.2.1, and we rely on the crucial
nonlinear structure just noted above in Remark 5.2 and the estimate of NLS1(6=, 0).
5.4 Summary of high norm nonzero mode interactions
For the sake of clarity in the remainder of the paper it is useful to gather the above calculations into
a general lemma. Let (∂tF
j)NL denote the nonlinear terms in ∂tF
j . We then also define (∂tF
j)6= 6=NL
and (∂tF
j)00NL to denote (∂tF
j)NL restricted to either the interaction between the nonzero modes
or the interaction between the zero modes.
Our estimates of the (6=, 6=) nonlinear interactions in Secs. 5.1 – 5.3 only relied on the enhanced
dissipation of the functions in the particular nonlinear term (i.e., we did not use the enhanced
dissipation of the function that plays the role of G in Lemma 5.1 below). Moreover, we did not
employ any commutator type estimates for m and m˜ other than (4.13b), (4.13d), and (4.13c). In
particular, we did not use (4.13e). Due to these observations, our calculations above yield the
following lemma.
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Lemma 5.1. Let β ≥ 0 and suppose that G is a smooth function that satisfies
‖G‖L∞Hs + ν1/2‖∇LG‖L2Hs . ǫν−β
for some s ≤ N . Then, for any bounded Fourier multiplier M there holds∣∣∣∣
∫ t2
t1
〈
λM(∂tF j)6= 6=NL, G
〉
Hs
dt
∣∣∣∣ . ǫ3ν−4/3−β (j ∈ {1, 3}), (5.2)∣∣∣∣
∫ t2
t1
〈
λM(∂tF 2)6= 6=NL, G
〉
Hs
dt
∣∣∣∣ . ǫ3ν−1−β. (5.3)
5.5 Estimate of Q0 and H0
In this section we improve (4.22e). For any r ∈ {1, 2, 3}, an energy estimate gives
1
2
‖F+,r0 (t2)‖2HN + ν‖∇F+,r0 ‖2L2HN =
1
2
‖F+,r0 (t1)‖2HN − 1r=1
∫ t2
t1
〈
F+,10 , T
t
2αF
−,2
0
〉
HN
dt
−
∫ t2
t1
〈
F+,r0 , T
t
2αZ
− · ∇LF+,r
〉
HN
dt−
∫ t2
t1
〈
F+,r0 , T
t
2αF
− · ∇LZ+,r
〉
HN
dt
−
∫ t2
t1
〈
F+,r0 , T
t
2α∂
L
i Z
−,j∂LijZ
+,r
〉
HN
dt+ 1r 6=1
∫ t2
t1
〈
F+,r0 , ∂r(T
t
2α∂
L
j Z
−,i∂Li Z
+,j)
〉
HN
dt
=
1
2
‖F+,r0 (t1)‖2HN + LU+NLT + NLS1 + NLS2 + NLP.
5.5.1 Nonlinear terms
For the interaction between the nonzero modes we have, by Lemma 5.1 and (4.22e),∣∣∣∣
∫ t2
t1
〈
F r0 , (∂tF
r)6= 6=NL
〉
HN
dt
∣∣∣∣ . (ǫν−1/3)2ǫν−1,
which is consistent. It then only remains to consider the interaction between the zero modes. We
begin with the transport term
NLT(j, 0, 0) = −
∫ t2
t1
∫
〈∇〉N F+,r0 〈∇〉N (Z−,j0 ∂jF+,r0 )dV dt.
When j = 2 we use that incompressibility implies that Z20 always has a nonzero Z-frequency to
obtain
|NLT(2, 0, 0)| . ‖F r0 ‖L∞HN ‖∇Z20‖L2HN ‖∇F r0 ‖L2HN . ǫ3ν−1/3ν−1/2ν−5/6 = (ǫν−1/3)2ǫν−1.
For j = 3 we observe that the term vanishes unless at least one of Z30 or F
r
0 has a nonzero Z-
frequency. Hence,
|NLT(3, 0, 0)| . ‖F r0 ‖L∞HN ‖∇Z30‖L2HN ‖∂ZF r0 ‖L2HN + ‖∇F r0 ‖L2HN ‖Z30‖L∞HN ‖∂ZF r0 ‖L2HN
. ǫ3(ν−1/3ν−1/2ν−5/6 + ν−5/6ν−5/6) . (ǫν−1/3)2ǫν−1,
which suffices and completes the estimate of the transport nonlinearity. Using incompressibility and
∂Z = ∂ZPl 6=0 in a similar fashion as above, both of the stretching terms are treated in essentially
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the same way as the transport term. We thus skip them and turn to the pressure, for which, after
an integration by parts, we have the estimate
|NLP(i, j, 0, 0)| . ‖∇F r0 ‖L2HN ‖∇Zj0‖L2HN ‖Zi0‖L∞HN+2 . ǫ3ν−5/6ν−1/2ν−1/3 = (ǫν−1/3)2ǫν−1.
This completes the high norm estimate of the nonlinear terms for F r0 , r ∈ {1, 2, 3}.
The computations in this section were not sensitive to the component of F0 being estimated.
In fact, the estimates of NLT, NLS1, and NLS2, which are each quadratic in the r component, do
not even rely on any structures that would cause the same methods to fail if the two occurrences
of r were replaced by r and some r′. This generality gives us the following lemma, which will be
useful when considering the nonlinear terms that arise in our treatment of the lift-up effect with
integration by parts in time.
Lemma 5.2. Let r ∈ {1, 2, 3} and suppose that G is a smooth function that satisfies
‖G‖L∞HN + ν1/2‖∇G‖L2HN . ǫν−1/3.
Then, there holds ∣∣∣∣
∫ t2
t1
〈
G, (∂tF
r)00NL
〉
HN
dt
∣∣∣∣ . ǫ3ν−5/3.
5.5.2 Suppression of the lift-up effect
As discussed above, the main stabilizing effect in our work is that the magnetic field induces oscil-
lations that suppress the lift-up effect. In this section, we show how to estimate LU with no losses
by exploiting these oscillations using integration by parts in time. Of crucial importance is that
incompressibility implies that F−,20 always has a nonzero Z-frequency, which ensures that there is no
component of the lift-up term that does not oscillate. Noting that T tαg0 = e
αt∂Z g0 for any function
g, we integrate by parts in time to obtain
− LU = 1
2α
∫ t2
t1
∫
〈∇〉N Pl 6=0F+,10 〈∇〉N ∂−1Z Pl 6=0∂tT t2αF−,20 dV dt
=
1
2α
〈
Pl 6=0F
+,1
0 (t2), ∂
−1
Z T
t2
2αPl 6=0F
−,2
0 (t2)
〉
HN
− 1
2α
〈
Pl 6=0F
+,1
0 (t1), ∂
−1
Z T
t1
2αPl 6=0F
−,2
0 (t1)
〉
HN
(5.4)
− 1
2α
∫ t2
t1
〈
Pl 6=0∂tF
+,1
0 , ∂
−1
Z T
t
2αPl 6=0F
−,2
0
〉
HN
dt− 1
2α
∫ t2
t1
〈
Pl 6=0F
+,1
0 , ∂
−1
Z T
t
2αPl 6=0∂tF
−,2
0
〉
HN
dt.
(5.5)
The boundary terms in (5.4) are both treated similarly. For example, by Cauchy-Schwarz and the
fact that ∂−1Z Pl 6=0 is bounded on H
N we have∣∣∣∣ 12α
〈
Pl 6=0F
+,1
0 (t2), ∂
−1
Z T
t2
2αPl 6=0F
−,2
0 (t2)
〉
HN
∣∣∣∣ . 1α‖F+,10 ‖L∞HN ‖F−,20 ‖L∞HN
.
1
α
(ǫν−1/3)2,
which is consistent for α sufficiently large. Now we turn to (5.5). Expanding out the first of the
two terms gives
1
2α
∫ t2
t1
〈
Pl 6=0∂tF
+,1
0 , ∂
−1
Z T
t
2αPl 6=0F
−,2
0
〉
HN
dt =
1
2α
∫ t2
t1
〈
ν∆Pl 6=0F
+,1
0 , T
t
2α∂
−1
Z Pl 6=0F
−,2
0
〉
HN
dt
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− 1
2α
∫ t2
t1
〈
T t2αF
−,2
0 , ∂
−1
Z T
t
2αPl 6=0F
−,2
0
〉
HN
dt+
1
2α
∫ t2
t1
〈
Pl 6=0(∂tF
+,1
0 )NL, ∂
−1
Z T
t
2αPl 6=0F
−,2
0
〉
HN
dt
= LU1 + LU2 +NL.
The linear term LU1 arising from the dissipation is treated naturally with an integration by parts:
|LU1| =
∣∣∣∣ 12α
∫ t2
t1
〈
ν∇Pl 6=0F+,10 , T t2α∂−1Z ∇Pl 6=0F−,20
〉
HN
dt
∣∣∣∣ . να‖∇F+,10 ‖L2HN ‖∇F−,20 ‖L2HN
.
ν
α
ǫ2ν−5/6ν−5/6 =
1
α
(ǫν−1/3)2,
which is consistent for α sufficiently large. Crucially, the other linear term LU2 vanishes. Indeed,
the inner product under the time integral can be rewritten as∫
Pl 6=0 〈∇〉N T t2αF−,20 〈∇〉N ∂−1Z T t2αPl 6=0F−,20 dV =
1
2
∫
∂Z
(
∂−1Z Pl 6=0 〈∇〉N T t2αF−,20
)2
dV = 0.
For the nonlinear contribution NL we have, by (4.22e) and Lemmas 5.1 and 5.2,
|NL| .
∣∣∣∣
∫ t2
t1
〈
∂−1Z T
t
2αPl 6=0F
−,2
0 , (∂tF
+,1)6= 6=NL
〉∣∣∣∣+
∣∣∣∣
∫ t2
t1
〈
∂−1Z T
t
2αPl 6=0F
−,2
0 , (∂tF
+,1)00NL
〉∣∣∣∣
. ǫ3ν−5/3 = (ǫν−1/3)2ǫν−1.
The second term in (5.5) is estimated similarly, and so we omit the details. In fact, this term is
simpler because the only linear contribution comes from the dissipation.
6 Intermediate norm energy estimates
Our focus in this section is how to use (2.11) along with the the high norm control on F 26= to
improve (4.23). We will provide the details for improving (4.23a) and then briefly discuss how the
same techniques carry over to the other estimate.
6.1 Estimate of F 26= in H
N ′+2+n
Recall the notations N˜ = N ′ + 2+ n and J˜ = 〈t〉−1/2 J . Dropping the negative term from the time
derivative landing on the decaying time weight and absorbing Lλ as before into the left-hand side,
we obtain the energy estimate
1
2
‖J˜F+,26= (t2)‖2HN˜ +
ν
2
‖J˜∇LF+,26= ‖2L2HN˜ +
1
2
‖ 〈t〉−1/2m1/2λ
√
−M˙MF+,26= ‖2L2HN˜
+ ‖ 〈t〉−1/2Mλ
√
−m˙1/2m1/2F+,26= ‖2L2HN˜ ≤
1
2
‖J˜F+,26= (t1)‖2HN −
∫ t2
t1
〈
J˜F+,26= , ∂
L
XY∆
−1
L J˜F
+,2
6=
〉
HN˜
dt
+
∫ t2
t1
〈
J˜F+,26= , ∂
L
XY∆
−1
L T
t
2αJ˜F
−,2
6=
〉
HN˜
dt−
∫ t2
t1
〈
J˜F+,26= , J˜(T
t
2αZ
− · ∇LF+,2)
〉
HN˜
dt
−
∫ t2
t1
〈
J˜F+,26= , J˜(T
t
2αF
− · ∇LZ+,2)
〉
HN˜
dt− 2
∫ t2
t1
〈
J˜F+,26= , J˜(T
t
2α∂
L
i Z
−,j∂LijZ
+,2)
〉
HN˜
dt
+
∫ t2
t1
〈
J˜F+,26= , ∂
L
Y J˜(T
t
2α∂
L
j Z
−,i∂Li Z
+,j)
〉
HN˜
dt
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=
1
2
‖J˜F+,26= (t1)‖2HN + LS + OLS + NLT + NLS1 + NLS2 + NLP.
Below we consider only OLS and the nonlinear terms, since the term LS can absorbed into the
left-hand side of the estimate by using (4.12) in the same way that we used (4.10) in Sec. 5.2.1.
6.1.1 Oscillating linear stretching term
We now use integration by parts in time to control the oscillating linear stretching term with no
losses, which is key to the proof and the fundamental difference between the results in Theorem 1
and Corollary 1. We begin by introducing the shorthand notation S = S(t,∇) = ∂LXY∆−1L . That
is, S is the Fourier multiplier with symbol
S(t, k, η, l) =
k(η − kt)
k2 + l2 + (η − kt)2 .
Note that we have the inequality
|S(t)| . 1〈t〉 |k, l, η|. (6.1)
Integrating by parts in time we write the term as
OLS =
1
2α
∫ t2
t1
〈
J˜F+,26= , ∂tT
t
2α∂
−1
σ SJ˜F
−,2
6=
〉
HN˜
dt
=
1
2α
〈
J˜F+,26= (t2), T
t2
2α∂
−1
σ SJ˜F
−,2
6= (t2)
〉
HN˜
− 1
2α
〈
J˜F+,26= (t1), T
t1
2α∂
−1
σ SJ˜F
−,2
6= (t1)
〉
HN˜
(6.2)
− 1
2α
∫ t2
t1
〈
J˜F+,26= ,
(
2
˙˜J
J˜
S + S˙
)
T t2α∂
−1
σ J˜F
−,2
6=
〉
HN˜
dt (6.3)
− 1
2α
∫ t2
t1
〈
J˜∂tF
+,2
6= , T
t
2α∂
−1
σ SJ˜F
−,2
6=
〉
HN˜
dt (6.4)
− 1
2α
∫ t2
t1
〈
J˜F+,26= , T
t
2α∂
−1
σ J˜S∂tF
−,2
6=
〉
HN˜
dt. (6.5)
The boundary terms in (6.2) are both treated similarly, and so we will only estimate the one at
t = t2. Recalling the definitions of c and n from Theorem 1, we have, by Cauchy-Schwarz, (2.11),
(4.13d), and (6.1),
1
2α
∣∣∣〈J˜F+,26= (t2), T t22α∂−1σ SJ˜F−,26= (t2)〉
HN˜
∣∣∣ . 1
cα
‖J˜F+,26= ‖L∞HN˜ ‖ 〈t〉−1/2m−1/2SAF−,26= ‖L∞HN˜+n
.
1
cα
‖J˜F+,26= ‖L∞HN˜ ‖ 〈t〉1/2 SAF−,26= ‖L∞HN˜+n
.
1
cα
‖J˜F+,26= ‖L∞HN˜ ‖AF−,26= ‖L∞HN˜+1+n
.
ǫ2
cα
,
which suffices for cα chosen sufficiently large. In the last line above we have used that N˜ +1+n =
N ′ + 3 + 2n ≤ N . Next consider (6.3), which splits into five terms since
˙˜J
J˜
S + S˙ =
(
m˙1/2
m1/2
+ δν1/3 +
M˙
M
− 1
2
t 〈t〉−2
)
S + S˙. (6.6)
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In the order listed in (6.6) we label these five terms as
(6.3) = (6.3a) + (6.3b) + (6.3c) + (6.3d) + (6.3e).
For (6.3a) we recall (4.12), which states that |m˙1/2/m1/2| = |S(t)| on it’s support. Hence, again
using (6.1), (4.13d), and (2.11), there holds
|(6.3a)| . 1
cα
∫ t2
t1
‖J˜F+,26= ‖HN˜
1
〈t〉3/2
‖AF−,26= ‖HN˜+2+ndt
.
1
cα
‖J˜F+,26= ‖L∞HN˜ ‖AF−,26= ‖L∞HN˜+2+n .
ǫ2
cα
,
which is consistent. Since |S˙| . |S(t)|2 and t 〈t〉−2 . 〈t〉−1, it follows that both (6.3d) and (6.3e)
can be estimated in exactly the same manner as (6.3a). We thus skip these terms and turn to (6.3b)
and (6.3c), for which we have the slight variations
|(6.3b)| . ν
1/3
cα
‖J˜F+,26= ‖L2HN˜ ‖AF−,26= ‖L2HN˜+1+n .
ν1/3
cα
ǫ2ν−1/6ν−1/6 =
ǫ2
cα
,
|(6.3c)| . 1
cα
‖
√
−M˙MJ˜F+,26= ‖L2HN˜‖
√
−M˙MAF−,26= ‖L2HN˜+1+n .
ǫ2
cα
.
Now we consider (6.4) and (6.5). Expanding out (6.4) gives
(6.4) =
1
2α
∫ t2
t1
〈
J˜SF+,26= , T
t
2α∂
−1
σ SJ˜F
−,2
6=
〉
dt− 1
2α
∫ t2
t1
〈
T t2αJ˜SF
−,2
6= , T
t
2α∂
−1
σ SJ˜F
−,2
6=
〉
dt (6.7)
− ν
2α
∫ t2
t1
〈
J˜∆LF
+,2
6= , T
t
2α∂
−1
σ SJ˜F
−,2
6=
〉
dt−NL,
where
NL = 1
2α
∫ t2
t1
〈
J˜(∂tF
+,2)NL, T
t
2α∂
−1
σ SJ˜F
−,2
6=
〉
HN˜
dt. (6.8)
Using that S is self-adjoint, the first two terms on the right-hand side of (6.7) are bounded as was
(6.3a). For the linear term arising from the dissipation we integrate by parts:∣∣∣∣ 12α
∫ t2
t1
〈
ν∆LJ˜F
+,2
6= , T
t
2α∂
−1
σ J˜SF
−,2
6=
〉
HN˜
dt
∣∣∣∣ =
∣∣∣∣ 12α
∫ t2
t1
〈
ν∇LJ˜F+,26= , T t2α∂−1σ J˜S∇LF−,26=
〉
HN˜
dt
∣∣∣∣
.
ν
cα
‖J˜∇LF+,26= ‖L2HN˜ ‖A∇LF
−,2
6= ‖L2HN˜+1+n
.
ν
cα
ǫ2ν−1/2ν−1/2 =
ǫ2
cα
.
The contribution to (6.4) from NL will be considered below in Sec. 6.1.2 along with the natural
nonlinear terms that arise in the energy estimate. Regarding (6.5), we observe that it can be
rewritten as
(6.5) =
1
2α
∫ t2
t1
〈
T t−2α∂
−1
σ SJ˜F
+,2
6= , J˜∂tF
−,2
6=
〉
dt,
and hence it is essentially symmetric to (6.4). It can thus be estimated in the same way. This
completes the estimate of OLS.
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6.1.2 Nonlinear terms
In this section we estimate the nonlinear terms in the energy estimate of Sec. 6.1 as well as the term
NL above, which we split, corresponding to writing (∂tF+,2)NL =
(
(∂tF
+,2)NL − (∂tF+,2)6= 6=NL
)
+
(∂tF
+,2)6= 6=NL in (6.8), as
NL = NL06= +NL 6= 6=.
We first consider the interaction between the nonzero modes. For the nonlinear terms arising in
the initial energy estimate we have, by (4.23a) and Lemma 5.1,∣∣∣∣
∫ t2
t1
〈
J˜F 26=, J˜(∂tF
2)6= 6=NL
〉
HN˜
dt
∣∣∣∣ . ǫ3ν−1.
The term NL 6= 6= is controlled similarly. Indeed, using (6.1), (2.11), and N˜ ≪ N , we have
‖T t2α∂−1σ SJ˜F 26=‖HN˜ . ‖AF 26=‖HN , (6.9)
and hence |NL 6= 6=| . ǫ3ν−1 by (4.22c), (4.22d), and Lemma 5.1.
Now we turn to the interactions between the zero and nonzero modes. Unlike the (6=, 6=) terms,
they do not follow directly from previous calculations. This is because we used (4.13e) when
controlling these interactions in Sec. 5.2.2, and m weakens more than m1/2 near the critical times
(m1/2/m can become size ν−1/3). It turns out however that due to (4.25) and N˜ + 3 ≤ N these
terms are not difficult to control, as we now demonstrate. We begin with the terms in the energy
estimate written in Sec. 6.1. By (4.13e) we obtain
|NLT(0, 6=)| =
∣∣∣∣
∫ t2
t1
∫
〈∇〉N˜ J˜F 26= 〈∇〉N˜ J˜(Z0 · ∇LF 26=)dV dt
∣∣∣∣
. ‖J˜F 26=‖L2HN˜ ‖Z0‖L∞HN˜+1‖J˜∇LF 26=‖L2HN˜
. ǫ3ν−1/6ν−1/2 = ǫ3ν−2/3
and
|NLT(6=, 0)| =
∣∣∣∣
∫ t2
t1
∫
〈∇〉N˜ J˜F 26= 〈∇〉N˜ J˜(Z 6= · ∇F 20 )dV dt
∣∣∣∣
. ‖J˜F 26=‖L2HN˜ ‖Z 6=‖L2HN˜ ‖Z20‖L∞HN˜+3
. ǫ3ν−1/6ν−1/2 = ǫ3ν−2/3,
which both suffice. For NLS2 we have
|NLS2(i, j, 0, 6=)| =
∣∣∣∣
∫ t2
t1
∫
〈∇〉N˜ J˜F 26= 〈∇〉N˜ J˜(∂iZj0∂LijZ26=)dV dt
∣∣∣∣
. ‖J˜F 26=‖L2HN˜ ‖Z0‖L∞HN˜+2‖J˜F 26=‖L2HN˜
. ǫ3ν−1/6ν−1/6 = ǫ3ν−1/3
and
|NLS2(i, j, 6=, 0)| =
∣∣∣∣
∫ t2
t1
∫
〈∇〉N˜ J˜F 26= 〈∇〉N˜ J˜(∂Li Zj6=∂ijZ20 )dV dt
∣∣∣∣
. ‖J˜F 26=‖L2HN˜ ‖AF j6=‖L2HN˜ ‖Z20‖L∞HN˜+3
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. ǫ3ν−1/6ν−1/2 = ǫ3ν−2/3.
Next, one can check that our methods in Sec. 5.2.2 only employed (4.13e) in the form√
m(t, k, η′, l′)
m(t, k, η, l)
.
〈
η − η′〉+ 〈l − l′〉 ,
and hence the (0, 6=) and (6=, 0) interactions for NLS1 and NLP follow immediately from the es-
timates in Sec. 5.2.2. For NL06=, we notice that by (6.9) all of the inequalities above hold with
‖J˜F 26=‖L2HN˜ replaced with ‖AF 26=‖L2HN , which is inconsequential in the final inequality because both
quantities are controlled by ǫν−1/6.
6.2 Estimate of F 26= in H
N ′
To improve estimate (4.23b) we use the same strategy as in Sec. 6.1, except now the HN˜ bounds
in (4.23a) play the role of the high norm control that absorbs the loss of derivatives arising from
integration by parts in time. In particular, in Sec. 6.1.1 we observed that by using (4.13d) the gap
between A and J˜ could be compensated for by paying 〈t〉1/2 and then using (6.1). Since J/J˜ = 〈t〉1/2,
the same structure applies to the HN
′
estimate. For example, we estimate the boundary term at
t = t2 analogous to that in (6.2) as follows:
1
2α
∣∣∣〈JF+,26= (t2), T t22α∂−1σ SJF−,26= (t2)〉
HN′
∣∣∣ . 1
cα
‖JF+,26= ‖L∞HN′‖ 〈t〉1/2 SJ˜F−,26= ‖L∞HN′+n
.
1
cα
‖JF+,26= ‖L∞HN′‖J˜F−,26= ‖L∞HN′+1+n .
ǫ2
cα
.
In the last line above we have used (6.1) and the assumption that N ′ + 1 + n ≤ N˜ . The treatment
of all the other terms encountered in Sec. 6.1 generalizes similarly.
7 Low norm energy estimates
In this section we improve (4.24a) and (4.24b). We provide the details only for (4.24a), as the
estimate of F 36= follows similarly. An energy estimate gives
1
2
‖A˜F+,16= (t2)‖2HN′′ +
ν
2
‖A˜∇LF+,16= ‖2L2HN′′ +
1
2
‖m˜λ
√
−M˙MF+,16= ‖2L2HN′′
≤ 1
2
‖A˜F+,16= (t1)‖2HN′′ −
∫ t2
t1
〈
A˜F+,16= , T
t
2αA˜F
−,2
6=
〉
HN′′
dt+
∫ t2
t1
〈
A˜F+,16= , A˜∂XX∆
−1
L F
+,2
6=
〉
HN′′
dt
+
∫ t2
t1
〈
A˜F+,16= , A˜∂XX∆
−1
L T
t
2αF
−,2
6=
〉
HN′′
dt+
∫ t2
t1
〈
A˜F+,16= , ∂XA˜(T
t
2α∂
L
j Z
−,i∂Li Z
+,j)
〉
HN′′
dt
−
∫ t2
t1
〈
A˜F+,16= , A˜(T
t
2αZ
− · ∇LF+,1)
〉
HN′′
dt−
∫ t2
t1
〈
A˜F+,16= , A˜(T
t
2αF
− · ∇LZ+,1)
〉
HN′′
dt
− 2
∫ t2
t1
〈
A˜F+,16= , A˜(T
t
2α∂
L
i Z
−,j∂LijZ
+,1)
〉
HN′′
dt
=
1
2
‖A˜F+,16= (t1)‖2HN′′ + LU+ LP1 + LP2 + NLP + NLT + NLS1 + NLS2,
where we have skipped the step of absorbing LS and Lλ into the left-hand side since it is done in
the same manner as in previous estimates. Moreover, the linear stretch and linear pressure terms
are dealt with exactly as in Sec. 5.1, and so we skip them below.
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7.1 Nonlinear terms
Since N ′′ is chosen sufficiently smaller than N ′, we see that NLT, NLS1, and NLS2 can each be
controlled in the same manner as the LH interaction of the associated term in Sec. 5.1. For example,
for NLT(2, 6=, 6=) we have the estimate
|NLT(2, 6=, 6=)| =
∣∣∣∣
∫ t2
t1
∫
〈∇〉N ′′ A˜F 16= 〈∇〉N
′′
A˜(Z26=∂
L
Y F
1
6=)dV dt
∣∣∣∣
.
∫ t2
t1
‖A˜F 16=‖HN′′ ‖ 〈t〉−1 JF 26=‖HN′′+1‖∇LF 16=‖HN′′dt
. ν−1/3‖A˜F 16=‖L∞HN′′‖JF 26=‖L2HN′′+1‖A˜∇LF 16=‖L2HN′′
. ǫ3ν−1/3ν−1/6ν−1/2 = ǫ3ν−1.
The nonlinear pressure terms also follow relatively easily due to the low regularity. Carrying out
the calculations as just described completes the estimate of the nonlinear terms and moreover yields
the following lemma, which will be useful in the controlling the lift-up term using integration by
parts in time.
Lemma 7.1. Let j ∈ {1, 3} and suppose that G is a smooth function that satisfies
‖G6=‖L∞HN′′ + ν1/6‖G6=‖L2HN′′ + ν1/2‖∇LG6=‖L2HN′′ . ǫ.
Then, there holds ∣∣∣∣
∫ t2
t1
〈
Aj(∂tF
j)NL, G6=
〉
HN′′
dt
∣∣∣∣ . ǫ3ν−1, (7.1)
where A1 = A˜ and A3 = A.
7.2 Lift-up term
Now we verify that by allowing the modes of F 16= to grow indefinitely after the critical time (quantified
by the use of m˜ as opposed to m in the norm for F 16=) we can treat the lift-up term with no losses.
As in the previous sections, we integrate by parts in time to rewrite
−LU = 1
2α
〈
A˜F+,16= (t2), ∂
−1
σ T
t2
2αA˜F
−,2
6= (t2)
〉
HN′′
− 1
2α
〈
A˜F+,16= (t1), ∂
−1
σ T
t1
2αA˜F
−,2
6= (t1)
〉
HN′′
(7.2)
− 1
α
∫ t2
t1
〈
A˜F+,16= ,
˙˜A
A˜
∂−1σ T
t
2αA˜F
−,2
6=
〉
HN′′
dt (7.3)
− 1
2α
∫ t2
t1
〈
A˜∂tF
+,1
6= , ∂
−1
σ T
t
2αA˜F
−,2
6=
〉
HN′′
dt− 1
2α
∫ t2
t1
〈
A˜F+,16= , ∂
−1
σ T
t
2αA˜∂tF
−,2
6=
〉
HN′′
dt. (7.4)
Due to m˜ ≤ m, the estimate of the boundary terms is the same as in Sec. 6.1.1, and so we skip it
and move on to (7.3). We split (7.3) into
(7.3) = (7.3a) + (7.3b) + (7.3c),
corresponding to
˙˜A
A˜
=
M˙
M
+ δν1/3 +
˙˜m
m˜
.
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By (2.11), (4.13f), and m˜ ≤ m we have
|(7.3a)| . 1
cα
∫ t2
t1
‖A˜F+,16= ‖HN′′
1
〈t〉‖
√
−M˙MJF−,26= ‖HN′′+n+2dt
.
1
cα
‖A˜F+,16= ‖L∞HN′′‖
√
−M˙MJF−,26= ‖L2HN′ . C0
ǫ2
cα
,
which suffices for α ≫ C0/c. The estimate of (7.3c) follows from similar techniques and the fact
that | ˙˜m/m˜| . 〈t〉−1 |k, η, l| on its support:
|(7.3c)| . 1
cα
∫ t2
t1
‖A˜F+,16= ‖HN′′
1
〈t〉2 ‖JF
−,2
6= ‖HN′′+n+3dt
.
1
cα
‖A˜F+,16= ‖L∞HN′′ ‖JF−,26= ‖L∞HN′ . C0
ǫ2
cα
.
Controlling (7.3b) is the same as the analogous term in Sec. 6.1.1, and so we omit the details. This
completes the estimate of (7.3).
Next we consider (7.4). The linear terms do not require any methods beyond what we have
employed thus far, and so we will only sketch how to deal with them. The dissipation terms are
easily estimated using integration by parts as in Sec. 6.1.1. Next, both ∂tF
+,1
6= and ∂tF
−,2
6= contain
a LS (or OLS) term. Each of these terms carries a factor of S(t) (recall the notation defined in
Sec. 6.1.1), and so by using (6.1) we bound these terms as we did (7.3c). There are also linear
contributions from LP1 and LP2 in ∂tF
+,1
6= . Using that |∂XX∆−1L | . −M˙M , these are terms
bounded like (7.3a) above. Lastly, there is a linear term that arises from the lift-up term in ∂tF
+,1
6= ,
but this term vanishes like the analogous term did in Sec. 5.5.2.
Now we turn to the nonlinear terms created in (7.4), which we write as (dropping the irrelevant
minus signs and factors of α−1)∫ t2
t1
〈
A˜(∂tF
+,1)NL, ∂
−1
σ T
t
2αA˜F
−,2
6=
〉
HN′′
dt+
∫ t2
t1
〈
A˜F+,16= , ∂
−1
σ T
t
2αA˜(∂tF
−,2)NL
〉
HN′′
dt
= NL1 +NL2.
Since ‖∂−1σ T t2αA˜F 26=‖HN′′ . ‖AF 26=‖HN it follows by (4.22c), (4.22d), and Lemma 7.1 that |NL1| .
ǫ3ν−1. The term NL2 is less immediate since the loss of regularity caused by ∂−1σ implies that we
must appeal to bootstrap hypotheses (4.22a) and (4.22b). We first notice that by an integration by
parts, (2.11), and (4.13f) there holds
|NL2| .
∫ t2
t1
‖∇LA˜F 16=‖HN′′ 〈t〉−1 ‖λ 〈t〉−1∇L(Z · ∇LZ2)6=‖HN′′+n+4dt
+
∫ t2
t1
‖A˜F 16=‖HN′′ 〈t〉−1 ‖λ 〈t〉−1 ∂LY (∂Lj Zi∂Li Zj)6=‖HN′′+n+4dt
. ǫν−1/2‖λ 〈t〉−1∇L(Z · ∇LZ2)6=‖L∞HN′′+n+4
+ ǫν−1/6‖λ 〈t〉−1 ∂LY (∂Lj Zi∂Li Zj)6=‖L∞HN′′+n+4 ,
and hence to complete the desired estimate under the assumptions of Theorem 1 it suffices to prove
that
‖λ 〈t〉−1∇L(Z · ∇LZ2)6=‖L∞HN′′+n+4 . ǫ2ν−1/2, (7.5)
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‖λ 〈t〉−1 ∂LY (∂jZi∂iZj)6=‖L∞HN′′+n+4 . ǫ2ν−5/6. (7.6)
To prove (7.5) we use N ′′ + n+ 5 ≤ N ′ ≤ N to obtain
‖λ 〈t〉−1∇L(Z · ∇LZ2)6=‖HN′′+n+4 . ‖λ(Z · ∇LZ2)6=‖HN′′+n+5
. ‖λZ 6=‖HN ‖∇LZ2‖HN′ + ‖Z0‖HN ‖λ∇LZ26=‖HN′
. (‖λZ 6=‖HN + ‖Z0‖HN )(‖JF 26=‖HN′ + ‖Z0‖HN )
. ǫ2ν−1/3,
which suffices. For (7.6) we have
‖λ 〈t〉−1 ∂LY (∂Lj Zi∂Li Zj)6=‖HN′′+n+4 . ‖λ(∂Lj Zi∂Li Zj)6=‖HN′′+n+5
. ǫ2ν−2/3,
where the last line follows by, as in previous estimates, using (4.13b), (4.13c), and considering
separately the cases i, j ∈ {1, 3}, i = 2 and j 6= 2, and i = j = 2.
8 Zero mode velocity estimates
In this section we improve (4.25). For any r ∈ {1, 2, 3}, an energy estimate gives
1
2
‖Z+,r0 (t2)‖2HN + ν‖∇Z+,r0 ‖2L2HN =
1
2
‖Z+,r0 (t1)‖2HN − 1r=1
∫ t2
t1
∫
〈∇〉N Z+,10 〈∇〉N T t2αZ−,20 dV dt
−
∫ t2
t1
∫
〈∇〉N Z+,r0 〈∇〉N
(
T t2αZ
− · ∇LZ+,rdV dt
)
+ 1r 6=1
∫ t2
t1
∫
〈∇〉N Z+,r0 〈∇〉N ∂r∆−1(T t2α∂jZ−,i∂iZ+,j)0dV dt
=
1
2
‖Z+0 (t1)‖2HN + LU +NLT + NLP.
The lift-up term can be dealt with using integration by parts in time as in Sec. 5.5.2. We skip it
and turn to the nonlinear terms, beginning with the transport term
NLT(j) =
∫ t2
t1
∫
〈∇〉N Zr0 〈∇〉N (Zj∂jZr)0dV dt.
First we treat the interaction between the nonzero modes. When j = 1, 3 we have
|NLT(j, 6=, 6=)| . ‖Zr0‖L∞HN ‖A˜F j6=‖L2HN ‖A˜F r6=‖L2HN
. ǫ3ν−1/2ν−1/2 = ǫ3ν−1,
while for j = 2 there holds
|NLT(2, 6=, 6=)| . ‖Zr0‖L∞HN ‖AF 26=‖L2HNν−1/3‖A˜F r6=‖L2HN
. ǫ3ν−1/6ν−1/3ν−1/2 = ǫ3ν−1.
For the interaction between the zero modes, we use the divergence free condition to obtain
|NLT(2, 0, 0)| . ‖Zr0‖L∞HN ‖∇Z20‖L2HN ‖∇Zr0‖L2HN
38
. ǫ3ν−1/2ν−1/2 = ǫ3ν−1.
The NLT(3,0,0) term is bounded similarly by employing the method used to treat the associated
term in Sec. 5.5.1. We omit the details. Turning now to the pressure, we observe that by using
incompressibility and integration by parts it can be written as
NLP(i, j) = −
∫ t2
t1
∫
〈∇〉N ∂rZr0 〈∇〉N ∂ij∆−1(ZiZj)0dV dt,
where the term is nonzero only for i, j ∈ {2, 3}. For the interaction between the nonzero modes we
use that ∂ij∆
−1 is bounded on HN along with a paraproduct decomposition to obtain
|NLP(i, j, 6=, 6=)| . ‖∇Zr0‖L2HN ‖Zj6=‖L2HN′′‖Zi6=‖L∞HN + symmetric term
. ǫ3ν−1/2ν−1/6ν−1/3 = ǫ3ν−1,
which is consistent. For NLP(i, j, 0, 0) we use that i, j ∈ {2, 3} along with incompressibility implies
that at least one of Zi0 or Z
j
0 has a nonzero Z-frequency. Thus, there holds
|NLP(i, j, 0, 0)| . ‖∇Zr0‖L2HN ‖∇Zi0‖L2HN ‖Zj0‖L∞HN + symmetric term
. ǫ3ν−1/2ν−1/2 = ǫ3ν−1.
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