This paper presents an approach to obtain reducedorder models for power networks involving power electronic converters (PEC) via the frequency-domain balanced realizations (FDBR) technique. PECs play an essential role in power processing and energy conversion in modern electrical networks, such as the interconnection of renewable generators, HVDC links, and active filters. Integration of PECs into dynamic equivalents needs model-order reduction (MOR) in both low-and high-frequency ranges to account for both slow and fast dynamics due to the network and switching natures. The objective of the FDBR technique is to obtain an internally balanced system, i.e., an equally controllable/observable system, that can be reduced according to its dominant dynamics within the limited frequency bandwidths. This allows accounting for specific band-limited phenomena, such as those generated within a power network caused by PECs, which is the focus of this paper. The results show that faster yet accurate simulations are achieved by reduced-order models through FDBR compared to their full-order counterparts.
system. The reduced-order dynamic model diminishes computational complexity and utilizes less computational resources compared to the original system [1] , [3] [4] [5] . Due to the damping effect and low-pass feature of linear power system components, transient phenomena do not travel far into the network, which is the traditional key motivation for reducing the size of large networks. MOR is applied in several fields, such as system identification, control, filtering, thermal models, hybrid electric vehicles, and power systems [6] [7] [8] .
The main techniques utilized to reduce the model order in power systems can be broadly classified as:
r Modal analysis (MA). r Singular value decomposition (SVD), which includes the classical time-domain balanced realization (BR) method.
r Moment matching (MM), also known as Krylov methods.
The above-mentioned techniques provide a reduced-order system in the form of a first-order state space representation [9] , [10] .
MOR techniques based on MA identify and preserve the dominants modes; however, the input and output characteristics are not completely preserved [11] . SVD-based methods, e.g., BR, characterize equally controllable and observable modes via Hankel singular values. Lyapunov equations are solved to calculate the system's Hankel values; such solution can imply computational burden for very large systems [10] . The MM methods are the most computationally efficient; however, they do not exhibit global error limits as in BR technique. Also, MM methods require selection of interpolation points, which is not automated and depends on the user's specifications.
In [12] , an extended Krylov subspaces method is applied to reduce a large-scale power system in the low-frequency range, and then the reduced-order model is incorporated into an unstable power system to tune a PSS stabilizer. Also, with focus in the low-frequency range, [13] presents a novel model order reduction scheme for power networks based on clusters on which the structure of the network is preserved. A few applications of the classical BR technique, such as medium-voltage system and networks including wind power plants, are described in [14] . In [15] , the model coherency method is combined with classical BR to produce reduced-order models of dynamic equivalents. In [16] linear modal analysis and proper orthogonal decomposition are combined to obtain reduced-order models for the analysis and control of inter-area oscillations. Different MOR techniques have been applied to electrical systems involving PECs. In [17] , classical BR is applied to a grid involving voltage source inverters (VSI). The grid is modeled as an infinite bus with an impedance in series; however, this representation is not able to accurately provide network dynamics. These dynamics play an important role in stability studies and must be considered to generate precise models leading to realistic scenarios [18] .
Due to the presence of PECs in a power network, high frequencies must be considered to accurately represent switching frequencies. This justifies reducing the linear part of the network under analysis in both low-and high-frequency ranges. The inspiration for this research came from the fact that decreasing model order for a wide frequency range still accounts for an extensive range of dynamics whilst in some cases dynamics can be enclosed to the type of devices involved in the power network.
In this paper a balanced realization method in frequencydomain is used. BR is a mature and classic method that exhibits important guaranteed properties such as bounded approximation error [1] , [5] . This procedure is based on the analysis of principal components of the impulse response of the system and relies on coordinate transformation of the original dynamic system to obtain an internally balanced system. This coordinate transformation is determined by equating the system's controllability and observability Gramians to a diagonal matrix containing the Hankel singular values, also known as the second-order modes of the system. The Hankel singular values provide a measure of the level of controllability/observability of the system allowing direct truncation to yield a stable reduced-order subsystem. More recently, BR has been structured in frequency-domain (FDBR) to reduce a system within a specific frequency range [19] . This paper expands the application of the FDBR technique to power systems simulations involving PECs and proposes a two-frequency band methodology to obtain the reduced-order model of power networks involving PECs via FDBR. The low-frequency (in the Hz range) and the high-frequency (in the kHz range) band approximations permit to simultaneously include slower dynamics, characteristic of the power network, and switching frequency dynamics, corresponding to PECs. This localized reduced-order model fitting represents computational savings compared to a reduced-order full-frequency range fitted system while preserving accuracy. The fact that alternative energy resources play an important role in modern power networks makes the proposed methodology applicable to cases where the power systems engineer desires to analyze the interfacing of PECs with a traditional network for EMT studies, especially nearby switching frequencies of PECs, as illustrated by the HVDC link case study presented in the paper. The methodology is applied to a power network involving an HVDC link and its application to other networks involving PECs is straightforward as long as the modeling differential/algebraic equations of the electronic part are available.
The basic theory of FDBR is presented in Section II. The proposed methodology is outlined in Section III. Numerical results are presented in Section IV. Analysis of approximation and time-domain simulation errors are further analyzed in Section V. Finally, Section VI concludes the paper.
II. FUNDAMENTALS OF FDBR

A. FDBR Fundamental Theory
This section outlines the basic theory of FDBR [19] . The classical time-domain BR equations [5] are given in Appendix A. The presented theory is applicable to both single-input single-output (SISO) and multi-input multi-output (MIMO) systems.
Consider the nth order linear time-invariant (LTI) system given in (1) , which represents the full-order system as characterized by parameters (A, B, C, D).
Model order reduction is aimed at obtaining the rth order system (A r , B r , C r , D), as given in (2), with r < n, that closely reproduces the dynamics of the original full-order system (1) within the frequency range [Ω 1 , Ω 2 ].
The controllability (W cf ) and observability (W of ) Gramians of system (1) in the frequency range [0, Ω] are given by [1] 
where superscript * denotes complex conjugate transpose and I represents an n × n identity matrix. If the frequency range is changed to [0, Ý], the classical controllability and observability Gramians are obtained [1] . Both Gramians in (3) satisfy the Lyapunov relations:
where:
Note that, once F in (5) is calculated for the defined frequency range (see Appendix B), (4) is resolved for both Gramians. If the frequency range under interest is [Ω 1 , Ω 2 ], we compute the Gramians as follows:
To account for two frequency ranges, i.e., low-and highfrequency ranges, (6) has to be evaluated for both ranges and then added up.
Subsequently, a similarity transformation T b can be found from the eigenvalue problem
such that the (balanced) controllability and observability Gramians, (W cf b ) and (W of b ), become equal and diagonal, i.e.,
The diagonal matrix Σ contains the Hankel singular values, σ i , i = 1, …, n, known also as the second-order modes and assumed here ordered in a descending order [1] , [5] . The coordinate transformation defined as
The frequency domain balanced system in (9) has the property that it can be reduced, via direct truncation, to the rth order model in (2) by preserving the first r largest second-order modes [1] , [3] [4] [5] . The reduced model by FDBR is not guaranteed to be passive, so the stability of the reduced-order model cannot be guaranteed. Nonetheless, the Lyapunov equations (4) can be forced to be definite, as proposed in [20] .
B. Computational Implementation
Several balancing algorithms to compute the transformation matrix T b are described in [1] and [21] . A major computational step in these algorithms is the calculation of the singular-value decomposition (SVD) of the product of two Cholesky factors. This is especially important when calculating potentially small singular values of near-uncontrollable and near-unobservable systems [21] . In [21] , an algorithm that computes the SVD of this product of matrices, without explicitly forming the product, is adopted. The complete algorithm of [21] for computing (4) and (7) is adopted for the FDBR method. Such algorithm has been compared by the authors with existing algorithms [1] for several networks. It is concluded that the algorithm from [21] provides significantly improved robustness characteristics compared to traditional algorithms.
For efficient calculation of the term F in (5), which is used to calculate the right-hand-side of the Lyapunov relations (4a) and (4b), we consider the structure of the matrix A given by the vector fitting (VF) software tool (either in complex or real form) [22] ; details of the calculation of F are given in Appendix B.
III. PROPOSED METHODOLOGY
A. General Description
The linear part of a power electric network including one or more PECs is represented by a frequency-dependent network equivalent (FDNE) calculated for a frequency bandwidth spanning from a few Hz to a few kHz such that the switching frequencies are properly included, as depicted in Fig. 1 . A major benefit of using FDNEs is substantial reduction in complexity and computational resources compared to the detailed representation for EMT simulations. Due to the wide frequency range, many resonance peaks may appear in the frequency response of the considered linear network, thus leading to a high-order approximation. The VF technique is used to obtain the rational approximation of the FDNE, referred hereinafter to as the full-order FDNE [23] , and expressed in the form of (1). The VF [24] , Loewner Matrix (LM) [25] and Matrix Pencil Method (MPM) [26] are available techniques for the computation of rational models. All these techniques have advantages and disadvantages; for example, MPM is not able to fit functions with logarithmically-spaced sampling. VF provides high fitting accuracy (as poles follow a relocation procedure), stable poles, and passivity of the fitted system can be enforced via an in-built routine. The accuracy and robustness of VF are deemed in this paper as enough for the objective of fitting an input-admittance [27] .
The full-order FDNE is then reduced via the FDBR technique, as described by (6) to (9) in Section II-B. In this paper the following three cases are considered: a) low-frequency band, b) high-frequency band, and c) combined low-and high-frequency bands. Any of these three procedures results in a reduced number of ordinary differential equations (ODE), as in (2), that closely reproduce the dynamics of the full-order model. On the other hand, the switched network subsystem is modeled in detail as a set of linear time-periodic ODEs which are interfaced to the obtained reduced-order FDNE for EMT simulation, as depicted in Fig. 2 . The reduced-order models come in the form of ordinary differential equations that can be readily implemented in EMT-type simulation software tools or implemented in real-time equipment.
The FDBR-based technique is applied to a modified WSCC 9bus test system in which an HVDC link is included. All transient waveforms presented here are obtained via the time-domain solution of the full-and reduced-order systems, as given by (1) and (2) , respectively, in combination with the linear time-periodic set of ODEs corresponding to the power electronics part, and outlined in Section III-C.
B. Test System: Linear Network Configuration
The WSCC 9-bus test system in [28] is slightly modified by connecting the HVDC system between buses B 7 and B 8 , as illustrated in Fig. 3 . To obtain the full-order model FDNE the following considerations are taken: r Due to the frequency range within the scope of the studies presented in the paper which involve PECs, overhead transmission lines are modeled as a frequency-dependent distributed-parameter lines with corresponding lengths listed in Table I . The complex depth concept is utilized in their modeling and a two-port representation is considered, as in (10)-(12) [29] , [30] .
In (11), l corresponds to the line length; Y c and ψ are the characteristic admittance and propagation function of the line, respectively, related to line impedance/admittance as follows:
r Transformers' impedances are also listed in Table I r The frequency response of the 5-port driving-point impedance, seen from buses 1, 2, 3, 7, and 8, is obtained considering 1000 linear-spaced samples with frequency range from 1 Hz to 5 kHz. The elements of the resulting symmetric transfer matrix are plotted in Fig. 4 .
r VF yields a passive and stable rational approximation of order 200 with a RMS error of 5.91 × 10 −11 . Due to this small RMS error, the differences between the original (in continuous line) and the approximated (in dashed line) Fig. 4 . Frequency response of the 5-port three-phase driving-point impedance matrix of the network in Fig. 3 and its full-order approximation.
driving-point impedance elements are practically unnoticeable in Fig. 4 .
r For transient analysis purposes, the three-phase current entering into buses B 7 and B 8 (named as i 7 and i 8 , respectively) are considered as inputs to the FDNE and the voltages at those buses (v 7 and v 8 , respectively) are considered its outputs.
r Accounting for three-phase and two inputs, the resulting dimension of the full-order state-space system, as given in (1), is of 1200.
C. HVDC System:
The HVDC system, adopted from [31] , contains two voltagesourced converters (VSC). The time-domain model of the HVDC system is given by:
where i 7 and i 8 are the currents going out of the HVDC terminals; v b1 and v b2 are the DC-link voltages and i c its corresponding current; v 7 and v 8 correspond to the voltages at the HVDC terminals; Sw 1 = 2U x 1 − 1 and Sw 2 = 2U x 2 − 1 denote the switching functions provided by a sinusoidal pulse-width modulation (PWM) scheme using a switching frequency of 1.5 kHz.
IV. NUMERICAL RESULTS
To assess the performance and accuracy of the proposed methodology, the network of Fig. 3 is considered in this Section. The frequency bandwidths entered into FDBR method are assumed as r Low-frequency (LF) band, from 1 Hz to 100 Hz. r High-frequency (HF) band, from 3 kHz to 5 kHz. r Two bands (2B), from 1 Hz to 100 Hz and from 1 kHz to 5 kHz. Later in this Section, transient simulations are carried out using the trapezoidal rule of integration method with step size of 10 μs. It is shown that both LF and HF ranges are necessary to obtain an accurate representation of the interfacing between the FDNE and switched network subsystem. Figure 5 shows the frequency response of the reduced-order model provided by FDBR in the LF range, presenting only elements (1, 1) and (6, 6) of the driving-point impedance matrix in Fig. 5(b) for visibility purposes. The obtained model is of order 26 which is about 2% of the full-order model (1200th order). This reduced-order model is chosen based on the Hankel values provided by FDBR, presented in Fig. 6 , with a magnitude threshold of 10 −10 . The high accuracy of approximation in the pre-specified low-frequency range can be observed from Fig. 5 . On the contrary, HF error of approximation is noticeable; this can lead to inaccurate fast dynamics reproduction by the reduced-order model. Figure 7 presents the frequency response of the reduced-order model provided by FDBR in the HF range. The reduced-order model is of order 72 which is about 6% of the full-order model. Also, a magnitude threshold of 10 −10 is used to choose dominant Hankel values, presented in Fig. 8. Figure 7 shows strong agreement between full-and reduced-order approximations in the pre-specified high-frequency range. For this case study, an accurate HF interaction is expected between FDNE and PECs dynamics. Figure 9 presents the frequency response of the reducedorder model provided by FDBR when specifying both low-and high-frequency ranges for the reduction process. Using a magnitude threshold of 10 −10 to choose dominant Hankel values, presented in Fig. 10 , yields a reduced-order model of order 125 which represents about 10.4% of the full-order model. Figure 9 shows that a strong agreement exists between full-and two-band approximations.
A. MOR Using FDBR: LF Band
B. MOR Using FDBR: HF Band
C. MOR Using FDBR: LF and HF Bands
D. Transient Simulation Case Study 1
The three reduced-order models obtained via FDBR, i.e., LH, HF, and two-band, are verified and compared against the full-order model by using transient simulation. Also, for verification purposes, the transient waveforms by the power systems computer aided (PSCAD/EMTDC) software tool are included in some figures. For simplicity of exposition, the transient scenario is as follows. The network is energized at t = 0 s via unit sinusoidal input voltages for all generators G 1 , G 2 , and G 3 . Initial conditions are assumed zero. Fig. 11 presents the transient waveforms for current entering bus B 8 , phase-a (similar results are obtained for phases b and c). The results in Fig. 11 are obtained with full-order and the three outlined reduced-order models. Also, the transient waveform given by PSCAD/EMTDC is included in Fig. 11 . It is noted that in the close-up of Fig. 11(b) the waveforms by full-order and two-band reduced-order model superimpose and their difference Fig. 12 . Absolute error for current i 8 , phase-a, between the 1200th-order system and PSCAD/EMTDC. Fig. 13 . Absolute error for current i 8 , phase-a, (a) between LF and HF reducedorder models and 1200th order and (b) between two-band reduced-order system and 1200th order. is unnoticeable. Fig. 11(b) shows that the LF approximation averages the frequencies associated with the switching frequency. On the other hand, Fig. 11(a) shows that the HF approximation agrees with the full-order model and PSCAD simulations; however, it deviates when heading to stationary state. Fig. 12 presents the absolute error between the full-order model and PSCAD/EMTDC. This error can be attributed to the different assumptions that PSCAD/EMTDC involves, such as interpolation, losses in switching devices, among others. Fig. 13 presents the absolute error along the simulation time-window between the three reduced-order models, and the full-order model.
Although LF band reduction should exhibit smaller error at the end of the simulation window, the opposite happens. This is due to the averaging effect as the stationary state develops, see Fig. 11(b) . HF dynamics from switching devices remain along the simulation time-window. At the end of the time-window, such HF oscillations dominate over the stationary state.
As for the HF band reduction, the error is small for a very short time and then increases as steady-state develops, as expected, and confirmed in Figs. 11 and 13(a) . As seen in Fig. 7 , the HF reduced-order model deviates from the full-order model at II  CPU TIMES FOR FULL-AND REDUCED-ORDER MODELS, CASE STUDY 1 low frequencies; thus, even though HF ripple is exhibited at the end of the simulation in Fig. 11 , the magnitude of the transient waveform results different than that given by the full-order model.
The smallest error is achieved by the two-band reduced model. It is remarkable that such error is kept almost constant along the simulation time-window, Fig. 13(b) , showing effectiveness in the reproduction of low-and high-frequency dynamics.
The CPU-times and RMS-errors for this case study are presented in Table II . Both full-and reduced-order models have been programmed under Matlab environment and simulated using a computer with an Intel Core i7-4700HQ CPU @ 2.40 GHz and 8 GB RAM. Table II shows that substantial computational savings are achieved by the three reduced-order models with respect to the full-order model. Specifically, the CPU-time by the two-band reduced-order model is an advantage for multiple simulations when designing control systems, since the system modes that represent important dynamics are considered accurately.
E. Transient Simulation Case Study 2
Further verification of the proposed methodology is presented in this section via a second case study. The system in Fig. 3 is considered also for this case study. The transient scenario consists of the starting-up and application of a three-phase fault at t = 0.05 s at the HVDC right-hand-side terminal via a low resistance of 0.001 ohm. The two-band reduced-order model is compared with the full-order model and the PSCAD/EMTDC. Based on the full-order (order 1200) system of Fig. 4 , the frequency ranges for the two-band reduced system are again from 1 Hz to 100 Hz and from 3 kHz to 5 kHz. The two-band reducedorder model is obtained via FDBR and results in an order of 125. The transient waveforms for voltage v 8 , phase a, given by full-order, two-band reduced-order, and PSCAD/EMTDC, are presented in Fig. 14. The RMS error between full-and two-band reduced-order is of 2.31 × 10 −4 . The CPU-times are 1193 s, 6.57, and 2.9 s, by full-order, two-band reduced-order, and PSCAD/EMTDC, respectively.
V. APPROXIMATION AND TIME-DOMAIN ERRORS: FURTHER ANALYSIS
Classical BR provides approximation (e r ) and closeness (E r ) errors, as given by (14) and (15) , respectively, [5] . On the other hand, FDBR tends to keep the error bounds within the frequency bandwidth of approximation. This section provides further numerical insight of approximation and time-domain errors when reducing in two frequency ranges. Also, numerical results on order reduction are presented.
where f n and f r represent the time-domain transient waveforms of the full-and reduced-order systems, respectively, and N denotes the number of time-domain samples. Table III lists the closeness E r and time-domain relative error e r for different model orders, based on the Hankel values in Fig. 10 , as given between full-order and two-band reduced-order model for case study 1 presented in Subsection IV-C. Table IV lists e r when approximating in different two-band frequency ranges, noting that the best approximation is obtained for the ranges from 1 Hz to 100 Hz and from 1 kHz to 5 kHz (bold type in Table IV ). This reinforces our proposal of two-band frequency MOR.
VI. CONCLUSIONS
A MOR methodology based on the FDBR technique is presented in the paper for EMT simulation of power networks involving PECs. It is shown that excellent agreement of dynamics behavior is achieved by applying FDBR in two frequency bands at a time, i.e., low-and high-frequency ranges. The utilized criteria for the two frequency bands are (i) frequencies involving fundamental power frequency and (ii) frequencies enclosing switching frequency of PECs. The proposed methodology is verified via a test network including a transmission subsystem and an HVDC link. The time-domain dynamics of the full-and two-band reduced-order model strongly agree, and computational savings are achieved by the latter model.
APPENDIX A
The classical time-domain BR theory is well known; this section discusses only the basic relationships [5] . The controllability W c and observability W o Gramians of the full-order state-space model (1) are given in time-domain by
Both Gramians in (16) satisfy the Lyapunov relations:
A similarity transformation T b can be found from the eigenvalue problem:
such that the controllability and observability Gramians are equal and diagonal, i.e.,
The new coordinate system, given by (18) allows obtaining an internally balanced system (A b , B b , C b ) as in (9) . Truncation is applied to (A b , B b , C b ) to obtain (A r , B r , C r ), as in (2) . Some algorithms to compute (18) can be found in [1] , [14] . It is shown that the error in the transfer function of the reduced model is bounded by [5] H n (s) − H r (s) ∞ ≤ 2 n i=r+1 σ i (20) APPENDIX B
Considering that the fitted system given by VF is converted into a real-valued system via a similarity transformation, matrix F of (5) can be directly obtained in two parts, each one corresponding to real and complex poles. Since only complex poles of A are modified by the similarity transformation, each kth complex pair of poles of the diagonal matrix A become a sub-matrix of the form a a −a a , (21) with:
The p elements of matrix F corresponding to the real poles can be directly evaluated as follows:
while the elements of F corresponding to the 2 × 2 sub-matrices, as in (21), are given by
