Testing and Improving ENSO Models by Process Using Transfer Functions by MacMynowski, Douglas G. & Tziperman, Eli
Testing and improving ENSO models by process
using transfer functions
Douglas G. MacMynowski
1 and Eli Tziperman
2
Received 19 May 2010; revised 26 July 2010; accepted 5 August 2010; published 1 October 2010.
[1] Some key elements of ENSO are not consistently well
captured in GCMs. However, modifying the wrong para-
meters may lead to the right result for the wrong reason.
We introduce “transfer functions” to quantify the input/ out-
put relationship of individual processes from model output,
to compare them to the corresponding observed processes.
Two key transfer functions are calculated: first, the relation-
ship between western Pacific Rossby waves and the reflect-
ing Kelvin waves; second, the frequency‐dependent relation
between Kelvin waves traveling toward the eastern bound-
ary and sea surface temperature response. These are esti-
mated for TAO array data, the Cane‐Zebiak model, and
the GFDL CM2.1 coupled GCM. Some feedbacks are found
to be biased in both models. Re‐tuning parameters to fit
observed transfer functions leads to a deteriorated solution,
implying that compensating errors lead to the seemingly
accurate simulation. This approach should be broadly useful
in making climate model improvement more systematic
and observation‐driven. Citation: MacMynowski, D. G., and
E. Tziperman (2010), Testing and improving ENSO models by
process using transfer functions, Geophys. Res. Lett., 37,
L19701, doi:10.1029/2010GL044050.
1. Introduction
[2] GCMs have not been consistent in accurately capturing
thedynamicsofENSO[AchutaRaoandSperber,2006;Collins
and The CMIP Modeling Groups, 2005; van Oldenborgh
et al., 2005] with ENSO’s average period for example rang-
ing in state‐of‐the‐art models from 2 to 10 years. It is often
not obvious what parameters need to be changed to improve
the model ENSO simulation; the ENSO cycle is the result of
many individual processes and feedbacks, and a model
solution may seem correct because of compensating errors in
different model processes.
[3] Significant progress is being made in evaluating indi-
vidual processes involved in ENSO dynamics and comparing
them between models and data; see Guilyardi et al. [2009a]
for a summary and Collins et al. [2010] for a focus on how
these processes may change with global warming. Examples
include understanding differences in the spatial character-
istics of the wind stress anomalies [Capotondi et al., 2006],
biases in climatological currents that favor the dominance of
zonaladvectivefeedbackoverthermoclinefeedback[Dewitte
et al., 2007], and in error compensation due to simultaneous
underestimates of both the Bjerknes feedback and heat flux
feedback [Guilyardi et al., 2009b; Lloyd et al., 2009].
[4] We present here an additional data analysis tool which
may be used to quantify individual physical processes in
terms of “transfer functions” (a term from control engi-
neering literature) that can be estimated from both data and
models. We show that this tool can lead to the identification
of compensating model errors, a significant concern in
climate simulation and prediction studies in general. We
suggest that estimates of transfer functions of specific pro-
cesses and feedbacks in ENSO models could be used as
additional metrics for evaluating the “correctness” of the
models. Because these metrics represent specific processes
(rather than global measures such as ENSO’s amplitude or
period), identifying deviations from observations or from
other models may help focus on the part of the model that is
in error, and may be useful in model improvement.
[5] A standard approach in the control engineering liter-
ature involves dividing a given complex system (e.g., an
ENSO model) into simpler subsystems each with its input
and output, and estimating the dynamics of each subsystem
from time series of the input and output. Here, we apply
these tools to two input/output relationships in ENSO
dynamics. First, we consider the western boundary reflec-
tion coefficient (denoted TRK) that relates an output Kelvin
wave to an input Rossby wave; one reason for considering
this process is to validate the approach taken here against
prior estimates [e.g., Spall and Pedlosky,2 0 0 5 ;Boulanger
et al., 2003; Zang et al., 2002]. Second, we estimate the
east equatorial Pacific SST response to Kelvin wave per-
turbations (denoted TKT). Estimates of these two relation-
ships are compared for TAO array observations, the CZ
model [Zebiak and Cane, 1987], and with the GFDL CM2.1
coupled model [Wittenberg et al., 2006; van Oldenborgh
et al., 2005] for the present‐day climate.
[6] As indicated by the above references, wave dynamics
isn’t necessarily the dominant ENSO mechanism, nor the
largest source of model errors in current GCMs. However,
our focus on these two specific equatorial wave processes
allows us to compare and discuss the new tools proposed
here in the context of a well studied dynamical framework.
Future work could apply this tool to other processes,
including convective heating and wind response to SST
anomalies, the thermocline and advective feedbacks, ocean
wave forcing by wind, etc.
2. Methodology: Evaluating the Transfer
Functions
[7] The frequency‐dependent “transfer function” [e.g.,
Astrom and Murray, 2008] estimates the linear causal
relationship between any pair of variables, clearly a useful
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L19701 1o f5tool given that key parts of ENSO’s dynamics are linear to a
good approximation. Thus, the relationship between Rossby
(Rw) and Kelvin (Kw) wave amplitudes in the western
Pacific can be written as Kw = TRKRw, with TRK referred to
here as the “reflection coefficient”, though other processes
may also be involved. It is convenient to first derive the
(complex) transfer function directly from an example of a
differential equation describing the dynamics, although as
we will see below the knowledge of the governing equation
is not required. For example, consider the following heu-
ristic equation for the Niño‐3 temperature T as a function of
the east Pacific Kelvin wave amplitude Ke [e.g., Jin, 1997]:
_ T ¼  Ke    T ð1Þ
where m represents the effects of the Kelvin wave on the
SST via both the thermocline feedback [Dijkstra, 2000] and
advective feedback [Dewitte et al., 2007] and   represents
dissipation processes. By taking the Fourier transform with a
frequency f, we have
2 if ^ Tf ðÞ ¼  ^ Ke f ðÞ    ^ Tf ðÞ : ð2Þ
The transfer function is now defined by
TKT s ðÞ 
^ Ts ðÞ
^ Ke s ðÞ
¼
^ Ts ðÞ ^ Ke * s ðÞ
^ Ke s ðÞ ^ Ke * s ðÞ
¼  
1
s þ  
; ð3Þ
where s =2 pif and ^ T(s)^ Ke *(s) is the cross correlation
between the temperature and Kelvin wave amplitude. As
this demonstrates, the transfer function depends on fre-
quency according to the differential operator in the relation
between the input and output.
[8] However, a key advantage of the approach considered
here is that the equation describing the relation between the
input and output does not need to be known a priori, and
indeed can be extracted from time series of the two. Given
input and output time series x(t) and y(t) and their Fourier
transforms ^ x( f ) and ^ y( f ), the transfer function between
them may be obtained as the ratio of the cross‐correlation to
the auto‐correlation in frequency space, as motivated by (3)
[e.g., Swanson, 2000, section 6.2]
Txy f ðÞ ¼
^ xf ðÞ ^ y* f ðÞ hi
^ xf ðÞ ^ x* f ðÞ hi
¼
Sxy f ðÞ
Sxx f ðÞ
; ð4Þ
where Sxy(f ) is calculated by dividing the time series into n
segments and averaging the respective Fourier transforms.
This averaging eliminates contributions to the Niño‐3 that
are not related to the approaching Kelvin wave,
Sxy f ðÞ ¼
1
n
X n
k¼1
^ xk f ðÞ ^ yk* f ðÞ : ð5Þ
See Text S1 of the auxiliary material for further technical
details regarding the calculation of the transfer function, and
of error estimates from the coherence [see also Swanson,
2000, equation (6.2.21)].
1 We explain there that care must
be taken when interpreting the results if other processes
result in a correlation between x and y, which may occur for
two reasons. First, a feedback, where the output y influences
the input x in addition to x influencing y (e.g., a Kelvin wave
influences eastern Pacific SST, which influences winds,
which creates a Rossby wave). Second, due to correlated
excitation of both the input and output variables by a third
factor (e.g., western Pacific wind anomalies that simulta-
neously excite both Kelvin and Rossby waves).
[9] We project ocean data onto Kelvin and Rossby waves
following the approach of Boulanger and Menkes [1995];
Boulanger et al. [2003] (hereafter BM95, BCM03 respec-
tively), including their normalization, and using the 20°
isotherm to estimate thermocline depth. TKT is estimated as
the transfer function between the Kelvin wave anomaly time
series in the east Pacific at 240° (Ke) and the Niño‐3 index.
The resulting transfer function is not strongly dependent on
the longitude used to define Ke. The transfer function TRK is
estimated using the Rossby and Kelvin wave amplitudes in
the west Pacific at 156°, sufficiently removed from land
masses close to the equator. The estimates are based on
weekly averaged TAO data from 1994–2009, 22 years of
weekly averaged GFDL model output, and 75 years of CZ
output, all with the seasonal cycle removed. The GFDL
model captures the general features of ENSO reasonably
well but with too high an amplitude and possibly too short a
period [Wittenberg et al., 2006]. Note that because the time
scale of the two processes estimated here is short (weeks to a
few months), 22 years of model output are sufficient to
constrain these two transfer functions. Calculating ENSO
statistics requires a longer record [Wittenberg, 2009].
3. Results: TAO Array, GFDL, and CZ Models
[10] The magnitude of the complex transfer functions
representing the western boundary reflection coefficient,
∣TRK∣, and the response of the Niño‐3 index to the Kelvin
wave, ∣TKT∣, are shown in Figure 1 for the TAO data, GFDL
model and the CZ model. Plotted error bars are 95% con-
fidence interval (±2 standard deviations). The best least‐
squares fit to a constant for ∣TRK∣ and m and   in equation (2)
are also indicated. The results are also summarized in
Table 1.
[11] Consider first the western boundary reflection, TRK.
In both the TAO data and the GFDL model, the transfer
function estimates at frequencies above 1/(6 months) are
influenced by wind disturbances that excite correlated
Kelvin and Rossby waves in the western Pacific which
influence the estimated transfer function but are unrelated to
the reflection process. This is verified from the near‐180°
phase of the transfer function estimate at high frequencies
(see Figure S1 and discussion in auxiliary material), and
demonstrates the advantage of calculating a frequency‐
dependent reflection coefficient using the transfer function
approach, as opposed to estimating a constant reflection
coefficient directly from the two time series. At lower fre-
quencies, the reflection coefficient is roughly independent of
frequency given the error bars. Using the normalization of
BCM03, the maximum possible reflection coefficient from
an ideal boundary is 0.41. BCM03’s estimate is 0.33–0.37,
and our estimate of 0.35 from TAO data agrees well. The
GFDL model (TRK = 0.28) slightly under‐estimates this
transfer function. The CZ model explicitly prescribes a
perfect reflection, and the estimated value is indeed close at
TRK = 0.38.
1Auxiliary materials are available in the HTML. doi:10.1029/
2010GL044050.
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eastern Pacific Kelvin wave anomalies to NINO3 (Figure 1,
right) leads to more dramatic insights. This transfer function
is found to be frequency dependent and consistent with the
solution (3); this validates that the heuristic equation (1) is a
reasonable description of the dynamics. The transfer func-
tion estimates allow us to identify both the strength of the
feedback m in (3) from the magnitude at mid‐frequencies,
and the dissipation   from the frequency at which the
transfer function transitions from a constant value at low
frequencies to having a slope of m/s.
[13] Based on this analysis, the GFDL model over‐
predicts the combined thermocline and advective feedback
strength m by ∼20% [see also Dewitte et al., 2007]. This by
itself would have caused an increased coupled ocean‐
atmosphere instability strength, and therefore a shift in
ENSO’s period and amplitude. The GFDL model also shows
a higher dissipation   than estimated from the observations,
possibly balancing the tendency toward stronger instability.
This is an example of compensating errors which can be
identified using transfer functions.
[14] The CZ model in its standard parameter regime over‐
predicts the transfer function TKT even more significantly
(Table 1 and Figure 1). In this case we can demonstrate the
use of these tools for tuning models in a more observa-
tionally and physically‐motivated way (the comparable
tuning of a GCM is, of course, less straightforward). The
Kelvin wave arriving to the eastern Pacific causes an SST
response there due to both perturbed upwelling and per-
turbed zonal advection. We find that with the standard CZ
parameters, these two processes provide roughly compara-
ble contributions to TKT. Reducing both SST advection (by
multiplying uTx by a factor of one half) and the coefficient
of upwelling entrainment (g in Zebiak and Cane [1987,
equation A12]) from 0.75 to 0.5, gives the additional curve
in Figure 1f which is now more consistent with the TAO
observations (Figure 1b). However, with these changes the
CZ model is now stable, and any initial perturbations simply
decay to a steady state, while in its standard parameter
Figure 1. Transfer function magnitudes evaluated from (a and b) TAO data, (c and d) GFDL model, and (e and f) CZ
model. (left) TRK from western Pacific Rossby wave to western Pacific Kelvin (reflection coefficient). (right) TKT from east-
ern Pacific Kelvin wave to Niño‐3 index. The 95% confidence error bars are plotted (auxiliary material), and the red dash
lines show the optimal fit to the low frequency (slower than 6 months) behavior. The CZ plot for TKT includes an additional
experiment (dashed), see text.
Table 1. Transfer Function Results for the TAO Array Data, the
GFDL Model, and the Standard Parameter Regime of the CZ
Model
∣TRK∣ TKT: m TKT:  
−1(months)
TAO 0.35 0.08 4
GFDL 0.28 0.09 2.5
CZ 0.38 0.19 4.5
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Kelvin wave influence on SST response so that it is more
consistent with the observed response deteriorates the model
performance significantly. This indicates that the errors in
this process must have been compensated by errors in other
model processes to produce the relatively realistically‐
looking ENSO cycle of the standard CZ model.
[15] We next added external stochastic wind perturbations
to yield non‐zero variability, which gives the correct value
for TKT. The spectrum of the model NINO3 is now flatter,
and in this respect closer to the observed (Figure 2, top). The
first EOF of the original and modified CZ models are shown
in Figure 2 (middle and bottom) and is not any closer to
observations. We cannot conclude that the missing physics
is the stochastic forcing we added, and additional model
transfer functions would need to be calculated in order to
identify additional needed model corrections.
4. Conclusions
[16] This paper focused on two main objectives. First, by
analyzing both model output and TAO array observations,
we demonstrated explicitly that two ENSO models, an
intermediate‐complexity one and a fully coupled ocean‐
atmosphere general circulation model, both have compen-
sating errors in their simulation of ENSO. Second, we
introduced the calculation of “transfer functions” from time
series of both observations and model output, to directly
estimate specific dynamic processes from data and models.
In a GCM, each process may result from a combination of
parameterizations that are tuned to satisfy a difficult com-
promise between different aspects of the global climate.
Tuning based only on some output metric, such as ENSO’s
period or amplitude or spatial characteristics, may lead to
tuning of the wrong parameters and therefore to compen-
sating errors. Our approach provides information about
specific physical processes, which may make it easier to
tune specific components within the model in an observa-
tionally motivated manner.
[17] The transfer functions showed that both models have
significant biases in the east Pacific SST response to arriving
Kelvin waves. Specifically, the GCM showed too strong an
excitation of SST by the Kelvin waves, possibly partially
compensated by having a too large dissipation of east
Pacific SST. In the CZ model, we were able to modify some
model parameters to make this process more compatible
with the observed one, but this resulted in a severe deteri-
oration of the ENSO simulation. This is direct evidence of
the existence of compensating errors, as well as an example
of how these tools may be used to more consistently tune
and improve climate models in general and ENSO models in
particular.
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