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SUMMARY i
Summary
In this work, the numerical solution of the Einstein-Maxwell equations of a rotating disc
of charged dust and the extended application on its solution results are presented.
Firstly, the theoretical background of the Einstein-Maxwell equations and how they
are formed into the field equations for the rotating charged fluid are discussed. The
Lewis-Papapetrou metric provides the stationary and the axial-symmetric characters,
while the energy-momentum tensor adds the electromagnetic and rotation factor into
the system. The boundary conditions, which are derived subsequently from the field
equations, provide the disc character. Combining the field equations and the boundary
conditions yields an equation system describing a rotating disc of charged dust, which
is subsequently solved by the numerical approach of the pseudo-spectral method.
A brief introduction of the pseudo-spectral method is given, followed by the demon-
stration of how the method is adapted to the model. This is accompanied by an explana-
tion of the algorithm used to solve this specific field equation system. Further discussion
of the improvement on the calculation speed, such as the analytical mesh-refinement is
also included.
The outcome of the equation system consists of raw potential data and some addi-
tional byproducts such as the angular velocity obtained from the extra auxiliary equa-
tions of the system. The raw data are processed into a more straightforward and intuitive
physical quantities, which can further be utilised to analyse the gyromagnetic character
of the system. The gyromagnetic factor serves as an interesting outlook towards both the
relativistic and quantum mechanic regions. Lastly, using the raw data, the ergosphere
surface can be obtained by acquiring the zero point of the metric element gtt using the
bisection method.
All the results are summarised in the final chapters of this work. The discussion
covers the whole parameter space (γ, ε): from the classical limit γ  1 to the black
hole limit, which approaches the Kerr-Newman solution from the external point of view
γ → 1, and from the non-charged limit ε = 0 to the electrical counterpoised limit ε→ 1.
The raw data and the auxiliary potentials are first compared under different de-
grees of relativistic parameter γ or specific charge density ε. The physical quantities are
furhter presented from both the near-source and far-field perspectives, along with the
treatment of the error calculation of the system. A detailed discussion of the gyromag-
netic factor and different methods of its acquisition are compared. The configuration
of the ergosphere surface is presented, as observed from both the near-source and far-
field perspectives, under different charge and relativistic magnitudes. A complete survey
from the point at which the ergosphere starts appearing is discussed, covering the whole
parameter space (γ, ε). Possible further development of this work, such as its application
to the differential rotation case, is discussed in the final chapter.
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Zusammenfassung
Diese Arbeit untersucht die numerische Lo¨sung der Einstein-Maxwell-Gleichungen fu¨r
eine rotierende und geladene Staubscheibe. Die gewonnenen Ergebnisse werden in der
Anwendung pra¨sentiert.
Zuna¨chst wird der theoretische Hintergrund der Einstein-Maxwell-Gleichung und
deren U¨bertragung auf die Staubscheibe dargestellt. Die Lewis-Papapetrou-Metrik liefert
die stationa¨ren und axialsymmetrischen Eigenschaften, wa¨hrend der Energie-Impuls-
Tensor die Rotation und den elektromagnetischen Faktor in das System einfu¨gt. Die
Randbedingungen, die allma¨hlich aus den Feldgleichungen abgeleitet werden, liefern
die Scheibeneigenschaft. Aus der Kombination der Feldgleichungen und der Randbe-
dingungen ergibt sich ein Gleichungssystem, das eine geladene rotierende Staubscheibe
beschreibt und anschließend durch die Pseudo-Spektrale Methode gelo¨st wird. Zuna¨chst
wird die Pseudo-Spektrale-Methode in einer kurzen Einfu¨hrung erkla¨rt. Die darauf fol-
gende Darstellung zeigt, wie die Methode an das Model angepasst wird. Gleichzeitig wird
der fu¨r die Lo¨sung dieses spezifischen Feldgleichungsystems verwendete Algorithmus
erla¨utert. Eine weitere Diskussion zur Verbesserung der Berechnungsgeschwindigkeit,
z.B. u¨ber die analytischen Gitterverfeinerung, ist ebenfalls enthalten.
Das Ergebnis des Gleichungssystems besteht aus Rohdaten und einigen zusa¨tzlichen
Nebenprodukten, wie der Winkelgeschwindigkeit, die aus den zusa¨tzlichen Hilfsgleichun-
gen des Systems gewonnen werden. Die Rohdaten werden in u¨berschaubarere und intu-
itivere physikalische Gro¨ßen verarbeitet. Diese ko¨nnen weiter genutzt werden, um den
gyromagnetischen Charakter des Systems zu analysieren. Der gyromagnetische Faktor
liefert einen interessanten Blick auf die relativistischen und quantenmechanischen Bere-
iche. Schließlich werden fu¨r den Erhalt der Ergospha¨renoberfla¨che die Rohdaten in das
metrische Element gtt eingesetzt, und die Nullpunkte des gtt nach dem Bisektionsver-
fahren erworben.
Alle Ergebnisse werden in den letzten Kapiteln dieser Arbeit zusammengefasst. Die
Diskussion umfasst den gesamten Parameterraum (γ, ε): Vom klassischen Grenzfall γ 
1 bis zum extreme Kerr-Newman-Grenzfall γ → 1, vom a¨ußeren Standpunkt aus gesehen;
als auch vom nicht geladenen Fall ε = 0 bis zur extrem geladenen Konfiguration ε→ 1.
Die Rohdaten und die Hilfspotentiale werden zuna¨chst unter verschiedenen Aus-
maßen des relativistischen Parameters γ und der spezifischen Ladungsdichte ε ver-
glichen. Die physikalischen Gro¨ßen werden nun aus der Nah- und Fernfeldperspektive
dargestellt, gleichzeitig dienen sie der Behandlung der Fehlerberechnung des Systems.
Eine detaillierte Diskussion zum gyromagnetischen Faktor und verschiedene Metho-
den seiner Akquisition werden verglichen. Schließlich wird die Konfiguration der Er-
gospha¨renoberfla¨che aus der Nah- als auch Fernfeldperspektive unter verschiedenen
Gro¨ßen von γ und ε dargestellt. Die jeweilige Auftrittsstelle der Ergospha¨re wird
im gesamten Parameterraum vollsta¨ndig untersucht. Eine mo¨gliche Weiterentwicklung
dieser Arbeit, z.B. die Anwendung auf den Differentialrotationsfall, wird im letzten
Kapitel diskutiert.
iv ZUSAMMENFASSUNG
Chapter 1
Introduction
Many of our celestial bodies have a disc-like configuration, especially those of the disc
galaxies, which consist of a thick or thin disc, and often might contain a galactic nuclear
bulge or some surrounding globular clusters. Different approaches have been used in
order to simulate and understand more about the spacetime and physical characteristics
of the disc-like celestial configurations. As well as observational investigations, theoret-
ical studies, both analytically and numerically have been carried out for decades. The
studies began with simpler structures, to which more factors were added so as to model
more astrophysical-like systems.
Studies on uniformly rotating discs began in 1969 [1, 2]. Since then, simulations and
comparisons of similar or more complicated models have been investigated, with the
hope of providing more insight into the actual astrophysical objects.
From the early 90’s, a series of research articles on rigidly rotating disc of dust were
published, beginning with analytical studies of the boundary value problem formed into
the Ernst equation and solved using inverse scattering methods [3, 4, 5, 6, 7]. These were
followed by numerical studies with geodesic motion around the disc [8], the calculation
of non-rigid rotating discs [9, 10] and the application with respect to the black hole limits
[11]. Additionally the investigations via post-Newtonian approaches [12] and multiple
moment [13] also provided another perspective on the topic.
In this work, we go a step further by adding the electromagnetic factor to the ro-
tating disc model. The system thus become a charged rotating disc in electrovacuum.
Post-Newtonian methods towards the model were provided for the model [14, 15]. We
used the numerical approach for this work, in the hope that it might provide another
basis for future studies on the analytical aspect, and furthermore for more complicated
disc structures, for example, when including the surrounding globular structure (non-
electrovacuum) or the nuclear bulge (quasi-disc like) into the system. As such the
approach will tend towards the astrophysical-like configuration.
In this work, our aim is to solve the Einstein-Maxwell field equations of the rotating
disc of charged dust using the numerical approach of the pseudo-spectral method, and
discuss the outcome of the solution by transforming the direct raw field result into a
more intuitive physical properties and aspects.
In Chapter 2, the theoretical background of the model, the derivation of the Einstein-
Maxwell equations and the boundary conditions for our disc of charged dust applying
1
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the orthonormal tetrad basis, are discussed. The raw potentials used in the work are
ν, ω and α, different from the use of U , a and k in the analytical work, since for the
analytical work, the field equations were transformed into Ernst equation for further
investigations, whereas in this work, the divergence of the fields in the region of the
ergosphere can be avoided using the terms ν, ω and α. The outcome of the equation
system can be neatly separated into the fluid part and the charged part. The fluid part
is exactly the non-charged field equations, which have been thoroughly investigated both
analytically and numerically as mentioned above. In this work, the discussion is extended
to consider the charged fluid case using the numerical approach. The discussion covers
the entire parameter space (γ, ε). The relativistic parameter γ represents the degree of
relativity, γ  1 in the classical Newtonian limit, and γ → 1 to the ultra-relativistic
or black hole limit, whereas the constant specific charge ε represents the intensity of
the electromagnetism, with ε = 0 representing the non-charged case, to ε → 1 to the
electrically counterpoised dust (ECD) case.
Chapter 3 considers the numerical procedure used for solving the field equations. The
pseudo spectral method is introduced and algorithms of the numerical technique are dis-
cussed. The equation system is adapted and applied to the numerical treatment. The
communication between the model and the method are linked between a series of field
and coordinate transformations, and the field equations and the boundary conditions
are converted into the C-language algorithm. Additionally, due to the high gradient con-
figuration of the raw field in the ultra-relativistic region, the analytical mesh-refinement
method is introduced to prevent the algorithm from diverging at high γ’s.
After the field solutions are obtained from the equation system via the numeri-
cal treatment, the raw field data are converted into more intuitive physical properties.
Chapter 4 serves as a preparation for the discussion of the results presented the proceed-
ing chapter, in which the quantities such as mass M , angular momentum J , magnetic
dipole moment µB and charge Q, and how they are derived and applied from the data
field, are discussed. The physical quantities can be further utilised to serve as an error
inspection towards the calculation of the system, when combined with the parameter
relation. The physical quantities, though remaining the same intrinsically, exhibit dif-
ferent configurations depending on the perspective of the observer. In other words, the
normalisation of the system from the point of view of the observer must also be consid-
ered. The gyromagnetic factor g derived from the physical properties is also discussed.
In many relativistic and quantum systems, there exists an interesting common charac-
teristic: g = 1 in the Newtonian limit γ  1, and g = 2 in the ultra-relativistic limit
γ → 1. The system described here will be inspected to see if this phenomenon also
applies. This may in turn provide insight into the connection between the relativistic
and quantum systems. Next, the possible tools needed to find the ergosphere of the
system is discussed. The non-charged case has been inspected [16], the discussion of
which is extended to the charged case.
Finally in chapter 5, the result of the work are presented by first exhibiting the raw
data field ν, ω, Aϕ and At, and comparing them with the known non-charged case. The
raw data are transformed into the more intuitive physical quantities in the entire param-
eter space, and the properties are inspected at different γ’s and ε’s. Angular velocity Ω,
3being an unknown parameter in the field equation system, is solved together with the
raw data. Its result is also presented, since Ω serves as a useful normalisation tool. The
error distribution derived from the physical quantities is looked into, in order to be used
as a control, not just for the result of the calculations, but also for the whole equation
system setting. The gyromagnetic factor is investigated in detail, and compared with
some known results and extended to the unknowns, especially at the ultra-relativistic
region. The outcome of the ergosphere is presented at the end of chapter, and its con-
figuration is shown in different regions of the parameter space. The criteria of when the
ergosphere starts appearing relating to the level of relativistic and electromagnetic effect
is also elegantly presented. Part of the result in this chapter is published in [17].
The work presented in this thesis uses the notation G = c = 1.
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Chapter 2
The Einstein-Maxwell Equation
In this chapter, it is shown how the field equations and the boundary conditions for the
model of rigidly rotating disc of charged dust is obtained. The field equations describing
the spacetime distortion and electromagnetic field of the rotating disc of charged dust
are expressed through the Einstein equation and the Maxwell equation.
Firstly, the Einstein and Maxwell field equations are discussed in general, after which
focus is given to the rotating charged fluid by introducing the energy-momentum tensor
and the corresponding four-velocity. Lastly, the disc character is introduced when dealing
with the boundary conditions.
In the second part of this chapter, in preparation for the results presented in the
coming chapters, parameters or variables that govern the physical characteristics of the
system, such as the relativity parameter γ, specific charge parameter ε, the angular
velocity Ω are discussed.
2.1 Field equations
Einstein equation
The Einstein field equation characterises the spacetime distortion created by the gravi-
tational and electromagnetic influence of a source
Rik − 1
2
Rgik = 8piTik, (2.1)
where the energy-momentum tensor Tik governs the characteristics of the source, which
will be discussed in the next section.
Additionally, by multiplying the Einstein equation with gik,
gikRik − 1
2
gikgikR = 8pig
ikTik,
R− 4R
2
= 8piT,
the trace equation
R = −8piT, (2.2)
5
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is obtained, where R is the Ricci scalar and T is the trace of the energy-momentum
tensor.
Maxwell equation
The Maxwell equation describes the electromagnetic field produced by a source
F ik ;k = 4pi
i, (2.3)
with the electromagnetic tensor
Fik = Ak,i − Ai,k, (2.4)
Ak being the four-potential(vector potential), and with the purely convective
1 four-
current density
i = ρelu
i, ρel = εµ, (2.5)
with the mass density µ, the four-velocity ui, and ρel being the charge density, a constant
specific charge ε ∈ [−1, 1] is assumed.
Lewis-Papapetrou metric
The spacetime of a stationarily rotating and axisymmetric perfect fluid body can be
expressed through the Lewis-Papapetrou-Weyl metric [18, 19]
ds2 = e2α(dρ2 + dζ2) + ρ2e−2ν(dϕ− ωdt)2 − e2νdt2. (2.6)
Note that in the past work, most discussions were based on the (2.6) equivalent
metric
ds2 = e−2U
[
e2k(dρ2 + dζ2) + ρ2dϕ2
]− e2U(dt− adϕ)2, (2.7)
which can be converted into the Ernst equation for analytical purposes [20, 21, 22].
The relationships between ν, ω, α and U , a, k are
e2U = e2ν − ρ2ω2e−2ν , (2.8)
a =
ρ2ω
e4ν − ρ2ω2 , (2.9)
α = k − U, (2.10)
With the fields U , a and k, one has to pay attention to the fact that inside the
ergosphere where e2U < 0, U is no longer a real function. Moreover, at the ergosphere’s
boundary where e2U = 0, the field a tends to go to infinity. The reason why the
solution still converges is because the field a is always coupled with U . Yet, choosing
the metric with fields µ, ω and α avoids the ergosphere problem, since comparing the
metric element gtt of the two metrices in (2.8), there always exist a solution e
2ν =
1
2
(
e2U +
√
e4U + 4ρ2ω2
)
> 0, which keeps ν a real function, even inside the ergosphere
where e2U < 0.
1The mass and charge elements have equal velocities.
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2.2 Rotating charged fluid
Energy-momentum tensor
The energy-momentum tensor describes the source distribution and the characteristic
of the material. For the perfectly charged fluid, the energy-momentum tensor is
Tik = Tik
(fluid) + Tik
(em), (2.11)
with the fluid part
Tik
(fluid) = (µ+ p)uiuk + pgik, (2.12)
where µ is the mass-energy density and p is the pressure. The electromagnetic part of
the energy-momentum tensor is
Tik
(em) =
1
4pi
(
FijFk
j − 1
4pi
FmnFmngik
)
. (2.13)
As shown in (2.4), the electromagnetic tensor Fij can be charaterised by the partial
derivative of the vector potential Ai,k. Due to the axial symmetry, the vector potential
can be put in the form
A = Aϕ(ρ, ζ)dϕ+ At(ρ, ζ)dt.
Four velocity
For the stationary axialsymmetric rotating fluid, the four-velocity is
ui = e−V (ξi + Ωηi), (2.14)
where ξi and ηi are the Killing vectors representing the stationarity and and axisymmetry
respectively.
ξi = δit, η
i = δiϕ.
Expressed in terms of the metric (2.6), the scalar products of the Killing vectors are
thus
ξiξi = gtt = −e2ν + ω2ρ2e−2ν , (2.15a)
ηiηi = gϕϕ = ρ
2e−2ν , (2.15b)
ξiηi = gtϕ = −ωρ2e−2ν , (2.15c)
ηiξi = gϕt = −ωρ2e−2ν . (2.15d)
As such the scalar product of the four-velocity is
uiui = −c2, (2.16)
where c = 1 is the notation we use in this work. Combining (2.14) and (2.16), we have
e2V = − (ξi + Ωηi) (ξi + Ωηi) ,
and together with (2.15a)-(2.15d), we get
eV = eν
√
1−
[ ρ
e2ν
(Ω− ω)
]2
. (2.17)
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Angular velocity Ω
Ω is the angular velocty of the disc observed from infinity, with
Ω =
dϕ
dt
=
uϕ
ut
.
Note: when discussing the rotating disc of charged dust, it can both be rigidly rotating
or, since this work does not need to be done under the co-rotating frame such as that
in [14] or [15], the model does not have to be narrowed to the rigidly rotating case, i.e.
the angular velocity does not have to be restricted to be constant Ω = constant2, but
can instead leave the disc the freedom of differential rotating Ω(ρ).
Disc configuration
The disc characteristic is later introduced, when the pill-box integration is adopted into
the boundary conditions to the field equations. In the section below, the derivation of
the field equations is discussed after which, the boundary conditions that satisfy the
model of the rotating disc of charged dust are introduced.
2.3 Derivation of the field equations
2.3.1 Tetrad basis
The field equation is derived under the orthonormal tetrad basis (The basis that rep-
resents the frame of reference of the local Lorentz observer) using the transformation
[2]
λ(ρ)
iˆ = e−αδ iˆ(ρ), λ(ζ)
iˆ = e−αδ iˆ(ζ), λ(ϕ)
iˆ =
eν
ρ
δ iˆ(ϕ), λ(t)
iˆ = e−νδ iˆ(t) + ωe
−νδ iˆ(ϕ), (2.18)
where “ ˆ ” indicates the index of the tetrad basis.
The Lewis-Papapetrou-Weyl metric describing the spacetime of a stationarily rotat-
ing and axisymmetric perfect fluid body
ds2 = e2α(dρ2 + dζ2) + ρ2e−2ν(dϕ− ωdt)2 − e2νdt2,
will be turned into the orthonormal tetrad basis
ds2 = dx21 + dx
2
2 + dx
2
3 − dt2
after the tetrad transformation.
2Only when working under the co-rotating frame does one have to assume that the disc is rigidly
rotating, since the co-rotating frame (denoted with “ ′ ”) is defined as
ρ′ = ρ, ζ ′ = ζ, ϕ′ = ϕ− Ωt, t′ = t,
where Ω is the constant angular velocity.
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The field equations obtained directly through the metric and obtained via the tetrad
basis only differ from the point of view of the observers, but the tetrad basis simplifies the
configuration of the field equations. Whilst the field equations obtain directly through
the metric are being regarded from the point of view of the distant observer, the field
equations obtained via the tetrad basis are being regarded from the point of view of the
local Lorentz observer.
This is supported by the calculation of the Ricci scalar, which should be invariant
from the frame of reference. As shown in Appendix A, by calculating the Ricci scalar
using the two basis independently, the same result is obtained.
The Einstein equation (2.1) and the Maxwell equation (2.3) under the tetrad basis3
become(See the detailed derivation of the field equations in the Appendix A.)
Einstein [4ˆ,4ˆ]:
∆ν − 1
2
ρ2e−4ν(∇ω)2 − 4pie2α(µ+ p)
[
1 + v2
1− v2
]
+
1
ρ2
e−2ν
[
e4ν(∇Aϕ)2 + ρ2(∇At + ω∇Aϕ)2
]
= 0,
(2.19)
Einstein [3ˆ,4ˆ]:
∇ · (ρ2 + e−4ν∇ω) + 16piρe2(α−ν)
[
(µ+ p)
v
1− v2 + 2p
]
− 4e−2ν [∇Aϕ∇At + ω(∇Aϕ)2] = 0,
(2.20)
Maxwell [3ˆ]:
− 4e
2α−3νpiερ2µ(Ω− ω)√
1− e−4νρ2(Ω− ω)2 + e
−4νρ2 [∇At∇ω + ω(∇Aϕ∇ω)]− 2∇Aϕ∇ν −∆Aϕ + 2Aϕ,ρ
ρ
= 0,
(2.21)
Maxwell [4ˆ]:
− 4e
2α+νpiεµ√
1− e−4νρ2(Ω− ω)2 − 2∇At∇ν − 2ω∇Aϕ∇ν +∇Aϕ∇ω + ∆At + ω∆Aϕ = 0.
(2.22)
where
v := ρe−2ν(Ω− ω).
As one can see, even though the charged field equations have a more complex config-
uration, they can be neatly separated into the fluid part and the charged part. The fluid
part is exactly the non-charged case and has been discussed and investigated thoughly.
In the dust case where p = 0 and the exterior of the disc being electro-vacuum µ = 0,
3Einstein [ˆi,kˆ] denotes Riˆkˆ − 12Rgiˆkˆ = 8piTiˆkˆ, and Maxwell [ˆi] denotes F iˆkˆ;kˆ = 4piiˆ.
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(2.19)-(2.22) are reduced to
∆ν − 1
2
ρ2e−4ν(∇ω)2 + 1
ρ2
e−2ν
[
e4ν(∇Aϕ)2 + ρ2(∇At + ω∇Aϕ)2
]
= 0, (2.23)
∇ · (ρ2e−4ν∇ω)− 4e−2ν [∇Aϕ∇At + ω(∇Aϕ)2] = 0, (2.24)
e−4νρ2 [∇At∇ω + ω(∇Aϕ∇ω)]− 2∇Aϕ∇ν −∆Aϕ + 2Aϕ,ρ
ρ
= 0, (2.25)
− 2∇At∇ν − 2ω∇Aϕ∇ν +∇Aϕ∇ω + ∆At + ω∆Aϕ = 0. (2.26)
Furthermore we have two equations from
Einstein [1ˆ,1ˆ]:
α,ρ = ρ
[
(ν,ρ)
2 − (ν,ζ)2
]− 1
4
e−4νρ3
[
(ω,ρ)
2 − (ω,ζ)2
]− ν,ρ
+
e2ν
ρ
[
(Aϕ,ρ)
2 − (Aϕ,ζ)2
]− e−2νρ [(ωAϕ,ρ + At,ρ)2 − (ωAϕ,ζ + At,ζ)2] ,
(2.27)
and Einstein [1ˆ,2ˆ]:
α,ζ = 2ρν,ρν,ζ − 1
2
e−4νρ3ω,ρω,ζ − ν,ζ + 2e
2ν
ρ
(Aϕ,ρ + Aϕ,ζ)− 2e−2νρ(ωAϕ,ρ + At,ρ)(ωAϕ,ζ + At,ζ).
(2.28)
Additionally from the trace equation Riˆ iˆ + 8piT
iˆ
iˆ = 0, we get
8piµ− 1
2ρ
e−2α−4ν{ρ3 [ω,ρ2 + ω,ζ2]
− 4e4ν [−ν,ρ + ρ (ν,ρ2 + ν,ζ2 + α,ρρ + α,ζζ)]} = 0. (2.29)
These are the non-trivial Einstein-Maxwell field equations for the stationary and
axialsymmetric perfect dust in an electrovacuum. In order to introduce the disc charac-
teristics into our system, we have to take a further look at the boundary conditions.
2.4 Boundary conditions
2.4.1 Symmetry properties of the fields
Setting (ρ, ζ) = (0, 0) as our disc centre, with the ζ-axis as the rotating axis and the
disc lying on the plane ζ = 0, and with ρ = ρ0 being the radius of the disc, we divide
the spacetime of the stationary rotating disc of charged dust, as shown in figure 2.1 into
five parts: The ζ-axis, the surface of the disc, the equatorial plane outside of the disc,
infinity and the rest of spacetime.
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Figure 2.1: The rotating disc of charged dust shown in the Weyl coordinates. The thick
black line denotes the infinite thin disc with radius ρ0. The areas illustrated in the
figure imply each particular part of the boundary conditions: A: ζ-axis, B: On the disc
surface, C: Infinity, D: The equatorial plane outside of the disc.
Reflectional symmetry
Due to the reflectional symmetry of the metric coefficient of (2.6) on the equatorial plane
ρ = 0, all four fields in the upper and lower areas with respect to the equatorial plane
have the symmetric characteristic
ν+ = ν−, ω+ = ω−, α+ = α−, Aϕ+ = Aϕ−, At+ = At−, (2.30)
with the subscripts “+” implying the fields at (ρ, ζ) and “−” at (ρ,−ζ). For our infinitly
thin disc of dust, the regularity condition is therefore supported through the equatorial
symmetry
lim
δ→0
{ν, ω, α} |ζ=+δ = lim
δ→0
{ν, ω, α} |ζ=−δ = {ν(ρ, 0), ω(ρ, 0), α(ρ, 0)}
Without loss of generality, due to the equatorial symmetry (2.30), the discussion can
be focused on one single side of the equatorial plane, which will omit the + and − sign
from now on and focus on the upper part of the coordinate ζ ≥ 0.
2.4.2 Derivation of the Boundary Conditions
• A: ρ = 0
Area A represents the ζ axis where ρ = 0. Substituting ρ = 0 into the field equa-
tions (2.23)-(2.26), however, is not sufficient to obtain the boundary conditions,
since some non-trivial terms that are embedded with ρ would disappear after in-
troducing ρ = 0. The way to solve the problem is to take the ρ derivatives of the
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field equaitons in order to elimintate the embedding ρ on the non trivial terms,
before substituting ρ = 0.
The actual calculation will be demonstrated in section 3.2.1 with another coordi-
nate4.
• B: 0 ≤ ρ ≤ ρ0, ζ → 0
The disc is axialsymmetric along ζ = 0, since the configuration is an infinitly thin
layer, whose mass density can be defined as
µ := e−α(ρ,ζ)σp(ρ)δ(ζ), (2.31)
where σp(ρ) is the surface density along the ρ-axis and δ(ζ) is the delta function
along the ζ-axis.
The charge and energy-momentum element distribution are analogous to the Gauss
surface charge in the electrodynamics. We can therefore apply the Gauss-integration,
also known as the “pill-box” integration on (2.19)-(2.22) and (2.29).
The following is the result of the pill-box integration, whose detailed calculation
is in Appendix B:
from Einstein [4ˆ,4ˆ]:
2eαpiσp[1 + e
−4νρ2(Ω− ω)2]
1− e−4νρ2(Ω− ω)2 = ν,ζ , (2.32)
from Einstein [3ˆ,4ˆ]: − 8e
α+2νpiσp(Ω− ω)
ρ[1− e−4νρ2(Ω− ω)2] = ω,ζ , (2.33)
from Maxwell [3ˆ]: − 2e
α−3νpiερ2σp(Ω− ω)√
1− e−4νρ2(Ω− ω)2 = Aϕ,ζ , (2.34)
from Maxwell [4ˆ]:
2eα+νpiεσp√
1− e−4νρ2(Ω− ω)2 = At,ζ + ωAϕ,ζ , (2.35)
and from Trace equation: − 2pieασp = α,ζ . (2.36)
Combining any two of (2.32)-(2.35) to eliminate α, the first three boundary con-
ditions
− 4(Ω− ω)ν,ζ − [1 + e−4νρ2(Ω− ω)2]ω,ζ = 0, (2.37)
ρ2(Ω− ω)At,ζ + [e4ν + ρ2(Ω− ω)ω]Aϕ,ζ = 0, (2.38)
− 4e3νAϕ,ζ + ερ2
√
1− e−4νρ2(Ω− ω)2ω,ζ = 0, (2.39)
4The spectral coordinates, which we will discuss in section 3.1.2
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are obtained, and combing (2.32)-(2.36) with (2.28), the forth boundary condition
is acquired
− ρ(Ω− ω)2 − e3νε
√
1− e−4νρ2(Ω− ω)2
(
At,ρ − ΩAϕ,ρ
)
+ e4νν,ρ + ρ
2(Ω− ω) [(Ω− ω)ν,ρ + ω,ρ] = 0. (2.40)
In the case where Ω and ε are constant, integrating (2.40) along the disc with
0 ≤ ρ ≤ ρ0 and ζ = 0
D := eν
√
1− ρ
2 (Ω− ω)2
e4ν
− ε (At + ΩAϕ) = constant. (2.41)
is obtained5. At the centre of the disc ρ = 0 where Aϕ = 0,
D = eν
c − εAct = constant, (2.42)
where νc = ν(ρ = 0, ζ = 0) and Act = At(ρ = 0, ζ = 0).
(2.41) can also serve as an alternative boundary condition to (2.40), which sim-
plifies both the analytical and numerical calculations, however this will then be
restricted to the case of constant angular velocities. Therefore keeping (2.40) as the
boundary condition permits the discussion of the case of the differential rotating
disc Ω(ρ).
• C: ρ2 + ζ2 →∞
At spacial infinity, i.e. r2 = ρ2 + ζ2 → ∞, asymptotic flatness is assumed. The
Lewis-Papapetrou metric thus reduces to Minkowski metric in cylindrical coordi-
nate ds2 = dρ2 + dζ2 + ρ2dϕ2 − dt2, which means
ν → 0, ω → 0, α→ 0. (2.43)
The electromagnetic fields vanish in infinity
Aϕ → 0, At → 0. (2.44)
5It is easier to perform the integration of the boundary condition obtained under the co-rotating
frame using the metric (2.7)[23] (
eU
′ − εAt′
)
,ρ
= 0,
which gives
eU
′ − εAt′ = constant.
With “ ′ ” denoting the co-rotating frame
e2U
′
= e2U
[
(1 + aΩ)
2 − Ω2ρ2e−4U
]
, Aϕ′ = At + ΩAϕ,
and the relation between the potentials ν, ω and the potentials U , a in (2.8) and (2.9), we get (2.41).
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• D: ρ > ρ0, ζ = 0
Since the fields are even functions with respect to the equatorial plane (2.30), their
normal derivative are antisymmetric
lim
δ→0
{ν,ζ , ω,ζ , Aϕ,ζ , At,ζ}|ζ=+δ = − limδ→0{ν,ζ , ω,ζ , Aϕ,ζ , At,ζ}|ζ=−δ
Due to the regularity condition, here meaning that the fields have to be continuous
at ζ = 0, the fields are thus
ν,ζ = 0, ω,ζ = 0, Aϕ,ζ = 0, At,ζ = 0. (2.45)
• A ∩ B: Centre of the disc ρ = 0, ζ = 0
At the centre of the disc,
eν ≡ eνc (2.46)
is related to the relative redshift z of zero angular momentum photons emitted
from the centre of the disc received by a static observer in infinity [24], according
to eν
c
= 1
1+z
. At the Newtonian limit z → 0, we have eνc = 1, whereas at the
ultra-relativistic limit z →∞, eνc = 0.
The potential α, as shown in (2.27) and (2.28), is expressed explicitly in the differen-
tial terms and is decoupled from the other potentials, meaning that it can be obtained
independently after the coupled equation system, containing electrovacuum field equa-
tions and the boundary conditions, is solved for the potentials ν, ω, Aϕ and At.
2.5 Parameter Space (γ, ε)
The potential eν
c
mentioned in the previous section describes the relative redshift of the
photons, which can thus be regarded as an index describing the degree of relativity. We
introduce a relativity parameter γ here
γ := 1− eνc , (2.47)
with γ ∈ [0, 1]. γ → 0 implying the Newtonian limit and γ → 1 indicating the ultra-
relativistic limit, to which our rotating charged disc becomes an extreme Kerr-Newman
black hole from the external point of view.
For the constant specific charge ε ∈ [−1, 1], ε = 0 describes the uncharged configura-
tions, whereas |ε| = 1 describes the electrically counterpoised dust (ECD) configurations[25],
where the gravitational and the electrical forces are counter-balanced, i.e. ρel = µ in
(2.5), and the angular velocity Ω thus becomes 0. The plus-minus sign implies a positive
or negative charge, since they do not effect behaviour in terms of the magnitude of the
charge of interest. Without loss of generality, the discussion is set at ε ∈ [0, 1].
The two parameters γ and ε form a complete parameter space and are discussed in
[23, 14, 15]. Figures 1 and 2 in [14] depict the parameter space describing the relationship
between these two parameters and the corresponding systems.
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Since (γ, ε) form a complete parameter space, all the other parameters can be re-
garded as (γ, ε)-dependent and cannot be randomly defined. This is particularly im-
portant when setting up the numerical procedure, as can be seen later on in the next
chapter.
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Chapter 3
Numerical Treatment
In this chapter, the numerical method used in this work is presented, along with how
it is applied to the system. The procedure of the Pseudo-spectral method is first intro-
duced, followed by the method to this equation system, by presenting a compactificated
coordinate and rescaling the potentials of the equations. The new equation system can
then be formed in to vector fields which, after introducing suitable initial data, can
be iterated through the Newton-Raphson method. Finally, some numerical issues that
might be encountered during the process are discussed along with how to solve them.
3.1 Pseudo-Spectral Method
3.1.1 Overview
For the numerical solution, the spectral approximation [26] is applied by setting the field
functions into a linear combination of Chebyshev polynomials
Tm(x) = cos[m arccosx]. (3.1)
In a 1-D case, the expansion can be written as
f(xj) =
1
2
c0 +
N∑
m=1
cmTm(2xj − 1), (3.2)
where the spectral coordinates xj runs from 0 to 1.
xj =
1
2
[
1 + cos
(
pij
N
)]
(j = 0, · · · , N),
and spectral coefficient
cm =
2− δmN
N
[
f(1) + (−1)mf(0) + 2
N−1∑
j=1
f(xj)Tm(2xj − 1)
]
. (3.3)
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with m the order of expansion, j the order of the grid point, and N+1 the total number
of the grid points, since j starts with 0.
The Pseudo-spectral method works as follows: an initial guess ~f (0) for the system
is given1, and the initial guess expressed in terms of Chebyshev polynomials through
(3.3), where the spectral coefficient ~c(0) is obtained. The derivatives of the spectral
coefficients ~c(0)′, ~c(0)′′ are obtained via an differential operator Dˆ [26], and the derivatives
of the Chebyshev polynomial fields ~f (0)′, ~f (0)′′ via ~c(0)′, ~c(0)′′ respectively using (3.2). An
overview of the procedure is shown in Table 3.1.
After obtaining ~f (0), ~f (0)′, and ~f (0)′′, the fields are substituted into the field equations
~F (~f, ~f ′, ~f ′′):
(i) If ~F (~f (0), ~f (0)′, ~f (0)′′) < δ → 0: f (0) is thus the field in question.
(ii) If ~F (~f (0), ~f (0)′, ~f (0)′′) > δ → 0: the procedure is first iterated to get ~f (1) via
~f (1) = ~f (0) − Jˆ(~f (0))~F (~f (0)),
with Jˆ being the Jacobi-matrix.
From ~f (1), we get ~c(1), ~c(1)′, ~c(1)′′ then ~f (1), ~f (1)′, ~f (1)′′, which can again be iterated by
substitution into ~F (~f, ~f ′, ~f ′′). More detail of the iteration is discussed in section 3.1.3.
Table 3.1 show the comparison between the spectral method and the pseudo-spectral
method. Both start with the initial guess ~f and obtain ~c from (3.2). The difference
becomes apparent afterwards, where the spectral method first obtains ~f ′, ~f ′′ then ~c′, ~c′,
and the pseudo-spectral method first acquires ~c′, ~c′ then ~f ′, ~f ′′. The pseudo-spectral
method is used as shown in Table 3.1, since this method obtain the derivatives of ~c with
just one step, whereas the spectral method requires two steps2.
3.1.2 Compactification
The spectral coordinates is adapted to the system, by performing the following coordi-
nate transformation [27]
ρ =
ρ0
√
1− τ
cos
(
pi
2
σ
) , ζ = ρ0√τ tan(pi
2
σ
)
, (3.4)
which converts (ρ, ζ) ∈ [0,∞] to (σ, τ) ∈ [0, 1]. Figure (2.1) shows the system in Weyl
coordinatess, whereas Figure (3.2) displays the comparison between the spectral coor-
dinates and the Weyl coordinatess.
1Note that the superscript “(n)” does not imply the polynomial order of f , instead it signifies the
number of iterations, differentiating from the subscript “j”, which signifies the position of the grid and
from the subscript “m”, the order of expansion.
2Or rather, the spectral method has to use two operators Tˆ and Dˆ instead of one Dˆ, as in the
pseudo-spectral method.
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Spectral method Pseudo-spectral method
~f ~c=Tˆ
−1 ~f−−−−→~c
(Tˆ ′ = DˆTˆ )
fˆ ′ = Tˆ ′~c = DˆTˆ~c
y
~f ′ ~c′=Tˆ−1 ~f ′−−−−−→ ~c′
fˆ ′′ = Tˆ ′~c′ = DˆTˆ ~c′
or
(Tˆ ′′ = DˆDˆTˆ )
fˆ ′′ = Tˆ ′′~c = DˆDˆTˆ~c
y
~f ′′ ~c′′=Tˆ−1 ~f ′′−−−−−−→ ~c′′
...
~f ~c=Tˆ
−1 ~f−−−−→~c
~c′ = Dˆ~c
y
~c′ ~f ′=Tˆ ~c′−−−−→ ~f ′
~c′′ = Dˆ~c′
y
~c′′ ~f ′′=Tˆ ~c′′−−−−→ ~f ′′
...
Table 3.1: Comparison between the procedures of the spectral method and the pseudo-
spectral method. ~f represents the field function; ~c is the expansion coefficient; Tˆ is
the base of the expansion as in (3.1) in the above; Dˆ is the differential operator. Both
methods begin by giving an initial guess ~f and obtain ~c via (3.3). The difference starts
once ~c is obtained: the spectral method first acquires ~f ′ from the differential and base
operator Dˆ and Tˆ , then from ~f ′ one uses the inverse base operator Tˆ−1 as in (3.3) to
obtain ~c′; whereas for the pseudo-spectral method, one deduces ~c′ directly from ~c, then
from ~c′ to ~f ′. The respective procedures carry on for higher derivatives.
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Figure 3.1: Diagramatic sketch of the two grid, here with N = 10. (a) Numerical grid
(b) Spectral grid.
In the 2-D case presented here, the Chebyshev expansion of the fields of every single
grid points (σi, τj) can then be expressed as
f(σi, τj) =
(
1
2
c0(τ) +
Nσ∑
k=1
ck(τ)Tk(2σi − 1)
)
·
(
1
2
c0(σ) +
Nτ∑
m=1
cm(σ)Tm(2τj − 1)
)
=
1
4
c0(σ)c0(τ) +
1
2
c0(σ)
Nσ∑
k=1
ck(τ)Tk(2σi − 1) + 1
2
c0(τ)
Nτ∑
m=1
cm(σ)Tm(2τj − 1)
+
Nσ∑
k=1
Nτ∑
m=1
cm(σ)ck(τ)Tk(2σi − 1)Tm(2τj − 1), (3.5)
with
σi =
1
2
[
1 + cos
(
pii
Nσ
)]
(i = 0, · · · , Nσ),
(3.6)
τj =
1
2
[
1 + cos
(
pij
Nτ
)]
(j = 0, · · · , Nτ ).
The numerical grid and the spectral grid thus look as in figure 3.1. In the plot, the
sketch of the two grids with N = 10 are shown. In our actual grid, N = 50 is applied.
3.1.3 Newton-Raphson Method
The expansion (3.5) is substituted into the field equations and boundary conditions,
building up a differential equation system with all unknown fields on every collocation
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Figure 3.2: The rotating disc of charged dust is shown on the left: Weyl coordinatess
and right: spectral coordinates. The boundary conditions imply respectively: A (ρ = 0;
τ = 1): ζ-axis of the Weyl coordinates, B (ζ = 0, 0 < ρ ≤ ρ0; σ = 0): On the disc
surface, C (ρ2 + ζ2 → ∞; σ = 1): Infinity, D (ζ = 0, ρ > ρ0; τ = 0): Equatorial plane
outside of the disc.
points (i, j) in the (Nσ + 1)× (Nτ + 1) grid3. The total number of equations or fields is
Ntotal = Nfields(Nσ + 1)(Nτ + 1) +Naux, (3.7)
whereNfields is the number of the field, andNaux is the number of the auxiliary parameter
of the system.
Using the Newton-Raphson method to solve the equation system by forming the
unknown fields into a column of vector field ~f(σi, τj), the goal is to find ~f , such that
when substituted into the differential equation system ~F , it satisfies
~F (~f) = 0.
The iteration
~fm+1 = ~fm −
[
Jˆ(~fm)
]−1
~F (~fm) (3.8)
is started by giving an initial guess ~f0, and iterating until ~F (~fm+1) < δ, where δ → 0,
as discussed in section 3.1.1.
The Jacobi matrix is obtained through
Jˆ =
~F
~f
, Jij =
Fi
fj
. (i, j = 0, · · · , Ntotal − 1),
where its inverse matrix
[
Jˆ(~fm)
]−1
can be obtained by LU − decomposition for small
resolutions and by further numerical methods, such as BiCGSTAB[28], for large reso-
lutions.
3C-language starts its serial from 0.
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3.2 Rescaling the potential
3.2.1 Equation System
Since ν always comes in an exponential form, and moreover at the ultra-relativistic limit,
the eν
c
in the auxiliary equation (2.46) tends to 0, which makes ν → −∞, new potentials
are therefore rescaled [27]
ν˜ := eν , (3.9)
and
ω˜ :=
ρ0
eνc
ω.
Furthermore ω and α are also rescaled in a similar way
A˜t :=
ρ0
eνc
At, α˜ := e
α,
the metric (2.6) expressed in the new potential thus becomes
ds2 = α˜(dρ2 + dζ2) +
ρ2
ν˜2
(dϕ− e
νc
ρ0
ω˜dt)2 − ν˜dt2. (3.10)
Apart from the potential transformation, the coordinates are transformed from Weyl
coordinatess to the spectral coordinates (3.4)
ρ =
ρ0
√
1− τ
cos
(
pi
2
σ
) , ζ = ρ0√τ tan(pi
2
σ
)
With the detailed calculation shown in the appendix C, the field equations thus
become
• Einstein [4ˆ,4ˆ] Fν˜ = −12ρ02(1− τ)ν˜F (dust)ν˜ + F (em)ν˜ = 0, with
F
(dust)
ν˜ = (1− 3τ)ν˜,τ + 2∆′ν˜ −
2
ν˜
(∇′ν˜)2 − (1− τ)e
2νc
cos2
(
pi
2
σ
)
ν˜3
(∇′ω˜)2 ,
(3.11)
F
(em)
ν˜ =
[
cos2
(pi
2
σ
)
ν˜4 + e2ν
c
(1− τ)ω˜2
]
(∇′Aϕ)2 + e2νc(1− τ)
[
2ω˜∇′Aϕ∇′A˜t +
(
∇′A˜t
)2]
• Einstein [3ˆ,4ˆ] Fω˜ = − eν
c
ρ02(1−τ)
8 cos2(pi2 σ)ν˜2
F
(dust)
ω˜ + F
(em)
ω˜ = 0, with
F
(dust)
ω˜ =
1
pi
sin(piσ)ω˜,σ + (1− 5τ)ω˜,τ − 8
ν˜
∇′ν˜∇′ω˜ + 2∆′ω˜,
(3.12)
F
(em)
ω˜ = e
νc
[
∇′Aϕ∇′A˜t + ω˜ (∇′Aϕ)2
]
,
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• Maxwell [3ˆ]
FAϕ =
1
2pi
cos2
(pi
2
σ
)
ν˜4
[
sin(piσ)Aϕ,σ − pi(1− τ)Aϕ,τ
]
− 2 cos2
(pi
2
σ
)
ν˜3∇′ν˜∇′Aϕ + e2νc(1− τ)ω˜∇′ω˜∇′Aϕ
+ e2ν
c
[
(1− τ)∇′ω˜∇′A˜t
]
− cos2
(pi
2
σ
)
ν˜4∆′Aϕ = 0. (3.13)
• Maxwell [4ˆ]
FA˜t =
1
2
(1− 3τ)ν˜eνc
(
ω˜Aϕ,τ + A˜t,τ
)
− 2eνcω˜∇′ν˜∇′Aϕ + eνc ν˜∇′ω˜∇′Aϕ − 2eνc∇′ν˜∇′A˜t + eνc ν˜ω˜∆′Aϕ + eνc ν˜∆′A˜t = 0.
(3.14)
where
∇′a∇′b := 1
pi2
cos2
(pi
2
σ
)
a,σb,σ + τ(1− τ)a,τb,τ ,
∆′a :=
1
pi2
cos2
(pi
2
σ
)
a,σσ + τ(1− τ)a,ττ ,
all of which can also be explicitly separated into the charged part and the non-charged
part.
For the respective boundary conditions,
• A: τ = 1
Substituting τ = 1 into the field equations (3.11)-(3.14). However, it is observed
that the left-hand-side of (3.11) and (3.12) become 0, and in order to avoid this
triviaity, the τ -derivative of these two equations is used instead, which gives
FAν˜ = {Fν˜,τ} |τ=1 =
1
2
ρ0
2ν˜F dustν˜ + F
em
ν˜,τ = 0, with
F dustν˜ = −2ν˜,τ + 2∆′ν˜ −
2
ν˜
(∇′ν˜)2 ,
F emν˜,τ = cos
2
(pi
2
σ
) [
ν˜4(∇′Aϕ)2
]
,τ
− e2νcω˜
[
ω˜ (∇′Aϕ)2 + 2
(
∇′Aϕ∇′A˜t
)]
− e
2νc
ρ0
(
∇′A˜t
)2
.
FAω˜ = {Fω˜,τ} |τ=1 =
eν
c
ρ20
8 cos2
(
pi
2
σ
)
ν˜2
F dustν˜ + F
em
ν˜,τ = 0, with
F dustω˜ =
1
pi
sin(piσ)ω˜,σ − 4ω˜,τ − 8
ν˜
∇′ν˜∇′ω˜ + 2∆′ω˜,
F emω˜,τ = e
νc
(
∇′Aϕ∇′A˜t
)
,τ
+ eν
c
[
ω˜ (∇′Aϕ)2
]
,τ
,
where {
(∇′a∇′b),τ
}
|τ=1 := 1
pi2
cos2
(pi
2
σ
)
(a,σb,σ),τ + a,τb,τ
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• B: σ = 0
The σ = 0 substitution of (2.37)-(2.40) in (σ, τ)-coordinates yields
FBν˜ = 4Wν˜
3ν˜,σ + e
νc(ν˜4 + (1− τ)W 2)ω˜,σ = 0,
FBω˜ = e
νc(1− τ)WA˜t,σ + (ν˜4 + eνc(1− τ)Wω˜)Aϕ,σ = 0,
FBAϕ = −4ν˜5Aϕ,σ + eν
c
ε(1− τ)ρ0
√
ν˜4 − (1− τ)W 2ω˜,σ = 0,
FB
A˜t
= 2εν˜2
√
ν˜4 − (1− τ)W 2
(
eν
c
A˜t,τ + ρ0ΩAϕ,τ
)
− 2ρ0ν˜,τ
[
ν˜4 + (1− τ)W 2]
− ρ0Wν˜
[
W + 2eν
c
(1− τ)ω˜,τ
]
= 0,
where
W := ρ0Ω− eνcω˜.
• C: σ = 1
F Cν˜ = ν˜ = 1, F
C
ω˜ = ω˜ = 0, F
C
Aϕ = Aϕ = 0, F
C
A˜t
= A˜t = 0.
• D: τ = 0
For Area D, substituting τ = 0 into (3.11)-(2.22) does not lead to triviality, the
outcome of which can be used in this equation system.
• B ∩ D: (σ, τ) = (0, 0)
On the rim of the disc ρ = ρ0, (2.45) can be used as the transition equation
between the disc and the electro-valcuum on ρ-axis in figure 2.1. Written in the
(σ, τ)-coordinates, it gives
FBDν˜ = ν˜,σ = 0, F
BD
ω˜ = ω˜,σ = 0, F
BD
Aϕ = Aϕ,σ = 0, F
BD
A˜t
= A˜t,σ = 0.
• A ∩ B: (σ, τ) = (0, 1)
In (σ, τ)-coordinates, (2.46) at the centre of the disc becomes
FAB = ν˜ − eνc = 0. (3.15)
3.2.2 Initial Guess
Although the spectral method provides a good approximation, the choice of initial guess
is essential since if the initial guess is too far off from the actual solution, it leads to a
divergence of the Newton-Raphson solver. For small γ and ε values, the post-Newtonian
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expansion of the potentials [14] are used as the initial data ~f (0).
φ = 1−
[
8
3pi
arccotξ +
4
3pi
(
3ξ2 + 1
2
arccotξ − 3
2
ξ
)(
3η2 − 1)] γ,
a = −ρ0
√
1− ε2
pi
(
η2 − 1) [ξ − 13η2ξ + (3− 15η2)ξ3 + (ξ2 + 1) (3η2(5ξ2 + 1)− 3ξ2 + 1) arccotξ] γ 32 ,
Aϕ =
aε
4
,
= −ε
√
1− ε2
4pi
(
η2 − 1) [ξ − 13η2ξ + (3− 15η2)ξ3 + (ξ2 + 1) (3η2(5ξ2 + 1)− 3ξ2 + 1) arccotξ] γ 32 ,
At =
ε
2
(φ− 1) ,
= −ε
[
4
3pi
arccotξ +
2
3pi
(
3ξ2 + 1
2
arccotξ − 3
2
ξ
)(
3η2 − 1)] γ,
with
ν˜ =
√
φρ2
ρ2 − a2φ2 , ω˜ =
ρ0
eνc
(
aφ2
ρ2 − a2φ2
)
, A˜t =
ρ0
eνc
At. (3.16)
Here (η, ξ) is the elliptical coordinate, with 0 ≤ η ≤ 2pi and −∞ < ξ < ∞, which is
related to the Weyl coordinates as
ρ = ρ0
√
1− η2
√
1 + ξ2,
ζ = ρ0ηξ.
The areas of the boundary conditions expressed in the elliptical coordinate are shown
in figure 3.3, with plot (a) showing the whole space of the system. However, as discussed
in section 2.4.1, due to the equatorial symmetry, only one side of the equatorial plane
requires consideration, where the upper part is chosen, and the boundary conditions can
thus be expressed in plot (b) as
• A: η = 1, 0 ≤ ξ <∞,
• B: 0 ≤ η ≤ 1, ξ = 0,
• C: r2 = ρ2 + ζ2 = ρ02 (1− η2 + ξ2)→∞, with η ∈ [−1, 1], we have ξ →∞,
• D: η = 0, 0 ≤ ξ <∞),
The transformation between the elliptical coordinates (η, ξ) and the spectral coordinates
(σ, τ) are [27]
η =
√
τ , ξ = tan
(pi
2
σ
)
.
26 CHAPTER 3. NUMERICAL TREATMENT
η
ξ
A
+
A
−
B
+
B
−
C
+
C
−
D
+
D
−
1−1
≈
(a)
η
ξ
A
B
C
D
10
≈
(b)
Figure 3.3: Boundary conditions expressed in the elliptical coordinate. (a) The whole
area. (b) The upper part of the equatorial plane. Area A (ζ-axis in Weyl coordinates):
η = 0, ξ ∈ [0,∞); Area B (On the disc): η ∈ [0, 1], ξ = 0; Area C (Infinity): η ∈ [0, 1],
ξ →∞; Area D (On the ρ-axis outside of the disc): η = 0, ξ ∈ [0,∞).
The initial data expressed in the spectral coordinates are thus
φ =
1
2pi cos2
{
pi + 4piγ(σ − 1)τ + pi[1− 2γ(σ − 1)(τ − 1)] cos(piσ) + 2γ(3τ − 1) sin(piσ)},
a = −γ
3/2ρ0(τ − 1)
√
1− ε2
2pi cos4
·{
pi(σ − 1) [(6τ − 2) cos(piσ)− 9τ + 1] + [(τ − 1) cos(piσ)− 14τ + 2] sin(piσ)},
Aϕ =
aε
4
,
At =
ε
2
(φ− 1),
and together with (3.16), the initial data for the code is obtained.
For larger γ or ε, the Post-Newtonian initial data is not sufficient enough to be
used as an initial guess, instead, iteration towards larger γ and ε by using the results
generated from the previous smaller γ and ε are used as the new initial guess.
3.2.3 Vector Field
The system has 4 fields ν˜, ω˜, Aϕ, A˜t in 2 dimensions (σ, τ), plus 1 additional field
contributed to by the angular velocity Ω. The total number of equations or fields is thus
according to (3.7)
Ntotal = 4(Nσ + 1)(Nτ + 1) + 1.
All the unknown fields can be built up into a column vector
~f =
(
ν˜(i, j) ω˜(i, j) Aϕ(i, j) A˜t(i, j) | Ω
)T
for i = 0 · · ·Nσ, j = 0 · · ·Nτ .
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(a) (b)
Figure 3.4: Analytical mesh-refinement, with σ(σ˜) = 1− sinh[κ(1−σ˜)]
sinh(κ)
with κ ∼ | ln(1−γ)|.
As the model goes more relativistic, i.e. as γ grows larger, the new-mesh points are
distributed more densely near σ = 1. (a): Near the Newtonian limit, the grid point
distribution is near equidistance. (b): At the relativistic limit, the distribution of the
mesh points are more concentrated near σ = 1.
Note that the angular velocity Ω depends on γ and ε, and can therefore not be treated
as a free parameter but as an auxiliary unknown. It comes into the field equation system
from (2.14) and (2.17). The other variable σp is connected with Ω via (2.32)-(2.35), and
can be gathered after Ω is obtained.
Using the initial data in section 3.2.2, a vector ~f0 is built up, which can be used as
the initial guess for the Newton-Raphson method.
3.2.4 Analytical Mesh-Refinement
At the ultra-relativistic limit γ → 1, the functions change drastically and thus form a
steep gradient near σ = 1, unless one applies a finer grid on the area where the functions
drastically change, the steep gradient will lead to the divergence of the solver.
There are two ways of dealing with this problem, one is to increase the grid points
Nσ, which however will slow down the speed of the solver, since higher number of grid
points means larger Jacobi matrix, in which inverting its matrix
[
Jˆ(~fm)
]−1
in (3.8) is
the crucial step in terms of the calculation time of the code.
This is the reason why the other method, the analytical mesh-refinement method, is
more suitable for solving the numerical gradient problem. It keeps the number of the
grid Nσ˜ = Nσ, but redistributes the distance between the grid points. The spectral grid
is no longer just being distributed via (3.6), but also depends on the specific need in
terms of the configuration of the function.
In the case presented here, the grid is redistributed in a such way such that, while
still running from 0 to 1, more grid points are concentrated near σ → 1, the following
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alternation of mesh points thus satisfy the criteria[29]
σ(σ˜) = 1− sinh[κ(1− σ˜)]
sinh(κ)
, with κ ∼ | ln(1− γ)|, (3.17)
which rescales the spectral coordinates and thus “smoothens” the gradient, which pre-
vents the divergence. Like σ-coordinate, σ˜ also runs between 0 and 1, but the behaviour
of the curve near 1 changes according to the degree of relativity γ.
As shown in figure 3.4, near the Newtonian limit, σ and σ˜ has a similar curve be-
haviour, when however approaching the relativistic limit, the σ˜ curve creates a smoother
gradient near σ˜ → 1, which enables the possibility of condensing more grid points near
σ = 1.
Chapter 4
Physical Quantities and Ergosphere
In order to present the results in a more straightforward manner, in this chapter the raw
data obtained from the field equations are converted into the more intuitive properties
such as mass M , angular momentum J , magnetic dipole moment µB and charge Q,
and are discussed from the different perspectives of the observers. Applications of the
physical properties such as the error application and gyromagnetic factor g are further
discussed. Finally, the ergosphere and how to extract numerically from the raw field are
discussed.
4.1 Physical Quantities
4.1.1 Far Field Behaviour
The physical quantities are the asymptotic far-field behaviour of the potential which are
obtained by the multipole expansion.
ν = −M
r
+O(r−2), ω = 2J
r3
+O(r−4), α = −ν +O(r−2)
Aϕ =
µB sin
2 θ
r
+O(r−2), At = −Q
r
+O(r−2),
Expressed in the rescaled potentials as in section 3.2.1
ν˜ := eν , α˜ := eα, ω˜ :=
ρ0
eνc
ω, A˜t :=
ρ0
eνc
At,
we have
ν˜ = 1− M
r
+O(r−2), ω˜ = 2J
r3
+O(r−4), α˜ = −ν˜ +O(r−2)
Aϕ =
µB sin
2 θ
r
+O(r−2), A˜t = −Q
r
+O(r−2),
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In other words
M = − lim
r→∞
(rν) = − lim
r→∞
[r (ν˜ − 1)] ,
J = lim
r→∞
(
r3ω
2
)
= lim
r→∞
(
r3ω˜
2
)
,
Q = − lim
r→∞
(rAt) = − lim
r→∞
(
rA˜t
)
,
µB = lim
r→∞
(
rAϕ
sin2 θ
)
,
Since the far-field behaviour is spherically symmetric, without loss of generality, the
properties on the equatorial plane θ = pi
2
: ρ = r, ζ = 0 with
ρ = r sin θ, ζ = r cos θ
are discussed. The physical quantities in cylindrical coordinate is thus
M = − lim
ρ→∞
(ρν) = − lim
ρ→∞
[ρ (ν˜ − 1)] ,
J = lim
ρ→∞
(
ρ3ω
2
)
= lim
ρ→∞
(
ρ3ω˜
2
)
, (4.1)
Q = − lim
ρ→∞
(ρAt) = − lim
ρ→∞
(
ρA˜t
)
,
µB = lim
ρ→∞
(
ρAϕ
sin2 θ
)
.
The quantities in the spectral coordinates (σ, τ) are expressed for numerical purposes
ρ =
ρ0
√
1− τ
cos
(
pi
2
σ
) , ζ = ρ0√τ tan(pi
2
σ
)
.
Therefore, the physical properties are again transformed into spectral coordinates, which
leads to the following discussion:
As mentioned above, without loss of generality, the discussion can be concentrated
the equatorial plane. The infinity in the equatorial plane (ρ → ∞, ζ = 0) is in area D
of figure 3.2, which, expressed in the spectral coordinates is (σ = 1, τ = 0). Here, the
physical quantities are individually discussed:
• Mass M :
M = − lim
r→∞
(rν)
θ=pi
2= − lim
ρ→∞
(ρν)
τ=1
= − lim
σ→1
ρ0ν
cos
(
pi
2
σ
) .
As discussed in previous chapters, at infinity ν = 0, with both numerator and
denominator tending to 0 when σ → 1, the l’Hoˆpital rule can be applied, which
yields
M
L’Hoˆpital
= − lim
σ→1
ρ0ν,σ
−pi
2
sin
(
pi
2
σ
) = 2
pi
ρ0ν,σ(1, 0)
[
=
2
pi
ρ0
ν˜,σ
ν˜
(1, 0)
]
.
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• Angular momentum J :
J = lim
r→∞
(
r3ω
2
)
θ=pi
2= − lim
ρ→∞
(
ρ3ω
2
)
τ=1
= − lim
σ→1
ρ0
3ω
cos3
(
pi
2
σ
)
L’Hoˆpital
= lim
σ→1
ρ3ω,σ
−3pi
2
cos2
(
pi
2
σ
)
sin
(
pi
2
σ
)
L’Hoˆpital
= lim
σ→1
ρ3ω,σσ
−3
4
pi2 cos3
(
pi
2
σ
)
+ 3
2
pi2 cos
(
pi
2
σ
)
sin2
(
pi
2
σ
)
L’Hoˆpital
= lim
σ→1
ρ3ω,σσσ
21
8
pi3 cos2
(
pi
2
σ
)
sin
(
pi
2
σ
)− 3
4
pi3 sin3
(
pi
2
σ
)
= −4ρ0
3
3pi3
ω,σσσ(1, 0)
[
= −4e
νcρ0
2
3pi3
ω˜,σσσ(1, 0)
]
.
• Magnetic dipole moment µB:
µB = lim
r→∞
(
rAϕ
sin2 θ
)
θ=pi
2= − lim
ρ→∞
(ρAϕ)
τ=1
= − lim
σ→1
ρ0Aϕ
cos
(
pi
2
σ
)
L’Hoˆpital
= lim
σ→1
ρ0Aϕ,σ
−pi
2
sin
(
pi
2
σ
) = − 2
pi
ρ0Aϕ,σ(1, 0).
• Charge Q:
Q = − lim
r→∞
(rAt)
θ=pi
2= − lim
ρ→∞
(ρAt)
τ=1
= − lim
σ→1
ρ0At
cos
(
pi
2
σ
) .
L’Hoˆpital
= − lim
σ→1
ρ0At,σ
−pi
2
sin
(
pi
2
σ
) = 2
pi
ρ0At,σ(1, 0)
[
=
2
pi
eν
c
A˜t,σ(1, 0)
]
.
The physical proprieties expressed in the spectral coordinates and in terms of the
rescaled fields (ν˜, ω˜, Aϕ, A˜t) are obtained. Using the coordinate transformation (3.4)
and the fact that for the far-field equatorial plane, (ρ → ∞, ζ = 0) corresponds to
(σ → 1, τ = 0), yields the solutions
M =
2
pi
ρ0
ν˜,σ
ν˜
(1, 0), J = −4e
νcρ0
2
3pi3
ω˜,σσσ(1, 0),
(4.2)
Q =
2
pi
eν
c
A˜t,σ(1, 0), µB = −
2
pi
ρ0Aϕσ(1, 0).
4.1.2 Normalising the physical quantities through Ω and ρ0
Depending on which perspective one observes for the system, that is, from the asymptotic-
flat region or the region near the disc, one chooses different parameters of normalisation.
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From the perspective of the asymptotic-flat region, one tends to normalise the angu-
lar velocity of the disc Ω, whereas at the near-source region, one tends to normalise the
coordinate radius of the disc ρ0. However, the choice is merely the matter of normalisa-
tion, and does not effect the the outcome of the result, as shown in the following, but in
order to obtain an explicit expression, it depends on the point of view from which one
observes the system, as is shown in the next chapter. Since the physical quantities are
derived from the far-field behaviour, one should also observe them through the far-field
perspective in order to gain a meaningful expression.
Parametrisation and Normalisation
The solution of the model is formed in the Lewis-Papapetrou-Weyl metric (2.6)
ds2 = e2α(dρ2 + dζ2) +W 2e−2ν(dϕ− ωdt)2 − e2νdt2.
Expressing the metric in the new rescaled potentials as in section 3.2.1
ν˜ := eν , α˜ := eα, ω˜ :=
ρ0
eνc
ω,
the new metric form becomes
ds2 = α˜2(dρ2 + dζ2) +
ρ2
ν2
(dϕ− e
νc
ρ0
ω˜dt)2 − ν˜2dt2.
Parametrising the potentials and coordinates to be
ν˜ = ν¯, ω˜ =
ω¯
λ
, α˜ =
α¯
λ
, (4.3)
and
ρ = λρ¯, ζ = λζ¯, ϕ =
ϕ¯
λ
, t = t¯, (4.4)
the parametrised metric becomes
ds2 =
α¯2
λ2
(
λ2dρ¯2 + λ2dζ¯2
)
+
λ2ρ¯2
ν¯2
(
dϕ¯
λ
− e
νc
ρ0
ω¯
λ
dt¯
)2
− ν¯2dt¯2
= ds2 = α¯2(dρ¯2 + dζ¯2) +
ρ¯2
ν¯2
(dϕ¯− e
νc
ρ0
ω¯dt¯)2 − ν¯2dt¯2,
which preserves the same form as before.
Furthermore, inspecting the four-velocity in (2.14)
u = e−V
(
∂
∂t
+ Ω
∂
∂ϕ
)
,
with
∂
∂t
=
∂t¯
∂t
∂
∂t¯
=
∂
∂t¯
,
∂
∂ϕ
=
∂ϕ¯
∂ϕ
∂
∂ϕ¯
=
∂
∂ϕ¯
,
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the four-velocity becomes
u = e−V
(
∂
∂t¯
+ Ωλ
∂
∂ϕ¯
)
,
The new angular velocity can thus be extracted
Ω¯ ≡ Ωλ. (4.5)
Comparing the product of the angular velocity Ω and the coordinates (ρ, ϕ)
ρ¯Ω¯ =
ρ
λ
Ωλ = ρΩ, ζ¯Ω¯ =
ζ
λ
Ωλ = ζΩ, (4.6)
one sees that they remain invariant under the parametrisation, meaning that the choice
of normalisation of either Ω or ρ0 does not influence the outcome of the result. The
expression of the result however depends on the point of view of the observer, as will be
shown in the next chapter when the result is discussed.
Parametrising the physical quantities
The parametrisation for mass M and angular momentum J are derived from (4.1), (4.3)
and (4.4), which yields
M¯ =
M
λ
, J =
J¯
λ2
.
For Charge Q and Magnetic dipole moment µB, which are obtained from the far-field
behaviour of At and Aϕ, the vector potential
A = Aϕdϕ+ Atdt = A¯ϕdϕ¯+ A¯tdt¯ = A¯ϕλdϕ+ A¯tdt
must first be inspected, yielding
Aϕ = λA¯ϕ, At = A¯t. (4.7)
It is thus possible to obtain the parametrisation of charge Q and magnetic dipole moment
µB via (4.1), (4.4) and (4.7), which gives
Q¯ =
Q
λ
, µB =
µ¯B
λ2
.
Normalisation
One chooses different normalisations depending on the perspective of the observer. For
the far field observer, one normalises with Ω, whereas for the near-source observer one
normalises with ρ0. The following is the discussion of the two normalisations.
From (4.6), one has
ρ0Ω = ρ¯0Ω¯. (4.8)
• For the far-field perspective: Ω¯ = 1, with (4.8) and (4.4), one gets
Ω =
ρ¯0
ρ0
=
1
λ
. (4.9)
• For the near-source perspective: ρ¯0 = 1, with (4.8) and (4.4), one gets
ρ0 =
Ω¯
Ω
= λ. (4.10)
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Normalising the physical quantities
The physical quantities are normalised according to the perspective of the observer. As
discussed previously,
• For the far-field observer with (4.9), the normalisation for the physical proprieties
are thus
M¯ = ΩM, J¯ = Ω2J, µ¯B = Ω
2µB, Q¯ = ΩQ. (4.11)
• For the near-source observer with (4.10), one has the normalisation as
M¯ =
M
ρ0
, J¯ =
J
ρ02
, µ¯B =
µB
ρ02
, Q¯ =
Q
ρ0
. (4.12)
The physical quantities deliver a more meaningful expression when observed from the
far-field perspective, since they are derived from the asymptotic behaviour of the fields
ν˜, ω˜, Aϕ and A˜t, as will be seen in the next chapter.
4.1.3 Parameter Relation and Error
From [23, 14, 15] and using (2.42) and (2.47), these physical quantities have the following
relation
M = 2ΩJ +D
Q
ε
= 2ΩJ +
(
1− γ
ε
+ Act
)
Q, (4.13)
with the baryonic mass M0 =
Q
ε
and Act the field At at the centre of the disc.
Since (4.13) consists of the physical quantities, which are derived from the raw field
ν˜, ω˜, Aϕ, and A˜t, which are in turn derived from the field equations and the boundary
conditions, it can be served as an accuracy test. The relation can thus be rewritten into
Error =
∣∣∣∣1− [2ΩJM +
[
1− γ

− Act
]
Q
M
]∣∣∣∣ . (4.14)
If the Error tends to 0, showing that the physical quantities provides an accurate result,
it will also indirectly justify the correctness of the choice of the raw potential and the
formation of the equation system. The results and discussion are shown in the next
chapter.
4.1.4 Gyromagnetic Factor g
The gyromagnetic factor(g-factor), defined by
g = 2
M
Q
µB
J
,
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is a dimensionless quantity that describes the ratio between the physical quantities
of a system, in this case the physical quantities are the mass M , charge Q, angular
momentum J and magnetic moment µB.
Originally, the g-factor was used to describe the characteristics of a particle in clas-
sical electrodynamics and quantum mechanics. In the classical limit, all convective
systems1 have g = 1 [30]. Notable is the g-factor of a spin-1
2
particle, for instance a sin-
gle isolated electron or a muon in which both have a gyromagnetic factor of g ≈ 2, and
from the Dirac equation, the spin of the electron automatically fulfills g = 2. [31, 32].
The gyromagnetic factor also coincidentally has g = 2 in many cases in general
relativity [33, 34, 35, 36, 37], implying a possible aspect of investigating the link between
the general relativistic and quantum regimes.
In fact, there are some studies devoted specifically to this topic, in which systems have
both relativistic and quantum characteristics. Systems including gravitational fields and
non-negligible strong field effects are investigated in [38].
For Einstein-Maxwell equations, any electro-vacuum solution which can be obtained
from a pure vacuum solution via an SU(2, 1) invariance transformation also has the value
of g = 2 [21, 39, 40]. The charged disc solution cannot however be obtained directly from
the non-charged disc case via the invariance transformation, however, with the help of
the numerical method applied in this work, it is possible to see how the g-factor of the
system evolves.
For the case of rotating disc of charged dust, this argument is also supported by
[15] at the near Newtonian limit. For the more relativistic region and up to the ultra-
relativistic region, the numerical result delivers high precision, as will be seen in the
next chapter.
4.2 Ergosphere
The ergosphere can be considered as the area within a static limit surface of a black hole
ξiξ
i = gtt = 0, beyond which the local inertial frames of reference are dragged round the
surface of the horizon
ξiξ
i = gtt ≥ 0. (4.15)
Inside the ergosphere, all timelike geodesics rotate with the graviational source and
the Killing vector representing stationarity ξi becomes spacelike.
For the case of stationarity and axissymmetric, the surface of ergosphere according
to (2.15a) is expressed as
gtt = −e2ν + ω2ρ2e−2ν != 0.
Written in the rescaled potentials as in section 3.2.1
ν˜ := eν , α˜ := eα, ω˜ :=
ρ0
eνc
ω, A˜t :=
ρ0
eνc
At,
1Systems where the ratio of charge and mass density is constant, and where the mass and charge
elements have equal velocities, which satisfy v  c.
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and in the spectral coordinates
ρ =
ρ0
√
1− τ
cos
(
pi
2
σ
) , ζ = ρ0√τ tan(pi
2
σ
)
,
produces
gtt = −ν˜2 + e
2νc(1− τ)
cos2
(
piσ
2
) ω˜2
ν˜2
!
= 0.
The field equations in section 3.2.1 first has to be solved in order to obtain ν˜(σ, τ)
and ω˜(σ, τ) of the whole area. Then using the bisection method, which will be discussed
in the following section, it was possible to find out the surface of the ergosphere, i.e. the
(σergo, τergo)’s, where gtt(σergo, τergo)=0 was obtained.
After obtaining the (σergo, τergo)’s, the spectral coordinates can be converted back to
the Weyl coordinates (ρergo, ζergo)’s to obtain the more intuitive astrophysical position
of the ergosphere.
The ergosphere of the non-charged case has been discussed in [16], in this work the
calculation is extended to the charged case ranging all the way up to the ECD case.
4.2.1 Bisection Method
σ
τ
σbσa σm (σergo)
τfixed
gtt > 0
gtt < 0
For a certain fixed τ , the σergo is required, such that gtt(σergo, τfixed) = 0 is fulfilled.
There are several numerical methods to obtain it2, amongst these is the bisection method,
which is sufficient to achieve this purpose. A brief description follows on how the method
was applied to the method to the model.
Step (I): Between two known ends of σa and σb, in this case is σa = 0 and σb = 1,
the middle point is taken
σm0 =
σa + σb
2
2Such as linear interpolation methods, Muller’s method, fixed-point iteration method, Newton’s
method,...etc..
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and obtain its gtt
gm0tt = gtt(σm0, τfixed).
Additionally, the gtt’s of σa is known
gatt = gtt(σa, τfixed), g
b
tt = gtt(σb, τfixed).
Step (II): The comparison can be started as follows
(i) If gm0tt · gatt < 0, meaning gm0tt and gatt have different plus-minus sign, it
is known that σergo lies between σa and σm0. As such, the new σb can
be set to be σm0.
(ii) If gm0tt · gatt > 0, meaning that σergo lies outside of the area between σa
and σm0, and is instead within σm0 and σb, the new σa can thus be set
to be σm0.
Step (III): Now having new σ
(new)
a and σ
(new)
b depending on the two cases discussed in
Step (II), the new σm1 can be obtained
σm1 =
σ
(new)
a + σ
(new)
b
2
,
and the new gtt
gm1tt = gtt(σm1, τfixed).
(i) If gm1tt < δ, with δ → 0, which can be defined numerically, then σergo
is found.
(ii) If gm1tt > δ, the iteration is repeated with the new σm1.
After obtaining the σergo where gtt(σergo, τfixed) = 0, the calculation moves on to the
next fixed τ in order to find the corresponding σergo, until all the region of τ has been
scanned through. In this case, τ runs from 0 to 1.
With all the (σergo, τergo) obtained, the spectral coordinates can be converted to the
Weyl coordinates (ρergo, ζergo) in order to get a more intuitive physical perspective of the
ergosphere. All the results will be shown in the next chapter.
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Chapter 5
Results
Initially, the raw data of the equation system, where ν˜, ω˜, Aϕ and A˜t are directly
obtained will be looked at. Through the raw data, information about the physical
quantities such as mass M , charge Q, angular momentum J and magnetic moment
µB is acquired through far field expansions, which will be served as an accuracy test
using the parameter relation (4.13). Furthermore, the physical quantities can be used
to extract the gyromagnetic factor g.
Moreover, using the raw data, the information gtt is obtained through (4.15), which
helps find the configutation of the ergospheres and helps to discuss under what circum-
stances they are created.
Part of the results of the physical quantities, from the parameter relation and the
gyromagnetic factor are published in [17].
5.1 Fields ν˜, ω˜, Aϕ and A˜t
The raw data are the information gathered directly from the outcome of the numer-
ical calculation for the equation system in section 3.2.1, using the pseudo-spectral
method and iterated with the Newton-Raphson method. Applying the analytical mesh-
refinement, the convergence of the numerical code enhances from γ ≈ 0.8 up to γ ≈ 0.99.
Figure 5.1 shows a comparison of the field distribution between the charged and the
uncharged discs, i.e. comparing different ε’s with a fixed γ. In the figure we use γ = 0.7.
The reason why a larger γ is chosen as a displaying example is due to the fact that,
especially for the raw data ν˜, one does not see a huge distinction between the charged
and uncharged case, unless the γ is large enough. The ε, however, has a greater impact
on the other raw potentials. For the non-charged case ε = 0, there are no Aϕ and A˜t.
Once the parameter ε is triggered, one sees that the electromagnetic effect starts kicking
in, which can also be seen in plot (c) and (d) in figure 5.1 .
For figure 5.2, different γ’s are compared with the same ε, here ε = 0.5 was chosen.
The γ = 0.1 case is again shown in the upper-left of every figure, since its curvature is
graphically subdued by the larger γ’s in the main diagrams. As one can see in the upper
right plot of figure 5.2, the larger the γ, the greater the gradient of the plot. This is
also the reason why a larger γ was chosen in 5.1 when different ε’s are compared with a
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fixed γ, so that more significant changes can be seen in the fields.
Also as a reminder, and as shown in figure 3.2, σ = 0 represents the surface of the
disc, σ = 1 implies infinity, τ = 0 denotes the equatorial plane outside of the disc, and
τ = 1 is the area along the rotating axis ζ = 0. As a coarse check up to see if the raw
data give the correct outcome, it is seen that the fields fulfill the boundary condition
(2.43) and (2.44) at infinity σ = 1.
Another possible check is at the centre of the disc, i.e., at (σ, τ) = (0, 1), acquired
from (2.47) and (3.15), the raw data ν˜ should have the following relation
ν˜ = 1− γ, (5.1)
which, for the results presented here also corresponds to plot (a) of figure 5.1, ν˜(0, 1) =
0.3 for γ = 0.7, and for plot (a) of figure 5.2, ν˜(0, 1) = 0.9, ν˜(0, 1) = 0.3 and ν˜(0, 1) = 0.1,
for γ = 0.1, γ = 0.7 and γ = 0.9 respectively.
Moreover, the result also agrees with [14], where the post-Newtonian expansion was
being carried out accurately for small γ and ε. An advantage of the numerical method
is thus the higher precision of γ and ε up to 1, which will be discussed in section 5.5.
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Figure 5.1: Comparing the raw data ν˜, ω˜, Aϕ and A˜t between the charged case (here
ε = 0.9) and non-charged case (ε = 0), with γ = 0.7.
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Figure 5.2: Comparing different γ’s of the raw data ν˜, ω˜, Aϕ and A˜t for ε = 0.5. Upper
left of each figure is again highlighting the γ = 0.1 case.
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5.2 Angular Velocity Ω
The other direct outcome from the equation system is the auxiliary parameter Ω, which
represents the angular velocity. Ω is embedded in the boundary conditions of the
disc(2.37) - (2.40) of the equation system.
Ω can be expressed in the parameter space (γ, ε), Figure 5.3 displays Ω in the com-
plete (γ, ε).
As discussed in section 3.2.4, the analytical mesh-refinement for higher γ’s is used.
Applying the analytical mesh-refinement to the numerical code enhance the convergence
value of the relativistic factor from γ ≈ 0.8 up to γ ≈ 0.99. Additionally, running
the numerical code in smalller steps of γ and ε also helps prevent divergence of the
calculations, which is why starting from γ = 0.9 in plot (a) of figure 5.3, the data grid
appears to be denser, since ∆γ = ∆ε = 0.01 is used instead of 0.05.
For the rigid rotating disc, every fixed set of (γ, ε) gives a constant Ω. Plot (b) of
figure 5.3 shows how Ω reacts with different ε’s. One sees that an increase of the constant
specific charge ε corresponds to a decrease of Ω, implying that the electromagnetic effect
subdues the rotation of the disc. Plot (c) of figure 5.3 indicates the Ω with respect to
different γ’s. Note that at the beginning, Ω grows with an increase of γ until γ ≈ 0.39,
where Ω reaches its maximum. Afterwards it starts to decrease again, until the point
which the system tends towards an ultra-relativistic γ → 1, where the angular velocity
decreases to almost 0.
5.3 Physical Quantities
As discussed in section 4.1, the physical quantities mass M , angular momentum J ,
magnetic moment µB and charge Q reflect the far-field behaviours of ν, ω, Aϕ and At.
Figures 5.5 to 5.8 show the physical quantities in the whole parameter space (γ, ε).
As discussed in the previous chapter, the expression of the physical quantities de-
pends on the perspective of the observer. Since the physical quantities are derived from
the far-field behaviour of the raw field, it makes more sense to observe them through
the far-field perspective, meaning that they should be normalised by (4.11), i.e. λ = 1
Ω
.
Normalising via ρ0
Firstly, the case of observing the quantities from the near-source area by normalising
via (4.12), i.e. λ = ρ0 is examined. As shown in figure 5.4, at the Newtonian limit
γ  0, all physical quantities tend towards 0, whereas near the ultra-relativistic area,
the physical quantities tend towards infinity, which cannot be physically interpreted,
and thus it is shown that it is not suitable to interpret the physical quantities from
a near-source perspective. Note that in the figures, due to the drastic increase of the
properties near the ultra-relativistic region γ → 1, the data are plotted in the logarithm
form.
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Figure 5.3: Angular velocity Ω. (a) Ω in the complete parameter space (γ, ε). (b) Ω - γ
with different fixed ε’s. (c) Ω - ε with different fixed γ’s.
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Normalising via Ω
On the other hand, if the physical quantities are normalised in terms of Ω, the results
remain finite at the ultra-relativistic limit, as shown in figures 5.5 to 5.8. Note that the
ε = 0.0 part of the result also coincides with the existing non-charged results, e.g. in
[41], ΩM → 0.5 and Ω2 → 0.25 at (ε = 0, γ → 1).
As for the electromagnetic influence, it is seen that the changing of the constant
specific charge ε, even though influencing the quantity, does not influence the quality
of the value. As can be seen from Figures 5.5(c) to 5.8(c), even though the magnitude
changes, the form of the curves does not change significantly.
Inspecting the influence of the constant specific charge ε, it is interesting to see that
for the cases of an uncharged rotating disc ε → 0 and electrically counterpoised case
ε → 1, the physical quantities converge. Figures 5.5 to 5.8 show that for the case of
ε→ 0, Q = µB = 0 is observed as would be expected, since Q and µB are derived from
At and Aϕ, which contribute an electromagnetic effect and which when observed from
Figure 5.2, one see that At = Aϕ = 0. As for the case where ε → 1, one notices that
J = µB = 0, which supports the fact that in the ECD case, the rotation of the disc
ceases.
5.4 Error Calculation
As mentioned in section 4.1.3, the relationship of the physical quantities are connected
through (4.13). Moreover, since the physical quantities M , J , µB and Q are acquired
from the raw data field ν, ω, Aϕ and At, and the raw data are in turn calculated
directly from the field equations and the boundary conditions, and furthermore, the
angular velocity Ω is also embedded in (4.13), which is an unknown parameter of the
numerical code. Therefore, if (4.13) is satisfied, one can be assured that the result of the
calculations, tracing all the way back to the equation system derivation, are consistent
and correct, and that the numerical code has considered its purpose. (4.14) can therefore
be served as an accuracy test for our results
Error =
∣∣∣∣1− [2ΩJM +
[
1− γ

− Act
]
Q
M
]∣∣∣∣ .
Figure 5.4 illustrates the result of (4.14), showing that the numerical method we used
kept the accuracy up to
Error ≤ 10−8.
Above this order, the saturation is due to the machine precision.
The numerical accuracy of the spectral method depends on the higher derivatives of
the variables. Amongst all the physical quantities, the angular momentum J , derived
in 4.1.1, is obtained by the third derivatives of the spectral coordinates (γ, ε) of the
raw data J = −4eν
c
ρ02
3pi3
ω˜,σσσ as shown in (4.2), which is then the critical factor for the
numerical errors.
Figure 5.10 presents the logarithm error for the accuracy test (4.2) with respect to
γ. Until γ ≈ 0.90, the error stays below 10−8, then the machine error starts kicking
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Figure 5.4: Physical quantities normalised by ρ0, due to the drastic increase in the
proprieties at the ultra-relativistic region γ → 1, the plots are shown in logarithm scale,
with (a) mass (b) angular momentum (c) magnetic moment (d) charge.
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Figure 5.5: Mass M normalised by Ω. (a) ΩM in the complete parameter space (γ, ε).
(b) ΩM - γ with different fixed ε’s. The dotted lines imply the Newtonian and the
ultra-relativistic limits. (c) ΩM - ε with different fixed γ’s.
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Figure 5.6: Angular momentum J normalised by Ω2. (a) Ω2J in the complete parameter
space (γ, ε). (b) Ω2J - γ with different fixed ε’s. The dotted lines imply the Newtonian
and the ultra-relativistic limits. The subplot again highlights the Ω2J where ε = 0.99,
since the curve is marginal compared to the other curves and its values have been
subdued in the main plot. (c) Ω2J - ε with different fixed γ’s.
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Figure 5.7: Magnetic momentum µB normalised by Ω
2. (a) Ω2µB in the complete
parameter space Ω2µB. (b) Ω
2µB - γ with different fixed ε’s. The dotted lines imply
the Newtonian and the ultra-relativistic limits. The subplot again highlights the Ω2µB
where ε = 0.0 and ε = 0.99, since their curves are marginal compared to the other curves
and their values have been subdued in the main plot.(c) Ω2µB - ε with different fixed
γ’s.
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Figure 5.8: Charge Q normalised by Ω. (a) ΩQ in the complete parameter space (γ, ε).
(b) ΩQ - γ with different fixed ε’s. The dotted lines imply the Newtonian and the
ultra-relativistic limits. (c) ΩQ - ε with different fixed γ’s.
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Figure 5.9: Error in the logarithm scale for the accuracy test of physical properties using
(4.14) in (γ, ε) parameter space with 0 ≤ ε ≤ 1 and 0 ≤ γ ≤ 0.99.
in. The analytical mesh-refinement method discussed in 3.2.4 was used to rectify the
problem, as shown in the inset of figure 5.10, the dashed line representing the numerical
error after applying the analytical mesh-refinement, which is again able to maintain the
accuracy to 10−8.
5.5 Gyromagnetic Factor g
In the previous section, it was shown that the numerical error that describes the accuracy
of the physical properties M , J , µB, Q and the angular velocity Ω has a high precision
of up to 10−8. A further inspection was carried out for the gyromagnetic factor g of
the model of a rotating disc of charged dust, whose classical value is g = 1 and whose
ultra-relativistic limit is presumed to be g = 2, like some of the relativistic or quantum
systems mentioned in section 4.1.4. Although it can be acquired by the post-Newtonian
expansion, the spectral method provides a higher precision in the relativistic region, as
will be shown in this section.
The result with the post-Newtonian procedure is first demonstrated, then the result
with the numerical method, after which the performance of the two are compared. It
is also shown how the gyromagnetic factor is distributed in the whole parameter space,
and the respective influence from γ and ε are discussed.
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Figure 5.10: Error for the accuracy test of physical properties using (4.14) with respect
to γ, with ε = 0.01, 0.5 and 0.99 respectively. Additionally, the subplot shows the effect
and the accuracy enhancement using the analytical mesh-refinement from γ ≈ 0.90,
which assures the higer numerical accuracy in the ultra-relativistic limit γ → 1.
5.5.1 Post-Newtonian expansion for the gyromagnetic factor
The gyromagnetic factor (g-factor) is defined as
g := 2
M
Q
µB
J
=
2
ψ
µB
J
.
Using the post-Newtonian expansion of J(γ, ψ), µB(γ, ψ) in [15]
1 and the expansion of
E
(rel)
B in [14], plus the relation
ψ =
Q
M
= ε
(
1− E(rel)B
)−1
, E
(rel)
B : Relative binding energy,
which transforms J(γ, ψ), µB(γ, ψ) into J(γ, ε), µB(γ, ε), the following approximation
is achieved
g(γ, ε) = 1 +
∞∑
k=0
k∑
`=0
ck,` 
2` γk,
1A misprint in eq.(A.23) in [15]: The coefficient term of Ψ4 should read “
(
9
22400 +
4
9pi2
)
” instead of
“
(
9
86400 +
4
9pi2
)
”
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(a) (b)
Figure 5.11: The post-Newtonian results of the gyromagnetic factor up to the forth
order. (a): gyromagnetic factor versus γ. (b): gyromagnetic factor verus ε.
with the coefficients ck,` up to the forth order as
c1,0 =
38
35
, c1,1 =
1
5
, c2,0 = −1181
1575
+
80
9pi2
, c2,1 =
20789
66150
− 40
9pi2
, c2,2 = − 19
675
,
c3,0 = − 19277
808500
− 592
3465pi2
, c3,1 =
8891257
16632000
− 2936
495pi2
,
c3,2 = − 539977931
1629936000
+
2152
693pi2
, c3,3 =
260177
12936000
− 8
45pi2
c4,0 = − 7978729279
22702680000
+
22923716
868725pi2
− 56320
243pi4
, c4,1 =
369388881091199
488198430720000
− 41255480963
1021620600pi2
+
26240
81pi4
c4,2 = −579496867964537
976396861440000
+
36234236351
2043241200pi2
− 29120
243pi4
,
c4,3 =
1320650497820209
10252167045120000
− 3807395827
2043241200pi2
+
640
81pi4
c4,4 = − 5474341391
715134420000
+
104
1215pi2
.
Figure 5.11 displays the graphical expression of the post-Newtonian result up to the
forth order. Higher order of the expansion will be shown and compared in further figures.
Using the post-Newtonian method, the classical limit γ  1 yields the outcome g = 1.
It is however seen that at the ultra-relativistic limit γ → 1, the convergence of the result
is yet to be improved, since the post-Newtonian calculation is accurate for smaller γ’s
and ε’s. The numerical results provide a more accurate description for larger γ’s and
ε’s, as will be seen in the following section.
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5.5.2 Numerical Calculations for the gyromagnetic factor
The result of the spectral method is shown in figure 5.12. Plot (a) shows the gyromag-
netic factor in the whole parameter space (γ, ε), where plots (b) and (c) illustrate the
individual influences of γ and ε. The result confirms that the gyromagnetic factor of
the rotating disc of charged dust performs a smooth monotonic interpolation between
g = 1 of the Newtonian limit and the g = 2 of the ultra-relativistic limit. Note that at
γ → 1, the g-factor approaches 2 with its slope tending to 0, irrelevant of the value of
ε, as shown in plot (b).
lim
γ→1
g,γ = 0.
The handling of the ultra-relativistic limit is fairly sensitive and has to be treated
with care and high precision, therefore the use of an even higher grid and an additional
technique such as mesh-refinement and eventually the analytical solution can provide a
more definite conclusion regarding this proposition.
At the same time, it is seen that the constant specific charge ε has little influence
on the g-factor compared to the relativity parameter γ as seen in plots (b) and (c), the
non-charged case ε = 0.00 and the near electrically counterpoised case ε = 0.99 do not
deviate drastically from each other.
5.5.3 Support and Comparison
As mentioned in the previous section 5.5.2, the constant specific charge ε does not
contribute drastically to the change of the g-factor. However, one interesting fact to
notify is that the g-factor has a non-0 finite limit at both the uncharged case ε → 0
and electrical counterpoised case ε→ 1, even though as mentioned at the end of section
5.3, the physical proprieties have Q = µB = 0 at ε → 0 and J = µB = 0 at ε → 1.
The explanation can be best supported by the post-Newtonian expressions, as shown
in [14, 15] with the expansion of the angular momentum, magnetic moment and the
charge-mass ratio given as J ∼ √1− ε2, µB ∼ ε
√
1− ε2 and ψ = Q/M ∼ ε, the ratio
µB/(ψJ) of the gyromagnetic factor is thus finite in both limits.
As shown in figure 5.13, it is seen the post-Newtonian expansion offers a precise
reproduction of the g-factor at the lower γ, which provides the support of g → 1 at
the Newtonian limit γ  1. However, the post-Newtonian method is not so accurate
in predicting the g-factor in the higher γ, as seen in figure 5.13, where the numerical
result provides a more accurate convergence of g → 2 at γ → 1. In [15], two methods
were used for extrapolating larger γ, one is the post-Newtonian expansion and the other
is the post-Newtonian expansion plus the Pade´ extrapolation. The two techniques are
compared with the numerical result and the detailed comparison displayed in figure 5.14,
and as discussed previously, the numerical method again shows its significant advantage,
especially at higher γ. As seen in the figure, it shows that the post-Newtonian method is
accurate until γ ≈ 0.26 and the refined post-Newtonian method with Pade´ extrapolation
delivers accuracy until γ ≈ 0.5 onwards, whilst the numerical result delivers a higher
precision of the order of 10−3 at the ultra-relativistic limit.
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Figure 5.13: Comparison of the numerical and post-Newtonian result. The upper left
window shows the detail of the g-factor at the near Newtonian limit γ → 0, whereas the
lower right inset highlights the result near the ultra-relativistic limit γ → 1.
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Figure 5.15: Pictorial result of the bisection method. Green denotes the gtt surface,
purple is the 0-plane, and blue is the cross section of gtt = 0 where the boundary of the
ergosphere occurs.
5.6 Ergosphere
As discussed in section 4.2, the bisection method is used to find the cross section of all
the areas of σ and τ of the whole parameter space (γ, ε). In the case presented here,
both σ and τ run from 0 to 1. Figure 5.15 shows an example of the pictorial result of
finding the surface: After gaining the raw data of from the field equation, gtt is obtained
from
gtt = −ν˜2 + e
2νc(1− τ)
cos2
(
piσ
2
) ω˜2
ν˜2
.
For every fixed τ , a σergo is found at gtt = 0 using the bisection method. Scanning
through the whole area, the whole picture of the (σergo, τergo) is found, where gtt = 0 is
located. The combined data is the surface of the ergosphere.
In [16], the properties of the ergosphere for the non-charged disc was discussed,
including the appearance of the ergosphere with respect to the relativistic parameter γ.
Here the discussion is expanded by introducing the electromagnetic factor, ranging from
the non-charged case ε = 0 to the electrical counterpoised case ε→ 1.
Figure 5.16 shows the configuration of ergospheres under different scales of relativistic
and charge intensity from the asymptotic perspective, namely, the system is normalised
with Ω(γ, ε), the radii of the disc ρ0 therefore differs, depending on angular velocity Ω, as
discussed in section 4.1.2. From the figure, one sees that the larger the relativistic effect,
the larger charge intensity required in order to trigger the formation of the ergosphere.
Also notable is that, under the same relativistic influence, the larger the charge, the
smaller the ergosphere appears to be.
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Figure 5.17 shows a more direct comparison of the size of ergospheres for different γ‘s
and ε’s. The system is normalised with ρ0 so that the disc radius consistently remains
ρ0 = 1. In this perspective, the observer is at the near-source region. The tendency
of the decreasing of the ergosphere surface with increasing constant charge density ε is
also observed. Further, the larger the relativistic parameter γ, the larger the ε value
required for the appearance of the ergospheres.
In figure 5.18, instead of simply showing individuals, the whole parameter space (γ, ε)
is covered and a precise overview of when the ergospheres start appearing provided. One
sees that the transition can be formed into a smooth curve starting from γ ≈ 0.585 all the
way to γ → 1, which indicates a simple relation that could potentially be summarised
analytically. In the following a numerical fitting to the plot is provided: With the curve
resembling the shape of a quarter of an oval, the curve is fitted into the oval equation
(γ − 1)2
(1− 0.585)2 +
(ε− 0)2
12
= 1,
yielding
ε ≈ 0.0120482
√
−40000γ2 + 80000γ − 33111, (5.2)
which provides a reasonable fitting, as shown in figure 5.19. The precise data are listed
in the table presented in appendix D.
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Figure 5.16: Examples of the ergosphere under different γ and ε. Shown in the Weyl
coordinates (ρ, ζ) and normalised by Ω, from left to right is ε = 0.000, 0.372, 0.580,
0.919 and from top to bottom is γ = 0.585, 0.611, 0.654, 0.826, 0.990. The dots in the
plots are where the ergosphere first appears: For ε = 0.000, γ = 0.585; for ε = 0.372,
γ = 0.611; for ε = 0.580, γ = 0.654; for ε = 0.919, γ = 0.826. The solid black lines
denote the radii of the disc under different Ω influence at far field.
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Figure 5.17: The size of the ergosphere compared under different (γ, ε). Shown in Weyl
coordinates (ρ, ζ) and normalised by ρ0. The disc is shown with the solid black line, with
its radius ρ0 is normalised to be 1. For all six subplots, the same colour represents the
same ε: with ε = 0.000 in purple, ε = 0.372 in yellow, ε = 0.580 in blue and ε = 0.919
in red.
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Figure 5.18: Boundary where the ergospheres start appearing under different γs and εs.
For the non-charged(ε = 0) case, as supported in [16], the ergosphere starts appearing
at γ ≈ 0.585.
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Figure 5.19: Fitting the ergosphere data points. Magenta denotes the actual ergosphere
data points, whereas blue denotes the fitting curve (5.2) for the data points.
Chapter 6
Conclusion and Outlook
In this work, the pseudo-spectral method for solving the Einstein-Maxwell field equations
for the rotating disc of charged dust was used. The field equations and the boundary
conditions for the model structure were derived, then the numerical method to solve
the equations system was applied. After obtaining the raw fields, they were converted
into more concrete physical properties, which provided a more intuitive aspect towards
the system. Furthermore, the accuracy of the numerical method was discussed and
compared with other methods including the post-Newtonian expansion method. Finally,
the gyromagnetic factor and the ergosphere of the system were evaluated and some
interesting properties were found or justified.
The field equations were derived by gradually inserting the different characteristics
into the Einstein-Maxwell equations: The Lewis-Papapetrou-Weyl metric introduced the
stationarity and axial-symmetry into the system; the energy-momentum tensor defined
the rotation and the fluid and the charge characteristics; the disc feature was obtained
by applying the pill-box integration on the charged fluid field equation; and setting
the pressure free configuration yielded the dust character. The outcome was the field
equation system of the disc of charged dust. Even though having a more complex
configuration, it can be separated explicitly into the fluid section and the charged section,
where the fluid part is the non-charged field equation. Using the tetrad basis, the
equations were written in a more compact form, which was beneficial to the numerical
calculations.
For the numerical calculation, the pseudo-spectral method was used. The equation
system was adjusted, so that it is applicable to the numerical method by transforming
the coordinate system to the spectral compactificated coordinate and by rescaling the
potentials. Despite the transformations, the field equations still preserved the form,
in which the charged and non-charged parts are explicitly separated. The code was
originally diverged at the ultra-relativistic region due to the high gradient of the potential
curve. Increasing the grid points is a possible way of solving the problem, yet the
calculation time will increase drastically, on the other hand, applying the analytical
mesh-refinement method, ensured the convergence up to a higher γ, and still provides a
calculation time that is similar to that of the original code.
The raw data fields ν˜, ω˜, Aϕ and A˜t were the direct outcome of the solution. Al-
though the data needed to be further processed into more intuitive properties such as
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the physical quantities, their distribution provided a control measure of the correctness
of the calculation. Firstly, the result was confirmed by reducing the fields to ε = 0,
which matched the outcome of the non-charged case. Furthermore, the result reflected
and agreed with the boundary conditions.
The physical quantities mass M , angular momentum J , magnetic dipole moment µB
and charge Q were derived from the raw data. The intrinsic properties of the physical
quantities stayed the same, irrelevant of the normalisation, since the metric remained
invariant under parametrisation of the potential and the coordinate. However, it made
a difference depending from which perspective the physical quantities are observed.
Normalising through the angular velocity Ω provided an asymptotic perspective, whereas
normalising through the radius of the disc ρ0 offers a near-source point of view. The
physical properties diverged when presented using the ρ0 normalisation but stayed finite
using Ω normalisation, since they are derived from the asymptotic behaviour of the raw
field, and thus made more sense to observe from the far-field. The result also coincided
with the non-charged case, which has ΩM = 0.5 and Ω2J = 0.25 in the ultra-relativistic
case.
The physical proprieties formed an parameter relation, which could be rewritten into
an error equation, and could thus be used to inspect the correctness of the result. The
error was precise up to a high order of 10−8. Since the error equation was formed by a
combination of physical properties, and the physical properties are in turn derived by
the raw data, and the raw data were obtained by the equation system, the high precision
of the result reassured the accuracy of the calculation, all the way back to the formation
of the field equation system.
For the gyromagnetic factor, it could be shown that, for the system of the rotating
disc of charged dust, g = 1 was observed for the classical limit γ  1, as was the case for
the post-Newtonian expansion. Furthermore, g = 2 could be reached with high precision
at the ultra-relativistic limit γ → 1 using the numerical approach. Since there are some
relativistic and quantum systems that also have this limit, a link between these two
regimes could be worthy of further investigation. In the parameter space, the value of
the g-factor is connected smoothly and monotonically though the relativistic parameter
γ, and has a milder connection with the constant charge ε. As with the comparison with
the post-Newtonian method, it could be shown that the post-Newtonian method was
accurate until γ ≈ 0.26, and the refined post-Newtonian method with Pade´ extrapolation
delivered the accuracy until γ ≈ 0.5, onwards which the numerical result provided a
higher precision of the order of 10−3 at the ultra-relativistic limit γ → 1.
Part of the result of the physical properties, error and gyromagnetic factor are pub-
lished in [17].
As for the ergosphere, the ergosphere surface was extracted using the bisection
method where gtt = 0. The ergosphere in both asymptotic and near-source perspectives
in the entire parameter space was shown. Both perspectives showed that the size of the
ergosphere decreases with increasing relativistic parameter γ. The larger the relativistic
effect is, the higher the charge effect is required in order to trigger the appearance of the
ergosphere. The boundary of the beginning of the ergosphere appearance with respect
to the relativistic and the electromagnetic influence (γ, ε) could be neatly summarised,
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as shown in figure 5.18, and which fitted well to the oval equation, implying a possible
analytical investigation and analysis.
In this work, though focused on the rigidly rotating model Ω = constant, the cal-
culation does not have to be limited to this aspect. With the numerical approach used
for this work, one can also discuss the differential rotating case Ω = Ω(ρ) using the
same field equation and boundary condition settings. It will be interesting to see how
the physical properties changes with the rotation of the disc, since the model will be
even more similar to the astrophysical spiral disc galaxies or celestial bodies. Answering
questions such as whether the gyromagnetic factor still remains between 1 and 2, as
observed with several of the astrophysical and quantum systems, or how the ergosphere
evolves and whether it still yields a nice gradual appearance in the parameter space that
can be summarised into a compact and elegant fitting, remain interesting and achievable
for the future.
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Appendix A
Detailed Calculation to the Field
Equations
A.1 Overview
A.1.1 Einstein Equation
The Einstein equation
Rik − 1
2
Rgik = 8piTik
contains Ricci tensors Rik, Ricci scalars R and energy-momentum tensors Tik, which are
obtained as follows
• Ricci tensors: Rik = Raiak,
with Riemann tensors
Raibk = ∂bΓ
a
ik − ∂kΓaib + ΓcikΓacb − ΓcibΓack,
and Christoffel symbols
Γabc =
1
2
gad (∂cgbd + ∂bgcd − ∂dgbc) .
• Ricci scalar: R = gikRik
• Energy-momentum tensors: Tik = Tik(fluid) + Tik(em)
with the fluid part
Tik
(fluid) = (µ+ p)uiuk + pgik,
µ being the mass-energy density and p the pressure. and the electromagnetic part
Tik
(em) =
1
4pi
(
FijFk
j − 1
4pi
FmnFmngik
)
,
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Fik being the electromagnetic tensor
Fik = Ak,i − Ai,k, (A.1)
Ak being the four-potential(vector potential).
A.1.2 Maxwell Equation
The Maxwell equation
F ik ;k = 4pi
i,
constains the covariant derivatives of the electromagnetic tensor F ik ;k and the convective
four-current density i, which are as follows
• Covariant derivatives of the electromagnetic tensor F ik ;k
F ik ;a = F
ik
,a + Γ
i
abF
bk + ΓkbaF
ib
• Convective four-current density i = εµui
with the mass density µ, fluid four-velocity ui = e−V (ξi + Ωηi)1 and constant
specific charge ε ∈ [−1, 1].
A.1.3 Different Reference of Frame
The Lewis-Papapetrou-Weyl metric describes the spacetime of a stationarily rotating
and axisymmetric perfect fluid body
ds2 = e2α(dρ2 + dζ2) + ρ2e−2ν(dϕ− ωdt)2 − e2νdt2,
Through the Tetrad transformation in [2]
λ(ρ)
iˆ = e−αδ iˆ(ρ), λ(ζ)
iˆ = e−αδ iˆ(ζ), λ(ϕ)
iˆ =
eν
ρ
δ iˆ(ϕ), λ(t)
iˆ = e−νδ iˆ(t) + ωe
−νδ iˆ(ϕ),
one transform the Lewis-Papapetrou-Weyl metric into the orthonormal tetrad basis
ds2 = dx21 + dx
2
2 + dx
2
3 − dt2.
The field equations obtained directly through the metric and obtained via the tetrad
basis only differ from the point of view of the observers. While the field equations
obtain directly through the metric is being regarded from the point of view of the distant
observer, the field equations obtained via the tetrad basis is being regarded from the
point of view of the local Lorentz observer. Thus the Ricci scalar should be invariant,
irrelevant of under which frame of reference we use to obtain the field equations. We
thus use it to check the correctness of our calculation after obtaining the Ricci tensors
using these two different frame of reference respectively.
1The Killing vectors ξi = δit and η
i = δiϕ denote the stationarity and and axisymmetry respectively.
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A.1.4 Mathematica Code
• Setting up the environment:
– Give number of Dimension:
Dim = 4;
– Give the metric gik :
Do[gd[i, j] = 0, {i,Dim}, {j,Dim}]
gd[1, 1] = eα[ρ, ζ]2; gd[2, 2] = eα[ρ, ζ]2; gd[3, 3] = ρ
2
eν[ρ,ζ]2
; gd[3, 4] = − ρ2ω[ρ,ζ]
eν[ρ,ζ]2
;
gd[4, 3] = − ρ2ω[ρ,ζ]
eν[ρ,ζ]2
; g[4, 4] = −eν[ρ, ζ]2 + ρ2ω[ρ,ζ]
eν[ρ,ζ]2
;
– Define the coordinate:
x[1] = ρ; x[2] = ζ; x[3] = ϕ; x[4] = t;
– Killing vectors: η(axis symmetry), ξ(stationary)
ξ[1] = 0; ξ[2] = 0; ξ[3] = 0; ξ[4] = 1;
η[1] = 0; η[2] = 0; η[3] = 1; η[4] = 0;
– Four-velocity ui = e−V (ξi + Ωηi):
v[ρ, ζ] =
ρ(Ω−ω[ρ,ζ])
eν[ρ,ζ]2
;
uu[1] =
(ξ[1]+η[1])
eν[ρ,ζ]
√
1−v[ρ,ζ]2 ; uu[2] =
(ξ[2]+η[2])
eν[ρ,ζ]
√
1−v[ρ,ζ]2 ; uu[3] =
(ξ[3]+η[3])
eν[ρ,ζ]
√
1−v[ρ,ζ]2 ; uu[4] =
(ξ[4]+η[4])
eν[ρ,ζ]
√
1−v[ρ,ζ]2 ;
– Four-potential Ai:
A[1] = Aρ[ρ, ζ]; A[2] = Aζ[ρ, ζ]; A[3] = Aϕ[ρ, ζ]; A[4] = At[ρ, ζ];
• Calculation:
– Inverse metric gik:
gtemp = FullSimplify[Inverse[Array[gd, {Dim,Dim}]]];
Do[gu[i, j] = 0, {i,Dim}, {j,Dim}]
Do[gu[i, j] = Part[gtemp, i, j], {i,Dim}, {j,Dim}]
– Christoffel Symbols Γijk:
Do[Γ[i, j, k] = 0, {i,Dim}, {j,Dim}, {k,Dim}]
Do[Do[Γ[i, j, k]+ = 1
2
gu[i, α](D[gd[j, α], x[k]] +D[gd[k, α], x[j]]−D[gd[j, k], x[α]]), {α,Dim}]
, {i,Dim}, {j,Dim}, {k,Dim}]
– Riemann tensor Rpqrs:
Do[Ruddd[p, q, r, s] = 0, {p,Dim}, {q,Dim}, {r,Dim}, {s,Dim}]
Do[TermsinRudd[p, q, r, s] = 0, {p,Dim}, {q,Dim}, {r,Dim}, {s,Dim}]
Do[Do[TermsinRudd[p, q, r, s]+ = Γ[β, q, s]Γ[p, β, r]− Γ[β, q, r]Γ[p, β, s]
, {β,Dim}], {p,Dim}, {q,Dim}, {r,Dim}, {s,Dim}]
Do[Ruddd[p, q, r, s] = D[Γ[p, q, s], x[r]]−D[Γ[p, q, r], x[s]] + TermsinRudd[p, q, r, s]
, {p,Dim}, {q,Dim}, {r,Dim}, {s,Dim}]
– Ricci tensor Ruv = R
δ
uδv:
Do[RicciTensor[u, v] = 0, {u,Dim}, {v,Dim}]
Do[Do[RicciTensor[u, v]+ = Ruddd[δ, u, δ, v], {δ,Dim}], {u,Dim}, {v,Dim}]
– Ricci scalar R = gxyRxy:
RicciScalar = 0;
Do[RicciScalar+ = gu[x, y]RicciTensor[x, y], {x,Dim}, {y,Dim}]
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• Einstein equations Rik − 12Rgik − 8piTik:
– Energy-momentum tensor Tik = T
(fluid)
ik + T
(em)ik :
∗ four-velocity(covariant) ui = ud[i]:
Do[ud[i] = 0, {i,Dim}]
Do[Do[ud[i]+ = gd[b, i]uu[b], {b,Dim}], {i,Dim}]
∗ T (fluid) = (µ+ p)uiuk + pgik:
Do[TerminT1[i, k] = 0, {i,Dim}, {k,Dim}]
Do[TerminT1[i, k]+ = (µ[ρ, ζ] + p)ud[i]ud[k] + pgd[i, k], {i,Dim}, {k,Dim}]
∗ T (charged−part I) = FijF
j
k
4pi
=
FijFkmg
mj
4pi
= 1
4pi
((Aj,i−Ai,j ) gmj (Am,k−Ak,m )):
Do[TerminT2[i, k] = 0, {i,Dim}, {k,Dim}]
Do[Do[TerminT2[i, k]+ = 1
4pi
((D[A[j], x[i]]−D[A[i], x[j]])gu[m, j](D[A[m], x[k]]−D[A[k], x[m]]))
, {j,Dim}, {m,Dim}], {i,Dim}, {k,Dim}]
∗ T (charged−part II) = −FmnFmngik
(4pi)4
= −FjlFmngikgjmgln
(4pi)4
:
= 1
4pi
(−1
4
gjmgln (Al,j −Aj,l ) (An,m−Am,n ) gik
)
:
Do[TerminT3[i, k] = 0, {i,Dim}, {k,Dim}]
Do[Do[TerminT3[i, k]+ = −( 1
4pi
( 1
4
gu[j,m]gu[l, n](D[A[l], x[j]]−D[A[j], x[l]])(D[A[n], x[m]]
−D[A[m], x[n]])gd[i, k]), {j,Dim}, {l, Dim}, {m,Dim}, {n,Dim}], {i,Dim}, {k,Dim}]
∗ Energy-momentum tensor Tik:
Do[T [i, k] = 0, {i,Dim}, {k,Dim}]
Do[T [i, k] = TerminT1[i, k] + TerminT2[i, k] + TerminT3[i, k], {i,Dim}, {k,Dim}]
– Einstein equations: Einstein[i, k] = Rik − 12Rgik − 8piTik:
Do[Einstein[i, k] = FullSimplify[RicciTensor[i, k]− 1
2
RicciScalargd[i, k]− 8piT [i, k]], {i,Dim}, {k,Dim}]
• Maxwell equations: Maxwell[i] = F ik ;k − 4piji:
– F ij ;k = F
ij
,k + F
djΓikd + F
idΓjdk
∗ F ij,k = CoDerFTerm1[i, j, k]:
Do[CoDerFTerm1[i, j, k] = 0, {i,Dim}, {j,Dim}, {k,Dim}]
Do[Do[CoDerFTerm1[i, j, k]+ = D[gu[m, i]gu[n, j](D[A[n], x[m]]−D[A[m], x[n]]), x[k]]
, {m,Dim}, {n,Dim}], {i,Dim}, {j,Dim}, {k,Dim}]
∗ F djΓikd + F idΓjdk = CoDerFTerm2[i, j, k]:
Do[CoDerFTerm2[i, j, k] = 0, {i,Dim}, {j,Dim}, {k,Dim}]
Do[Do[CoDerFTerm2[i, j, k]+ = Γ[i, k, d]gu[m, d]gu[n, j](D[A[n], x[m]]−D[A[m], x[n]])
+ Γ[j, d, k]gu[m, i]gu[n, d](D[A[n], x[m]]−D[A[m], x[n]])
, {d,Dim}, {m,Dim}, {n,Dim}], {i,Dim}, {j,Dim}, {k,Dim}]
∗ F ij ;k:
Do[CoDerF [i, j, k] = CoDerFTerm1[i, j, k] + CoDerFTerm2[i, j, k], {i,Dim}, {j,Dim}, {k,Dim}]
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– F ik ;k:
Do[MaxwellFTerm[i] = 0, {i,Dim}]
Do[Do[MaxwellFTerm[i]+ = CoDerF [i, k, k], {k,Dim}], {i,Dim}]
– Maxwell[i] = F ik ;k − 4piji:
Maxwell[i] = F ik;k − 4piji
Do[Maxwell[i] = MaxwellFTerm[i]− 4piεµ[ρ, ζ]uu[i], {i,Dim}]
• Equations in Tetrad basis:
– Tetrad transformation: λ(j)
iˆ
Do[Tetrad[i, j] = 0, {i,Dim}, {j,Dim}]
Tetrad[1, 1] = 1
eα[ρ,ζ]
; Tetrad[1, 2] = 0; Tetrad[2, 2] = 1
eα[ρ,ζ]
; Tetrad[3, 3] =
eν[ρ,ζ]
ρ
;
Tetrad[3, 4] =
ω[ρ,ζ]
eν[ρ,ζ]
; Tetrad[4, 4] = 1
eν[ρ,ζ]
;
– Ricci tensor Raˆbˆ:
Do[RicciTensorTetrad[u, v] = 0, {u,Dim}, {v,Dim}]
Do[Do[RicciTensorTetrad[a, b]+ = Tetrad[u, a]Tetrad[v, b]RicciTensor[u, v]
, {u,Dim}, {v,Dim}], {a,Dim}, {b,Dim}]
– Ricci tensor R:
RicciScalarTetrad = 0;
Do[RicciScalarTetrad+ = guTetrad[x, y]RicciTensorTetrad[x, y], {x,Dim}, {y,Dim}]
– Energy momentum tensor Taˆbˆ:
Do[TTetrad[i, k] = 0, {i,Dim}, {k,Dim}]
Do[Do[TTetrad[a, b]+ = Tetrad[i, a]Tetrad[k, b]T [i, k], {i,Dim}, {k,Dim}], {a,Dim}, {b,Dim}]
– Einstein equations:
Do[EinsteinTetrad[i, k] = FullSimplify[RicciTensorTetrad[i, k]
− 1
2
(−8pi(TTetrad[1, 1] + TTetrad[2, 2] + TTetrad[3, 3]− TTetrad[4, 4]))gdTetrad[i, k]
− 8piTTetrad[i, k]], {i,Dim}, {k,Dim}]
– Maxwell equations:
Do[Maxwelldown[i] = 0, {i,Dim}]
Do[Do[Maxwelldown[j]+ = gd[i, j]Maxwell[i], {i,Dim}], {j,Dim}]
Do[MaxwelldownTetrad[a] = 0, {a,Dim}]
Do[Do[MaxwelldownTetrad[a]+ = Tetrad[j, a]Maxwelldown[j], {j,Dim}], {a,Dim}]
Do[MaxwelldownTetradup[i] = 0, {i,Dim}]
Do[Do[MaxwelldownTetradup[b]+ = guTetrad[b, a]MaxwelldownTetrad[a], {a,Dim}], {b,Dim}]
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A.2 Results
A.2.1 Obtained Directly through the Metric
The following is the result of the calculation directly through the metric. For the Ricci
tensors
R11 =
e−4ν
2ρ
{
2e4ν
[−ρ(α,ζζ + α,ρρ) + α,ρ − 2ν,ρ2ρ+ 2ν,ρ]+ ρ3ω2,ρ} ,
R22 =
e−4ν
2ρ
{
ρ3ω,ζ
2 − 2e4ν [ρ (α,ζζ + α,ρρ + 2ν,ζ2)+ α,ρ]} ,
R33 =
e−2(α+3ν)ρ
2
{
2e4ν [ρ(ν,ζζ + ν,ρρ) + ν,ρ]− ρ3
(
ω,ζ
2 + ω,ρ
2
)}
,
R44 =
e−2(α+3ν)
2ρ
{
2e8ν [ρ(ν,ζζ + ν,ρρ) + ν,ρ]− ρ5ω2
(
ω2,ζ + ω
2
,ρ
)
e4νρ2
[
2ρω
(
ω(ν,ζζ + ν,ρρ)− (ω,ζζ + ω,ρρ)
)
+ 8ρων,ζω,ζ + 2ν,ρω(4ρω,ρ + ω)− ρ
(
ω2,ζ + ω
2
,ρ
)− 6ωω,ρ]},
R12 =
e−4ν
2ρ
[
2e4ν(α,ζ − 2ν,ζν,ρρ+ ν,ζ) + ρ3ω,ζω,ρ
]
,
R13 = R14 = R23 = R24 = 0,
R34 =
1
2
ρe−2(α+3ν)
{
ρ3ω
(
ω2,ζ + ω
2
,ρ
)
+ e4ν
[
− 2ν,ρ(2ρω,ρ + ω) + 3ω,ρ
+ ρ
(
− 4ν,ζω,ζ − 2ω(ν,ζζ + ν,ρρ) + ω,ζζ + ω,ρρ
)]}
.
The Ricci scalar is
R =
e−2(α+2ν)
2ρ
{
ρ3
(
ω2,ζ + ω
2
,ρ
)− 4e4ν [ρ (α,ζζ + α,ρρ + ν2,ζ + ν2,ρ)− ν,ρ]} .
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The energy-momentum tensors are
T11 = e
2αp+
e−2ν
8piρ2
{
e4ν
(
Aϕ
2
,ρ −Aϕ2,ζ
)
+ ρ2
[
At,ζ +At,ρ + ω(Aϕ,ζ +Aϕ,ρ)
][
At,ζ −At,ρ + ω(Aϕ,ζ −Aϕ,ρ)
]}
,
T22 = e
2αp+
e−2ν
8piρ2
{
e4ν(Aϕ
2
,ζ −Aϕ2,ρ)− ρ2
[
At,ζ −At,ρ + ω(Aϕ,ζ −Aϕ,ρ)
] [
At,ζ +At,ρ + ω(Aϕ,ζ +Aϕ,ρ)
]}
,
T33 =
(e−2νρ2)[µρ2(ω − Ω)2 + e4νp]
e4ν − ρ2(ω − Ω)2 +
e−2(α+2ν)
8pi
{
e4ν
(
Aϕ
2
,ζ +Aϕ
2
,ρ
)
+ ρ2
[
(At,ζ +Aϕ,ζω)
2 + (At,ρ +Aϕ,ρω)
2
]}
,
T44 =
e2νρ2Ω2(µ+ p)
e4ν − ρ2(ω − Ω)2 − µe
−2νρ2ω2 + µe2ν +
e4ν−2α
(
Aϕ
2
,ζ +Aϕ
2
,ρ
)
8piρ2
+
e−2α
8pi
{
e−4νρ2ω2
[
At
2
,ζ + 2At,ζAϕ,ζω +At
2
,ρ + 2At,ρAϕ,ρω + ω
2
(
Aϕ
2
,ζ +Aϕ
2
,ρ
)]
+At
2
,ζ − 2At,ζAϕ,ζω +At2,ρ − 2ω
[
At,ρAϕ,ρ + ω
(
Aϕ
2
,ζ +Aϕ
2
,ρ
)]}
,
T12 =
e−2ν
4piρ2
[
Aϕ,ζAϕ,ρe
4ν − ρ2(At,ζ +Aϕ,ζω)(At,ρ +Aϕ,ρω)
]
,
T13 = T14 = T23 = T24 = 0,
T34 = e
−2νρ2
[
µω − e
4νΩ(µ+ p)
e4ν − ρ2(ω − Ω)2
]
+
e−2α
8pi
{
2At,ζAϕ,ζ + 2At,ρAϕ,ρ + ω
(
Aϕ
2
,ζ +Aϕ
2
,ρ
)
− e−4νρ2ω
[
At
2
,ζ + 2At,ζAϕ,ζω +At
2
,ρ + 2At,ρAϕ,ρω + ω
2
(
Aϕ
2
,ζ +Aϕ
2
,ρ
)]}
.
A.2.2 Obtained via Tetrad-Basis
The Ricci tensors are obtained in the orthonormal tetrad basis as
R1ˆ1ˆ = e
−2αR11
=
e−2(α+2ν)
2ρ
{
2e4ν
[−ρ(α,ζζ + α,ρρ) + α,ρ − 2ν,ρ2ρ+ 2ν,ρ]+ ρ3ω2,ρ} ,
R2ˆ2ˆ = e
−2αR22
=
e−2(α+2ν)
2ρ
{
ρ3ω,ζ
2 − 2e4ν [ρ (α,ζζ + α,ρρ + 2ν,ζ2)+ α,ρ]} ,
R3ˆ3ˆ = R4ˆ4ˆ =
e2ν
ρ2
R33
=
e−2(α+2ν)
2ρ
{
2e4ν [ρ(ν,ζζ + ν,ρρ) + ν,ρ]− ρ3
(
ω,ζ
2 + ω,ρ
2
)}
,
R1ˆ2ˆ = e
−2αR12
=
e−2(α+2ν)
2ρ
[
2e4ν(α,ζ − 2ν,ζν,ρρ+ ν,ζ) + ρ3ω,ζω,ρ
]
,
R1ˆ3ˆ = R1ˆ4ˆ = R2ˆ3ˆ = R2ˆ4ˆ = 0,
R3ˆ4ˆ =
e−2(α+ν)
2
[−4ν,ζρ ω,ζ + ρ(−4ν,ρω,ρ + ω,ζζ + ω,ρρ) + 3ω,ρ] .
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The Ricci scalar is
R =
e−2(α+2ν)
2ρ
{
ρ3
(
ω2,ζ + ω
2
,ρ
)− 4e4ν [ρ (α,ζζ + α,ρρ + ν2,ζ + ν2,ρ)− ν,ρ]} .
Furthermore the energy-momentum tensors are
T1ˆ1ˆ = e
−2αT11
= p+
e−2(α+ν)
8piρ2
{
e4ν
(
Aϕ
2
,ρ −Aϕ2,ζ
)
+ ρ2
[
At,ζ +At,ρ + ω(Aϕ,ζ +Aϕ,ρ)
][
At,ζ −At,ρ + ω(Aϕ,ζ −Aϕ,ρ)
]}
,
T2ˆ2ˆ = e
−2αT22
= p+
e−2(α+ν)
8piρ2
{
e4ν(Aϕ
2
,ζ −Aϕ2,ρ)− ρ2
[
At,ζ −At,ρ + ω(Aϕ,ζ −Aϕ,ρ)
] [
At,ζ +At,ρ + ω(Aϕ,ζ +Aϕ,ρ)
]}
,
T3ˆ3ˆ =
e2ν
ρ2
T33
=
µρ2(ω − Ω)2 + e4νp
e4ν − ρ2(ω − Ω)2 +
e−2(α+ν)
8piρ2
{
ρ2
[
(At,ζ +Aϕ,ζω)
2 + (At,ρ +Aϕ,ρω)
2
]
+ e4ν
(
Aϕ
2
,ζ +Aϕ
2
,ρ
)}
,
T4ˆ4ˆ =
µe4ν + pρ2(ω − Ω)2
e4ν − ρ2(ω − Ω)2 +
e−2(α+ν)
8piρ2
{
ρ2
[
(At,ζ +Aϕ,ζω)
2 + (At,ρ +Aϕ,ρω)
2
]
+ e4ν
(
Aϕ
2
,ζ +Aϕ
2
,ρ
)}
,
T1ˆ2ˆ =
e2ν
ρ2
T12
=
e−2(α+ν)
4piρ2
[
Aϕ,ζAϕ,ρe
4ν − ρ2(At,ζ +Aϕ,ζω)(At,ρ +Aϕ,ρω)
]
,
T1ˆ3ˆ = T1ˆ4ˆ = T2ˆ3ˆ = T2ˆ4ˆ = 0,
T3ˆ4ˆ =
e2νρ(µ+ p)(ω − Ω)
e4ν − ρ2(ω − Ω)2 +
e−2α
4piρ
[
At,ζAϕ,ζ +At,ρAϕ,ρ + ω
(
Aϕ
2
,ζ +Aϕ
2
,ρ
)]
.
It can be seen that the configurations are compacter under the tetrad basis, which is
one of the reasons why it is chosen to work under the set of field equations obtained
from the tetrad basis. A quick check at the Ricci scalar and it can be seen that the
outcome is the same for both the calculation obtain directly from the metric and from
the tetrad basis, which confirms the correctness of the results, since the Ricci scalar
should be invariant of the frame of reference.
Appendix B
Detailed calculations of the
boundary conditions
B.1 Pill-box integration on the disc
B.1.1 Difference between the pill-box integration and the “con-
ventional” integration
Suppose that one wants to integrate a function f(x) between ±, one has
∫ 
−
f(x)dx =
∫ 0
−
f(x)dx+
∫ 
0
f(x)dx
=
∫ 0

f(−x)d(−x) +
∫ 
0
f(x)dx
= −
∫ 
0
f(x)dx+
∫ 
0
f(x)dx. (B.1)
The difference between the pill-box integration and the conventional integration can be
considered to be its “integration direction”. Wilst for the conventional integration
d(−x) = d(x),
for the pill-box integration it is
d(−x) = −d(x).
Thus, judging if f(x) is an even or an odd function, the following cases for (B.1) are
observed:
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Even funciton:
f(−x) = f(x)
Odd funciton:
f(−x) = −f(x)
Conventional:
d(−x) = −dx = −
∫ 
0
f(x)[−dx] +
∫ 
0
f(x)dx
= 2
∫ 
0
f(x)dx
= −
∫ 
0
[−f(x)][−dx] +
∫ 
0
f(x)dx
= 0
Pill-box:
d(−x) = dx = −
∫ 
0
f(x)dx+
∫ 
0
f(x)dx
= 0
= −
∫ 
0
[−f(x)][dx] +
∫ 
0
f(x)dx
= 2
∫ 
0
f(x)dx
B.1.2 Pill-box integration for the disc
(I) Einstein [4ˆ,4ˆ] (2.19):
4pieασp(ρ)δ(ζ)
[
1 + v2
1− v2
]
︸ ︷︷ ︸
(1)
− ∆ν︸︷︷︸
(2)
+
1
ρ2
e−2ν
[
e4ν(∇Aϕ)2 + ρ2(∇At + ω∇Aϕ)2
]
︸ ︷︷ ︸
(3)
= 0.
• (1): With ∫∞−∞ δ(x)dx = 1,
lim
κ→0
∫ κ+
κ−
4pieασp(ρ)δ(ζ)
[
1 + v2
1− v2
]
dζ = 4pieασp(ρ)
[
1 + v2
1− v2
]
.
• (2):
∫ κ+
κ−
∆νdζ =
∫ κ+
κ−
∂2ν∂ρ2 + 1ρ ∂ν∂ρ︸ ︷︷ ︸
even function
+
∂2ν
∂ζ2︸︷︷︸
odd function
 dζ = 2∫ κ+
0
∂2ν
∂ζ2
dζ = 2
∂ν
∂ζ
∣∣∣∣
ζ=κ+
,
→ lim
κ→0
2
∂ν
∂ζ
∣∣∣∣
ζ=κ+
= 2
∂ν
∂ζ
.
• (3) is an even function.
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Thus the first boundary equation for the disc (2.32)1 is obtained.
2pieασp(ρ)
[
1 + v2
1− v2
]
= ν,ζ .
(II) Einstein [3ˆ,4ˆ] (2.20):
16piρeα−2νσp(ρ)δ(ζ)
v
1− v2︸ ︷︷ ︸
(1)
+∇ · (ρ2 + e−4ν∇ω)︸ ︷︷ ︸
(2)
− 4e−2ν [∇Aϕ∇At + ω(∇Aϕ)2]︸ ︷︷ ︸
(3)
= 0
• (1):
lim
κ→0
∫ κ+
κ−
16piρeα−2νσp(ρ)δ(ζ)
v
1− v2dζ = 16piρe
2(α−ν)σp(ρ)
v
1− v2 .
• (2):
∫ κ+
κ−
∇ · (ρ2 + e−4ν∇ω)dζ =
∫ κ+
κ−
1ρ ∂∂ρ
[
ρ3 + e−4ν
∂ω
∂ρ
]
︸ ︷︷ ︸
even function
+
∂
∂ζ
[
ρ2e−4ν
∂ω
∂ζ
]
︸ ︷︷ ︸
odd function
 dζ
= 2
∫ κ+
0
∂
∂ζ
[
ρ2e−4ν
∂ω
∂ζ
]
dζ = 2ρ2e−4ν
∂ω
∂ζ
∣∣∣∣
ζ=κ+
,
→ lim
κ→0
2ρ2e−4ν
∂ω
∂ζ
∣∣∣∣
ζ=κ+
= 2ρ2e−4ν
∂ω
∂ζ
.
• (3) is an even funciton.
Thus the second boundary equation for the disc (2.33) is obtained
−8pi
ρ
eα+2νσp(ρ)
v
1− v2 = ω,ζ .
(III) Maxwell [3ˆ] (2.21):
− 4e
α−3νpiερ2σp(ρ)δ(ζ)(Ω− ω)√
1− e−4νρ2(Ω− ω)2︸ ︷︷ ︸
(1)
−∆Aϕ︸︷︷︸
(2)
+ e−4νρ2 [∇At∇ω + ω(∇Aϕ∇ω)]− 2∇Aϕ∇ν + 2Aϕ,ρ
ρ︸ ︷︷ ︸
(3)
= 0
• (1):
lim
κ→0
∫ κ+
κ−
4e2α−3νpiερ2σp(ρ)δ(ζ)(Ω− ω)√
1− e−4νρ2(Ω− ω)2 dζ =
4e2α−3νpiερ2σp(ρ)(Ω− ω)√
1− e−4νρ2(Ω− ω)2 .
1with v := 1 + e−4νρ2(Ω− ω)2.
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• (2):
lim
κ→0
∫ κ+
κ−
∆Aϕdζ = lim
κ→0
∫ κ+
κ−
−
∂2Aϕ∂ρ2 + 1ρ Aϕ∂ρ︸ ︷︷ ︸
even function
+
∂2Aϕ
∂ζ2︸ ︷︷ ︸
odd function
 dζ2 = ∫ κ+
0
∂2Aϕ
∂ζ2
dζ = 2
∂Aϕ
∂ζ
∣∣∣∣
ζ=κ+
,
→ lim
κ→0
2
∂Aϕ
∂ζ
∣∣∣∣
ζ=κ+
= 2
∂Aϕ
∂ζ
.
• (3) is an even funciton.
Thus the third boundary equation of the disc (2.34) is obtained
− 2e
α−3νpiερ2σp(Ω− ω)√
1− e−4νρ2(Ω− ω)2 = Aϕ,ζ .
(IV) Maxwell [4ˆ] (2.22):
− 4e
α+νpiεσp(ρ)δ(ζ)√
1− e−4νρ2(Ω− ω)2︸ ︷︷ ︸
(1)
+ ∆At︸︷︷︸
(2)
+ω∆Aϕ︸ ︷︷ ︸
(3)
− 2∇At∇ν − 2ω∇Aϕ∇ν +∇Aϕ∇ω︸ ︷︷ ︸
(4)
= 0
• (1)
lim
κ→0
∫ κ+
κ−
4eα+νpiεσp(ρ)δ(ζ)√
1−e−4νρ2(Ω−ω)2√
1− e−4νρ2(Ω− ω)2dζ =
4eα+νpiεσp(ρ)√
1− e−4νρ2(Ω− ω)2 .
• (2)
lim
κ→0
∫ κ+
κ−
∆Atdζ = lim
κ→0
∫ κ+
κ−
−
∂2At∂ρ2 + 1ρ At∂ρ︸ ︷︷ ︸
even function
+
∂2At
∂ζ2︸ ︷︷ ︸
odd function
 dζ2 = ∫ κ+
0
∂2At
∂ζ2
dζ = 2
∂At
∂ζ
∣∣∣∣
ζ=κ+
,
→ lim
κ→0
2
∂At
∂ζ
∣∣∣∣
ζ=κ+
= 2
∂At
∂ζ
.
• (3)
ω∆Aϕ = ω
1
ρ
∂
∂ρ
(
ρ
∂Aϕ
∂ρ
)
︸ ︷︷ ︸
even function
+ω
∂2Aϕ
∂ζ2︸ ︷︷ ︸
odd function
,
lim
κ→0
∫ κ+
κ−
ω
∂2Aϕ
∂ζ2
dζ = lim
κ→0
(
ω
∂Aϕ
∂ζ
∣∣∣∣κ+
κ−
−
∫ κ+
κ−
∂ω
∂ζ
∂Aϕ
∂ζ
dζ
)
= 2ω
∂Aϕ
δζ
.
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• (4) is an even funciton.
Thus the forth boundary equation of the disc (2.35) is obtained
2eα+νpiεσp√
1− e−4νρ2(Ω− ω)2 = At,ζ + ωAϕ,ζ .
(V) Trace equation Riˆ iˆ + 8piT
iˆ
iˆ = 0 (2.29):
8pie−ασp(ρ)δ(ζ)︸ ︷︷ ︸
(1)
− 1
2ρ
e−2α−4ν{ρ3 [ω,ρ2 + ω,ζ2]− 4e4ν [−ν,ρ + ρ (ν,ρ2 + ν,ζ2 + α,ρρ︸ ︷︷ ︸
(2)
+ α,ζζ︸︷︷︸
(3)
]} = 0.
• (1)
lim
κ→0
∫ κ+
κ−
8pie−ασp(ρ)δ(ζ)dζ = 8pie−ασp(ρ).
• (2) is an even function.
• (3)
lim
κ→0
∫ κ+
κ−
2e−2α
∂2α
∂ζ2
dζ = lim
κ→0
2e−2α∂α∂ζ
∣∣∣∣κ+
κ−
−
∫ κ+
κ−
2
∂e−2α
∂ζ
∂α
∂ζ︸ ︷︷ ︸
even funciton
dζ
 = 4e−2α∂α∂ζ .
Thus, the forth boundary equation of the disc (2.36) is obtained
2pieασp = α,ζ .
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Appendix C
Potential and coordinate
transformation
C.1 Potential transformation
The aim is to transform the potentials according to that of section 3.2.1
ν˜ := eν , α˜ := eα, ω˜ :=
ρ0
eνc
ω, A˜t :=
ρ0
eνc
At.
C.1.1 For ν˜ and α˜
With
ν˜ = eν ,
the derivatives are
ν˜,ρ = e
νν,ρ, ν˜,ρρ = e
ν
(
ν,ρρ + ν
2
,ρ
)
, ν˜,ζ = e
νν,ζ , ν˜,ζζ = e
ν
(
ν,ζζ + ν
2
,ζ
)
.
Reforming all 5 equations,
ν,ρ =
ν˜,ρ
ν˜
, ν,ρρ =
ν˜ν˜,ρρ − ν˜2ρ
ν˜
, ν,ζ =
ν˜,ζ
ν˜
, ν,ζζ =
ν˜ν˜,ζζ − ν˜2ζ
ν˜
are obtained. The same applies for α˜.
C.1.2 For ω˜ and A˜t
With
ω˜ =
ρ0
eνc
ω,
the derivatives are
ω˜,ρ =
ρ0
eνc
ω,ρ, ω˜,ρρ =
ρ0
eνc
ω,ρρ, ω˜,ζ =
ρ0
eνc
ω,ζ , ω˜,ζζ =
ρ0
eνc
ω,ζζ ,
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which gives
ω,ρ =
eν
c
ρ0
ω˜,ρ, ω,ρρ =
eν
c
ρ0
ω˜,ρρ, ω,ζ =
eν
c
ρ0
ω˜,ζ , ω,ζζ =
eν
c
ρ0
ω˜,ζζ .
The same applies for A˜t.
C.2 Coordinate transformation
The relationship between the Weyl coordinates and spectral coordinates are as discussed
in section 3.1.2
ρ =
ρ0
√
1− τ
cos
(
pi
2
σ
) , ζ = ρ0√τ tan(pi
2
σ
)
.
The first derivatives are thus
∂F∂ρ
∂F
∂ζ
 =
∂σ∂ρ ∂τ∂ρ
∂σ
∂ζ
∂τ
∂ζ
∂F∂σ
∂F
∂τ
 ,
with
∂σ
∂ρ
=
2 cos
(
piσ
2
)
cot
(
piσ
2
)
piρ0
√
1− τ ,
∂τ
∂ρ
= −2
√
1− τ cos (piσ
2
)
ρ0
,
∂σ
∂ζ
=
2 cos2
(
piσ
2
)
piρ0
√
τ
,
∂τ
∂ζ
=
2
√
τ cot
(
piσ
2
)
ρ0
,
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which gives1
f,ρ =
2
√
1− τ cos (piσ
2
)
[sin(piσ)f,σ − 2piτf,τ ]
piρ0 [(τ − 1) cos(piσ) + τ + 1] ,
f,ζ =
2
√
τ [(cos(piσ) + 1) f,σ − (pi(τ − 1) sin(piσ)) f,τ ]
piρ0 [(τ − 1) cos(piσ) + τ + 1] ,
f,ρρ =
− cos2 (piσ
2
)
pi2ρ20 [1 + τ + (−1 + τ) cos(piσ)]3
·
{
pi sin(piσ)
[
8
(
τ 2 − 1) cos(piσ) + (τ − 1)2 cos(2piσ) + 7τ 2 − 22τ + 7] f,σ
+ 2pi2τ
[
4
(
τ 2 − 4τ + 3) cos(piσ) + (τ − 1)2 cos(2piσ) + 3τ 2 + 18τ − 13] f,τ ,
+ 4(τ − 1) [(τ − 1) cos(piσ) + τ + 1] sin(piσ) [−4piτf,στ + sin(piσ)f,ρρ]
+ 16pi2(τ − 1)τ 2 [(τ − 1) cos(piσ) + τ + 1] f,ττ
}
,
f,ζζ =
−2 cos2 (piσ
2
)
pi2ρ20 [1 + τ + (−1 + τ) cos(piσ)]3
·
{
− 2pi sin(piσ) [(τ 2 − 1) cos(piσ) + τ 2 − 6τ + 1] f,σ
+ pi2(τ − 1) [4 (τ 2 + 4τ − 1) cos(piσ) + (τ − 1)2 cos(2piσ) + 3τ 2 − 14τ + 3] f,τ
+ 8pi sin(piσ)(τ − 1)τ [(τ − 1) cos(piσ) + τ + 1] f,στ
− 8τ cos2
(piσ
2
)
[(τ − 1) cos(piσ) + τ + 1] f,σσ
− 8pi2 sin2
(piσ
2
)
(τ − 1)2τ [(τ − 1) cos(piσ) + τ + 1] f,ττ
}
,
f,ρζ =
4
√
(1− τ)τ cos (piσ
2
)
pi2ρ20 [1 + τ + (−1 + τ) cos(piσ)]3
·
{
2pi cos2
(piσ
2
)
[(τ + 3) cos(piσ) + τ − 3] f,σ
+ 2pi2 sin(piσ) [−(τ − 1) cos(piσ) + 3τ − 1] f,τ
+ pi cos2
(piσ
2
) [−4(τ − 1)2 cos(piσ) + (τ − 1)2 cos(2piσ)− 5τ 2 − 6τ + 3] f,στ
+ 4 cos3
(piσ
2
)
sin
(piσ
2
)
[(τ − 1) cos(piσ) + τ + 1] f,σσ
+ 2pi2 sin(piσ)(τ − 1)τ [(τ − 1) cos(piσ) + τ + 1] f,ττ
}
.
1With f representing a function.
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Appendix D
Table of the data points of the
appearance of the ergosphere
γ ε γ ε γ ε γ ε γ ε γ ε
0.585 0.000 0.607 0.343 0.629 0.475 0.651 0.569 0.673 0.644 0.695 0.704
0.586 0.704 0.608 0.351 0.630 0.480 0.652 0.573 0.674 0.647 0.696 0.707
0.587 0.105 0.609 0.358 0.631 0.485 0.653 0.577 0.675 0.650 0.697 0.709
0.588 0.129 0.610 0.365 0.632 0.489 0.654 0.580 0.676 0.653 0.698 0.712
0.589 0.149 0.611 0.372 0.633 0.494 0.655 0.584 0.677 0.655 0.699 0.714
0.590 0.166 0.612 0.378 0.634 0.499 0.656 0.588 0.678 0.658 0.700 0.717
0.591 0.182 0.613 0.385 0.635 0.503 0.657 0.591 0.679 0.661 0.701 0.719
0.592 0.195 0.614 0.391 0.636 0.508 0.658 0.595 0.680 0.664 0.702 0.722
0.593 0.210 0.615 0.398 0.637 0.512 0.659 0.598 0.681 0.667 0.703 0.724
0.594 0.222 0.616 0.404 0.638 0.517 0.660 0.602 0.682 0.670 0.704 0.726
0.595 0.234 0.617 0.410 0.639 0.521 0.661 0.605 0.683 0.673 0.705 0.729
0.596 0.245 0.618 0.416 0.640 0.525 0.662 0.608 0.684 0.675 0.706 0.731
0.597 0.256 0.619 0.422 0.641 0.530 0.663 0.612 0.685 0.678 0.707 0.733
0.598 0.266 0.620 0.4 27 0.642 0.534 0.664 0.615 0.686 0.681 0.708 0.736
0.599 0.276 0.621 0.433 0.643 0.538 0.665 0.618 0.687 0.684 0.709 0.738
0.600 0.285 0.622 0.439 0.644 0.542 0.666 0.622 0.688 0.686 0.710 0.740
0.601 0.294 0.623 0.444 0.645 0.546 0.667 0.625 0.689 0.689 0.711 0.743
0.602 0.303 0.624 0.449 0.646 0.550 0.668 0.628 0.690 0.692 0.712 0.745
0.603 0.312 0.625 0.455 0.647 0.554 0.669 0.631 0.691 0.694 0.713 0.747
0.604 0.320 0.626 0.460 0.648 0.558 0.670 0.634 0.692 0.697 0.714 0.749
0.605 0.328 0.627 0.465 0.649 0.562 0.671 0.637 0.693 0.699 0.715 0.751
0.606 0.336 0.628 0.470 0.650 0.566 0.672 0.641 0.694 0.702 0.716 0.754
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γ ε γ ε γ ε γ ε γ ε γ ε
0.717 0.756 0.761 0.837 0.805 0.897 0.849 0.940 0.893 0.971 0.937 0.990
0.718 0.758 0.762 0.838 0.806 0.898 0.850 0.941 0.894 0.972 0.938 0.990
0.719 0.760 0.763 0.840 0.807 0.899 0.851 0.942 0.895 0.972 0.939 0.991
0.720 0.762 0.764 0.841 0.808 0.900 0.852 0.943 0.896 0.973 0.940 0.991
0.721 0.764 0.765 0.843 0.809 0.901 0.853 0.944 0.897 0.973 0.941 0.991
0.722 0.766 0.766 0.844 0.810 0.902 0.854 0.945 0.898 0.974 0.942 0.991
0.723 0.768 0.767 0.846 0.811 0.904 0.855 0.945 0.899 0.974 0.943 0.992
0.724 0.770 0.768 0.848 0.812 0.905 0.856 0.946 0.900 0.975 0.944 0.992
0.725 0.772 0.769 0.849 0.813 0.906 0.857 0.947 0.901 0.975 0.945 0.992
0.726 0.774 0.770 0.850 0.814 0.907 0.858 0.948 0.902 0.976 0.946 0.993
0.727 0.776 0.771 0.852 0.815 0.908 0.859 0.948 0.903 0.976 0.947 0.993
0.728 0.778 0.772 0.853 0.816 0.909 0.860 0.949 0.904 0.977 0.948 0.993
0.729 0.780 0.773 0.855 0.817 0.910 0.861 0.950 0.905 0.977 0.949 0.993
0.730 0.782 0.774 0.856 0.818 0.911 0.862 0.951 0.906 0.978 0.950 0.994
0.731 0.784 0.775 0.858 0.819 0.912 0.863 0.952 0.907 0.978 0.951 0.994
0.732 0.786 0.776 0.859 0.820 0.913 0.864 0.952 0.908 0.979 0.952 0.994
0.733 0.788 0.777 0.861 0.821 0.914 0.865 0.953 0.909 0.979 0.953 0.994
0.734 0.790 0.778 0.862 0.822 0.915 0.866 0.954 0.910 0.980 0.954 0.994
0.735 0.792 0.779 0.863 0.823 0.916 0.867 0.954 0.911 0.980 0.955 0.995
0.736 0.794 0.780 0.865 0.824 0.917 0.868 0.955 0.912 0.981 0.956 0.995
0.737 0.796 0.781 0.866 0.825 0.918 0.869 0.956 0.913 0.981 0.957 0.995
0.738 0.797 0.782 0.868 0.826 0.919 0.870 0.957 0.914 0.981 0.958 0.995
0.739 0.799 0.783 0.869 0.827 0.920 0.871 0.957 0.915 0.982 0.959 0.996
0.740 0.801 0.784 0.870 0.828 0.921 0.872 0.958 0.916 0.982 0.960 0.996
0.741 0.803 0.785 0.872 0.829 0.922 0.873 0.959 0.917 0.983 0.961 0.996
0.742 0.805 0.786 0.873 0.830 0.923 0.874 0.959 0.918 0.983 0.962 0.996
0.743 0.807 0.787 0.874 0.831 0.924 0.875 0.960 0.919 0.983 0.963 0.996
0.744 0.808 0.788 0.876 0.832 0.925 0.876 0.961 0.920 0.984 0.964 0.996
0.745 0.810 0.789 0.877 0.833 0.926 0.877 0.961 0.921 0.984 0.965 0.997
0.746 0.812 0.790 0.878 0.834 0.927 0.878 0.962 0.922 0.985 0.966 0.997
0.747 0.814 0.791 0.880 0.835 0.928 0.879 0.963 0.923 0.985 0.967 0.997
0.748 0.815 0.792 0.881 0.836 0.929 0.880 0.963 0.924 0.985 0.968 0.997
0.749 0.817 0.793 0.882 0.837 0.930 0.881 0.964 0.925 0.986 0.969 0.997
0.750 0.819 0.794 0.883 0.838 0.931 0.882 0.964 0.926 0.986 0.970 0.997
0.751 0.820 0.795 0.885 0.839 0.932 0.883 0.965 0.927 0.987 0.971 0.998
0.752 0.822 0.796 0.886 0.840 0.933 0.884 0.966 0.928 0.987 0.972 0.998
0.753 0.824 0.797 0.887 0.841 0.934 0.885 0.966 0.929 0.987 0.973 0.998
0.754 0.825 0.798 0.888 0.842 0.934 0.886 0.967 0.930 0.988 0.974 0.998
0.755 0.827 0.799 0.890 0.843 0.935 0.887 0.968 0.931 0.988 0.975 0.998
0.756 0.829 0.800 0.891 0.844 0.936 0.888 0.968 0.932 0.988 0.976 0.998
0.757 0.830 0.801 0.892 0.845 0.937 0.889 0.969 0.933 0.989 0.977 0.998
0.758 0.832 0.802 0.893 0.846 0.938 0.890 0.968 0.934 0.989 0.978 0.998
0.759 0.834 0.803 0.894 0.847 0.939 0.891 0.970 0.935 0.989 0.979 0.998
0.760 0.835 0.804 0.895 0.848 0.940 0.892 0.970 0.936 0.990 0.980 0.999
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