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Some bounds for the expected number of crossings of a level by a real valued symmetric 
harmonizable p-stable process defined on the interval [0, T] are obtained. Most of the results are 
analogous to the well known results for stationary Gaussian processes. 
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An elegant line of work initiated by Rice (1945) and completed by It6 (1964) and 
Ylvisaker (1966) gives the expected number of crossings of a level by a stationary 
Gaussian process during a fixed time interval. In this paper we study this question 
for symmetric harmonizable p-stable processes. Bounds for the expected number 
of level crossings of these processes are obtained as corollaries of the result for 
stationary Gaussian processes. In some cases these bounds are sharp up to a 
multiplicative constant, They are interesting because they are extensions of the 
results that hold for stationary Gaussian processes, i.e. Lp norms, 1 <p s 2, replace 
the L’ norm and the tail of the normal is replaced, in some of the bounds, by the 
tail of the stable distribution when p < 2. Our results are not exact, however, they 
show that it is possible to learn a lot about the expected number of level crossings 
of symmetric harmonizable p-stable processes. It would be interesting to know what 
the exact results actually are. 
Let {B(t), t E [0, 11) be Brownian motion and B’ be an independent copy of B. 
Let F(A) be a non-decreasing function on [0, CO) that is right continuous with left 
hand limits and satisfies lim,,, F(~)=&<w, where A,#O, (i.e. F(h)/&) is a 
distribution function). As is well known 
I 
X(t) = cos At dB(F(A))+ sin At dB’(F(h)), t e [0, 11, (1) 
0 
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defines a stationary Gaussian process with covariance 
EX( 1)X(S) = cosA(t-s) dF(A) (2) 
and, in fact, all stationary Gaussian processes on [0, l] can be defined in this way. 
The process given by (1) can be generalized as follows. Let {M,,(t), t E [0, l]} be 
an independent increment p-stable process, 0 <p 4 2, i.e. M,,(t) has independent 
increments and 
Ee iAM,, =e-rlh~~' ) tE[O, 11. (3) 
We define a symmetric harmonizable p-stable process by the stochastic integral 
X XI 
Y,(r) = 
I 
cos At dM,,(F(h))+ 
I 
sin At dMb( F(A)), t E [0, 11, (4) 
0 0 
where M,, and MI, are identically distributed p-stable independent increment proces- 
ses as defined by (3) but are not independent of each other except when p = 2. 
To be more precise we define a symmetric harmonizable p-stable process, 0 < p s 2, 
(with control measure or “spectrum” F(A)) as the real or imaginary part of the 
complex valued process {Z,,(t), t E [0, l]} defined Va,, . . . , a,, complex, Vt,, . . . , t, 
real by 
Eexp[iRe[~,G,Z(r,))]=exp[-~C~ 1~,iE,c”;*JfdF(A)]. (5) 
This definition is consistent with (4) if we take 
E cxp{i[u(M,,(AJ - M,,(A,))- u(Mb(A,) - Mb(A,))lJ 
= exp[-(A,-/\ )(u’+v’)““] 1 (6) 
t/O c A, < A2 s 1, Vu, u E R. To better see the relationship between M and M’ note 
that (6) is equivalent to 
(M,,(s,)+iML(s,))-(M,,(s,)+iMb(s,)) ~~(s2-s,)~~ii(g+ig)), (7) 
0~ S, < szs 1, where g and g’ are independent normal random variables with mean 
zero and variance 1, r],,,, is a positive p/2 stable random variable, i.e. E exp -iAvplz = 
exp -A , p/2 A > 0 and we use 2 to denote equal in distribution. 
It is clear from (5) that the processes given in (4) are stationary. (In Marcus and 
Pisier, 1984, symmetric harmonizable p-stable processes were called strongly station- 
ary.) Note that except when p = 2, all stationary p-stable processes are not of this 
form. Necessary and sufficient conditions for the continuity of these processes have 
been obtained. For 1 <p s 2, { Yp( t), t E (0, l]} h as a version with continuous sample 
paths if and only if 
I 
,X 
(log N([O, 11, d,,; E)“~ ds <co, (8) 
0 
where l/p+ l/q = 1, 
and N([O, 11, 4; F) denotes the minimum number of balls of radius F in the metric 
d,, that is necessary to cover [0, 11. When p = 2 this is the Dudley-Fernique Theorem 
for stationary Gaussian processes (Dudley, 1967; Fernique, 1975) for 1 <p <2 it is 
due to Marcus and Pisier (1984). For p = 1, {Y,(t), f E [0, 11) has a version with 
continuous sample paths if and only if 
I 
X 
(log log + N([O, 11, d,; F) dF <Cc (10) 
0 
where log log + A = log log A v 0. That (10) is necessary was shown in Marcus and 
Pisier (1984), sufficiency of this condition was just obtained by Talagrand (1987). 
When p < 1 the processes in (4) always have a continuous version. Let us note, for 
future reference, that a sufficient condition for a continuous version of (4) expressed 
in terms of the “spectrum” F(A) is 
(log A)““‘+’ dF(A ) <cc, 1 < ,, < 2, (11) 
for some F>O and 
I 
I 
(loglog+h)dF(A)<m, p=l. 
0 
(12) 
These sufficient conditions are obtained as in Jain and Marcus (1975, Chapter 2, 
Theorem 3.1). 
We define 
‘I,, = 
I’ 
A” dF(A), 0~p~2, (13) 
0 
and when .t,<~, 
(_I log ,1)<5 =
i 
\ 
A Iog;dF(A) (14) 
,s 
where 6 is the unique solution of , 
s(2il,,-F(6)) = A dF(A). 
,5 
(15) 
When .I, = !E we define (11 log .I),? = ~0. (There is a clearer way to define 6 which 
we will explain in Remark 1, in which we also point out why (15) has a unique 
solution.) 
When the process Y.,(t) defined in (4) has continuous sample paths we let N,,( Y,) 
denote the number of level crossings of the level u by Y,,(t) for IS [0, 11. (The 
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actual definition of “level crossing” is subtle, we refer the reader to Cramer and 
Leadbeater (1967), Chapter 10) for further details. What we mean here is referred 
to as C,(O, T) in that paper, they do not explicitly refer to the processes.) It follows 
from Cramer and Leadbetter (1967, (10.3.1)) that 
EN,( YZ) = (l/m)(A,/A,,)“’ eeU2’2 to (16) 
since Y2 is a stationary Gaussian process, the case considered in that book. To say 
that an analogous result is valid when Y2 is replaced by YP suggests that in (16) 
we can replace (A,/&)” by (A,/A,)“” and e-u2’2”~ by a function that gives the 
tail behavior of a p-stable random variable such as (u(-“, at least when (u( is large 
enough. The bounds that we obtain in Theorem 1 below suggest that something like 
this may be true. Our best result in this direction is what we get for the zero level 
crossings when 1 <p < 2. When u # 0 and 1 <p < 2 we also get bounds that exhibit 
the power type tail behavior of stable random variables although the order of 
magnitude of the growth at infinity on the left and right in (iv) of Theorem 1 are 
not equivalent. For O<p G 1 the results reflect the type of behavior commonly 
associated with p-stable variables and processes. 
Theorem 1. Let { Y,,(t), t E [0, 11) be a strongly stationary p-stable process us dejined 
in (4). Then: 
(i) When 1 <p < 2, there exist constants O< c,,, C, < ~0 such that 
c,,(A,/A,)“‘% EN,( Y,,)s CP(A,/A,)“p. 
(ii) When p = 1, 
c,((A log A),l&)~-MY,)~ C,((A log A),/&). 
(iii) When O<p < 1, 
c,(A,l&) s EN,,( Yp) s C,(A,l&). 
(iv) When l<p<2, VE >O there exist constants O<c,,(e), C,,(F)<~, depending 
on E, such that 
c,(c)[(A,lA,)“V +lnlA, 1 I/p ~+*+~)~*+(n,~A,)(l+~~~n~~~~~+‘)~’] 
sEN,,( Y,)s Cp(~)(Ap/AO)“P(l+(u/At’P(P~F)-‘. 
Furthermore, if we consider the number of level crossings in the interval [0, T], 
T > 0, instead of in [0, 11, all the inequalities above hold if we multiply the left and 
right hand sides by T. 
The way that (16) is obtained in the Gaussian case utilizes the joint distribution 
of Y2 and Y2 where Y2 is the derivative of Yz in L2. It is also possible to obtain YP 
in some sense but obtaining the joint distribution of YP and YP seems hopeless. 
Nevertheless, the proof of Theorem 1 is relatively simple because the paths of a 
p-stable process are marginally Gaussian. Therefore all we need to do is apply (16) 
to the marginal paths and take another expectation. 
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Let X be an exponential random variable, i.e. P(X > A) = exp(-A) and let {X,};“=, 
be i.i.d. copies of X. Define rj=X,+.*.+Xj;j=l ,..., ~0. Let {A,},“=, be i.i.d. 
random variables with probability distribution F(A)/&. Let {g,},“=, and {gj}:, be 
i.i.d. sequences of normal random variables with mean zero and variance 1 and take 
{X,}, {A,}, {g,} and {gj} to be independent of each other. Set 
c(p) = (EIg,l” [OmFdu)-“p. 
It follows from Marcus and Pisier (1984, Proposition 1.5, (1.33)) that {Y,(t), 
t E [0, 11) has a version 
Yp( t) = c( p)AA’” f r,-““[gj cos A,t + g: sin Ajt], t E [0, 11, (17) 
,=L 
which we label again by Y,,(t). It follows by the It&Nisi0 Theorem (Its and Nisio, 
1968), see also Marcus and Pisier (1981, Chapter 2, Remark 4.4), that the series in 
(17) converges uniformly a.s. whenever { Y,(t), t E [0, l]} has a version with con- 
tinuous sample paths. 
We will use several facts about the representation of p-stable random variables. 
If we define 0, = M,(l) then it follows from (5) and (17) that 
6, 2 c(p) f gjr,-“p. (18) 
,=I 
We will also need a generalization of (18). Let h be a real valued random variable 
such that E/hi” < cc and let {II,},:, be i.i.d. copies of h. Then 
(E(hlp)“‘Vp 2 c(p) f g,hjr,-? 
,=I 
(19) 
This relationship can also be obtained from Marcus and Pisier (1984, Lemma 1.4, 
(1.33)), however this idea is developed more fully in Marcus (1987, Chapter 2). It 
follows from (7) that 0, 2 ani$;g. Therefore, by (19), 
(20) 
We can now fit all this together. Consider the process {Y,(r), t E [0, l]} as 
represented in (17). This process is defined on the probability space generated by 
({g,}, {gj}), {rj} and {A,}. Let E,, E,- and Eh denote expectation with respect to 
these spaces. Then 
EN,( Yp) = E,E,-QV,( Yp). (21) 
When we take E,N,( Yp) the sequences of random variables {A,},“=, and {I’,};“=, are 
fixed and thus this is the expected number of zero crossings of a stationary Gaussian 
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process. The spectrum of this process has jumps (c( p)A~‘“r’,~““) at A,. The 
parameters “AZ” and “A,,” for this marginal Gaussian process are given by 
(c(p),4b:“)’ ; r;2’9f (22) 
,=I 
and 
(c(p);lpy f f’, 2”‘. 
, =I 
Therefore, by (16), 
Let us note that 
(23) 
(24) 
(25) 
(if EA” = ~0 we consider both sides as unbounded a.s.). Moreover, by the normaliz- 
ation we used in defining A, 
Consider (24) with u = 0, if we could use (25) on the numerator and denominator 
in (24) and cancel T,,,~ we would get E,N,,( Y,,) = ~~‘(A1,,/,l,,)“p. Of course we 
cannot do this but it was this observation which stimulated us to study this question. 
By (21) and (24) we have our basic relationship for the expected number of u 
level crossings, namely 
(27) 
(When we are taking the expected value with respect to all the variables in the 
expression we will not bother with subscripts.) 
The various results in Theorem 1 are obtained by estimating (27). Before we give 
the proof of Theorem 1 it will be useful to state some lemmas. The first is simply 
a statement of Holder’s condition. 
Lemma 1. Let X and Y he real valued random variables. Thenfor l/s + l/s’ = 1 u’e have 
EIX/ YI 2 (EIXI”‘j“/(El Yl”“)“‘“. (28) 
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Proof. For U and V non-negative random variables we 
E((Lr/V)V)~(E~U/V~~‘)““(EV~)“~ 
from which it follows that 
(@Y/VI”)“” 3 EU/( EV’)“‘. 
We get (28) by setting IxI= U”“ and I Y( = V”“. 0 
have 
The next two lemmas must have been observed before. We include them for lack 
of a suitable reference. 
Lemma 2. Let X be a non-negative real valued random variable with EX < 00. Let 
{X,};“=, be i.i.d. copies of X. Then 
(29) 
where G is the distribution ,function of X and a,, is the unique solution of 
I 
x, 
a, = P(X > v) dv. 
a(, 
(30) 
Moreover, $EX s a,, s EX. 
Proof. Let us note that 
.(,,,~>.)>I-j, (L-P(~>u))sl-exp(-,~, f(+g) 
zi((,;, p(++) (31) 
and 
(32) 
Furthermore, it is clear that (30) has a unique solution since (l/u) sz P(X> u) du 
is strictly decreasing as long as P(X > v) > 0. Also EX c a,+ j$, P(X > u) dv = 2a, 
shows that a,, 2 +EX. It is obvious that a, s EX. 
Combining (31) and (32) we see that 
(33) 
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where the last step is obtained 
integration by parts and (30), 
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by interchanging the order of integration. By 
I 
cc 
I 
n 
a” 
log$P(X>r)du= 
a0 
vlog$dG(v)-a,. 
Using (34) in (33) we get (29). 0 
Lemma 3. Let X be a non-negative real valued random variable with EX < 00. Let 
{X,},“=, be i.i.d. copies of X. Then 
where G and a,, are as given in Lemma 2. 
Proof. Let us note that 
p[(jf2~)“2>2a]~P[(,~2~ZLXj/j~al)”2>a] 
+P K jg2$Z[X,ii>.l “‘>a ) I 
ST d ,i2 Ex2~~sja1+,_ P(F> a). 
It follows as in (32) that 
Moreover, 
I 
P 
EX2Z,x<,0, = 2 uP(X>u)du-(ja)2P(X>ja) 
0 
= 2j2 vP(X > jv) dv 
and so by (37) and (38), 
P(X > u) du dv 
(35) 
(36) 
(37) 
(38) 
I 
cn 
= 2 uP(X > u) du + 2a P(X > u) du. (39) 
0 
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Combining (36), (37) and (39) we have 
P(X>v)dv . 1 
It follows from (40) and (33) that 
P(X > v) dv da. 
(40) 
(41) 
Note that the first integral to the right of the inequality sign in (41), 
=2[0~$da~~ovP(X>v)dv 
a? a: 
+2 
li 
1 vP(X> v) da dvG3a,. 
a,, u a2 
By (33) the last integral in (41), 
I 
CD 
s3 
a0 
log $ P(X > v) dv. 
Using these last two inequalities in (41) along with (34) we get (35). 0 
Remark 1. In (14) we defined 6 without requiring that lim,,, F(A)=&= 1. In 
(30) we defined a, under the assumption that X is a random variable. If we replace 
F(A) by F(h)/& in (15) so that A is now a random variable, (i.e. A is a real valued 
random variable with distribution function F(A)), then (15) is exactly (30) with 
a,,= 6. It follows from this observation and Lemma 2 that 
(n i0g n),/n,~ 6 Z;EA =;(A,/A,). (42) 
In our final lemma we collect some observations about the variables used in the 
representation of p-stable processes. 
Lemma 4. Let X, r, and vp12 be as dejined in the paragraphs containing equations 
(17)-(20). We have,for O<p<2, 
O<E$;;=C~,~<~, -co<s<p, (43) 
O<EXa-dd,<oo, -l<a<co, (44) 
E sup (j/q)“pse”P 2-t 1 
1 
j=2/p j”2,p (pj- 1)2PJ-’ E “<OO’ 1 
Einf(.j/rj)r=dp,,>O, O<r<a. (46) 
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Proof. The statement in (44) is an elementary calculation given the distribution of 
X. To obtain (43) note that we have already pointed out that it follows from (7) 
that 0, 2 &!nh$:g. Thus VA<; and fil0,l h ave essentially the same tail distribution. 
This gives (43) for 0 < s <p. For s negative note that 
Thus c,,\ <cc in this case by (44). It is evident that the expected value in (44) is 
greater than 0. 
The proof of (45) follows from the proof of Lemma 1.2 in Marcus and Pisier 
(1984). Next we note that by the strong law of large numbers lim,,, j/r, = 1 a.s. 
This implies (46) because the infimum over a finite number of terms almost surely 
greater than 0. 0 
Proof of Theorem 1. We first consider the upper bounds for EN,( Y,). We have by 
(27) that 
Note that for j 2 2 (and by the definition of I;), 
X, X, 
x,+. . .+xjsx2+. . .+x, 2 X,(Tj_,)-I , 
(47) 
(48) 
where ri_, has the same distribution as rj_, but is independent of X, . Using this 
observation in (47) we see that 
rEN,( Y,,)s EA + EX”“E (49) 
When 1 <p < 2, by (25), this last term 
= Eh + EX”“(&/C(~))(EA~)“~E~];$; 
s c;(EA”)“~ = c;(A,/A,)“” (50) 
for some constant cb. This gives the right side of (i). 
The above argument is not valid for O<p s 1 since in this case ET;:; = a. To 
handle the case p = 1 we observe that 
(51) 
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Following the argument leading to (49) but splitting off the first two terms of the 
series and using (51) we see that 
a2EA+(EX)E supI E 
, --I r, 
Using (45), (35) and Remark 1 we get the upper bound in (ii). 
When 0 <p < 1 we see from (47) that 
I/2 
~FE~VJ Y,,) s E f (l-,/I-,)%; S(EA) ; E(l-*/Iy 
;=I j-1 
<(EA) E sup(jI,/I;)“*. 
I-1 
(52) 
(53) 
Using the technique of (48) to make X, independent of a new sequence I, we have 
E sup(jrdr,) ‘lps k”“‘+ EX’IPE sup(j/I,)“” 
I -1 I -I, 
(54) 
where we take k>2/p. We now see by (45) that the last term in (54) is bounded 
by some constant depending on p. Using this in (53) we get the right side of (iii). 
To obtain the lower bound for EN,( Y,,) when 1 <p < 2 we use (27) and Lemma 
1. For l/s+ l/s’= 1 we have 
where we use the notation of (43). The two positive constants are finite and non-zero 
as long as l/s’<p and S/S’< p. This is easily accomplished by taking 1 < s < 1 +p. 
This gives us the lower bound in (i). 
When p = 1 we have by (27), that 
(56) 
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By Lemma 1 
(57) 
The denominator on the right in (57) is (&/c(p))c~:<;,., which is finite by (43). That 
the numerator on the right in (57) is greater than zero follows from (46). Using (57) 
in (56), along with Lemma 2 and Remark 1, we get the lower bound in (ii). 
When 0 <p < 1 we have, by (27) and Lemma 1, that 
3 (c(~)/~)(EA)(E~],-~~‘~““)“‘/(EX;”~””)””” 
= (~(p)l~)(E~)c~:c~,,.~~,d~~~~~). (58) 
By (43) and (44) both of the constants in the last line of (58) are finite and greater 
than zero. This gives us the lower bound in (iii). 
We now obtain the upper bound in (iv). Define 
mw%w= c r,- (jr, 2111)p”2 exp( -u /( 2c2(p)Ai'p,f, ry’11’)) 
z (c(p)lJz)~jlf2/~ exp(-u2P21vp12) (59) 
where p = (2AA’“))’ and at the last step we use (20). Also, by symmetry we can 
assume that u > 0. By (27) and Holder’s inequality with l/r+ l/r’ = 1 and r’ < p we 
have 
TEN.(V,,--(c(~),fi)(E(~c, I;“‘n:)‘2)“r’(~~r(u))” 
=(EA”)“P(E77~~22)“r’(E~r(~))“r 
= (EAP)“Pc~~~‘(Eqo’(u))“‘. 
Note that 
(60) 
Ecp’(u) = =1+11 (61) 
for some large number N. We have 
IGe- rllZpl/ NZ 
I 
“1 
TdP(7&x) 
0 x 
=e -rU2p2/N2&,;;;2 = e-r~2P2/N2CP,_,. (62) 
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Making the change of variables u = yx we have 
(63) 
Since u/y > N we use the fact that the distribution of the tail of v$: is equivalent 
to the tail distribution of l0,,[ to see that this last term 
for constants g,, , depending on r and p, which are not necessarily the same at each 
occurrence. It follows from (61)-(64) that 
(E~‘(u))“‘~g~,~/U’+p’r. (65) 
Now, since r’ < p we must have r > q. If we take r as close to q as we wish and use 
(60) we get the upper bound in (iv). (The constant does not have to depend on r 
since we can take r < q + 1.) 
Note that the above proof also gives the upper bound in (i) but not in (ii). To 
obtain that result we cannot use Holder’s inequality. 
We next obtain the lower bounds in (iv). By (27) and Lemma 1, for l/s+ l/s’= 1, 
we have 
= (EAP) l/P [ Eyp’) exp(-u2P’/np,2)]F’/[ Er]~~j’2”“] “‘\ (66) 
where, as above, p = (2AA”‘)‘. Note that by the regular variation of the tail of the 
distribution of ~$22 or by integration by parts 
“(2s” exp( -u’p’/ vp12) > d 
s 
hi/2 x-I”’ dP( 7;;; c x) 
UB 
2 C(P) 
1 
1-t ( L4p)p+“5’ 
for some constant C(p) depending only on p. 
By (66) and (67) we have 
(67) 
(68) 
where cp,c-.ylsa) is defined in (43). The inequality in (68) is valid for all 1 <s’< 00. 
By choosing s’ as close to one as we like we get the first term in the lower bound 
in (iv). 
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We can eliminate the 1 in the power of u at the expense of weakening the 
dependence on the spectrum of the process. Again, using (27) and Lemma 1, we have 
rrE‘N,,( Y,,) 2 E 
A,I‘T”P exp(-u’/(2c’( p)A$“I’;““)) 
(X,X=, 17, 3,) I/Z 
I 
3 E(A) 
[E(r;“” exp(-~‘/(2c2(p)A:‘Pr’l”f)))““]” 
[E(C,X=, r;)/P)\/(2*‘)]\‘/$ 1. (69) 
Note that P(ry”” > x) -x- I’ as x + cc. Let 6 = (v’?c( p)A$‘“))‘. By regular variation 
or integration by parts, as above, 
[E(I‘;“” exp(-u’6’/(21’,2’p)))““]‘ 
x-‘/5’ dP(r;‘:” < X) 
1’ 
’ ~(Eh)C(p) I+iue.~p.~-, (70) 
for some constant C(p) depending only on p. 
Combining (69) and (70) we have 
rEN,( Y,,) 3 (EA)C(p)c,:;l\ 
1 
1+ (p@p*‘-‘. (71) 
Now, by (43), in order for the right side of (71) to be greater than zero, we must 
have s/s’<p. By taking s/s’ as close to p as we wish, from below, we can get ps’- 1 
to be arbitrarily close to p, from above. This gives us the other lower bound in (iv) 
and completes the proof of the theorem. 0 
The purpose of this paper has been to show that obtaining the expected number 
of level crossings of a strongly stationary p-stable process is a tractable problem 
with results which are analogous to those for stationary Gaussian processes, with 
Lp norms replacing L’ norms and stable tails replacing Gaussian tails. Of course 
in this paper we only obtain upper and lower bounds for the zero level crossing 
problem and even weaker results for the expected number of crossings of the level 
u # 0. For further progress one needs to better understand the relationship between 
CC;“_, AfTJ”“)“’ and (C,X=, r12’p)“2 rather than separating them by Holder’s 
inequality. It seems that one ought to be able to show that the tail distribution of 
the number of level crossings when u # 0 decays like IuImp. We conclude this paper 
with an easy example in which this is the case. 
Example. Suppose that F( 1 - ) = 0, i.e. that A, 2 1 Vj, then 
EN,( Yp)a c(p)(l+lU/&‘“l”)-‘. 
This is easy to see since Cy’=, Aff ,-2’p >CT=l r12”. Therefore, with 8 = 
(&~(p)Ah’~)~’ as above, we have 
EN,,( Y,,) 2 E exp(-u’S’/TF”“) 
1 
s- 
e I 
IX 
dP( l-;“” 3 x )Z C(p)(l+l~/A:‘“l)~‘. 
us 
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Of course, in this example, we completely lose the dependency on the spectrum of 
the process. (An upper bound for the E( N,( Y,,)) is given in (iv) of Theorem 1.) 
References 
H. Cram& and M.R. Leadbetter, Stationary and Related Stochastic Processes (Wiley, New York, 1967). 
R.M. Dudley, The sizes of compact subsets of Hilbert space and continuity of Gaussian processes, J. 
Funct. Anal. 1 (1967) 290-330. 
X. Fernique, RCgularite des trajectoires des fonctions altatoires gaussiennes, in: Lecture Notes in Math., 
Vol. 480 (1975) pp. l-96. 
K. It8, The expected number of zeros of continuous stationary Gaussian processes, J. Math. Kyoto Univ. 
3 (1964) 207-216. 
K. It8 and N. Nisio, On the convergence of sums of independent Banach space valued random variables, 
Osaka Math. J. 4 (1968) 35-48. 
N.C. Jain and M.B. Marcus, Continuity of subgaussian processes, in: Advances in Probability, Vol. 4 
(Marcel Dekker, New York, 1975) pp. 81-196. 
M.B. Marcus, t-radial processes and random Fourier series, Mem. Amer. Math. Sot. 368 (1987). 
M.B. Marcus and G. Pisier, Characterisations of almost surely continuous p-stable random Fourier series 
and strongly stationary processes, Acta Math. 152 (1984) 245-301. 
M.B. Marcus and G. Pisier, Random Fourier Series with Applications to Harmonic Analysis (Princeton 
Univ. Press, Princeton, NJ, 1981). 
S.O. Rice, Mathematical analysis of random noise, Bell System Tech. J. 24 (1945) 46-156. 
M. Talagrand, Regularity of Gaussian processes, Acta Math. 159 (1987) 99-149. 
N.D. Ylvisaker, On a theorem of Cram&r and Leadbetter, Ann. Math. Statist. 37 (1966) 682-685. 
