It is shown that a popular variable choice method of Hellwig, which is recommended in the Polish econometric textbooks does not enjoy a very basic consistency property. It means in particular that the method may lead to rejection of significant variables in econometric modeling. A simulation study and a real data analysis case are given to support theoretical results.
Introduction
Model selection methods have shown to be very useful in applications of regression models. They are of special interest in econometric modeling where -under relatively small sample sizes -larger sets of explanatory variables are rule rather than exception. Such methods of variable selection like Akaike or Schwarz are today standards in statistical analysis and they are available in commercial statistical packages. The methods satisfy basic asymptotic consistency criteria and are even proved to be optimal -like the 42 T. Bednarski and F. Borowicz method of Schwarz (1978) . It is shown here that a popular variable choice method of Hellwig which is the most frequently recommended in the Polish econometric textbooks may not enjoy this basic consistency property in very elementary situations.
Assume that parameters indexing probability distributions of a statistical regression model are elements of R d and suppose we observe a sample of size n. Let Θ 1 , Θ 2 , . . . , Θ J be all different sub-models of regression type -for simplicity we suppose that these are linear subspaces of R d . Denote by d(j) the dimension of Θ J and by ρ F (θ) some objective function -aimed to measure a distance between the underlying and the model distribution -which depends both on the true distribution F and on the regression parameter θ. Let ρ j F be the minimum value of ρ F () restricted to the submodel Θ j . The model distribution F may be replaced by the corresponding empirical distribution F n , which is based on a sample of size n. The Akaike (1969) model selection method (AIC) chooses the model Θ j for which S n (j) = nρ
Fn + d(j) takes the minimum value, where nρ
and L(j,θ j ) is the likelihood function corresponding to j-th model with parameter θ replaced by its maximum likelihood estimator. For the Schwarz (1978) 
Fn + 0.5d(j) log n is used. The two methods enjoy natural conditions of asymptotic consistency of variable selectionconditions commonly recognized as the "minimal". Namely, if j * denotes the index of the correct model of minimal dimension then for all j = j * the probability P ({S n (j) − S n (j * ) > 0}) converges to 1 as sample size n tends to infinity and j corresponds to incorrect model (see Machado (1993) and Bednarski & Mocarska (2006) for general conditions leading to asymptotic consistency of model selection methods). Hellwig (1969) proposed a variable choice method for the classical linear regression model based on the following criterion: choose those explanatory variables in the linear regression model Y = a 0 +a 1 X 1 +a 2 X 2 +. . .+a k X k +ε for which the expression
takes its maximum value, where maximisation is over all possible subsets of indexes of explanatory variables H and ρ denotes the correlation coefficient.
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The empirical implementation of the above formula involves the empirical correlation coefficients. The criterion has a very intuitive appeal since it tends to select a set of explanatory variables weakly correlated among themselves and highly correlated with the dependent variable. It was shown however that the approach may be misleading in time series analysis (Serwa (2004) ). In the following section we demonstrate that the method may in fact fail in much simpler situations. Section 2 shows the inconsistency of Hellwig's method. Section 3 demonstrates results of a simulation experiment comparing the efficiency of the basic model choice methods with Hellwig's method. We also include a real econometric data analysis case.
Inconsistency of Hellwig's method
Since Hellwig's method is the first place model selection method recommended in the Polish academic econometric literature it is likely that the method may also be used in real data studies. We show here that Hellwig's criterion has a crucial drawback, it need not lead to asymptotic consistency as defined in the previous section -a wrong sub-model can be selected under some model conditions.
Let us define the empirical objective function corresponding to Hellwig's method as
where H is a regression sub-model or equivalently a subset of explanatory variables and ρ n is the correlation coefficient for two selected variables corresponding to a sample of size n. By the sample we mean here independent and identically distributed random vectors (Y 1 , X 11 , . . . , X k1 ), . . . , (Y n , X 1n , . . . , Y kn ). Consider also the following simple linear regression model Y = aX 1 + bX 2 + ε, where a, b are non zero structural parameters, X 1 = X + ε 1 , X 2 = X while the variables X, ε, ε 1 have positive variances and are independent with expectations equal zero. Obviously the minimum dimension model H * here is the full dimension model with variables X 1 , X 2 .
Fact. Under the above model conditions we can always find positive a, b such that the probability P ({S n (H) − S n (H * ) < 0}) will converge to one, where H contains only X 1 .
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T. Bednarski and F. Borowicz P roof. Since empirical correlations converge with probability one to population correlations we shall compare the quantities
To prove that P ({S n (H) − S n (H * ) < 0}) converges to one it will suffice to show that for some a and b
A simple calculation leads to the following formulas
where σ 2 x , σ 2 1 , σ 2 ε are variances of X, ε 1 , ε.
Now notice that
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Plugging in the above correlations into the last inequality we obtain
and consequently
Since 
and it simplifies to
Plugging in the correlations into the above formula gives
and finally
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, which is always satisfied if only (1) holds. The variable X 2 will then be removed from the full model as nonsignificant if only a a+b > 1.
Simulation study and real data analysis
A simulation experiment was carried out to compare Hellwig's method with Akaike and Schwartz's procedures. Samples of size 10, 100 and 500 from the model Y = aX 1 + bX 2 + ε were considered. Explanatory variables were either independent or dependent. For each model case and sample size the selection procedure was repeated 10000 times. In the dependent case the explanatory variables X 1 = X + ε 1 and X 2 = X where X, ε, ε 1 are independent standard normal variables. Frequencies of correct variable selection for the model Y = X 1 − 0.5X 2 + ε are presented in Table 1 . Table 2 gives results in the case Y = X 1 + 0.5X 2 + ε. Apparently Hellwig's method is very inferior as compared to Akaike's and Schwartz's procedure. Table 3 shows results for independent covariates -X 1 , X 2 , ε are independent standard normal. In this case frequencies of correct variable selection for the model Y = X 1 + 0.5X 2 + ε are roughly similar for all the methods. In addition a real data set from OECD (source "Economic Outlook No 84: Annual and Quarterly data") was also used to compare Hellwig's and Akaike's selection efficiency. The following two models were analyzed:
where variable GDP is gross domestic product (volume, at 2000 PPP, USD), Import is imports of goods and services (value, USD), Export is Notice that in the case of the first model, even though variables Import and Export are very highly correlated, Akaike's method logically retians both of the them since both are significant. In the second case however Akaike's method rejects the variable EmployGov since it is not significant in the full model and moreover it is highly correlated with total employment.
