ABSTRACT Anomaly detection has a wide range of applications in security area such as network monitoring and smart city/campus construction. It has become an active research issue of great concern in recent years. However, most algorithms of the existing studies are powerless for large-scale and high-dimensional data, and the intermediate data extracted by some methods that can handle high-dimensional data will consume lots of storage space. In this paper, we propose a novel sparse representation framework that learns dictionaries based on the latent space of variational auto-encoder. For large-scale data sets, it can play the role of dimensionality reduction to obtain hidden information, and extract more high-level features than hand-crafted features. At the same time, for the storage of normal information, the space cost can be greatly reduced. To verify the versatility and performance of the proposed learning algorithm, we have experimented on different types of anomaly detection tasks, including KDD-CUP data set for network intrusion detection, Mnist data set for image anomaly detection, and UCSD pedestrian's data set for abnormal event detection in surveillance videos. The experimental results demonstrate that the proposed algorithm outperforms competing algorithms in all kinds of anomaly detection tasks.
I. INTRODUCTION
Intelligent information systems have provided great convenience for our daily life. For example, smart city and intelligent campus successfully apply technologies to sense, analyse and integrate the key information of the core system of city/campus operation, and create a safe and stable social environment integrating work, study and life. With the explosive growth of ''big data'', cyber and physical security is becoming more and more prominent. Nowadays, information security problems permeate all aspects of the computer field, such as network fraud [1] , network intrusion [2] , [3] , medical diagnosis [4] , [5] and audio-visual monitoring [6] - [9] . Due to the prevalence of anomaly data in multiple scientific disciplines, the problem of anomaly detection has been concerned by researchers in both academia and industry.
Anomaly detection, also known as outlier detection or novelty detection, is an important research domain of data analysis. It aims to detect a few data patterns that do not conform to the expected data characteristics. At present, a large number of excellent literatures have addressed this problem, including statistical methods [10] , [11] , distance-based methods [12] , [13] , etc. Statistical method, which is one of the most traditional methods, is to construct a probabilistic distribution model by measuring the data under normal conditions. This method needs to assume the probability distribution of observational data, but the given distribution does not completely cover the real-word data distribution. Subsequently, a method of estimating the abnormity based on the distance between the given data and the test data is developed. One fundamental limitation of this method is that it is difficult to give a certain threshold to discriminate abnormalities, and the result is not stable as well. In addition, the above methods will fall into a dilemma of calculating the high-dimensional feature data on the basis of existing computational resources.
There are several challenges of anomaly detection. First of all, on account of the huge amounts of data, unsupervised algorithm will become the future trend. Secondly, due to the diversity of data form, it is urgent to study algorithms that can be applied to both low-dimensional data and highdimensional data. Last but not least, compared with the approaches of calculating and storing entire observational data, it is a primary problem that how to excavate the internal correlation and nature of the data in current anomaly detection systems.
Due to the importance of effective representations, dictionary learning and deep learning have made significant contributions and demonstrated the success in many research directions, such as image classification [12] , [14] , feature selection [15] , and anomaly detection [16] - [18] . Dictionary learning aims to learn a set of basis vectors that can encode all feature data into compact form with a linear combination. In the application of anomaly detection, the maximum reconstruction error of test samples is calculated to discriminate whether it is abnormal. The ability of this method to reveal the underlying structure of data is the key to solve the problem of anomaly discrimination. Implementing more diverse and effective feature descriptions is the topical subject in some recent research work [19] . Deep generative models are the most consistent with this goal. Recently, the heat of generative adversarial networks (GANs) and variational auto-encoders (VAEs) continue to soar. In particular, VAE is not only capable of generating a feature output close to the original input reflecting similarity information of similar data, but also providing latent feature vectors.
For the purpose of excavating the latent information of data and constructing the compact data representation, a generative dictionary learning model is proposed for anomaly detection in this work, which jointly learns the latent representations and their recombination basis. This method constructs a structured dictionary by linearly reorganizing the latent representations after generating the latent representation from variational auto-encoders (VAEs). The essential function of VAEs could be interpreted as producing the implicit content which is close to the input data distribution. From another perspective, the feature input fed to dictionary learning model is no longer simple hand-crafted features, but nonlinear deep representations are introduced.
In summary, the main technical contributions of this work are as follows:
• We propose a new way to learn normal dictionary on latent space of VAE for anomaly detection. To our best knowledge, there is no other work exploring the relationship of VAE and dictionary learning for anomaly detection.
• The proposed algorithm is suitable for large-scale datasets as well as small datasets, and it is validated by experiments on three types of datasets, i.e., KDD-CUP'99 dataset, Mnist dataset and UCSD pedestrian dataset.
• Experimental results on the benchmark datasets show that our framework achieves better performance than other advanced approaches. The remainder of this paper is organized as follows. Section II reviews some related work, and Section III presents the proposed approach for anomaly detection. Section IV reports our experimental results, and finally Section V concludes.
II. RELATED WORK
Detection of abnormal events (including abnormal events in network monitoring, image filtering and video surveillance, etc.) has been a popular research topic for a wide diversity of researchers. This research is becoming more and more important because of the multiplicity and complexity of network information, the universality of applications and the difficulty of monitoring processes. In recent years, some traditional methods of dictionary learning and the application of network model benefiting from deep learning in the field of anomaly detection have made great progress.
Traditional methods firstly extract coarse features from original data and then train a probabilistic distribution or statistical model to fit normal data and detect data deviated from trained model. Li et al. [10] propose dynamic textures (DTs) for video representation. In [10] , a flexible model of normalcy is proposed, which integrates modeling temporal information with a mixture of DTs (MDT) and spatial information with discriminant saliency detector based on MDTs. Combined with scale, the anomaly is inferred by conditional random field (CRF). Saligrama and Chen [20] derive composite scoring schemes theoretically based on Neyman-Pearson characterization while using an empirical rule based on K-nearest neighbor (KNN) model to approximate the theoretical composite scores. Although these methods are good in the experiment, there are two problems that cannot be avoided. First, if the experimental data is not enough or the data is incomplete, it will affect the predictive ability of the model. Secondly, if the data dimensionally is very high, then the computational power of the model will be its biggest limitation.
Methods based on dictionary learning aims to learn a over-complete set that can represent all the characteristics of the training data as much as possible, and to determine whether the test simple is abnormal by calculating the distance between the test simple and the trained dictionary. Zhao et al. [21] propose an online method to detect abnormal events and meanwhile update the contents of the dictionary. The location of the unusual event is achieved by sliding the window. In [22] , a structured dictionary learning method is proposed, in which the reference events are introduced to make the training target with directionality, and then smoothness regularization is used to make the result more accurate. Dutta et al. [23] propose that the abnormity relies on the frequency of every atom used to reconstruct data points and the strength of reconstructing the current data point, so they further propose a rarity based outlier detection algorithm, which consists of negative log activity ratio and outlier score. These algorithms are very outstanding methods, but there is still room for improvement in feature selection, that is, to change hand-crafted features to high-level.
Methods based on deep learning is devoted to seeking the proper representations of the data most fit for the original input, and many methods have been successfully applied to the problem of anomaly detection. At present, feature extraction of some methods can be roughly divided into three levels: (1) high-level features are relatively close to the real source data characteristics. The method based on deep learning, which obtains good results in many fields, is considered to be an effective way to extract high-level features. Xu et al. [17] adopt stacked denoising autoencoders to learn appearance and motion representation separately and jointly. Anomaly can be detected by fusing the one-class SVM results of three types of representation. Feng et al. [24] trained two stacked denoising autoencoders, one for extracting appearance, texture and short-term motion features and another for fusing these features. In [7] , a 2stream-VAE/GAN algorithm by embedding VAE/GAN in a two-stream architecture is proposed, which considers both spatial and temporal information.
In this work, we explore the relationship between the variational auto-encoder and the dictionary learning, and propose a new way to learn the normal event dictionary codebook from the latent information of the deep model, which not only replaces the hand-crafted features of the traditional method, but also provides nonlinear information for the expression of the learning dictionary. As demonstrated in the experiments, the proposed method can be successfully applied to the problem of network intrusion monitoring, the problem of image anomaly screening, and the detection of surveillance video anomaly in campus environment.
III. PROPOSED METHOD A. PRELIMINARIES
Dictionary learning theory consists of constructing the dictionary and representing the sample with the dictionary.
If A has only s non-zero coefficients, it is named as s-sparse. The main task of dictionary learning is to solve the following optimization problems to get the optimal basis vector set D and the optimal sparse coefficient set A:
where λ is a positive scalar constant and R(A) is the regularization term that measures sparsity of coefficients matrix A.
Variational auto-encoder (VAE) is an unsupervised deep generative model developed in recent years. The discriminant model is relative to the generation model. Specifically, given the observation variable X and the latent variable z, the discriminate model models P(z|X ), and obtains the probability that latent variable z appears according to the input observation variable x. However, the generation model is modeled on P(X |z), and outputs the probability of the observed variable by inputting the latent variable. Thus, the core idea of VAE is to assume that the data is generated by some invisible continuous random variables [25] . However, for complicated models and large-scale data, the cost of prior probability (P(z|X )) calculation is very expensive. Therefore, the distribution Q(z|X ) which is referred to as encoder is used to infinitely approximate the decoder's prior distribution P(z|X ) [26] . Then, the Kullback-Leibler divergence (KL divergence or D KL ) is chosen as measurement of the similarity between Q(z|X ) and P(z|X ):
The following formula is obtained through some mathematical operations like Bayesian transformation and equation transformation:
is as small as possible, it would be equivalent to making the right-hand side of equation as large as possible, where the first item of the right-hand side of equation is actually based on the likelihood expectation of Q(z), and the second is a negative KL divergence. In order to find a good Q(z) and make it to P(z|X ) as close as possible, the log-likelihood expectation for the first item on the right should be maximized, while the KL divergence of the second item on the right should be minimized.
B. LATENT SPACE DICTIONARY LEARNING
In fact, the ability of standard dictionary learning representing sample data is very limited. Moreover, the computational ability of dictionary learning is also restricted while the dimensionality of feature input extracted from large datasets is high. Therefore, we propose a scheme to construct the dictionary D in the latent space of VAE, which not only overcomes the issue of high-dimensional features, but also successfully discovers the distribution and structure characteristics of the data. Figure 1 shows the general framework of our approach.
Given a training dataset ∈ R r M of the final layer VOLUME 6, 2018 FIGURE 1. Framework of proposed model. X-space represents the input data feature space, and Z-space represents the latent data space. The input data x passes through the encoder and generates the mean µ and variance σ of the x distribution, and the latent data z is sampled based on the formula z = µ + σ 2 · . Then, z is passed into the decoder to generate outputx the same as x distribution and is used for dictionary learning. In test phrase, the abnormal score of the final test samples is evaluated with the learned dictionary.
output of encoder, the random variable z ∈ R r M ×N subject to the corresponding Gaussian distribution is generated as the latent vector. This operation is called ''reparametrization trick'', namely z i = µ + σ 2 · with ∼ N (0, 1) [27] . Next, the latent variable z will flow into the next two parts of the model, the decoder and the dictionary encoder. The decoder is a multi-layer neural network with the same number of encoder layers, and each layer holds r M −l dec = r l+1 end neurons for all l = 0, 1, 2, . . . , M − 1. Obviously, the decoder is calculated in the same way as the encoder, except that the input is different. In other words, we map the training data X to the latent variable z by encoder f (X ), and then the new data X is generated by the decoder g(z), which is parameterized
. While decoding the latent variable z, the dictionary encoder also makes a sparse reconstruction of z. Therefore, in addition to ensuring that the distribution error between the latent variable z and the observation variable X and the error between the initial variable X and the generated data X are the minimum, the model also needs to ensure that the reconstruction error of dictionary encoder is minimal. Considering all above, our model can be formulated as the following optimization problem:
where θ and φ are parameters of the decoder distribution and encoder distribution, respectively. According to the reparametrization trick mentioned above,
as follows:
where L is the number of auxiliary noise variable .
is a sparse vector coefficient corresponding to each vector in z, guaranteeing that most rows of A are zero vectors to ensure the filtering of valid data in z-vector space. The constraint condition d i 2 ≤ 1, ∀ i = 1, 2, . . . , K is to avoid trivial solution and to stabilize the solution [15] . Finally, R(W , b) represents parameter regularization for the encoder and decoder in the model, generally using l 2 norm.
Optimization. The optimization problem in objective function (1) is not really a convex problem, but if each variable is considered separately, the optimal solution of the problem can be obtained. Therefore, to solve the above problem, we consider using an alternate optimization method. Algorithm 1 shows the steps of the entire model training process. Some parameter settings are detailed in Section IV.
Update {θ, φ}. With fixed D and A, objective function (1) is rewritten as:
where C is a constant. In order to learn the parameters of the network, backpropagation algorithm is applied to optimize the parameters of decoder and encoder {θ, φ}.
Algorithm 1 Training Framework of Proposed Model

Require:
Training data X Sample x 1 , x 2 , . . . , x n from the training set; 3: With fixed D and A, update parameters of decoder and encoder {θ, φ} by descending using backpropagation: 
The application of alternating direction method of multipliers (ADMM) in various fields embodies the superiority of the algorithm, which is a general framework to solve the problem of constrained optimization. The idea of the algorithm is to divide the original problem and the objective function, so as to optimize the objective iteratively. ADMM algorithm accelerates convergence. For the dictionary optimization process, we use ADMM to optimize D. Introducing H for Equation 3, the original problem can be redefined as:
Therefore, the optimal solutionD can be obtained according to the following iterative steps:
For the optimization of sparse item A, Equation 6 is a standard lasso problem, which is also solved using ADMM. Through ADMM algorithm, the representations that make R(A) sparse enough are found, which greatly reduces the complexity of the model.
C. ANOMALY DETECTOR
By training the network, the model will have the ability to generate the output almost close to the input, and the latent variable z will also capture the hidden information of the input data. Thus, we can detect the anomaly samples by measuring the degree of the dictionary reconstruction of the latent variable. X , the test samples, will be detected as an anomaly if the following criterion is satisfied:
where is pre-defined threshold that controls the sensitivity of the algorithm to anomaly. z is obtained from the encoder of our framework, D is learned dictionary while training, and A is reconstruction coefficient corresponding to z . In order to get explicit anomaly scores, we pick the maximum and minimum reconstruction errors among all patches to normalize the errors to range [0,1], and calculate regularity score for each sample based on the following formula:
The larger score is, the more likely it is to be abnormal.
IV. EXPERIMENTS A. DATASETS
We perform our experiments on different kinds of datasets.
For network anomaly detection, we use the KDD-CUP'99 dataset. For image anomaly screening, we use the Mnist dataset. For anomaly detection in video surveillance, UCSD pedestrians dataset is used for experimental demonstration.
1) KDD-CUP'99
Although the dataset was introduced nearly 20 years ago, KDD-CUP'99 is the basic benchmark of network intrusion field, which lays a foundation for the research of computer network intrusion [23] , [28] . This dataset is composed of 5 million network connection records, and it also provides 10% training subset and test subset. A network connection is defined as a sequence of TCP packets from start to finish at a certain time under a predefined protocol, such as TCP/UDP, from source IP address to destination IP address. Each network connection is marked as normal or abnormal (attack), and the exception type is subdivided into 4 categories of 39 attack types, of which 22 attack types appear in the training set, and 17 unknown types of attacks appear in the test set. In our experiment, we choose the 10% subset as the experimental data. The goal is to differentiate between normal connections and attacks. In KDD-CUP'99 dataset, each connection contains 41 feature attributes. 
2) MNIST
This dataset is a popular handwritten numeral dataset, and it is widely used in image classification task [29] . Mnist dataset is labeled to 10 classes corresponding to the numbers 0 to 9, which includes 60 thousand training samples and 10 thousand test samples, each consisting of 28 × 28 pixels, with each pixel represented by a gray value. There are a number of studies using this dataset for anomaly detection in images. Figure 2 on the left shows a training dataset that consists of numbers other than the exception number 1. In our experiment, we picked up a number class in the training dataset and train with the remaining 9 sample classes. During test phrase, the sample class picked up will be treated as an exception class, while the remaining samples are treated as normal samples. Note that, the hypotheses here are different from [30] . In [30] , the assumption is that the training data with a certain number is treated as normal, while the different numbers are detected as anomalies. In fact, the training dataset assumed in this paper is more complex than that in [30] .
3) UCSD PEDESTRIANS DATASET
This dataset is a public dataset for anomaly detection in video surveillance [31] . This dataset from the University of California, San Diego, is a collection of data collected from authentic campus surveillance videos. It is an authoritative dataset used in the field of unusual behavior detection in crowd scene in recent years. It includes two video scenes, namely UCSD Ped1 and UCSD Ped2. The ped1 dataset consists of 34 training video clips and 36 test video clips, each clip with a 158 × 238 pixel resolution. Besides, the Ped2 dataset consists of 16 training videos and 12 test videos, each with 240 × 360 resolution. There are only normal events (i.e., pedestrian walking on the road) in the training data for these two datasets, and the test dataset contains normal and unusual events (unusual events include the presence of cyclists, cars, wheelchair-bound people, skateboarders, etc.). The goal is to locate the abnormal events to specific time and space, i.e., particular coordinate in a frame. The top row in Figure 3 shows some frame examples of some exception events in the dataset.
B. EVALUATION CRITERIA
At present, the standard criterion of evaluating anomaly detection algorithm is area under the ROC curve (AUC) and F1 score. ROC is a curve drawn with true positive rate (TPR) as the longitudinal coordinate and false positive rate (FPR) as the horizontal coordinate. The ROC curve of the more perfect model is closer to the axis on the top-left side, and the AUC value is closer to 1. The result of random classification is 0.5. F 1 score is defined as the harmonic average between the accuracy rate and the recall rate. The higher F 1 is, the model is more robust. For KDD-CUP'99 and Mnist datasets, we use the AUC and F 1 criteria to evaluate the performance of the proposed learning algorithm. For the detection of abnormal events in videos, its evaluation criterion is slightly different from the previous two, which includes two methods of evaluation as follows.
• Frame-level evaluation: If a frame of a video detects an abnormal block, the frame is considered as an exception.
The obtained results are compared with the ground-truth annotation and TPR and FPR are calculated at the same time.
• Pixel-level evaluation: This method of evaluation is more rigorous than the frame-level method. It requires at least 40% pixels of the ground-truth to be detected to define the frame as an exception, so this evaluation is also an accurate detection. In addition, the equal error rate (EER) is also one of the evaluation criteria for video anomaly detection, which refers to the ratio of false classification frames that FPR = 1−TPR on ROC curves, both at frame level and pixel level. The smaller the EER is, the better the performance. 
C. RESULTS AND DISCUSSIONS 1) RESULTS ON KDD-CUP'99 DATASET
Our proposed algorithm is a offline method, so we compare it with some of the offline algorithms that are widely applied, such as PCA, OC-SVM, auto-encoder, pure VAE [32] , DSEBM [33] . The dictionary size is set to 50. The parameters λ 1 , λ 2 , λ 3 in Equation 1 are set to 1.0, 0.2 and 0.001, respectively. Anomaly threshold is 0.8. As for the network composition, the encoder and decoder of the framework consist of 64 neurons, and the latent layer contains 20 neurons. A general algorithm with a neural network does not apply to small datasets because of the lack of samples. Thus, many statistical methods are used. However, as can be seen from Table 1 , the proposed algorithm achieves comparable or better performances compared with the best baselines. This is consistent with our intuition. It is also suitable for small datasets, and the performance precedes other competing algorithms.
2) RESULTS ON MNIST DATASET
We choose the pure VAE anomaly detection algorithm in [32] as our experimental baseline, which judges the anomaly degree of test sample by evaluating the reconstruction probability. In order to compare with the VAE algorithm, we set the network parameters to be the same as those in [32] . VAE's encoders and decoders are a single hidden layer consisting of 400 neurons. The latent space contains 200 neurons.
Besides, we set the size of the dictionary to 200. The parameters λ 1 , λ 2 , λ 3 in Equation 1 are set to 1.0, 0.2 and 0.001, respectively. Anomaly threshold is 0.7. Table 2 gives the AUC value comparison between the proposed algorithm and the baseline, which proves that our algorithm is better than the one using VAE alone. Figure 2 shows some filtered results. As shown on the right of the figure, the digitals 1, 7, and 9 are simultaneously filtered out. From Table 2 we can see that the detection effect of digits 1, 7, and 9 is poor. It is conceivable that these numbers have interfered with each other. Figure 3 shows several types of unusual events in UCSD pedestrian dataset and the detection results, in which abnormal events are labeled with colored masks. It can be seen from the results of the bottom row that the detection results are not absolutely accurate. The first group of people who tread on the lawn and the fourth group of skateboarding are not positioned correctly. On the one hand, because the sparse representation set learned from training dataset does not accurately learn the changes in the environment, the regular movement of pedestrians is identified as normal. On the other hand, the person who rides the skateboard and the person who is trampling on the lawn have the similar appearance and walking speed as the other pedestrians, so it is difficult to detect such abnormalities in this case.
3) RESULTS ON UCSD PEDESTRIANS DATASET
There are many excellent algorithms for video anomaly detection, such as probabilistic algorithm, sparse reconstruction based algorithm and neural network algorithm. Our algorithm can be classified to the category based on sparse reconstruction. Therefore, we select the following classical algorithms for comparison: sparse representation [31] , SRC [34] , detection at 150 FPS [16] and MPPCA [35] .
Video anomaly detection is slightly different from the network monitoring task and image filtering task, because it needs to be positioned precisely to a frame and even a particular block of a frame. Therefore, for a video input, we preprocess it first. Similar to [16] , we use the spatialtemporal blocks extracted from videos as the input of the whole network. We divide each frame of video into pieces with the size of 10 × 10, and 5 pieces from continuous frames form a feature block. Finally the blocks are converted to vector inputs of the network. The dictionary size is 400, and the parameters λ 1 , λ 2 , λ 3 in Equation 1 are set to 1.0, 0.2 and 0.001, respectively. Anomaly threshold is 0.8. Table 3 shows the superiority of our algorithm. In addition, all experiments apply Adam for gradient based optimization with a learning rate 0.001 and are able to converge in 200 epochs.
V. CONCLUSION
To deal with anomaly detection tasks, we propose a new unsupervised framework that injects sparse reconstruction into VAE, which can be divided into two parts: the modeling of hidden information and the construction of compact dictionary information. The latent information in the model is constructed by VAE to extract the characteristic information of the input data, and meanwhile it can play the role of dimensionality reduction for large-scale datasets. The dictionary construction of latent information is used to evaluate the degree of anomaly of test samples. This method not only reduces the space cost, but also provides nonlinear input for dictionary learning, which makes the model more robust. Experimental results on different types of anomaly detection datasets including KDD-CUP dataset for network intrusion detection, Mnist dataset for image anomaly detection and UCSD pedestrians dataset for abnormal event detection in surveillance videos confirm that the proposed algorithm has better performance than the competing methods. His research interests include multimedia information retrieval and spatial databases. VOLUME 6, 2018 
