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WHITTAKER–FOURIER COEFFICIENTS OF CUSP FORMS ON S˜pn:
REDUCTION TO A LOCAL STATEMENT
EREZ LAPID AND ZHENGYU MAO
Abstract. In a previous paper we formulated an analogue of the Ichino–Ikeda conjec-
tures for Whittaker–Fourier coefficients of cusp forms on quasi-split groups, as well as
the metaplectic group of arbitrary rank. In this paper we reduce the conjecture for the
metaplectic group to a local conjectural identity. We motivate this conjecture by giving a
heuristic argument for the case S˜L2. In a subsequent paper we will prove the local identity
in the p-adic case.
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1. Introduction
In [LM14a] we studied the Whittaker-Fourier coefficients of cusp forms on adelic quo-
tients of quasi-split groups and formulated a conjecture relating them to the Petersson
inner product. In general, the formulation relies on a strong form of Arthur’s conjec-
ture1 and is closely related to recent conjectures of Sakellaridis–Venkatesh [SV12] and
slightly older ones of Ichino–Ikeda [II10], both of which go back to the seminal work
of Waldspurger [Wal85, Wal81]. In the case of (quasi-split) classical groups, as well as
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1In the function field case a dramatic progress towards Arthur’s conjecture in its strong form was made
recently by V. Lafforgue [Laf12]
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the metaplectic group (i.e., the metaplectic double cover of the symplectic group) we
formulated the conjecture without appealing to Arthur’s conjecture (or work) by using
the descent construction of Ginzburg–Rallis–Soudry [GRS11] and the functorial transfer
of generic representations of classical groups by Cogdell–Kim–Piatetski-Shapiro–Shahidi
[CKPSS01, CKPSS04, CPSS11]. We will recall the conjecture in the metaplectic case
below. (See [LM14a] for further discussion.)
The purpose of this paper is to reduce the global conjecture in the metaplectic case to
a local conjectural identity. The reduction is achieved, not surprisingly, by the descent
method. It is explained in §6 after we develop the prerequisites. The analysis explains
the power of two factor which appears in the formulation of the conjecture. In a subse-
quent paper [LM14c] we prove the local identity in the p-adic case. In yet another paper
joint with Ichino [ILM14] we will directly relate this local identity in the square-integrable
(generic) case to the formal degree conjecture of Hiraga–Ichino–Ikeda [HII08]. Thereby,
using Arthur’s work and the work of Gan–Ichino [GI14] we will establish the formal degree
conjecture for the metaplectic group as well as for the split odd orthogonal group. We will
also deduce the local identity in the archimedean case (for square-integrable representa-
tions) since the formal degree conjecture is known in the archimedean case by the seminal
work of Harish-Chandra [HC76]. In the current paper we will be content with a purely
formal argument (i.e., without worrying about convergence issues) for the case n = 1 which
is already quite non-trivial (see §7).
Let us recall the conjecture of [LM14a] in the case of the metaplectic group. Let F be a
number field and A its adele ring. Let S˜pn(A) be the metaplectic double cover of Spn(A)
with the standard co-cycle. We view Spn(F ) as a subgroup of S˜pn(A). (All automorphic
forms on S˜pn(A) are implicity assumed to be genuine.) Let N
′ be the group of the upper
unitriangular matrices in Spn. We view N
′(A) as a subgroup of S˜pn(A). (The co-cycle is
trivial on N ′(A)×Spn(A).) Fix a non-degenerate character ψN˜ on N
′(A), trivial on N ′(F ).
For a cusp form ϕ˜ of Spn(F )\S˜pn(A) we consider the Whittaker–Fourier coefficient
W˜(ϕ˜) = W˜ψN˜ (ϕ˜) := (vol(N ′(F )\N ′(A)))−1
∫
N ′(F )\N ′(A)
ϕ˜(n)ψN˜(n)
−1 dn.
If ϕ˜∨ is another cusp form on Spn(F )\S˜pn(A) we also set
(ϕ˜, ϕ˜∨)Spn(F )\Spn(A) = (vol(Spn(F )\ Spn(A)))
−1
∫
Spn(F )\ Spn(A)
ϕ˜(g)ϕ˜∨(g) dg.
Given a finite set of places S we defined in [LM14a] a regularized integral∫ st
N ′(FS)
f(n) dn
for a suitable class of smooth functions f on N ′(FS). If S consists only of non-archimedean
places then ∫ st
N ′(FS)
f(n) dn =
∫
N ′1
f(n) dn
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for any sufficiently large compact open subgroup N ′1 of N
′(FS). (In the archimedean case
an ad-hoc definition is given.)
The input for the descent construction is an automorphic representation π of GL2n(A)
which is the isobaric sum π1 ⊞ · · ·⊞ πk of pairwise inequivalent irreducible cuspidal repre-
sentations πi of GL2ni(A), i = 1, . . . , k (with n1 + · · · + nk = n) such that L
S(1
2
, πi) 6= 0
and LS(s, πi,∧
2) has a pole (necessarily simple) at s = 1 for all i. Here LS(s, πi) and
LS(s, πi,∧
2) are the standard and exterior square (partial) L-functions, respectively. To
any such π one constructs a ψN˜ -generic representation π˜ of S˜pn(A), which is called the
ψN˜ -descent of π. (See §6.1 for more details.)
Conjecture 1.1. ([LM14a, Conjecture 1.3]) Assume that π˜ is the ψN˜ -descent of π as
above. Then for any ϕ˜ ∈ π˜ and ϕ˜∨ ∈ π˜∨ and for any sufficiently large finite set S of places
of F we have
(1.1) W˜ψN˜ (ϕ˜)W˜ψ
−1
N˜ (ϕ˜∨) = 2−k(
n∏
i=1
ζSF (2i))
LS(1
2
, π)
LS(1, π, sym2)
×
(vol(N ′(OS)\N
′(FS)))
−1
∫ st
N ′(FS)
(π˜(n)ϕ˜, ϕ˜∨)Spn(F )\Spn(A)ψN˜ (n)
−1 dn.
Here ζSF (s) is the partial Dedekind zeta function and OS is the ring of S-integers of F and
LS(s, π, sym2) is the symmetric square partial L-function of π.
We recall that the image of the ψN˜ -descent map consists of the ψN˜ -generic represen-
tations whose ψ-theta lift to SO(2n − 1) vanishes where ψ is determined by ψN˜ . (See
[GRS11, §11] for more details.) In the case n = 1, this excludes the so-called exceptional
representations. As was pointed out before, the case n = 1 goes back to the classical result
of Waldspurger on the Fourier coefficients of half-integral weight modular forms [Wal81].
His result has been revisited extensively – see [Gro87, KS93, KZ81, Shi93, Koh85, KM96,
Koj04, BM10, Qiu13]. We emphasize that our approach for the case n = 1 is different from
that of Waldpusrger (who uses the Shimura correspondence) as well as from the relative
trace formula approach taken by other authors (starting with Jacquet [Jac87]). It is likely
that the relative trace formula approach carries over to higher rank – see [MR10]. We also
mention in this context the recent results of Wei Zhang on the Gan–Gross–Prasad conjec-
ture for unitary groups and its refinement by Ichino–Ikeda and N. Harris [Zhaar, Zha14].
Let us describe the contents of the paper in more detail. After setting up some notation
in §2 we introduce and study in §3 the class Irrgen,metaGL2n of generic representations of
GL2n over a local field “of metaplectic type”. The global analogue of this class is related to
a Rankin–Selberg type integral studied by Bump–Friedberg and Friedberg-Jacquet [BF90,
FJ93]. These representations are the input for the descent construction, both locally and
globally.
In §4 we introduce, following Ginzburg–Rallis–Soudry, the local Shimura type integrals
for GL2n × S˜pn [GRS98] and the local descent studied in [GRS99b, GRS02].
In §5 and §6 we carry out the reduction to a local statement by piecing together in-
gredients of the descent constructions. This is our main result. More precisely, we show
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that the relation (1.1) holds up to a constant
∏
v∈S cπv which depends only on the local
representations πv, v ∈ S. (Theorem 6.2.) The local constants cπv are certain factors of
proportionality which are explicated in (5.3). The main local conjecture (Conjecture 6.7
which would imply Conjecture 1.1) is that the constants cπv are equal to the standard
epsilon factors ǫ(1
2
, πv, ψv).
We end the paper by giving a heuristic argument for the local conjecture in the case
n = 1, which is related to the classical Shimura correspondence (§7). This case is already
nontrivial and provides many of the ingredients which go into the general case. It also
demonstrates some of the technical difficulties involved in giving a rigorous argument.
The main result of the paper serves as a model for other quasi-split classical groups. We
hope to deal with these cases in the future.
1.1. Acknowledgement. The authors would like to thank Moshe Baruch, Joseph Bern-
stein, Wee Teck Gan, Marcela Hanzer, Atsushi Ichino, Herve´ Jacquet, Dihua Jiang, Omer
Offen, Ravi Raghunathan, Yiannis Sakellaridis, Freydoon Shahidi, David Soudry, Marko
Tadic´ and Akshay Venkatesh for helpful discussions and suggestions. We thank Joachim
Schwermer and the Erwin Schro¨dinger Institute in Vienna for their support and for pro-
viding excellent working conditions for collaboration.
2. Notation and preliminaries
For the convenience of the reader we introduce in this section the most common notation
that will be used throughout.
We fix a positive integer n. (In the body of the paper, we sometimes use n also as a
running variable. We hope that this does not cause any confusion.) The letters i, j, k, l,
m will denote auxiliary positive integers.
Let F be a local field of characteristic 0.
2.1. Groups, homomorphisms and group elements. All algebraic groups are defined
over F . By abuse of notation we often write X = X(F ) for any variety over F .
• Im is the identity matrix in GLm, wm is the m ×m-matrix with ones on the non-
principal diagonal and zeros elsewhere; Jm := (
wm
−wm ) ∈ GL2m.
• For any group Q, ZQ is the center of Q; e is the identity element of Q. We denote
the modulus function of Q by δQ.
• M = GL2n, M
′ = GLn.
• G = Sp2n = {g ∈ GL4n : g
tJ2ng = J2n} where g
t is the transpose of g.
• G′ = Spn = {g ∈ GL2n : g
tJng = Jn}.
• G˜ = S˜pn is the metaplectic group, i.e., the two-fold cover of G
′. We write elements
of G˜ as pairs (g, ǫ), g ∈ G, ǫ = ±1 where the multiplication is given by Rao’s
cocycle. (Cf. [GRS11].)
• K is the standard maximal compact subgroup of G; similarly for K ′. When F is
p-adic, and p 6= 2 we view K ′ as a subgroup of G˜.
• P = M ⋉ U is the Siegel parabolic subgroup of G, with its standard Levi decom-
position.
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• P¯ = P t is the opposite parabolic of P , with unipotent radical U¯ = U t.
• N (resp., NM) is the standard maximal unipotent subgroup of G (resp., M) con-
sisting of upper unitriangular matrices; T (resp., TM) is the maximal torus of G
(resp., M) consisting of diagonal matrices; B = T ⋉N is the Borel subgroup of G.
• G′ is embedded as a subgroup of G via g 7→ η(g) = diag(In, g, In).
• The Siegel parabolic subgroup P ′ of G′ satisfies η(P ′) = P ∩η(G′). Similarly define
M ′, U ′, N ′, T ′ and B′ so that P ′ =M ′ ⋉ U ′ and B′ = T ′ ⋉N ′.
• For a subgroup X of G, XM denotes X ∩M . In particular T = TM and NM =
̺(NM). Similarly X
′
M ′ = X
′ ∩M ′ for a subgroup X ′ of G′.
• g 7→ g∗ is the outer automorphism of GLm given by g
∗ = w−1m (g
t)−1wm.
• We use the isomorphism ̺(g) = diag(g, g∗) to identify M with M . Similarly for
̺′ :M′ →M ′.
• For any subgroup X ⊂ G, XM denotes the subgroup ̺
−1(XM) of M. Similarly, for
X ′M′ if X
′ ⊂ G′.
• We use the embeddings ηM(g) = diag(g, In) and η
∨
M(g) = diag(In, g) to identify M
′
with subgroups of M. We also set ηM = ̺ ◦ ηM and η
∨
M = ̺ ◦ η
∨
M = η ◦ ̺
′.
• When g ∈ G′, we write g˜ = (g, 1) ∈ G˜. (Of course, g 7→ g˜ is not a group homomor-
phism.)
• N˜ is the inverse image of N ′ under the canonical projection G˜ → G′. We will
identify N ′ with a subgroup of N˜ via n 7→ n˜.
• ξm = (0, . . . , 0, 1) ∈ F
m.
• E = diag[(−1)i−1] ∈ M. H is the centralizer of ̺(E) in G. It is isomorphic to
Spn× Spn. HM is then the centralizer of E in M. It is isomorphic to M
′ ×M′.
• Matl,m is the vector space of l ×m matrices over F .
• x 7→ x˘ is the twisted transpose map on Matm,m given by x˘ = wmx
twm.
• sm = {x ∈ Matm,m : x˘ = x}.
• ℓ : s2n → U is the isomorphism given by ℓ(x) =
(
I2n x
I2n
)
. Similarly ℓ(x) =
(
I2n
x I2n
)
is the isomorphism from s2n to U¯ .
• ℓM : Matn,n → NM is the homomorphism given by ℓM(x) =
(
In x
In
)
.
• ǫi,j ∈ Matl,m is the matrix with one at the (i, j)-entry and zeros elsewhere.
• ǫsmi,j = ǫi,j + ˘ǫi,j ∈ sm when i+ j 6= m+ 1 and ǫ
sm
i,m+1−i = ǫi,m+1−i.
• wU =
(
I2n
−I2n
)
∈ G represents the longest M-reduced Weyl element of G.
• w′U ′ =
(
In
−In
)
∈ G′ represents the longest M ′-reduced Weyl element of G′.
• wM0 = w2n ∈M represents the longest Weyl element of M.
• γ = wUη(w
′
U ′)
−1 =
( In
In
−In
In
)
∈ G.
• V (resp., V0) is the unipotent radical in G of the standard parabolic subgroup with
Levi GLn1 × Spn (resp., GL
n−1
1 × Spn+1). Thus N = V ⋊ η(N
′), V0 is normal in V
and V/V0 is isomorphic to the Heisenberg group of dimension 2n+ 1.
• Vγ = V ∩ γ
−1Nγ = η(w′U ′)(NM ∩V )η(w
′
U ′)
−1 = ηM(N
′
M′)⋉ {ℓ((
x
x˘ )) : x ∈ Matn,n}.
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2.2. Characters. We fix a non-degenerate character ψNM of NM. This character will
determine characters of several other unipotent group, as well as of F , as follows:
• ψ◦ is the non-trivial character of F given by ψ◦(x) = ψNM(I2n + xǫn,n+1).
• ψNM is the non-degenerate character of NM such that ψNM (̺(u)) = ψNM(u).
• ψN ′
M′
is the non-degenerate character of N ′M ′ given by ψN ′M′ (̺
′(u)) = ψNM(ηM(u
′))
for u′ ∈ N ′M′ . Thus, ψN ′M′ (n) = ψNM (γη(n)γ
−1).
• ψU ′ is the character on U
′ given by ψU ′(u) = ψ◦(
1
2
un,n+1)
−1.
• ψN˜ is the genuine character of N˜ whose restriction to N
′ is the non-degenerate
character
ψN˜ (nu) = ψN ′M′ (n)ψU
′(u), n ∈ N ′M ′ , u ∈ U
′.
• ψN is the degenerate character on N given by ψN(nu) = ψNM (n) for any n ∈ NM
and u ∈ U .
• ψV is the character of V , trivial on V ∩U and ̺(ℓM(Matn,n)), given by ψV (ηM(n)) =
ψNM (η
∨
M(n
∗)) for n ∈ N ′M′.
For convenience, we will fix a non-trivial character ψ of F and set ψa = ψ(a·). Let
ψNM(u) = ψ(u1,2 + · · ·+ u2n−1,2n).
Thus ψ◦ = ψ. This choice is different from the conventions of [GRS11] (which is in turn
different from the conventions of [GRS99a, GRS99b]). This is a minor issue which will be
addressed in §6. (See Remark 6.4). With this choice of ψNM we have
ψN ′
M′
(̺′(u′)) = ψ(u′1,2 + · · ·+ u
′
n−1,n), u
′ ∈ N ′M′
ψV (v) = ψ(v1,2 + · · ·+ vn−1,n)
−1, v ∈ V ∩M.
2.3. Measures. We take the self-dual Haar measure on F with respect to ψ. We use the
following convention for Haar measures for algebraic subgroups of G, (we consider G′, M,
M′ as subgroups of G through the embeddings η, ̺ and η ◦ ̺′).
When F is a p-adic field, let O be its ring of integers. The Lie algebra M of GL4n
consists of the 4n × 4n-matrices X over F . Let MO be the lattice of integral matrices in
M. For any algebraic subgroup Q of GL4n defined over F (e.g., an algebraic subgroup of
G) let q ⊂M be the Lie algebra of Q. The lattice q ∩MO of q gives rise to a gauge form
of Q (determined up to multiplication by an element of O∗) and we use it to define a Haar
measure on Q by the recipe of [Kne67].
When F = R, the measures are fixed similarly, except that we use MZ in place of MO.
When F = C we view the group as a group over R by restriction of scalars and apply the
above convention.
2.4. Weil representation. Let W be a symplectic space over F with symplectic form
〈·, ·〉. Let H = HW be the Heisenberg group of (W, 〈·, ·〉). Recall that HW = W ⊕ F with
the product rule
(x, t) · (y, z) = (x+ y, t+ z +
1
2
〈x, y〉).
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Fix a polarization W = W+ ⊕W−. The group Sp(W ) acts on the right on W . We write
a typical element of Sp(W ) as ( A BC D ) where A ∈ Hom(W+,W+), B ∈ Hom(W+,W−),
C ∈ Hom(W−,W+) and D ∈ Hom(W−,W−). Let S˜p(W ) be the metaplectic two-fold cover
of Sp(W ) with respect to the Rao cocycle determined by the splitting. Consider the Weil
representation ωψ of the group HW ⋊ S˜p(W ) on S(W+). Explicitly, for any Φ ∈ S(W+)
and X ∈ W+ we have
ωψ(a, 0)Φ(X) = Φ(X + a), a ∈ W+,(2.1a)
ωψ(b, 0)Φ(X) = ψ(〈X, b〉)Φ(X), b ∈ W−,(2.1b)
ωψ(0, t)Φ(X) = ψ(t)Φ(X), t ∈ F,(2.1c)
ωψ(
(
g 0
0 g∗
)
, ǫ)Φ(X) = ǫγψ(det g) |det g|
1
2 Φ(Xg), g ∈ GL(W+),(2.1d)
ωψ(( I B0 I ) , ǫ)Φ(X) = ǫψ(
1
2
〈X,XB〉)Φ(X), B ∈ Hom(W+,W−) self-dual,(2.1e)
where γψ is Weil’s factor.
2
We now take W = F 2n with the standard symplectic form
〈(x1, . . . , x2n), (y1, . . . , y2n)〉 =
n∑
i=1
xiy2n+1−i −
n∑
i=1
yix2n+1−i
and the standard polarization W+ = {(x1, . . . , xn, 0, . . . , 0)}, W− = {(0, . . . , 0, y1, . . . , yn)}.
(We identify W+ and W− with F
n.) The corresponding Heisenberg group is isomorphic to
the quotient V/V0 via v 7→ vH := ((vn,n+j)j=1,...,2n,
1
2
vn,3n+1); (recall that V and V0 are the
unipotent groups defined in §2.1.)
For X = (x1, . . . , xn), X
′ = (x′1, . . . , x
′
n) ∈ F
n define
〈X,X ′〉
′
= x1x
′
n + · · ·+ xnx
′
1.
For Φ ∈ S(F n) define
Φˆ(X) =
∫
Fn
Φ(X ′)ψ(〈X,X ′〉
′
) dX ′.
Then, the Weil representation is realized on S(F n) as follows.
ωψ(˜̺′(h))Φ(X) = |det(h)|
1
2 βψ(̺
′(h))Φ(Xh), h ∈M′,(2.2a)
ωψ(w˜
′
U ′)Φ(X) = βψ(w
′
U ′)Φˆ(X),(2.2b)
ωψ((˜ 1 B1 ))Φ(X) = ψ(
1
2
〈X,XB〉′)Φ(X), B ∈ sn.(2.2c)
Here βψ(g), g ∈ G
′ are certain roots of unity.
2Strictly speaking, γψ(a) = γ(ψa)/γ(ψ) where γ(ψ) is Weil’s index, which is an eighth root of unity.
We caution that the γψ in [GRS11, (1.4)] is really γψ 1
2
in our notation.
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Starting with ψNM, and with ψ◦ and ψV as above, we extend ωψ◦ to a representation
ωψNM of V ⋊ G˜ by setting
(2.3) ωψNM (vg˜)Φ = ψV (v)ωψ◦(vH)(ωψ◦(g˜)Φ), v ∈ V, g ∈ G
′.
Then for any g ∈ G′, v ∈ V we have
(2.4) ωψNM ((η(g)vη(g)
−1)g˜)Φ = ωψNM (g˜)(ωψNM (v)Φ).
2.5. Other local notation.
• Let ∆Spn(s) =
∏n
i=1 ζF (s+ 2i− 1) where ζF (s) is the local Tate factor.
• We denote by IrrQ (resp., IrrcuspQ, IrrsqrQ, IrrtempQ) the class of irreducible (and
resp., supercuspidal, square-integrable, tempered) representations of Q. If Q is
quasi-split we write IrrgenQ for the class of generic representations (or Irrgen,χQ if
we want to keep track of the generic character χ).
• If π is an irreducible generic representation of M we use WψNM (π) to denote the
(uniquely determined) Whittaker space of π with respect to the character ψNM .
Similarly we use the notation W
ψ−1N
M , WψNM , W
ψ−1NM , WψN˜ , Wψ
−1
N˜ .
• If π is an irreducible generic representation of M let Ind(WψNM (π)) be the space
of smooth left U -invariant functions W : G→ C such that for all g ∈ G, the func-
tion δP (m)
− 1
2W (mg) on M belongs to WψNM (π). Similarly define Ind(W
ψ−1NM (π)),
Ind(WψNM (π)) and Ind(W
ψ−1NM (π)).
2.6. Global case. Suppose now that F is a number field and A is its ring of adeles. Most
of the previous notation has an obvious meaning in the global context. Some changes in
the global context are as follows.
• We write CuspQ for the set of equivalence classes of irreducible cuspidal represen-
tations of Q(A).
• K =
∏
Kv where Kv are as in the local case.
• G˜(A) is the metaplectic two-fold cover of G′(A) which splits over G′(F ).
• ∆SSpn(s) =
∏n
i=1 ζ
S
F (s+ 2i− 1) for any finite set of places.
• ψ is a fixed non-trivial character of F\A. The characters in §2.2 are defined on the
adelic points of the groups (and they are trivial on the F -points).
• We will take Tamagawa measures on the adelic groups.
• For Φ ∈ S(An) define the theta function
ΘΦψNM
(vg˜) =
∑
ξ∈Fn
ωψNM (vg˜)Φ(ξ), v ∈ V (A), g ∈ G
′(A).
• For any automorphic form ϕ on G(A) and Φ ∈ S(An), let FJψN
M
(ϕ,Φ) be the
Fourier–Jacobi coefficient (a genuine function on G˜(A))
(2.5) FJψNM (ϕ,Φ)(g˜) =
∫
V (F )\V (A)
ϕ(vη(g))ΘΦ
ψ−1NM
(vg˜) dv, g ∈ G′(A).
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• For an automorphic form ϕ˜ on G˜(A), let
W˜ψN˜ (ϕ˜, g˜) = W˜
ψ
N˜
ϕ˜ (g˜) =
∫
N ′(F )\N ′(A)
ϕ˜(n˜g˜)ψN˜ (n)
−1 dn, g ∈ G′(A).
We also write W˜ψN˜ (ϕ˜) = W˜
ψ
N˜
ϕ˜ (e). Similarly define W
ψN (ϕ, g) =WψNϕ (g),W
ψN (ϕ)
etc.
3. Representations of metaplectic type
In this section we consider a certain class of irreducible representations of the general
linear group of even rank, both locally and globally. The descent construction is applied to
this class of representations. In fact, roughly speaking these representations are expected
to be the functorial image of S˜pn to GL2n.
Recall that M = GL2n and HM is the centralizer of E = diag(1,−1, . . . , 1,−1), isomor-
phic to GLn×GLn. The involution w
M
0 lies in the normalizer of HM. (In fact, since the
M-conjugacy class of E intersects the center of HM at {±E}, HM is of index two in its
normalizer.)
3.1. Local setting. Let F be a local field.
Definition 3.1. We say that π ∈ IrrM is of metaplectic type if there exists a continuous
non-zero HM-invariant linear form ℓ on the space of π. We denote the set of π ∈ IrrM of
metaplectic type by IrrmetaM.
Clearly, any π ∈ IrrmetaM has a trivial central character, i.e., it factors through PGL2n.
Moreover, it is known that if π ∈ IrrmetaM then π is self-dual and ℓ is uniquely determined
up to a scalar ([JR96] – p-adic case; [AG09] – archimedean case). Since the involution
wM0 ∈M normalizes HM we have ℓ ◦π(w
M
0 ) = ǫπℓ where ǫπ ∈ {±1} does not depend on the
choice of ℓ.
It will be convenient to set
Irrmeta,ǫM = {π ∈ IrrmetaM : ǫπ = ǫ(
1
2
, π, ψ)}
where ǫ(s, π, ψ) is the standard ǫ-factor attached to π. Note that this does not depend on
the choice of ψ since any π ∈ IrrmetaM has a trivial central character. We expect that in
fact Irrmeta,ǫM = IrrmetaM. Below we will prove a special case of this in the p-adic case.
More precisely, we will show below
Theorem 3.2. Suppose that F is p-adic. Then
(3.1) Irrgen,metaM = Irrgen,meta,ǫM.
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3.2. The case n = 1. For completeness we study the case of PGL2. Let π ∈ Irr PGL2
(viewed as an irreducible representation of GL2 with trivial central character). If π is
generic, i.e., infinite dimensional, then π ∈ IrrmetaGL2, i.e., it admits a non-trivial continu-
ous linear form invariant under the diagonal torus. On the Whittaker model this functional
is given by
ℓ(W ) =
∫
F ∗
W (( t 00 1 )) |t|
s dt
L(s+ 1
2
, π)
∣∣
s=0
, W ∈WψNM (π)
in the sense of analytic continuation. In fact, L(s, π) is holomorphic at s = 1
2
in this case.
The functional equation (in the sense of analytic continuation)∫
F ∗
W (( t 00 1 ) (
1
1 )) |t|
−s dt = γ(s +
1
2
, π, ψ)
∫
F ∗
W (( t 00 1 )) |t|
s dt, W ∈WψNM (π)
shows that ǫπ = ǫ(
1
2
, π, ψ).
Lemma 3.3. Suppose that π ∈ Irr GL2 is non-generic (i.e., finite dimensional) with trivial
central character.
(1) In the p-adic case π = χ ◦ det where χ is a quadratic character of F ∗. Moreover,
π ∈ IrrmetaGL2 if and only if χ is trivial, in which case ǫπ = ǫ(
1
2
, π, ψ) = 1.
(2) Suppose that F = R and let p = dim π. Then p is odd. Let πp be the restriction to
GL2(R) of the unique irreducible p-dimensional algebraic representation of GL2(C)
with trivial central character. Then either π = πp or π = πp ⊗ sgn where sgn is
the signum character. In the first case π ∈ IrrmetaGL2 and ǫπ = (−1)
(p−1)/2 =
ǫ(1
2
, π, ψ). In the second case π /∈ IrrmetaGL2.
(3) Suppose that F = C. Then there exist unique positive integers m and k such that
π
∣∣
SL2(C)
= σm⊗ σk where σm is the algebraic m-dimensional irreducible representa-
tion of SL2(C) and k +m is even. Moreover, π ∈ IrrmetaGL2 if and only if both m
and k are odd and in this case ǫπ = (−1)
(m−k)/2 = ǫ(1
2
, π, ψ).
Thus, in all cases IrrmetaGL2 = Irrmeta,ǫGL2.
Proof. The p-adic case is well known.
Note that if π is the Langlands quotient of Ind(µ, µ−1) then ǫ(1
2
, π, ψ) = µ(−1).
For the case F = R, every finite-dimensional π ∈ IrrGL2 is of the form σ ⊗ χ where σ
is an algebraic representation of GL2 and χ is a character of R
∗. Let ωσ be the central
character of σ. If π has a trivial central character then ωσ(−1) = 1 and therefore σ is odd
dimensional. By twisting σ by a suitable power of det we can also assume that ωσ = 1 and
therefore χ2 = 1, i.e. χ = 1 or χ = sgn. Write p = 2m+1 and note that πp is the Langlands
quotient of Ind(|·|m+
1
2 , |·|−(m+
1
2
))⊗ sgnm. Therefore, by the above ǫ(1
2
, πp, ψ) = (−1)
m. On
the other hand, it is clear that the algebraic representation πp has a torus invariant vector
and that ǫπp = (−1)
m.
In the complex case, the finite-dimensional representations of SL2(C) are of the form
σm⊗σk for unique positive integersm and k. This can be viewed as the Langlands quotient
of the parabolic induction of the character ( z z−1 ) 7→ z
mz¯k. It descends to PSL2(C) =
PGL2(C) if and only if m and k have the same parity.
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Thus we can write π as the Langlands quotient of Ind(µ, µ−1) where µ2(z) = zmz¯k.
Therefore, ǫ(1
2
, π, ψ) = µ(−1) = (−1)(m−k)/2.
It is clear that π ∈ IrrmetaGL2 if and only if both σm and σk admit a vector in-
variant under the torus, i.e., if and only if both m and k are odd, and in this case
ǫπ = (−1)
(m−1)/2(−1)(k−1)/2. 
3.3. Shalika functionals. A closely related notion to metaplectic type is a Shalika func-
tional. Let S be the Shalika subgroup
S = {( g g )
(
In X
In
)
: g ∈M′, X ∈ Matn,n}
of M with the character ψS((
g
g )
(
In X
In
)
) = ψ(trX). By definition, a Shalika functional is
a non-trivial continuous functional L on π such that L(π(s)v) = ψS(s)L(v) for all s ∈ S
and v ∈ Vπ. We say that π ∈ IrrM is of Shalika type if it admits a Shalika functional. (This
property is independent of the choice of ψ.) Once again, a Shalika functional is unique up
to a scalar if it exists ([JR96, AGJ09]). We denote the class of irreducible representations
of Shalika type by IrrShalM. It is known that IrrShalM ⊂ Irrmeta,ǫM (cf. [FJ93, §3] and
in particular the functional equation of [loc. cit., Proposition 3.3] for the p-adic case
and [AGJ09] for the archimedean case). Also note that for n = 1 we have IrrShalM =
Irrgen PGL2. Of course, IrrShalM 6= IrrmetaM, e.g. the trivial representation belongs to
IrrmetaM− IrrShalM.
3.4. Let I(π, s) be the representation of G parabolically induced from P and π ⊗ |det ·|s,
viewed as a representation of M through ̺. We recall that if π ∈ IrrmetaM then I(π,
1
2
)
admits a non-trivial H-invariant functional; here H is the centralizer of ̺(E) in G. This
is proved in the course of the proof of [GRS99b, §3.3, Theorem 2]. More precisely, if ℓ is
an HM-invariant functional on π then
(3.2) ϕ→
∫
H∩P\H
ℓ(ϕ(h)) dh defines an H-invariant functional on I(π,
1
2
).
This is well defined since δH∩P (̺(m)) = δ
1
2
P (̺(m)) |detm|
1
2 for all m ∈ HM.
We recall the local L-factor L(s, π,∧2) defined by Shahidi – cf. [Sha92].
We record the following assertion which follows from results in the literature.
Proposition 3.4. Suppose π ∈ IrrsqrM and F is p-adic. Then the following conditions
are equivalent.
(1) L(0, π,∧2) =∞.
(2) I(π, 1
2
) is reducible.
(3) π ∈ IrrShalM.
(4) π ∈ IrrmetaM.
In particular, Irrsqr,metaM ⊂ Irrmeta,ǫM.
Proof. The equivalence of the first two conditions (in fact for any π ∈ IrrtempM, also in
the archimedean case) follows from [CS98, Theorem 4.1 and Proposition 5.3] and [Mui98].
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The implication 1 =⇒ 3 (for π ∈ IrrsqrM and F p-adic) follows from [Kew11, Corollary
4.4] and the main result of [KR12].
If π ∈ Irrmeta,sqrM (or in fact, if π ∈ Irrmeta,genM) then the reducibility of I(π,
1
2
) follows
from [GRS99b, §3.3, Theorem 1] and the fact that I(π, 1
2
) admits a non-trivial H-invariant
linear form.
Since any π ∈ IrrShalM belongs to IrrmetaM the proposition follows. 
Denote by × parabolic induction for the general linear group.
Lemma 3.5 (See also [GRS02]). Suppose that n = n1+ · · ·+nk, π1, . . . , πk ∈ IrrmetaGL2ni,
i = 1, . . . , k and π = π1 × · · · × πk is irreducible. Then π ∈ IrrmetaM and ǫπ = ǫπ1 . . . ǫπk .
In particular, if π1, . . . , πk ∈ Irrmeta,ǫGL2ni then π ∈ Irrmeta,ǫM.
Similarly, let σ ∈ IrrM′ and suppose that π = σ × σ∨ ∈ IrrM. Then π ∈ Irrmeta,ǫM, so
that ǫπ = ωσ(−1) where ωσ is the central character of σ.
Proof. For the first part we recall the argument of [GRS02, §5.5]. Let P ◦ = M◦ ⋉ U◦ be
the parabolic subgroup of type (2n1, . . . , 2nk) of M so that π is the parabolic induction
of τ = π1 ⊗ · · · ⊗ πk from P
◦. Let wM
◦
0 be the longest Weyl element in M
◦. Let βi be
non-trivial functionals on πi which are invariant under GLni ×GLni , i = 1, . . . , k. Let β
be the functional β1 ⊗ · · · ⊗ βk on τ . We have β ◦ τ(w
M◦
0 ) = ǫτβ where ǫτ = ǫπ1 . . . ǫπk .
Note that P ◦ ∩ HM is a parabolic subgroup of HM and δP ◦∩HM = δ
1
2
P ◦
∣∣
P ◦∩HM
. Therefore,
λ(ϕ) :=
∫
P ◦∩HM\HM
β(ϕ(h)) dh is a non-zero HM-invariant form on π. Since w
M
0 ∈ HMw
M◦
0 ,
we have
λ(π(wM0 )ϕ) = λ(π(w
M◦
0 )ϕ) =
∫
P ◦∩HM\HM
β(ϕ(hwM
◦
0 )) dh =
∫
P ◦∩HM\HM
β(ϕ(wM
◦
0 h)) dh
=
∫
P ◦∩HM\HM
β(τ(wM
◦
0 )ϕ(h)) dh = ǫτλ(ϕ).
For the second part, let β be the canonical pairing on σ ⊗ σ∨. Consider the parabolic
subgroup P ◦ = M◦ ⋉ U◦ of type (n, n). We construct a family λ(s) of M◦-invariant
functionals on σ ⊗ |det|s × σ∨ ⊗ |det|−s by setting
λ(ϕ, s) :=
∫
M◦ν \M
◦
β(ϕs(νh)) dh
where w :=
(
In
In
)
, ν := w
(
In In
In
)
=
(
In
In In
)
and M◦ν = M
◦ ∩ ν−1P ◦ν = M◦ ∩ ν−1M◦ν =
{( g g ) : g ∈ M′}. By general results (in the context of symmetric spaces) of Blanc–
Delorme [BD08] in the p-adic case and Brylinski–Delorme [BD92] in the archimedean case,
λ(s) converges for ℜs≫ 0 and admits a meromorphic continuation.3
3At least the convergence part can be easily checked directly in this case.
WHITTAKER–FOURIER COEFFICIENTS ON S˜pn 13
Since w normalizes both M◦ and M◦ν and νwν
−1 =
(
−In In
In
)
we get
λ(I(s, w)ϕ, s) =
∫
M◦ν \M
◦
β(ϕs(νhw)) dh =
∫
M◦ν \M
◦
β(ϕs(νwh)) dh
=
∫
M◦ν \M
◦
β(ϕs(
(
−In In
In
)
νh)) dh = ωσ(−1)λ(ϕ, s)
for all s. By taking the leading term in the Laurent expansion at s = 0 we get a non-zero
M◦-invariant functional λ on π such that λ ◦ π(w) = ωσ(−1)λ. Note that M
◦ is conjugate
to HM by a suitable permutation matrix which takes w to w
M
0 . We infer that ǫπ = ωσ(−1).
Finally note that ǫ(1
2
, π, ψ) = ωσ(−1). 
Recall the following classification result due to Matringe.
Theorem 3.6 ([Mat]). Suppose that F is p-adic. Then the set Irrgen,metaM consists of the
irreducible representations of the form
π = σ1 × σ
∨
1 × · · · × σk × σ
∨
k × τ1 × · · · × τl
where σ1, . . . , σk are essentially square-integrable, τ1, . . . , τl are square-integrable of meta-
plectic type (i.e., L(0, τi,∧
2) =∞) for all i.
(We expect the same result to hold in the archimedean case as well. For an analogous
result in a slightly different setup see [FLO12, Appendix B].) Theorem 3.2 now follows
from Theorem 3.6, Lemma 3.5 and Proposition 3.4.
Remark 3.7. In fact one expects that Irrgen,ShalM = Irrgen,metaM (which is stronger than
Theorem 3.2). As was pointed to us by Wee Teck Gan, this can be proved using the theta
correspondence for the pair (GL2n,GL2n). (This approach also gives a different proof for
the fact that IrrShalM ⊂ IrrmetaM.) We omit the details since we will not be using this
result.
3.5. Side remarks. 4 We may also consider representations of metapletic type ofM over
a finite field Fq. (In this case, the space of HM-invariant forms is not one dimensional in
general.) Let A be an e´tale algebra of dimension 2n over Fq, so that TA = A
∗ is the Fq-points
of a maximal torus of M over Fq. Let λ : TA → C
∗ be a character in general position,
i.e. σ(λ) 6= λ for any non-trivial automorphism σ of A over Fq (or equivalently a non-
trivial element of the normalizer of TA inM). Let R(A, λ) be the corresponding irreducible
representation of M(Fq), which is up to a sign the Deligne–Lusztig virtual representation
RλTA attached to the pair (TA, λ) [DL76]. Then it follows from [Lus90, Theorem 10.3] that
R(A, λ) is of metaplectic type if and only if there exists an involution θ of A over Fq such
that the fixed point subalgebra Aθ is of dimension n over Fq and the restriction of λ to
(Aθ)∗ is trivial. In particular, a cuspidal representation of M(Fq) is of metaplectic type
if and only if it is of the form R(Fq2n , λ) where λ
∣∣
F∗
qn
≡ 1 (and of course λq
i
6≡ λ for
4This subsection will not be used in the rest of the paper.
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0 < i < 2n). Hence, cuspidal representations of M(Fq) of metaplectic type exist (e.g., one
can take a character λ of F∗q2n of order q
n + 1).
If F is a p-adic field with residue field Fq and we inflate a cuspidal representation of
M(Fq) of metaplectic type to ZM(F ) ·M(O) and then induce to M(F ) then it is easy to see
that we get a supercuspidal representation of metaplectic type. (For a much more general
analysis of supercuspidal distinguished representations see [HM08].)
Suppose now that F is p-adic.
In general, ifH0 is the fixed point subgroup of an involution of a groupG0 (all defined over
F ) then we say that a (not necessarily irreducible) representation π of G0 is H0-relatively
cuspidal if π is H0-distinguished, i.e. it admits a non-trivial H0-invariant functional, and
for every such functional ℓ the function g 7→ ℓ(π(g)v) is compactly supported modulo
H0ZG0 for all v ∈ π.
Consider the class IrrmcuspM of representations of the form
(3.3) π = τ1 × · · · × τk
where τi ∈ Irrcusp,metaGL2ni , i = 1, . . . , k are pairwise inequivalent and n = n1 + · · ·+ nk.
By Lemma 3.5 we have IrrmcuspM ⊂ IrrmetaM.
Lemma 3.8. The representations in IrrmcuspM are HM-relatively cuspidal.
Proof. We use the results of [KT08]. It will be more convenient to consider the involution
θw
M
0 : g 7→ wM0 gw
M
0 . Let H
′
M be the fixed point subgroup of θ
wM0 in M. Note that wM0 is
conjugate to E in M and therefore H ′M is conjugate to HM. Thus, we need to show that
any representation in IrrmcuspM is H
′
M-relatively cuspidal.
In the notation of [KT08] we take S0 = {diag(t1, . . . , tn, t
−1
n , . . . , t
−1
1 )} (a maximal θ
wM0 -
split torus), A∅ = TM, P∅ = BM.
Let π ∈ IrrmcuspM. By [KT08, Theorem B and Lemma 2.5], it suffices to show that for
any proper standard θw
M
0 -split parabolic subgroup P ◦ =M◦⋉U◦ ofM, the Jacquet module
JP ◦(π) of π with respect to P
◦ is not M◦ ∩H ′M distinguished. (By definition, a parabolic
subgroup P ◦ is θw
M
0 -split if θw
M
0 (P ◦) and P ◦ are opposite.) Note that for such P ◦ we have
M◦ = diag(GLn1 , . . . ,GLnr) with ni = nr+1−i for all i with r > 1. Let ρ = ρ1⊗· · ·⊗ρr be an
irreducible subquotient of JP ◦(π). Then there exists a function σ : {1, . . . , k} → {1, . . . , r}
such that for any j, ρj = τi1 × · · · × τil where {i1, . . . , il} = σ
−1(j). Since the τi’s are
distinct and self-dual, it is clear that we cannot have ρ1 ∼= ρ
∨
r . In particular, ρ cannot
be M◦ ∩H ′M distinguished. Since this is true for any irreducible submodule of JP ◦(π) we
conclude that JP ◦(π) is not M
◦ ∩H ′M distinguished. The Lemma follows. 
As was pointed to us by Yiannis Sakellaridis, the Steinberg representation of GL2 is also
relatively cuspidal with respect to the diagonal torus.
Remark 3.9. We already remarked before that Irrmeta,cuspM is non-empty. However, it is
even easier to show that IrrmcuspM is non-empty, since Irrmeta,cuspGL2 = Irrcusp PGL2.
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3.6. Global setting. Let now F be a number field. We say that π ∈ CuspM is of
metaplectic type if ∫
HM(F )\HM(A)∩M(A)1
ϕ(h) dh 6= 0
for some ϕ in the space of π. Equivalently, LS(1
2
, π) ress=1L
S(s, π,∧2) 6= 0 ([FJ93, The-
orem 4.1]).5 In particular, π is self-dual and admits a trivial central character. We write
CuspmetaM for the set of irreducible cuspidal representations of metaplectic type.
Recall also that by the results of Jacquet–Shalika, LS(s, π,∧2) has a pole at s = 1 if and
only if the global Shalika functional∫
S(F )\S(A)
ϕ(s)ψS(s)
−1 ds
does not vanish identically on the space of π [JS90]. Therefore, any local component of
such π is of Shalika type. In particular, this is the case if π ∈ CuspmetaM.
We conclude
Lemma 3.10. For any π ∈ CuspmetaM we have πv ∈ Irrmeta,ǫMv for all v.
Of course, in the p-adic case the lemma is covered by Theorem 3.2, but it comes by a
different reasoning.
4. Explicit local descent
We go back to the local setup. Let π ∈ IrrgenM with Whittaker model W
ψNM (π). For
any g ∈ G define ν(g) by ν(u̺(m)k) = |detm| for any u ∈ U , m ∈ M, k ∈ K. For any
f ∈ C∞(G) and s ∈ C define fs(g) = f(g)ν(g)
s, g ∈ G. Let Ind(WψNM (π)) be the space
of G-smooth left U -invariant functions W : G → C such that for all g ∈ G, the function
δP (m)
− 1
2W (mg) on M belongs to WψNM (π). For any s ∈ C we have a representation
Ind(WψNM (π), s) on the space Ind(WψNM (π)) given by (I(s, g)W )s(x) =Ws(xg), x, g ∈ G.
Define the intertwining operatorM(π, s) =M(s) : Ind(WψNM (π), s)→ Ind(WψNM (π∨),−s)
by (the analytic continuation of)
(4.1) M(s)W (g) = ν(g)s
∫
U
Ws(̺(t)wUug) du
where t = E is introduced in order to preserve the character ψNM . By abuse of notation we
will also denote byM(π, s) the intertwining operator Ind(W
ψ−1NM (π), s)→ Ind(W
ψ−1NM (π∨),−s)
defined in the same way.
In the case where F is p-adic with p odd and π and ψ are unramified we have
(4.2) M(s)W ◦ =
L(s, π)
L(s+ 1, π)
L(2s, π,∧2)
L(2s+ 1, π,∧2)
W ′◦
for the K-fixed elements W ◦ ∈ Ind(WψNM (π)), W ′◦ ∈ Ind(WψNM (π∨)) such that W ◦(e) =
W ′◦(e) = 1.
5We can replace the partial L-function by the completed one since the local factors are holomorphic
and non-zero.
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4.1. Next we prove the following
Proposition 4.1. Suppose that π ∈ IrrgenGLm is self-dual. Then M(π, s) is holomorphic
at s = 1
2
.
We will need a few auxiliary results. The first one is a well-known irreducibility result
for GLm. It is a special case of [CS98, Theorem 5.1 and Proposition 5.3] (cf. also [MW89,
§I.4] and the references therein).
Lemma 4.2. Let πi ∈ IrrsqrGLni, i = 1, 2. Suppose that the standard intertwining operator
π1 |det ·|
s1 × π2 |det ·|
s2 → π2 |det ·|
s2 × π1 |det ·|
s1
has a pole at (s1, s2). Then L(s1−s2, π1⊗π
∨
2 ) =∞ and therefore π1 |det ·|
s1−
1
2×π2 |det ·|
s2+
1
2
is reducible. If moreover π1, π2 are supercuspidal then π1 |det ·|
s1 = π2 |det ·|
s2.
Lemma 4.3. Let σ ∈ IrrsqrGLm. Then the poles of M(σ, s) are contained in those of
L(2s, σ ⊗ σ). Thus if s is a pole then σ |det ·|s−
1
2 × σ∨ |det ·|
1
2
−s is reducible.
Remark 4.4. Following [CS98] one expects that under the condition of Lemma 4.3 we have
the stronger conclusion that L(s, σ)−1L(2s, σ,∧2)−1M(σ, s) is holomorphic. The results of
[Han10] may be relevant for this question. In any case, we will give a direct argument.
Proof. The statement of the lemma is clearly invariant under twisting by an unramified
character. Therefore, we may assume that σ is square-integrable. Consider the p-adic case
first. Once again, upon twisting σ by |det ·|it, it is enough to consider the poles on the real
line. If σ is supercuspidal then it is known that the only possible real pole of M(σ, s) is
at s = 0 and it can only occur if σ is self-dual, i.e. if L(0, σ ⊗ σ) = ∞. Now let σ be an
arbitrary square-integrable representation. Once again, if σ is not self-dual then M(σ, s)
is holomorphic on R. Suppose therefore that σ is self-dual. By Bernstein–Zelevinsky we
can realize σ as the unique irreducible subrepresentation of Σ = ρ |det ·|l × · · · × ρ |det ·|−l
for some non-negative half integer l such that 2l + 1 is a divisor of m and a supercuspidal
representation ρ on GLm/(2l+1). Moreover, ρ is self-dual since σ is. The operator M(σ, s)
is the restriction of M(Σ, s). We decompose M(Σ, s) as the composition of co-rank one
intertwining operators. Thus, the poles of M(Σ, s) are contained in the union of the poles
of
M(ρ, s + k), k ∈ {−l, . . . , l}
and those of the intertwining operators
ρ |det ·|i+s × ρ |det ·|−j−s → ρ |det ·|−j−s × ρ |det ·|i+s , i, j ∈ {−l, . . . , l}, i 6= j.
The real poles are therefore contained in the half integers between ±l. On the other
hand, we know that M(σ, s) is holomorphic for ℜs > 0. Thus, the real poles of M(σ, s)
are contained in the half integers between −l and 0. These are exactly the real poles of
L(2s, σ ⊗ σ).
Consider now the case F = R. Suppose first that m = 1 and σ is a character. Twisting
by |·|it we may assume that either σ = 1 or σ = sgn. The poles of M(σ, s) on C are 2Z≤0
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in the former case and −1− 2Z≤0 in the latter. In both cases the poles of L(2s, σ⊗ σ) are
Z≤0.
Suppose now that m = 2 and σ is a square-integrable representation of GL2(F ). Up
to a twist by |det ·|it we may assume that σ is the irreducible subrepresentation of Σ =
|·|l× sgn2l−1 |·|−l for some positive half-integer l. Once again by decomposing M(Σ, s) into
a product, the poles of M(σ, s) are contained in those of M(1R∗ , s + l), M(sgn
2l−1, s− l)
and |·|s+l× sgn2l−1 |·|−s+l → sgn2l−1 |·|−s+l×|·|s+l. Thus, the poles of M(Σ, s) on C consist
of half integers, and therefore the poles of M(σ, s) are non-positive half integers. On the
other hand, the poles of L(2s, σ ⊗ σ) are the non-positive half-integers.
Finally, if F = C we may assume that σ is the unitary character (z/z¯)l, for some half
integer l. The poles of M(σ, s) on C are − |l| + Z≤0 while the poles of L(2s, σ ⊗ σ) are
− |l|+ 1
2
Z≤0. 
Proof of Proposition 4.1. Write
π = σ1 × · · · × σk
where σ1, . . . , σk are essentially square-integrable. We remark that since π is self-dual and
irreducible, σi × σ
∨
j is irreducible for all i, j. By decomposing M(π, s) into a product
of co-rank one intertwining operators it suffices to show that the following intertwining
operators
σi |·|
s × σ∨j |·|
−s → σ∨j |·|
−s × σi |·|
s , i, j = 1, . . . , k, i 6= j,
M(σi, s), i = 1, . . . , k,
are holomorphic at s = 1
2
. This follows from Lemma 4.2 (resp., Lemma 4.3) and the
irreducibility of σi × σ
∨
j (resp. σi × σ
∨
i ). 
4.2. Local Fourier–Jacobi transform – p-adic case. In this subsection F is p-adic.
Following [GRS98], for any W ∈ Ind(WψNM (π)) and Φ ∈ S(F n) define a genuine function
on G˜:
(4.3) Aψ(W,Φ, g˜, s) =
∫
Vγ\V
Ws(γvη(g))ωψ−1NM
(vg˜)Φ(ξn) dv, g ∈ G
′
where the element γ ∈ G and the subgroup Vγ were defined in §2.1.
The basic properties of Aψ are summarized in the following lemma. Note that the first
part is not valid for the more general integrals introduced in [GRS98].
Lemma 4.5. (1) The integrand in (4.3) is compactly supported uniformly in s. Thus
s 7→ Aψ(W,Φ, g˜, s) is entire.
(2) For any W ∈ Ind(WψNM (π)), Φ and s ∈ C, the function g˜ 7→ Aψ(W,Φ, g˜, s) is
smooth and (N˜ , ψN˜)-equivariant.
(3) For any g˜ ∈ G˜, v ∈ V and x ∈ G′ we have
(4.4) Aψ(I(s, vη(x))W,ωψ−1N
M
(vx˜)Φ, g˜, s) = Aψ(W,Φ, g˜x˜, s).
(4) Suppose that p 6= 2, π is unramified, ψ is unramified, W ◦ ∈ Ind(WψNM (π)) is the
standard unramified vector, and Φ0 = 1On. Then A
ψ(W ◦,Φ0, e, s) ≡ 1.
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Proof. We first note that the integrand defining Aψ is left Vγ-invariant since for any v ∈ Vγ
we have
ωψ−1N
M
(v)Φ(ξn) = ψV (v)
−1ψ(vn,2n+1)
−1Φ(ξn)
(by (2.1b) and (2.3)) and ψN (γvγ
−1) = ψV (v)ψ(vn,2n+1).
It is enough to prove the first statement for g = e. Conjugating by γ, using (2.1a), (2.1c)
and (2.3), the integral in (4.3) becomes
(4.5)
∫
Ws(ℓ(u)γ)Φ(ξn − x¯)ψ(
1
2
un,n+1) du,
where the integration is over u of the form u = ( x y0 x˘ ) (a vector subspace of s2n) and
x¯ is the bottom row of x. Let a = ̺(diag(t−11 , . . . , t
−1
2n )) ∈ T be the diagonal part
of the Iwasawa decomposition of ℓ(u). Let α = max(|t1/t2| , . . . , |t2n−1/t2n|) and β =
max(1, |t2/t1| , . . . , |t2n/t2n−1|). Note that |t1 . . . t2n| ≥ 1. We will see below that
(4.6) logmax(‖u‖, |t1 . . . t2n| , α)≪ logmax(‖x¯‖, β).
On the other hand, by the analytic properties of Whittaker functions, Ws(ak) = 0 for
k ∈ K unless β is bounded above (in terms of W ). The first part of the lemma would
therefore follow from (4.6).
To show (4.6), let si =
∏i
j=1 tj, i = 1, . . . , 2n. Observe that si is the L
∞-norm of the
vector µi in F
(4ni ) whose coordinates are the i × i minors of the last i rows of ℓ(u). Note
that the nonzero coordinates of µn (say a1, . . . , ar) are the minors of size ≤ n of x and
that among the coordinates in µ2n are all products aiaj . It follows that s
2
n ≤ s2n, i.e.
|t1 . . . tn| ≤ |tn+1 . . . t2n|. This easily implies that logα≪ log β. Next we claim that
(4.7) snsn+1 ≤ max(1, ‖x¯‖)s2n
i.e.,
(4.8) |t1 . . . tn| ≤ max(1, ‖x¯‖) |tn+2 . . . t2n|
Indeed, the nonzero coordinates of µn+1 are either the minors (say b1, . . . , bs) of the right
bottom corner of ℓ(u) of size (n + 1) × 3n or the entries of x¯ times the ai’s, while any ai
is an alternating sum of the entries of ‖x¯‖ (or 1) times the minors (say c1, . . . , ct) of the
top n− 1 rows of x. Since the products bicj and aiaj are among the coordinates of µ2n the
inequality (4.7) follows.
It follows now from (4.8) that up to a multiplicative constant, |t1|, and hence all |tj |’s,
are bounded by a suitable power of max(‖x¯‖, β). Thus,
log |s2n| ≪ logmax(‖x¯‖, β).
On the other hand ‖u‖ ≤ |s2n| since the entries of u are among the coordinates of µ2n.
The relation (4.6) follows.
The fact that Aψ(W,Φ, ·, s) is a Whittaker function on G˜ follows from the facts that η(N ′)
normalizes both V and Vγ and that for any n ∈ N
′
M ′ and u ∈ U
′ we have ψN (γη(nu)γ
−1) =
ψN ′
M′
(n) and ωψ−1NM
(n˜u˜)Φ(ξn) = ψU ′(u)Φ(ξn) (by (2.2a) and (2.2c)). It is also clear from
(2.4) that the map Aψ is equivariant.
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Finally, in the unramified case, the right-hand side of (4.6) equals 0 on the support of
W ◦ and therefore, the integrand in (4.5) is supported in the set ‖u‖ ≤ 1. 
For an essentially square-integrable representation δ of GLm let e(δ) be the real number
α such that δ |det|α is unitary.6 Suppose that π ∈ IrrgenM. We can write π = δ1× · · ·× δk
where δi are essentially square-integrable and are uniquely determined up to permutation.
Set e(π) = maxi e(δi). Thus, e(π) ∈ [0,
1
2
) if π is unitarizable and in this case e(π) = 0 if
and only if π is tempered.
Next, let us recall another result of Ginzburg–Rallis–Soudry. Let V1 be the inverse image
of the center of the Heisenberg group under the quotient map V → V/V0. Let ψV1 be the
character of V1 such that ωψNM (v) acts by the scalar ψV1(v) for v ∈ V1. Let I(π)
◦ be
the (vector) subspace of I(π) consisting of sections which are supported in the open set
G◦ = PγV η(G′). Denote by J(V1,ψV1) the twisted Jacquet module (i.e., the co-invariants)
with respect to (V1, ψV1). By [GRS99b, §6.1] the canonical map
(4.9) JV1,ψV1 (I(π)
◦)→ JV1,ψV1 (I(π))
is an isomorphism.
Lemma 4.6. Suppose that π ∈ IrrgenM and α ∈ R with α > e(π). Then for any W ∈
Ind(WψNM (π)) and Φ ∈ S(F n) there exists c > 0 such that for any t′ = ̺′(t) ∈ T ′,
k ∈ K ′, s ∈ C we have Aψ(W,Φ, t˜′k˜, s) = 0 unless |ti| ≤ c |ti+1| for i = 1, . . . , n (where
t = diag(t1, . . . , tn) and tn+1 = 1) in which case∣∣∣Aψ(W,Φ, t˜′k˜, s)∣∣∣≪ δB′(t′) 12 |det(t)|ℜs+ 12−α .
Proof. Using (4.9) (cf. [ST14, Corollary 2.2]) we can findW ′ ∈ I(π)◦ such that Aψ(W,Φ, g˜, s) =
Aψ(W ′,Φ, g˜, s) for all g ∈ G′, s ∈ C. Thus, we may assume without loss of generality that
W ∈ I(π)◦. Also, it suffices to deal with the case k = e. We write
Aψ(W,Φ, t˜′, s) =
∫
Vγ\V
Ws(γvη(t
′))ωψ−1NM
(vt˜′)Φ(ξn) dv.
Making a change of variable v 7→ η(t′)vη(t′)−1 we get (using (2.2a))
|det t|−n
∫
Vγ\V
Ws(ηM(t)γv)ωψ−1NM
(t˜′v)Φ(ξn) dv =
βψ(t
′) |det t|
1
2
−n
∫
Vγ\V
Ws(ηM(t)γv)ωψ−1NM
(v)Φ(tnξn) dv.
By our condition on W , the integral over v is compactly supported independently of t and
s. Thus, up to changing W and Φ it suffices to consider the term v = e, i.e.,
βψ(t
′) |det t|
1
2
−nWs(ηM(t))Φ(tnξn).
Note that δB′(t
′)
1
2 = δB(ηM(t))
1
2 |det t|−n. Thus, the lemma follows from standard estimates
on the Whittaker function (e.g., [LM14b, Lemma 2.1]). 
6Note the twist by |det|α rather than |det|−α
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Remark 4.7. More precisely, the proof of the lemma gives the precise asymptotics of
Aψ(W,Φ, t˜′k˜, s) in terms of the exponents of π (using [LM09]).
4.3. Local Fourier–Jacobi transform – archimedean case. Now assume that F is
archimedean. We start with a standard estimate on Whittaker functions.
Lemma 4.8. Let π ∈ IrrgenM. For any m ≥ 0 and α > e(π) there exists a continuous
seminorm λ of WψNM (π) such that for any W ∈WψNM (π) we have
(4.10) |W (tk)| ≤ λ(W )
2n−1∏
i=1
(1 + tit
−1
i+1)
−mδBM(t)
1
2 |det(t)|−α ,
where t = diag(t1, . . . , t2n) ∈ TM with t2n = 1 and k ∈ KM.
Proof. For any f ∈ Cc(M) we have
(f ∗W )(tk) =
∫
M
f(g)W (tkg) dg =
∫
M
f(k−1g)W (tg) dg
=
∫
NM\M
∫
NM
f(k−1ng)W (tng) dn dg =
∫
NM\M
∫
NM
f(k−1ng)ψN(tnt
−1)W (tg) dn dg
=
∫
NM\M
φk,g(t1t
−1
2 , . . . , t2n−1t
−1
2n )W (tg) dg
where φg1,g2 is the Fourier transform of
∫
Nder
M
f(g−11 · ng2) dn ∈ Cc(NM/N
der
M ). (Note that
we can integrate over g in a compact subset of NM\M depending only on the support of
f .) It follows from a standard argument (using [Art78, Lemma 4.1]) that there exists a
compact subset C ⊂ M and for any m ≥ 1 there exists Xm in the universal enveloping
algebra of the Lie algebra of M such that
|W (tk)| ≤
2n−1∏
i=1
(1 +
∣∣tit−1i+1∣∣)−m sup
c∈C
|XmW (tc)| .
By the uniform moderate growth of W , it remains to prove (4.10) in the chamber |t1| <
· · · < |t2n|. This follows from [Wal92, Theorem 15.2.5 and Lemma 15.2.3]. 
This immediately gives the following analogue of Lemma 4.5. (The proof is similar and
will be omitted.)
Lemma 4.9. For any W ∈ Ind(WψNM (π)) and Φ ∈ S(F n) the integral (4.3) is well defined
and absolutely convergent uniformly for s and g in compact sets. Thus Aψ(W,Φ, g˜, s) is
entire in s and as a function of g˜ is smooth, (N˜ , ψN˜)-equivariant and of moderate growth
(modulo N˜). Finally (4.4) holds.
Finally, we will prove an analogue of Lemma 4.6.
For a smooth Fre´chet representation π of M let I(π)◦ denote the closed subspace of
I(π) consisting of sections which vanish together with all their derivatives on the comple-
ment of G◦. Also, if (σ, Eσ) is representation of V1 on a topological vector space, we set
J(V1,ψV1 )(σ) = σ/σV1,ψV1 where σV1,ψV1 is the span of σ(v)m− ψV1(v)m, v ∈ V1, m ∈ Eσ.
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Lemma 4.10. Let (π, Eπ) be a smooth Fre´chet representation of M of moderate growth
([Wal92, §11.5.1]). Then the map (4.9) is surjective.
Proof. Let S(U\G;Eπ) be the space of Schwartz functions on U\G with values in Eπ.
7
We can identify S(U\G;Eπ) with the projective tensor product S(U\G)⊗ˆEπ. Let pπ :
S(U\G;Eπ)→ I(π) be given by f 7→
∫
M
δP (m)
− 1
2π(m−1)f(mg) dm. (This is well-defined
and continuous since π is of moderate growth.) Then pπ is a strict surjective G-intertwining
homomorphism. (In fact, already the restriction of pπ to C
∞
c (U\G;Eπ) is onto.) Now, it
follows from [AG13, Theorem 2.2.15] that S(U\G) = S(U\G◦) + S(U\G)V1,ψV1 where
we view S(U\G◦) as the closed subspace of S(U\G) consisting of functions which vanish
together with all their derivatives on the complement of G◦. To check that the conditions
of [ibid.] are satisfied we only need to note that ψV1 is non-trivial on V
x
1 := V1 ∩x
−1Ux for
any x /∈ G◦ – a fact which was observed in [GRS99b, §6.1]. Indeed, this will imply that
(F⊗ ψ−1V1 )
V x1 = 0 for any algebraic (finite-dimensional) representation F of V x1 (since F(v)
acts unipotently for any v ∈ V x1 ). Thus, S(U\G;Eπ) = S(U\G
◦;Eπ) + S(U\G)V1,ψV1 ⊗ˆEπ
[Gro55, Ch. I, §1, no. 2, Prop. 3]. Applying pπ we get the required assertion since pπ maps
S(U\G◦;Eπ) into I(π)
◦. 
Lemma 4.11. Suppose that π ∈ IrrgenM and α ∈ R with α > e(π). Then for any
W ∈ Ind(WψNM (π)), Φ ∈ S(F n), a compact set D ⊂ C and m ≥ 1 we have∣∣∣Aψ(W,Φ, t˜′k˜, s)∣∣∣≪W,Φ,D,m δB′(t′) 12 |det(t)|ℜs+ 12−α n∏
i=1
(1 +
∣∣tit−1i+1∣∣)−m
for all t′ = ̺′(t) ∈ T ′, (with t = diag(t1, . . . , tn) and tn+1 = 1), k ∈ K
′, s ∈ D.
Proof. Let M1 = {̺(m) : |detm| = 1} so that M = M1 × AM where AM = {̺(tI2n) :
t ∈ R>0}. Let π
1 be the restriction of π to M1 realized on WψNM (π1) = {W
∣∣
M1
: W ∈
WψNM (π)}. Consider the smooth Fre´chet representation Π = S(AM )⊗ˆW
ψNM (π1) of M
which we identify with the space of of functions W ′ : M → C such that for all a ∈ AM ,
W ′[a] : m 7→ W ′(am) belongs to WψNM (π1) and a 7→ W ′[a] is a Schwartz function on AM
with values inWψNM (π1). Likewise, we can identify I(Π) with the space of left U -invariant
functions W ′ : G → C such that m 7→ W ′(mg) belongs to WψNM (π1) for all g ∈ G and
(a, k) 7→ W ′(·ak) is a Schwartz function on AM × K with values in W
ψNM (π1). For any
s ∈ C define a continuous surjective G-intertwining map Fs : I(Π)→ I(π, s) by
Fs(W
′)(g) =
∫
AM
δP (a)
− 1
2W ′−s(ag) da.
Thus, Aψ(Fs(W
′),Φ, ·, s) depends only on the image of W ′ in JV1,ψV1 (I(Π)). Moreover,
Fs(I(Π)
◦) ⊂ I(π)◦ and s 7→ Fs is a continuous map (in the topology of bounded conver-
gence). Given W ∈ I(π) let W ′ ∈ I(Π) be such that F0(W
′) =W . Then W = Fs(W
′
s) for
all s ∈ C. By Lemma 4.10 the map
I(Π)◦
j
−→ JV1,ψV1 (I(Π))
7For general facts about Schwartz spaces see [dC91] and [AG08].
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is surjective, and hence there exists a continuous (not necessarily linear) map s : I(Π) →
I(Π)◦ such that j ◦ s is the projection I(Π) → JV1,ψV1 (I(Π)) ([Bou87, Ch. II, §4, no. 7,
Proposition 12]). Thus, Aψ(W,Φ, ·, s) = Aψ(Fs(s(W
′
s)),Φ, ·, s). The same argument as in
Lemma 4.6 (using (4.10)) yields the proof. 
4.4. Local integrals. Now let F be either p-adic or archimedean, π ∈ IrrgenM and σ˜ ∈
Irrgen,ψ−1
N˜
G˜ with Whittaker model Wψ
−1
N˜ (σ˜). Following Ginzburg–Rallis–Soudry [GRS98],
for any W˜ ∈Wψ
−1
N˜ (σ˜), W ∈ Ind(WψNM (π)) and Φ ∈ S(F n) define the local Shimura type
integral
(4.11) J˜(W˜ ,W,Φ, s) :=
∫
N ′\G′
W˜ (g˜)Aψ(W,Φ, g˜, s) dg.
The analytic properties of this integral were worked out by Ginzburg-Rallis-Soudry [GRS98,
§6.3], [GRS99b] and subsequently by Kaplan [Kap14]. In particular, J˜ converges in some
right-half plane (depending only on π and σ˜) and admits a meromorphic continuation in s.
Moreover, for any s ∈ C we can choose W˜ , W and Φ such that J˜(W˜ ,W,Φ, s) 6= 0. Finally,
we have local functional equations
(4.12) J˜(W˜ ,M(s)W,Φ,−s) = ωπ((−1)
n2) |2|2ns
γ(σ˜ ⊗ π, s+ 1
2
, ψ)
γ(π, s, ψ)γ(π,∧2, 2s, ψ)
J˜(W˜ ,W,Φ, s).
We note once again that our choice of characters differs from that of Ginzburg-Rallis-
Soudry.
By (4.4), for any x ∈ G′ we have
(4.13) J˜(σ˜(x˜)W˜ , I(s, η(x))W,ωψ−1(x˜)Φ, s) = J˜(W˜ ,W,Φ, s).
In particular, at any point of holomorphy s, for any W ,
(4.14) the functional W˜ 7→ J˜(W˜ ,W,Φ, s) belongs to the contragredient of Wψ
−1
N˜ (σ˜).
If F is p-adic and σ˜ is supercuspidal then the integral defining J˜(W˜ ,W,Φ, s) is absolutely
convergent (in fact compactly supported) and hence J˜(W˜ ,W,Φ, s) is entire.
More generally, we have:
Lemma 4.12. Suppose that σ˜ is square-integrable and let α = e(π). Then there exists δ > 0
such that J˜(W˜ ,W,Φ, s) is absolutely convergent locally uniformly (hence, holomorphic)
for ℜs ≥ α − 1
2
− δ. Similarly, for any W ∈ Ind(WψNM (π)), W∨ ∈ Ind(W
ψ−1NM (π)),
Φ,Φ∨ ∈ S(F n)
J˜(Aψ
−1
(W∨,Φ∨, ·,−
1
2
),W,Φ, s)
converges absolutely and locally uniformly (and hence, is holomorphic) for ℜs > 2α − 1
2
.
In particular, if π is unitarizable then J˜(W˜ ,W,Φ, s) is holomorphic at s = 1
2
for any
W˜ ∈ Dψ−1(π), W ∈ Ind(W
ψNM (π)) and Φ ∈ S(F n).
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Indeed, the second part follows Lemmas 4.6 and 4.11 using the Iwasawa decomposition in
the integral defining J˜ . For the first part we also use [Wal92, Theorem 15.2.5 and Lemma
15.2.3] applied to G˜ (as well as the moderate growth of W˜ ).
Finally, if F is p-adic, p 6= 2, π, σ˜ and ψ are unramified, W ◦ and Φ0 are as in Lemma
4.5 part 4 and W˜ ◦ is K ′-invariant with W˜ ◦(e) = 1 then
(4.15) J˜(W˜ ◦,W ◦,Φ0, s) = ∆Spn(1)
−1 Lψ−1(σ˜ ⊗ π, s+
1
2
)
L(s + 1, π)L(2s+ 1, π,∧2)
.
The factor ∆Spn(1)
−1 shows up because we use the Tamagawa measure. The L-factor in the
numerator is the one defined by Ginzburg–Rallis–Soudry in [GRS98] (with ψ−1 replaced
by ψ−11
2
).
4.5. Abstract and explicit local descent. Let π ∈ IrrgenM, considered also as a rep-
resentation ofM via ̺. By [GRS99b, Theorem in §1.3], for any non-zero subrepresentation
π′ of Ind(WψNM (π)) there exists W ∈ π′ and Φ ∈ S(F n) such that Aψ(W,Φ, ·, 0) 6≡ 0.
Remark 4.13. We point out the following inaccuracy in the proof of [loc. cit.] (using its
notation). The group X(0, n) is not normalized by the image of ℓi. Therefore, the root
killing argument in [ibid., p. 861-2] only reduces the non-vanishing of Aψ on π′ to the
non-vanishing of ∫
W (ℓ(u))ψ(
1
2
un,n+1) du,
where u is integrated over the space of strictly upper triangular matrices ⊕j>iFǫ
s
i,j ⊂ s.
This space admits a filtration
s1,1 ⊃ s1,2 ⊃ . . . ⊃ s1,n+1 = s2,1 ⊃ . . . ⊃ s2,n = s3,1 ⊃ . . . ⊃ s2n−1,1 ⊃ s2n−1,2 = s2n,1 = 0
where sk,l, k = 1, . . . , 2n, l = 1, . . . , n+1− [k/2] is the span of ǫsi,j where i+ j ≤ 2n+1 and
either j − i > k or j − i = k and i ≥ l. In this filtration, any two consecutive spaces sk,l
and sk,l+1 differ by the one-dimensional space Fǫsl,k+l. Denote by Ik,l the above integration
over the domain sk,l. Then using the same root killing argument of [ibid], one can show
that the non-vanishing of Ik,l on π
′ is equivalent to the non-vanishing of Ik,l+1. As I2n,1 is
clearly non-vanishing, we get the non-vanishing of I1,1, thus of A
ψ. Note that the presence
of ψ(1
2
un,n+1) plays no role in the argument.
Other than that, the proof of [ibid.] applies equally well in the Archimedean case.
Assume now that π ∈ Irrgen,metaM. By Proposition 4.1 M(s) is holomorphic at s =
1
2
.
Denote by Dψ(π) the space of Whittaker functions on G˜ generated by A
ψ(M(1
2
)W,Φ, ·,−1
2
),
W ∈ Ind(WψNM (π)), Φ ∈ S(F n). By the above Dψ(π) 6= 0.
Let π′ be the image of M(1
2
). By (4.4) the space Dψ(π) is canonically a quotient of the
G˜-module JV (π
′ ⊗ ωψ−1NM
) of V -coinvariant of π′ ⊗ ωψ−1NM
. We view JV (π
′ ⊗ ωψ−1NM
) as the
“abstract” descent and Dψ(π) as the “explicit” descent.
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5. A technical property
Let F be a local field. In [LM14a, §2] we defined a regularized integral∫ st
N ′
f(n˜)ψN˜ (n) dn
for any matrix coefficient of an irreducible representation of G˜. In the p-adic case we have∫ st
N ′
f(n˜)ψN˜(n) dn =
∫
N1
f(n˜)ψN˜(n) dn
for any sufficiently large compact open subgroup N1 of N
′ (and in fact, this is valid for
any f which is bi-invariant under some open subgroup of G′ which splits trivially in G˜).
In the archimedean case, we gave an ad-hoc definition.
Let π ∈ Irrgen,metaM. We say that π is good if the following conditions are satisfied for
all ψ:
(1) Dψ(π) is irreducible.
(2) J˜(W˜ ,W,Φ, s) is holomorphic at s = 1
2
for any W˜ ∈ Dψ−1(π), W ∈ Ind(W
ψNM (π))
and Φ ∈ S(F n). (By Lemma 4.12 this is automatic if π is unitarizable.)
(3) For any W˜ ∈ Dψ−1(π),
(5.1) J˜(W˜ ,W,Φ,
1
2
) factors through the map (W,Φ) 7→ (Aψ(M(
1
2
)W,Φ, ·,−
1
2
)).
In other words (by (4.13)) there is a non-degenerate G˜-invariant pairing [·, ·] on
Dψ−1(π)×Dψ(π) such that
J˜(W˜ ,W,Φ,
1
2
) = [W˜ , Aψ(M(
1
2
)W,Φ, ·,−
1
2
)]
for any W˜ ∈ Dψ−1(π), W ∈ Ind(W
ψNM (π)) and Φ ∈ S(F n).
In the next section we will show that this condition is satisfied for the local components
of certain automorphic representations.
Suppose that π ∈ Irrgen,metaM is good and let π˜ = Dψ−1(π). Then by [LM14a, §2] there
exists a non-zero constant cπ such that for any W˜ ∈ Dψ−1(π), W ∈ Ind(W
ψNM (π)) and
Φ ∈ S(F n) we have
(5.2)
∫ st
N ′
J˜(π˜(n˜)W˜ ,W,Φ,
1
2
)ψN˜(n) dn = cπW˜ (e)A
ψ(M(
1
2
)W,Φ, e,−
1
2
).
In other words, for any W ∈ Ind(WψNM (π)), W∨ ∈ Ind(W
ψ−1NM (π)), Φ,Φ∨ ∈ S(F n)
(5.3)
∫ st
N ′
J˜(Aψ
−1
(M(
1
2
)I(
1
2
, η(n))W∨, ωψ(n˜)Φ
∨, ·,−
1
2
),W,Φ,
1
2
)ψN˜(n) dn
= cπA
ψ−1(M(
1
2
)W∨,Φ∨, e,−
1
2
)Aψ(M(
1
2
)W,Φ, e,−
1
2
).
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Remark 5.1. The non-vanishing of cπ in the archimedean place is implicit in [LM14a,
§2], but it is reduced to the square-integrable case. In the latter case it can be proved as
in [SV12, §6.3]. Namely, suppose that π˜ ∈ Irrsqr,gen,ψ
N˜
G˜ and let W ∈ WψN˜ (π˜). Let φ be
any genuine function in C∞c (N˜\G˜;ψ
−1
N˜
) such that
∫
N ′\G′
W (g˜)φ(g˜) dg 6= 0 and let f ∈
C∞c (G˜) be a genuine function such that φ =
∫
N ′
f(n˜·)ψN˜(n) dn. Then
∫
G′
W (g˜)f(g˜) dg =∫
N ′\G′
W (g˜)φ(g˜) dg 6= 0. Let f1 be the projection of f into the π˜ × π˜
∨-isotypic compo-
nent L2(G˜)π˜×π˜∨ of L
2(G˜) (as a representation of G˜ × G˜) and let f2 = f − f1. Then∫
G′
W (g˜)f1(g˜) dg is absolutely convergent and hence so is
∫
G′
W (g˜)f2(g˜) dg. However,∫
G′
W (g˜)f2(g˜) dg = 0 for otherwise we would get a non-zero pairing between π˜ and the or-
thogonal complement of L2(G˜)π˜×π˜∨ in L
2(G˜) which is impossible. Thus,
∫
G′
W (g˜)f1(g˜) dg 6=
0. Since
∫
G′
W (g˜)f1(g˜) dg =
∫
N ′\G′
W (g˜)
∫
N ′
f1(n˜g˜)ψN˜(n) dn dg we infer that
∫
N ′
f ′(n˜)ψN˜ (n) dn 6=
0 for some matrix coefficient f ′ of π˜, as required.
Remark 5.2. The constant cπ depends on the choice of Haar measures on U (for the inter-
twining operator M(s)) and G′ (but not on N ′ and Vγ\V ). Recall that by our conventions,
the Haar measures on U and G depend on ψ (which determines a self-dual Haar measure
on F ). For U we use the identification U ∼= F n(2n+1) via the basis ǫs2ni,j , i+ j ≤ 2n+1. For
G′ we take the gauge form given (up to a sign) by the wedge of a Chevalley basis of the Lie
algebra.
The next two results are essentially in [GRS02] and [GRS99a].
Proposition 5.3. Let F be a p-adic field. Then any π ∈ IrrmcuspM is good.
Proof. By Lemma 3.5 π ∈ IrrmetaM. Moreover, let π
′ be the Langlands quotient of
I(π, 1
2
). By [GRS99b, GRS02] JV (π
′ ⊗ ωψ−1
NM
) ∈ Irrcusp,gen,ψ
N˜
G˜ and in particular, Dψ(π) ∈
Irrcusp,gen,ψ
N˜
G˜ (and hence J˜(W˜ ,W,Φ, ·) is entire). Similarly for π˜ = Dψ−1(π). Finally, if π
is of the form (3.3) then γ(π˜⊗τi, s, ψ) has a simple pole at s = 0 for all i and γ(π˜⊗π, s, ψ)
has a pole of order k at s = 0. It follows from the local functional equations (4.12) that
there exists a non-zero scalar c such that
J˜(W˜ ,W,Φ,
1
2
) = cJ˜(W˜ ,M(
1
2
)W,Φ,−
1
2
)
for any W ∈ Ind(WψNM (π)), Φ ∈ S(F n) and W˜ ∈Wψ
−1
N˜ (π˜). Indeed, both numerator and
denominator of the proportionality constant on the right-hand side of (4.12) have zero of
order k at s = 1
2
. Thus, π is good. 
Proposition 5.4. Suppose that F is p-adic with p 6= 2, π ∈ IrrgenM is unramified, unita-
rizable and self-dual and ψ is unramified. Then π ∈ Irrgen,metaM. Let π˜ = Dψ−1(π). Then
π˜ ∈ Irrgen,ψ−1
N˜
G˜, π˜ is unramified and the ψ−1-lift of π˜ is π. Moreover, if W is K-invariant
and W˜ is K ′-invariant then∫ st
N ′
J˜(π˜(n˜)W˜ ,W, 1On,
1
2
)ψN˜ (n) dn = W˜ (e)A
ψ(M(
1
2
)W, 1On , e,−
1
2
).
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Proof. Since π is generic, self-dual and unramified, there exist unramified characters χ1, . . . , χn
of F ∗ such that π = IndMBM χ (principal series on M) where χ is the character
χ(diag(t1, . . . , t2n)) =
n∏
i=1
χi(t2i−1t
−1
2i ).
By Lemma 3.5 it follows that π ∈ Irrgen,metaM. Also, since π is irreducible, we have
(5.4) χiχ
−1
j 6= |·|
±1 for all i, j.
We note that the image of M(1
2
) is irreducible8 and it is unramified by (4.2). By [GRS11,
Theorem 6.4, part 1] π˜ is a subquotient of IndG˜
B˜
χ˜ where χ˜ is the character of T˜ given by
χ˜(̺′(diag(t1, . . . , tn)), 1) = χ1(t1) . . . χn(tn)γψ(t1 . . . tn).
We can apply the argument of [Tad94, §7] (cf. also [Jan96, Theorem 3.3]) to show that
IndG˜
B˜
χ˜ is irreducible and therefore equals π˜. (The Langlands classification for S˜pn was
proved in [BJ01].) It is also clear that the ψ−1-lift of π˜ is π.
The last part follows from Lemma 4.5 part 4 and the relations [LM14a, (2.9)], (4.15)
and (4.2). 
6. Reduction to a local statement
In this section we will reduce Conjecture 1.1 to a local conjectural identity.
We go back to the global setting. Let K =
∏
vKv be the standard maximal compact
subgroup of G(A). We will use results from [GRS11], where the choice of the character
ψNM differs from ours. In the following (§6.1, 6.2), let ψNM be an arbitrary non-degenerate
character of M(F )\M(A). The other characters are determined by ψNM as described in
§2.2.
6.1. The descent. Consider the set MCuspM of automorphic representations π ofM(A)
which are realized on Eisenstein series induced from π1⊗· · ·⊗πk where πi ∈ CuspmetaGL2ni ,
i = 1, . . . , k are distinct and n = n1 + · · · + nk. The representation π is irreducible: it
is equivalent to the parabolic induction π1 × · · · × πk. Moreover, π determines π1, . . . , πk
uniquely up to permutation [JS81b, JS81a].
We view π as a representation of M(A) via ̺. Note that the space of π is invariant
under conjugation by wU . Let A(π) be the space of functions ϕ : M(F )U(A)\G(A) → C
such that m 7→ δP (m)
− 1
2ϕ(mg), m ∈M(A) belongs to the space of π for all g ∈ G(A). As
in the local case, let ϕs(g) = ν(g)
sϕ(g). We define Eisenstein series
E(ϕ, s) =
∑
γ∈P (F )\G(F )
ϕs(γg), ϕ ∈ A(π)
8This is in fact true for any unitarizable self-dual generic representation pi, cf. [LR03, p. 904]. This
probably holds without the unitarizability assumption, in which case we can drop this assumption in the
proposition
WHITTAKER–FOURIER COEFFICIENTS ON S˜pn 27
and intertwining operator M(s) : A(π)→ A(π) given by
M(s)ϕ(g) = ν(g)s
∫
U(A)
ϕs(wUug) du.
Both converge absolutely for ℜs ≫ 0 and extend meromorphically to C. If follows from
[GRS11, Theorem 2.1] that both E(ϕ, s) and M(s) have a pole of order k at s = 1
2
. Let
E−kϕ = lim
s→ 1
2
(s−
1
2
)kE(ϕ, s)
and
M−k = lim
s→ 1
2
(s−
1
2
)kM(s)
be the leading terms in the Laurent expansion at s = 1
2
. The constant term
EU−kϕ(g) =
∫
U(F )\U(A)
E−kϕ(ug) du
of E−kϕ along U is given by
EU−kϕ(g) = (M−kϕ(g))− 1
2
.
Recall the Fourier-Jacobi coefficient defined in (2.5). By definition, the descent of π (with
respect to ψNM) is the space π˜ = DψN
M
(π) generated by FJψN
M
(E−kϕ,Φ), ϕ ∈ A(π), Φ ∈
S(An). The following result summarizes the work of Ginzburg–Rallis–Soudry, Ginzburg–
Jiang–Soudry, and Cogdell–Kim–Piatetski-Shapiro–Shahidi.
As in [LM14a] let Cuspψ
N˜
G˜ be the set of irreducible constituents of the space of cusp
forms on G˜(A) which are orthogonal to all automorphic forms with vanishing ψN˜ -Whittaker
functions.
Theorem 6.1. (1) π˜ ∈ Cuspψ
N˜
G˜.
(2) The ψ◦-lift of π˜ is π.
(3) The descent map defines a bijection betweenMCuspM and the set of σ’s in Cuspψ
N˜
G˜
with trivial ψ◦-theta lift to SO(2n− 1).
The first two parts, except for the irreducibility, are contained in [GRS11, Theorem
3.1]. The irreducibility part is [GJS12, Theorem 2.3]. Finally, the last part is [GRS11,
Theorem 11.2] (which uses results on the theta correspondence by Jiang-Soudry [JS03,
JS07]) together with the results of Cogdell–Kim–Piatetski-Shapiro–Shahidi [CKPSS04] in
the case of the odd orthogonal groups.
For the rest of the section (up to §6.6) we will show the following:
Theorem 6.2. Let π ∈ MCuspM and k as above. Then for all v πv is good. Moreover,
let S be a finite set of places including all the archimedean and even places such that π and
ψ (and hence also π˜) are unramified outside S. Then for any ϕ˜ ∈ π˜ and ϕ˜∨ ∈ π˜∨ which
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are fixed under K ′v for all v /∈ S we have
(6.1) W˜ψN˜ (ϕ˜)W˜ψ
−1
N˜ (ϕ˜∨) = 2−k∆SSpn(1)(
∏
v∈S
c−1πv )
LS(1
2
, π)
LS(1, π, sym2)∫ st
N ′(FS)
(π˜(n˜)ϕ˜, ϕ˜∨)Spn(F )\Spn(A)ψN˜ (n)
−1 dn.
Note that vol(N ′(OS)\N
′(FS)) = 1 by our choice of measures.
6.2. Recall that [GRS11, Theorem 9.7, part (1)] states a formula for the Whittaker–Fourier
coefficient of FJψNM (E−kϕ,Φ). We will rewrite it in a different way as follows.
Theorem 6.3. (reformulation of [GRS11, Theorem 9.7, part (1)]) We have
W˜ψN˜ (FJψNM (E−kϕ,Φ), g˜) =
∫
Vγ(A)\V (A)
WψN (E−kϕ, γvη(g))ωψ−1
NM
(vg˜)Φ(ξn) dv, g ∈ G
′(A)
where ξn = (0, . . . , 0, 1) ∈ F
n and the integral is absolutely convergent.
Remark 6.4. Before proving the theorem, we first observe that if it holds for ψNM = ψ
1
NM
(and the compatible set of characters determined by ψNM as in §2.2) then it also holds for
ψNM = ψ
2
NM
as long as ψ1◦ = ψ
2
◦. Indeed, in this case we can write ψ
1
NM
(n) = ψ2NM(t1nt
−1
1 )
where t1 = diag[t2, t
∗
3] is such that t2, t3 ∈ T
′
M′ where their last diagonal entry is 1. The
straightforward relations
FJψ1NM
(ϕ,Φ) = FJψ2NM
(I(
1
2
, ηM(t3))ϕ,Φ),
W˜ψ
1
N˜ (ϕ˜, g˜) = W˜ψ
2
N˜ (ϕ˜, ˜̺′(t2)g˜),
W
ψ1NM (ϕ, g) =W
ψ2NM (ϕ, ̺(t1)g)
imply out claim. The same observation holds for Conjecture 1.1, Theorem 6.2 as well as
for Theorem 6.5 below.
Proof. Note that the integrand on the right-hand side is indeed left Vγ(A)-invariant exactly
as in the proof of Lemma 4.5. By the remark above we only need to prove the theorem for
a specific choice of ψNM. We use the definition of [GRS11]:
ψNM(u) = ψ(u1,2 + . . .+ un−1,n + 2un,n+1 − un+1,n+2 − . . .− u2n−1,2n), u ∈ NM.
Thus ψ◦(x) = ψ(2x). It is enough to prove the required identity for g = e. The expression
for W˜ψN˜ (FJψN
M
(E−kϕ,Φ), e) in [GRS11, Theorem 9.7, part (1)] is
9∫
An
∫
Y (A)
( ∫
X(A)
W ψˆN (E−kϕ, ℓ(x)αǫκya
+)Φ(a) dx
)
dy da
where we use the following notation
9Note the following typo in [loc. cit.]: the term ωψ−1,γ−1(h) should not appear in the formula.
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• α is the Weyl element such that αi,2i−1 = 1, i = 1, . . . , 2n, α2n+i,2i = −1, i =
1, . . . , n, α2n+i,2i = 1, i = n+ 1, . . . , 2n,
• κ = ̺(κ′) where κ′ is the Weyl element of M such that κ′2i,i = κ
′
2i−1,n+i = 1,
i = 1, . . . , n,
• ǫ = diag(A, . . . , A, A∗, . . . , A∗) where A = ( 1 1−1 1 ),
• X is the subspace of s2n consisting of the strictly upper triangular matrices.
• Y is the subgroup of NM consisting of the matrices of the form ̺(ℓM(y)) where y
is lower triangular with last row 0.
• a+ = ̺(ℓM(y)) where the last row of y is a and all other rows are zero.
• ψˆN is a degenerate character on N that is trivial on U and for u ∈ NM
ψˆN (̺(u)) := ψ(u1,2 + · · ·+ un,n+1 − un+1,n+2 − · · · − u2n−1,2n).
Combining y and a+, by (2.1a) and (2.3) we can rewrite the above expression as∫
Y ′(A)
( ∫
X(A)
W ψˆN (E−kϕ, ℓ(x)αǫκy)ωψ−1N
M
(y)Φ(0) dx
)
dy
where now
Y ′ = {̺(ℓM(y)) : y lower triangular}.
Writing
A = ( 1 10 1 ) (
2 0
0 1 ) (
1 0
−1 1 )
we get ǫ = ǫUǫT ǫU¯ where
ǫU = diag(( 1 10 1 ) , . . . , (
1 1
0 1 ) , (
1 −1
0 1 ) , . . . , (
1 −1
0 1 )),
ǫU¯ = diag((
1 0
−1 1 ) , . . . , (
1 0
−1 1 ) , (
1 0
1 1 ) , . . . , (
1 0
1 1 )),
and
ǫT = diag(2, 1, . . . , 2, 1, 1,
1
2
, . . . , 1,
1
2
).
Note that αǫUα
−1 =
(
I2n −I2n
0 I2n
)
. For any x ∈ X(A) we can write(
I2n 0
x I2n
) (
I2n −I2n
0 I2n
)
=
(
(I2n−x)−1 −I2n
I2n−x
) (
I2n 0
x′ I2n
)
where x′ = (I2n−x)
−1x = x+x2+ · · ·+x2n−1. (Note that (I2n−x)
−1 = (I2n−x)
∗.) After
a change of variable x′ 7→ x we get∫
Y ′(A)
( ∫
X(A)
ψ(xn,n+1)W
ψˆN (E−kϕ, ℓ(x)αǫT ǫU¯κy)ωψ−1NM
(y)Φ(0) dx
)
dy
since ψˆN (̺(I2n − x)
−1) = ψ(xn,n+1) = ψ(x
′
n,n+1).
Also, αǫTα
−1 = diag(2In, In, In,
1
2
In). This element conjugates ψˆN to ψN and stabilizes
ψ(xn,n+1), so by conjugating we get∫
Y ′(A)
( ∫
X(A)
ψ(xn,n+1)W
ψN (E−kϕ, ℓ(x)αǫU¯κy)ωψ−1NM
(y)Φ(0) dx
)
dy.
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Note that αǫU¯κ = γ̺(ℓM(−In)). Changing variable y 7→ ̺(ℓM(In))y, we get by (2.1a) and
(2.3) ∫
Y ′(A)
( ∫
X(A)
ψ(xn,n+1)W
ψN (E−kϕ, ℓ(x)γy)ωψ−1NM
(y)Φ(ξn) dx
)
dy.
Note that
γ−1ℓ(X)γ = {
( In x1 x2
In
In −x˘1
In
)
: x1 strictly upper triangular, x2 ∈ sn},
and thus (γ−1ℓ(X)γY ′)⋊ Vγ = V . In conclusion we obtain∫
Vγ(A)\V (A)
WψN (E−kϕ, γx)ωψ−1NM
(x)Φ(ξn) dx
provided it converges, since by (2.1c) and (2.3) ωψ−1NM
(γ−1ℓ(x)γ) acts by the scalar ψ(xn,n+1)
for x ∈ X(A).
Finally, the absolute convergence follows from Lemma 4.5. 
6.3. We now go back to our choice of ψNM specified in §2.2.
We can rewrite Theorem 6.3 in terms of the local transforms Aψ defined in §4.
Note that
WψN (E−kϕ) =W
ψNM (EU−kϕ) =W
ψNM ((M−k(ϕ))− 1
2
).
Define for ϕ ∈ A(π) a genuine function on G˜(A)
Aψ(ϕ,Φ, g˜, s) :=
∫
Vγ(A)\V (A)
WψNM (ϕs, γvη(g))ωψ−1NM
(vg˜)Φ(ξn) dv, g ∈ G
′(A).
Then we can write Theorem 6.3 in the form
(6.2) W˜ψN˜ (FJψNM (E−kϕ,Φ), g˜) = A
ψ(M−k(ϕ),Φ, g˜,−
1
2
).
6.4. Factorization. We can identify A(π) with Ind
G(A)
P (A) π = ⊗v Ind
G(Fv)
P (Fv)
πv.
Suppose that ϕ ∈ A(π) is a factorizable vector and WψNM (ϕ, ·) =
∏
vWv where Wv ∈
Ind(WψNM (πv)). Then as meromorphic functions in s ∈ C we have for S large enough
(6.3) WψNM (M(s)ϕ) = mS(π, s)(
∏
v∈S
Mv(s)Wv)
∏
v/∈S
Wv
where
mS(π, s) =
LS(s, π)
LS(s+ 1, π)
LS(2s, π,∧2)
LS(2s+ 1, π,∧2)
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and Mv(s) : Ind(W
ψNM (πv), s)→ Ind(W
ψNM (π∨v ),−s) are the local intertwining operators
defined in (4.1). (Recall that π = π∨ in out case.) Indeed, for ℜs≫ 0 we have
WψNM (M(s)ϕ, g) =
∫
NM (F )\NM (A)
M(s)ϕ(ng)ψ−1NM (n) dn
=
∫
NM (F )\NM (A)
∫
U(A)
ϕ(̺(t)wUung)ψ
−1
NM
(n) du dn
=
∫
U(A)
WψN (ϕ, ̺(t)wUug) du
and the relation (6.3) follows from (4.2). It follows that when S is sufficiently large,
WψNM (M−kϕ) = m
S
−k(π)
∏
v∈S
Mv(
1
2
)Wv
∏
v/∈S
Wv
where
mS−k(π) = lim
s→ 1
2
(s−
1
2
)kmS(π, s) = 2−k
LS(1
2
, π)
LS(3
2
, π)
lims→1(s− 1)
kLS(s, π,∧2)
LS(2, π,∧2)
.
We conclude from (6.2) and Lemma 4.5 that for any factorizable ϕ ∈ A(π) we have
(6.4) W˜ψN˜ (FJψN
M
(E−kϕ,Φ), g˜) = m
S
−k(π)
∏
v∈S
Aψv (Mv(
1
2
)Wv,Φv, g˜v,−
1
2
)
for any Φ = ⊗vΦv ∈ S(A
n) where WψNM (ϕ, ·) =
∏
vWv. Of course, S is large enough so
that Φv is the standard function for v /∈ S.
At this stage we can conclude that Dψ(πv) is irreducible for all v. This follows from (6.4)
and the irreducibility of the global descent.
6.5. Rankin–Selberg integrals. Recall that we use the Tamagawa measure on G′(A)
and G′(Fv) with respect to the standard gauge form on G
′ and the character ψ. We have
vol(K ′v) = ∆Spn,v(1)
−1 for all finite places.
For any genuine functions φ1, φ2 on G
′(F )\G˜(A) we write
〈φ1, φ2〉G′ =
∫
G′(F )\G′(A)
φ1(g)φ2(g) dg
provided that the integral converges. We summarize the main properties of the Ginzburg–
Rallis–Soudry zeta integrals defining the Rankin–Selberg L-functions for G˜′ ×M.
Theorem 6.5. ([GRS11, Theorem 10.4, (10.6), (10.63)]) Let σ˜ ∈ Cuspψ−1
N˜
G˜ and π an
automorphic representation of M(A) considered as a representation of M(A). For any
ϕ˜ ∈ σ˜, ϕ ∈ A(π) and Φ ∈ S(An) we have〈
ϕ˜,FJψNM (E(ϕ, s),Φ)
〉
G′
=
∫
N ′(A)\G′(A)
W˜ψ
−1
N˜ (ϕ˜, g˜)Aψ(ϕ,Φ, g˜, s) dg
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for ℜs ≫ 0. The left-hand side is a meromorphic function in s which is holomorphic
whenever E(ϕ, s) is. Furthermore, if Φ = ⊗Φv, W
ψNM (ϕ, g) =
∏
vWv(gv) and W˜
ψ−1
N˜ (ϕ˜) =∏
v W˜v then for any sufficiently large finite set of places S we have
(6.5)〈
ϕ˜,FJψNM (E(ϕ, s),Φ)
〉
G′
= ∆SSpn(1)
−1
LSψ(s+
1
2
, σ˜ ⊗ π)
LS(s+ 1, π)LS(2s+ 1, π,∧2)
∏
v∈S
J˜v(W˜v,Wv,Φv, s).
Remark 6.6. The factor ∆SSpn(1)
−1 shows up because of our choice of global and local
measures. Note that in [GRS11, Theorem 10.4, (10.6)] the element
( In
−In
In
In
)
was
used instead of γ. Also note the following typos in [loc. cit.]: on p. 294 the definition
of η = η0 should be changed to diag(Il,
(
Im−l−1
1
)∨ ( −1
I2(m−l−1)
1
)
, Il) so that the formula
on the last line of p. 296 holds with −x′ instead of x′, which is necessary for the ensuing
discussion on p. 297. Also, in the definition of the character ψNG on p. 298 the zi,i+1’s
should be replaced by their negatives in order for the last equation on that page to hold.
This is compatible with the fact that the character in [ibid., (10.7)] differs from ψNM used
in Aψ.
In particular when π ∈ MCuspM and ϕ˜ ∈ σ˜ = Dψ−1(π) we have L
S
ψ(s, σ˜ ⊗ π) =
LS(s, π ⊗ π). Thus, the right-hand side of (6.5) has a pole of order at least k at s = 1
2
for
suitable ϕ, ϕ˜ and Φ, since J˜v(W˜v,Wv,Φv, s) is non-vanishing at s =
1
2
for suitable Wv, W˜v
and Φv. On the other hand, the left-hand side of (6.5) has a pole of order ≤ k because this
is true for E(ϕ, s) and ϕ˜ is rapidly decreasing. Multiplying (6.5) by (s − 1
2
)k and taking
the limit as s→ 1
2
we conclude that J˜v(W˜v,Wv,Φv, s) is holomorphic at s =
1
2
for all v (a
fact which we already noted before) and
(6.6)〈
ϕ˜,FJψNM (E−kϕ,Φ)
〉
G′
= ∆SSpn(1)
−1 lims→1(s− 1)
kLS(s, π ⊗ π)
LS(3
2
, π)LS(2, π,∧2)
∏
v∈S
J˜v(W˜v,Wv,Φv,
1
2
).
6.6. Proof of Theorem 6.2. We already showed that for all v Dψ−1(πv) (and similarly
Dψ(πv)) is irreducible and that J˜v(W˜v,Wv,Φv, s) is holomorphic at s =
1
2
. Fix a place v0.
To show that (5.1) holds for πv0 suppose that Φ = ⊗Φv, W
ψNM (ϕ, g) =
∏
vWv(gv) and
W˜ψ
−1
N˜ (ϕ˜) =
∏
v W˜v. Assume thatWv0 and Φv0 are such that A
ψ(Mv0(
1
2
)Wv0 ,Φv0 , ·,−
1
2
) ≡ 0.
Then by (6.4) W˜ψN˜ (FJψN
M
(E−kϕ,Φ), ·) ≡ 0 and therefore FJψN
M
(E−kϕ,Φ) ≡ 0 by the
irreducibility and genericity of the descent. (We thank Atsushi Ichino for this observation.)
By (6.6) we conclude that J˜v0(W˜v0 ,Wv0 ,Φv0 ,
1
2
) = 0. Thus, πv0 is good.
By Remark 6.4, it remains to show (6.1) with our specific choice of compatible set of
characters. Suppose that π ∈ MCuspM. Since the local components of π1, . . . , πk are of
metaplectic type, it follows from Lemma 3.5 that the same is true for π. We know that
both sides of (1.1) are proportional. Let cπ be the constant of proportionality. Combining
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(6.6) with (6.4) we conclude (5.2) holds for πv for all v with cπv = 1 for almost all v (by
Proposition 5.4), and that cπ =
∏
v cπv .
6.7. Local conjecture. Let F be a local field of characteristic 0. Motivated by Theorem
6.2 we make the following:
Conjecture 6.7. For any good unitarizable π ∈ Irrgen,metaM we have cπ = ǫ(
1
2
, π, ψ).
(Recall that ǫπ = ǫ(
1
2
, π, ψ) in the p-adic case.) By Theorem 6.2, Conjecture 6.7 implies
Conjecture 1.1 since
∏
v ǫ(
1
2
, π, ψv) = 1 as L(
1
2
, π) 6= 0.
Recall that by Proposition 5.4, Conjecture 6.7 holds in the unramified case.
In fact, it is natural to expect the following stronger version of Conjecture 6.7.
Conjecture 6.8. Any π ∈ Irrgen,metaM is good and satisfies cπ = ǫ(
1
2
, π, ψ).
7. The case n = 1 – formal computation
We will substantiate Conjecture 6.8 (or more precisely, the identity cπ = ǫπ) by con-
sidering the case n = 1 which is already non-trivial and contains many of the ingredients
for the general case. We will confine ourselves in this section to a heuristic argument,
treating all integrals as if they were absolutely convergent.
Throughout let F be a local field.
We fix an irreducible generic representation π ofM = GL2 with a trivial central character.
For convenience we will also consider π as a representation of M through ̺. Recall that
ψNM((
1 x
1 )) = ψ(x) and ψN˜((
1 x
1 )) = ψ(−
1
2
x).
7.1. We first describe Aψ(W,Φ, g˜, s) for g = w′U ′mu in the big cell U
′w′U ′P
′, where m ∈M ′
and u ∈ U ′. From (4.3),
Aψ(W,Φ, w˜′U ′m˜u˜, s) =
∫
Vγ\V
Ws(γvη(w
′
U ′mu))ωψ−1NM
(vw˜′U ′m˜u˜)Φ(ξn) dx dy.
Recall ωψ−1NM
was defined in (2.3), γ = wUη(w
′
U ′)
−1 and Vγ = η(w
′
U ′)(V ∩ NM)η(w
′
U ′)
−1.
It is convenient to make a change of variable v 7→ η(w′U ′)vη(w
′
U ′)
−1. Note that η(w′U ′)
normalizes V . By (2.4) the integral becomes:∫
(V ∩NM )\V
Ws(wUvη(mu))ωψ−1
NM
(w˜′U ′vm˜u˜)Φ(ξn) dv.
When n = 1, the group of {v(x, y) = ℓ(( x yx ))} is a section of (V ∩ NM)\V . Explicitly
we have:
(7.1) Aψ(W,Φ, (˜ 1−1 )(˜
t tz
t−1 ), s) =∫∫
F 2
Ws(
(
1
1
−1
−1
)(
1 x y
1 x
1
1
)(
1
t tz
t−1
1
)
)ωψ−1N
M
((˜ 1−1 )
(
1 x y
1 x
1
1
)
(˜ t tzt−1 ))Φ(1) dv.
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For Φ ∈ S(F ) and f ∈ C∞(Sp2) define
Φ ∗ f(g) =
∫
F
f(g
(
1 r
1
1 −r
1
)
)Φ(r) dr.
“Claim” 7.1.
(7.2) Aψ(W,Φ, (˜ 1−1 )(˜
t tz
t−1 ), s) =
|t|
1
2 νψ
∫∫
F 2
(Φ ∗ (Ws))(
(
t−1
1
1
t
)(
1
1
x y 1
−z x 1
)(
1
1
−1
−1
)
)ψ(
1
2
y) dx dy
where νψ is a certain root of unit determined by ψ satisfying νψνψ−1 = 1.
“Proof”. Using (2.2b) we get the expression (7.1) is
ν ′ψ
∫∫∫
F 3
Ws(
(
1
1
−1
−1
)(
1 x y
1 x
1
1
)(
1
t tz
t−1
1
)
)ωψ−1NM
(
(
1 x y
1 x
1
1
)
(˜ t tzt−1 ))Φ(Y )ψ(−Y ) dY dx dy.
Here ν ′ψ is a certain root of unit (determined by ψ) satisfying ν
′
ψν
′
ψ−1 = 1.
By the equivariance of W and (2.1a), this is
ν ′ψ
∫∫∫
F 3
Ws(
(
1
1
−1
−1
)(
1 Y
1
1 −Y
1
)(
1 x y
1 x
1
1
)(
1
t tz
t−1
1
)
)
ωψ−1
NM
(
(
1 Y
1
1 −Y
1
)(
1 x y
1 x
1
1
)
(˜ t tzt−1 ))Φ(0) dY dx dy.
Clearly the triple integral can be considered as the integration over Heisenberg group
{v(x, y, r) = ℓ(( x yx ))̺(( 1 r1 ))}:
ν ′ψ
∫∫∫
F 3
Ws(
(
1
1
−1
−1
)
v(x, y, r)
(
1
t tz
t−1
1
)
)ωψ−1N
M
(v(x, y, r)(˜ t tzt−1 ))Φ(0) dr dx dy.
Make the change of variable v(x, y, r) 7→ η(( t tzt−1 ))v(x, y, r)η((
t tz
t−1 ))
−1; from (2.4) the
integral becomes:
ν ′ψ
∫∫∫
F 3
Ws(
(
1
1
−1
−1
)(
1
t tz
t−1
1
)
v(x, y, r))ωψ−1NM
((˜ t tzt−1 )v(x, y, r))Φ(0) dr dx dy.
From (2.2a) and (2.2c), the above becomes (for some root of unity νψ satisfying νψνψ−1 = 1):
|t|
1
2 νψ
∫∫∫
F 3
Ws(
(
1
1
−1
−1
)(
1
t tz
t−1
1
)
v(x, y, r))ωψ−1NM
(v(x, y, r))Φ(0) dr dx dy.
From (2.1a), (2.1b) and (2.1c), we get ωψ−1
NM
(v(x, y, r))Φ(0) = ψ(−1
2
y)Φ(r). Thus the above
integral equals
|t|
1
2 νψ
∫∫
F 2
(Φ ∗ (Ws))(
(
1
1
−1
−1
)(
1
t tz
t−1
1
)(
1 x y
1 x
1
1
)
)ψ(
1
2
y)−1 dx dy.
The claim follows. 
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7.2. For simplicity for W ∈ Ind(WψNM (π)) we set: (note that t = ( 1 −1 ) when n = 1)
M∗W := (M(
1
2
)W )− 1
2
=
∫∫∫
F 3
W 1
2
(
(
1
−1
−1
1
)(
1
1
−1
−1
)(
1
1
x y 1
z x 1
)
·) dx dy dz.
“Claim” 7.2. (1) For any W ∈ Ind(WψNM (π)) we have Aψ(W,Φ, e, s) = Aψe (Φ∗(Ws))
where
(7.3) Aψe (W ) :=
∫
F
W (
(
1
1
x 1
1
)(
1
1
−1
1
)(
1 −1
1
1 1
1
)
)ψ(
1
2
x) dx.
(2) Let W˜ = Aψ
−1
(M(1
2
)W∧,Φ∨, ·,−1
2
) for some W∧ ∈ Ind(W
ψ−1NM (π)) and Φ∨ ∈ S(F ).
Then the left-hand side of (5.2) equals
(7.4)
∫
F ∗
Iψ(Φ ∗ (W 1
2
); ( t 1 ))I
ψ−1(Φ∨ ∗M∗W∧; ( t 1 )) |t|
−3 dt
where for any function f ∈ C∞(Sp2) we set
Iψ(f ; g) :=
∫∫∫
F 3
f(
( g
g∗
)( 1
1
x y 1
z x 1
)(
1
1
−1
−1
)
)ψ(
y − z
2
) dx dy dz.
“Proof”. For part 1 of the “Claim”, recall that for g ∈ SL2, A
ψ(W,Φ, g˜, s) is∫∫
F 2
Ws(
(
1
1
−1
1
)(
1 y x
1
1 −y
1
)(
1
g
1
)
)ωψ−1NM
(
(
1 y x
1
1 −y
1
)
g˜)Φ(1) dy dx.
For g = e, using (2.1a) and (2.1c) we get
(7.5) Aψ(W,Φ, e, s) =
∫∫
F 2
Ws(
(
1
1
−1
1
)(
1 y x
1
1 −y
1
)
)Φ(1 + y) dy ψ(
1
2
x)−1 dx
=
∫
F
Φ ∗ (Ws)(
(
1
1
x 1
1
)(
1
1
−1
1
)(
1 −1
1
1 1
1
)
) ψ(
1
2
x) dx,
which is Aψe (Φ ∗ (Ws)).
Consider now the left-hand side of (5.2). Using Bruhat decomposition, we get from
(4.11) that
J˜(W˜ ,W,Φ, s) =
∫
F ∗
∫
F
W˜ ((˜ 1−1 )(˜
t tz
t−1 ))A
ψ(W,Φ, (˜ 1−1 )(˜
t tz
t−1 ), s) |t|
2 dz dt.
Thus, the left-hand side of (5.2) equals∫
F
∫
F ∗
∫
F
W˜ ((˜ 1−1 )(˜
t tz
t−1 )(˜
1 z′
1 ))A
ψ(W,Φ, (˜ 1−1 )(˜
t tz
t−1 ),
1
2
) |t|2 dz dt ψ(−
1
2
z′) dz′,
which by a change of variables z′ 7→ z′ − z becomes∫
F ∗
( ∫
F
W˜ ((˜ 1−1 )
(˜
t tz′
t−1
)
)ψ(−
1
2
z′) dz′
)( ∫
F
Aψ(W,Φ, (˜ 1−1 )(˜
t tz
t−1 ),
1
2
)ψ(
1
2
z) dz
)
|t|2 dt.
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By our choice of W˜ , the above integration becomes∫
F ∗
( ∫
F
Aψ
−1
(M(
1
2
)W∧,Φ∨, (˜ 1−1 )
(˜
t tz′
t−1
)
,−
1
2
)ψ(−
1
2
z′) dz′
)
( ∫
F
Aψ(W,Φ, (˜ 1−1 )(˜
t tz
t−1 ),
1
2
)ψ(
1
2
z) dz
)
|t|2 dt.
Using (7.2) twice, we get that the above integration equals∫
F ∗
( ∫∫∫
F 3
(Φ∨ ∗M∗W∧)(
(
t
1
1
t−1
)(
1
1
x y 1
z x 1
)(
1
1
−1
−1
)
)ψ(
z − y
2
) dx dy dz
)
( ∫∫∫
F 3
(Φ ∗ (W 1
2
))(
(
t
1
1
t−1
)(
1
1
x′ y′ 1
z′ x′ 1
)(
1
1
−1
−1
)
)ψ(
y′ − z′
2
) dx′ dy′ dz′
)
|t|−3 dt.
Here the roots of unity νψ and νψ−1 cancel each other. This expression is just (7.4). 
7.3. From “Claim” 7.2, we are left to show the identity∫
F ∗
Iψ(Φ∗(W 1
2
); ( t 1 ))I
ψ−1(Φ∨∗M∗W∧; ( t 1 )) |t|
−3 dt = ǫπA
ψ
e (Φ∗M
∗W )Aψ
−1
e (Φ
∨∗M∗W∧).
Since Φ ∗M∗W =M∗(W ′) with W ′1
2
= Φ ∗ (W 1
2
), it remains to show that
(7.6)
∫
F ∗
Iψ(W 1
2
; ( t 1 ))I
ψ−1(M∗W∧; ( t 1 )) |t|
−3 dt = ǫπA
ψ
e (M
∗W )Aψ
−1
e (M
∗W∧)
for any (W,W∧) ∈ Ind(WψNM (π))× Ind(W
ψ−1NM (π)).
7.4. The left-hand side of (7.6) is a seven-dimensional integral. To compute it, it is
advantageous to integrate over t first. This is because for any g ∈ Sp2 the function
Ws((
m
m∗ ) g) |detm|
−(s+ 3
2
)
belongs to WψNM (π) and therefore the integral over t (with the rest of the variables fixed)
has the form ∫
F ∗
W 1(( t 1 ))W
2(( t 1 )) dt
whereW 1 ∈WψNM (π) andW 2 ∈W
ψ−1NM (π∨). The key observation is that the above integral
defines a GL2-invariant bilinear form on W
ψN
M (π)×W
ψ−1N
M (π∨), and thus
(7.7)
∫
F ∗
W 1(( t 1 ))W
2(( t 1 )) dt =
∫
F ∗
W 1(( t 1 ) b)W
2(( t 1 ) b) dt
for any b ∈ GL2. We conclude that the left-hand side of (7.6) equals∫
F ∗
Iψ(W 1
2
; ( t 1 ) b)I
ψ−1(M∗W∧; ( t 1 ) b) |t|
−3 |det b|−3 dt
for any b ∈ GL2.
WHITTAKER–FOURIER COEFFICIENTS ON S˜pn 37
7.5. To prove (7.6) we will show the following:
“Claim” 7.3. Let b =
(
− 1
2
1
2
1 1
)
=
(
1 − 1
2
1
)
( 11 1 ) (
1
1 ). Then for any W ∈ Ind(W
ψNM (π))
we have
(7.8) Iψ(M∗W ; ( t 1 ) b) = |t| ǫπA
ψ
e (M
∗W )
for all t ∈ F ∗ and
(7.9)
∫
F ∗
Iψ(W 1
2
; ( t 1 ) b) |t|
−2 dt = Aψe (M
∗W ).
In the remaining part of the section we give a formal argument for the “Claim”. With
our choice of b, Iψ(f ; ( t 1 ) b) is equal to∫∫∫
F 3
f(
(
t
1
1
t−1
)(
1
1
x′ y′ 1
z′ x′ 1
)
( b b∗ )
(
1
1
−1
−1
)
)ψ(
y − z
2
) dx dy dz
where x′ = y−z
2
, z′ = z + y − 2x and y′ = z+y+2x
4
. Making a change of variables, we get
(7.10) Iψ(f ; ( t 1 ) b) =
∫∫∫
F 3
f(
(
t
1
1
t−1
)(
1
1
x y 1
z x 1
)
( b b∗ )
(
1
1
−1
−1
)
)ψ(x) dx dy dz.
7.6. We use the fact that the image of M∗ admits a nontrivial H-invariant linear form,
where H is the centralizer of
(
1
−1
−1
1
)
in Sp2 i.e.
H = {
( ∗ ∗
∗ ∗
∗ ∗
∗ ∗
)
} ∼= SL2× SL2 .
Let Y be the subgroup
{
( t x
t y
t−1
t−1
)
: t ∈ F ∗, x, y ∈ F}.
Note that in these coordinates the modulus function δY of Y is |t|
4 = |det ( t t )|
3
2
+ 1
2 .
For any W ∈ Ind(WψNM (π)) we have W 1
2
(yh) = δY (y)W 1
2
(h). Thus, we can define
(7.11) LW (g) =
∫
Y \H
W 1
2
(hg) dh =
∫
F ∗
∫∫
F 2
W 1
2
(
(
t
1
1
t−1
)(
1
1
x 1
z 1
)
g) dz dx |t|−2 dt
and
L′W (g) = LW (
(
1
1
1
1
)
g).
Clearly, LW and L
′
W are left H-invariant functions. In fact,
(7.12) L′W = ǫπLW
where ǫπ = ǫ(
1
2
, π, ψ) because of the local functional equation for GL(2) (see §3.2).
We can express M∗W in terms of LW as follows.
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“Claim” 7.4. For any W ∈ Ind(WψNM (π)),
M∗W (g) =
∫∫
F 2
L′W (
(
1 s r
1 r
1 −s
1
)
g)ψ(−s) dr ds.
“Proof”. It is enough to consider the case g = e. The right-hand side is∫∫
F 2
L′W (
(
1
1
−1
−1
)(
1 s r
1 r
1 −s
1
)
)ψ(−s) dr ds =
∫
F ∗
∫∫∫∫
F 4
W 1
2
(
(
t
1
1
t−1
)(
1
1
x 1
z 1
)(
1
1
−1
−1
)(
1 s r
1 r
1 −s
1
)
)ψ(−s) dr ds dz dx |t|−2 dt.
Making the change of variables z 7→ z − rs, r 7→ −r we get∫
F ∗
∫∫∫∫
F 4
W 1
2
(
(
t
1
1
t−1
)(
1
1
r x 1
z r 1
)(
1 −s
1
1 s
1
)(
1
1
−1
−1
)
)ψ(−s) dr ds dz dx |t|−2 dt.
By a further change of variables in x and r we get∫
F ∗
∫∫∫∫
F 4
W 1
2
(
(
t
1
1
t−1
)(
1 −s
1
1 s
1
)(
1
1
r x 1
z r 1
)(
1
1
−1
−1
)
)ψ(−s) dr ds dz dx |t|−2 dt
=
∫∫∫∫
F 4
∫
F ∗
W 1
2
(
(
t
1
1
t−1
)(
1
1
r x 1
z r 1
)(
1
1
−1
−1
)
)ψ(−s− ts) |t|−2 dt ds dr dz dx.
By Fourier inversion this is∫∫∫
F 3
W 1
2
(
(
−1
1
1
−1
)(
1
1
r x 1
z r 1
)(
1
1
−1
−1
)
) dr dz dx = M∗W (e)
as required. 
7.7. Equation (7.8) follows from (7.12) and the following:
“Claim” 7.5. For all t ∈ F ∗ and W ∈ Ind(WψNM (π)) we have
Iψ(M∗W ; ( t 1 ) b) = |t|
∫
F
L′W (
(
1
1
x 1
x 1
)
( b b∗ )
(
1
1
−1
−1
)
) ψ(x) dx,(7.13a)
Aψe (M
∗W ) =
∫
F
LW (
(
1
1
x 1
x 1
)
( b b∗ )
(
1
1
−1
−1
)
)ψ(x) dx.(7.13b)
“Proof”. By (7.10) we can write the identity (7.13a) (for a translate of W ) as
(7.14) |t|−1
∫∫∫
F 3
M∗W (
(
t
1
1
t−1
)(
1
1
x y 1
z x 1
)
)ψ(x) dx dy dz
=
∫
F
L′W (
(
1
1
x 1
x 1
)
)ψ(x) dx.
By “Claim” 7.4 the left-hand side of (7.14) is
|t|−1
∫
· · ·
∫
F 5
L′W (
(
1 s r
1 r
1 −s
1
)(
t
1
1
t−1
)(
1
1
x y 1
z x 1
)
)ψ(−s+ x) dx dy dz dr ds.
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Conjugating t and making a change of variable in s we get∫
· · ·
∫
F 5
L′W (
(
1 s r/t
1 r/t
1 −s
1
)(
1
1
x y 1
z x 1
)
)ψ(−ts + x) dx dy dz dr ds.
Conjugating y, and changing s to s− yr/t we get∫
· · ·
∫
F 5
L′W (
(
1 s r/t
1 r/t
1 −s
1
)(
1
1
x 1
z x 1
)
)ψ(−ts + yr + x) dx dy dz dr ds.
Using Fourier inversion for the integrations over r then y, we get∫∫∫
F 3
L′W (
(
1 s
1
1 −s
1
)(
1
1
x 1
z x 1
)
)ψ(−ts+ x) dx dz ds.
Conjugating
(
1 s
1
1 −s
1
)
and using the invariance of L′W we get∫∫∫
F 3
L′W (
(
1
1
x−sz 1
x−sz 1
)(
1 s
1
1 −s
1
)
)ψ(−ts + x) dx dz ds
which after a change of variables x 7→ x+ sz becomes∫∫∫
F 3
L′W (
(
1
1
x 1
x 1
)(
1 s
1
1 −s
1
)
)ψ(−ts+ x+ sz) dx dz ds.
Now integrate over s first and then over z. By Fourier inversion we get∫
F
L′W (
(
1
1
x 1
x 1
)
)ψ(x) dx
which is the right-hand side of (7.14). Note that the last expression is independent of t.
Next we show (7.13b). We first prove the following identity:
(7.15)
∫
F
M∗W (
(
1
1
x 1
1
)
)ψ(
1
2
x) dx =
∫
F
L′W (
(
1 x
1
1 −x
1
)( 1 − 1
2
1 − 1
2
1
1
)
)ψ(−x) dx.
Using “Claim” 7.4 once again, we can write the left-hand side of (7.15) as∫∫∫
F 3
L′W (
(
1 s r
1 r
1 −s
1
)(
1
1
x 1
1
)
)ψ(−s +
1
2
x) dr ds dx.
Conjugating
(
1
1
x 1
1
)
∈ H , this becomes∫∫∫
F 3
L′W (
(
1 s+rx r
1 r
1 −s−rx
1
)
)ψ(−s +
1
2
x) dr ds dx
which after a change of variables s 7→ s− rx becomes∫∫∫
F 3
L′W (
(
1 s r
1 r
1 −s
1
)
)ψ(−s + rx+
1
2
x) dr ds dx.
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Integrating r first and then x and using Fourier inversion, we get∫
F
L′W (
(
1 s − 1
2
1 − 1
2
1 −s
1
)
)ψ(−s) ds =
∫
F
L′W (
(
1 s
1
1 −s
1
)( 1 − 1
2
1 − 1
2
1
1
)
)ψ(−s) ds
by the H-invariance of L′W .
From (7.3) and (7.15), we have
Aψe (M
∗W ) =
∫
F
L′W (
(
1 x
1
1 −x
1
)( 1 − 1
2
1 − 1
2
1
1
)(
1
1
−1
1
)(
1 −1
1
1 1
1
)
)ψ(−x) dx.
By the invariance of L′W by
(
1
1
1
−1
)
∈ H we get after a change of variable x 7→ −x:
∫
F
L′W (
(
1
1
x 1
x 1
)(
1
1
1
−1
)( 1 − 1
2
1 − 1
2
1
1
)(
1
1
−1
1
)(
1 −1
1
1 1
1
)
)ψ(x) dx
=
∫
F
L′W (
(
1
1
x 1
x 1
)(
1
1
1
1
)
( b b∗ )
(
1
1
−1
−1
)
)ψ(x) dx
=
∫
F
LW (
(
1
1
x 1
x 1
)
( b b∗ )
(
1
1
−1
−1
)
)ψ(x) dx
as claimed. 
7.8. Equation (7.9) follows from (7.13b) and the following:
“Claim” 7.6.∫
F ∗
Iψ(W 1
2
; ( t 1 ) b) |t|
−2 dt =
∫
LW (
(
1
1
x 1
x 1
)
( b b∗ )
(
1
1
−1
−1
)
)ψ(x) dx.
“Proof”. From (7.10), the left-hand side is∫
F ∗
∫∫∫
F 3
W 1
2
(
(
t
1
1
t−1
)(
1
1
x y 1
z x 1
)
( b b∗ )
(
1
1
−1
−1
)
)ψ(x) |t|−2 dx dy dz dt
which by the definition (7.11) of LW equals the right-hand side. 
It seems non-trivial to devise a rigorous proof out of the argument above. The main
problem is that the seven-dimensional integral on the left-hand side of (7.6) is not abso-
lutely convergent. Hence, interchanging the order of integration is delicate (especially the
step in §7.4). One possible simplification is to take W to be supported in the big cell
(given by the non-vanishing of the left lower 2 × 2 minor). To determine cπ it suffices to
consider these W , which imposes compact support on some of the variables of integration.
Nonetheless, there are still serious convergence issues remaining, because we can certainly
not assume that M(1
2
)W∧ is supported in the big cell as well. We will address these issues
in a forthcoming paper. We mention that the pertinent generalization of (7.7) to general
n was carried out in [LM14b].
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