This paper investigates the method of using node control for numerical optimization to determine feasible aerogravity-assist trajectories at Mars. To find these trajectories, a simulator capable of simulating gravitational and aerodynamic accelerations was developed. In addition, a large number of waverider geometries was evaluated to find a vehicle with a large enough lift-to-drag ratio, of which the aerodynamic characteristics were determined using Direct Simulation Monte Carlo and the Modified Newtonian method. The impact of the initial velocity on the achievable bending angles was investigated. The largest bending angle that could be achieved was 178.5
I. Introduction
People have gazed upon night sky for thousands of years. Early on astronomers observed objects moving among the stars, also known as planets. Later, once the telescope was invented, these planets could be observed in more detail. In more recent time, in the scientists' and researchers' pursuit for more information about the origin and development of the Solar System, as well as the search for life, space agencies have sent spacecraft and probes to other planets and the boundaries of the Solar System. This made it possible to observe the planets from a closer distance, which resulted in much more detailed observations that could not be performed from Earth itself.
Both Venus and Mars, being the two planets in the Solar System closest to Earth, can be reached directly using propulsive maneuvers only. Jupiter can also be reached from Earth directly using a propulsive maneuver, but since the velocity change for such a trajectory requires a lot of propellant, it is not used very often. The velocity change that can be obtained from the available launch vehicles and thrusters is sufficient to reach these few planets. Objects that are located at much larger distance from Earth cannot be reached using propulsive maneuvers only. This would require such a large amount of propellant that it is not feasible to launch the spacecraft in the first place. To overcome this limitation, use has been made of planetary bodies that can be reached to increase the heliocentric velocity of a spacecraft. Such a maneuver is also called a gravity assist, gravitational sling-shot or swing-by, and consists of a hyperbolic trajectory around a planetary body, resulting in a rotation of the velocity vector in the heliocentric reference frame. This leads to an increase or decrease of the spacecraft's heliocentric velocity, a change in its inclination, or a combination of both.
To increase the efficiency of the gravity assist, the aerogravity assist maneuver was proposed. 1 In addition to the gravitational acceleration, aerodynamic lift is used to increase centripetal acceleration. This will allow for an increase in bending angle and, as a result, an increase in the momentum exchange. In addition, performing out-of-plane maneuvers, which can be achieved by changing the direction of the lift vector by means of a bank angle, can result in an adjustment of the inclination of the orbit.
The geometry of an aerogravity assist is depicted in Fig. 1 . A vehicle arrives at a planet with hyperbolic excess velocity V − ∞ . If no atmosphere would be present, the velocity vector would be bent over an angle δ GA,0 , indicated by the dashed trajectory labeled Osculating outgoing. The atmosphere, however, becomes noticeable at a distance R 0 . At this distance, it has been defined that the atmospheric phase has started, which ends once the vehicle passes the edge of the atmosphere again at R f . An indication of the length
Osculating outgoing
Actual outgoing
Osculating incoming Actual incoming of this atmospheric phase is given by the atmospheric bending angle θ AGA , which is defined as the angle between R 0 and R f . The vehicle leaves the planet with the hyperbolic excess velocity V + ∞ . The arrival trajectory a vehicle would have had to leave the planet with V + ∞ in case there was no atmosphere is indicated by the dashed trajectory labelled Osculating incoming. As a result of the atmospheric maneuver, the velocity vector is rotated over the velocity bending angle, δ AGA .
In this paper, a numerical optimization method in combination with the concept of node control, is used to find feasible aerogravity-assist trajectories, in particular around Mars, as this planet is relatively easily accessible from Earth with existing launch systems and often included in interplanetary mission planning. The goal of this paper is to find an easy method of finding feasible aerogravity assist trajectories, and use this method to investigate a specific mission. To achieve this, first the aerothermodynamics involved in an aerogravity assist will be discussed in Sec. II. Next, the equations of motions used for the simulation of aerogravity-assist trajectories are presented in Sec. III. The concept of node control, and how this was used in combination with an optimization algorithm, is shown in Sec. IV. Finally, the results are presented in Sec. V. Section VI concludes this paper with some final remarks.
II. Aerothermodynamics
Aerodynamic forces on a vehicle are necessary to perform an aerogravity assist. Most conventional (re-)entry vehicles, such as capsules or winged vehicles such as the Space Shuttle, have a low lift-to-drag ratio (L/D), which results in a relatively large energy dissipation due to atmospheric drag. A vehicle with a large L/D is desirable to prevent the vehicle from losing too much energy due to this drag. This eliminates vehicle designs such as capsules and winged entry vehicles. Literature 3, 4, 5 suggests to use a waverider as a vehicle for an aerogravity assist due to its high L/D. A method of modeling waverider geometries will also be shown in this section.
A. Aerodynamic properties
The aerodynamic characteristics depend not only on the shape of the vehicle, but also on the type of flow. Three flow regimes can be identified: the free-molecular-flow regime, the transition-flow regime and the continuum-flow regime. The flow regimes can be identified by means of the Knudsen number. The Knudsen number is a non-dimensional number and depends on the mean free path length:
in which λ is the mean free path length, L is a characteristic length, m p is the mass of the particles, σ is the collision diameter of the particles, and ρ is the free stream density. The three flow regimes can be categorized as:
Free molecular flow Kn > 10
Transition flow 0.001 < Kn < 10 Continuum flow Kn < 0.001
In the free-molecular-flow regime, the mean free-path length of the gas is so large that the flow cannot be considered as a continuum flow. The flow should therefore be created as individual particles moving in a rectilinear path. The continuum-flow regime is the flow regime where the collisions between particles predominate, which is not the case in the free-molecular-flow regime. In the transition between these two flow regimes, either assumptions of free-molecular flow or continuum flow are no longer completely valid.
For each of the three flow regimes, a different method was used to determine the aerodynamic properties of the vehicle. The aerodynamic coefficients in the free molecular flow regime were determined by means of Direct Simulation Monte Carlo 7 (DSMC). More specific, the DSMC implementation of the Stochastic Parallel Rarefied-gas Time-accurate Analyzer 8 (SPARTA) was used. The aerodynamic coefficients in the continuum flow regime were determined by means of the Modified Newtonian method, which is a rather simple local-inclination method. The coefficients in the transition flow regime were determined by taking a weighted average of the found coefficients in the continuum and free molecular flow regime. The weights were determined by means of a bridging function, which is:
in which:
B. Vehicle A waverider can be described by five parameters, namely l, w, θ, δ, and n (Fig. 2) . 10 The parameters w and l correspond to the width and length of the vehicle, as is shown in Fig. 2a . The parameters θ and δ are the wedge angle and the oblique-shock angle, respectively, shown in Fig. 2b . The parameter n is related to the curvature of the planform. Using these five parameters, the upper and lower surface can be described by:
In these equations, A = 1 2 w/l n and B = A/ tan n δ. The geometry of the planform is described by Eq. (4). The curvature of the upper surface is given by z u , while the lower surface is defined by z l . Both are shown in Fig. 2c .
The shape of the waverider that will be used in an aerogravity assist maneuver has a large impact on the performance of such a maneuver. If, for example, a waverider is selected, which has a rather large drag coefficient, it is likely that the atmospheric bending angle that can be achieved is less due to the larger energy loss. Furthermore, even if it is assumed that the same bending angle would be achieved, the departure velocity will be less in case of a high-drag waverider shape. • To asses the performance of different waverider shapes, as well as the influence of the design parameters, a number of waverider shapes was generated and evaluated using SPARTA. The design parameters θ, δ and n were varied in the following ranges, while keeping the width and length at 2 and 5 m, respectively:
Using these sets of θ, δ and n resulted in a total of 144 different waverider shapes. Each of these waverider shapes was evaluated using SPARTA, using a flow velocity of 8.000 m/s, a number density of 1.2 × 10 19 m −3
and using an atmospheric composition of 0.79 N 2 and 0.21 O 2 . It was observed that varying the atmospheric composition had a minor effect on the results, and was therefore kept constant in the analysis. Furthermore, the ratio of physical particles to simulation particles was 0.5 × 10 16 , using a diffuse collision model with an accommodation coefficient of 0.9. It was decided to use the waverider geometry with the largest L/D. For the geometry with the largest L/D, the same analysis was also performed for the continuum flow regime.
The geometry with the largest L/D had the following parameters: w = 2.0 m, l = 5.0 m, n = 0.5, θ = 5.0
• and δ = 9.0 • , which is shown in Fig. 3 . The L/D as a function of the angle of attack for this vehicle geometry for both the free molecular flow regime and the continuum flow regime is shown in Figs. 4a and 4b.
For the equations of motion, it is also necessary to determine the reference area and the vehicle mass. Based on values found in literature, a vehicle mass of 800 kg has been used. The reference area used to determine the aerodynamic forces can be determined using
and is 6.67 m 2 for the selected waverider. For an aerogravity assist at Mars, this reference area did not result in a sufficiently large lift force, which would result in a skip out of the atmosphere even with a full lift-down bank-angle profile. To account for this limitation of the selected waverider dimensions, while still being able to fly at maximum L/D, the reference area for the analysis on Mars was increased by a factor of 10. This would, taking into account the same aspect ratio of 2:5, result in a waverider with l = 15.8 m and w = 6.32 m. It is expected that these dimensions are beyond the current launch capabilities, and it seems unlikely that such a vehicle will be able to maneuver in the recent future.
Of course, increasing the angle of attack will also result in a larger lift force, but will automatically increase the drag, which will in turn increase the energy dissipation, limiting the possible atmospheric bending angles. By investigating the effect of the reference area in more detail, possibly in combination with a larger angle of attack, the required reference area that is necessary could be reduced to more acceptable values, but this is left for future research. If, from this research, it is shown that a reference area would be required that indeed exceeds the current launch capabilities, alternative solutions to this problem should be found. A suggestion to increase the reference area can be derived from the concept of inflatable aeroshells.
11 This is a concept used in the design of aero-assisted entries, and allows to increase the aeroshell to much larger sizes than possible with rigid aeroshells. So far, the geometry of inflatable aeroshells is often similar to those of blunt entry capsules, which is not the geometry required for an aerogravity assist. However, the concept of inflatable aeroshells could prove a valuable means of increasing the reference area of a waverider while remaining within launch vehicle constraints a . 
C. Aerodynamic heating
The high velocities inside the atmosphere will result in aerodynamic heating on the vehicle. The heat fluxes should therefore be estimated, to ensure that the found trajectories are physically feasible. Two mechanisms of heat transfer that have been considered are convection and radiation. For both mechanisms, engineering models will be presented to estimate the heat flux on a vehicle. For the convective heat flux, the following relation was used:
where k is a constant depending on the composition of the atmosphere, ρ is the atmospheric density, R N is the nose radius of the vehicle and V is the velocity of the vehicle with respect to the atmosphere. For radiative heating, the following relation was used:
where C = 2.35 × 10 The convective and radiative heating are both a function of the nose radius of the vehicle. For the used geometries of the waveriders, the nose radius would be close to zero, since all these vehicles have a sharp leading edge. By looking at Eqs. (8) and (9), this would result in an infinitely large heat flux. To still be able to give an estimate for the heat flux, a normalized nose radius of 1 m has been used. This is in agreement a The situation will be different again for fly-by planets with a denser atmosphere, such as Venus. Therefore, the main focus of the current paper is more on the methodology than the vehicle and mission design.
with the value of the nose radius that has been found in literature. 2, 3 The effect that such a nose radius has on the aerodynamic performance remains to be assessed as future work.
III. Simulation Model
The movement of a particle, object or vehicle can be described by a set of mathematical equations based on Newton's second law. This law is only valid in an inertial frame. However, the equations could also be adapted such that they would be valid in rotating reference frames, but this would introduce apparent forces. For our simulation, the inertial planetocentric reference frame has been selected to define the equations of motion. By defining the equations of motion in this reference frame, only a reference frame transformation on the aerodynamic forces needs to be performed.
Some assumptions were made when establishing the equations of motion. These assumptions simplify these equations, thereby reducing the required implementation effort and computational time, and are listed below:
• The mass of the vehicle does not change over time. So it is assumed that no propellant tanks are depleted or that the mass of the thermal protection systems is reduced due to ablation. This assumption removes all the mass-varying terms from the equations of motion.
• The vehicle is assumed to be a rigid body. This implies that any deformations due to aerodynamic or thermal loading, as well as that the movement of anything within the vehicle, is neglected.
• Only the translational motion is considered, so the rotational accelerations on the vehicle are not taken into account.
The resulting force on a point mass can determined by combining the gravitational, aerodynamic and perturbing forces. By defining the position vector in an inertial frame R I = x I y I z I T and combining the external forces with Newton's second law, the following equation can be obtained:
All the external forces in Eq. (10) are defined in the inertial planetocentric reference frame, indicated by the superscript I. The external forces consist of the gravitational forces of the central body, the aerodynamic forces and the perturbing forces. For the gravitational force, F I grav , a central-field acceleration model was used. The aerodynamic force vector, F I aero , consists of the lift and drag force, and uses the aerodynamic coefficients found in Sec. II. The perturbing forces F I pert are considered to be forces other than the aerodynamic and central gravity forces. A number of perturbing forces was investigated, but only the perturbing acceleration due to the oblateness of the planet, also known as the J 2 effect, was of any significance. The expression for this perturbing force is given by:
in which m is the mass of the vehicle, µ is the gravitational parameter, J 2 is the second zonal-harmonics coefficient, R p is the planetary radius, R is the radial distance of the vehicle with respect to the center of the planetary body, and x I , y I and z I are the position coordinates of the vehicle in the inertial planetocentric reference frame.
To determine the lift and drag forces on the vehicle, the atmospheric density should be known. Although the more detailed Mars Global Reference Atmospheric Model was implemented in the simulator, evaluating this model would require too much computational effort. Therefore, an exponential atmosphere model was implemented as well, and was used to perform the analysis shown later in this paper. The exponential atmosphere can be described by ρ = ρ 0 e −h/hs (12) where ρ is the atmospheric density, ρ 0 is the reference density, h is the altitude and h s is the scale height.
The simulator was developed using the TU Delft Astrodynamics Toolbox b (Tudat), which is a C++ toolbox developed by students and staff members from the Astrodynamics and Space Missions department. This toolbox contains a large number of software routines that is useful for the development of simulators for astrodynamic applications, such as numerical integrators, environmental models and acceleration models. This paper will discuss the aerogravity assist trajectories for Mars only. To perform this analysis, the parameters used to model the environment should be known and are therefore listed in Table 1 . 
IV. Node Control
Once a vehicle enters the atmosphere, the trajectory that follows is depending on the used control commands. For the aerogravity assist considered in this research, the control commands are limited to the angle of attack α and the bank angle σ. A method of obtaining a control history for the angle of attack and the bank angle is called node control.
14 In this concept, a total of N nodes N are considered as a function of an independent variable. For each node, there is a corresponding control-variable value. To obtain a continuous control history, these nodes are connected using an interpolation method. To prevent overshooting the guidance nodes, a Hermite-spline interpolator was used. An illustration of this concept is shown in Fig. 5 . 
Mooij and Hanninen
14 consider the normalized specific energyÊ as an independent variable. This is, since they considered a re-entry problem and the specific energy reduces fromÊ = 1 toÊ = 0, not an appropriate independent variable for an aerogravity assist. At the beginning of a trajectory, one does not know the amount of energy reduction due to the atmosphere. Consider the following example: the control nodes are spaced betweenÊ = 1 andÊ = 0, whereÊ = 1 is the specific energy at the start of the trajectory andÊ = 0 is the energy level where the vehicle has no potential or kinetic energy. As the goal of an aerogravity assist is to leave the planet again, the energy level at the end of the trajectory will not be zero, which means that a part of the defined nodes is not used. It would, of course, be possible to space the b Tudat: http://tudat.tudelft.nl/ control nodes betweenÊ = 1 and the energy level at the end of the trajectoryÊ f , but this would require to know the specific energy after the maneuver before the optimization is started. Even though one could estimateÊ f by simple approximations, this was found to be difficult nonetheless. Furthermore, ifÊ would be estimated incorrectly, the specific energy could decrease belowÊ f , for which no nodes are defined. It is therefore decided not to use specific energy as an independent variable.
A more appropriate independent variable is the atmospheric bending angle θ. Even in case of an entry, this independent variable will not change as drastically as the specific energy. The atmospheric bending angle is considered to be the angle between the position vector at t 0 , given by X I 0 , and the position vector at a time t > t 0 , given by X I , and is calculated by:
One could argue that the problem when selecting the specific energy as an independent variable also exists for the atmospheric bending angle: for a given set of nodes, one does not know the resulting atmospheric bending angle. Therefore, some of the defined nodes could also remain unused. However, it can be said that an aerogravity assist will never have an atmospheric bending angle larger than 180
• . If this would be necessary, it would be better to approach the planet from the other side. Therefore, using the atmospheric bending angle as independent variable, the end node is better defined.
The nodes that, once interpolated, form the control history, can be grouped into a guidance matrix Γ:
where in the first column, the atmospheric bending angle is given, and in the second and third column, the angle of attack and bank angle for the corresponding bending angle is given, respectively. The atmospheric bending angle has been linearly spaced between 0 • and 180
• , and therefore the values of θ i in the guidance matrix depends on the number of guidance nodes.
The only thing that currently remains is the actual value of the guidance nodes. To obtain these values, the numerical optimization algorithm Multi-Objective Evolutionary Algorithm based on Decomposition
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(MOEA/D) will be used, which is part of ESA's Parallel Global Multiobjective Optimizer 16 (PaGMO) toolbox. The optimization problem was formulated as given by Algorithm 1.
• Objective -Minimize negative atmospheric bending angle −θ -Minimize offset between final inclination and target inclination ∆i 
V. Results
Using the developed simulator in combination with the numerical optimization algorithm to find a control history, two different analyses were performed. The first analysis is related to the largest achievable bending angle. This does not directly result in the maximum heliocentric velocity or inclination change, but it provides a great insight in the possibilities of an aerogravity assist, which could be used by interplanetary mission designers. The second analysis deals with a Rosetta-like mission, where the added value of the atmospheric maneuver to the regular gravity assist is investigated.
A. Achievable bending angle
The initial velocity has a large influence on the resulting trajectory. To investigate this effect, the trajectory optimization was performed for four different initial velocities: 8.0 km/s, 9.0 km/s, 10.0 km/s and 11.0 km/s. The optimization run was performed multiple times with four different random seeds to prevent that a solution gets stuck in a local optimum. The populations of the best optimization runs are shown in Fig. 6 . Figure 6 shows that all four analyzed initial velocities have random seeds that converge prematurely, exhibiting a significant underperformance and thus confirming the need for repetitive batches. that achieved the maximum atmospheric bending angle for that velocity. For these individuals, the actual trajectories are shown in Fig. 7 .
The optimization algorithm found trajectories that have a more or less constant altitude, as is shown in Fig. 7a . However, some dips in the atmosphere can be observed, especially for initial velocities 8.0 km/s and 11.0 km/s. These dips automatically result in a change in flight-path angle, as is shown in Fig. 7e . In addition, these dips will also result in an increase of the g-load and heat flux as shown in Figs. 7c and 7d . This is the result of the increase in atmospheric density, which occurs when the atmosphere is penetrated deeper. As these dips are undesirable, one could impose tighter constraints during the cruise phase to prevent this from happening.
For an initial velocity of 8.0 km/s, the maximum atmospheric bending angle is approximately 153
• . After the atmospheric maneuver, the eccentricity of the orbit is e = 1.029, as can be seen in Fig. 7b . This means that the orbit is still hyperbolic and therefore still leaves the planet. For low arrival velocities, it can be concluded that the limiting constraint is e > 1.0, and not the heat-flux or g-load constraints.
As the initial velocity increases, also the experienced g-load and heat flux increase, which is shown in Figs. 7c and 7d . Due to the larger entry velocities, the aerodynamic forces on the vehicle become larger. The eccentricities of the orbits after the atmospheric flight increase (2.260, 3.052 and 3.885 for 9.0 km/s, 10.0 km/s and 11.0 km/s respectively), which confirms that the orbital energy is still sufficiently large to leave the planet. However, the increase in g-load and heat flux become more important constraints. Especially for the largest initial velocity, 11.0 km/s, the maximum heat flux approaches, but does not reach, the constraint of 500 W/cm 2 , while the maximum experienced g-load is approximately 10g. The maximum bending angle was obtained for a trajectory with an initial velocity of 9.0 km/s. For this trajectory, neither the g-load constraint nor the heat flux constraint is violated. At this point, the velocity is decreased by such an amount that the lift force, which is a function of the velocity, is no longer large enough to keep the vehicle close to the planetary surface.
Using the same reasoning, one would expect that for an initial velocity of 10.0 km/s, which also does not violate the heating and g-load constraints, a bending angle similar to the trajectory with the initial velocity of 9.0 km/s could be achieved. However, the achieved bending angle for an initial velocity of 10.0 km/s is significantly smaller than the one obtained for an initial velocity of 9.0 km/s. Since none of these constraints are violated for an initial velocity of 10.0 km/s and the eccentricity does not approach 1.0, it can be concluded that the found solutions are local optima, even though the optimization was repeated multiple times. This could be avoided by repeating the optimization for an even larger number of times, performing the optimization with a larger population size, or by carefully tuning the optimization algorithm, but this is left for future research.
By looking at Fig. 7f , one can observe that the four trajectories end in different orbital planes although one of the objectives of the optimization was to minimize the offset between final inclination and the initial inclination. One of the reasons that the orbital plane was changed was that not only the orbital inclination was changed, but also the right ascension of the ascending node (RAAN). Even though the final inclination is more or less equal to the initial inclination, the change in RAAN results in a rotation of the orbital plane, which explains the different orbital planes that can be seen in Fig. 7f . It can therefore be concluded that only using the Keplerian inclination as a means of controlling the orbital plane is not sufficient.
The results found during the trajectory optimization are compared with a gravity assist for the same initial conditions in Table 2 . In reality, a gravity assist with the same conditions could not be executed as the atmosphere will be entered. For the sake of analysis, the atmosphere model was disabled such that the contribution of only the atmosphere could be investigated. Furthermore, in Table 2 , the angle over which the velocity is bent, δ, rather than the atmospheric bending angle θ is shown, since the rotation of the velocity vector is the major purpose of an (aero)gravity assist.
For all four cases in Table 2 , the hyperbolic excess velocity is decreased with respect to a gravity assist due to energy dissipation as a result of drag. However, for an entry velocity of 8.0 km/s, the hyperbolic excess velocity is just over 600 m/s, which is barely enough to depart from the planet. This is in agreement with the found eccentricity of the departure branch mentioned earlier in this section. In the worst case, the velocity bending angle is increased by 490%, while for an entry velocity of 11 km/s, this angle is increased by 818%. Deviations up to 6.5% in the final inclination of the trajectory can be observed. By means of a propulsive maneuver once the vehicle has left the atmosphere, this inclination offset could be corrected if necessary. If, for this worst-case scenario, a propulsive maneuver would be performed at V ∆i constraint should be introduced in Algorithm 1, but this would automatically result in a larger number of bank reversals.
B. Mission analysis
The second analysis that was performed focussed on the benefit of an atmospheric maneuver for a more realistic mission scenario. For this analysis, the Rosetta mission was used as a baseline. Being launched on 2 March 2004 by the European Space Agency (ESA), the key objective of the Rosetta mission was to approach the comet 67P/Churyumov-Gerasimenko. The journey took ten years, and required three gravity assist at Earth and one at Mars to obtain sufficient orbital energy to rendezvous with the comet. Once arrived at the comet, the lander called Philae descended towards the surface of the comet to perform scientific measurements.
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In reality, it would not have been possible for Rosetta to perform an aerogravity assist, as this would require a vehicle with a large lift-to-drag ratio. Therefore, instead of using Rosetta's original vehicle geometry, the waverider shown in Sec. II was used. Therefore, only the trajectory of the Rosetta mission is considered, such that realistic arrival conditions could be obtained. The trajectory of Rosetta can be downloaded from the ESA website c , and is contained in a SPICE kernel. The TU Delft Astrodynamics Toolbox (Tudat) contains an interface with SPICE, which makes it possible to determine the Cartesian state of a planetary body or vehicle with respect to any body in the Solar System, given that the appropriate kernels are loaded. In addition to Rosetta's SPICE kernel, the DE413 kernel was required to determine the position of Mars. The initial conditions that were derived from these SPICE kernels, were slightly modified to ensure the trajectory would enter the atmosphere. Table 3 shows the used initial conditions.
The Mars gravity assist took place on 25 February 2007, at which Rosetta approached the Martian surface to approximately 250 km. The Martian gravity assist was used to decelerate Rosetta: the heliocentric velocity was reduced by 2.32 km/s. The heliocentric inclination remained more or less constant: 26.97
• before the gravity assist and 25.13
• after the gravity assist. Now for the aerogravity assist mission that will be based on this Rosetta swing-by, many different objectives are possible. For example, one could want to achieve a specific atmospheric bending angle, adjust the heliocentric inclination to a particular target, or increase or decrease the heliocentric velocity. Since investigating all these different objectives is not feasible within the allocated space for this paper, one objective was selected to assess the influence an aerogravity assist. As the goal of Rosetta's swing-by at Mars was to reduce its heliocentric velocity, it was investigated what the velocity decrease could have been c SPICE for Rosetta: http://www.cosmos.esa.int/web/spice/spice-for-rosetta, accessed: 2 December 2015 if use was made of an aerogravity assist. To achieve this, instead of maximizing the atmospheric bending angle θ the heliocentric velocity once the vehicle has left the atmosphere was minimized.
Since the initial conditions of the Rosetta trajectory are modified slightly, comparing the aerogravity assist trajectory with the original Rosetta trajectory might result in some differences that are not caused by the atmospheric maneuver. To make this a fair comparison, a gravity assist trajectory is computed with the modified initial conditions from Table 3 , but without atmosphere. Where for a gravity assist, the velocity vector is rotated over an angle of almost 16
• , the atmospheric maneuver increased this angle to 65
• for an aerogravity assist. The atmospheric maneuver, however, comes at a price: the atmospheric drag results in a decrease in magnitude of the departure velocity. The magnitude of the hyperbolic excess velocity of the arriving trajectory is V − ∞ = 8.829 km/s, whereas this magnitude is decreased to V + ∞ = 7.558 km/s. The aerogravity assist increased the velocity change from 2.308 km/s to 6.160 km/s, which is an increase of 167%.
The atmospheric phase of the aerogravity assist is highlighted in Fig. 8 . Figure 8a shows that the vehicle will travel at a more or less constant altitude for approximately 300 s. This is also visible in Fig. 8e , where the flight-path angle remains close to 0
• for the same interval. The velocity (Fig. 8b) decreases as a result of energy dissipation due to drag. With a maximum mechanical load of 3.5g (Fig. 8c) and a maximum heat load of 280 W/cm 2 ( Fig. 8d) , the found trajectory is well within the imposed constraints of 500 W/cm 2 and 15g. Furthermore, it can be seen in Fig. 8f that the optimization algorithm found five bank reversals to keep the trajectory in the same orbital plane. Ideally, only one bank reversal should be performed. This could be achieved by increasing the allowed ∆i, which was the condition for a bank reversal. However, as was shown in Sec. V.A, the optimization algorithm was not always able to ensure that the final orbital inclination would be identical to the initial one. Therefore, a trade-off should be made between the number of bank reversals performed, the allowed orbital inclination offset and the required ∆V to correct for this offset. 
VI. Conclusions and Recommendations
To assess the possibilities of the aerogravity-assist maneuver, the maximum atmospheric bending angle that could be achieved, was investigated for Mars as a function of the initial velocity. It was found that a heat-flux peak occurs during the entry that increases with increasing arrival velocity. Since the atmospheric density in the region where this peak occurs is relatively low, the aerodynamic lift cannot be used to reduce this peak. Especially for high velocities, this initial heat flux peak exceeds the imposed constraint, such that it is impossible for the optimization algorithm to find any feasible trajectories.
For Mars, the largest velocity bending angle (178.5 • ) was obtained for an initial velocity of 9.0 km/s. During the analysis of the aerogravity assist trajectories around Mars, it was found that lower initial velocities resulted in larger velocity bending angles, as long as these initial velocities were not too small such that the energy dissipation would prevent the vehicle from leaving the planetary sphere of influence. For a Rosetta-like mission, the heliocentric velocity decrease could be increased by 167%, from ∆V = 2.31 km/s to ∆V = 6.16 km/s, confirming the possibilities of an aerogravity assist.
As it was difficult to find convergence during the trajectory optimization, it might be better to divide the optimization into different segments of the trajectory, for example, a capture, cruise and exit phase. As there is less freedom for each of the phases, it is expected that the optimization algorithm could reach convergence faster. Even if the optimization does not divide the trajectory into different segments, the used optimization algorithm should be tuned more carefully to prevent premature convergence.
By implementing angle-of-attack control, which is possible in the current simulator design, the need of bank reversals would be avoided as the vertical lift component can be modulated by adjusting the angle of attack. This will limit the possible bending angles that can be achieved due to the larger drag that occurs at larger angles of attack. This can also result in smaller reference areas, as a larger angle of attack corresponds to a larger lift coefficient. However, the increased drag that is a result of the larger angle of attack will also increase the energy dissipation, in turn reducing the possible bending angles. So, one should find a compromise between the used angle of attack and the reference area. If a maximum lift-to-drag ratio remains necessary, ways of increasing the reference area should be investigated. A method of increasing the reference area could be deploying an inflatable heat shield in the shape of the waverider. So-called inflatable aeroshells have often the shape of blunt entry capsules. It is therefore recommended to investigate whether the concept of inflatable aeroshells can also be applied to waverider geometries.
