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Los sistemas de identificación de firmas dinámicas, se utilizan para la medición y análisis 
de las características del ser humano (biometría), y están basados en el reconocimiento de 
características comportamentales, en este caso, características que tienen que ver con el 
movimiento intrínseco de la mano al momento de ejercer o realizar una firma manuscrita. 
Estos sistemas son muy utilizados y pueden desempeñarse en entornos de seguridad 
(Dessimoz et al., 2007), entre otros. Por consiguiente, se puede relacionar la teoría del 
caos con la dinámica desarrollada en un individuo para procesar las series de tiempo 
extraídas de la dinámica de la firma, series como; la presión, la velocidad en los ejes (x, y), 
la inclinación del trazo y la altitud. 
Este proyecto de investigación se centra en el diseño de una metodología para la 
identificación cerrada de firmas dinámicas usando Máquinas de Vectores de Soporte 
(SVM). La extracción de características se basa en técnicas de dinámica no lineal o en 
medidas de complejidad como: el Exponente de Hurst, la Entropía de Shannon, la Entropía 
de Kolmogorov, la complejidad de Lempel-Ziv y Lyapunov.  Para la evaluación de la 
metodología se utiliza una base de datos construida por la línea de investigación MIRP, la 
cual está constituida por 800 firmas que representan 40 firmantes o individuos. La 
validación de los resultados se realiza usando técnicas de validación cruzada (cross 
validation).  Finalmente se realiza un análisis estadístico con los resultados obtenidos de la 
metodología propuesta, para determinar si la utilización de las características fractales 
permite obtener una mejor generalización de las firmas dinámicas en estudio. 
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1. INTRODUCCIÓN  
 
Los sistemas de seguridad son un importante campo de investigación para las 
organizaciones e instituciones que necesitan reconocimiento personal. La Biometría 
permite la identificación personal basada en características fisiológicas o de 
comportamiento y constituye una de las soluciones más eficaces en términos de seguridad 
(Dessimoz et al., 2007). Entre la biometría, la firma presenta algunas ventajas: amplia 
aceptación, de uso común en las transacciones legales y comerciales y de uso de los 
dispositivos relativamente baratos (Faundez-Zanuy, 2007), (Jain et al., 1999). 
La creciente demanda de aparatos electrónicos en reconocimiento de personas está 
basado en rasgos de tipo fisiológicos (Huella, iris, geometría de la mano, cara entre otros) 
por mostrar algunos ejemplos (acceso a ordenadores portátiles por reconocimiento de 
cara y huella dactilar). 
Por otro lado, los sistemas de reconocimiento conductuales tales como la voz, la firma e 
inclusive el modo de caminar, todavía siguen siendo temas de investigación que 
desafortunadamente no se refleja el esfuerzo en aplicaciones prácticas para los 
ciudadanos. 
La identificación biométrica de firmas dinámicas se basa en la suposición de que la firma 
de cada individuo es única y puede estar asociada con patrones específicos. Las 
variaciones biométricas conductuales dependen de la persona, tal como una firma puede 
dar a una amplia serie de factores que impiden una identificación fiable (Pascual-Gaspar 
et al., 2011). Por lo tanto, surge la necesidad de utilizar técnicas de caracterización no-
lineales o análisis Fractal para la interpretación fiable de la dinámica fisiológica del 
firmante. Sin embargo estos espacios de representación no-lineal son distribuidos por 
estructuras complejas derivadas del comportamiento psicomotor. Se ha encontrado que 
las habilidades psicomotoras pueden ser controladas por los sistemas dinámicos 
absolutamente complejos cuyas propiedades y estructuras aún no se han descrito y 
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comprendido completamente (Longstaff y Heath, 1999). Por lo tanto, es posible suponer 
que el desempeño del análisis teórico de los sistemas dinámicos no lineales puede 
proporcionar conceptos nuevos y más potentes para analizar el comportamiento real de 
los sistemas complejos, como los biológicos (Solé et al., 1996).  
Ha habido numerosas investigaciones para la autenticación de la firma (Plamondon y 
Lorette, 1989). En particular, matching; utilizando Deformación Dinámica de Tiempo 
(DTW) (Plamondon y Lorette, 1989) es la técnica más ampliamente estudiada de 
autenticación de firma on-line, mientras que los Hidden Markov Models (HMMs) (Nanni 
and Lumini, 2006) se han convertido en los modelos estadísticos con mejores resultados 
para la verificación de firmas online (Dessimoz et al., 2007). 
Sin embargo, DTW es computacionalmente costoso y el proceso de remuestreo por lo 
general resulta en la pérdida de importantes detalles locales, de modo que las firmas 
falsificadas coincidan estrechamente con las firmas auténticas. A su vez, debido a la 
naturaleza estadística de HMM, el número de datos de entrenamiento es generalmente 
bastante alto para aplicaciones prácticas. 
Propuestas recientes muestran algunas mejoras mediante la combinación de técnicas 
(Faundez-Zanuy, 2007), fusionando información local y global (Fierrez-Aguilar et al., 2005) 
o mediante la combinación de diferentes salidas del sistema (Nanni y Lumini, 2006). Sin 
embargo, excepto en algunos casos aislados, el elevado número de características usadas 
conduce a una mayor demanda computacional, así como el aumento de las necesidades 
de almacenamiento. Además, cuanto mayor es la complejidad de las características, 
mayor será el coste de adquisición del dispositivo. 
Como la información biométrica de la firma contiene operadores no lineales embebidos, 
el uso de técnicas de análisis dinámicos no lineales proporciona un rendimiento más fiable 
de identificación biométrica. Sin embargo, muy pocos estudios se han publicado en esta 
materia (Ahmedt-Aristizábal et all., 2011) (Ahmedt et all., 2011) y se centró en la 
caracterización, sin tener en cuenta la fase de clasificación. Por lo tanto, no proporcionan 
un sistema de identificación completamente funcional. 
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En el presente trabajo, se propone una metodología para la identificación biométrica de 
firmas dinámicas representadas por características fractales, tales como el exponente de 
Hurst, dimensión de correlación, la complejidad de Lempel-Ziv, la entropía de Shannon y 
la entropía Kolmogorov, y evaluado por una máquina de vectores de soporte multi-clase 
(SVM), que fueron estimadas a partir de la series de tiempo correspondiente a la presión, 
el acimut, altitud, y las posiciones horizontales y verticales de cada firma (Ahmedt-
Aristizábal et al., 2011). La evaluación muestra resultados satisfactorios de sensibilidad y 
especificidad con respecto a las medidas utilizadas en una base de datos llamada ITM-
MIRP-SIGN-01, que se compone por 800 firmas recogidas de 40 voluntarios diferentes y 
recolectadas con una tableta digitalizadora Wacom Intuos 4 (Ahmedt-Aristizabal et al., 
2011). Por lo tanto, la integración de las representaciones fractales con la capacidad de las 
máquinas de vectores de soporte para representar los datos en espacios de alta 
dimensionalidad a través de las funciones kernel, permitirá descifrar los operadores 
fractales embebidos en las dinámicas fisiológicas de los firmantes y obtener herramientas 
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Como parte de nuestra vida cotidiana, los seres humanos deseamos vivir en paz y 
tranquilidad. Por tal razón, el hombre ha buscado la manera de innovar y mejorar 
instrumentos que garanticen su seguridad en su entorno y así de alguna manera sentirse 
más seguro (Jain et al, 2004). 
En la identificación automática de personas entra a jugar un papel muy importante la 
biometría, por utilizar métodos confiables (Plamondon & Lorette, 1989) para 
identificación en entornos que tienen que ver con seguridad. La biometría es un conjunto 
de métodos que se basan en las características biológicas para identificar o comprobar la 
analogía de un ser humano.  
Hoy en día con la constante mejora de los sistemas, se busca  siempre la posibilidad de 
garantizar el mayor grado la seguridad en todos nosotros. La implementación de sistemas 
que garanticen la seguridad en la sociedad, conlleva a utilizar las metodologías de 
identificación de personas. Siendo una de estas la firma (Plamondon & Lorette, 1989). 
Donde un individuo es identificado por características de comportamiento 
(comportamentales) que varían del estado de ánimo de la persona y por el movimiento 
psicomotor de la muñeca en la medida que se ejerce la firma. 
 
La firma de una persona es muy usual para la identificación y verificación de su 
identificación, esto con el fin de establecer la autenticidad de la persona en un documento 
o para establecer la certificación o autorización del mismo; que implican transacción, 
desistimiento y, en general, disposición de derechos, que requiera de la constancia de 
conformidad ante una situación legal o de compromiso.  
Se ha considerado a la firma por sus características conductuales al momento de realizarla 
por el firmante, como una característica biométrica de fiabilidad en la identificación de un 
individuo o para la verificación de su personalidad; sin embargo, otras personas ajenas a 
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ella, deseen suplantarla para obtener algún beneficio, realizando una falsificación de la 
misma con rasgos más o menos parecidos para su cometido. Ante esta situación se 
requiere de una forma de autenticar que la firma obtenida de un usuario, sea de la 
persona que dice ser, no una copia o falsificación y para ello, se desea crear una 
metodología que acorde a las señales conductuales al momento de realizarla, se pueda 
realizar dicha tarea con un buen grado de confianza y certeza de la autenticidad o 
falsificación o copia de la misma, favoreciendo en muy buena cantidad el sector comercial 
y gubernamental que utiliza en gran medida documentos en medio escrito y magnético 
como acción legal. 
El gobierno colombiano en la Ley 962 de 2005 más conocida como la Ley Anti trámites, en 
el artículo 6. Medios magnéticos PARÁGRAFO 3. Dice: “Cuando la sustanciación de las 
actuaciones y actos administrativos se realice por medios electrónicos, las firmas 
autógrafas que los mismos requieran, podrán ser sustituidas por un certificado digital que 
asegure la identidad del suscriptor, de conformidad con lo que para el efecto establezca el 
Gobierno Nacional.” Y en el artículo 24. Presunción de validez de firmas. <Modificado por 
el Art 36 Decreto 0019 de 10-01-2012> dice: “Las firmas de particulares impuestas en 
documentos privados, que deban obrar en trámites ante autoridades públicas no 
requerirán de autenticación. Dichas firmas se presumirán que son de la persona respecto 
de la cual se afirma corresponden. Tal presunción se desestimará si la persona de la cual 
se dice pertenece la firma, la tacha de falsa, o si mediante métodos tecnológicos 
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Planteamiento del Problema 
 
Un sistema biométrico se orienta hacia el reconocimiento de formas y rasgos fisiológicos 
que son inherentes de cada ser humano, y que no cambian con el paso del tiempo, como 
por ejemplo, el iris, las huellas dactilares, y la simetría de las manos. Otros tipos de 
características que se pueden considerar en un sistema biométrico son los rasgos 
conductuales, los cuales se relacionan con el comportamiento de las personas, y están 
directamente relacionadas con el habla, la escritura manuscrita y la firma (Ahmedt-
Aristizabal & et al., 2011). La verificación automática de la firma es un área de 
investigación bien establecida y activa, con numerosas aplicaciones, por medio del cual se 
logra el reconocimiento de personas a través de sus rasgos intrínsecos comportamentales. 
Este tipo de sistemas son importantes en entornos donde la seguridad es vital, porque son 
sinónimo de confianza y de privacidad, siendo su principal función la verificación e 
identificación de personas en un sistema que puede ser abierto o cerrado.  
Las técnicas usadas para el reconocimiento biométrico se basan principalmente en 
mediciones geométricas, matemáticas y en métodos basados en inteligencia artificial, por 
ejemplo (J. Fierrez, Ortega-García & et al., 2007). En efecto, la mayoría de los sistemas 
corresponden a sistemas cerrados, que no pueden tratar con muestras que no hayan 
estado representadas en el conjunto de datos de entrenamiento (Ahmedt-Aristizabal & et 
al., 2011) (Schmidt, Riffo, Mery, 2011) y otros.  
En los sistemas cerrados, por su lado, es común utilizar como medida de desempeño el 
porcentaje de aciertos del sistema respecto al total de identificaciones realizadas, es decir, 
el porcentaje de firmas que fueron correctamente asignadas a cada individuo o clase 
(Pascual-Gaspar, 2011), con el fin de construir fronteras de decisión sobre las clases que se 
encuentren en un espacio de características representativas en un conjunto de N clases, y 
así obtener un sistema óptimo y confiable en su funcionamiento, teniendo en cuenta que, 
una nueva clase se encuentre previamente registrada en la base de datos. 
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Diversos métodos han sido descritos para la adquisición de datos dinámicos (firmas on-
line). (Nelson & Kishon, 1991; Hamilton et al., 1995) utilizan la sensibilidad de la presión 
adquirida de la tableta digitalizadora mientras que (Sakamoto et al., 2001; Tham et al., 
2001) utilizan una pluma equipada con un sensor de presión y un sistema de 
condicionamiento de señal que puede extraer las características de la distribución de 
presión de la firma manuscrita.  
Se puede apreciar variedad de propuestas en el tipo de características dinámicas que se 
pueden estimar. (Kato & Mawashima, 1993) utilizan posición de la pluma y presión, 
mientras que (Taguchi et al., 1988) utiliza la inclinación de la pluma y (Yoshimura, 1991) 
utiliza para la verificación la dirección del movimiento de la pluma. El algoritmo propuesto 
por (Jin et al., 1992), calcula las distancias entre la entrada y la base de datos para cada 
trazo, sin embargo se presentan inconvenientes cuando el número de trazos varía. 
Además (Sakamoto et al., 2001) utiliza las trayectorias de posición de la pluma, la presión 
y la inclinación de manera combinada, no obstante los resultados fueron satisfactorios 
para los caracteres Japoneses y no fueron probados para el alfabeto occidental.  
Algunas metodologías combinan características dinámicas y estáticas (Jin et al., 2005). , e 
inclusive otras propuestas utilizan la presión, velocidad y altura del lápiz, (Hangai et al., 
2000), velocidad del baricentro (Thumwarin & Matsuura, 2004), modelos de puntos de 
distribución (Tsai, 2005), y programación dinámica continua (Kameya & Oka, 2003) para la 
estimación de características. 
Se han implementado diversos algoritmos aplicados al pre procesamiento de los datos 
dinámicos adquiridos. Algunos de ellos utilizan normalización (normalization) (Ma et al., 
2000), codificación de predicción lineal (linear prediction coding) (Wu et al. 1997), 
dinámica en tiempo de deformación (dynamic time warping) (Martens & Claesen, 1996, 
1997) árbol de coincidencias (tree matching) y reducción de ruido (noise reduction) 
(Dullink et al., 1995), suavizado de datos (smoothing of data) (Hastie et al., 1992), y tipos 
de segmentación (segmentation) (Clark et al., 1990; Shafiei, & Rabiee, 2003). Es necesario 
combinar más de uno de los algoritmos mencionados anteriormente para el pre-
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procesamiento de una señal de la firma. Por ejemplo en (Hastie et al., 1992) se aplicó 
normalization, dynamic time warping, smoothing of data y segmentation para procesar la 
información adquirida. 
Entre las investigaciones que se han abordado en identificación de firmas en sistemas 
dinámicos, se encuentra: 
En el trabajo presentado por (Nanni, 2005), se realiza una comparación experimental de 
sistemas basados en clasificadores de una sola clase. A partir del trabajo de (D.M.J. Tax, 
2001), se propone un nuevo enfoque que amplía el trabajo previo con respecto a la fusión 
de máquinas expertas basado en características globales. Las máquinas expertas que se 
utilizaron fueron los siguientes: Modelos de Descripción Gaussiana, Mezcla de Descripción 
Gaussianas, Análisis de Descripción de Componentes Principales -PCAD-, Support vector 
data description SVD, Descripción de programación lineal (LPD), Clasificador Ventana de 
Parzen (PWC). Los resultados obtenidos con respecto a la base de datos MCYT, que ha 
sido ampliamente utilizada en esta área (Ortega-Garcia, Fierrez-Aguilar & et al., 2003), 
presentan una fusión entre los clasificadores (PWC) y (PCAD). Con esta fusión, obtienen el 
error más bajo superando drásticamente los trabajos existentes en el estado del arte. 
 
La investigación desarrollada por (Kumar & Unikrishnan, 2013) propone una 
caracterización de atributos extraídos de las firmas dinámicas, basada en el método de 
coeficiente de varianza o coeficiente de variación, donde las características con varianzas 
pequeñas son seleccionadas y las características con varianza grandes son rechazadas. La  
metodología se denomina Técnica de Selección de Características de Clase Específica 
reduciendo al Mínimo el Coeficiente de Varianza (CSFMCOV), y constituye una medida 
normalizada de dispersión de un conjunto de datos probabilísticos, propuesta como 
soporte para verificar la consistencia de la distribución. 
 
(Zhang & et al., 2007) abordan una metodología en firmas off-line, basadas en agrupación 
de características de dirección, texturas, dinámica y complejidad. Estas características 
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fueron extraídas de imágenes y en sus totalidades clasificadas o verificadas por una red 
neuronal feedforward totalmente conectada con el algoritmo de aprendizaje de 
retropropagación clásico, conocido comúnmente como la Red de retropropagación (BPN). 
Entre los resultados obtenidos muestran que el sistema es eficaz con una taza de error 
promedio del 1,8%. 
(Nanni & Lumini, 2005) diseñan un método basado en un trabajo previo (Fierrez-Aguilar & 
et al, 2005), donde se detalla el conjunto completo de 100 funciones globales. Por medio 
de la cual se utiliza una simple función de clasificación que estima las características que 
maximizan la distancia de los centroides entre los diferentes firmantes introducido en el 
trabajo previo. Para cada característica se calcula la distancia de Mahalanobis entre la 
media de los patrones de entrenamiento de cada firmante para un total de N clases y el 
conjunto de todas las firmas de entrenamiento. La distancia de Mahalanobis entre un 
patrón 𝑥 (𝜇(𝑐,𝑘)) en su caso y un conjunto S de patrones con media 𝜇𝑠 y matrix de 
covarianza 𝐶𝑜𝑣𝑆 es dado por: 
 
𝑑𝑀(𝑥, 𝑠) = (𝑥 − 𝜇𝑠)
𝑇𝐶𝑜𝑣𝑆
−1(𝑥 − 𝜇𝑠)                                                                                  (1)             
                                                                     
Las características se clasifican de acuerdo a la siguiente clase de separabilidad entre 
usuarios: 
 




𝑖=1                                                                          (2) 
 
Después, dado el conjunto de entrenamiento de uno de los firmantes, compuesto por   
vectores de características de sus firmas, una estimación no-paramétrica de la función de 
densidad de probabilidad es obtenida mediante el uso del Clasificador de la Ventana de 
Parzen. 
Los resultados experimentales se presentan con respecto a la base de datos (J. Ortega-
Garcia, J. Fierrez-Aguilar, et al., 2003), y permite obtener una mejora relativa en el 
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desempeño de verificación de hasta 21% (Para falsificadores Calificados) y 37% (Para 
Falsificadores Aleatorios) en comparación con los trabajos del estado de arte. La base de 
datos consistió en 100 firmantes con 25 firmas genuinas y 25 falsificaciones de calidad, al 
firmante-falsificadores se proporcionan las imágenes de la firma de los clientes para ser 
falsificados y, después de entrenar con ellos varias veces, se les pide imitar la forma con la 
dinámica natural, es decir, sin descansos o desaceleraciones. 
En las investigaciones mencionadas es claro que los métodos desarrollados emplean un 
criterio de caracterización con características globales y vectores de distancias. Sin 
embargo, se evidencia la no utilización de técnicas de dinámica no lineal a la cual este 
proyecto se enfoca. 
Las investigaciones desarrolladas anteriormente están enfocadas a proyectos que 
involucran diferentes clasificadores de una sola clase en identificación de firmas 
dinámicas, pero la aplicación a las que están orientadas, no resultan útil para la realización 
de este proyecto de clasificación de firmas dinámicas con análisis fractal utilizando 
Máquinas de vectores de soporte en sistemas cerrados. Por esta razón se ha encontrado 
poca implementación en metodologías en donde se empleen análisis fractal, en el área de 
la identificación de firmas dinámicas. Por consiguiente este proyecto de investigación 





Teniendo en cuenta que las series de tiempo contienen información del proceso 
psicomotriz ejercido por el sujeto, por ésta razón es de suma importancia utilizar la 
trayectoria contenida en el sistema para inferir sobre la dinámica desconocida de la serie 
de tiempo. Es posible encontrar un desempeño más eficiente en identificar firmas 
dinámicas por análisis fractal o técnicas de dinámica no lineal. 
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Objetivos del trabajo de grado 
 
Objetivo General 
Desarrollar una metodología para la identificación de firmas dinámicas, utilizando 
características fractales; relacionando la representación dinámica de la firma con análisis 
no lineal en sistemas caóticos. Usando una Máquina de Vectores de Soporte multi-clase 
para la evaluación e identificación de la metodología propuesta. 
 
Objetivos Específicos 
- Caracterizar los atributos comportamentales de cada firmante,  mediante técnicas 
de dinámica no lineal o características fractales con el fin de realizar la 
identificación de las firmas. 
- Estimar la estrategia de clasificación basada en el clasificador SVM, e interpretar 
los resultados obtenidos por clase pertenecientes a los firmantes.  
- Evaluar la estrategia y la metodología de clasificación por medio de SVM, para 
validar la propuesta de investigación. 
 
La mayoría de las simulaciones se llevaron a cabo en el entorno de R estadística (R 
Core Team, 2012). Todos los paquetes son distribuidos libremente bajo la Licencia 
Pública General GNU. Y MATLAB (MATLAB, 1984). Todos los toolbox son distribuidos 
bajo la Licencia MathWorks, Inc. 
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2. MARCO TEÓRICO 
 
Se presenta en este capítulo un análisis teórico de la metodología basada en 
características fractales para la identificación de firmas dinámicas. Con miras a facilitar el 
proceso que conlleva en este trabajo. Se describen conceptos fundamentales de la 
biometría, análisis fractal y el aprendizaje de máquina; que para este caso, es la máquina 
de vectores de soporte (SVM). Como primer paso se presenta la descripción de las señales 
que forman parte de una firma dinámica. 
Se presentan para el análisis de las señales de las firmas diversas técnicas, orientadas al 
reconocimiento del firmante, el cual exige que las características seleccionadas entreguen 
información suficiente para su identificación. La extracción de características es una de las 
etapas de la cual depende en gran medida el buen desempeño del sistema de 
reconocimiento, por tal razón, se requiere abarcar en detalle temáticas como son la 
reconstrucción de las medidas de complejidad, y pruebas de estructuras no lineales 
deterministas. En segundo paso, explicar analíticamente el método utilizado para la 
clasificación y la estrategia utilizada para la validación del clasificador SVM. 
 
2.1     Biometría 
Un sistema biométrico es un sistema que puede ser automático, y su finalidad es la 
verificación e identificación de personas o individuos utilizando características tanto físicas 
como comportamentales, que la mayoría de las veces es usado como un sistema de 
monitoreo o vigilancia para entornos de seguridad. Para el análisis que realiza los sistemas 
biométricos se utilizan técnicas basadas en inteligencia artificial, estadísticas y 
matemáticas, entre otras. 
La definición de un sistema biométrico podría decirse como un sistema de reconocimiento 
de patrones que opera mediante la adquisición de datos biométricos de un individuo, la 
extracción de un conjunto de características a partir de los datos adquiridos, y la 
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comparación de este conjunto de características contra la plantilla situada en la base de 
datos (Jain et al., 2004). Dentro de un sistema biométrico existen dos tipos de rasgos 
pertenecientes a un individuo para su autenticación biométrica. Entre ellos, se encuentra 
los rasgos fisiológicos. Estos rasgos son los que poseemos los seres humanos por 
nacimiento y que al pasar de los años no cambian o sufren alguna modificación física, y si 
ocurre; es debido a una enfermedad desarrollada a lo largo de la vida de la persona, e.g., 
la huella dactilar, el iris, la retina, la palma de la mano, entre otros. Por otro lado tenemos 
los rasgos conductuales, los cuales están más relacionados con el comportamiento de las 
personas y que dependen del estado de ánimo del individuo. Dentro de esta clase de 
rasgos conductuales se encuentran la firma, la voz, la forma de caminar son ejemplos de 
este tipo de rasgos, como se aprecia en la figura 1.1. 
Un sistema de reconocimiento biométrico se divide en dos grandes campos: los métodos 
estáticos (off-line) y los métodos dinámicos (on-line). Los métodos estáticos verifican 
características de la firma que no varían con el tiempo y se refiere a imágenes escaneadas 
de documentos manuscritos, y los métodos dinámicos contienen información temporal de 
la firma (como la dirección, la presión, velocidad, altitud, entre otros). De esta manera, el 
método dinámico tiene más información respecto al método estático, por lo tanto, puede 
proporcionar resultados más precisos y confiables. 
 
2.1.1 Firmas Dinámicas (On-line) 
  Tradicionalmente, en muchas de las aplicaciones comerciales se han utilizado sistemas 
basados en el conocimiento (por ejemplo, PINs y contraseñas), aplicaciones 
gubernamentales han utilizado sistemas basados en tokens (por ejemplo, tarjetas de 
identificación), y aplicaciones forenses han dependido de personas expertas para que 
coincida con las características biométricas. Los sistemas biométricos se están empleando 
cada vez más en aplicaciones civiles a gran escala (por ejemplo, acceso a ordenadores por 
reconocimiento de rostro, sistema de identificación de personas en cajeros automáticos,  
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Figura 1.1. Análisis Biométrico. 
 
Sistema de paso de fronteras mediante el reconocimiento del iris en aeropuertos, 
cerradura de la puerta a base de huellas dactilares utilizado para restringir el acceso a  
instalaciones, entre otros). Como se observa en la figura 1.2 
 
 
Figura 1.2: Ejemplos de aplicaciones biométricas. (Tomada de Jain et al., 2004) 
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No obstante, la  biometría basada en los rasgos conductuales abarca gran parte de la 
investigación que se realiza hoy en día para la identificación biométrica conductual 
(Cappelli et al., 2006; Przybocki et al., 2006; P. J. Phillips & Rizvi, 2006; Phillips, 2006; 
Alariki et al., 2014). Por consiguiente, en este trabajo se presenta una metodología con 
respecto a la identificación biométrica de personas por medio de la dinámica de la firma 
manuscrita. 
La firma dinámica representa toda su información en el momento que el usuario inscribe 
toda su acción psicomotriz realizada por la mano sobre un dispositivo de adquisición de 
datos; en otras palabras, obtener las características anatómicas cuando un individuo 
exhibe cuando firma. Las especificaciones que debe tener un sistema de reconocimiento 
biométrico en el mercado deben tener en cuenta algunos aspectos (Pascual-Gaspar, 2009) 
como sigue: 
1. Uso de un número reducido de muestra de referencia. 
2. Reducir el tamaño de almacenamiento de las firmas. 
3. La eficiencia computacional. 
4. La seguridad, buscando sobre todo robustez ante ataques con imitaciones 
5. Capacidad de adaptación a los distintos tipos de firmantes y a sus variaciones a la 
hora de firmar, a corto y largo plazo. 
6. Evitar emplear imitaciones en la creación del modelo. 
7. No basar el éxito en características muy específicas del hardware de adquisición 
para ganar en universalidad. 
 
Dependiendo del dispositivo de adquisición para la captura de la firma, se pueden obtener 
diferentes tipos de series temporales que posteriormente se le puede hacer el análisis 
dinámico. La captura de la firma manuscrita del individuo se realiza por medio de Tablet 
digitalizadoras especiales, que adquieren la dinámica intrínseca del firmante y registran la 
evolución temporal de las señales generadas por el lápiz al momento de firmar; asimismo 
registrando las coordenadas geométricas. El número de variables que representa la 
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dinámica de la firma infieren que puede llegar hacer un sistema de identificación confiable 
para establecer la identidad de un individuo. 
 
 
Figura 1.3: Series temporales extraídas de una firma dinámica. (Tomada de Garcia-
Salicetti et al., 2003) 
 
2.1.2 Tipos de sistemas biométricos 
En el reconocimiento biométrico se encuentran dos tipos de sistemas que dependiendo 
del contexto de la aplicación pueden funcionar como un sistema de Identificación o como 
un sistema de verificación Biométrica. 
 Un sistema de verificación podría definirse como la comparación de los datos 
biométricos de un individuo con los datos propios guardados con anticipación en 
una base de datos establecida. En este sistema, un individuo declara una identidad 
para ser reconocida y el sistema realiza una comparación (también conocida como 
uno a uno (1:1)) para determinar si el individuo es falso o verdadero. 
 En un sistema de identificación, los datos biométricos se comparan con todos los 
conjuntos de características biométricas de los usuarios previamente guardadas en 
una base de datos. Este sistema también es conocido como uno-contra-todos o (1: 
N). el sistema realiza la comparación de los datos biométricos del individuo con los 
demás individuos que se encuentran en la base de datos y establece una búsqueda 
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de coincidencias para determinar la identidad del individuo, entregando como 
resultado la identificación o la no identificación de la persona. 
 
Dentro de un sistema de biométrico, en la mayoría de las veces se necesita tener un 
sistema capaz de entregar resultados rápidos cuando se requiera verificar o identificar a 
un individuo, es por eso que es muy común utilizar sistemas de verificación, ya que utiliza 
menos procesamiento y comparaciones. Por lo tanto el proceso de verificación es muy 
reducido. Por esta razón, es habitual usar verificación cuando se quiere validar la 
identidad de un individuo desde un sistema con capacidad de procesamiento limitada o se 
quiere un proceso muy rápido (Faundez-Zanuy, 2007). 
 
2.1.3 Evaluación de los sistemas biométricos 
Tanto para la verificación y la identificación en un sistema biométrico se necesita una 
medida la cual determine el rendimiento del sistema. En el caso de la identificación 
biométrica es común utilizar como medida de desempeño el porcentaje de aciertos del 
sistema respecto al total de identificaciones realizadas, es decir, el porcentaje de firmas 
que fueron correctamente asignadas a cada individuo o clase (Pascual-Gaspar, 2011). Para 
realizar esta labor o tarea, hay que tener en cuenta dos posibilidades como: suponer que 
el individuo a identificar se encuentra registrado en una base de datos (identificación 
cerrada), o caso tal realizar una verificación encubierta posterior a la identificación 
(identificación abierta).  
Para establecer una identificación cerrada de una persona, se verifica las características 
biométricas de la persona con las que se encuentren almacenadas en la base de datos. 
Tomando como premisa su previo almacenamiento de sus características. El sistema como 
resultado dará un porcentaje de acierto con la persona que más se asemeja las 
características introducidas. Y la identificación abierta es un proceso hibrido entre la 
verificación y la identificación cerrada, donde la persona no reclama una identidad 
específica, entonces se compara contra toda la base de datos para verificar si existe en la 
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base de datos, una vez se verifica que posiblemente existe, dentro de las coincidencias 
más probables, determina quién es el usuario (Phillips et al., 2003). 
Teniendo el individuo con sus características biométricas y la base de datos con las 
características guardadas se define típicamente el tipo de error para evaluar el 
rendimiento del sistema biométrico en modo identificación. Se utiliza las curvas CMC 
(Cumulative Match Characteristic)  y para el caso de la verificación se generan las curvas 
ROC (Receiver Operating Characteristic) (Bolle et al., 2005). 
 
2.2   Análisis de dinámica no lineal 
El análisis de Dinámica No Lineal (DNL) es una herramienta alternativa matemática para 
analizar señales de tiempo discreto, y las señales fisiológicas del cuerpo humano 
(Goldberger et al., 1990; Delgado et al., 2009). 
El mundo está lleno de fenómeno que parecen caóticos aunque, en realidad, se ciñen a 
reglas estrictas pero difíciles de esclarecer por la gran cantidad de variables implicadas o 
de combinaciones generadas. La computación y la representación gráfica de la evolución 
de los valores de las variables es lo que ha permitido entrar en un nuevo campo de análisis 
llamado más comúnmente hoy "la frontera del caos" (Ahmedt-Aristizabal & et al., 2011). 
La teoría del caos ha de ser entendida como una nueva herramienta de análisis que 
permite afrontar problemas hasta ahora inabordables o difícilmente analizables por la 
estadística (Subias, 1991). Las series de tiempo contienen información del proceso que 
generó dicha serie, por lo que es de suma importancia utilizar la dinámica contenida en el 
sistema para inferir sobre la dinámica desconocida de la señal. Con la señal se realiza la 
reconstrucción de las trayectorias que surgen de los sistemas analizados que tienden a 
concentrarse en una región finita o acotada del espacio (atractor). En diversas 
aplicaciones, el análisis no lineal trata de conservar las propiedades de la dinámica 
subyacente. Esto permite una herramienta para para el diagnóstico y la clasificación 
señales, demostrando que en muchas situaciones una correcta aplicación de la dinámica 
no lineal brinda nuevas perspectivas de rendimiento. Las técnicas de dinámica no lineal 
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son aquellas que permiten extraer información oculta de las señales y deducir el orden 
subyacente que ocultan fenómenos aparentemente aleatorios (Delgado et al., 2009). Los 
sistemas dinámicos no lineales son aquellos cuya respuesta ante un estímulo dado en 
algún instante de tiempo no se produce de forma proporcional a su respectiva excitación 
de entrada. Es por esto, que aunque exista un modelo determinístico del sistema no lineal, 
este al entrar en el régimen caótico genera un comportamiento impredecible a largo plazo 
si no se tienen de manera precisa las condiciones iníciales (Delgado et al., 2009). Los 
sistemas estables tienden a converger en un punto a lo largo del tiempo, conforme a su 
dimensión (atractor). En cambio, los sistemas inestables se salen de trayectoria o se 
escapan de los atractores. Entonces, para forma un sistema caótico, este exterioriza los 
dos comportamientos. En el sistema caótico por un lado, existe un atractor por el que el 
sistema se ve atraído, pero a la vez, existe una “potencia” que lo aleja de éste. De este 
modo, el sistema se queda confinado en una zona de su espacio de estados, pero el 
atractor será totalmente irregular o extraño. A diferencia del análisis lineal, el cual 
atribuye el comportamiento irregular de un sistema a la naturaleza aleatoria de la señal de 
entrada, la teoría del caos afirma que las entradas aleatorias no son las únicas fuentes 
posibles de irregularidad en la salida de un sistema (Castellanos, 2005). No se debe 
confundir un proceso caótico con un proceso aleatorio. Cuando el proceso es caótico, si se 
conoce con una precisión infinita la condición inicial del sistema se puede saber el estado 
en cualquier instante. Es decir, un proceso caótico es determinista aunque poco 
predecible. De un sistema del que se conocen sus ecuaciones características, y con unas 
condiciones iníciales fijas, se puede conocer exactamente su evolución en el tiempo. Pero 
en el caso de los sistemas caóticos, una mínima diferencia en esas condiciones hace que el 
sistema evolucione de manera totalmente distinta (Solé et al., 1996). 
Entre la infinidad de medidas invariantes que pueden encontrarse, tanto estáticas como 
dinámicas, la caracterización utilizando dinámica no lineal típicamente suele utilizar al 
Máximo Exponente de Lyapunov, y la dimensión de Correlación. En el presente trabajo sin 
embargo, se estudiará el poder caracterizante de las anteriores, junto con el Exponente de 
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Hurst, Complejidad de Lempel-Ziv, y una medida de la regularidad de series de tiempo, 
todas aproximaciones de la Entropía. 
 
2.2.1 Dimensión de Correlación (𝑫𝟐) 
La dimensión de correlación es una medida de la complejidad de un sistema 
determinístico que proporciona el número de variables independientes necesarias para 
describir su comportamiento. Estima la dimensión fractal del atractor que se forma en el 
espacio de fase. La dimensión de correlación permite distinguir entre una serie de datos 
aleatoria y un ruido determinista. Esta medida se obtiene a partir de la suma de 
correlación 𝐶(𝑟), determinando la zona donde las curvas generadas para cada valor de m 
se comportan de forma lineal o secuencial. A partir de esta región, se calcula la pendiente 
de cada recta, el cual representa el valor de 𝐷2 para cada valor de m (Grassberger & 











𝑚‖)                                                             (3) 
El límite de esta expresión debe ser interpretado de la siguiente forma: Debe considerarse 
el mínimo radio (𝑟) de esfera tal que la cantidad de puntos dentro de ésta sea el 
apropiado, logrando capturar la información acerca de la dependencia entre estos dentro 
del atractor (Grassberger & Procaccia, 1983). 
Donde 𝑁𝑚 es el número de puntos del espacio de fases reconstruido y 𝐻 es la función de 
Heaviside definida por: 
𝐻(𝑥) = {
1       𝑠𝑖    𝑥 > 0,
0      𝑠𝑖     𝑥 ≤ 0.
                                                                                                 (4) 
 





                                                                                                             (5) 
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El límite de esta expresión debe ser interpretado de la siguiente forma: Debe considerarse 
el mínimo radio de esfera tal que la cantidad de puntos dentro de ésta sea el apropiado, 
logrando capturar la información acerca de la dependencia entre estos dentro del atractor 
(Grassberger & Procaccia, 1983). 
 
2.2.2 Entropía de Kolmogorov (𝑲𝟐) 
La entropía de Kolmogorov se utiliza para diferenciar los comportamientos aleatorios y 
periódicos o regulares que poseen o que describan caos. Ésta medida de complejidad se le 
da el nombre de entropía porque representa la velocidad media de pérdida de 
información en una serie temporal (montero & morán, 1994). 
El cálculo de la entropía de Kolmogorov permite medir la impredecibilidad de un sistema 
dinámico. Es un parámetro que permite determinar el contenido y ganancia de 
información en un sistema determinado (Walters, 1982). Por lo tanto, la entropía de 
Kolmogorov se define como principio que mide la pérdida de información a lo largo de la 
evolución del sistema. Tiene una gran importancia, en su principal aplicación a sistemas de 
los cuales no se dispone más que de series temporales de valores de determinada 
variable, la cual se considera poseedora de significado. 
En un sistema dinámico sumido en un espacio de fase con dimensión m, y que se 
encuentra dividido en pequeños bloques de tamaño 𝑟𝑚, siendo 𝑟 la longitud del lado de 
cada una. Asumiendo entonces la existencia de un atractor dentro del espacio de fase, 
constituido por la evolución temporal de una trayectoria 𝑆[𝑛], siendo los puntos la 
representación de los estados dinámicos del sistema medidos en pequeños intervalos de 
tiempo 𝜏. 
 
Sea 𝑝(𝑘1, 𝑘2, … … , 𝑘𝑚) la probabilidad conjunta de la trayectoria 𝑆[𝜏] se encuentre en la 
caja 𝑘1, 𝑆[2𝑡] en 𝑘2, hasta 𝑆[𝑚𝜏] en 𝑘𝑚, entonces, la entropía de Kolmogorov se define 
como: 
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ln 𝑝(𝑘1, 𝑘2, … … , 𝑘𝑚)                      (6) 
 








    0 ≤ 𝐾2 ≤ 𝐾                                                                  (7) 
 
Donde 𝑚 es la dimensión de sumidero, 𝜏 es el retardo, y 𝐶𝑚(𝑟) es la suma de correlación 
definida anteriormente del cálculo de la dimensión correlación 𝐾2 → ∞ para sistemas 
aleatorios, mientras 0 ≤ 𝐾2 ≤ ∞ para sistemas caóticos. 
 
2.2.3 Entropía de Shannon (𝑯𝒙) 
Shannon en 1948 definió la entropía desde el punto de vista de la teoría de la información 
como una medida de la incertidumbre media de la cantidad de información enviada en un 
mensaje. De esta manera la entropía es una medida que cuantifica la incertidumbre 
presente en un conjunto de datos debido a su cantidad de información. 
Dada una variable aleatoria discreta X, con un rango de posibles valores, 𝑋 =
(𝑋1, … … . , 𝑋𝑛) con un rango de valores 𝜃1, … … … , 𝜃𝑛, función de probabilidad 𝑝(𝑥𝑖) =
𝑃𝑟{𝑋 = 𝑥𝑖}, y el operador 𝐸, de la Entropía de Shannon indicado por 𝐻, la entropía de 
Shannon es indicada (Al- Mayyan et al, 2011). 
 
𝐻(𝑋) = − ∑ 𝑝(𝑥𝑖) log 𝑝(𝑥𝑖
𝑥𝑖∈𝜃
) = −𝐸[log 𝑝(𝑥𝑖)]                                                   (8) 
 
2.2.3 Exponente de Hurst (𝑯) 
El exponente de Hurst es una medida de un sistema de memoria a largo plazo, es decir, 
cuantifica la influencia de los valores pasados en el valor presente o actual de la serie 
temporal. También puede ser vista como una medida de la persistencia del proceso a 
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seguir las tendencias, o la correlación entre los diferentes puntos de las series de tiempo 
(Sprott and Sprott, 2003). El exponente de Hurt tiene un rango entre 0-1, donde un valor 
inferior a 0,5 presenta una correlación negativa, que implica un proceso anti-persistente 
que tenderá a volver al punto donde comenzó. Así que, si la tendencia de la serie es 
positiva, puede haber un cambio de tendencia negativa en la siguiente iteración. Un valor 
cercano a 0,5 indica que no hay correlación entre los valores pasados y los valores 
presentes (Movimiento Browniano). Un valor mayor a 0,5 indica correlación positiva, y es 
un indicador de un proceso continuo, en el cual es probable que se mantenga constante la 
dirección de la trayectoria. El cálculo del exponente de Hurst del espacio de estados 𝑆 →






)                                                                                                                              (9)  
Donde 𝑅 es la variación span (diferencia entre valor máximo y valor mínimo en las series), 
𝜎 es la derivación estándar, y 𝜏 es el retardo utilizado en la reconstrucción del atractor. 
 
2.2.4 Complejidad de Lempel–Ziv (LZ) 
Lempel y Ziv proponen un algoritmo de una medida de complejidad útil, la cual puede 
caracterizar el grado de orden y desorden y el desarrollo de patrones espacio-temporales 
(Lempel y Ziv, 1976).  El cálculo de la complejidad de Lempel-Ziv estima la complejidad o la 
irregularidad de una serie de tiempo y generalmente se calcula utilizando el algoritmo 
descrito en (Lempel y Ziv, 1976). Los valores van cerca de 0 a 1. En particular, LZ = 1 
significa máxima complejidad (patrón totalmente aleatoria ruido blanco), y LZ = 0 significa 
series perfectamente predecible (ecuación determinista). 
 
2.3  Máquinas de Vectores de Soporte (SVM). 
La teoría de las Maquinas de Soporte Vectorial (SVM por su nombre en inglés), es una 
técnica de clasificación de aprendizaje supervisado, en la literatura goza de una gran 
popularidad, tal vez porque se cuenta con un fuerte respaldo teórico desarrollado por 
Vapnik (Vapnik, 1998), basado en la idea de minimización del riego estructural. 
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En muchas aplicaciones, las SVM han mostrado tener gran desempeño, más que las 
máquinas de aprendizaje tradicional como las redes neuronales y han sido introducidas 
como herramientas con un gran potencial para resolver problemas de clasificación. 
La ventaja de las SVM se debe a que primero mapea los puntos a un espacio de una 
dimensión mayor y encuentra un hiperplano donde separe y maximice el margen entre las 
clases en el nuevo espacio, como se puede ver en la figura 1.4.   
 
 
Figura 1.4. Ajuste para una SVM lineal. 
Maximizar el margen es un problema de programación cuadrática (QP) y puede ser 
resuelto por su problema dual introduciendo multiplicadores de Lagrange. La SVM 
encuentra el hiperplano óptimo utilizando el producto punto con funciones en el espacio 
de características que son llamadas kernels. 
 
2.3.1              Caso Linealmente Separable   
Supongamos que se tiene un conjunto 𝑆 de puntos etiquetados (puntos blancos y negros 
en la figura 1.4) 
𝑆 = (𝑦1, 𝑥1), … . . , (𝑦𝑁 , 𝑥𝑁)                                                            (10) 
Cada punto de entrenamiento 𝑥1  ∈  ℝ
𝑛 pertenece a alguna de dos clases y se le ha dado 
una etiqueta 𝑦1  ∈ {1, −1}. El objetivo es buscar o encontrar un hiperplano de separación 
donde aquellos puntos con igual etiqueta queden al mismo lado del hiperplano. 
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Esto significa encontrar un 𝑤 y un 𝑏 tal que: 
 
𝑦𝑖(𝑤
′𝑥𝑖 + 𝑏) > 0, 𝑖 = 1, … … . , 𝑁                                                  (11) 
Si existe un hiperplano que separe a la ecuación anterior, se dice que los datos son 
linealmente separables y el hiperplano estará descrito por un vector normal 𝑤, con una 
distancia al origen dada por 𝑏 ‖𝑤‖⁄ . 
La ecuación 10, puede reescribirse como: 
 
𝑦𝑖(𝑤
′𝑥𝑖 + 𝑏) ≥ 1, 𝑖 = 1, … … . , 𝑁                                                                    (12)  
 
Con esto se busca que las distancias 𝐻1 𝑦 𝐻2 representados en la figura 1.4, sea igual a 
2
‖𝑤‖⁄  .  Por consiguiente, para encontrar el máximo margen es necesario minimizar la 
norma de 𝑤, es decir: 
Minimizar         
1
2
𝑤′. 𝑤                                                                                           (13) 
Sujeto a             𝑦𝑖(𝑤
′𝑥𝑖 + 𝑏) ≥ 1    ∀𝑖                                                              (14) 
 
Mientras que 𝑤′. 𝑤 sea convexo, el problema 13 tendrá una posible solución utilizando los 
multiplicadores de Lagrange. Sean ∝= {∝1, … . , ∝𝑁}, los 𝑁 multiplicadores de Lagrange no 
negativos. 
Para minimizar 13 hay que encontrar el punto de silla de la función de Lagrange: 
 
  𝐿(𝑤, 𝑏, ∝) =  
1
2
𝑤′𝑤 − ∑ ∝𝑖
𝑁
𝑖=1 [𝑦𝑖(𝑤
′𝑥𝑖 + 𝑏) = −1]       (15) 
 
Para encontrar el punto de silla, hay que minimizar la función 14 respectos a 𝑤 𝑦 𝑏, 
después maximizarla sobre los multiplicadores de Lagrange ∝𝑖 ≥ 0. El punto encontrado 
debe satisfacer las condiciones de Karush-Kuhn-Tucker (KKT) donde demuestra que la 
mayoría de los coeficientes de Lagrange son cero, y que solo puede  ser distintos de cero 
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los vectores de soporte, los vectores que se encuentran exactamente en la distancia 
marcada por el margen. Al dualizar el modelo de maximización del margen, la función se 
transforma en una función cuadrática convexa sujeta a restricciones lineales.  
Cuando se ha encontrado la solución de la función, el hiperplano de separación tiene la 
siguiente forma: 
 
𝑤0 = ∑ ∝𝑖
0𝑁
𝑖=1 𝑦𝑖𝑥𝑖            (16) 
Mientras que 𝑏 es encontrado a partir de las condiciones de (KKT): 
𝑏0 = 𝑦𝑖 − 𝑤0
′ 𝑥𝑖           (17) 
 
El problema de clasificar un nuevo punto 𝑥, es resuelto examinado el signo de:  
 𝑤0
′ 𝑥𝑖 +  𝑏0           (18) 
                       
2.3.2             Caso Linealmente no Separable 
En muchas aplicaciones se pueden encontrar que los datos son linealmente no separables,  
el análisis previo puede ser generalizado introduciendo variables no negativas o “slack” 
(de relajación) (𝜉1, … … , 𝜉𝑁),  𝜉𝑖 ≥ 0, de tal modo que la expresión 12 se puede escribir 
como: 
𝑦𝑖(𝑤
′𝑥𝑖 + 𝑏) ≥ 1 + 𝜉𝑖, ∀𝑖           (19) 
𝜉𝑖 ≥ 0 en 19 son aquello puntos que los 𝑥𝑖  no satisface a 12. Entonces el término ∑ 𝜉𝑖𝑖  
puede tomarse como algún tipo de medida de error en la clasificación. 
El problema del hiperplano óptimo es entonces redefinido como la solución del siguiente 
problema: 
Minimizar       
1
2
𝑤′𝑤 + 𝐶 ∑ 𝜉𝑖
𝑁
𝑖=1          (20) 
Sujeto a          𝑦𝑖(𝑤
′𝑥𝑖 + 𝑏) ≥ 1 + 𝜉𝑖 𝑦 𝜉𝑖 ≥ 0 ∀𝑖                  (21) 
 
La primera función es minimizada para poder controlar los errores cometidos en la etapa 
de aprendizaje del clasificador. 
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El segundo término permite tener el control del número de clasificaciones erróneas. El 
valor del parámetro C lo elige el usuario de tal manera que un valor muy grande equivale a 
asignar una alta penalización a los errores, implicando a la creación del llamado margen 
blando (soft margin); que permite algunos errores en la clasificación a la vez que los 
penaliza. Haciendo una comparación con el caso linealmente separable, la utilización de 
los multiplicadores de Lagrange deriva en el siguiente problema de optimización: 
 








′𝑥𝑗                                          (22) 
Sujeto a          ∑ ∝𝑖 𝑦𝑖
𝑁
𝑖=1 = 0 𝑦 0 ≤ ∝𝑖 ≤ 𝐶, ∀𝑖                               (23) 
 
 
Figura. 1.5. Aparición del parámetro de error 𝝃𝒊 en el error de clasificación. (Tomada 
de Betancourt A., 2005). 
 
2.3.3            Espacio de alta dimensionalidad – Kernels. 
Cuando se habla de espacio de alta dimensionalidad, se habla de las Máquinas de 
Vectores de Soporte no lineales; cuyo principio consiste en mapear el espacio de los datos 
de entrada a un espacio de representación mayor o de dimensión alta a través de una 
función no lineal. Existe una buena propiedad que posee SVM. Esta propiedad es una 
función llamada Kernel (Schölkopf, 2002); calcula el producto punto de los puntos de 
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entrada en el espacio de representación Z, el mapeo 𝑍 = 𝜙(𝑥) , de manera que 
reemplazando x por 𝜙(𝑥) en la siguiente ecuación: 
 








′𝑥𝑗                                         (24) 
Sujeto a          ∑ ∝𝑖 𝑦𝑖
𝑁












′𝜙(𝑥𝑗)                           (26) 
Sujeto a          ∑ ∝𝑖 𝑦𝑖
𝑁
𝑖=1 = 0  𝑦  ∝𝑖 ≥ 0, ∀𝑖                                (27) 
 
De lo anterior, el entrenamiento del algoritmo solo depende de la función Kernel, es decir, 
funciones de la forma 𝜙(𝑥𝑖)
′𝜙(𝑥𝑗). Dada la función Kernel simétrica K tal manera que 
𝐾(𝑥𝑖, 𝑥𝑗) = 𝜙(𝑥𝑖)




Figura. 1.6. Uso de un tipo de Kernel para la transformación del espacio de 
representación de los datos. (Tomada de Betancourt A., 2005). 
 
Las Funciones que satisfacen el teorema de Mercer pueden ser usadas como productos 
punto y por ende pueden ser usadas como kernels.  
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Sin ningún conocimiento del mapeo, la SVM encuentra el hiperplano óptimo utilizando el 
producto escalar con funciones en el espacio de características que se llaman kernels. La 
solución de la hiperplano óptimo se puede escribir como una combinación de unos pocos 
puntos de entrada que son llamados vectores de soporte. Para extender la solución a 
problemas de frontera no lineales, funciones que expresan el producto escalar de dos 
vectores en el espacio de entrada (denominado kernels) se pueden introducir. En este 
trabajo, el ampliamente conocido Función de base radial (RBF) kernel es utilizado: 
𝐾(𝑥, 𝑦) = 𝑒
−
‖𝑥−𝑦‖2
2𝜎2               (28) 
Donde dispersión 𝜎 ∈ ℝ+  > 0 controla el ancho de la función RBF. Tanto la dispersión del 
kernel y los parámetros de compensación del clasificador, C, son sintonizados para la 
prueba con una optimización meta-heurística de enjambre de partículas que es el método 
bio-inspirado utilizado para la determinación de parámetros de SVM (Lin et al., 2008). 
 
2.3.4           Optimización por Enjambres de Partículas.  
Optimización de enjambre de partículas (PSO) es un algoritmo de optimización global de 
aleatorio. Este pensamiento básico proviene de un comportamiento inteligente del 
enjambre. Emula principalmente las características de la migración y la recolección de las 
aves durante la búsqueda de alimento (Eberhart y Shi, 2001). Las soluciones potenciales 
en PSO se denominan partículas. Estas partículas vuelan hiperespacio a fondo del 
problema siguiendo mejores partículas. Todas las partículas tienen valores asignados por 
la función de evaluación, y sus velocidades dirigen las partículas voladoras. PSO se 
inicializa con un grupo de partículas aleatorias y buscan el punto óptimo a través de un 
proceso de actualización sucesivas denominadas generaciones (Lin y Hsieh, 2009). En cada 
iteración, las partículas son actualizadas por los siguientes mejores valores. La primera de 
ellas es la mejor solución que ha encontrado una partícula hasta el momento (pb) y la 
segunda es la mejor solución global obtenida hasta ahora en todas las partículas de la 
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población (gb) (Eberhart y Shi, 2001). La velocidad y la posición de las partículas (28) se 










𝑡+1                (29) 
Donde 𝑝𝑖,  𝑣𝑖   son la enésima posición y velocidad de las partículas (solución), 
respectivamente. 𝑝𝑏𝑖
𝑡 𝑦  𝑔𝑏𝑡  Ya están definidas, 𝑟1 𝑦  𝑟2 son números aleatorios entre 
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3. MARCO EXPERIMENTAL  
 
En este capítulo se describe la metodología propuesta para la Identificación de firmas 
dinámicas por métodos no lineales usando máquinas de vectores de soporte. 
El proceso a emplear para encontrar la metodología de identificación y verificación de la 
firma dinámica (on-line), parte desde la captura de la información utilizando dispositivos 
digitales especializados, con capacidad de capturar la evolución temporal de las señales 
generadas por el lápiz en el plano establecido para firmar, al momento de interactuar con 
dicho dispositivo. En ese momento es cuando se capturan las características 
comportamentales fundamentales de estudio por cada firmante, dicha información es 
procesada y almacenada en la bases de datos para el respectivo análisis de identificación 
biométrica. La identificación es un procedimiento que se realiza combinando procesos 
uno a muchos (1:N). Es decir, una muestra perteneciente a una clase es comparada con las 
otras muestras que se encuentran almacenadas en una base de datos de firmas 
dinámicas, registros que se tiene de guardar toda la información de cada uno de los 
firmantes o  de todos los usuarios para su respectiva identificación. De esta manera, el 
objetivo de la identificación biométrica es el de clasificar una realización determinada de 
un rasgo biométrico de identidad desconocida como perteneciente a uno de entre un 
conjunto de N posibles individuos (Ahmedt-Aristizabal & et al., 2011). 
En este capítulo presentamos la base de datos de firma dinámica sobre la que se centra 
este trabajo de grado. En la segunda parte del capítulo mostramos los resultados 
obtenidos en ella después de caracterizar y clasificar las firmas encontradas en la base de 
datos. 
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Figura.3.1. Tablet gráfica utilizada para la adquisición de las firmas. (Tomada de Gaspar 
Pascual, 2010) 
En la figura 3.2, se presenta con un poco más en detalle la metodología propuesta en este 
trabajo de grado.  
 
Figura. 3.2. Diagrama de bloques de la Metodología utilizada en este trabajo. 
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3.1. Base de Datos 
La disponibilidad pública de bases de datos biométricas de referencia permite a los 
investigadores evaluar sus propuestas con los mismos conjuntos de datos, aunque la falta 
de protocolos estándar de evaluación puede provocar algunas diferencias significativas 
entre sus resultados. En consecuencia, las competiciones o evaluaciones objetivas 
realizadas por terceros establecen reglas y protocolos de evaluación que los autores 
adoptan para medir el rendimiento de sus sistemas. La combinación de ambos recursos 
permite con el tiempo avanzar el estado del arte a nivel científico y tecnológico. En la 
construcción de sistemas automáticos de identificación biométrica, es beneficioso el 
empleo de estas bases de datos, por cuanto estas contribuyen a la evaluación de los 
métodos de análisis y procesamiento desarrollados de una forma reproducible, 
cuantitativa y estándar. A continuación se presenta la base de datos de firmas dinámicas, 
con la que se evalúa el rendimiento o desempeño de la metodología planteada en la figura 
3.2. 
 
3.1.1. Base de Datos (ITM-MIRP-SIGN-01 – ITMMS01) 
Esta base de firmas (sólo firmas auténticas), llamada ITM-MIRP-SIGN-01 (ITMMS01) el 
nombre de la universidad y el grupo de investigación (Ahmedt-Aristizábal et al., 2011). 
Contiene 800 firmas recogidas a partir de 40 voluntarios diferentes. Entre estos sujetos, 
había 23 mujeres, dos zurdas, con edades que oscilan entre 20 y 50. Se le pidió a cada 
sujeto a contribuir con 20 firmas recogidas en dos sesiones. Hubo aproximadamente dos 
semanas de tiempo entre las sesiones. Diez firmas fueron recolectadas de cada sujeto 
durante cada sesión. 
No hubo restricciones, por lo que los sujetos firmaron en su forma más natural; en una 
orientación arbitraria. Por lo tanto, hubo una significativa deformación intra-clase y la 
variación entre las firmas pertenecientes al mismo sujeto. Las firmas se recolectaron con 
una tableta digitalizadora (WACOM Intuos 4), sin retroalimentación visual. Nosotros 
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diseñamos un mecanismo que fue utilizado por los autores para interconectar los 
sensores biométricos utilizando la Plataforma .NET y Component Object Model (COM) 
(plataforma de Microsoft para componentes de software introducida por la empresa en 
1993) como una interfaz para el dispositivo. Cada firma de la base de datos se caracterizó 
por coordenadas X e Y de presión, el acimut y la información de la altitud. 
En este trabajo, como se habló anteriormente se ha utilizado la tableta digitalizadora 
(marca WACOM) de modo que posee un conjunto de características generales que facilita 
la forma de visualizar los atributos extraídos de la firma.  Este tipo de tableta gráfica 
proporciona las cinco características siguientes (Figura 3.1): 
 Posición en el eje X: entre 0 y 12700 (0 - 127 mm). 
 Posición en el eje Y: entre 0 y 9700 (0 - 97 mm). 
 Presión: entre 0 y 1023 
 Acimut: entre 0 y 3600 (0 – 360°) 
 Inclinación: entre 300 y 900 (30° – 90°) 
En la tabla 3.1 se resume algunas de las características básicas de la composición de la 
base de datos utilizada. La cifra mostrada en la tabla no se muestra en su totalidad, razón 
que llevó en nuestros experimentos a eliminar algunos usuarios por falta de datos. 
 
Base de Datos Origen N° Autenticas N° usuarios Total Firmas 
ITMMS01 Colombia 20 40 800 
Tabla 3.1. Resumen de la composición de la base de datos utilizada.  
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Figura. 3.3. Series de tiempo extraídas de la firma dinámicas. (Tomada de Ahmedt-
Aristizabal et al., 2011) 
 
Teniendo en cuenta que el firmante generaba la firma sin realimentación visual. Fue 
necesario crear una plataforma o una herramienta de desarrollo de apoyo a la 
investigación de este proyecto en lenguaje de programación Visual Basic .NET., La interfaz 
se generó con el fin de visualizar las firmas dinámicas como se muestra en la Figura 3.4, 
permitiendo analizar la firma dinámica con sus respectivos atributos extraídos con la que 
se evaluará el desempeño del sistema. Las señales o atributo extraídos son la posición en 
X, la posición en Y, acimut, altitud (altura del lápiz respecto a la superficie de escritura de 
la Tablet), y los cambios de presión, como se observó en la Figura 3.3. Es importante 
aclarar que en la adquisición no se presenta ruido, aunque en el cuadro visualizador de la 
firma para el usuario aparente tenerlo. 
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Figura 3.4. Ventana de la interfaz desarrollada para la visualización de las firmas 
dinámicas y de las series temporales. 
 
 
3.2. Estimación de Características 
Para la estimación de las características no lineales a cada de uno de los atributos 
extraídos a la firma dinámica, se aplican cada medida de complejidad descritas en la 
sección 2.2 de manera teórica y matemática. Entonces, para la conformación de la base de 
datos caracterizada; se tiene la base de datos propia conformada por 40 firmantes o 
clases y cada una representada por 20 muestras para una totalidad de 800 registros por 
25 características extraídas. 
Las medidas de complejidad utilizadas en este trabajo o proyecto que se aplicaron a cada 
uno de los atributos extraídos de las firmas dinámicas son las siguientes: 
 Complejidad de Lempel-Ziv. 
 Dimensión de Correlación. 
 Exponente de Hurst. 
 Entropía de Shannon. 
 Entropía de Kolmogorov.  
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Las técnicas de dinámica no lineal son aplicadas a cada una de las series temporales que 
representan la dinámica intrínseca del proceso de la firma. La información temporal da a 
conocer cómo fue generada la firma y establece un marco de referencia que permite 
medir el grado de dependencia entre variables, o semejanza del comportamiento entre 
individuos.  
La implementación de los algoritmos utilizados que calculan las medidas de complejidad 
de cada una de las muestras y sus respectivas series temporales están basadas en los 
Toolbox que pueden ser ejecutados en MATLAB. Las medidas de complejidad que se 
realiza a cada uno de los atributos extraídos de la firma dinámica. Los algoritmos utilizados 
para calcular las medidas de complejidad, encontramos a Lempel-Ziv; que se encuentra 
descrito en el artículo (A. Lempel and J. Ziv, 1976), el Exponente de Hurst que lo podemos 
encontrar  (T. Di Matteo et al. 2003, 2005), (T. Di Matteo, 2007), (R. Morales et al., 2012), 
la entropía de Kolmogorov descrita en (Stephen Faul, 2005), la entropía de Shannon 
descrita (Shannon Claude E., 1948) y la dimensión de correlación (Grassberger and 
Proccacia, 1984). 
 
3.3. Selección de los parámetros para SVM 
Para que el modelo planteado funcione correctamente, se debe tener en cuenta los 
siguientes parámetros: C  (Valor que establece la medida del modelo entre los errores de 
entrenamiento y los márgenes definidos por 𝜉) y el kernel 𝐾(𝑥, 𝑦) mapea el espacio de 
entradas X a un nuevo espacio de características de mayor dimensionalidad (Hilbert), para 
poder encontrar la línea o el plano de separación entre las clases. 
Para calcular el parámetro C. Este se puede estimar por la intervención de una persona 
conocedora del tema, o por un algoritmo de búsqueda bio-inspirados en la naturaleza.   
El parámetro C compensa la clasificación errónea de ejemplos de entrenamiento contra la 
simplicidad de la superficie decisión. Un bajo C hace que el clasificador sea más estricto, 
en la medida que se clasifica las muestras; mientras que un alto C tiene como objetivo 
clasificar todos los ejemplos de entrenamiento correctamente. 
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En el caso del Kernel, para este proyecto de grado se escogió el kernel RBF (Radial Basis 
Function, por sus siglas en inglés) gaussiano descrito en la metodología de (Wang et all., 
2003), por mostrar excelentes resultados en comparación con el Kernel gaussiano clásico 
(Scholkopf et all., 1997). El parámetro a calcular en el Kernel RBF es (𝛾). El algoritmo 
encargado de realizar o calcular dicho parámetro es la Optimización por enjambre de 
partículas (PSO, por sus siglas en inglés) descrita en la sección (2.4). Teniendo en cuenta la 
metodología utilizada en (Wang et all., 2003), la SVM varia la capacidad de su espacio de 
generalización con el Kernel RBF gaussiano, formando un espacio de espacio de búsqueda 
semiconvexo, dependiente de 𝛾.  
 
 
3.3.1. Selección y  Sintonización del Kernel Gaussiano (𝜸). 
El Kernel gaussiano puede ser usado en muchas aplicaciones que proporcionan un puente 
entre la linealidad y no-linealidad para algoritmos que pueden ser expresados en términos 
de un producto punto.   
El Kernel gaussiano utilizado en este proyecto se define o está dado por: 
𝐾(𝑥, 𝑦) = exp (−𝛾‖𝑥 − 𝑦‖2)                 (30) 




                    (31) 
El 𝜎 > 0 determina el ancho del Kernel Gaussiano y es el parámetro que debe ser 
sintonizado para el buen funcionamiento del clasificador. 
El parámetro sigma ajustable juega un papel importante en el rendimiento del kernel, y 
debe ser cuidadosamente ajustado para el problema en cuestión. Si es sobrestimado, la 
exponencial se comportará de forma casi lineal y la proyección de más dimensiones 
comenzará a perder su poder no lineal. En el otro lado, si es subestimado, la función 
carecen de regularización y la frontera de decisión será muy sensible a ruido en los datos 
de entrenamiento. 
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Para evitar los problemas presentados anteriormente, es necesario utilizar un algoritmo 
de búsqueda que minimice el error de generalización de la SVM. Por lo tanto, se propone 
para este trabajo el algoritmo de búsqueda inspirado en el comportamiento social de 
individuos dentro de enjambres en la naturaleza. Básicamente usa la experiencia y el 
conocimiento de sus vecinos para desplazarse en un espacio de búsqueda con distintos 
grados de confianza. El algoritmo planteado es PSO y está descrito en la sección (2.4). 
 
3.3.2. Factor de penalización de error. 
 El coeficiente C determina el compromiso entre la complejidad del modelo y el grado en 
que la desviaciones mayores a 𝜉 son toleradas (J. Jaramillo, 2007). Cuando se generaliza la 
separación, los vectores de soporte presentan una expansión respecto a los errores 
cometidos por el clasificador. Entonces, se puede asociar el parámetro C al rango de salida 
de los datos de entrada (Mattera et all., 1999), (Mangasarian, 1999). 
 
3.4. Técnica de Evaluación 
La aplicación de técnicas de evaluación a los algoritmos de aprendizaje, buscan la forma 
de evaluar un análisis matemático o estadístico aplicado a un problema de 
reconocimiento de patrones. Se busca principalmente, la certeza sobre alguna inferencia 
hecha a un proceso o a un problema de la vida cotidiana. 
En la actualidad, existen distintas formas de representar el modelo. Representación puede 
ser, representación proposicional, árboles de decisión, reglas de decisión, listas de 
decisión, reglas con excepciones, reglas jerárquicas de decisión, reglas difusas y 
probabilidades, redes neuronales, están entre las estructuras más utilizadas (Bishop, 
2006). 
El comparador también llamado módulo de clasificación, mide la semejanza entre el 
patrón de entrada y la información previamente almacenada en la base de datos. Para 
posteriormente entregar una decisión sobre si el patrón encontrado pertenece a un 
patrón existente en la base de datos. 
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Teniendo ya caracterizadas las bases de datos, y que éstas nos permitan establecer la 
capacidad discriminatoria, es necesario validar la metodología propuesta para establecer 
su funcionamiento en un entorno realista. Se dispone a partir o dividir la base de datos en 
conjuntos utilizando una estrategia de validación para sistema de aprendizaje 
supervisado. 
 
     3.4.1               Validación Cruzada con K – Particiones. 
Es una técnica de validación de un sistema de aprendizaje y se utiliza para evaluar a las 
metodologías de clasificación.  
Para esta técnica, la base de datos se divide en K subconjuntos (folds) de datos de igual 
tamaño. En cada evaluación, se deja un subconjunto como datos de prueba y se entrena el 
clasificador con los (K-1) folds restantes. El proceso de validación depende del número de 
particiones o de (K - folds) escogidos para la evaluación del sistema, por lo tanto, la 
validación se repite K iteraciones.  El error (𝐸) se calcula como la media aritmética de los 








                                                                                                                         (32) 
Se realiza la sumatoria de los errores cometidos en cada iteración, divido el número o 
valor de K.  
   
3.5              Metodología de Clasificación. 
Como se menciona en la introducción, en el marco teórico y los objetivos de este trabajo, 
el objetivo de este proyecto de grado está direccionada a la caracterización; utilizando el 
análisis fractal descrito en el marco teórico (Sección 2.2). Por esta razón, para obtener una 
mayor generalización de los datos se ha optado por la metodología de clasificación SVM. 
En esta etapa se genera un análisis del desempeño del sistema. 
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Como se puede visualizar a continuación (Figura 3.5), se presenta (en bloques) un poco 
más detallada, es decir, más específica la metodología de clasificación utilizada en este 
proyecto. 
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Como se puede observar en la figura 3.5, se tiene en más detalle la metodología completa 
diseñada para la identificación de firmas dinámicas utilizando características no lineales o 
análisis fractal, propuesto en este trabajo de grado. 
Una vez se adquiere los atributos de cada firmante, se obtienen 25 características por 
cada uno de los registros existentes (aplicando las características no lineales), 
almacenando toda la información obtenida en una nueva base de datos. A partir de ésta 
última base de datos se tomará el 80% de los registros para el entrenamiento del 
clasificador (SVM). Luego se procederá a realizar las respectivas validaciones con en el 
20% de los registros que se reservaron para la validación del clasificador; la validación 
cruzada. 
Una vez que se tiene el clasificador entrenado se genera la estrategia de validación 
cruzada descrita en la sección 3.4.1. Se utiliza el número de folds o número de particiones 
igual a 10. 
 
Finalmente se obtiene las medidas estadísticas de desempeño como son: la sensibilidad, 
especificidad y la media geométrica. Cabe anotar que la identificación determina si la 
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3 EXPERIMENTOS Y RESULTADOS  
 
En esta sección se presentan los resultados del trabajo de grado a partir de los métodos 
que se implementaron para la extracción de las características no lineales o el análisis 
Fractal y la validación de la metodología de clasificación con su respectivo análisis de 
desempeño. 
La sensibilidad y la especificidad de desempeño del clasificador SVM son estimadas, y se 
evalúan mediante el uso de un procedimiento de validación cruzada convencional, que 
consiste en dividir la base de datos en 10 folds; cada uno con un número igual de señales 
por clase. 
 
Desempeño del Clasificador SVM  
Media Geométrica Sensibilidad Especificidad 
93.11 91.50 94.75 
Tabla.4.1. Resultados de clasificación de firmas, en términos de medidas de rendimiento 
del clasificador considerado (𝒂𝒈𝒎, 𝒂𝒔𝒆𝒏, 𝒂𝒆𝒔𝒑). 
 
Los datos dados anteriormente, son extraídos de la matriz de confusión (Kohavi and 
Provost, 1998) que se construyó a partir de la validación realizada a la SVM. 
La matriz de confusión contiene información acerca de las clasificaciones actuales y 
predichas, y que son realizadas por un sistema de clasificación. El rendimiento de estos 
sistemas, se evalúa comúnmente usando los datos en la matriz. La siguiente tabla muestra 
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 Clases Adivinadas 
Clases Actuales o 
Reales 
 Negativo Positivo 
Negativo a b 
Positivo c d 
Tabla.4.2. Matriz de Confusión. (Kohavi and Provost, 1998) 
 
Letra a = Es el número correcto de predicciones que un caso sea negativo. 
Letra b = Es el número incorrecto de predicciones que un caso sea positivo. 
Letra c = Es el número incorrecto de predicciones que un caso sea negativo, y 
Letra d = Es el número correcto de predicciones que un caso sea positivo. 
Para la Sensibilidad, se calcula con los datos extraídos de la matriz de confusión. La 




                                                                                                                    (33) 
Para la Especificidad, también se calcula con los datos extraídos de la matriz de confusión. 




                                                                                                                    (34) 
La media geométrica se calcula con la raíz n-ésima del producto de los n números (para 
este caso, los datos para calcular la media geométrica son la Sensibilidad y la 
Especificidad). Por tanto, la fórmula para la media geométrica es dada por: 
𝑀𝐺 = √(𝑋1)(𝑋2), … … . , (𝑋𝑛)
𝑛
                                                                                                     (35) 
 
Los resultados de identificación de grupo cerrado se presentan en el porcentaje de firmas 
que fueron asignadas correctamente a cada usuario. Las medidas de clasificación 
promedio calculados de rendimiento se presentan en la Tabla 4.2 para el experimento 
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Figura. 4.1. Resultados de la Clasificación en la identificación de firmantes. 
 
Como se ve en la figura 4.2, se indica el rendimiento entregado por el clasificador, para 
este caso, SVM; de derecha a la izquierda se organizan la características fractales de la 
más alta, al rendimiento más bajo. Además, la figura muestra el rendimiento obtenido por 
cada característica con relación a los firmantes que se encuentran en la Base de Datos. El 
cuarto firmante, para el sistema propuesto es el firmante más fácil de reconocer o 
identificar, caso contrario sucede con el firmante número 9, por tener o poseer el 
rendimiento más bajo, por tanto, es el firmante más difícil reconocer por el sistema. Sin 
embargo, el índice más bajo de rendimiento presentado por el sistema es superior al 60%, 
por lo tanto, el sistema tiene un índice de identificación eficiente para la identificación de 
firmas dinámicas propuesto en este proyecto.  
También se puede observar que la característica Dimensión de Correlación, dentro del 
conjunto de características propuesto, presenta el rendimiento más bajo, sólo que en este 
caso, se muestran algunas excepciones; el firmante número 32 con respecto a la 
característica (Dimensión de Correlación) presenta un índice de rendimiento bueno, en 
comparación con otros firmantes como: 20, 35, entre otros.  
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Figura. 4.2. Desempeño obtenido por el sistema propuesto, haciendo una organización 
con las características no-lineales más relevantes para la identificación de firmantes. 
 
La presión se asocia con la dinámica psicomotoras de los firmantes, por lo tanto, es un 
patrón discriminante para el reconocimiento de firmantes, como se ve en la figura 4.3. 
La figura 4.3 representa la clasificación de rendimiento obtenido, después de extraer las 
características fractales propuestos en este trabajo. Cabe señalar, ese resultado se 
muestra con el propósito de proporcionar las prestaciones de las características fractales 
(entropía de Shannon, la dimensión de correlación, el exponente de Hurst, la complejidad 
de Kolmogorov, la complejidad de Lempel-Ziv) con respecto a cada atributo de la firma de 
cada persona o individuo. Estos atributos se obtuvieron del dispositivo de adquisición 
WACOM descrito en la sección (3.1.1). El atributo de presión es el más discriminante, en 
comparación con los otros atributos propuestos; con respecto al firmante número 4 es el 
 
INFORME FINAL DE   
TRABAJO DE GRADO  






más fácil de reconocer, y el firmante 9 es el más difícil de reconocer por el algoritmo 
propuesto.  
La figura 4.3 muestra que el peor atributo para identificar cualquier firmante es la altitud, 
ya que presenta un bajo rendimiento con respecto a las otras. Pero, con algunas 
excepciones, como el firmante número 27.  
 
 
Figura. 4.3. Desempeño obtenido por el sistema propuesto, haciendo una organización 
con los atributos más relevantes para la identificación de firmantes. 
 
También se puede apreciar que en la figura 4.2, LZ (Lempel-Ziv Complejidad) presenta los 
mejores resultados; esta característica fractal es capaz de detectar o localizar patrones 
únicos en una serie de tiempo, lo que permite estimar qué tan compleja o irregular es una 
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serie de tiempo que representa la dinámica intrínseca del firmante. En este sentido, para 
una serie temporal, la complejidad de LZ se utiliza como una medida de la estructura 
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4 CONCLUSIONES, RECOMENDACIONES Y 
TRABAJO FUTURO 
 
Se desarrolló una metodología para la identificación de firmas dinámicas utilizando 
características fractales y máquinas de vectores soporte. Como la información biométrica  
contiene operadores no lineales embebidos, se llevó a cabo para el tratamiento propuesto 
el uso de técnicas de dinámica no lineal, que pueden capturar la dinámica intrínseca del 
firmante para detectar información subyacente en la serie de tiempo ayudando a 
entender el proceso de firma por un individuo. Por lo tanto, se analizó y desarrolló 
modelos que representan la firma dinámica generada por la posición en los ejes (x, y), la 
presión, el acimut y la inclinación; utilizando las siguientes medidas fractales: la 
complejidad de Lempel-Ziv, dimensión de correlación, la entropía de Shannon, 
Kolmogorov entropía y el Exponente de Hurst. La estimación de características contiene la 
suficiente consistencia para la clasificación de los individuos. 
En definitiva los resultados obtenidos parecen ser prometedores en el área de la 
seguridad con el fin de permitir la identificación del firmante, con un equilibrio general 
entre especificidad y sensibilidad calculada con la media geométrica de 92,5%, optando 
que el análisis de los sistemas caóticos o fractales aplicados al comportamiento dinámico 
de la firma pueden generar resultados muy prometedores. 
Para la propuesta presentada se evaluó una estrategia de validación (Cross Validation k-
folds), en busca de observar los resultados de manera más representativa, es decir, 
observar la poderosa capacidad de generalización que tiene las Máquinas de Vectores de 
Soporte (SVM); que para nuestro caso es el clasificador presentado y que busca contener 
la suficiente consistencia de las características en la identificación de individuos. Para la 
validación de la metodología se utiliza la base de datos propia presentada en este 
proyecto y descrita en la sección 3.1.1. Con la base de datos propia se obtuvo un 
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desempeño de identificación con una Sensibilidad del 91,50% y una Especificidad del 
94.75% respectivamente. La medición del desempeño del clasificador se realizó con la 
matriz de confusión, y que, con base a esos datos se extrajeron la sensibilidad y la 
especificidad ya mencionadas anteriormente. 
En definitiva, se puede establecer que la metodología presentada tiene buenos resultados 
y que la en la gran mayoría de los casos (más del 90%) se pudo identificar todas las clases 
existentes en la base de datos, además, el algoritmo identifica la firma perteneciente a un 
individuo, y está en la capacidad de mostrar que una firma sólo pertenece a un firmante y 
no a varios. Esto es demostrado con la especificidad. No obstante el desempeño obtenido 
con la metodología propuesta puede compararse con los métodos reportados en la 
literatura, resulta necesario ampliar la población de estudio para verificar la metodología 
propuesta. 
Como trabajo futuro se propone incluir el mayor máximo Exponente de Lyapunov y otras 
medidas de entropía como entropía Aproximada, la entropía Muestreada, Entropía 
Gaussiana y Entropía Difusa para mejorar la caracterización de la dinámica no lineal de las 
firmas dinámicas y, probablemente, aumentar el rendimiento de la metodología 
propuesta. 
Desarrollar una metodología utilizando clasificadores de una sola clase en la identificación 
de firmas dinámicas para sistemas abiertos, utilizando análisis Fractal a partir de las 
características biométricas comportamentales del individuo firmante. 
Proponer una metodología con las características planteadas en este proyecto en el 
estudio de las señales de electromiografía, para la adecuada fabricación y puesta en 
marcha de prótesis para personas que hayan perdido alguna extremidad. 
Proponer una metodología con características no lineales al estudio de enfermedades 
mentales, tal como la epilepsia; causada por el desequilibrio en la actividad eléctrica de las 
neuronas en alguna zona del cerebro. Estas señales se pueden asociar a series caóticas por 
contener información subyacente en sus patrones definidos por tal enfermedad. 
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