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Introduction
0.1 Motivation historique
Soient F un corps local et G un groupe réductif connexe sur F . Soit R un corps de coefficients
algébriquement clos, sur lequel on prendra nos représentations.
En 1967, une lettre de Robert Langlands à André Weil ([Lan]) ouvre la voie à de nombreuses
questions qui constituent un gigantesque domaine de recherche actuel avec l’étiquette « programme
de Langlands ». Ces questions couvrent en particulier les conjectures de Langlands locale dont la
philosophie est la suivante : il existe une bijection naturelle (en un certain sens) certaines morphismesde Gal(F/F )
dans LG
→
 certains paquetsde représentations
de G(F ) sur R

où LG est un groupe (le « dual de Langlands », défini pour la première fois dans la lettre mentionnée
ci-dessus) associé à G sur R.
Soit p un nombre premier. Lorsque F est une extension finie de Qp, que G est un groupe « sympa-
thique » et R est C, F` ou Q` pour ` 6= p un nombre premier, une série de travaux permettent de
mettre la main sur l’existence d’une telle bijection. Citons entre autres [HT01], [Hen00] et [Vig01]
pour le cas du groupe général linéaire GL(n, F ).
0.1.1 Le cas modulo p et p-adique
Cette thèse s’intéresse à des représentations modulo p, c’est-à-dire que l’on prend pour corps des
coefficients R une clôture algébrique Fp fixée du corps fini Fp. Dans ce cadre-là, très peu de choses
sont connues et le gros des connaissances s’accumule autour du cas de GL(2,Qp). La bijection prend
alors la forme, pour Fpf ( Fp fini : représentations semisimplesde dimension 2
de Gal(Qp/Qp) sur Fpf
→

certains paquets de
représentations lisses
irréductibles admissibles
de GL(2,Qp) sur Fpf
 .
Le côté représentations galoisiennes est décrypté à travers la théorie des (ϕ,Γ)-modules de Fontaine
([Fon91]). Une première forme de cette correspondance a d’abord été établie numériquement par
Breuil ([Bre03a]), en terminant la classification de telles représentations de GL(2,Qp). Forts de cette
correspondance modulo p, les travaux de Breuil ([Bre03b], [Bre04]), Berger ([BB10]), Kisin ([Kis10]),
Emerton ([Eme10]), Colmez ([Col10a], [Col10c], [Col10b]) et Paskunas ([Pas13]) permettent d’établir
une correspondance (fonctorielle) à coefficients p-adiques compatible à la correspondance modulo p
évoquée ci-dessus.
0.1.2 Les représentations modulo p de groupes réductifs p-adiques
Comme on vient de le voir, dans le cas de GL(2,Qp), une étape importante dans l’établisse-
ment de la correspondance modulo p a été la classification des représentations de GL(2,Qp). On
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s’intéresse uniquement aux représentations irréductibles, lisses, admissibles. L’histoire débute avec
la classification des représentations de Steinberg et des séries principales de GL(2, F ) par Barthel et
Livné ([BL95], [BL94]), où F est une extension finie de Qp. Ils mettent de plus en lumière l’existence
de représentations qui ne sont pas de cette nature (c’est-à-dire non sous-quotient d’une induite à
partir d’un sous-groupe de Borel) : les représentations dites supersingulières. La compréhension de
ces représentations pour GL(2,Qp) est due aux travaux de Breuil ([Bre03a]). On peut citer aussi
que par la suite des travaux indépendants de Berger ([Ber10]) et d’Emerton ([Eme08]) ont établi
l’irréductibilité des restrictions au Borel des représentations supersingulières de GL(2,Qp). Le cas
de GL(2, F ) pour F 6= Qp est réellement différent et plus compliqué comme l’attestent les travaux
de Paskunas ([Pas04]), Breuil-Paskunas ([BP12]), Hu ([Hu10]), ou encore Schraen ([Sch12]).
Récemment, les travaux de Grosse-Klönne ([GK09]) et de Herzig ([Her11a]) ont permis de com-
prendre les sous-quotients d’induites paraboliques pour GL(n, F ). Peu après, Abe a étendu cela au
cas de tout groupe réductif connexe déployé sur F ([Abe11]). Aucune avancée n’est à noter pour la
compréhension des supersingulières de GL(n, F ) (y compris F = Qp) pour n ≥ 3.
Le premier cas de groupe non déployé a été étudié par Abdellatif avec l’étude des représentations
de U(2, 1)(E/F ) où E/F est une extension séparable quadratique non ramifiée. Dans [Abd11],
elle résout complètement le cas des sous-quotients d’induites paraboliques. Ensuite, Koziol et Xu
utilisent la machinerie de Paskunas ([Pas04]) pour exhiber des représentations supersingulières de
U(2, 1)(E/F ) lorsque F est de corps résiduel Fp ([KX12]).
Enfin, on mentionne que les représentations de SL(2,Qp) et U(1, 1)(Qp2/Qp) sont complètement
comprises : comme ces groupes sont en un sens « proches » de GL(2,Qp), Abdellatif ([Abd11]) et
Koziol ([Koz12]) utilisent le cas de GL(2,Qp) pour mettre la main sur toutes les représentations
supersingulières du groupe qui les intéresse respectivement.
L’objet de notre travail a été de nous attaquer au premier cas de groupe non quasi-déployé,
U(2, 1)(E/F ) et U(1, 1)(Qp2/Qp) étant quasi-déployés. Nous nous intéressons dans un premier temps
à GL(2, D) pour D une algèbre à division de centre F , puis à GL(m,D) pour m ≥ 3. Les différences
pour l’étude des induites paraboliques sont déjà notables, et aucune approche des représentations
supersingulières n’a pu être sérieusement tentée.
0.2 Présentation des résultats
0.2.1 Notations
Soit F un corps local non archimédien localement compact, de caractéristique résiduelle p. Soit D
une algèbre à division de centre F . Son degré sur F est un d2 pour un certain entier d ≥ 1. L’algèbre
D possède un sous-corps commutatif maximal E tel que E/F est une extension non ramifiée de
degré d, unique à conjugaison dans D près (voir [Ser67], Appendix). L’extension D sur E est alors
totalement ramifiée au sens suivant : D contient une uniformisante $D de D de sorte que $F := $dD
soit une uniformisante de F donc de E. On note OD l’anneau des entiers de D, kD son corps résiduel
et D(1) le pro-p-groupe 1 +$DOD.
Parce que E déploie D, le diagramme commutatif suivant existe et définit det0 :
GL(m,D ⊗F E) ∼ // GL(md,E)
det

GL(m,D)
?
OO
det0 // E×
.
Par théorème de Skolem-Noether, l’action de σ ∈ Gal(E/F ) sur GL(m,D) → GL(md,E) coïncide
avec la conjugaison par un élément cσ ∈ GL(md,E). En particulier, l’image de det0 est fixée point
par point par Gal(E/F ) et est donc incluse dans F× : on note detG : GL(m,D)→ F× le morphisme
ainsi obtenu. Pour m = 1, detG devient le morphisme de groupes Nrm : D× → F× appelé norme
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réduite.
Soient m ≥ 2 un entier et G = GL(m,D). On note B le sous-groupe de G des matrices à coeffi-
cients triangulaires supérieurs : c’est un parabolique F -déployé minimal de G.
Toutes les représentations, sauf mention explicite du contraire, seront prises à coefficients dans
Fp.
0.2.2 Le cas de GL(2, D)
On prend ici m = 2. La principale différence avec les cas quasi-déployés déjà étudiés dans la
littérature réside dans le fait que les représentations lisses irréductibles admissibles de B ne sont pas
toutes des caractères. En effet, dans le cas quasi-déployé, il existe un sous-groupe de Borel B de G
défini sur F ; et B possède une décomposition de Levi B = TU avec U radical unipotent de B et
T un tore (non nécessairement déployé). En confondant abusivement les groupes et leurs F -points,
U∩K est un pro-p-groupe et toute représentation lisse irréductible admissible de B sur Fp est triviale
sur U , donc se factorise par B  B/U ' T . Ceci explique pourquoi, dans le cas quasi-déployé, on
ne travaille qu’avec des caractères de B.
Revenons-en à G = GL(2, D). Il n’est pas quasi-déployé parce que D× ne l’est pas. A ce titre,
commençons par dire un mot sur les représentations lisses irréductibles de D×. Comme D(1) est un
pro-p-groupe, toute représentation lisse irréductible de D× se factorise par
D×  D×/D(1) ' k×D o$ZD.
On remarque alors que $dZD est dans le centre de D
× et son action sur k×D dans le produit semi-direct
précédent est triviale. Il en résulte que toute représentation lisse irréductible admissible de D× est
de dimension finie, égale à un diviseur de d.
Soit ρ une représentation lisse irréductible admissible de B : elle se factorise par
B  B/U ' D× ×D×
où U désigne le radical unipotent de B ; et ρ se décompose donc en ρ1 ⊗ ρ2 où ρ1 et ρ2 sont deux
représentations de dimensions finies de D× comme expliqué ci-dessus. Le detG d’un élément de B
se lit
detG
(
a b
0 d
)
= Nrm(a) Nrm(d).
On dira qu’une représentation ρ de B se factorise par un caractère de F× s’il existe un caractère
ρ0 : F
× → F×p vérifiant ρ = ρ0 ◦ detG sur B.
On commence par établir un critère d’irréductibilité pour l’induite parabolique IndGB ρ.
Théorème 0.2.1 Soit ρ une représentation lisse irréductible admissible de B.
(i) Si ρ se factorise par un caractère ρ0 de F×, alors IndGB ρ est extension non scindée de deux
représentations de G irréductibles non isomorphes
0→ ρ0 ◦ detG → IndGB ρ→ St ρ0 → 0,
définissant par là la représentation de Steinberg St ρ0.
(ii) Si ρ ne se factorise pas par detG, alors IndGB ρ est irréductible.
Remarque : Les représentations lisses irréductibles qui apparaissent dans le théorème 0.2.1 sont
admissibles mais on ne s’y attachera pas dans un premier temps. En effet, ceci sera établi plus gé-
néralement au cours des parties 0.2.3 et 0.2.4.
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On va présenter trois preuves distinctes du théorème 0.2.1.(ii). La première consiste à regarder
la restriction à B de la représentation à étudier ; la deuxième (sous l’hypothèse supplémentaire que
p ne divise pas 2d) consiste à étudier la simplicité de l’espace (IndGB ρ)I(1) des I(1)-invariants en
tant que module à droite sur l’algèbre de Hecke du pro-p-Iwahori H(G, I(1)) = EndG(indGI(1) 1),
où indGH désigne le foncteur d’induction lisse à support compact modulo H pour H un sous-groupe
ouvert de G et 1 la représentation triviale. La combinaison de ces deux méthodes (sans l’hypothèse
supplémentaire p - 2d) nous fournit aussi une preuve du théorème 0.2.1.(i). Quant à la dernière
preuve présentée du théorème 0.2.1.(ii), elle repose sur un isomorphisme entre une telle représenta-
tion IndGB ρ et un conoyau dans une représentation obtenue par induction compacte.
Précisons un peu la nature de ces derniers objets. Pour cela, notons K le sous-groupe compact
maximal GL(2,OD) de G. Soit V une représentation lisse irréductible de K ; elle est de dimension
finie et on sait la décrire explicitement. L’induite compacte indGK V est alors un module à gauche sur
l’algèbre de Hecke H = EndG(indGK V ). On montre que cette dernière est commutative et les repré-
sentations évoquées précédemment seront des conoyaux de certains opérateurs de H dans indGK V :
ce sont des indGK V ⊗H,χ Fp pour des caractères χ : H → Fp de Fp-algèbres.
On dira qu’une représentation admissible est supersingulière si elle un quotient irréductible d’un
indGK V ⊗H,χ Fp pour un caractère χ s’annulant sur un certain opérateur explicite. Enfin, les com-
paraisons entre les induites paraboliques IndGB ρ et ces ind
G
K V ⊗H,χ Fp fournissent le théorème de
classification suivant.
Théorème 0.2.2 Soit pi une représentation lisse irréductible admissible de G. Alors pi est dans l’un
des cas suivants :
(a) un caractère ρ0 ◦ detG, où ρ0 est un caractère de F× ;
(b) une Steinberg St ρ0, où ρ0 est un caractère de F× ;
(c) une induite parabolique IndGB ρ, où ρ est une représentation irréductible de B qui ne se fac-
torise pas par un caractère ;
(d) une supersingulière.
Remarque : Ce sera bien un théorème de classification au sens où l’on prouvera qu’il n’y a pas
d’entrelacement non trivial entre ces représentations.
Corollaire 0.2.3 Une représentation supersingulière de G est supercuspidale, c’est-à-dire qu’elle
n’est pas sous-quotient d’une induite parabolique ; et réciproquement.
0.2.3 Les réprésentations de Steinberg généralisées
Dans le but de généraliser les énoncés des théorèmes 0.2.1 et 0.2.2 à GL(m,D) pour m ≥ 3,
on a besoin de comprendre les « briques de base » correspondant aux représentations de Steinberg
dans le cas de GL(2, D) ; on les appellera donc représentations de Steinberg généralisées. Comme il
n’est pas vraiment plus difficile de l’obtenir dans le cadre d’un groupe réductif connexe quelconque,
c’est ce que l’on fera. Enfin, on souligne que les changements à apporter par rapport aux travaux de
Grosse-Klönne et de Herzig qui ont traité le cas d’un groupe déployé sont minimes.
Soit G le groupe des F -points d’un groupe réductif connexe défini sur F . Soit P un sous-groupe
parabolique standard de G, c’est-à-dire qui contient B, un parabolique déployé minimal fixé. L’es-
pace des fonctions P -invariantes à gauche IndGP 1 contient l’espace Ind
G
Q 1 pour tout sous-groupe
parabolique Q de G contenant P et on définit la représentation de Steinberg relative à P :
StP1 =
IndGP 1∑
QP Ind
G
Q 1
.
Soit K un sous-groupe parahorique maximal spécial de G. Notons K(1) le pro-p-radical de K. Pour
tout sous-groupe H de G, on note H le sous-groupe (H ∩ K)/(H ∩ K(1)) de G = K/K(1). Par
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exemple, lorsque G est GL(m,D), K(1) est le sous-groupe de K composé des matrices congrues à
l’identité modulo ($D) et G est le groupe fini GL(m, kD). On note red : K → G la réduction modulo
K(1) et on rappelle que le sous-groupe d’Iwahori standard de G est I = red−1(B). On commence
par récolter des informations sur l’espace des I-invariants de StP1 en le comparant à son analogue
fini, l’espace des B-invariants de StP1 =
IndG
P
1∑
QP Ind
G
Q
1
.
Proposition 0.2.4
(i) Il existe une injection K-équivariante StP1 ↪→ StP1 qui induit un isomorphisme
(StP1)
B ∼−→ (StP1)I
de Fp-espaces vectoriels.
(ii) Il existe une fonction fP ∈ IndGP1 explicite telle que tout sous-EndG(IndGB 1)-module à droite
non nul de (StP1)
B contient la classe de fP dans StP1.
La preuve de cette proposition est uniquement combinatoire et suit les arguments de [GK09]
malgré la présence d’un système de racines éventuellement non réduit. On en déduit ensuite, par la
machinerie de Herzig, le résultat voulu suivant.
Théorème 0.2.5
(i) Le K-socle 1 de StP1 est irréductible et on peut l’identifier explicitement.
(ii) La représentation de Steinberg généralisée StP1 est irréductible et admissible.
0.2.4 Le cas de GL(m,D)
Maintenant que l’on dispose de toutes les informations voulues sur les Steinberg généralisées,
on retourne au cadre G = GL(m,D) précédent. Le travail que l’on effectue, dans la lignée de celui
de Herzig pour le cas déployé GL(m,F ), est une généralisation des méthodes employées dans la
troisième preuve présentée du théorème 0.2.1 pour GL(2, D).
Soient S un tore F -déployé maximal de GL(m,E) ≤ GL(m,D) ; c’est aussi un tore F -déployé
maximal de GL(m,D). On note X∗(S) le sous-groupe des cocaractères associés et A le centralisateur
de S dans GL(m,D). Quitte à remplacer S par l’un de ses conjugués, on peut supposer que A est
composé des matrices diagonales, et en particulier est inclus dans B ; c’est donc ce que l’on fera par
la suite.
Dans un premier temps, on doit comprendre un peu mieux l’algèbre de Hecke-Satake H(G,K, V ) =
EndG(ind
G
K V ). Grâce au travail de Henniart-Vignéras ([HV11]), on sait que c’est une Fp-algèbre
commutative qui s’injecte via la transformée de Satake modulo p dans H(A,A ∩ K,V U∩K) où U
est le radical unipotent de B et K le compact maximal GL(m,OD). D’autre part, pour inverser la
transformée de Satake, dans le cas déployé et où V est la représentation triviale de K, on dispose
de la formule de Lusztig-Kato. On fera attention que ladite formule concerne des représentations
à coefficients complexes. Ici, pour se faire, on va comparer les valeurs de transformées de Satake
d’opérateurs de Hecke pour GL(m,D) avec celles d’opérateurs pour le groupe déployé GL(m,E) ≤
GL(m,D). Pour H un sous-groupe de G, on note H(E) le sous-groupe H ∩GL(m,E) de GL(m,E)
correspondant ; en particulier, G(E) désigne GL(m,E) lui-même. Enfin, W désignera le groupe de
Weyl fini associé à S (invariablement pour G ou G(E)), que l’on verra concrètement comme le sous-
groupe de G(E) ≤ G des matrices de permutation.
On prend ensuite les notations suivantes pour les transformées de Satake classiques, à coefficients
complexes :
S(E) : H(G(E),K(E),1) ∼−→ C[X∗(S)]W ,
1. par définition, c’est la plus grande sous-K-représentation semi-simple
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S : H(G,K,1) ∼−→ C[A/A ∩K]W ∼−→ C[X∗(S)]W .
On remarque que l’isomorphisme W -équivariant de Fp-algèbres
C[A/A ∩K] ∼−→ C[X∗(S)]
utilisé pour définir S provient du morphisme de groupes W -équivariant suivant :
ψ : A/A ∩K ∼−→ S/S ∩K ∼−→ X∗(S)
x 7→ xd
λ($F ) 7 → λ
Pour tout élément λ de X∗(S), on fixe tλ ∈ A un représentant de l’image réciproque ψ−1(λ) de λ
dans A/A ∩ K. L’énoncé de comparaison prend alors la forme de la conjecture suivante, que l’on
sait prouver en petite dimension comme on l’expliquera par la suite. On supposera la conjecture
satisfaite dans toute la suite de l’introduction.
Conjecture 1 Soit λ un élément de X∗(S). Alors on a
S(1KtλK) = S(E)(1K(E)λ($F )K(E)),
où 1KtK (respectivement 1K(E)tK(E)) désigne l’opérateur de H(G,K,1) (resp. H(G(E),K(E),1)) de
support KtK (resp. K(E)tK(E)) pour t ∈ G (resp. t ∈ G(E)).
Cette identité nous permet de ramener l’étude de l’inversion de Satake modulo p de GL(m,D)
à un cas déployé lorsque V = 1 est la représentation triviale.
Dans le cas déployé de GL(m,E), on peut ramener les calculs voulus sur la transformée de Satake à
ce cas V = 1. Ceci n’est malheureusement plus le cas pour GL(m,D), et la raison pour cela réside
dans le fait suivant qui n’est plus valable pour GL(m,D) : tout caractère de K(E) à valeurs dans F
×
p
se prolonge en un caractère de G(E).
Dans le cas de GL(m,D), on doit se contenter de l’avatar plus faible suivant.
Proposition 0.2.6 Tout caractère ξ de K se prolonge en une application ensembliste du support
de l’algèbre de Hecke H(G,K, ξ) à valeurs dans F×p . De plus, ce prolongement est multiplicatif pour
m ≤ 2 (en un sens convenable).
Pourm = 3, déjà, on ne peut plus garantir la qualité de multiplicativité à un tel prolongement. Et
c’est la raison pour laquelle on doit rajouter l’hypothèse supplémentaire suivante, que l’on supposera
donc satisfaite dans toute la suite de l’introduction.
Hypothèse 1 L’une des deux conditions suivantes est satisfaite :
(a) le degré d est un nombre premier, ou égal à 1 ;
(b) l’entier m est inférieur ou égal à 3.
Dans le cadre de l’hypothèse, on va pouvoir utiliser le calcul de l’inversion de Satake sans coef-
ficients (c’est-à-dire V =1) et le prolongement ensembliste d’un caractère ξ de K pour proposer un
argument de « changement de poids », essentiel dans la machinerie à la Herzig. Compte tenu de la
remarque précédente, la présence du cas m = 3 dans l’hypothèse peut être surprenant. Cependant,
cela s’explique par le fait que l’on utilise alors uniquement un prolongement de caractère pour un
Levi GL(2, D)×GL(1, D).
Aussi, les cas m ≤ 3 sont des cas pour lesquels la conjecture 1 est vérifiée. Remarquons ici que
l’essence de cet énoncé réside dans la comparaison de cardinaux d’intersections de doubles classes
de Cartan et de classes d’Iwasawa, pour GL(m,D) et GL(m,E) respectivement.
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Proposition 0.2.7 Supposons m ≤ 3. Alors la conjecture 1 est vraie.
Avant d’énoncer le changement de poids précédemment évoqué, on a encore besoin de deux dé-
finitions.
D’abord, deux caractères ξ et ξ′ de A ∩K sont dits conjugués s’il existe un élément a ∈ A vérifiant
ξ′ = ξ(a · a−1). Puis, les K-représentations irréductibles lisses V (appelées « poids » par Herzig)
sont classifiées par le caractère V U∩K de A ∩K et le paramètre MV de régularité : MV est le Levi
standard maximal tel que M ∩K stabilise la droite V U∩K . Et V est dit M -régulier pour tout Levi
standard M contenant MV . Signalons par ailleurs que l’on a MV = G si et seulement si V est de
dimension 1.
Soit χ : H(G,K, V )→ Fp un caractère de Fp-algèbres. On définit le paramètre Mχ de régularité de
χ comme le plus petit Levi standard M tel que χ se factorise par la transformée de Satake partielle
H(G,K, V )→ H(M,M ∩K,V N∩K), où N désigne le radical unipotent du parabolique standard de
Levi M .
SoientM =
r∏
i=1
Mi un Levi standard de G où chaqueMi est de taille mi ≥ 1, et P le parabolique
standard associé. Soit σ =
r⊗
i=1
σi une représentation irréductible admissible de M , où chaque σi est
dans l’un des cas de figure suivant :
(a) σi est supersingulière avec mi > 1 ;
(b) σi est une représentation de D× (ainsi mi = 1) avec dimFp σi > 1 ;
(c) σi est une Steinberg généralisée
(
ρ0i ◦ detG
) ⊗ StQiFp pour un parabolique standard Qi de
Mi et un caractère ρ0i de F
×.
Supposons de plus ρ0i ◦Nrm 6= ρ0i+1 ◦Nrm s’il existe deux blocs adjacents dans le cas (c).
On s’intéresse aux représentations irréductibles V ⊆ (IndGP− σ)|K . Pour Mi dans le cas (c), on note
M ′i le Levi standard de Qi. Les tels M
′
i et Mχ engendrent un Levi standard que l’on notera M
′
χ. La
proposition de changement de poids s’énonce alors comme suit.
Proposition 0.2.8 Soient V une K-représentation lisse irréductible du K-socle de IndGP− σ et χ :
H(G,K, V )→ Fp un caractère de Fp-algèbres. On suppose l’existence d’un morphisme non nul
indGK V ⊗H,χ Fp → IndGP− σ
de G-représentations. Il existe une K-représentation lisse irréductible V ′ satisfaisant aux trois condi-
tions suivantes :
(i) V U∩K et (V ′)U∩K sont conjuguées en tant que (A ∩ K)-représentations (de sorte que l’on
peut identifier H(G,K, V ) à H(G,K, V ′) ; on notera H chacune de ces deux algèbres) ;
(ii) on a un isomorphisme de G-représentations
indGK V ⊗H,χ Fp ∼−→ indGK V ′ ⊗H,χ Fp;
(iii) V ′ est M ′χ-régulière.
La preuve de cette proposition est présentée ici à travers des calculs sur des opérateurs de Hecke
et leur transformée de Satake ; c’est uniquement dans cette proposition que l’hypothèse précédente
est nécessaire, et tous les autres arguments ne l’utilisent qu’à travers cette proposition.
Ajoutons qu’une G-représentation lisse irréductible pi est dite supersingulière si, pour toute sous-K-
représentation irréductible V de pi|K et tout caractère χ : H(G,K, V )→ Fp de Fp-algèbres induisant
un morphisme de G-représentations non nul
indGK V ⊗H,χ Fp → pi,
le paramètre de régularité Mχ associé à χ est G.
Maintenant que l’on a à disposition la définition d’une représentation supersingulière, l’énoncé de
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changement de poids et le travail de Henniart et Vignéras ([HV12]) sur la comparaison entre induc-
tion parabolique et induction compacte, on peut en déduire un critère d’irréductibilité, qui est la
généralisation directe du théorème 0.2.1.(ii).
Théorème 0.2.9 Soient P et σ comme avant la proposition 0.2.8. Alors IndGP σ est une G-représentation
irréductible admissible.
Remarque : Comme pour le théorème 0.2.1.(i), on va donner les composants de Jordan-Hölder de
IndGP σ dans le cas de réductibilité (c’est-à-dire si on enlève l’hypothèse ρ0i ◦Nrm 6= ρ0i+1 ◦Nrm).
Enfin, avec cela, on peut reprendre les calculs de Herzig avec le foncteur des parties ordinaires
d’Emerton (étudié par Vignéras lorsque F n’est pas de caractéristique nulle) et conclure quant à un
énoncé de classification.
Théorème 0.2.10 Soit pi une représentation irréductible admissible de G. Alors il existe un unique
parabolique standard P de Levi standard M et une unique M -représentation irréductible admissible
σ de M (à isomorphisme près) vérifiant les conditions du théorème 0.2.9 tels que pi soit isomorphe
à IndGP σ.
Comme pour GL(2, D), on en déduit l’équivalence de notions suivante.
Corollaire 0.2.11 Une représentation supersingulière de G est supercuspidale, et réciproquement.
Concluons en disant que nos résultats sont de la même veine que dans le cas déployé GL(m,F )
(correspondant donc à d = 1) et les méthodes employées sont adaptées du cas déployé.
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Chapitre 1
Des représentations modulo p de
GL(2, D), D algèbre à division sur un
corps local
1.1 Introduction
L’histoire de l’étude des représentations lisses modulo p de GL(2, D) commence avec Barthel-
Livné en 1994-95 avec le cas déployé D = F (voir [BL94], [BL95]). On complète ici leur classification
avec le cas non nécessairement déployé. Soient G = GL(2, D) et B le parabolique minimal composé
des matrices triangulaires supérieures inversibles. On commence par établir le critère d’irrréductibi-
lité suivant.
Théorème 1.1.1 Soient ρ1 et ρ2 deux représentations lisses irréductibles de dimensions finies de
D×.
(i) Supposons ρ := ρ1 = ρ2 de dimension 1. Alors IndGB ρ⊗ ρ est admissible et est extension non
scindée de deux représentations irréductibles admissibles non isomorphes.
(ii) Dans tous les autres cas de figure, IndGB ρ1 ⊗ ρ2 est irréductible admissible.
Un autre travail de l’auteur sur les représentations de Steinberg généralisées établit le (i) dans
un degré de généralité supérieur (voir chapitre 2). Cependant une preuve pédestre sera présentée ici.
Pour le (ii), on présentera trois preuves distinctes. La première est notable pour sa simplicité et repose
uniquement sur une étude de la restriction à B. La seconde, conditionnellement à une hypothèse sur
p, s’appuie sur l’étude du module des invariants sous le pro-p-Iwahori. Quoique plus pénible, cette
méthode a l’avantage d’exhiber des modules simples de Hecke-Iwahori, auxquels l’auteur consacrera
un article ultérieur. Enfin, la dernière méthode présentée, plus proche des articles de Barthel-Livné
(et par conséquent du travail récent de Herzig dans [Her11a]) aboutit de plus au théorème de
classification suivant.
Théorème 1.1.2 Les représentations lisses irréductibles admissibles de G sur Fp sont les suivantes :
(a) les caractères ;
(b) les représentations de Steinberg ;
(c) les induites paraboliques irréductibles ;
(d) les supercuspidales.
De plus, les supercuspidales sont exactement les supersingulières.
On fait remarquer que ce résultat ne fait que débuter l’étude des représentations lisses admis-
sibles modulo p de G puisqu’à l’heure actuelle les représentations supersingulières ne sont connues
explicitement que dans le cas D = F = Qp grâce au travail de Barthel-Livné (voir [BL94], [BL95])
et de Breuil (voir [Bre03a]).
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1.2 Notations et généralités
Soient p un nombre premier et Fp une clôture algébrique fixée de Fp ; tout corps fini de caracté-
ristique p sera vu comme un sous-corps de Fp.
L’objet de cette section est de donner les notations et de présenter des faits généraux bien connus
sur la théorie des représentations ou bien sur D× ou GL(2, D).
1.2.1 Représentations et algèbres de Hecke
On pourra se reporter au paragraphe 2 de [BL94]. Dans tout ce qui suit, toute représentation
considérée sera lisse (et on oubliera souvent de le mentionner), à coefficients dans Fp. Soient G
un groupe topologique et H ≤ G un sous-groupe fermé. On notera indGH le foncteur d’induction
compacte lisse et IndGH celui d’induction lisse. L’action sur une induite se fera par translation à
droite, à savoir g.f : x 7→ f(xg). On suppose H ouvert. Soit V une représentation de H. Pour tous
g ∈ G et v ∈ V , on définit [g, v] comme étant la fonction de indGH V à support dans Hg−1 et prenant
pour valeur v en g−1. En particulier, si h est un élément de H, on a [gh, v] = [g, hv] et g[1, v] = [g, v].
Pour toutes représentations V1 et V2 de H, on définit l’espace d’entrelacements
H(G,H, V1, V2) := HomG
(
indGH V1, ind
G
H V2
)
.
On se permettra aussi de noter les algèbres de Hecke
H(G,H, V ) := H(G,H, V, V ), H(G,H) := H(G,H,1),
où 1 désigne la représentation triviale de H.
Lorsque H est ouvert dans G, par réciprocité de Frobenius, on a
H(G,H, V1, V2) ' HomH(V1, indGH V2).
Supposons que, pour tout g ∈ G, la double classe HgH est union finie de classes à gauche (ou à
droite), et que V1 et V2 sont finiment engendrées en tant que H-représentations. Alors on peut (voir
[HV11], section 2.2) exhiber l’isomorphisme
HomH(V1, ind
G
H V2) '
{
G
f−→ HomFp(V1, V2)
f(h2gh1) = h2f(g)h1
H\Supp f/H fini
}
(
v 7→ (g 7→ f(g)(v))) 7 → f
f 7→ (g 7→ (v1 7→ f(v1)(g))).
On va souvent assimiler les opérateurs de H(G,H, V1, V2) à des fonctions sur G à travers cet isomor-
phisme.
Pour tous V1, V2, V3 et tous f1 ∈ H(G,H, V1, V2), f2 ∈ H(G,H, V2, V3), on a la convolée f2 ∗ f1 ∈
H(G,H, V1, V3) définie par
f2 ∗ f1 : g 7→
∑
x∈G/H
f2(x)f1(x
−1g). (1.1)
Aussi, quand on voit les opérateurs deH(G,H, V ) comme fonctions sur G, la structure multiplicative
est donnée par la convolution, qui est bien compatible à la multiplication par composition de la
première définition (voir [BL94], Proposition 5).
1.2.2 Des notations pour D
Soit F un corps local non archimédien localement compact à corps résiduel fini kF de caractéris-
tique p ; on notera OF son anneau de valuation, mF son idéal maximal et q = pf le cardinal de kF .
Soit D une algèbre à division de centre F : elle est de degré d2 sur F pour un certain entier d ≥ 1, et
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d’invariant de Brauer aD/d avec aD un entier de [1, d[ premier à d. Alors D possède un sous-corps
commutatif maximal E tel que E/F est une extension non ramifiée de degré d, unique à conjugaison
dans D près (voir [Ser67], Appendix) ; on note OE son anneau d’entiers. On peut munir D d’une
valuation discrète vD ; on fixe une uniformisante $ de D (et on normalise à vD($) = 1) de sorte que
$F := $
d est une uniformisante de F . On note OD l’anneau de valuation de D, mD = ($) son idéal
maximal et kD = OD/mD son corps résiduel (qui est de cardinal qd). On note x 7→ x l’application
de réduction de OD à kD. L’action de l’uniformisante sur le corps résiduel est $x$−1 = xqaD pour
tout x ∈ OD. On remarque que kD est aussi le corps résiduel de E. Ainsi, on note [ ] l’application
de Teichmüller k×D → O×E , que l’on prolonge en kD → OE en envoyant 0 sur 0.
Pour plus de précisions on pourra aller voir le chapitre 17 de [Pie82] ou le chapitre 14 de [Rei75].
Fixons un générateur µ de k×D. Cela définit un isomorphisme { } : k×D
∼−→ Z/(qd − 1)Z envoyant
µ sur 1.
Pour deux entiers positifs a et b, on notera a ∧ b leur plus grand commun diviseur.
1.2.3 Des notations pour GL(2, D)
Le groupe GL(2, D) est noté G. Notons B =
(
D× D
0 D×
)
le sous-groupe des matrices triangu-
laires supérieures de G ; c’est un parabolique minimal de G sur F . On note U son radical unipotent
et A son sous-groupe de Levi constitué des matrices diagonales.
SoitK le compact maximal GL(2,OD) deG. NotonsK(1) le sous-groupe normal 1+$M2(OD) deK,
et K le groupe quotient K/K(1), alors isomorphe au groupe fini GL(2, kD). On définit U0 = U ∩K.
Si pi désigne la projection canonique K  K, le sous-groupe d’Iwahori de K est I = pi−1(pi(B ∩K))
et I(1) désigne l’unique pro-p-Sylow de I, appelé pro-p-Iwahori. On remarque I(1) = pi−1(pi(U0)).
On noteWe le sous-groupe de G engendré par ω :=
(
0 1
$ 0
)
et s :=
(
0 1
1 0
)
. Si T désigne le
tore diagonal
(
F× 0
0 F×
)
, qui est déployé maximal, We est isomorphe au groupe de Weyl étendu
NG(T )/(T ∩K). On note respectivement ϕ1 et ϕ2 les éléments particuliers
(
$ 0
0 1
)
et
(
1 0
0 $
)
deWe ; et $ désigne ϕ1ϕ2. On note AΛ le sous-groupe de A engendré par ϕ1 et ϕ2 : c’est un système
de représentants de A/A ∩K. Enfin, pour x, y ∈ D×, on notera δxy :=
(
x 0
0 y
)
∈ A.
On rappelle que [ ] : kD → OE désigne l’application de Teichmüller ; on la prolongera en
[ ] : kND → OD
(xj)j 7→
∑
j $
j [xj ]
.
De plus, pour tout i ∈ N, on plongera naturellement kiD dans kND par l’application (x0, . . . , xi−1) 7→
(x0, . . . , xi−1, 0, 0, . . . ). Pour x ∈ D, notons n(x) la matrice de U suivante :
(
1 x
0 1
)
. On note aussi
n(x) = sn(x)s ∈ U− := sUs.
1.2.4 Les « déterminants » dans GL(2, D)
Lorsque D n’est pas commutatif (c’est-à-dire d > 1), il n’y a pas de déterminant canonique
GL(2, D) → D×. Cependant, on va tout de même présenter un morphisme de groupes detG :
GL(2, D)→ F× qu’on conviendra d’appeler déterminant.
Parce que E déploie D, on a le diagramme commutatif suivant entre algèbres de matrices, qui nous
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permet de définir det0 :
M2(D)⊗F E ∼ //M2d(E)
det

M2(D)
?
OO
det0 // E
.
L’isomorphisme de déploiement
ηD : M2(D)⊗F E ∼−→M2d(E)
n’est pas Gal(E/F )-équivariant mais on sait par application du théorème de Skolem-Noether que,
pour tout élément σ ∈ Gal(E/F ), il existe une matrice inversible cσ ∈ GL(2d,E) telle que pour tout
x⊗ 1 ∈M2(D)⊗F E, on a :
σ ◦ ηD(x⊗ 1) = cσ
(
ηD(x⊗ 1)
)
c−1σ .
En particulier, det0(x) est fixe par Gal(E/F ) pour tout x ∈M2(D), et det0 est donc à valeurs dans
F . On définit alors la restriction de det0 à GL(2, D), detG : GL(2, D)→ F×, qui est un morphisme
de groupes. Lorsque l’on fait la démarche précédente pour GL(1, D), detG devient le morphisme de
groupes Nrm : D× → F× appelé norme réduite.
On remarquera que si A ∈ GL(2, D) est une matrice triangulaire supérieure de coefficients diagonaux
(a1, a2), alors on a
detG(A) = Nrm(a1) ·Nrm(a2). (1.2)
Pour plus de détails, on pourra se reporter au §12 no3 de [Bou58], au §4 de [Bou58], ainsi qu’au
paragraphe 16 de [Pie82].
Un autre morphisme dérivé du déterminant va aussi entrer en jeu lorsque l’on s’intéressera aux
représentations de GL(2,OD). Il s’agit de la composée
det : GL(2,OD)→ GL(2, kD) det−−→ k×D,
où la première application est la projection canonique K → K/K(1), qui correspond concrètement
à la réduction modulo ($) coefficient par coefficient.
On fait la remarque que si on note NkD/kF la norme de l’extension galoisienne kD/kF , alors on peut
vérifier la compatibilité que résume le diagramme commutatif suivant :
GL(2,OD)
detG

det // k×D
NkD/kF

O×F · // k×F
.
Pour une preuve, on pourra se reporter à la Proposition 16.1 du chapitre 3.
1.2.5 Représentations irréductibles de GL(2, kD)
On rappelle ici les principales propriétés des représentations irréductibles de K = GL(2, kD). On
se référera au paragraphe 1 de [BL94] pour les preuves.
On commence par exhiber quelques représentations de K. On peut former les puissances symé-
triques Symr F2p de la représentation standard de K sur F
2
p, pour r ≥ 0. L’espace Symr F2p est celui
des polynômes homogènes de degré r en deux variables ; il a donc dimension (r + 1) et admet
Xr, Xr−1Y,Xr−2Y 2, . . . , XY r−1, Y r
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comme base sur Fp. L’action de K sur cette base est donnée par :(
a b
c d
)
Xr−iY i = (aX + cY )r−i(bX + dY )i.
Ensuite, on peut tordre cette action par le Frobenius absolu ϕ0 : x 7→ xp et ses puissances : l’action
de K sur
(
Symr F2p
)ϕj0 est donnée par(
a b
c d
)
Xr−iY i = (ap
j
X + cp
j
Y )r−i(bp
j
X + dp
j
Y )i.
Pour tout vecteur ~r = (r0, . . . , rfd−1) ∈ [0, p− 1]fd, on forme la représentation
Sym~r F2p =
fd−1⊗
j=0
(
Symrj F2p
)ϕj0
de dimension
∏
j(rj + 1) de K. Enfin on peut tordre cette représentation par un caractère de K. Il
se trouve que ce procédé permet de construire toutes les représentations irréductibles de K.
Proposition 1.2.1 Les classes d’isomorphisme de représentations irréductibles de K sont en bijec-
tion via
(~r, χ) 7→ V (~r, χ) = (χ ◦ det)⊗ Sym~r F2p
avec les paires (~r, χ) où ~r est un élément de [0, p− 1]fd et χ est un caractère k×D → F
×
p .
Il est important de décrire l’espace d’invariants ou de coinvariants de ces représentations par
U = (U ∩K)/(U ∩K(1)), U− = (U− ∩K)/(U− ∩K(1)).
De même, on note
B = (B ∩K)/(B ∩K(1)), B− = (B− ∩K)/(B− ∩K(1)).
Enfin, pour ~s = (s0, . . . , sfd−1) ∈ [0, p− 1]fd avec si ≤ ri pour tout i, on note
X~s = Xs0 ⊗Xs1 ⊗ · · · ⊗Xsfd−1 ∈ Sym~r F2p,
et de même pour Y ~s ; et pour x ∈ k×D, on écrit
x~s = xs0(xp)s1 . . . (xp
fd−1
)sfd−1 = xs0+ps1+···+p
fd−1sfd−1 . (1.3)
Lemme 1.2.2 Soient ~r ∈ [0, p− 1]fd et χ un caractère de k×D.
(i) L’espace de coinvariants V (~r, χ)U est isomorphe à l’espace d’invariants V (~r, χ)
U
−
. Il est
porté par la droite FpY ~r, sur laquelle l’action de B
− est donnée par(
a 0
c d
)
Y ~r = χ(ad)d~rY ~r.
(ii) L’espace d’invariants V (~r, χ)U est isomorphe à l’espace de coinvariants V (~r, χ)
U
−. Il est
porté par la droite FpX~r, sur laquelle l’action de B est donnée par(
a b
0 d
)
X~r = χ(ad)a~rX~r.
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Les fd-uplets ~0 = (0, . . . , 0) et ~p− 1 = (p− 1, . . . , p− 1) de [0, p− 1]fd jouent un rôle particulier.
En effet, fixons un caractère χ de k×D ; les caractères
(
a 0
c d
)
7→ χ(ad)d~r par lesquels B− agit sur
V (~r, χ)U sont deux à deux distincts sauf pour ~r = ~0 et ~r = ~p− 1. Aussi, suivant la dénomination de
[HV12], on dira que les V (~r, χ) sont alors B−-réguliers pour ~r 6= ~0, et non B−-réguliers pour ~r = ~0.
On remarque que, dans ce cas particulier de GL(2, kD), une représentation irréductible de K est
B
−-régulière si et seulement si elle est B-régulière : on dira donc tout simplement que V (~r, χ) est ré-
gulière pour ~r 6= ~0. Et c’est aussi équivalent au fait que V est de dimension strictement supérieure à 1.
Soit V une représentation lisse irréductible de K. Comme K(1) est un pro-p-groupe, l’espace
V K(1) des K(1)-invariants de V est non réduit à 0 (voir [BL94], Lemma 3). Et parce que K(1) est
normal dans K, V K(1) est une K-représentation qui est donc égale à V par irréductibilité. Ainsi
l’action de K sur V se factorise par K = K/K(1). Réciproquement, toute représentation irréductible
de K définit une représentation lisse irréductible de K par inflation. De ce fait, il n’y a pas lieu dans
la suite de faire de distinction entre une K-représentation irréductible et une K-représentation lisse
irréductible.
1.3 Représentations irréductibles de D×
Soit V une représentation irréductible de dimension finie de D× sur Fp. Commençons par remar-
quer que D(1) := 1 +$OD est un pro-p-groupe, de sorte que V D(1) est non réduit à 0 (voir [BL94],
Lemma 3). De plus, D(1) est normalisé par D× et donc D× agit sur V D(1) ; par irréductibilité de V ,
l’action de D× se factorise 1 par D×/D(1), et V s’identifie à une représentation de D×/D(1). Par
la suite, on se servira de ce fait pour confondre les représentations irréductibles de D× et celles de
D×/D(1).
Rappelons que l’on a la décomposition suivante :
D×/D(1) ' k×D o$Z ' Z/(qd − 1)Z o Z (1.4)
où l’action de $ sur k×D est donnée par x 7→ $[x]$−1 = xqD en notant qD := qaD .
Soient σ un caractère de k×D et Nσ le stabilisateur de σ dans D
×/D(1) pour l’action via conju-
gaison : δ ∈ D×/D(1) envoie σ sur δσ : x 7→ σ(δ−1xδ). Ce stabilisateur Nσ contient k×D$dZ et est
donc égal à k×D o$
d0Z pour un certain entier d0 ≥ 1 divisant d. Prolonger σ en un caractère de Nσ
revient à choisir l’image de $d0 et, pour tout η ∈ F×p , on note σ˜η le caractère défini par :
σ˜η|k×D = σ et σ˜η($
d0) = η.
On forme alors l’induite
ρ(σ, η) := Ind
D×/D(1)
Nσ
σ˜η,
que l’on voit aussi bien comme représentation de D×/D(1) ou comme représentation de D×.
Proposition 1.3.1 Soient σ et τ deux caractères de k×D. Soient η, ν ∈ F
×
p .
(i) La représentation ρ(σ, η) est irréductible.
(ii) Les induites ρ(σ, η) et ρ(τ, ν) sont isomorphes si et seulement si les deux conditions suivantes
sont satisfaites :
(a) il existe δ ∈ D×/D(1) tel que l’on ait τ = δσ ;
(b) on a l’égalité η = ν.
1. dans le langage de la théorie complexe, on peut dire que toute représentation irréductible est de niveau 0
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Preuve : Voir [Ser98], paragraphe 8.2. 
En comparaison avec GL(2, F ), notre description précédente de ρ(σ, η) est semblable à une
induite parabolique. Il nous sera utile plus tard de la voir comme une induite compacte aussi.
Pour σ un caractère de O×D, on remarque l’isomorphisme de Fp-espaces vectoriels suivant pour décrire
l’algèbre de Hecke H(D×,O×D, σ), où le second isomorphisme est la réciprocité de Frobenius
Fp[$d0Z]
∼−→ HomO×D
(
σ, indD
×
O×D
σ
) ∼−→ H(D×,O×D, σ)
$d0i 7→ (1 7→ [$−d0i, 1]) . (1.5)
Parce que O×D est normal dans D×, les opérateurs de H(D×,O×D, σ) sont portées par des classes
simples et il s’ensuit que (1.5) est en fait un isomorphisme de Fp-algèbres. En identifiantH(D×,O×D, σ)
à Fp[$d0Z] via (1.5), pour tout η ∈ F×p , on définit un caractère de Fp-algèbres de H(D×,O×D, σ) en
posant χη($d0i) = ηi pour tout i ∈ Z.
Proposition 1.3.2 Soient σ un caractère de k×D, que l’on voit comme un caractère de O×D par
inflation, et η ∈ F×p . On a l’isomorphisme de représentations de D×
indD
×
O×D
σ ⊗χη Fp ∼−→ ρ(σ, η).
Preuve :
L’inclusion σ ⊆ ρ(σ, η) induit par réciprocité de Frobenius une surjectionD×-équivariante indD×O×D σ →
ρ(σ, η) (puisque ρ(σ, η) est irréductible). De plus, cette dernière se factorise par
indD
×
O×D
σ ⊗χη Fp → ρ(σ, η),
qui est un isomorphisme car les deux termes sont de dimension d0 sur Fp. 
Décrivons la restriction d’une induite ρ(σ, η) de dimension d0 à k×D. Parce que k
×
D est cyclique
d’ordre premier à p et que Fp est algébriquement clos, l’action de k×D sur ρ(σ, η) est diagonalisable.
Lemme 1.3.3 Soient z0 un vecteur propre de k×D dans ρ(σ, η) et ξ0 ∈ F
×
p le scalaire tel que l’on ait
µ.z0 = ξ0z0. Alors ξ0 appartient à Fqd0 et l’engendre en tant qu’extension sur Fq.
Preuve :
Il s’agit de voir que ξ0 est un élément de degré d0 sur Fq. Or, par (1.4), le fait que aD est premier
à d et la définition de d0, le sous-groupe de Gal(Fp/Fq) fixant ξ0 est topologiquement engendré par
x 7→ xqd0 . Le lemme est prouvé. 
On remarque que l’on oubliera souvent par la suite de le préciser mais on ne considère que des
représentations irréductibles de dimension finie de D×. Aussi, à cause du lemme de Schur et de (1.4),
toute représentation irréductible admissible de D× est de dimension finie. Parmi ces représentations
irréductibles de D× que l’on vient de décrire, les caractères jouent un rôle particulier. Précisons un
peu leur structure.
Lemme 1.3.4 Soit ρ une représentation irréductible de D×. Alors ρ est un caractère si et seulement
si il existe un caractère ρ0 : F× → F×p tel que l’on ait ρ = ρ0 ◦Nrm.
Preuve :
Une représentation ρ0 ◦Nrm est un caractère de D×. Montrons que tout caractère ρ de D× possède
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une factorisation ρ = ρ0◦Nrm. Lorsque ρ est un caractère, pour tout x deO×D, on a ρ($x$−1) = ρ(x).
Comme l’action par conjugaison de $ sur k×D est donnée par y 7→ yqD , on a alors la factorisation
ρ|O×D : O
×
D  k
×
D
NkD/kF−−−−−→ k×F
ρ0−→ F×p , (1.6)
où la première flèche est la réduction canonique et NkD/kF est la norme de l’extension galoisienne
kD/kF . Par la preuve de [MN43], Satz 1, (1.6) se réécrit
ρ|O×D : O
×
D
Nrm // O×F // //
ρ0
!!
k×F
ρ0 // F×p ,
où O×F  k×F est la réduction canonique. Il reste à prolonger ρ0 à F× en posant
ρ0
(
(−1)d$F
)
= ρ0
(
Nrm($)
)
= ρ($).
La preuve est terminée. 
1.4 Généralités et I(1)-invariants
Soient ρ1 et ρ2 deux représentations lisses irréductibles de D×, de dimension respective d1 et d2.
On commence par utiliser le paragraphe 1.3 pour expliciter des bases pour les espaces sous-jacents
à ρ1 et ρ2 dans lesquelles l’action de k×D ↪→ D×/D(1) est diagonale (voir (1.4)).
Soient v0 un vecteur propre dans ρ1 pour l’action de k×D et ξ1 ∈ F×qd1 ⊆ F
×
p la valeur propre associée
à µ (voir lemme 1.3.3). On définit va = $−a.v0 pour 1 ≤ a ≤ d1 − 1, de sorte que (v0, . . . , vd1−1)
forme une base de ρ1 ; et l’action de µ est diagonale dans cette base, de valeur
(
ξ1, ξ
qD
1 , . . . , ξ
q
d1−1
D
1
)
.
De la même manière, pour ρ2, on a un vecteur w0 tel que µ.w0 = ξ2w0 pour un ξ2 ∈ F×qd2 ⊆ F
×
p . Si
on note wb = $−b.w0 pour 1 ≤ b ≤ d2 − 1, (w0, . . . , wd2−1) est une base de ρ2 dans laquelle l’action
de µ est diagonale, donnée par
(
ξ2, ξ
qD
2 , . . . , ξ
q
d2−1
D
2
)
.
Lemme 1.4.1 Soient ξ un caractère lisse de F× et ρ1, ρ2 deux représentations irréductibles de D×.
Alors on a l’isomorphisme de G-représentations
(ξ ◦ detG) ◦ IndGB ρ1 ⊗ ρ2 ∼−→ IndGB
(
((ξ ◦Nrm)⊗ ρ1)⊗ ((ξ ◦Nrm)⊗ ρ2)
)
.
Preuve :
Le morphisme de G-représentations
(ξ ◦ detG)⊗ IndGB ρ1 ⊗ ρ2 → IndGB
(
(ξ ◦ detG)⊗ (ρ1 ⊗ ρ2)
)
a⊗ f 7→ (g 7→ a ξ ◦ detG(g) f(g))
admet naturellement
f 7→ 1⊗ (g 7→ ξ−1 ◦ detG(g) f(g))
pour inverse. Le résultat suit de (1.2). 
L’action de $d1 sur ρ1 est scalaire par la proposition 1.3.1. Choisissons ξ : F× → F×p tel que
ξ(Nrm$)d1 = ρ1($
d1) ∈ F×p et ξ|O×F trivial : par le lemme 1.4.1, on est donc ramené au cas où
l’action de $d1 sur ρ1 est triviale, et c’est ce qu’on supposera par la suite.
Soit V = IndGB ρ1 ⊗ ρ2. On va tâcher dans la suite de cette section de préparer l’étude de l’irréduc-
tibilité de V en tant que G-représentation en énonçant des généralités sur V I(1).
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Comme I(1) est un pro-p-groupe, V I(1) est non réduit à 0 (voir [BL94], Lemma 3). C’est donc
un objet intéressant à considérer, d’autant plus que, d’après la réciprocité de Frobenius,
V I(1) ' HomI(1)(1, V ) ' HomG(indGI(1) 1, V ) (1.7)
est naturellement muni d’une structure de module à droite sur H(G, I(1)). Explicitement, pour
g ∈ G, l’opérateur Tg de H(G, I(1)) de support I(1)gI(1) et valant id en g agit sur V I(1) par
v 7→ vTg =
∑
γ∈I(1)\I(1)gI(1)
γ−1v =
∑
u∈(I(1)∩g−1I(1)g)\I(1)
u−1g−1v. (1.8)
Un tel opérateur Tg est caractérisé par son support et on dira parfois simplement que Tg est la
fonction caractéristique de I(1)gI(1).
Regardons l’espace des I(1)-invariants de V : en utilisant successivement les décomposition d’Iwa-
sawa et de Bruhat, on a
G = BK = BI(1)
∐
BI(1)sI(1).
Aussi, on remarque les identités
BI(1)sI(1) = B
(
U− ∩ I(1))sI(1) = BsI(1) = BωI(1),
de sorte que l’on a finalement
G = BI(1)
∐
BωI(1). (1.9)
On fait remarquer que l’on préfère écrire BωI(1) plutôt que BsI(1) car ω a le bon goût de normaliser
I(1).
Comme l’espace sous-jacent à ρ1⊗ρ2 est de dimension d1d2, on en déduit que V I(1) est de dimension
e := 2d1d2. Pour 0 ≤ a ≤ d1 − 1 et 0 ≤ b ≤ d2 − 1 et i = 0, 1, soit f ia,b ∈ V la fonction
I(1)-invariante de support BωiI(1) et prenant la valeur va ⊗ wb en ωi. La famille F := (f ia,b)i,a,b
(ordonnée lexicographiquement) forme une base du Fp-espace vectoriel V I(1).
Proposition 1.4.2 Soient ρ1 et ρ2 deux représentations irréductibles de D×. L’induite parabolique
IndGB ρ1 ⊗ ρ2 est admissible.
Preuve :
Par la discussion précédente, (IndGB ρ1 ⊗ ρ2)I(1) est de dimension finie, égale à 2d1d2. Comme I(1)
est un pro-p-sous-groupe ouvert du groupe localement profini G, le résultat suit de [Pas04], Theorem
6.3.2. 
Lemme 1.4.3 Soient ρ1 et ρ2 deux représentations irréductibles de D×.
(i) La représentation IndGB ρ1⊗ρ2 est générée en tant que B-représentation par ses I(1)-invariants.
(ii) Soit pi une représentation de G générée par ses I(1)-invariants. Si piI(1) est simple en tant
que module à droite sur H(G, I(1)), alors pi est irréductible.
Preuve :
Pour le (ii), voir [Vig04] Criterium 4.5. Le (i) se trouve dans [Vig08], Proposition 9 pour une induite
de caractères ; cependant, la preuve reste valable pour une induite parabolique de représentation de
dimension finie 2. Réexpliquons l’argument, qui est d’autant plus simplifié que le groupe ici considéré
est de rang relatif 1.
Soit f une fonction non nulle de V = IndGB ρ1 ⊗ ρ2. Rappelons la décomposition
G = B
∐
BsU = B
∐
BωU, (1.10)
2. et même en général : on a uniquement besoin de la surjectivité de
(
IndGB ρ
)I(1) → ρ× ρ
f 7→ (f(1), f(ω))
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dérivée de la décomposition de Bruhat. Parce que BU− est dense dans G, si la valeur de f en 1 n’est
pas nulle, il existe k0 ∈ Z tel que Bn($k0OD) est dans le support de f . Aussi, on a
Bn($k0OD) = Bϕk0−12 I(1)ϕ1−k02 = BI(1)ϕ1−k02 .
Il existe alors des λ0a,b ∈ Fp tels que la fonction
g := f − ϕk0−12 .
(∑
a,b
λ0a,bf
0
a,b
)
(1.11)
prenne la valeur 0 en 1 ; par la décomposition (1.10), elle est donc à support dans BωU .
Soit k1 ≥ 0 un entier tel que n($k1OD) ⊆ U soit un sous-groupe du stabilisateur de g dans G : un
tel k1 existe par lissité de V . Ecrivons le support de g sous la forme∐
i∈Ig
Bωn(ai +$
k1OD),
où Ig est fini et les ai ∈ D sont distincts modulo ($k1) ; on remarque que g est constante sur chaque
ωn(ai +$
k1OD) par choix de k1. Aussi, on a pour tout i ∈ Ig :
Bωn(ai +$
k1OD) = Bωϕk11 I(1)ϕ−k11 n(ai) = BωI(1)ϕ−k11 n(ai); (1.12)
et cet ensemble est le support de la fonction n(−ai)ϕk11 .f1a,b. Parce que les supports (1.12) sont
distincts, il existe des scalaires λia,b ∈ Fp tels que la fonction
g1 := g −
∑
i∈Ig
n(−ai)ϕk11 .
(∑
a,b
λia,bf
1
a,b
)
(1.13)
s’annule sur les Bωn(ai + $k1OD) pour tout i ∈ Ig : la fonction g1 est identiquement nulle. En
observant (1.11) et (1.13), le résultat est prouvé. 
Le pro-p-Iwahori I(1) vérifie bien le fait que toute double classe I(1)gI(1) est union finie de
classes simples à droite. De ce fait, par le paragraphe 1.2.1, on peut voir H(G, I(1)) comme la Fp-
algèbre des fonctions sur G à valeurs dans Fp et qui sont bi-I(1)-invariantes et à support compact ;
et c’est ce que l’on fera par la suite. Ainsi H(G, I(1)) est engendrée vectoriellement par les fonctions
caractéristiques des doubles classes I(1)gI(1) pour g ∈ G, que l’on notera 1I(1)gI(1). Précisons un
peu les générateurs de H(G, I(1)) en tant que Fp-algèbre.
Notons C le sous-groupe deG composé des matrices monomiales (c’est-à-dire ayant un seul coefficient
non nul par ligne et par colonne). La décomposition de Bruhat pour la BN-paire (I, C) nous donne
G =
∐
a,b∈Z, i∈{0,1}
I
(
$a 0
0 $b
)
siI =
∐
a,b∈Z, i∈{0,1}
I(1)
(
$a 0
0 $b
)
siI.
On peut réécrire cela en
G =
∐
b,i,j,x,y
I(1)ωiϕb2ω
jδxy I(1), (1.14)
où les indices parcourent b ≥ 0, i ∈ Z, j ∈ {0, 1} et x, y ∈ O×D. Parce que ω et A ∩K normalisent
I(1), on a les égalités :
I(1)ωI(1) = ωI(1) = I(1)ω, I(1)δxy I(1) = δ
x
y I(1) = I(1)δ
x
y (1.15)
pour tous x, y ∈ O×D. On a alors
I(1)ωiϕb2ω
jδxy I(1) = (I(1)ωI(1))
i(I(1)ϕb2I(1))(I(1)ωI(1))
j(I(1)δxy I(1)). (1.16)
Il en découle l’énoncé suivant.
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Lemme 1.4.4 La Fp-algèbre de Hecke-Iwahori H(G, I(1)) est de type fini, engendrée par les opéra-
teurs 1ω±1I(1), 1I(1)sI(1) et les 1δ[x]
[y]
I(1)
pour x, y ∈ k×D.
Preuve :
Grâce à (1.14), on sait queH(G, I(1)) est engendrée vectoriellement par les fonctions caractéristiques
des doubles classes (1.16). Aussi, les égalités (1.16) et (1.15) impliquent que H(G, I(1)) est engéndrée
en tant qu’algèbre par 1ω±1I(1), les 1I(1)ϕb2I(1) pour b ≥ 0 et les 1δxy I(1) pour x, y ∈ O
×
D. En effet, on
voit par exemple que l’on a, par définition (1.1) pour g ∈ G :
1I(1)ωiI(1) ∗ 1I(1)ϕb2I(1)(g) = 1ωiI(1)(ω
i)1I(1)ϕb2I(1)
(ω−ig) = 1I(1)ωiϕb2I(1)(g); (1.17)
et les autres produits voulus s’obtiennent de manière identique. De plus, en utilisant successivement
l’identité
I(1)ϕ2I(1) =
∐
x∈kD
I(1)ϕ2n([x])
et parce que l’on a l’égalité d’ensembles (pour b ≥ 1)
{ϕb2n([x]) | x ∈ kbD} = {ϕ2n([x0])ϕ2n([x1])ϕ2 . . . ϕ2n([xb−1]) | x0, . . . , xb−1 ∈ kD},
on en déduit l’égalité de doubles classes
I(1)ϕb2I(1) =
∐
x∈kbD
I(1)ϕb2n([x]) =
(
I(1)ϕ2I(1)
)b
.
De cette manière, le support de la b-ème convolée(
1I(1)ϕ2I(1)
)∗b
:= 1I(1)ϕ2I(1) ∗ 1I(1)ϕ2I(1) ∗ · · · ∗ 1I(1)ϕ2I(1)
est inclus dans I(1)ϕb2I(1). On établit enfin par récurrence sur b ≥ 1 que sa valeur en ϕb2 est 1. Pour
b ≥ 1, c’est la définition ; supposons donc l’affirmation vraie pour b ≥ 1 et montrons-la au rang
b+ 1 : on a (
1I(1)ϕ2I(1)
)∗(b+1)
(ϕb+12 ) = 1I(1)ϕb2I(1)
∗ 1I(1)ϕ2I(1)(ϕb+12 )
par hypothèse de récurrence. La définition (1.1) donne ensuite(
1I(1)ϕ2I(1)
)∗(b+1)
=
∑
g∈I(1)\I(1)ϕ2I(1)
(ϕb+12 g
−1)1I(1)ϕ2I(1)(g)
=
∣∣{x ∈ kD | ϕb+12 n([x])ϕ−12 ∈ I(1)ϕb2I(1)}∣∣.
Or ϕb+12 n([x])ϕ
−1
2 = ϕ
b
2n([x]$
−1) appartient à I(1)ϕb2I(1) si et seulement si x est nul. La quantité(
1I(1)ϕ2I(1)
)∗(b+1)
(ϕb+12 ) est donc bien égale à 1 et l’affirmation est prouvée par récurrence. En
particulier, on sait à présent que 1ω±1I(1), 1I(1)ϕ2I(1) et les 1δxy I(1) pour x, y ∈ O×D génèrent l’algèbre
H(G, I(1)). Il reste à remarquer δxy I(1) = δ[x][y]I(1) pour se limiter aux 1δ[x]
[y]
I(1)
; et à la manière de
(1.17), grâce (1.15) et à ϕ2 = ωs, on a l’identité
1I(1)ϕ2I(1) = 1ωI(1) ∗ 1I(1)sI(1).
Le résultat est prouvé. 
Remarquons que l’on aurait très bien pu garder 1I(1)ϕ2I(1) au lieu de 1I(1)sI(1) parmi les généra-
teurs exhibés de H(G, I(1)) mais il se trouve que la littérature a tendance à favoriser le second (car
il fait sens dans un contexte de groupes finis aussi).
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Pour n ≥ 1 et ν ∈ F×p , soit Cn(ν) :=

0 1
. . . . . .
. . . 1
ν−1 0
 la matrice cyclique et 1n la matrice
identité de Mn(Fp). On pose alors
Hω(ν) :=
(
0 1d1d2
Cd1(1)⊗ Cd2(ν) 0
)
,
qui est une matrice de Me(Fp). Pour x, y ∈ O×D, on note ∆(x, y) ∈ Md1d2(Fp) la matrice diagonale
de coefficients
(
ξ
{xq
i1
D }
1 ξ
{yq
i2
D }
2
)
i
pour 0 ≤ i < d1d2 de division euclidienne i = i1d2 + i2, 0 ≤ i2 < d2.
On pose alors
Hδ(x, y) :=
(
∆(x, y) 0
0 ∆(y, xqD)
)
∈Me(Fp).
Lorsque l’on a d1 = d2, on note Sk ∈Md1d2(Fp), pour 0 ≤ k < d1 un entier, la matrice définie par
Sk(va ⊗ wb) = δa+k,b+1 va ⊗ wb,
où δ désigne le symbole de Kronecker, valant 1 si et seulement si a+ k est égal à b+ 1 modulo d1.
On définit alors, pour ν ∈ F×p et ε ∈ {±1},
Hs(ν, ε) :=

(
0 0
1d1 ⊗ Cd2(ν) εSk
)
si d1 = d2 et ρ1|O×D = ρ2($
k ·$−k)|O×D ,(
0 0
1d1 ⊗ Cd2(ν) 0
)
sinon.
On fait la remarque qu’un tel entier 0 ≤ k < d1 est uniquement déterminé (s’il a lieu d’être). On
rappelle aussi que l’on a posé λ = ρ2($d2)−1 ∈ F×p au début du paragraphe 1.4. De plus, la valeur
de −ρ1(−1) est un élément de {±1}, que l’on va noter τ .
Enfin, pour x, y ∈ O×D, on note de la manière suivante les opérateurs de H(G, I(1)) :
∆xy = 1(δxy )−1I(1), T
(−1) = 1ω−1I(1), S = 1I(1)sI(1).
Par le lemme 1.4.4, les ∆xy , (T (−1))±1 et S engendrent H(G, I(1)). On va maintenant calculer l’action
de ces opérateurs sur V I(1).
Lemme 1.4.5 Soient ρ1, ρ2, V, λ, τ comme précédemment. Soient x et y des éléments de O×D. Dans
la base F , les actions des opérateurs ∆xy , T (−1) et S sur V I(1) sont respectivement données 3 par
Hδ(x, y), Hω(λ) et Hs(λ, τ).
Preuve :
Comme on a la décomposition (1.9), les fonctions images des f ia,b par chacun de ces opérateurs sont
uniquement déterminées par leur valeur en 1 et en ω. Les actions de ∆xy et T (−1) sont faciles à
calculer puisque ces opérateurs sont de support une simple classe (voir (1.15)). Par exemple, en se
rappelant la formule d’action (1.8) et ω2 = $, on a :(
f0a,b.T
(−1))(1) = f0a,b(ω) = 0,(
f0a,b.T
(−1))(ω) = f0a,b($) = (ρ1($)⊗ ρ2($)) va ⊗ wb,
3. les images des vecteurs de base sont données par les colonnes des matrices respectives bien que les actions soient
à droite
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(
f1a,b.T
(−1))(1) = f1a,b(ω) = va ⊗ wb,(
f1a,b.T
(−1))(ω) = f1a,b($) = 0.
Pour ∆xy , cela résulte de la discussion au début du paragraphe 1.4 et de l’identité ωδxyω−1 = δ
y
$x$−1 .
Ainsi on a (
f0a,b.∆
x
y
)
(1) = f0a,b(δ
x
y ) = (ρ1(x)⊗ ρ2(y)) va ⊗ wb = ξ{x
qaD}
1 ξ
{yqbD}
2 va ⊗ wb,(
f0a,b.∆
x
y
)
(ω) = f0a,b(δ
y
$x$−1ω) = 0,(
f1a,b.∆
x
y
)
(1) = f1a,b(δ
x
y ) = 0,(
f1a,b.∆
x
y
)
(ω) = f1a,b(δ
y
$x$−1ω) = ξ
{yqaD}
1 ξ
{xq
b+1
D }
2 va ⊗ wb.
Pour S par contre, le calcul est moins immédiat. On écrit la décomposition
I(1)sI(1) =
∐
x∈kD
I(1)sn([−x]),
ainsi que les relations n([x])s =
(
1 [x]$−1
0 $−1
)
ω et
ωn([x])s =

(
−[x]−1 $−1
0 $[x]$−1
)
ωn([x]−1) si x 6= 0,
ϕ2 si x = 0.
Parce que |kD| est divisible par p, on a :(
f0a,b.S
)
(1) =
∑
x∈kD
f0a,b(n([x])s) = 0,
(
f0a,b.S
)
(ω) =
∑
x∈kD
f0a,b(ωn([x])s) = (1⊗ ρ2($)) va ⊗ wb,
(
f1a,b.S
)
(1) =
∑
x∈kD
f1a,b(n([x])s) =
∑
x∈kD
(1⊗ ρ2($)−1) va ⊗ wb = 0.
Enfin, on calcule(
f1a,b.S
)
(ω) =
∑
x∈kD
f1a,b(ωn([x])s) = ρ1(−1)
∑
x∈k×D
(ρ1([x])
−1 ⊗ ρ2($[x]$−1)) va ⊗ wb. (1.18)
Dans cette dernière égalité, on a mis ρ1(−1) en facteur puisque, −1 étant central dans D×, ρ1(−1)
agit par un scalaire. On commence par remarquer que l’action de O×D à travers ρ−11 ⊗ρ2($ ·$−1) sur
l’espace |ρ1⊗ρ2| est diagonale et qu’il n’existe pas d’entier 0 ≤ k < d2 avec ρ1|O×D = ρ2($
k ·$−k)|O×D
si d1 et d2 sont distincts (puisque les stabilisateurs dans D× des caractères de O×D les composant
sont distincts).
Supposons dans un premier temps ρ1|O×D = ρ2($
k · $−k)|O×D pour un certain entier 0 ≤ k < d2 ;
c’est équivalent à la condition ξq
k
D
2 = ξ1 (en particulier d1 = d2). Si on a b + 1 = a + k modulo d1,
pour tout x ∈ k×D, on a
(ρ1([x])
−1 ⊗ ρ2($[x]$−1)) va ⊗ wb = ξ−{x
qaD}
1 ξ
{xq
b+1
D }
2 va ⊗ wb
= ξ
−{xqaD}
1 ξ
{xq
a+k
D }
2 va ⊗ wb = va ⊗ wb.
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Alors (1.18) est une somme de (qd − 1) termes identiques et on a(
f1a,b.S
)
(ω) = τ va ⊗ wb.
Si on a b+ 1 6= a+ k modulo d1, pour tout générateur y de k×D, l’action de ρ1([y])−1 ⊗ ρ2($[y]$−1)
sur va ⊗ wb est donnée par un scalaire différent de 1. Mais alors (1.18) vaut
qd−1∑
j=1
(
ρ1([y])
−1 ⊗ ρ2($[y]$−1)
)j
va ⊗ wb = 0. (1.19)
Supposons maintenant ρ1|O×D 6= ρ2($
k · $−k)|O×D) pour tout entier 0 ≤ k < d2. Alors, pour tout
générateur y de k×D, ρ1([y])
−1⊗ ρ2($[y]$−1) agit sur va⊗wb par un scalaire différent de 1. Comme
en (1.19), pour tous a et b, on a alors (f1a,b.S)(ω) = 0. 
1.5 Représentations de Steinberg
Soit ρ une représentation irréductible de dimension 1 (autrement dit un caractère) de D×. Par
le lemme 1.3.4, il existe un caractère lisse ρ0 de F× tel que ρ se factorise en ρ = ρ0 ◦ Nrm. Grâce à
(1.2), le morphisme de groupes detG nous permet de définir une injection
ρ0 ◦ detG ↪→ IndGB
(
ρ0 ◦ detG
)
= IndGB ρ⊗ ρ. (1.20)
Définissons la représentation de Steinberg StBρ0 de G comme la représentation quotient de IndGB ρ⊗ρ
par ρ0 ◦ detG. Par le lemme 1.4.1 et parce que la tensorisation par un caractère de G est exacte, on
a :
StBρ0 ' (ρ0 ◦ detG)⊗ StB1. (1.21)
Cette identité aurait pu servir pour définir StBρ0 de manière équivalente, et elle permet de ramener
l’étude au cas du caractère trivial.
Lemme 1.5.1 La représentation IndGB 1 contient une unique représentation propre et non nulle, la
représentation triviale 1.
Preuve :
Notons V := IndGB 1. Le fait que V contienne 1 vient de (1.20) ; venons-en à l’unicité. Soit W une
sous-représentation non nulle et propre de V . Parce que I(1) est un pro-p-groupe, W I(1) n’est pas
réduit à 0. Et comme V est engendrée par ses I(1)-invariants (lemme 1.4.3), qui forment un espace
de dimension 2, W I(1) est en fait une droite. Aussi, le lemme 1.4.5 nous donne explicitement l’action
de l’algèbre de Hecke du pro-p-Iwahori sur V I(1). On cherche ainsi une droite de V I(1) stable sous
l’action (à gauche) des trois matrices :(
1 0
0 1
)
,
(
0 1
1 0
)
,
(
0 0
1 −1
)
.
La seule telle droite est Fp(f00,0 + f10,0) = W I(1). Mais cette dernière engendre précisément W = 1,
et cela fournit l’unicité voulue. 
Pour prouver l’irréductibilité de StB1, on va exhiber un sous-espace des fonctions de U dans
Fp qui lui est isomorphe en tant que B-représentation. On dit qu’une fonction f sur U à valeurs
dans un Fp-espace vectoriel L est lisse s’il existe un sous-groupe ouvert U ′ de U tel que f(u·) est
constante sur U ′ pour tout u ∈ U . On remarque que t := ϕd1 contracte strictement U et on note
Un = t
nU0t
−n pour tout n ∈ Z ; de cette manière, les Un forment une base de voisinages ouverts de
U . En particulier, une fonction f sur U à valeurs dans L est lisse si et seulement si il existe n ∈ Z
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tel que f(u·) est constante sur Un pour tout u ∈ U . Soit C∞c (U) le Fp-espace vectoriel des fonctions
lisses à support compact sur U , à valeurs dans Fp. On note
ιU : U
∼−→ B\BωU
l’isomorphisme topologique induit par u 7→ ωu. On fait de C∞c (U) une B-représentation en faisant
agir b ∈ B par :
f 7→ (u 7→ f(ι−1U (ιU (u)b))). (1.22)
En particulier, on remarque que U agit sur C∞c (U) par translation à droite et a ∈ A agit par
conjugaison : f 7→ f(a−1 · a).
Proposition 1.5.2
(i) La B-représentation C∞c (U) est isomorphe à StB1 et est irréductible en tant que représenta-
tion de B. La G-représentation StB1 est alors irréductible.
(ii) La suite exacte de G-représentations
0→ 1→ IndGB 1→ StB1→ 0 (1.23)
est non scindée.
Remarque : La preuve du (i) prouve même que la restriction de C∞c (U) à tZU est irréductible.
Preuve :
On va prouver l’irréductibilité dans (i) à la manière du Théorème 5 de [Vig08]. Soient W un sous-
espace non nul de C∞c (U) stable par B et f un élément non nul de W . Parce que f est à support
compact et que la famille (Um)m∈Z est décroissante et recouvre U , il existe m ∈ Z tel que le support
de f soit inclus dans Um. Mais alors, le sous-espace Wm de W constitué des fonctions à support
contenu dans Um n’est pas réduit à 0. Parce que Um est un pro-p-groupe, WUmm contient aussi un
vecteur non nul : à multiplication par un scalaire près, c’est la fonction caractéristique 1Um de Um. A
fortiori W contient 1Um , et donc les utn.1Um = 1Um−nu pour tous n ∈ Z et u ∈ U . Enfin, parce que
toute fonction h de C∞c (U) est lisse à support compact, il existe k ∈ Z tel que h soit combinaison
linéaire finie des 1Uku pour u ∈ U . On a donc W = C∞c (U) et C∞c (U) est irréductible en tant que
B-représentation.
La décomposition de Bruhat
G = B
∐
BωU, (1.24)
le fait que la suite exacte (1.23) de représentations de G (donc de B) définisse StB1 et l’action (1.22)
montrent que la flèche
StB1 → C∞c (U)
f 7→ (u 7→ f(ωu)) (1.25)
est un isomorphisme de B-représentations. Ainsi StB1 est B-irréductible, et donc G-irréductible. La
suite exacte (1.23) de G-représentations est non scindée à cause du lemme 1.5.1. 
Le même énoncé est valable après torsion par un caractère de G.
Corollaire 1.5.3 Soient ρ0 un caractère de F× et ρ = ρ0◦Nrm. La suite exacte de G-représentations
0→ ρ0 ◦ detG → IndGB ρ⊗ ρ→ StBρ0 → 0
est non scindée et fait de IndGB ρ ⊗ ρ une extension non triviale entre deux représentations irréduc-
tibles.
Bien que l’on sache que IndGB ρ ⊗ ρ est admissible (voir proposition 1.4.2), l’admissibilité du
quotient StBρ0 n’est pas automatique. Lorsque F est un corps p-adique, on peut invoquer [Vig11].
Dans le cas général des représentations de Steinberg, on peut se reporter au chapitre 2. Ici, on peut
donner une preuve élémentaire.
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Proposition 1.5.4 Soit ρ0 un caractère de F×.
(i) L’espace des I(1)-invariants
(
StBρ0
)I(1) est de dimension 1.
(ii) La G-représentation StBρ0 est admissible.
Preuve :
Parce que I(1) est un pro-p-sous-groupe ouvert du groupe localement profini G, (i) implique direc-
tement l’admissibilité de StBρ0 par [Pas04], Theorem 6.3.2. Comme on a l’isomorphisme (1.21) de
G-représentations et que I(1) agit trivialement sur ρ0 ◦ detG, les espaces
(
StBρ0
)I(1) et (StB1)I(1)
sont de même dimension. On va donc supposer ρ0 = 1 par la suite.
En appliquant le foncteur exact à gauche des I(1)-invariants à la suite exacte courte
0→ 1→ IndGB 1→ StB1→ 0,
on obtient la suite exacte
0→ 1→ (IndGB 1)I(1) pr−→ (StB1)I(1). (1.26)
L’espace
(
IndGB 1
)I(1) est de dimension 2 par la discussion avant la proposition 1.4.2 et on veut
montrer que (1.26) se complète en une suite exacte courte, ce qui donnera un isomorphisme de
Fp-espaces vectoriels
1⊕ (StB1)I(1) ∼−→ (IndGB 1)I(1) ' F2p
et le (i) comme voulu.
Explicitement, prenons un élément f ∈ (StB1)I(1) et montrons que f se relève en un élément
de
(
IndGB 1
)I(1) pour assurer la surjectivité de pr. On prend un relèvement de f en une fonction
f˜ ∈ IndGB 1, et on va montrer que f˜ est invariante par I(1). Parce que f est invariante par I(1), pour
tout i ∈ I(1), il existe une constante λi ∈ Fp telle que l’on a f˜(· i) = f˜ + λi. Prenons a, b, c, d ∈ OD ;
le petit calcul(
1 0
$c(1 +$a)−1 1
)(
1 +$a b
0 1 +$
(
d− c(1 +$a)−1b)
)
=
(
1 +$a b
$c 1 +$d
)
montre que l’on peut écrire tout i ∈ I(1) sous la forme i = i−i+ avec i− ∈ U−∩I(1) et i+ ∈ B∩I(1).
On écrit ensuite
λi = f˜(ωi)− f˜(ω) = f˜(ωi−ω−1ωi+)− f˜(ω).
Parce que ωi−ω−1 est dans B et que f˜ est B-invariante à gauche, on obtient
λi = f˜(ωi
+)− f˜(ω) = λi+ . (1.27)
Maintenant on sait, par définition de λi+ et par B-invariance à gauche :
λi+ = f˜(i
+)− f˜(1) = 0. (1.28)
La coordination de (1.27) et (1.28) implique que λi est nulle pour tout i ∈ I(1). Il s’ensuit f˜ ∈(
IndGB 1
)I(1) et la preuve est terminée. 
1.6 Séries principales et restriction à B
On commence par s’intéresser aux représentations irréductibles de dimension finie de G.
Lemme 1.6.1 Toute représentation lisse de dimension finie de G se factorise par detG.
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Preuve :
Soit ρ une telle représentation, et soient (e1, . . . , en) une base de l’espace |ρ| sous-jacent à ρ. Parce
que ρ est lisse et que G possède une base de voisinages de l’unité composée de sous-groupes compacts
ouverts (les 1 + $kM2(OD) pour k ≥ 1), pour tout 1 ≤ i ≤ n, il existe un sous-groupe compact
ouvert Hi de G stabilisant ei. Parce que (e1, . . . , en) est une base de |ρ|, en notant H = H1∩· · ·∩Hn,
la restriction de ρ à H est triviale. Mais alors, le noyau de ρ contient H ∩ U et H ∩ U− ; et parce
que ker ρ est normal dans G, en conjuguant par ϕZ1 , il contient U et U−. Or, par [Pie82], Lemma
16.5.a, et [MN43], Satz 1, le sous-groupe de G engendré par U et U− est précisément le noyau de
detG. Autrement dit, on a la factorisation
G
detG %%
//
ρ
&&
G/ ker(detG) //
'

GL(|ρ|)
F×
(1.29)
et le lemme est prouvé. 
De ce fait, en reprenant (1.29), comme Fp est algébriquement clos et F× commutatif, si ρ est
irréductible alors ρ est un caractère de G.
Soient ρ1 et ρ2 deux représentations irréductibles de D×, de dimension respective d1 et d2. On
note |ρ1 ⊗ ρ2| l’espace sous-jacent à la B-représentation ρ1 ⊗ ρ2. Comme précédemment avec la
représentation de Steinberg, on va étudier IndGB ρ1 ⊗ ρ2 en observant sa restriction à B.
Soit C∞c (U, ρ1 ⊗ ρ2) le Fp-espace vectoriel des fonctions lisses à support compact sur U , à valeurs
dans |ρ1 ⊗ ρ2|. On fait de C∞c (U, ρ1 ⊗ ρ2) une B-représentation en faisant agir b ∈ B par
f 7→ (u 7→ ρ1 ⊗ ρ2(ωubι−1U (ιU (u)b)−1ω−1) f(ι−1U (ιU (u)b))). (1.30)
On remarque que cette formule d’action fait de C∞c (U, ρ1⊗ρ2) une sous-B-représentation de IndGB ρ1⊗
ρ2 et que l’on a la compatibilité C∞c (U,1) = C∞c (U).
On appelle série principale une représentation IndGB ρ1⊗ ρ2 de G qui est irréductible. Conjointe-
ment au corollaire 1.5.3, les séries principales sont exactement les IndGB ρ1⊗ρ2 avec ρ1, ρ2 satisfaisant
aux hypothèses du théorème 1.6.2.(ii) ci-dessous.
Théorème 1.6.2 Soient ρ1, ρ2 deux représentations irréductibles de D×.
(i) La B-représentation C∞c (U, ρ1 ⊗ ρ2) est irréductible.
(ii) Supposons ρ1  ρ2 ou ρ1 ⊗ ρ2 de dimension strictement supérieure à 1. Alors IndGB ρ1 ⊗ ρ2
est une représentation irréductible de G.
Preuve :
On rappelle que t désigne ϕd1, qui appartient au centre de A, et que l’on a alors
(ρ1 ⊗ ρ2)(t−1 · t) = ρ1 ⊗ ρ2.
En tant que tZU -représentation, ρ1 ⊗ ρ2 est isomorphe à la somme directe de d1d2 représentations
triviales. En appliquant le foncteur exact 4 C∞c (U, ·), on obtient alors la décomposition en somme
directe de tZU -représentations irréductibles (par la preuve de la proposition 1.5.2.(i)) :
C∞c (U, ρ1 ⊗ ρ2) ' C∞c (U)d1d2 .
4. voir la Proposition 2.4 de [BH06] appliqué à H = {1} et à G = U localement profini
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En particulier, l’ensemble des sous-tZU -représentations de C∞c (U, ρ1 ⊗ ρ2) est en bijection avec
l’ensemble des sous-espaces vectoriels de |ρ1 ⊗ ρ2| via C∞c (U, ·).
Soit pi une sous-B-représentation non nulle de C∞c (U, ρ1 ⊗ ρ2). Par le fait précédent, il existe un
sous-espace vectoriel non nul W de |ρ1 ⊗ ρ2| vérifiant l’isomorphisme de tZU -représentations
pi ' C∞c (U,W ). (1.31)
Soient f un élément non nul de pi et u ∈ U tel que f ne s’annule pas en u. Supposons W 6= |ρ1⊗ ρ2|
et soit v ∈ |ρ1⊗ρ2|rW . Parce que ρ1⊗ρ2 est A-irréductible, il existe des λi ∈ Fp et des ai ∈ A ⊆ B
tels que l’on ait ∑
i
λi ρ1 ⊗ ρ2(ai) f(u) = v.
Parce que l’on a l’identité
aiωu = ω
(
(ω−1aiω)u(ω−1a−1i ω)
)
(ω−1aiω)
et que l’action de B sur C∞c (U, ρ1 ⊗ ρ2) est donnée par (1.30), on a :∑
i
λi
(
(ω−1aiω)
(
u−1(ω−1aiω)u(ω−1a−1i ω)
)
.f
)
(u) = v.
Ceci donne v ∈W à cause de (1.31), ce qui est une contradiction. On a donc W = |ρ1⊗ ρ2| et le (i)
est prouvé.
Montrons maintenant (ii). Soit σ une sous-G-représentation non nulle de IndGB ρ1⊗ρ2. On a la suite
exacte de B-représentations
0→ C∞c (U, ρ1 ⊗ ρ2)→ IndGB ρ1 ⊗ ρ2 pr−→ ρ1 ⊗ ρ2 → 0
provenant de (1.24). Supposons que σ est d’intersection nulle avec C∞c (U, ρ1⊗ ρ2). Alors σ s’injecte
dans ρ1 ⊗ ρ2, est donc de dimension finie et se factorise par detG d’après le lemme 1.6.1. Ceci
implique alors que ρ1 = ρ2 est un caractère de D× d’après (1.2) et le lemme 1.3.4. Cela contredit les
hypothèses de l’énoncé : c’est donc que σ intersecte C∞c (U, ρ1 ⊗ ρ2) non trivialement. Par le (i), on
a donc C∞c (U, ρ1 ⊗ ρ2) ⊆ σ. De plus, comme C∞c (U, ρ1 ⊗ ρ2) n’est pas stable par G, σ est d’image
non nulle par pr. Et comme ρ1 ⊗ ρ2 est B-irréductible, pr(σ) est égal à ρ1 ⊗ ρ2. Au final, σ est égal
à IndGB ρ1 ⊗ ρ2 et (ii) en résulte. 
1.7 Séries principales et I(1)-invariants
Dans ce paragraphe, en faisant une petite hypothèse sur p, on va donner une seconde preuve
de l’irréductibilité dans le théorème 1.1.1.(ii). Pour ce faire, on va établir la simplicité du module(
IndGB ρ1 ⊗ ρ2
)I(1) de Fp-dimension e = 2d1d2 sur l’algèbre de Hecke du pro-p-Iwahori. On rappelle
que { } est un isomorphisme k×D
∼−→ Z/(qd − 1)Z que l’on a fixé et on garde les notations du
paragraphe 1.4 (notamment ξ1 et ξ2).
Commençons par des lemmes calculatoires un peu techniques.
Lemme 1.7.1 Soient g = d1 ∧ d2 et j un entier de [0, g − 1]. Soit
Fj = VectFp
 (x, y) 7→ ξ
{xq
k1
D }
1 ξ
{yq
k2
D }
2 , 0 ≤ k1 < d1, 0 ≤ k2 < d2,
(x, y) 7→ ξ{y
q
k1
D }
1 ξ
{xq
k2+1
D }
2 k1 − k2 = j mod g

le sous-espace du Fp-espace vectoriel des fonctions (k×D)
2 → Fp.
(a) Supposons ξ1 et ξ2 non Frobenius-conjugués 5. Alors Fj est de dimension e/g.
5. c’est-à-dire non dans la même orbite sous l’application x 7→ xqD ; on remarque que par le lemme 1.3.3, en
particulier si d1 6= d2, alors ξ1 et ξ2 sont non Frobenius-conjugués
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(b) Supposons ξ1 et ξ2 Frobenius-conjugués. Alors il existe au plus un entier j0 ∈ [0, g − 1] tel
que Fj0 est de dimension strictement inférieure à e/g.
Preuve :
Les fonctions (x, y) 7→ ξ{x
q
k1
D }
1 ξ
{yq
k2
D }
2 et (x, y) 7→ ξ{y
q
k1
D }
1 ξ
{xq
k2+1
D }
2 sont chacunes des caractères de
groupes (k×D)
2 → F×p . Par le théorème d’indépendance linéaire des caractères d’Artin, il suffit de
montrer que ces caractères sont deux à deux distincts.
On prouve tout d’abord (a) et on suppose donc ξ1 et ξ2 non Frobenius-conjugués. Il y a trois cas à
envisager.
Cas 1 : ξ{x
q
k1
D }
1 ξ
{yq
k2
D }
2 = ξ
{xq
k3
D }
1 ξ
{yq
k4
D }
2 pour tous x, y ∈ k×D.
En spécialisant en x = µ et y = 1, on obtient ξq
k1
D
1 = ξ
q
k3
D
1 . Par le lemme 1.3.3, et parce que aD est
premier à d, donc à d1, ξ1 n’est fixe par aucune puissance k de x 7→ xqD pour 1 ≤ k ≤ d1 − 1. De ce
fait, k1 et k3 sont congrus modulo d1 et donc égaux. De même, en spécialisant en x = 1 et y = µ,
on ξq
k2
D
2 = ξ
q
k4
D
2 , et k2 et k4 sont alors congrus modulo d2. Le Cas 1 est terminé.
Cas 2 : ξ{x
q
k1
D }
1 ξ
{yq
k2
D }
2 = ξ
{yq
k3
D }
1 ξ
{xq
k4+1
D }
2 pour tous x, y ∈ k×D.
En spécialisant en x = 1 et y = µ, on obtient ξq
k2
D
2 = ξ
q
k3
D
1 , ce qui contredit l’hypothèse que ξ1 et ξ2
sont non Frobenius-conjugués. Le Cas 2 ne se produit donc jamais.
Cas 3 : ξ{y
q
k1
D }
1 ξ
{xq
k2+1
D }
2 = ξ
{yq
k3
D }
1 ξ
{xq
k4+1
D }
2 pour tous x, y ∈ k×D.
Le raisonnement est identique au Cas 1.
Passons maintenant à la preuve de (b). Les Cas 1 et 3 n’utilisent pas l’hypothèse de Frobenius-
conjugaison et sont donc encore valables. Réexaminons le cas restant.
Cas 2’ : ξ{x
q
k1
D }
1 ξ
{yq
k2
D }
2 = ξ
{yq
k3
D }
1 ξ
{xq
k4+1
D }
2 pour tous x, y ∈ k×D.
En spécialisant en x = 1 et y = µ, puis en x = µ et y = 1, on obtient les identités
ξ
q
k2
D
2 = ξ
q
k3
D
1 , ξ
q
k1
D
1 = ξ
q
k4+1
D
2 . (1.32)
On les combine et on obtient
ξ1 = ξ
q
k4−k1+1
D
2 = ξ
q
k3−k2+k4−k1+1
D
1 .
Par le lemme 1.3.3, cela implique
k3 − k2 + k4 − k1 + 1 = 0 mod g. (1.33)
On rappelle aussi que si on travaille sur un espace Fj fixé on a :
k1 − k2 = j mod g, k3 − k4 = j mod g. (1.34)
En combinant (1.33) et (1.34), on a
2(k2 − k4) + 1 = 0 mod g. (1.35)
On remarque que cela nécessite que g soit impair ; supposons-le, puisque dans le cas contraire (b)
est prouvé. Comme k4 − k2 appartient à [1− g, g − 1] (on rappelle que d1 = d2 = g puisque ξ1 et ξ2
sont Frobenius-conjugués), (1.35) nous dit en fait :
2(k4 − k2) + 1 ∈ {−g, 0, g}.
Le cas 2(k4 − k2) + 1 = 0 est écarté par parité. Reste que dans les deux cas restants, on a
k4 − k2 = g − 1
2
mod g.
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En se servant de cela, de (1.34) et de (1.32), on a
ξ
qjD
1 = ξ
q
g+1
2
D
2 . (1.36)
Comme ξ1 et ξ2 sont Frobenius-conjugués et engendrent tous deux Fqg , il existe un unique j0 ∈
[0, g − 1] vérifiant (1.36). Et pour j 6= j0, le Cas 2’ est encore impossible et Fj est de dimension e/g
comme convenu. 
On remarque que la preuve implique en fait qu’un j0 comme en (ii) existe si et seulement si g
est impair. Le cas contraire, tous les Fj sont de dimension e/g. Cependant, on n’aura pas besoin
d’utiliser cette remarque. Par contre, on va utiliser le fait que, sans aucune hypothèse sur ξ1 et ξ2,
la preuve des Cas 1 et 3 précédents nous donne immédiatement l’énoncé suivant.
Lemme 1.7.2 Les sous-espaces
VectFp
{
(x, y) 7→ ξ{x
q
k1
D }
1 ξ
{yq
k2
D }
2
∣∣∣∣ 0 ≤ k1 < d1, 0 ≤ k2 < d2},
VectFp
{
(x, y) 7→ ξ{y
q
k1
D }
1 ξ
{xq
k2+1
D }
2
∣∣∣∣ 0 ≤ k1 < d1, 0 ≤ k2 < d2}
du Fp-espace vectoriel des fonctions (k×D)
2 → Fp sont tous deux de dimension e/2 = d1d2.
On donne un résultat qui constitue un premier pas vers la simplicité de V I(1) en tant que
H(G, I(1))-module (sous de bonnes conditions). On remarque que l’énoncé n’utilise pas l’action de
Hs(λ, τ) et on va pouvoir l’utiliser par la suite pour des sous-espaces de V I(1) ne disposant pas d’une
telle action, et avec Hδ au lieu de H∆.
Lemme 1.7.3 Supposons que p ne divise pas e = 2d1d2. Soient W un Fp-espace vectoriel de dimen-
sion e, de base(
e00,0, e
0
0,1, . . . , e
0
0,d2−1, e
0
1,0, . . . , e
0
d1−1,d2−1, e
1
0,0, . . . , e
1
0,d2−1, . . . , e
1
d1−1,d2−1
)
et X un ensemble. Soient (hia,b) pour i = 0, 1, 0 ≤ a < d1, 0 ≤ b < d2 une famille de fonctions
X → Fp et, pour tout x ∈ X, H∆(x) la matrice d’endomorphisme de W diagonale telle que l’on ait
H∆(x)e
i
a,b = h
i
a,be
i
a,b pour tous i, a, b. Pour tout entier j ∈ [0, g − 1], on note
Wj = VectFp
{
eia,b
∣∣ i = 0, 1; a− b = j mod g},
sous-espace vectoriel de W . On suppose que la sous-famille (hia,b) pour i = 0, 1 et a− b = j modulo
g est libre, pour tout j ∈ [0, g− 1]. Alors, pour tout j, Wj est stable et est irréductible 6 sous l’action
de Hω(λ) et des H∆(x) pour tout x ∈ X.
Remarque : Lorsque l’on a p - e et d1 ∧ d2 = 1, cela montre déjà la simplicité de V I(1).
Preuve :
Parce que les (hia,b) pour i = 0, 1 et a − b = j modulo g forment une famille libre de fonctions,
les seuls sous-espaces de Wj qui sont stables par les H∆(x) sont ceux engendrés par des parties de{
eia,b
∣∣ i = 0, 1; a − b = j mod g}. Soit W ′ un tel sous-espace non réduit à {0} : il contient un
vecteur x = eia,b.
Regardons maintenant l’action de Hω(λ). Soit λ0 un élément vérifiant λ2d20 = λ dans le corps
algébriquement clos Fp. L’image de e0j,0 par les itérés successifs de λ0Hω(λ) sont :
e0j,0 7→ λ1−2d20 e1j−1,d2−1 7→ λ2−2d20 e0j−1,d2−1 7→ λ3−2d20 e1j−2,d2−2 7→ . . .
6. c’est-à-dire qu’il n’existe pas de sous-espace propre non nul stable par les endomorphismes en question
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. . . 7→ λ−10 e1j−d2,0 7→ e0j−d2,0 7→ λ1−2d20 e1j−d2−1,d2−1 7→ . . . , (1.37)
où les indices a, b dans f ia,b sont respectivement vus modulo d1 et d2. Parce que (1, 1) engendre un
sous-groupe d’ordre e/g dans Z/d1Z× Z/d2Z, les images dans (1.37) forment un cycle de longueur
e/g et parcourent toutes les droites Fp eia,b pour a− b = j modulo g. De ce fait, le sous-espace W ′ de
Wj contenant x = eia,b ne peut être stable sous Hω(λ) que s’il est tout Wj . Comme tout sous-espace
de Wj non réduit à {0} et stable par Hω(λ) et les H∆(x) est Wj , cela prouve son irréductibilité. 
Lemme 1.7.4 Supposons d1d2 = 1 et ρ1 non isomorphe à ρ2. Alors l’espace
(
IndGB ρ1 ⊗ ρ2
)I(1) est
simple en tant que module à droite sur H(G, I(1)).
Preuve :
Parce que l’on a d1 = d2 = 1, ξ1 et ξ2 sont des éléments de Fq, et ainsi ils sont fixés par x 7→ xqD .
On se place dans la base (f00,0, f10,0) dans laquelle le lemme 1.4.5 nous donne les matrices respectives
des actions de T (−1), de ∆xy et de S suivantes :
Hω(λ) =
(
0 1
λ−1 0
)
, Hδ(x, y) =
(
ξ
{x}
1 ξ
{y}
2 0
0 ξ
{y}
1 ξ
{x}
2
)
, Hs(λ, τ) =
(
0 0
λ−1 τ
)
.
On discute deux cas distincts.
Cas 1 : ξ1 6= ξ2, c’est-à-dire ρ1|O×D 6= ρ2|O×D .
En prenant x = µ et y = 1, on voit que Hδ(x, y) n’est pas une homothétie : les sous-espaces non
triviaux et propres que Hδ(x, y) stabilise sont alors les droites Fpf00,0 et Fpf10,0. Or ces droites ne sont
pas stabilisées par Hω(λ). On a donc montré la simplicité voulue.
Cas 2 : ξ1 = ξ2, c’est-à-dire ρ1|O×D = ρ2|O×D .
Parce que l’on a τ2 = 1, les droites stables par Hs(λ, τ) sont Fpf10,0 et Fp(λf00,0 − τf10,0). Parce que
ρ1 et ρ2 ne sont pas isomorphes, on a nécessairement λ 6= 1. De ce fait, ni l’une ni l’autre de ces
droites n’est stable par Hω(λ). Là encore on a la simplicité voulue. 
Théorème 1.7.5 Supposons l’une des deux conditions suivantes satisfaite :
(a) ρ1 et ρ2 ne sont pas isomorphes ;
(b) ρ1 = ρ2 est de dimension d1 = d2 > 1.
Supposons de plus p - 2d1d2. Alors l’espace
(
IndGB ρ1⊗ ρ2
)I(1) est simple en tant que module à droite
sur H(G, I(1)).
Avant que de prouver ce résultat, mentionnons la conséquence qu’était notre objectif, devenue
immédiate après consultation du lemme 1.4.3. Comme annoncé précédemment, on va avoir besoin de
faire une hypothèse sur p. Lorsque ρ1 et ρ2 parcourent l’ensemble des représentations irréductibles
de D×, p - 2d1d2 devient la condition suivante.
Hypothèse 1 Le premier p ne divise pas 2d.
Faisons tout de suite la remarque qu’elle provient de la méthode employée dans ce paragraphe
et l’irréductibilité des séries principales est vraie sans cette hypothèse (voir théorème 1.6.2).
Corollaire 1.7.6 Supposons l’hypothèse 1. Soient ρ1 et ρ2 deux représentations irréductibles de D×
satisfaisant (a) ou (b) du théorème 1.7.5. Alors IndGB ρ1 ⊗ ρ2 est une représentation irréductible de
G.
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1.7.1 Preuve du théorème 1.7.5
Lorsque d1 et d2 sont égaux à 1, par hypothèse ρ1 et ρ2 ne sont pas isomorphes. Le résultat est
alors l’objet du lemme 1.7.4.
Lorsque d1d2 est strictement supérieur à 1 mais que d1 et d2 sont premiers entre eux, c’est l’objet
du lemme 1.7.3 appliqué à W =
(
IndGB ρ1 ⊗ ρ2
)I(1) et
{H∆(x) | x ∈ X} = {Hδ(x, y) | x, y ∈ O×D},
ce qui est possible grâce au lemme 1.7.1.(i).
On peut donc supposer à présent que le pgcd de d1 et d2, que l’on notera g, est strictement supérieur
à 1 ; et c’est ce qu’on fera par la suite. Notons V = IndGB ρ1 ⊗ ρ2. Pour tout entier j de [0, g− 1], on
note 7
Wj = VectFp{f ia,b | i = 0, 1; a− b = j mod g}; (1.38)
cela découpe une somme directe de Fp-espaces vectoriels V I(1) =
⊕
jWj . Soient W un sous-
H(G, I(1))-module non nul de V I(1) et w un élément non nul de W . On écrit
w = w0 + w1 + · · ·+ wg−1 ∈
⊕
j
Wj ; (1.39)
et on note
Γw =
∣∣{j ∈ [0, g − 1] | wj 6= 0}∣∣.
C’est un entier strictement positif car w est non nul.
On va montrer par récurrence sur k ≥ 1 que tout élément non nul w de W avec Γw = k engendre
V I(1) en tant que H(G, I(1))-module. On veut distinguer deux cas différents pour la preuve de cette
récurrence.
On remarque que Wj est stable par T (−1) et par les ∆xy pour tous x, y ∈ O×D.
Cas 1 : ρ1|O×D  ρ2|O×D , c’est-à-dire ξ1 et ξ2 non Frobenius-conjugués.
Commençons la récurrence avec l’étape k = 1. Dans ce cas-là, il existe un unique i0 ∈ [0, g − 1]
avec wi0 6= 0. Parce que ξ1 et ξ2 sont non Frobenius-conjugués, le lemme 1.7.1.(i) nous dit que les
coefficients diagonaux de Hδ(x, y)|Wi0 forment une famille libre. On peut alors appliquer le lemme
1.7.3 pour affirmer que Wi0 est irréductible et il est donc inclus dans W . En particulier W contient
f0i0,0 ; et son image par S est un élément non nul de Wi0+1. On se sert ensuite à nouveau des lemmes
1.7.1.(i) et 1.7.3 pour affirmer queWi0+1 est inclus dansW ; puis l’image de f0i0+1,0 par S est non nulle
et appartient à Wi0+2, etc. Par une récurrence immédiate, on voit que W contient
⊕
jWj = V
I(1)
et on a terminé l’étape d’initiation.
Montrons maintenant que le rang k ≥ 1 implique le rang k+ 1 dans la récurrence. On remarque que
les cas k > g ou k + 1 > g n’ont pas de sens vu que l’on a Γw ≤ g pour tout w ∈ W ; k est ainsi
inférieur à g − 1. Soit w un élément de W avec Γw = k + 1. Notons
W (i) = VectFp{f ia,b | 0 ≤ a < d1, 0 ≤ b < d2}
pour i = 0, 1. Supposons dans un premier temps w inclus dans W (0) ou dans W (1), disons W (0),
l’autre cas de figure étant identique. Comme ∆[x][y] stabilise W
(0) et ∆[x][y]
∣∣
W (0)
est diagonalisable de
valeurs propres deux à deux distinctes par le lemme 1.7.2, le lemme des noyaux nous affirme la
décomposition
W (0) =
⊕
j
ker
( ∏
a−b=j
∆
[x]
[y]
∣∣
W (0)
− ξ{xq
a
D}
1 ξ
{yqbD}
2 idW (0)
)
.
7. on verra parfois aussi l’indice j de Wj comme la classe qu’il représente dans Z/gZ
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En particulier, si i1 est tel que l’on ait wi1 6= 0 (voir (1.39)), alors les fonctions
(x, y) 7→ w′(x, y) = w ·
( ∏
a−b=j
∆
[x]
[y]
∣∣
W (0)
− ξ{xq
a
D}
1 ξ
{yqbD}
2 idW (0)
)
sont non identiquement nulles (car on a Γw = k + 1 ≥ 2) et vérifient Γw′(x,y) < Γw pour tout
x, y ∈ k×D. Il reste à prendre (x0, y0) ∈ (k×D)2 avec w′(x0, y0) 6= 0 et appliquer l’hypothèse de récur-
rence à w′(x0, y0).
Supposons maintenant w inclus ni dans W (0), ni dans W (1). Alors l’image w′ de w par S est non
nulle et vérifie Γw′ < Γw. On applique l’hypothèse de récurrence à w′ pour conclure.
Cas 2 : ρ1|O×D ' ρ2|O×D , c’est-à-dire ξ1 et ξ2 Frobenius-conjugués.
Reprenons l’étape d’initiation k = 1 dans ce cadre-là. Par le lemme 1.7.1.(ii), il existe au plus un
j0 ∈ [0, g − 1] tel que l’on ne puisse pas appliquer le lemme 1.7.3 à Wj0 . Supposons que ce j0 existe
bien (le cas contraire, on peut procéder exactement comme au Cas 1) et voyons comment contourner
la difficulté. Si i0 est distinct de j0, alors par le raisonnement du Cas 1, on a déjà
Wi0 ⊕Wi0+1 ⊕ · · · ⊕Wj0−1 ⊆W.
Or on remarque que la restriction de S à W (0) ∩ Wj0−1 induit un isomorphisme de Fp-espaces
vectoriels entre W (0) ∩Wj0−1 et W (1) ∩Wj0 . De cette manière, W (1) ∩Wj0 est inclus dans W , et il
reste à utiliser l’action de T (−1) pour conclure Wj0 ⊆ W . On poursuit ensuite pour montrer Wj0+1
comme au Cas 1, etc.
Maintenant, si i0 est égal à j0, on regarde d’abord le noyau de S : c’est le sous-espace vectoriel de
V I(1) engendré par
{f1a,b | a+ k 6= b+ 1} ∪ {τf1a,b − f0a,b+1 | a+ k = b+ 1 6= d2} ∪ {τf1d1−k,d2−1 − λf0d1−k,0}. (1.40)
Si w est dans le noyau de S, comme on a Γw = 1, w est dans l’espace engendré par {f1a,b | a+k 6= b+1}.
Mais alors T (−1) envoie w sur un élément w′ non nul de W (0) ∩Wj0 , et S envoie w′ sur un élément
non nul w′′ de W (1) ∩Wj0+1. Reste à appliquer le cas i0 6= j0 à w′′. Si w n’est pas dans le noyau de
S, son image w′ par S est dans W (1) ∩ (Wj0 ⊕Wj0+1). Comme à la fin du Cas 1, on forme alors
w′′(x, y) = w′ ·
( ∏
a−b=j0
∆
[x]
[y]
∣∣
W (1)
− ξ{yq
a
D}
1 ξ
{xq
b+1
D }
2 idW (0)
)
pour obtenir un w′′(x1, y1) non nul dans W (1) ∩Wj0+1 et conclure comme précédemment.
Montrons maintenant comment le rang k ≥ 1 implique le rang k+1 de la récurrence. Prenons w ∈W
avec Γw = k + 1. Si wS est non nul, on le note w′ ∈ W (1) et on a Γw′ ≤ k + 2. On utilise alors une
fois de plus le lemme 1.7.2 et une de ces images w′′ par un polynôme en ∆[x][y]
∣∣
W (1)
est non nulle et
vérifie Γw′′ ≤ k : on applique l’hypothèse de récurrence à w′′.
Si wS est nul, observons la base (1.40) du noyau de S : ou bien w est engendré par {f1a,b | a+k 6= b+1}
et on prend, comme précédemment, une de ses images par un polynôme convenable en ∆[x][y]
∣∣
W (1)
.
Ou bien w possède une composante sur un τf1a,b−f0a,b+1 ou τf1d1−k,d2−1−λf0d1−k,0. Remarquons que
ces vecteurs ne sont pas vecteurs propres pour les ∆[x][y] : si cela avait été le cas, on aurait
ξ
{yqaD}
1 ξ
{xq
b+1
D }
2 = ξ
{xqaD}
1 ξ
{yqbD}
2
pour tous x, y ∈ k×D. Or cela impliquerait ξ
qaD
1 = ξ
qbD
2 , ξ
qb+1D
2 = ξ
qaD
1 , et donc ξ
qD
1 = ξ1. Par le lemme
1.3.3 et l’hypothèse g > 1, c’est absurde. De ce fait, il existe x2, y2 ∈ k×D tels que w∆[x2][y2] = w′ ne soit
pas dans le noyau de S. Son image w′′ par S est alors non nulle, dans W (1), et on peut appliquer le
procédé précédent pour faire diminuer Γw′′ . La récurrence est terminée. 
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1.8 Séries principales et induction compacte
On tâche dans ce paragraphe d’établir une nouvelle preuve du théorème 1.1.1.(ii) en utilisant
une méthode à la Barthel-Livné-Herzig. Parce que ceci est précisément l’objet d’un autre travail
de l’auteur (chapitre 3) pour GL(m,D), on sera plus concis sur la présentation. On va rappeler la
méthode en renvoyant au chapitre 3 pour les preuves, et on va surtout se concentrer sur l’argument
de « changement de poids », pour lequel, dans la plupart des cas (voir l’hypothèse 2 ci-dessous) on
peut se passer du gros du travail du chapitre 3 et effectuer un argument ad hoc.
Soient ρ1 et ρ2 deux représentations irréductibles deD×. On cherche à démontrer que IndGB ρ1⊗ρ2
est irréductible sous les conditions du théorème 1.1.1.(ii).
Avant de commencer l’argument à proprement parler, on s’attache d’abord à un lemme facile mais
utile au cours de la démonstration. On remarque que ce lemme est un corollaire facile des lemme
1.6.1 et théorème 1.6.2, mais on veut s’en passer.
Lemme 1.8.1 Soient ρ1 et ρ2 deux représentations irréductibles de D× telles que l’une des deux
conditions suivantes est satisfaite :
(a) ρ1 et ρ2 ne sont pas isomorphes ;
(b) ρ1 = ρ2 est de dimension d1 = d2 > 1.
La représentation IndGB ρ1 ⊗ ρ2 ne possède pas de sous-G-représentation de dimension 1.
Preuve :
Supposons l’existence d’une droite de IndGB ρ1 ⊗ ρ2 stable par G, disons engendrée par une fonction
f : G→ |ρ1 ⊗ ρ2| non nulle. Soit g ∈ G un élément du support de f . Pour tout b ∈ B, on a
((g−1bg).f)(g) = f(bg) = ρ1 ⊗ ρ2(b) f(g). (1.41)
Et (1.41) est sur la droite Fpf(g) de |ρ1⊗ ρ2| car Fpf est une droite stable par G dans IndGB ρ1⊗ ρ2.
Comme c’est valable pour tout b ∈ B et que ρ1⊗ρ2 est irréductible, ρ1⊗ρ2 est de dimension 1. Soit
a ∈ A. Parce que l’action de G sur f est de donnée par un certain caractère G→ F×p , on a l’égalité
(g−1sasg).f = (g−1ag).f. (1.42)
En regardant la valeur en g et en utilisant (1.41), (1.42) devient
ρ1 ⊗ ρ2(sas) f(g) = ρ1 ⊗ ρ2(a) f(g).
Parce que f(g) est non nul, cela implique ρ1 = ρ2, ce qui, accumulé avec d1 = d2 = 1, finit par
contredire l’hypothèse de l’énoncé. C’est donc que f n’existe pas et le lemme est prouvé. 
Soit pi une sous-G-représentation non nulle irréductible de IndGB ρ1 ⊗ ρ2 ; en particulier, pi est
admissible par la proposition 1.4.2. On suppose que ρ1 et ρ2 vérifient l’hypothèse suivante.
Hypothèse 2 Si ρ1|O×D et ρ2|O×D sont isomorphes et ne sont pas des caractères, alors pour tout
caractère χ1 ⊗ χ2 ⊆ (ρ1 ⊗ ρ2)|B∩K avec χ1 6= χ2, χ2χ−11 correspond à x 7→ x~s (voir (1.3)) avec
~s = (s0, s1, . . . , sfd−1) tels que l’un au moins des si n’appartient pas à {0, 1, p− 2, p− 1}.
Remarque : Le raisonnement général est valable sans elle mais elle est utile dans notre preuve du
théorème 1.8.3. Dans le chapitre 3, on prouve le théorème 1.8.3 sans cette hypothèse et on recouvre
complètement alors une autre preuve du théorème 1.1.1.(ii). Cependant l’argument gagne beaucoup
en complexité.
Remarque : On voit que cela exclut d’office les premiers p = 2, 3.
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Parce que K(1) est un pro-p-groupe ouvert, piK(1) est non nul et de dimension finie. Comme
K(1) est normal dans K, piK(1) est une représentation de dimension finie de K, qui admet donc une
sous-représentation irréductible, disons V .
On a l’alternative suivante : ou bien pi est de dimension finie et par le lemme 1.6.1 et le fait que Fp
est algébriquement clos, pi est un caractère de G, ce qui est exclu par le lemme 1.8.1. Ou bien, par
le théorème 1.8.3 ci-dessous, on peut supposer que V n’est pas un caractère (c’est-à-dire qu’elle est
régulière au sens du paragraphe 1.2.5) ; c’est donc ce que l’on fera par la suite.
Comme l’algèbre de Hecke H(G,K, V ) est commutative (par le paragraphe 2.10 de [HV11]) et que
HomG(ind
G
K V, pi) ' HomK(V, pi)
est non nul de dimension finie (par réciprocité de Frobenius et admissibilité de pi), il existe un
vecteur propre Φ dans HomG(indGK V, pi) pour l’action de H(G,K, V ). On note χ le caractère propre
correspondant : c’est un caractère de Fp-algèbres H(G,K, V ) → Fp. Et Φ se factorise donc par le
morphisme de G-représentations
indGK V ⊗χ Fp → pi (1.43)
que l’on notera encore Φ. Parce que pi est irréductible, Φ est surjective. Observons que Φ provient
par réciprocité de Frobenius d’un
f ∈ HomK(V, pi) ⊆ HomK
(
V, IndGB ρ1 ⊗ ρ2
) ' HomA∩K(VU∩K , ρ1 ⊗ ρ2),
et on notera f1 son image dans HomA∩K
(
VU∩K , ρ1 ⊗ ρ2
)
. Aussi, à cause des Lemmes 4.1 et 4.3 du
chapitre 3, χ se factorise à travers la transformée de Satake
′SG : H(G,K, V ) ↪→ H
(
A,A ∩K,VU∩K
)
;
on notera encore χ le caractère de Fp-algèbres résultant H
(
A,A ∩K,VU∩K
)
.
Parce que V est régulière, par [HV12], Theorem 1.2 et Corollary 1.3, on a l’isomorphisme de G-
représentations
ιV : ind
G
K V ⊗χ Fp ∼−→ IndGB
(
indAA∩K VU∩K ⊗χ Fp
)
(1.44)
caractérisé par
ιV
(
[1, v]⊗ 1)(1) = [1, pU (v)]⊗ 1
pour tout v ∈ V d’image pU (v) dans VU∩K . De plus, f1 induit l’isomorphisme de A-représentations
indAA∩K VU∩K ⊗χ Fp ∼−→ ρ1 ⊗ ρ2
[1, v]⊗ 1 7→ f1(v)
comme on peut le voir à partir de la proposition 1.3.2 (ou bien on peut se reporter au lemme 1.9.1 et
à la proposition 1.9.2.(i) ultérieurs) ; on le notera encore f1. En appliquant le foncteur exact IndGB,
on obtient l’isomorphisme
Ind f1 : Ind
G
B
(
indAA∩K VU∩K ⊗χ Fp
) ∼−→ IndGB ρ1 ⊗ ρ2
de G-représentations. Comme
(Ind f1) ◦ ιV : indGK V ⊗χ Fp ∼−→ IndGB ρ1 ⊗ ρ2
est déterminée par les valeurs(
(Ind f1) ◦ ιV
)
([1, v]⊗ 1)(1) = f1 ◦ pU (v) = f(v)(1)
pour tout v ∈ V , on a (Ind f1)◦ ιV = Φ. Il en résulte pi = IndGB ρ1⊗ρ2 et IndGB ρ1⊗ρ2 est irréductible
comme voulue.
On vient alors de démontrer l’énoncé suivant.
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Corollaire 1.8.2 Soient ρ1 et ρ2 deux représentations irréductibles de D× telles que l’une des deux
conditions suivantes est satisfaite :
(a) ρ1 et ρ2 ne sont pas isomorphes ;
(b) ρ1 = ρ2 est de dimension d1 = d2 > 1.
Supposons de plus l’hypothèse 2. Alors IndGB ρ1 ⊗ ρ2 est une représentation irréductible de G.
Enonçons maintenant l’énoncé de changement de poids qui nous a été utile.
Théorème 1.8.3 Soit pi une représentation irréductible non nulle de dimension infinie de G qui s’in-
jecte dans IndGB ρ1⊗ρ2 avec ρ1 et ρ2 satisfaisant l’hypothèse 2. Alors pi contient une K-représentation
irréductible régulière (c’est-à-dire qui n’est pas un caractère).
Remarque : Par le lemme 1.6.1, parce que Fp est algébriquement clos, il est équivalent de demander
que pi ne soit pas un caractère de G.
Remarque : Au cours de la preuve, on verra que si V est une K-représentation irréductible non
régulière de pi|K , alors on peut choisir V ′ régulière dans pi|K telle que (V ′)U∩K et ϕ2.V U∩K sont des
(A∩K)-représentations isomorphes, et sa classe d’isomorphisme est en fait uniquement déterminée.
1.8.1 Preuve du théorème 1.8.3
Soit V une sous-K-représentation irréductible de pi. Si V est régulière, il n’y a rien à faire.
Supposons donc V non régulière, c’est-à-dire égale à un caractère χ ◦ det et portée sur une droite
que l’on notera Fpv. Si χ ne se factorise pas par la norme galoisienne NkD/kF , alors Fpϕ2v est une
représentation de K ∩ ϕ2Kϕ−12 = I égale à
χ⊗ χ($−1 ·$) 6= χ⊗ χ.
On a par suite une flèche non nulle
IndKI χ⊗ χ($−1 ·$)→ pi ⊆ IndGB ρ1 ⊗ ρ2 = IndKB∩K ρ1 ⊗ ρ2
deK-représentations. Par réciprocité de Frobenius, on a une flèche non nulle de (B∩K)-représentations
IndK
B
χ⊗ χ($−1[·]$)→ ρ1 ⊗ ρ2. (1.45)
Le morphisme de (1.45) se factorise en fait par le morphisme non nul de (A ∩K)-représentations
χ⊗ χ($−1[·]$)⊕ (IndB
A
χ($−1[·]$)⊗ χ)
U
→ ρ1 ⊗ ρ2. (1.46)
En notant χω = χ($−1[·]$)⊗ χ, on cherche à déterminer (IndB
A
χω
)
U
. Une base de
(
IndB
A
χω
)
U
est
donnée par les [u, v] pour u ∈ U et v un élément non nul fixé de la droite sous-jacente à χω. Les
u.f − f pour u ∈ U et f ∈ IndB
A
χω sont inclus dans la sous-B-représentation(
IndB
A
χω
)
(U)
=
{∑
u∈U λu[u, v]
∣∣ λu ∈ Fp,∑λu = 0};
et ils l’engendrent bien comme on le voit en prenant f = [1, v]. Mais alors l’espace de coinvariants(
IndB
A
χω
)
U
=
(
IndB
A
χω
)/(
IndB
A
χω
)
(U)
est de dimension 1, et il s’agit de déterminer l’action de A∩K dessus. Et a ∈ A∩K agit par χω(a) sur
l’image [1, v] de [1, v] dans
(
IndB
A
χω
)
U
; d’où
(
IndB
A
χω
)
U
= χω en tant que (A∩K)-représentations.
Et (1.46) devient
χ⊗ χ($−1 ·$)⊕ χ($−1 ·$)⊗ χ→ ρ1 ⊗ ρ2.
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Ainsi χ⊗χ($−1 ·$) ou χ($−1 ·$)⊗χ est un sous-caractère de (ρ1⊗ρ2)|B∩K , disons χ⊗χ($−1 ·$).
Par l’hypothèse 2, il s’écrit x 7→ x~s avec ~s = (s0, s1, . . . , sfd−1), l’un des si n’appartenant pas à
{0, 1, p− 2, p− 1}. La Proposition 1.1 de [Dia07] nous assure que dans ce cas-là, aucun des facteurs
de Jordan-Hölder de IndKI χ ⊗ χ($−1 · $) n’est un caractère. La droite Fpϕ2v engendre donc une
K-représentation dans pi, qui contient une sous-K-représentation irréductible régulière : la preuve
est terminée.
Si χ se factorise par NkD/kF , par la fin de la preuve de la Proposition 16.1 du chapitre 3, il existe un
caractère χ0 de F× tel que χ ◦ det soit la restriction à K de χ0 ◦ detG. En utilisant le lemme 1.4.1
pour tordre pi par χ−10 ◦ detG, on peut supposer que χ est le caractère trivial de k×D. C’est donc ce
que l’on fera par la suite.
La droite Fpv porte ainsi la représentation triviale de K. On regarde la droite Fpϕ2v : elle est
stable par K ∩ ϕ2Kϕ−12 = I, et on note V1,0 la K-représentation qu’elle engendre. Parce que l’on a
l’isomorphisme d’ensembles finis
I\K ∼−→ B\K = ((B ∩K)/(B ∩K(1)))∖K,
et que I est un sous-groupe compact ouvert de K, la réciprocité de Frobenius nous donne un
morphisme non nul de représentations de K
IndKI 1 = Ind
K
B
1→ V1,0. (1.47)
Par [Pas04], Lemma 3.1.7, on peut identifier IndK
B
1 : c’est la somme directe de la représentation
triviale 1 de K et de la représentation de Steinberg finie St. Par [CE04], Definition 6.13, Theorem
6.10 et Theorem 6.12, St est irréductible et de dimension qd : c’est en fait la représentation que l’on
a notée Sym ~p−1 F2p, et qui est régulière. Le morphisme non nul (1.47) nous offre alors l’alternative
suivante : ou bien V1,0 contient St et la preuve de la proposition est terminée, ou bien V1,0 est encore
la représentation triviale de K.
Dans ce second cas de figure, on va s’intéresser à V2,0, la K-représentation engendrée par la I-
représentation Fpϕ22v. De nouveau, par l’argument précédent, ou bien V2,0 contient St, ou bien V2,0
est 1. Dans le cas défavorable V2,0 = 1, on s’intéresse à V3,0, etc.
S’il existe i ≥ 0 (avec la convention V0,0 = V ) tel que Vi,0 contienne St, la preuve est terminée.
Supposons donc le cas contraire, c’est-à-dire que la K-représentation Vi,0 engendrée par Fpϕi2v est
triviale pour tout i ≥ 0. Mais alors, pour tout j ≥ 0, la droite Fp$jϕi2v est stable par K et est
triviale : on la note Vi,j . On forme la sous-représentation de pi|K
V∞ =
2d−1∑
i=0
d−1∑
j=0
Vi,j =
2d−1∑
i=0
d−1∑
j=0
Fpϕi2$jv;
et on va montrer que V∞ est une représentation de G. Grâce à la décomposition de Cartan
G =
∐
i≥0, j∈Z
Kϕi2$
jK,
il s’agit de voir que V∞ est stable par $±d et ϕ2d2 . Comme $dZ est un sous-groupe du centre de G,
son action sur la représentation admissible irréductible pi est donnée par un caractère (par lemme
de Schur) : en particulier, elle stabilise V∞. Et parce que l’action de s ∈ K est triviale sur chaque
Vi,j on a, pour tous i, j ≥ 0 :
ϕ2d2 ϕ
i
2$
jv = (ϕ2sϕ2s · · ·ϕ2s)ϕi2$jv = $dϕi2$jv.
Et comme l’action de $d est scalaire, ϕ2d2 stabilise bien V∞ et V∞ est une G-représentation comme
affirmé. Parce que pi est irréductible, V∞ est pi, mais cela contredit le fait que pi est de dimension
infinie. C’est donc que notre supposition était erronée : l’un des Vi,0 contient nécessairement St et
la preuve est terminée.
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1.9 Classification des représentations irréductibles admissibles
Soit pi une représentation irréductible admissible de G. Par la discussion après le lemme 1.8.1, il
existe une K-représentation irréductible V et un caractère χ : H(G,K, V )→ Fp de Fp-algèbres tels
que l’on ait une surjection
indGK V ⊗χ Fp  pi (1.48)
de G-représentations. Si pour tous V et χ satisfaisant (1.48), χ ne se factorise pas par la transformée
de Satake
′SG : H(G,K, V )→ H
(
A,A ∩K,VU∩K
)
,
alors pi est dite supersingulière.
On va tâcher de montrer que toute représentation pi qui n’est pas supersingulière a déjà été étudiée
auparavant, c’est-à-dire qu’elle est un caractère, une représentation de Steinberg, ou bien une série
principale. Dans ce paragraphe encore, on insiste sur le fait que l’on se passe complètement du travail
de changement de poids du chapitre 3. Et seule la proposition 1.9.6.(ii) fait appel au cœur du travail
du chapitre 3 avec le foncteur des parties ordinaires ; tout le reste est « élémentaire ».
Commençons pour cela par identifier les paramètres (V, χ) des séries principales comme en (1.44).
Pour η un caractère de A ∩K, on définit le sous-groupe suivant de AΛ :
Z˜A(η) = {a ∈ AΛ | ∀x ∈ A ∩K, η(a−1xa) = η(x)}.
C’est un invariant important du caractère η, et cela transparaît sur V aussi : pour toute représen-
tation irréductible de K, on l’isomorphisme de Fp-algèbres (voir le paragraphe 7.1 de [HV11]) :
H(A,A ∩K,VU∩K) ∼← Fp[Z˜A(VU∩K)]
τa1a2 7 →
(
$a1 0
0 $a2
)
∈ Z˜A
(
VU∩K
) , (1.49)
où τa1a2 désigne l’opérateur de support
(
$a1 0
0 $a2
)
(A ∩K) et valant id en
(
$a1 0
0 $a2
)
.
Lemme 1.9.1 Soient ρ1 et ρ2 deux représentations irréductibles de D×. Soient V uneK-représentation
irréductible et χ : H(G,K, V )→ Fp un caractère de Fp-algèbres induisant un morphisme non nul de
G-représentations
indGK V ⊗χ Fp → IndGB ρ1 ⊗ ρ2. (1.50)
Alors VU∩K est un caractère de A ∩ K qui est une sous-représentation de ρ1 ⊗ ρ2|A∩K , et χ se
factorise à travers ′SG en un caractère de H
(
A,A ∩ K,VU∩K
)
que l’on notera encore χ. De plus,
pour tous a1, a2 ∈ Z tels que
(
$a1 0
0 $a2
)
soit un élément de Z˜A
(
VU∩K
)
, on a
χ(τa1a2 ) = ρ1($
a1)ρ2($
a2) ∈ F×p .
Preuve :
L’existence d’un morphisme non nul (1.50) implique en particulier que l’espace HomG
(
indGK V, Ind
G
B ρ1⊗
ρ2
)
est non réduit à 0. En appliquant deux fois la réciprocité de Frobenius et en mettant à profit
l’isomorphisme topologique B ∩K\K ∼−→ B\G, on a :
HomG
(
indGK V, Ind
G
B ρ1 ⊗ ρ2
)
= HomK
(
V, IndKB∩K ρ1 ⊗ ρ2
)
= HomB∩K(V, ρ1 ⊗ ρ2) = HomA∩K
(
VU∩K , ρ1 ⊗ ρ2
)
.
De ce fait, VU∩K , qui est un caractère de A ∩K par le lemme 1.2.2.(i), s’injecte dans ρ1 ⊗ ρ2|A∩K .
Par le Lemme 4.6 du chapitre 3, χ se factorise à travers ′SG et le caractère H
(
A,A∩K,VU∩K
)→ Fp
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(que l’on note encore χ) qui en résulte induit un morphisme non nul indAA∩K VU∩K ⊗χ Fp → ρ1 ⊗
ρ2. Lorsque
(
$a1 0
0 $a2
)
est un élément de Z˜A
(
VU∩K
)
, l’action de τa1a2 sur ind
A
A∩K VU∩K ⊗χ Fp
est compatible avec celle de
(
$a1 0
0 $a2
)
sur ρ1 ⊗ ρ2. Et cette dernière est scalaire, égale à
ρ1($
a1)ρ2($
a2) par la proposition 1.3.1. 
Proposition 1.9.2 Soient V une K-représentation irréductible et χ un caractère de H(A,A ∩
K,VU∩K
)
. On note encore χ le caractère de H(G,K, V ) que l’on obtient en le précomposant par
′SG.
(i) La A-représentation indAA∩K VU∩K ⊗χ Fp est irréductible, de dimension finie et on la notera
ρ1 ⊗ ρ2.
(ii) Supposons l’hypothèse 2.
(a) Supposons V régulière. Alors on a un isomorphisme
indGK V ⊗χ Fp ∼−→ IndGB ρ1 ⊗ ρ2
de G-représentations.
(b) Supposons Z˜A
(
VU∩K
) 6= AΛ ou bien (Z˜A(VU∩K) = AΛ et χ(τ10 ) 6= χ(τ01 )). Alors indGK V ⊗χ
Fp est isomorphe à IndGB ρ1 ⊗ ρ2.
Preuve :
La (A∩K)-représentation VU∩K se décompose en σ1⊗σ2 où σ1, σ2 sont des caractères de O×D. Mais
alors on a l’isomorphisme de groupes suivants, dans les notations du paragraphe 1.3 :(
Nσ1/k
×
D 0
0 Nσ2/k
×
D
)
' Z˜A
(
VU∩K
)
=
(
$d1Z 0
0 $d2Z
)
pour des entiers d1, d2 ≥ 1 uniquement déterminés. Donc, par la proposition 1.3.2, indAA∩K VU∩K⊗χFp
est isomorphe, en tant que A-représentation, à ρ
(
σ1, χ(τ
d1
0 )
)⊗ ρ(σ2, χ(τ0d2)), qui est irréductible par
la proposition 1.3.1. Le (i) est prouvé.
Supposons V régulière. Alors, par [HV12], Theorem 1.2 et Corollary 1.3, on a l’isomorphisme de
G-représentations
indGK V ⊗χ Fp ∼−→ IndGB
(
indAA∩K VU∩K ⊗χ Fp
)
= IndGB ρ1 ⊗ ρ2.
Prouvons maintenant (ii).(b). La condition Z˜A
(
VU∩K
) 6= AΛ est équivalente à ce que ρ1 ou ρ2 est de
dimension strictement supérieure à 1 ; et la condition (Z˜A
(
VU∩K
)
= AΛ et χ(τ10 ) 6= χ(τ01 )) implique
que ρ1 et ρ2 sont deux caractères de D× non isomorphes. Dans les deux cas, on peut appliquer le
théorème 1.6.2 et IndGB ρ1 ⊗ ρ2 est irréductible. Si V est régulière, le résultat est trivial par (ii).(a).
Supposons donc V non régulière.
Par la coordination des lemmes 1.9.1 et 1.2.2, on peut prendre V ′ une K-représentation irréduc-
tible régulière incluse dans IndGB ρ1 ⊗ ρ2. En fait, on peut même supposer que V ′ est l’unique K-
représentation irréductible régulière telle que les (A ∩ K)-représentations V ′U∩K et ϕ1.VU∩K sont
isomorphes ; c’est donc ce que l’on fera par la suite. En particulier, on a Z˜A
(
V ′U∩K
)
= Z˜A
(
VU∩K
)
et
on peut identifier H(A,A∩K,V ′U∩K) et H(A,A∩K,VU∩K) à travers (1.49) ; on notera encore χ le
caractère de H(A,A∩K,V ′U∩K) résultant de cette identification. Par la proposition 1.9.3 ci-dessous,
on a alors l’isomorphisme de G-représentations
indGK V ⊗χ Fp ∼−→ indGK V ′ ⊗χ Fp
et le résultat suit de (ii).(a). 
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Proposition 1.9.3 Soient V un caractère de K et χ un caractère de H(A,A ∩ K,V ) vérifiant
χ(τ10 ) 6= χ(τ01 ) si on a Z˜A(V ) = AΛ. Soit V ′ l’unique K-représentation régulière telle que les (A∩K)-
représentations V ′U∩K et ϕ1.VU∩K sont isomorphes. On a un isomorphisme de G-représentations
indGK V ⊗χ Fp ∼−→ indGK V ′ ⊗χ Fp.
Remarque : Cet énoncé ne nécessite pas l’hypothèse 2 car on a le théorème 1.6.2 à notre disposition
(à la place du corollaire 1.8.2). Il en va de même des résultats qui suivent.
Remarque : La condition sur χ peut se réécrire, grâce à la Proposition 16.1 du chapitre 3 : V ne se
prolonge pas en un caractère de G ou alors la restriction à A du prolongement de V à G n’est pas
isomorphe à indAA∩K V ⊗χ Fp.
Preuve :
Par le Lemme 6.2 du chapitre 3, il existe un opérateur non nul
ϕ+ : indGK V → indGK V ′
de support Kϕ1K, ainsi qu’un opérateur non nul
ϕ− : indGK V
′ → indGK V
de support Kϕr1K pour r ≥ 1 minimal tel que l’on ait ϕr+11 ∈ Z˜A
(
VU∩K
)
. On dénote de la manière
suivante les opérateurs qu’ils induisent après tensorisation par χ :
indGK V ⊗χ Fp ϕ
+
−−→ indGK V ′ ⊗χ Fp ϕ
−
−−→ indGK V ⊗χ Fp. (1.51)
En effet, comme χ est un caractère de H(A,A ∩ K,V ) = H(A,A ∩ K,V ′U∩K), on peut voir cela
après application de la transformée de Satake ; or, la structure de module à gauche et à droite sur
H(A,A∩K,V, V ′U∩K) étant la même une fois identifiées H(A,A∩K,V ) et H
(
A,A∩K,V ′U∩K
)
, ϕ+
et ϕ− induisent bien respectivement ϕ+ et ϕ− comme voulu.
On veut montrer que ces morphismes dans (1.51) sont tous deux non nuls : on va le faire pour ϕ−,
le cas de ϕ+ étant identique. Il suffit de voir que l’image de [1, v′] pour v′ ∈ V ′U∩K non nul par ϕ−
n’est pas dans 8 Γ(V, χ). Notons pU : V  VU∩K la projection canonique. Si on fixe un isomorphisme
de Fp-droites V ′U∩K
∼−→ VU∩K envoyant v′ sur v, et que l’on écrit Kϕr1K =
∐
i∈I Kϕ
r
1ki, le support
Xϕ− de
ϕ−([1, v′]) =
∑
i∈I [k
−1
i ϕ
−r
1 , pU (kiv)]
vérifie eZ(Xϕ−) = 1 et δT (Xϕ−) = 2r (pour ce diamètre, l’argument est le même que dans le lemme
1.10.4 en appendice). Par la proposition 1.10.6.(i), ϕ−([1, v′]) n’appartient pas à Γ(V, χ) : ϕ− est
bien non nul comme voulu.
Comme ϕ− ◦ ϕ+ est un élément de H(G,K, V ), il existe un λ ∈ Fp (la valeur de χ en ϕ− ◦ ϕ+) tel
que ϕ− ◦ ϕ+ soit λ id. De même, ϕ+ ◦ ϕ− est λ′id pour un certain λ′ ∈ Fp ; montrons λ′ = λ. On a
λ′ϕ+ = (ϕ+ ◦ ϕ−) ◦ ϕ+ = ϕ+ ◦ (ϕ− ◦ ϕ+) = λϕ+.
Comme ϕ+ est non nul, on a bien λ′ = λ. Montrons que λ est inversible, et la preuve sera ter-
minée. Par la proposition 1.9.2.(ii).(a) et la discussion dans la preuve, ainsi que le théorème 1.6.2,
indGK V
′ ⊗χ Fp est isomorphe à une série principale. De ce fait, ϕ+ est surjective, ϕ− est injective et
ϕ− ◦ ϕ+ ne peut être nulle. On a ainsi λ 6= 0 et ϕ+ est l’isomorphisme cherché. 
Parmi les V ′ telles que VU∩K et V ′U∩K sont conjuguées par ϕ
Z
1 , une seule au plus n’est pas
régulière ; en effet, dans ce cas-là, en particulier, V ′U∩K est un caractère de la forme χ ⊗ χ et les
conjugués de VU∩K = χ1 ⊗ χ2 par ϕZ1 étant les χ′1 ⊗ χ2 pour χ′1 parcourant les conjugués de χ1 par
$Z, un seul au plus est de la forme χ2⊗χ2. Alors, la proposition 1.9.2.(ii).(a) et la proposition 1.9.3
(ou bien la proposition 1.9.2.(ii).(b)) impliquent directement l’énoncé suivant.
8. on utilise les notations de l’appendice 1.10
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Corollaire 1.9.4 Soient V uneK-représentation irréductible et χ un caractère de H(A,A∩K,VU∩K).
On note encore χ le caractère de H(G,K, V ) que l’on obtient en le précomposant par ′SG. Soit V ′ une
K-représentation irréductible telle que V ′U∩K et VU∩K sont conjuguées
9. Supposons Z˜A
(
VU∩K
) 6= AΛ
ou bien (Z˜A
(
VU∩K
)
= AΛ et χ(τ10 ) 6= χ(τ01 )). Alors on a un isomorphisme
indGK V ⊗χ Fp ∼−→ indGK V ′ ⊗χ Fp
de G-représentations.
Preuve :
Par hypothèse, il existe a, b ∈ Z tels que V ′U∩K et (ϕa1$b).VU∩K sont des (A ∩ K)-représentations
isomorphes. Comme l’action par conjugaison de $dZ stabilise chaque caractère de O×D, on peut
supposer a ≥ 0, ce que l’on va donc faire. Quitte à échanger les rôles de V et V ′, on peut supposer
que V ′ n’est pas un caractère de K. Soit V ′′ la K-représentation qui a la même régularité que V
et qui est telle que V ′′U∩K et $
b.VU∩K sont isomorphes. On a alors un opérateur non nul indGK V →
indGK V
′′ porté par la classe de $bK. Parce que ce dernier est porté par une simple classe, il est un
isomorphisme d’inverse un opérateur porté par la classe $−bK (en ajustant les scalaires de sorte à
ce que la composée fasse bien l’identité). Tout ceci passe au quotient pour induire
indGK V ⊗χ Fp ∼−→ indGK V ′′ ⊗χ Fp.
Il reste à établir que indGK V ′′⊗χFp et indGK V ′⊗χFp sont isomorphes. Soit V1 l’uniqueK-représentation
régulière telle que (V1)U∩K et ϕ1.V ′′U∩K sont des (A ∩K)-représentations isomorphismes. Deux cas
se présentent à nous : ou bien V ′′ est un caractère de K et l’isomorphisme de G-représentations
indGK V
′′ ⊗χ Fp ∼−→ indGK V1 ⊗χ Fp suit directement de la proposition 1.9.3. Ou bien V ′′ n’est pas un
caractère et on peut utiliser la preuve de la proposition 1.9.3 (qui est encore valable en plus facile
car ni V ′′, ni V1 ne sont des caractères). Dans les deux cas, après b étapes, on obtient
indGK V
′′ ⊗χ Fp ∼−→ indGK V1 ⊗χ Fp ∼−→ . . . ∼−→ indGK Vb ⊗χ Fp = indGK V ′ ⊗χ Fp
puisque V ′ n’est pas un caractère. Le résultat est prouvé. 
On remarque que la proposition 1.9.2 implique que l’on connaît le K-socle des représentations
de Steinberg, c’est-à-dire leur plus grande sous-K-représentation semisimple. Ce fait est établi en
toute généralité dans le chapitre 2 mais on l’obtient ici à moindres frais.
Corollaire 1.9.5 Soit ρ0 un caractère de F×. On factorise sa restriction à O×F par la réduction
modulo ($F ) :
ρ0|O×F : O
×
F  k
×
F
ρ0−→ F×p ;
et on note
η : k×D
NkD/kF−−−−−→ k×F
ρ0−→ F×p . (1.52)
Alors le K-socle de StBρ0 est irréductible et isomorphe à (η ◦ det)⊗ Sym ~p−1 F2p.
Preuve :
Supposons le K-socle de StBρ0 non irréductible. Alors il existe deux K-représentations irréductibles
V1 et V2 vérifiant V1 ⊕ V2 ⊆
(
StBρ0
)|K . Mais alors, par le lemme 1.2.2, (StBρ0)I(1) contiendrait la
somme directe V I(1)1 ⊕ V I(1)2 de deux droites ; et ceci contredit la proposition 1.5.4.(i). L’hypothèse
initiale est donc fausse et le K-socle de StBρ0 est irréductible.
Soit V = (η ◦det)⊗Sym ~p−1 F2p avec η comme en (1.52). Par le lemme 1.2.2, Z˜A
(
VU∩K
)
est AΛ. Soit
9. en particulier, grâce à (1.49), on peut identifier H(A,A ∩K,V ′U∩K) et H(A,A ∩K,VU∩K), et donc faire de χ
un caractère de H(G,K, V ′)
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alors χ le caractère de H(A,A∩K,VU∩K) défini par χ(τ10 ) = χ(τ01 ) = ρ0(Nrm$). Par les (i) et (ii)
de la proposition 1.9.2, on obtient alors un isomorphisme de G-représentations
indGK V ⊗χ Fp ∼−→ IndGB
(
ρ0 ◦ detG
)
,
et donc une surjection
indGK V ⊗χ Fp  StBρ0.
En particulier, on a un morphisme non nul de K-représentations V → StBρ0 ; c’est une injection car
V est irréductible. Il en résulte que V est le K-socle de StBρ0. 
Il reste uniquement à examiner le cas où V est un caractère de K (en particulier V |A∩K = VU∩K)
vérifiant Z˜A(V ) = AΛ et où χ vérifie χ(τ10 ) = χ(τ01 ). C’est l’énoncé suivant.
Proposition 1.9.6 Soient V un caractère de K et χ un caractère de H(A,A ∩ K,V ). On note
encore χ le caractère χ ◦ ′SG de H(G,K, V ). Supposons Z˜A(V ) = AΛ et χ(τ10 ) = χ(τ01 ).
(i) Tout quotient irréductible de dimension finie de indGK V ⊗χ Fp est isomorphe à ξ ◦ detG où ξ
est un caractère de F× uniquement déterminé par V et χ. Réciproquement, tout caractère de
G est quotient d’un indGK V ⊗χ Fp pour une paire (V, χ) comme précédemment.
(ii) Tout quotient irréductible admissible de indGK V ⊗χ Fp est de dimension finie.
Remarque : On pourrait en fait prouver que indGK V ⊗χ Fp s’inscrit dans une suite exacte non scindée
de G-représentations
0→ StBξ → indGK V ⊗χ Fp → ξ ◦ detG → 0.
Il faudrait alors retravailler la combinatoire de [BL95] mais cela permettrait d’éviter l’appel à la
Proposition 14.1 du chapitre 3.
Preuve :
Soit pi un quotient irréductible de dimension finie de indGK V ⊗χFp. Par le lemme 1.6.1 et parce que Fp
est algébriquement clos, pi est un caractère de G : il existe un caractère ξ de F× vérifiant pi = ξ◦detG.
A cause de la relation (1.2), ξ ◦ detG est une sous-représentation de IndGB (ξ ◦Nrm)⊗ (ξ ◦Nrm) ; et
on a donc un morphisme non nul de G-représentations
indGK V ⊗χ Fp → IndGB (ξ ◦Nrm)⊗ (ξ ◦Nrm).
Par le lemme 1.9.1, on a alors
VU∩K = (ξ ◦Nrm)|O×D ⊗ (ξ ◦Nrm)|O×D . (1.53)
Comme Nrm : O×D → O×F est surjective, cela détermine ξ|O×F . De plus, (1.53) implique que Z˜A
(
VU∩K
)
est AΛ et le lemme 1.9.1 donne ensuite
χ(τ10 ) = ξ(Nrm$) = ξ
(
(−1)d$d).
Comme on a F× = O×F$dZ, ξ est uniquement déterminé.
Réciproquement, soit pi un caractère de G : il s’écrit pi = ξ ◦ detG pour un certain caractère ξ de
F×. Factorisons la restriction de ξ|O×F par la réduction modulo ($F )
ξ|O×F : O
×
F  k
×
F
ξ−→ F×p ,
et notons
η : k×D
NkD/kF−−−−−→ k×F
ξ−→ F×p .
Soit V = η ◦ det, qui est un caractère de K. En particulier, on a Z˜A
(
VU∩K
)
= Z˜A
(
V |A∩K
)
= AΛ.
Soit χ le caractère de H(A,A ∩K,V ) défini par
χ(τ10 ) = χ(τ
0
1 ) = ξ(Nrm$).
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Il s’agit maintenant de voir que l’on a une surjection
indGK V ⊗χ Fp  ξ ◦ detG . (1.54)
Or on a la surjection G-équivariante
indGK V → ξ ◦ detG
[g, 1] 7→ ξ ◦ detG(g) ,
qui passe au quotient pour donner (1.54) par le début de la preuve. Le (i) est terminé.
Prouvons maintenant (ii). Soit pi une représentation irréductible admissible qui est quotient d’une
telle indGK V ⊗χ Fp. Ecrivons V = ξK ◦ det pour ξK un caractère de k×D. Parce que Z˜A(V ) est AΛ,
ξK possède la factorisation
ξK : k
×
D
NkD/kF−−−−−→ k×F
ξ′−→ F×p .
Par inflation de ξ′ à O×F , on obtient un caractère O×F → F
×
p que l’on note encore ξ′, puis on
prolonge ξ′ en ξ1 : F× → F×p par ξ1|O×F = ξ
′ et ξ1((−1)d$F ) = χ(τ10 ). Par le Lemme 4.5 du
chapitre 3, la représentation admissible pi′ = (ξ−11 ◦ detG) ⊗ pi de G est quotient de indGK 1 ⊗χ′ Fp
où χ′ : H(G,K) → Fp est défini par χ′(τ10 ) = χ′(τ01 ) = 1. Par la Proposition 14.1 du chapitre 3
appliquée à pi′ et à B−, ou bien pi′ contient la représentation triviale, ou bien on a OrdB−pi′ 6= 0 (voir
[Eme10], Definition 3.1.9, et [Vig12], Definition 1.8). Dans le premier cas de figure, pi contiendrait
le caractère ξ1 ◦ detG et lui serait égal par irréductibilité ; alors pi serait de dimension finie comme
voulu.
Montrons que le cas OrdB−pi′ 6= 0 est exclu. En effet, dans ce cas-là, par [HV12], point 2 du
cheminement de la preuve de la Proposition 7.9 et Lemma 7.10, OrdB−pi′ contient une représentation
irréductible admissible de A que l’on note ρ = ρ1⊗ρ2. Parce que ρi = ρD(1)i est de dimension finie, ρi
est décrite par la section 1.3, pour i ∈ {1, 2}. Par la propriété d’adjonction de OrdB− (voir [Vig12],
Proposition 1.7 et Remark 1.9.(ii), et [Eme10], Theorem 4.4.6) on a alors
HomG
(
IndGB ρ1 ⊗ ρ2, pi′
) ' HomA(ρ1 ⊗ ρ2,OrdB−pi′).
De ce fait, par le corollaire 1.5.3 et le théorème 1.6.2, pi′ est une série principale ou une représen-
tation de Steinberg. Le cas pi′ = IndGB ρ série principale est exlu par le lemme 1.9.1 puisque l’on
a 1U∩K = 1, Z˜A(1) = AΛ et χ′(τ10 ) = χ′(τ01 ). Aussi, comme le K-socle d’une représentation de
Steinberg est irréductible régulier par le corollaire 1.9.5, le cas Steinberg est aussi exclu. Au final,
on ne peut avoir OrdB−pi′ 6= 0, et pi′ est de dimension finie. 
On est maintenant à même de donner un théorème de classification.
Théorème 1.9.7 Toute représentation irréductible admissible de G est isomorphe à l’une des re-
présentations suivantes :
(a) ξ ◦ detG où ξ est un caractère de F× ;
(b) StBξ où ξ est un caractère de F× ;
(c) IndGB ρ1 ⊗ ρ2 où ρ1, ρ2 sont deux représentations irréductibles de D× satisfaisant (a) ou (b)
du corollaire 1.8.2 ;
(d) une représentation supersingulière.
De plus, il n’y a pas d’entrelacement entre deux représentations quelconques de la liste ci-dessus.
Preuve :
Le fait que toute représentation irréductible admissible pi de G soit de l’une des formes mentionnées
suit de la discussion au début du paragraphe et des propositions 1.9.2 et 1.9.6.
Aussi, la classe d’isomorphisme de pi possède comme invariant l’ensemble Π(pi) des paires (V, χ) où
V est une K-représentation irréductible et χ : H(G,K, V )→ Fp est un caractère de Fp-algèbres tels
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que l’on ait une surjection indGK V ⊗χFp  pi. Notons Πns(pi) le sous-ensemble « non supersingulier »
de Π(pi), c’est-à-dire
Πns(pi) = {(V, χ) ∈ Π(pi) | χ se factorise par ′SG}.
Par les propositions 1.9.2 et 1.9.6, on connaît les quotients irréductibles admissibles des indGK V ⊗χFp
pour tout χ se factorisant par ′SG et on remarque que les ensembles Πns(pi) sont deux à deux dis-
tincts pour pi dans les cas (a), (b) ou (c). Aussi, par définition, on a Πns(pi) = ∅ si et seulement si
pi est dans le cas (d). Cela conclut quant à l’absence d’entrelacement. 
On finit par énoncer la conséquence suivante. On rappelle qu’une représentation irréductible de
G est dite supercuspidale si elle n’est pas sous-quotient d’une IndGB ρ avec ρ irréductible admissible.
Corollaire 1.9.8 Soit pi une représentation irréductible admissible de G. Alors pi est supersingulière
si et seulement si elle est supercuspidale.
1.10 Appendice : un peu de sylviculture
Soit V une K-représentation irréductible. Pour étudier l’action de l’algèbre de Hecke H(G,K, V )
sur indGK V , on va regarder un peu la combinatoire de K\G. L’espace K\G se plonge dans une
infinité dénombrable de copies 10 d’un arbre de Bruhat-Tits (au sens de [Ser77], avec action de G via
g.(Kx) = Kxg−1) pour PGL2, et c’est ce que l’on commence par établir. On définit le morphisme
de groupes vβ =
1
d
vD ◦ detG : G→ Z.
Lemme 1.10.1
(i) L’application
ιT Z : K\G → K$Z\G× Z
g 7→ (β(g), vβ(g))
est une injection ensembliste.
(ii) L’espace K$Z\G peut être naturellement muni de la structure d’arbre de Bruhat-Tits de
PGL(2, D), que l’on notera T .
Preuve :
Montrons (i). Soient g1, g2 ∈ G tels queKg1 etKg2 ont même image par (β, vβ). Alors il existe k ∈ K
et i ∈ Z tels que l’on ait g2 = k$ig1. Parce que detG envoie K sur O×F , on obtient vβ(g2) = vβ(g1)+i,
et donc i = 0. Le (i) est prouvé.
Pour (ii), on se reportera à [Ser77], qui ne suppose pas la commutativité du corps de base et rentre
ainsi dans notre cadre. 
On remarque que l’injection définie au lemme 1.10.1.(i) identifie K\G à un sous-ensemble discret
de l’espace métrique qu’est l’immeuble élargi de G (voir [Lan00], paragraphe 1.3). Cependant la
métrique usuelle sur l’immeuble élargi ne nous intéresse pas vraiment et on préfère considérer des
invariants qui distinguent bien K$Z\G et Z : c’est ce que l’on présente maintenant.
Soit dT la distance usuelle sur l’espace T0 = K$Z\G des sommets de T : deux sommets x et y de
T sont à distance 1 si et seulement si il existe une arête de T qui les relie. On a, pour tout n ≥ 0,
dT (x, y) = n⇔ xy−1 ∈ Kϕn1$ZK. (1.55)
On se sert de dT pour définir un diamètre δT sur la « forêt » T ×Z de sommets K\G par (β, vβ)−1.
Soit X une partie finie non vide de K\G ; on note
δT (X) = max {dT (β(x), β(y)) | x, y ∈ X, vβ(x) = vβ(y)}.
10. c’est pour cela que l’on a envie de parler de forêt...
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Aussi, on définit l’étendue eZ de X par :
eZ(X) = max {vβ(x) | x ∈ X} −min {vβ(x) | x ∈ X}+ 1.
Par convention, on prendra δT (∅) = 0 et eZ(∅) = 0.
Si on munit T × Z de l’action de G définie par
g.
(
K$Zh, a
)
=
(
K$Zhg−1, a− vβ(g)
)
, (1.56)
alors l’injection ιT Z est G-équivariante. On remarque que l’action (1.56) de G sur T est dT -
isométrique. Cela implique facilement l’énoncé suivant.
Lemme 1.10.2 Soit X une partie finie de K\G. Alors, pour tout g ∈ G, on a eZ(gX) = eZ(X) et
δT (gX) = δT (X).
Preuve :
Soit g ∈ G. Pour tous x, y ∈ X, on a vβ(g.x) = vβ(x)− vβ(g) ; et donc on a
vβ(g.x) = vβ(g.y)⇔ vβ(x) = vβ(y).
La preuve est terminée. 
Soit V une représentation irréductible de K. Le support d’une fonction de indGK V est une partie
finie de K\G, et l’objectif de ce paragraphe est de donner des conditions nécessaires sur δT (X)
et eZ(X) pour qu’une fonction de support X soit dans l’image de certains opérateurs de Hecke de
H(G,K, V ).
Soit χ : H(G,K, V )→ Fp un caractère de Fp-algèbres qui se factorise par ′SG. On définit le Fp-espace
vectoriel
Γ(V, χ) = ker
(
indGK V → indGK V ⊗χ Fp
)
.
On suppose à présent Z˜A
(
VU∩K
)
de la forme
(
$d0Z 0
0 $d0Z
)
pour un diviseur d0 ≥ 1 de d.
Cela nous assure en particulier que l’algèbre de Hecke H(G,K, V ) est engendrée par les opérateurs
suivants : l’opérateur T de supportKϕd01 K et induisant l’identité sur VU∩K , l’opérateur Z de support
$d0K et induisant l’identité sur V , et son inverse Z−1 (voir [HV11], paragraphe 7.3). De ce fait, une
famille génératrice de Γ(V, χ) est donnée par les T iZj [g, v]− χ(T iZj)[g, v] pour i ≥ 0, j ∈ Z, g ∈ G
et v ∈ V .
Lemme 1.10.3 Soient V, χ, d0 comme précédemment. Soit x un élément de Γ(V, χ) engendré par les
Zj [g, v]−χ(Zj)[g, v]. Alors le support Xx de x est d’étendue eZ(Xx) nulle ou strictement supérieure
à 2d0.
Preuve :
Soit x un élément de Γ(V, χ) engendré par les Zj [g, v]− χ(Zj)[g, v]. On écrit
x =
∑
i∈I Z
ji [gi, vi]− χ(Zji)[gi, vi], (1.57)
où I est un ensemble fini, les gi ∈ G et vi ∈ V pour tout i ∈ I. On suppose l’écriture (1.57) minimale,
au sens de |I| minimal. L’étendue eZ(Xx) du support Xx de x est nulle si et seulement si x est nul.
Supposons x non nul et montrons que eZ(Xx) est strictement supérieure à 2d0.
L’ensemble I est non vide puisque x est non nul. On prend alors i ∈ I et le terme Zji [gi, vi] −
χ(Zji)[gi, vi] apparaît dans l’écriture (1.57). On allège les notations en g = gi, v = vi, j = ji pour
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la suite. On a l’alternative suivante : ou bien Kg−1 et K$jd0g−1 sont tous deux dans Xx, ou bien
l’un au moins ne l’est pas. Dans le premier cas, on a
eZ(Xx) ≥ 2jd0 + 1 ≥ 2d0 + 1
puisque j est non nul par minimalité de |I| ; la preuve est terminée.
Montrons que le second cas aboutit à une contradiction. En effet, disons que Kg−1 n’est pas dans
le support de x, le cas de K$jd0g−1 étant similaire grâce à l’identité
Zj [g, v]− χ(Zj)[g, v] = −χ(Zj) (Z−j [g$−jd0 , v]− χ(Z−j)[g$−jd0 , v]). (1.58)
Alors il existe i1, . . . , in ∈ I (avec n ≥ 1) et gi1 , . . . , gin ∈ G vérifiant Kg−1ik = Kg−1 pour tout k, et
tels que si on écrit [g, v′k] = [gik , vik ] (c’est-à-dire v
′
k = g
−1gikvik) alors on a
χ(Zj) v +
n∑
k=1
χ(Zjik ) v′k = 0 (1.59)
(quitte à utiliser (1.58) pour les jik au lieu de j). On veut alors raccourcir l’écriture de
y = Zj [g, v]− χ(Zj)[g, v] +
n∑
k=1
(
Zjik [gik , vik ]− χ(Zjik )[gik , vik ]
)
= Zj [g, v]− χ(Zj)[g, v] +
n∑
k=1
(
Zjik [g, v′k]− χ(Zjik )[g, v′k]
)
.
A cause de (1.59), on a
y = Zj [g, v] +
n∑
k=1
Zjik [g, v′k].
On réutilise à nouveau (1.59) pour développer Zj [g, v] et obtenir :
y = −
n∑
k=1
χ(Z−j)χ(Zjik )Zj [g, v′k] +
n∑
k=1
Zjik [g, v′k]
=
n∑
k=1
(
Zjik−j [g$−jd0 , v′k]− χ(Zjik−j)[g$−jd0 , v′k]
)
.
Cette expression de y est plus courte que l’écriture initiale ; et si on injecte cela dans (1.57), cela
contredit la minimalité de |I|. C’est ce qu’on voulait et la preuve est terminée. 
On note pU : V → VU∩K la projection canonique.
Lemme 1.10.4 Soient V, χ, d0 comme précédemment. Soient g ∈ G, v ∈ V non nul et
y(g, v) = T [g, v]− χ(T )[g, v], y′(g, v) = Z−1T [g, χ(Z)v]− χ(T )[g, v].
(i) Le support Xy de y(g, v) est d’étendue eZ(Xy) égale à d0 + 1 et de diamètre δT (Xy) égal à
2d0.
(ii) Le support X ′y de y′(g, v) est d’étendue eZ(X ′y) égale à d0 + 1 et de diamètre δT (X ′y) égal à
2d0.
Si on écrit Kϕd01 K =
∐
i=1..rKϕ
d0
1 ki pour des ki ∈ K, alors on pose
z(g, v) = y(g, v) + χ(T )−1
r∑
i=1
y′
(
gk−1i ϕ
−d0
1 , pU (kiv)
)
.
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(iii) Le support Xz de z(g, v) est d’étendue eZ(Xz) égale à 1 et de diamètre δT (Xz) égal à 4d0.
Preuve :
Si on écrit Kϕd01 K =
∐
i=1,..,rKϕ
d0
1 ki pour des ki ∈ K, alors on a
y(g, v) = −χ(T )[g, v] +
∑
i=1,..,r
[gk−1i ϕ
−d0
1 , pU (kiv)].
Chacun des supports des fonctions [gk−1i ϕ
−d0
1 , pU (kiv)] est un sommet xi ∈ K\G avec vβ(xi) =
vβ(g) +d0. Voyons que suffisamment de pU (kiv) sont non nuls. En effet, le noyau de pU est engendré
linéairement par les v′ − u.v′ pour v′ ∈ V et u ∈ U ∩ K. En particulier, Ker pU est stable par
l’Iwahori I. Supposons que k /∈ I envoie un élément v′ ∈ Ker pU non nul dans Ker pU . Alors, par
décomposition de Bruhat, k est dans IsI ; et le sous-groupe de K engendré par k et I est K. De
cette manière, K.v′ ⊆ Ker pU est une sous-K-représentation qui est de codimension au moins 1 dans
V , et cela contredit l’irréductibilité de V . On en déduit que k.v, k′.v ∈ Ker pU implique k′k−1 ∈ I,
et au plus |K ∩ ϕ−d01 Kϕd01 \I| = qd(d0−1) parmi les |K ∩ ϕ−d01 Kϕd01 \K| = qd(d0−1)(qd + 1) vecteurs
pU (kiv) peuvent s’annuler.
A cause de cela, et parce que χ(T ) est non nul,Xy est d’étendue d0+1. Enfin, parmi les qd(d0−1)(qd+1)
sommets à distance d0 de β(Kg−1), au moins qdd0 d’entre eux portent une fonction non nulle : il en
existe alors deux qui réalisent le diamètre δT (Xy) = 2d0. En effet, si on fixe β(K(g′)−1) à distance
d0 de β(Kg−1), il y a qd(d0−1) sommets à distance d0 de β(Kg−1) et à distance strictement inférieure
à 2d0 de β(K(g′)−1) ; comme on dispose d’au moins qdd0 sommets, l’affirmation est vérifiée.
Pour y′(g, v), il s’agit de voir que l’on a
y′(g, v) = y(g, v) + Z−1T [g, χ(Z)v]− χ(Z−1)T [g, χ(Z)v],
et on obtient
X ′y r {Kg−1} = $−d0
(
Xy r {Kg−1}
)
.
Le (ii) s’en déduit.
Notons que z(g, v) est bien défini parce que T l’est. On écrit
z(g, v) = −χ(T )[g, v] +
∑
1≤i,j≤r
χ(Z)χ(T )−1
[
gk−1i ϕ
−d0
1 k
−1
j ϕ
d0
2 , pU (kjpU (kiv))
]
où on remarque que chacun des supports des fonctions de la somme de droite est un sommet xij ∈ Kr
G vérifiant vβ(xij) = vβ(g). En particulier,Xz est d’étendue au plus 1 : en prouvant que son diamètre
est 4d0, on prouvera alors que z(g, v) est non nul si v est non nul, de sorte que l’étendue de Xz sera
exactement égale à 1. On voit que si i est différent de i′, les sommets β(xij) = K$Zϕ−d02 kjϕ
d0
1 kig
−1
et β(xi′j′) sont à distance 4d0 l’un de l’autre : en effet, comme K$Z\G est muni d’une structure
d’arbre, il suffit de voir que le chemin
K$Zϕ−d02 kjϕ
d0
1 kig
−1  K$Zϕ−d0+12 kjϕd01 kig−1  · · · K$Zϕd01 kig−1
 K$Zϕd0−11 kig−1  · · · K$Zg−1  K$Zϕ1ki′g−1  . . .
 K$Zϕd01 ki′g−1  · · · K$Zϕ−d02 kj′ϕd01 ki′g−1
ne possède pas d’aller-retour (c’est-à-dire de cycle de longueur 2). Et c’est précisément ce qu’assure
la condition i 6= i′. On notera aussi que ce chemin est de longueur strictement inférieure à 4d0 s’il y
a un aller-retour (au moins) ; en particulier on a d’ores et déjà δT (xz) ≤ 4d0.
Aussi, par l’argument du (ii), au plus qd(2d0−1) des vecteurs pU (kiv) peuvent s’annuler : on prend
deux sommets K$Zϕd01 kig
−1 et K$Zϕd01 ki′g
−1 tels que pU (kiv) et pU (ki′v) ne s’annulent pas. Parmi
les sommets à distance 2d0 de K$Zϕd01 kig
−1 (resp. K$Zϕd01 ki′g
−1) seuls qd(2d0−1) peuvent porter
un vecteur pU (kjpU (kiv)) (resp. pU (kj′pU (ki′v))) qui s’annule. Deux tels β(xij) et β(xi′j′) portant
des vecteurs qui ne s’annulent pas assurent l’étendue voulue puisqu’ils vérifient vβ(xij) = vβ(g) =
vβ(xi′j′). La preuve est terminée. 
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Lemme 1.10.5 Soient V, χ, d0 comme précédemment. Soit x un élément non nul de Γ(V, χ). Sup-
posons que le support Xx de x vérifie eZ(Xx) ≤ d0 + 1. Il existe a ∈ Z, des ensembles finis disjoints
I1, I2, I3 et des gi ∈ G avec vβ(Kg−1i ) = a pour i ∈ I1, vβ(Kg−1i ) = a + d0 pour i ∈ I2 et
vβ(Kg
−1
i ) ∈]a, a+ d0[∩Z pour i ∈ I3, des vi ∈ V pour tout i ∈ I1 ∪ I2 ∪ I3 tels que l’on ait
x =
∑
i∈I1
y(gi, vi) +
∑
i∈I2
y′(gi, vi) +
∑
i∈I3
z(gi, vi).
Preuve :
Ecrivons x comme une somme finie
x =
∑
i
T riZsi [gi, vi]− χ(T riZsi)[gi, vi]
pour des ri ≥ 0, si ∈ Z, gi ∈ G et vi ∈ V . En utilisant successivement la relation
T iZj [g, v]− χ(T iZj)[g, v] = (T i[g$−j , v]− χ(T i)[g$−j , v])+ (Zj [g, χ(T i)v]− χ(Zj)[g, χ(T i)v]),
on peut réécrire x sous la forme∑
i∈I
(
T ri [gi, vi]− χ(T ri)[gi, vi]
)
+
∑
j∈J
(
Zsj [gj , vj ]− χ(Zsj )[gj , vj ]
)
.
Quitte à développer chacun des T ri [gi, vi] − χ(T ri)[gi, vi] récursivement grâce à la formule (pour
k ≥ 1)
T k+1[g, v]− χ(T k+1)[g, v] = (T − χ(T ))(T k[g, v]) + T k[g, χ(T )v]− χ(T k)[g, χ(T )v],
on peut supposer ri = 1 pour tout i ∈ I : c’est ce qu’on fera par la suite. Notons a le minimum
des vβ(Kg) pour Kg ∈ Xx. Quitte à translater les sommets à l’aide de relations du type Zs[g, v]−
χ(Zs)[g, v], on peut supposer vβ(Kg−1i ) ∈ [a, a + 2d0 − 1] et on le suppose par la suite. Aussi, en
réutilisant à nouveau des relations Zs[g, v] − χ(Zs)[g, v] pour transformer les y(gi, vi) en y′(gi, vi)
lorsque l’on a a+ d0 ≤ vβ(Kg−1i ) < a+ 2d0, on écrit x sous la forme
x =
∑
i∈I1
y(gi, vi) +
∑
i∈I2
y′(gi, vi) +
∑
j∈J
(
Zsj [gj , vj ]− χ(Zsj )[gj , vj ]
)
,
où on a a ≤ vβ(Kg−1i ) < a+ d0 pour tout i ∈ I1 et a+ d0 ≤ vβ(Kg−1i ) < a+ 2d0 pour tout i ∈ I2.
Parce que le support de x est d’étendue inférieure ou égale à d0, avec
min {vβ(Kg) | Kg ∈ Xx} = a,
x′ = x−
∑
i∈I1
y(gi, vi)−
∑
i∈I2
y′(gi, vi) =
∑
j∈J
(
Zsj [gj , vj ]− χ(Zsj )[gj , vj ]
)
a un support ayant une étendue inférieure ou égale à 2d0 (par le lemme 1.10.4). Par le lemme 1.10.3,
x′ est nul.
Regardons les sommetsKg−1i dans I1 avec vβ(Kg−1i ) = c ∈]a, a+d0[ fixé (si cet intervalle n’intersecte
pas Z, il n’ y a rien à faire). On considère le « diamètre des centres » des éléments de I1 :
δc = max
vβ(Kg
−1
i )=vβ(Kg
−1
j )=c
dT (β(Kg−1i ), β(Kg
−1
j )).
Deux Kg−1i et Kg
−1
j réalisant ce diamètre δc possèdent (voir la preuve du lemme 1.10.4 à propos de
Ker pU ) des éléments à distance δc + 2d0 dans leur support qui sont extrémaux et sont donc dans
Xx, à moins qu’ils ne s’annulent avec des sommets de I2. Dans le cas où ils ne s’annulent pas avec
50
des sommets de I2, cela contredit eZ(Xx) ≤ d0 + 1 : ils sont donc contraints à s’annuler avec des
sommets de I2. De ce fait, pour chaque sommet Kg−1i de I1 avec vβ(Kg−1i ) = c, on utilise l’identité
y(gi, vi) = z(gi, vi)−
r∑
j=1
y′
(
gk−1j ϕ
−d0
1 , pU (kjvi)
)
:
on déplace les tels indices i dans un ensemble I3 (qui indice les z(gi, vi)) et on rajoute ceux cor-
respondants aux y′
(
gk−1j ϕ
−d0
1 , pU (kjvi)
)
dans I2 (en renumérotant convenablement). En effectuant
cela pour tous les c ∈]a, a+d0[∩Z, il ne reste plus dans I1 que des sommets vérifiant vβ(Kg−1i ) = a.
Pour les sommets Kg−1i pour i ∈ I2, de deux choses l’une : ou bien ils font partie du support Xx,
et comme Xx est d’étendue d0 + 1 au plus, on a alors vβ(Kg−1i ) = a + d0. Ou bien ils s’annulent
avec un sommet indicé dans I1, mais alors ils vérifient aussi vβ(Kg−1i ) = a+ d0 (puisque ceux de I1
vérifient vβ(Kg−1i ) = a). Dans les deux cas, on a bien l’écriture voulue. 
Proposition 1.10.6 Soient V une représentation irréductible de K et d0 ≥ 1 avec Z˜A
(
VU∩K
)
de la
forme
(
$d0Z 0
0 $d0Z
)
et χ un caractère de H(G,K, V ) se factorisant par ′SG. Soit x un élément
non nul de Γ(V, χ).
(i) Le support Xx de x vérifie eZ(Xx) ≥ d0 + 1 ou δT (Xx) ≥ 2d0.
(ii) Si Xx satisfait eZ(Xx) = d0 + 1 et δT (Xx) = 2d0, alors il existe g, g′ ∈ G et v, v′ ∈ V (avec
éventuellement l’un d’eux nul) tels que l’on ait x = y(g, v) + y′(g′, v′). Si de plus v et v′ sont
non nuls, alors on a vβ(K(g′)−1) = vβ(Kg−1) + d0.
Preuve :
Parce que x est non nul, on a eZ(Xx) ≥ 1. Supposons eZ(Xx) ≤ d0 et montrons δT (Xx) ≥ 2d0. Par le
lemme 1.10.5, on prend a ∈ Z, des ensembles finis I1, I2, I3, des vi ∈ V tous non nuls et des gi ∈ G
avec vβ(Kg−1i ) = a pour tout i ∈ I1, vβ(Kg−1i ) = a+ d0 pour tout i ∈ I2 et vβ(Kg−1i ) ∈]a, a+ d0[
pour tout i ∈ I3 pour écrire
x =
∑
i∈I1
y(gi, vi) +
∑
i∈I2
y′(gi, vi) +
∑
i∈I3
z(gi, vi). (1.60)
Dans une telle écriture, on suppose le cardinal de I3 minimal. Si I3 est non vide, on va voir δT (Xx) ≥
4d0. En effet, dans ce cas-là, il existe un c ∈]a, a+ d0[ tel que I3 possède un indice i correspondant
au sommet Kg−1i avec vβ(Kg
−1
i ) = c. On prend une nouvelle fois le diamètre des centres sur I3 :
δ3 = max
vβ(Kg
−1
i )=vβ(Kg
−1
j )=c
dT (β(Kg−1i ), β(Kg
−1
j )).
Deux Kg−1i et Kg
−1
j réalisant ce diamètre δ3 possèdent (voir la preuve du lemme 1.10.4 à propos de
Ker pU , à appliquer deux fois) des éléments à distance δ3 + 4d0 dans le support. Comme ces derniers
sont extrémaux, ils ne peuvent pas être annulés par d’autres de I3 et on a δT (Xx) ≥ 4d0 comme
annoncé.
Supposons donc à présent I3 = ∅ dans l’écriture (1.60). On considère le diamètre des centres
δ12 = max
i,j∈I1∪I2
dT (β(Kg−1i ), β(Kg
−1
j )).
Deux Kg−1i et Kg
−1
j réalisant ce diamètre possèdent des éléments dans le support de y(gi, vi) ou
y′(gi, vi) (selon i ∈ I1 ou i ∈ I2) et y(gj , vj) ou y′(gj , vj) qui subsistent dans Xx par maximalité. Si i
et j sont tous deux dans le même ensemble d’indices I1 ou I2, alors on a δT (Xx) = δ12 + 2d0 ≥ 2d0.
Cela fournit déjà (i) et le cas d’égalité implique alors δ12 = 0. Ceci nous assure Kg−1i = Kg
−1
j grâce
à vβ(Kg−1i ) = vβ(Kg
−1
j ) et au lemme 1.10.1. La preuve est alors terminée dans ce cas-là, puisque
pour la même raison I2 est vide ou un singleton.
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Supposons maintenant i ∈ I1 et j ∈ I2 (le cas inverse étant identique). On prend k ∈ I1 tel que
Kg−1k est à distance maximale
δ1(i) = max
k∈I1
dT (β(Kg−1i ), β(Kg
−1
k ))
de Kg−1i . Ou bien, deux
11 au moins des sommets du support de T [gk, vk] sont dans Xx, ou bien
tous sauf un au plus sont annulés par des sommets indicés par I2. Dans le premier cas, on a ce que
l’on voulait : δT (Xx) est supérieur ou égal à δ1(i) + 2d0, et le cas d’égalité donne Kg−1i = Kg
−1
k .
Dans le second cas, les sommets de T [gk, vk] sont annulés par des [ga, va] pour a ∈ I2 de support
des sommets à distance 2d0 les uns des autres. Parce que Kg−1k est extrémal (au sens qu’il réalise
δ1(i)), les sommets des Z−1T [ga, va] ne peuvent pas tous être annulés par des [gc, vc] avec c ∈ I1, et
on a alors δT (Xx) ≥ 4d0. En particulier, il n’y a pas d’égalité δT (Xx) = 2d0 dans ce cas-là.
On fait de même pour j ∈ I2 et cela termine la preuve. 
11. il faut défausser celui situé sur le chemin entre Kg−1i et Kg
−1
k
52
Chapitre 2
Représentations de Steinberg modulo p
pour un groupe réductif sur un corps
local
2.1 Introduction
Au début des années 1950, Steinberg introduit dans [Ste51] de nouvelles représentations (à co-
efficients complexes) pour le groupe général linéaire sur un corps fini. Quelques années plus tard,
Curtis donne une formule agréable pour leur caractère ([Cur66]). C’est dans l’esprit de cette dernière
que sont aujourd’hui définies les représentations de Steinberg généralisées.
Dans [GK09], Grosse-Klönne établit leur admissibilité et leur irréductibilité lorsque G est un groupe
classique déployé sur F de caractéristique nulle et R est un corps de caractéristique p > 0. En-
suite, dans [Her11a], Herzig utilise les résultats préliminaires de [GK09] et sa machinerie propre
pour étendre ces propriétés à tout groupe réductif déployé G, toujours sur F de caractéristique nulle
(mais avec R algébriquement clos).
On notera de fait que le résultat principal de [Her11a] pour G le groupe général linéaire déployé met
en emphase l’importance des représentations de Steinberg généralisées puisqu’avec les représenta-
tions dites supersingulières, elles représentent les « briques fondamentales » pour construire toutes
les représentations lisses admissibles irréductibles modulo p de G.
L’objet de cette note est d’étendre les résultats de [GK09] et de [Her11a] sur les Steinberg
généralisées pour G un groupe réductif quelconque. On développe ainsi l’analogue des paragraphes
2 et 3 de [GK09] et du paragraphe 7 de [Her11a] dans le cas non déployé, mais le lecteur aura
conscience que les arguments ne sont pas nouveaux.
2.2 Contexte général
Soient p un nombre premier et Fp une clôture algébrique fixée de Fp ; tout corps fini de caracté-
ristique p sera vu comme un sous-corps de Fp. Toute représentation considérée ici sera lisse.
Soit F un corps local non archimédien localement compact à corps résiduel fini kF de caracté-
ristique p. Soient F sep une clôture séparable de F et F un ⊆ F sep la sous-extension maximale non
ramifiée de F . On note I = Gal(F sep/F un) le sous-groupe d’inertie du groupe de Galois absolu de
F et σ ∈ Gal(F un/F ) le générateur topologique correspondant à un Frobenius arithmétique.
Soit G un groupe réductif connexe sur F . Au paragraphe 7 de [Kot97], Kottwitz définit un
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morphisme fonctoriel et surjectif
κG : G(F
un)→ X∗(Z(Ĝ)I),
où Ĝ désigne le dual de Langlands connexe de G et Z(Ĝ) son centre. On note B l’immeuble de
Bruhat-Tits du groupe adjoint Gad(F un). Un sous-groupe parahorique de G est un groupe de la
forme 1
ker κG ∩G(F ) ∩ FixF
pour une facette σ-invariante F de B (voir 5.2.6 de [BT84], paragraphe 3.3 de [HV11] ou paragraphe
8 de [Hai09]). Si F est une chambre, on parle de sous-groupe d’Iwahori.
Si H est un sous-groupe parahorique de G associé à une facette σ-invariante F de B, on lui associe
un groupe H(F ) ≤ H˜ ≤ G(F ) défini par :
H˜ := {g ∈ G(F ) ∩ FixF | κG(g) est de torsion}.
Soient K un sous-groupe parahorique maximal spécial de G(F ) et K(1) le pro-p-radical de K
(voir paragraphe 3.6 de [HV11]). Le quotient K/K(1) est le groupe des kF -points d’un groupe
réductif G.
Soient T un tore maximal parmi les tores F -déployés de G et A le centralisateur de T dans G. Soient
B un parabolique minimal de G de composante de Levi A et U son radical unipotent. Lorsque Q
est un parabolique contenant B, on notera Q− son parabolique opposé au sens du Théorème 4.15
de [BT65].
Pour tout sous-groupe H de G défini sur F , on note
H := (H(F ) ∩K)/(H(F ) ∩K(1))
le sous-groupe de G(kF ) correspondant.
On confondra par abus G et ses sous-groupes paraboliques (resp. composante de Levi, radical uni-
potent de sous-groupes paraboliques) avec leurs F -points. De même pour G et ses sous-groupes
paraboliques (resp. composante de Levi, radical unipotent de sous-groupes paraboliques) avec leurs
kF -points.
2.3 Définitions et résultats
Soit R un anneau commutatif unitaire. Soit Q un sous-groupe parabolique standard (c’est-à-dire
qui contient 2 B) de G. On définit la G-représentation à coefficients dans R suivante :
StQR :=
IndGQ 1∑
Q′Q Ind
G
Q′ 1
.
Ici, commme dans toute la suite, on a noté Ind le foncteur d’induction lisse et on fait agir G sur
IndGQ 1 par translation à droite.
Théorème 2.3.1 Soit R un corps de caractéristique p. La représentation de Steinberg généralisée
StQR est irréductible et admissible.
Remarque : Lorsque F est de caractéristique 0, l’admissibilité suit automatiquement de [Vig11]. Par
contre, lorsque F est de caractéristique p, à ma connaissance on ne sait pas se passer de l’argument
de ce papier.
On va présenter une preuve de cet énoncé dans les paragraphes qui suivent. Commençons par
énoncer un corollaire (on dira un mot de la preuve dans le paragraphe 2.9).
1. on a noté FixF le fixateur point par point des simplexes de dimension 0 composant F
2. cette hypothèse n’est en fait utile que lorsque l’on veut utiliser la comparaison parabolique-compacte de [HV12]
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Corollaire 2.3.2 Les constituants de Jordan-Hölder de IndGQ 1 sont les StQ′R pour les sous-groupes
paraboliques 3 Q′ contenant Q. Ils sont deux à deux non isomorphes et de multiplicité 1.
On donnera aussi la filtration par les cosocles de IndGQ 1. On note tout de suite le corollaire
immédiat suivant.
Corollaire 2.3.3 Soit R un corps de caractéristique p. La représentation de Steinberg StBR est
irréductible et admissible.
2.4 Sous-groupe d’Iwahori et sous-groupes radiciels
Soient Φ le système de racines de G associé à T et Φred le système réduit associé :
Φred = {a ∈ Φ | a/2 /∈ Φ}.
Le groupe parabolique minimal B nous fournit un sous-ensemble de racines positives Φ+red ⊆ Φred
et un système de racines simples ∆. On note Φ−red := Φred r Φ
+
red et, pour α ∈ Φred, on appelle sα
la réflexion correspondante. On note W le groupe de Weyl fini (déterminé par T ) et l : W → N la
longueur (déterminée par ∆). Soit w0 l’élément le plus long de W .
Pour w ∈W , on notera encore w un relèvement (fixé une fois pour toutes) de w dans le normalisa-
teur NG(T )∩K de T dans K (ce qui est possible car K est spécial) ou bien l’image de ce relèvement
dans G.
On fait remarquer que le paragraphe 1 de [GK09] ne concerne que des groupes de réflexions
cristallographiques avec système de racines réduit. Il est donc valable lorsque l’on travaille avec Φred
et le lecteur ne devra pas être surpris quand on y fera référence.
Soit I le sous-groupe d’Iwahori de G suivant : si x0 est le point spécial de l’immeuble de Gad(F un)
fixe par K, et si C est la chambre de sommet x0 et fixe par B, alors I est le parahorique fixant C
(voir paragraphe 2.2). On dispose alors de la décomposition d’Iwasawa (voir [BT72], Proposition
7.3.1) 4 :
G =
∐
w∈W BwI˜.
Aussi, on a des injections naturelles
A ∩ K˜/A ∩K ↪→ I˜/I ↪→ K˜/K.
La composée est un isomorphisme par [HV11], Lemma 6.2.(iii) ; la première flèche est donc un
isomorphisme
A ∩ K˜/A ∩K ∼−→ I˜/I.
On a donc finalement
G =
∐
w∈W Bw(A ∩ K˜)I =
∐
w∈W BwI. (2.1)
Pour tout sous-groupe H de G, on pose H0 := H ∩ I.
Pour α ∈ Φ, on note Uα le sous-groupe radiciel associé. Comme on a l’inclusion U2α ( Uα si
{α, 2α} ⊆ Φ, il convient de remarquer aussi U02α ⊆ U0α. Par la Proposition 6.1.6 de [BT72], on a donc∏
α∈Φ+red
Uα = U,
∏
α∈Φ+red
U0α = U
0,
3. comme Q′ contient Q standard, il l’est automatiquement aussi
4. ici, comme dans tout ce qui suit, l’appel à [BT72] nécessite de faire attention que cela est bien loisible : c’est
l’objet du Théorème 5.1.20 de [BT84], comme expliqué dans son introduction. Par la suite, on gardera cet énoncé en
tête sans le rappeler à chaque fois, mais on se permet d’insister que son importance est cruciale.
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quel que soit l’ordre choisi sur Φ+red.
Soit J un sous-ensemble de ∆. Les sα pour α ∈ J engendrent un sous-groupe WJ de W . On note
aussi
W J := {w ∈W | ∀α ∈ J, l(wsα) > l(w)}.
On a, par [Hum92], Lemma 1.6 et Corollary 1.7,
W J = {w ∈W | w(J) ⊆ Φ+red}. (2.2)
Aussi, grâce à [Hum92], Proposition 1.10 et paragraphe 5.12, on a le fait important suivant : l’en-
semble W J est un système de représentants de W/WJ contenant l’élément le plus court de chaque
classe.
On note le sous-ensemble de W J constitué des éléments primitifs
W Jpr := W
J r
⋃
α∈∆rJ
W J∪{α} = {w ∈W J | w(∆r J) ⊆ Φ−red},
de sorte que l’on a W =
∐
W Jpr, lorsque J parcourt les sous-ensembles de ∆.
On définit aussi le sous-ensemble suivant de Φred :
WJ .J := {wα | w ∈WJ , α ∈ J}.
2.5 Détermination de (StQR)I
Soit R un anneau commutatif unitaire.
Soit J un sous-ensemble propre de ∆. Pour w ∈W J∪{α} et α ∈ ∆r J , on définit
∂(w) :=
∑
w′∈WJ , w′WJ⊆wWJ∪{α}
w′ ∈ R[W J],
où R[W J ] désigne le R-module libre de base les éléments de W J . En prolongeant par R-linéarité,
on a la suite exacte ⊕
α∈∆rJ
R
[
W J∪{α}
] ∂−→ R[W J] ∇−→MJ(R)→ 0, (2.3)
qui définit l’application linéaire ∇ et le R-module MJ(R). Ce dernier module est un objet essentiel
pour la compréhension du module des I-invariants de StJR. Et Grosse-Klönne a démontré ([GK09],
Proposition 1.3.(a)) que MJ(R) est libre de rang |W Jpr|.
Par la Proposition 2.4 de [BH06] appliqué 5 à H = {1} et au groupe profini I, le foncteur des
fonctions localement constantes C∞(I, ·) est exact. En appliquant C∞(I, ·) à (2.3), on obtient la
suite exacte
C∞
(
I,
⊕
α∈∆rJ
R
[
W J∪{α}
])→ C∞(I,R[W J])→ C∞(I,MJ(R))→ 0.
Par abus, on note encore ces flèches ∂ et ∇ respectivement.
Notons, pour J ⊆ ∆ et w ∈W :
PJ := BWJB,
wPJ := wPJw
−1. (2.4)
On remarque que wPJ ne dépend que de la classe de w dans W/WJ . Par définition de PJ son radical
unipotent est égal à
NJ =
∏
α∈Φ+redr(Φ+red∩WJ .J)
Uα.
On fixe aussi un sous-groupe de Levi MJ de PJ contenant A et WJ . Enonçons tout de suite une
inclusion entre les wPJ qui nous sera utile dans très peu de temps.
5. dans cette référence toutes les représentations sont à coefficients complexes mais cela n’influe pas sur la preuve
de la proposition en question
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Lemme 2.5.1 Soit α ∈ ∆r J . Soient w et w′ des éléments de W vérifiant w′WJ ⊆ wWJ∪{α}. On
a les inclusions 6
w′PJ ⊆ wPJ∪{α}; w
′
P 0J ⊆ wP 0J∪{α}.
Preuve :
Par hypothèse, il existe un élément σ ∈ WJ∪{α} vérifiant w′ = wσ. La première inclusion vient
immédiatement :
w′PJ = wσPJσ
−1w−1 ⊆ wPJ∪{α}.
La seconde suit par intersection avec I. 
Pour α ∈ ∆rJ , en notant C∞(wP 0J∪{α}\I,R) le sous-espace de C∞(I,R) constitué des fonctions
wP 0J∪{α}-invariantes à gauche, on a une injection⊕
w∈WJ∪{α}
C∞
(
wP 0J∪{α}\I,R
)
↪→ C∞(I,R[W J∪{α}])
donnée par la flèche
(fα,w)w 7→
∑
w
fα,w w.
On a de même une injection⊕
w∈WJ C
∞(wP 0J\I,R) ↪→ C∞(I,R[W J ]).
On verra dorénavant les injections précédentes comme des inclusions. On a alors le diagramme
commutatif suivant :
C∞
(
I,
⊕
α∈∆rJ R
[
W J∪{α}
]) ∂ // C∞(I,R[W J]) ∇ // C∞(I,MJ(R)) // 0
⊕
α∈∆rJ,w∈WJ∪{α}
C∞
(
wP 0J∪{α}\I,R
) ∂ //?
OO
//
⊕
w∈WJ
C∞
(
wP 0J\I,R
) ∇ //?
OO
C∞
(
I,MJ(R)
)
.
(2.5)
Vérifions que l’image de
⊕
α,w C
∞(wP 0J∪{α}\I,R) par ∂ est bien incluse dans⊕WJ C∞(wP 0J\I,R).
Fixons pour cela α ∈ ∆r J . On a
∂
( ∑
w∈WJ∪{α}
fα,w w
)
=
∑
w′∈WJ
( ∑
w∈WJ∪{α}, w′WJ⊆wWJ∪{α}
fα,w
)
w′; (2.6)
il s’agit donc de voir que
∑
w′WJ⊆wWJ∪{α}
fα,w est w
′
P 0J -invariante à gauche. En fait, chacun des termes
de cette somme l’est. En effet, chaque fα,w est wP 0J∪{α}-invariant à gauche ; par le lemme 2.5.1, il
est aussi w′P 0J -invariant et ∂ envoie bien
⊕
α,w C
∞(wP 0J∪{α}\I,R) dans ⊕WJ C∞(wP 0J\I,R).
Proposition 2.5.2 La ligne du bas du diagramme (2.5) est exacte.
L’introduction de quelques objets est nécessaire avant d’aborder la preuve de cette proposition.
Remarquons que, par [Hum92], Corollary 1.5, le sous-système ΦJ ⊆ Φred engendré par J vérifie
Φ−J = Φ
−
red ∩WJ .J.
On dit que D ( Φred est J-quasi-parabolique s’il est l’intersection de certains w(Φ−red r Φ
−
J ).
Enonçons maintenant un lemme/définition particulièrement utile.
6. on omet les parenthèses pour alléger les notations, mais wP 0J doit se lire (wPJ)0
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Lemme 2.5.3 Soit D ( Φred une partie J-quasi-parabolique. Le produit
∏
D U
0
α est indépendant de
l’ordre choisi sur D : il forme un sous-groupe de G que l’on notera U0D.
Preuve :
Comme D est J-quasi-parabolique, on voit qu’il est suffisant de prouver que
∏
w(Φ−redrΦ
−
J )
U0α est
indépendant de l’ordre sur w(Φ−redrΦ
−
J ) pour un w ∈W tel que D est contenu dans w(Φ−redrΦ−J ).
Quitte à conjuguer par w, on suppose à présent w = 1.
Il reste donc à voir la condition de commutateurs sur la partie Φ−red r Φ
−
J ⊆ Φ−red pour pouvoir
appliquer la Proposition 7 6.1.6 de [BT72]. Il s’agit de voir dans un premier temps que si a et b sont
des éléments de Φ−red r Φ
−
J alors on a
(Ua, Ub) ⊆ 〈Una+mb | na+mb ∈ Φ−red r Φ−J , m, n ∈ N∗〉. (2.7)
Pour voir que ceci est automatique, écrivons
a = a′J + aJ , a
′
J =
∑
α∈∆rJ
n(a)α α, aJ =
∑
α∈J
n(a)α α
avec des n(a)α ≤ 0 ; et de même b = b′J + bJ . On a alors, pour n,m > 0 :
na+mb = (na′J +mb
′
J) + (naJ +mbJ).
Parce que l’on a a′J 6= 0 et b′J 6= 0, on a na′J + mb′J 6= 0 et donc na + mb n’est pas un élément
de Φ−J . En prenant les intersections avec I, parce que I ∩
∏
α∈Φ−red Uα est égal à
∏
α∈Φ−red U
0
α par la
Proposition 8 5.2.32 de [BT72], (2.7) devient
(U0a , U
0
b ) ⊆ 〈U0na+mb | na+mb ∈ Φ−red r Φ−J , m, n ∈ N∗〉.
Le lemme en découle. 
Pour w ∈W , on pose
Dw = w(Φ
−
red r Φ
−
J ) :
le groupe U0Dw est l’intersection de I avec le radical unipotent de
wP−J (défini en (2.4)) (voir [Dem11b],
Proposition 1.12). On remarque que Dw ne dépend que de la classe de w dans W/WJ , et que, pour
tout α ∈ ∆r J , on a w(Φ−red r Φ−J∪{α}) ⊆ w(Φ−red r Φ−J ).
L’introduction des ensembles J-quasi-paraboliques s’explique alors par le fait que l’on va s’intéresser
à l’intersection de tels U0Dw pour différents w ∈W et à la décomposition d’Iwahori qui suit.
Lemme 2.5.4 Soient J ⊆ ∆ et w ∈W . Le produit wP 0J × U0Dw → I est un homéomorphisme.
Preuve :
Par la Proposition 5.2.32 de [BT72], on a la décomposition d’Iwahori
I˜ =
(∏
β∈wΦ+red
U0β
)(
A ∩ K˜)(∏
β∈wΦ−red
U0β
)
,
où les produits sur wΦ+red et wΦ
−
red sont indépendants de l’ordre par la Proposition 6.1.6 de [BT72].
En l’intersectant avec le noyau du morphisme de Kottwitz κG, parce que l’on a A0 = A ∩K, cela
permet d’écrire
I =
(∏
β∈wΦ+red
U0β
)
A0
(∏
β∈wΦ−red
U0β
)
=: I+A0I−.
7. on l’applique à Ya = Ua ∩ I ⊇ Y2a = U2a ∩ I et Xa = Ua ∩ I
8. cette dernière s’occupe de U ∩ I˜, mais en prenant l’intersection avec le morphisme de Kottwitz, on voit l’égalité
U ∩ I˜ = U ∩ I
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La décomposition
wP 0J =
(∏
β∈wΦ+red
U0β
)
A0
(∏
β∈wΦ−J
U0β
)
(2.8)
suit par intersection avec wPJ : I+ et A0 sont inclus dans wPJ et donc wP 0J est égal à I
+A0(I−∩wPJ).
Il en résulte la bijection
U0Dw =
wU0
Φ−redrΦ
−
J
∼−→ wP 0J\I. (2.9)
On en déduit que le produit wP 0J ×U0Dw → I est un homéomorphisme : c’est une bijection par (2.9),
le produit est continu et une bijection continue d’un espace compact vers un espace séparé est un
homéomorphisme. 
Pour un sous-ensemble D de Φred, on note
W J(D) := {w ∈W J | D ⊆ w(Φ−red r Φ−J )}. (2.10)
Lemme 2.5.5 Soient D,D′ ⊆ Φred deux ensembles J-quasi-paraboliques. Soient α ∈ ∆ r J et
w ∈W J∪{α}(D). On a l’égalité d’ensembles
wP 0J∪{α}U
0
D ∩ wP 0J∪{α}U0D′ = wP 0J∪{α}
(
U0D ∩ U0D′
)
. (2.11)
Preuve :
L’inclusion ⊇ est évidente ; prouvons ⊆. En appliquant le lemme 2.5.3, le produit ∏
β∈D
U0β est indé-
pendant de l’ordre. Choisissons un ordre sur D tel que tout élément de Dr (D∩D′) soit placé avant
tout élément de D ∩D′. On forme le produit ∏
β∈Dr(D∩D′)
U0β suivant cet ordre et on le note U
0
DrD′ ,
de sorte que l’on a U0D = U
0
DrD′U
0
D∩D′ (D ∩D′ est J-quasi-parabolique et la notation est celle du
lemme 2.5.3). Il est équivalent de voir ⊆ dans (2.11) et
wP 0J∪{α}U
0
DrD′ ∩ U0D′ ⊆ wP 0J∪{α}
(
U0D ∩ U0D′
)
.
On va même montrer que wP 0J∪{α}U
0
DrD′ ∩ U0D′ est inclus dans wP 0J∪{α}. Notons
Φ′ = Φred r w(Φ−red r Φ
−
J∪{α}) = {β ∈ Φred | Uβ ⊆ wP 0J∪{α}}. (2.12)
Puisque w est dans W J∪{α}(D), l’intersection de D et de Φ′ est vide ; ou autrement dit, la partie
(J ∪ {α})-quasi-parabolique
Dα,w = w(Φ
−
red r Φ
−
J∪{α})
contient D. Par le lemme 2.5.3 pour Dα,w, le produit
∏
β∈Dα,w
U0β est indépendant de l’ordre : on
choisit un ordre sur Dα,w tel que sa restriction à D coïncide avec l’ordre précédemment choisi sur D
et tel que tout élément de D précède tout élément de Dα,w rD. On forme le produit
∏
β∈Dα,wrD
U0β
suivant cet ordre et on le note U0Dα,wrD, de sorte que l’on a U
0
Dα,w
= U0DU
0
Dα,wrD. Par (2.9), on a
alors la décomposition en produit direct d’ensembles
I = wP 0J∪{α}U
0
DrD′U
0
D∩D′U
0
Dα,wrD. (2.13)
Par le (2.8) dans la preuve du lemme 2.5.4, on a la décomposition d’Iwahori
wP 0J∪{α} =
( ∏
β∈wΦ+red
U0β
)
A0
( ∏
β∈wΦ−
J∪{α}
U0β
)
. (2.14)
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Parce que wΦ+red vérifie la condition des commutateurs, on peut appliquer la Proposition
9 6.1.6
de [BT72] et dire que
∏
β∈wΦ+red
U0β est un produit indépendant de l’ordre sur wΦ
+
red, que l’on notera
U0
wΦ+red
. On choisit un ordre sur wΦ+red tel que tout élément de wΦ
+
red ∩ D′ précède tout élément
de wΦ+red r (D
′ ∩ wΦ+red). On forme U0wΦ+red∩D′ =
∏
β∈wΦ+red∩D′
U0β , U
0
wΦ+redrD′
=
∏
β∈wΦ+redr(D′∩wΦ+red)
U0β ,
et on a U0
wΦ+red
= U0
wΦ+red∩D′
U0
wΦ+redrD′
. De la même manière, on choisit un ordre sur wΦ−J∪{α} tel
que tout élément de wΦ−J∪{α} qui appartient à D
′ précède tout élément qui n’y appartient pas : on
obtient U0
wΦ−
J∪{α}
= U0
wΦ−
J∪{α}∩D′
U0
wΦ−
J∪{α}rD
′ . L’identité (2.14) devient
wP 0J∪{α} = U
0
wΦ+red∩D′
U0
wΦ+redrD′
A0U0
wΦ−
J∪{α}∩D′
U0
wΦ−
J∪{α}rD
′ ;
et (2.13) devient le produit direct
I = U0
wΦ+red∩D′
U0
wΦ+redrD′
A0U0
wΦ−
J∪{α}∩D′
U0
wΦ−
J∪{α}rD
′U
0
DrD′U
0
D∩D′U
0
Dα,wrD. (2.15)
Grâce à (2.15), un élément de U0D′ ∩ wP 0J∪{α}U0DrD′ est dans le produit
U0
wΦ+red∩D′
U0
wΦ−
J∪{α}∩D′
⊆ wP 0J∪{α}
et le lemme est prouvé. 
Preuve de la proposition 2.5.2 :
On commence par numéroter tous les sous-ensembles J-quasi-paraboliques de Φred : D0, D1, D2, . . .
par ordre croissant de taille, c’est-à-dire avec
n < m⇒ |Dn| ≤ |Dm|.
Soit f ∈ C∞(I,R[W J ]), image de (fw)w∈WJ ∈ ⊕
w∈WJ
C∞
(
wP 0J\I,R
)
par la flèche verticale du
diagramme (2.5), tel que l’on a ∇f = 0, c’est-à-dire ∇(f(x)) = 0 pour tout x ∈ I. On cherche
g ∈ C∞(I, ⊕
α∈∆rJ
R
[
W J∪{α}
])
, image de (gα,w)α,w ∈
⊕
α∈∆rJ,w∈WJ∪{α}
C∞
(
wP 0J∪{α}\I,R
)
, vérifiant
f = ∂g.
On va montrer par récurrence l’existence d’une telle fonction g satisfaisant f = ∂g sur
⋃
n≥0 U
0
Dn
.
Ceci implique f = ∂g car f et ∂g proviennent de la ligne du bas du diagramme (2.5) et que l’on
a wP 0J
(⋃
n≥0 U
0
Dn
)
= I pour tout w ∈ W J par le lemme 2.5.4. La démonstration se fera en deux
étapes :
– il existe g telle que f est égale à ∂g sur U0D0 ;
– si f est nulle sur
⋃
n<m U
0
Dn
, alors il existe g vérifiant f = ∂g sur
⋃
n≤m U
0
Dn
(m ≥ 1).
La situation de l’étape d’initiation est la suivante : on a
D0 = ∅ = (Φ−red r Φ
−
J ) ∩ w0(Φ−red r Φ−J ), U0D0 = {1}.
La fonction f vérifie (∇f)(1) = ∇(f(1)) = 0. Comme la suite (2.3) est exacte, on choisit, une famille
d’éléments (g(1)α,w)α,w ∈
⊕
α∈∆rJ R
[
W J∪{α}
]
telle que l’on a ∂((g(1)α,w)α,w) = f(1). Soit, pour tout
α ∈ ∆ r J et tout w ∈ W J∪{α}, gα,w une fonction de C∞
(
wP 0J∪{α}\I,R
)
valant g(1)α,w sur wP 0J∪{α}.
Alors l’image g de
(gα,w)α,w ∈
⊕
α∈∆rJ,w∈WJ∪{α}
C∞
(
wP 0J∪{α}\I,R
)
9. ici encore, on prend Ya = Ua ∩ I ⊇ Y2a = U2a ∩ I et Xa = Ua ∩ I
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dans C∞
(
I,
⊕
α∈∆rJ R
[
W J∪{α}
])
vérifie ∂g = f sur U0D0 = {1}. L’étape d’initiation est terminée.
Montrons maintenant la propriété de propagation de la récurrence. Soit, pour tout w ∈ W J , fw ∈
C∞(wP 0J\I,R) nulle sur
⋃
n<m U
0
Dn
.
Si w est un élément de W J rW J(Dm), fw est nulle sur U0Dm puisque l’on a
wP 0JU
0
Dm
= wP 0JU
0
Dn
pour n < m vérifiant
Dm ∩ w(Φ−red r Φ−J ) = Dn.
En effet, il suffit de remarquer qu’un tel n < m existe par définition de W J(Dm) (voir (2.10)) et que
l’on a alors U0Dm = (U
0
Dm
∩ wP 0J )U0Dn .
Nous allons trouver la fonction g comme image de
(gα,w)α,w ∈
⊕
α∈∆rJ,w∈WJ∪{α}(Dm)
C∞(wP 0J∪{α}\I,R)
telle que (f − ∂g)w′ est nulle sur
⋃
n≤m U
0
Dn
pour tout w′ ∈ W J(Dm). Comme (∂g)w′ est nulle 10
pour w′ ∈W J rW J(Dm), (f − ∂g)w′ sera nulle sur
⋃
n≤m U
0
Dn
pour tout w′ ∈W J .
La fonction f est localement constante sur le compact
⋃
n≤m U
0
Dn
et nulle sur
⋃
n<m U
0
Dn
. Soient
(Ci)0≤i≤r les ouverts disjoints de
⋃
n≤m U
0
Dn
vérifiant
⋃
iCi =
⋃
n≤m U
0
Dn
et tels que fw est constant
sur Ci, égal à f
(i)
w , et f
(0)
w = 0 pour tout w ∈W J(Dm) et (f (i)w )w∈WJ (Dm) 6= (f (i
′)
w )w∈WJ (Dm) si i 6= i′.
En particulier, on notera que C0 contient
⋃
n<m U
0
Dn
et que U0Dm est l’union disjointe de C0 ∩ U0Dm
et des Ci pour 1 ≤ i ≤ r.
La suite extraite de (2.3)⊕
α∈∆rJ
R
[
W J∪{α}(Dm)
] ∂−→ R[W J(Dm)] ∇−→MJ(R) (2.16)
est encore exacte (voir [GK09], Proposition 1.3.(b)). Par ailleurs, (f (i)w )w∈WJ (Dm) appartient au
noyau de ∇ dans (2.16) car on a ∇f = 0 et fw = 0 pour w ∈ W J rW J(Dm). Il existe alors, pour
tout 0 ≤ i ≤ r,
g(i) =
(
g(i)α,w
)
α∈∆rJ,w∈WJ∪{α}(Dm) ∈
⊕
α∈∆rJ
R
[
W J∪{α}(Dm)
]
tel que l’on a g(0) = 0 et
∂(g(i)) = (f (i)w )w∈WJ (Dm) ∈ R
[
W J(Dm)
]
. (2.17)
Posons Dα,w = w(Φ−red r Φ
−
J∪{α}) pour α ∈ ∆ r J et w ∈ W . Pour tout w ∈ W , le produit
wP 0J∪{α} × U0Dα,w → I est un homéomorphisme par le lemme 2.5.4, donc on a
C∞
(
wP 0J∪{α}\I,R
) ' C∞(U0Dα,w , R).
Soient α ∈ ∆r J et w ∈W J∪{α}(Dm). Notons U ′ la projection 11 de
⋃
n<m U
0
Dn
sur U0Dα,w : c’est le
sous-espace de U0Dα,w vérifiant
wP 0J∪{α}U
′ = wP 0J∪{α}
(⋃
n<m
U0Dn
)
.
Supposons qu’il existe, pour α ∈ ∆ r J et w ∈ W J∪{α}(Dm), une fonction gα,w ∈ C∞(U0Dα,w , R)
nulle sur U ′ ∪ (C0 ∩ U0Dm) et constante, égale à g
(i)
α,w, sur Ci pour 1 ≤ i ≤ r. Soit alors g ∈
C∞
(
I,
⊕
α∈∆rJ
R
[
W J∪{α}
])
l’image de
(gα,w)α,w ∈
⊕
α∈∆rJ,w∈WJ∪{α}(Dm)
C∞(wP 0J∪{α}\I,R).
10. en (2.6), la somme sur les w vérifiant w′WJ ⊆ wWJ∪{α} ne fait intervenir que des w /∈ W J∪{α}(Dm) car
w′WJ ⊆ wWJ∪{α} implique w′PJ ⊆ wPJ∪{α} par le lemme 2.5.1, et donc w(Φ−red r Φ−J∪{α}) ⊆ w′(Φ−red r Φ−J ) par
(2.12) (voir définition (2.10) aussi)
11. remarquons que U ′ dépend de α et de w
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Soit w′ ∈W J(Dm). Grâce à (2.17), on a alors
(∂g)w′ =
∑
α∈∆rJ
∑
w∈WJ∪{α}(Dm), w′WJ⊆wWJ∪{α}
g(i)α,w = f
(i)
w′ = fw′
sur chaque Ci pour 1 ≤ i ≤ r ; la même égalité est vraie sur C0∩U0Dm , de sorte que l’on a (∂g)w′ = fw′
sur tout U0Dm . Pour x ∈
⋃
n≤m U
0
Dn
rU0Dm , pour tout α ∈ ∆r J et tout w ∈W J∪{α}(Dm), il existe
pα,w ∈ wP 0J∪{α} et uα,w ∈ U ′ vérifiant x = pα,wuα,w. On a alors
(∂g)w′(x) =
∑
α∈∆rJ
∑
w∈WJ∪{α}(Dm), w′WJ⊆wWJ∪{α}
gα,w(uα,w) = 0.
Il nous reste à vérifier l’existence des fonctions gα,w. Soient α ∈ ∆ r J et w ∈ W J∪{α}(Dm). Par
définition de U ′, on a
wP 0J∪{α}U
′ ∩ wP 0J∪{α}U0Dm = wP 0J∪{α}
(⋃
n<m
U0Dn
) ∩ wP 0J∪{α}U0Dm ,
et par le lemme 2.5.5, on a
wP 0J∪{α}
(⋃
n<m
U0Dn
) ∩ wP 0J∪{α}U0Dm = wP 0J∪{α}((⋃n<m U0Dn) ∩ U0Dm).
On sait alors que U ′∩U0Dm est inclus dans C0∩U0Dm : comme g
(0)
α,w est nul, les conditions imposées sur
les valeurs de gα,w sont compatibles. L’espace U ′∪U0Dm est une union disjointe de U ′∪(C0∩U0Dm) et
des Ci pour 1 ≤ i ≤ r. Les Ci, pour 1 ≤ i ≤ r, sont ouverts compacts dans U0Dm et U ′ est compact.
Le complémentaire de U ′ dans U ′ ∪ U0Dm contient Ci, donc Ci est ouvert dans U ′ ∪ U0Dm pour tout
1 ≤ i ≤ r. Comme ⋃1≤i≤r Ci est compact, son complémentaire U ′ ∪ (C0 ∩ U0Dm) dans U ′ ∪ U0Dm est
ouvert.
Il existe donc une fonction g′α,w ∈ C∞(U ′ ∪U0Dm , R) nulle sur U ′ ∪ (C0 ∩U0Dm) et constante, égale à
g
(i)
α,w, sur Ci pour 1 ≤ i ≤ r. Comme U ′ ∪ U0Dm est fermé dans U0Dα,w , le morphisme de restriction
C∞(U0Dα,w , R)→ C∞(U ′ ∪ U0Dm , R)
est surjectif : il existe une fonction gα,w sur U0Dα,w prolongeant g
′
α,w comme voulue. La récurrence
est donc terminée et la proposition prouvée. 
Pour J ⊆ ∆, on définit la G-représentation de Steinberg généralisée StJR par la suite exacte⊕
α∈∆rJ
C∞(PJ∪{α}\G,R) ∂−→ C∞(PJ\G,R)→ StJR→ 0. (2.18)
On observe que cela coïncide avec la définition de StQR lorsque Q = PJ .
Corollaire 2.5.6 Le R-module StJR est libre. Et il existe une injection I-équivariante
ιR : StJR ↪→ C∞(I,MJ(R))
dont la formation commute aux changements de base.
Preuve :
La flèche i 7→ PJw−1i induit une bijection ensembliste
wP 0J\I ∼−→ PJ\PJw−1I.
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De plus, toute inclusion w′WJ ⊆ wWJ∪{α} donne alors lieu à un diagramme commutatif comme suit
(par le lemme 2.5.1) :
wP 0J\I //
∼

w′P 0J∪{α}\I
∼

PJ\PJw−1I // PJ∪{α}\PJ∪{α}(w′)−1I
.
Les w−1 pour w ∈ W J (resp. w′ ∈ W J∪{α}) forment un système de représentants de WJ\W (resp.
WJ∪{α}\W ). On a les décompositions d’Iwasawa suivantes (conséquences directes de (2.1) et du
Corollaire 4.2.2 de [BT72]) :
PJ\G =
∐
w∈WJ
PJ\PJw−1I, PJ∪{α}\G =
∐
w′∈WJ∪{α}
PJ∪{α}\PJ∪{α}(w′)−1I.
On en déduit les sommes directes
C∞(PJ\G,R) =
⊕
w∈WJ
C∞(PJ\PJw−1I,R),
C∞(PJ∪{α}\G,R) =
⊕
w′∈WJ∪{α}
C∞(PJ∪{α}\PJ∪{α}(w′)−1I,R).
Il en découle le diagramme commutatif suivant :⊕
α∈∆rJ
C∞(PJ∪{α}\G,R) //
∼

C∞(PJ\G,R) //
∼

StJR //

0
⊕
α∈∆rJ,w′∈WJ∪{α}
C∞(w′P 0J∪{α}\I,R) //
⊕
w∈WJ
C∞(wP 0J\I,R) // C∞(I,MJ(R))
.
(2.19)
La première ligne est exacte par définition de StJR (voir (2.18)) et la seconde l’est par la proposition
2.5.2. On en déduit que l’application
ιR : StJR ↪→ C∞(I,MJ(R))
est injective ; elle est aussi I-équivariante car toutes les flèches pleines du diagramme le sont.
Etudions d’abord le cas R = Z : parce que l’on a
MJ(R) = MJ(Z)⊗Z R,
on a la propriété de changement de base voulue. Grâce à la Proposition 1.3.(a) de [GK09] et au
lemme 2.10.1, le Z-module C∞(I,MJ(Z)) est libre. Or un sous-module d’un module libre sur un
anneau principal est libre. Ainsi StJZ est libre, et StJR est libre sur R par changement de base 12.

Avant de déterminer à proprement parler (StJR)I , on commence par déterminer C∞(PJ\G,R)I .
Lemme 2.5.7 Le R-module C∞(PJ\G,R)I est libre de rang |W J |.
12. on a bien StJZ⊗Z R = StJR comme la suite exacte
0→
∑
α∈∆rJ
C∞(PJ∪{α}\G,Z)→ C∞(PJ\G,Z)→ StJZ→ 0
reste exacte après tensorisation par R, les deux Z-modules à gauche étant libres par l’appendice 2.10
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Preuve :
La décomposition d’Iwasawa (voir (2.1)) fournit
G =
∐
WJ
PJw
−1I.
Grâce à cette décomposition, on définit, pour w ∈ W J , la fonction fw de C∞(PJ\G,R)I par
fw(w
−1) = 1 et fw(w′) = 0 si w′ ∈ (W J)−1 r {w−1}. Le R-module C∞(PJ\G,R)I est alors libre et
engendré par (fw)w∈WJ . 
Proposition 2.5.8 L’espace des I-invariants
(
StJR
)I est un R-module libre de rang |W Jpr|.
Preuve :
Appliquons le foncteur des I-invariants au carré commutatif du diagramme de la preuve du corollaire
2.5.6. On obtient les applications de R-modules :
R[W J ] =
⊕
w∈WJ
C∞
(
wP 0J\I,R
)I → (StJR)I → C∞(I,MJ(R))I = MJ(R). (2.20)
Parce que ιR est injective et que le foncteur des I-invariants est exact à gauche, la flèche de droite
de (2.20) est injective. Enfin la composée (2.20) est surjective par définition de MJ(R). Alors on a
un isomorphisme (
StJR
)I ∼−→MJ(R)
de R-modules, ce qui fait de (StJR)I un R-module libre de rang |W Jpr| (par [GK09], Proposition
1.2.(a)). 
Corollaire 2.5.9 Les images fw dans StJR des fonctions fw (pour w ∈W Jpr) définies dans la preuve
du lemme 2.5.7 forment une base explicite de
(
StJR
)I .
Preuve :
En prenant les I-invariants du diagramme commutatif dans la preuve du corollaire 2.5.6, on obtient
le diagramme commutatif suivant, où les carrés du haut sont commutatifs.⊕
α∈∆rJ C
∞(PJ∪{α}\G,R)I //
∼

C∞
(
PJ\G,R
)I //
∼

(
StJR
)I
∼
⊕
α∈∆rJ,w′∈WJ∪{α} C
∞(w′P 0J∪{α}\I,R)I ∂ //⊕w∈WJ C∞(wP 0J\I,R)I // C∞(I,MJ(R))I
⊕
α∈∆rJ,w′∈WJ∪{α} R[W
J∪{α}]
∼
OO
∂ // R[W J ] //
∼
OO
MJ(R) //
∼
OO
0
On remarque que l’on a utilisé la proposition 2.5.8 pour affirmer l’isomorphisme de R-modules libres
que constitue la flèche verticale en haut à droite. Les carrés du bas du diagramme sont commutatifs
en vertu de ce que la description des fonctions du lemme 2.5.7 est compatible avec la discussion
d’avant la proposition 2.5.2. Le résultat suit. 
Une autre conséquence importante est l’assertion de l’admissibilité dans le théorème 2.3.1.
Corollaire 2.5.10 Supposons que R soit un corps de caractéristique p. Alors StJR est admissible.
Preuve :
En regardant le diagramme commutatif (2.19), on voit que StJR est l’image de
⊕
w∈WJ C
∞(wP 0J\I,R)
dans C∞(I,MJ(R)). Comme chaque wP 0J contient A ∩ I, cette image est en fait incluse dans
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C∞
(
A∩I\I,MJ(R)
) ⊆ C∞(I,MJ(R)). Si I(1) désigne le pro-p-Sylow de I, on a (A∩I)I(1) = I ; il
suit les égalités C∞
(
A ∩ I\I,MJ(R)
)I
= C∞
(
A ∩ I\I,MJ(R)
)I(1), et donc (StJR)I = (StJR)I(1).
Traitons d’abord le cas R = Fp : le Fp-espace vectoriel (StJFp)I(1) = (StJFp)I est de dimension
finie par la proposition 2.5.8. Comme I(1) contient K(1), il est ouvert et on peut appliquer [Pas04],
Theorem 6.3.2, et StJFp est admissible.
Dans le cas R = Fp, on remarque que l’on a (StJFp)H = (StJFp)H ⊗Fp Fp pour tout sous-groupe
ouvert H de G. L’admissibilité de StJFp implique alors celle de StJFp. Enfin, pour R un corps de
caractéristique p, Fp est naturellement un sous-corps de R. On a alors (StJR)H = (StJFp)H ⊗Fp R
pour tout H ≤ G ouvert. Le résultat en découle. 
Remarque : Marie-France Vignéras nous fait remarquer que l’on peut aussi prouver ce fait en se ser-
vant du corollaire 2.5.6. Alors, pour tout sous-groupe compact ouvert H de I, l’espace d’invariants
(StJR)
H s’injecte dans le R-espace vectoriel de dimension finie C(I/H,MJ(R)). Par ailleurs, un tel
argument reste tout à fait valable pour R un anneau principal (sans hypothèse sur la caractéristique).
2.6 Comparaison avec le cas fini
On retourne à R un anneau commutatif unitaire. On cherche à comparer les représentations de
Steinberg généralisées avec leur analogue dans le cas fini.
On remarque d’abord que comme on a choisi K comme étant le parahorique associé à un sommet
spécial, le groupe de Weyl associé à l’adhérence schématique T˜ de T est encore W (voir [BT84],
Propositions 4.4.5 et 4.6.4 ; [HR08], Proposition 12). Le système de racines Φ associé à la paire
(B, T˜ ) est un sous-système de Φ et il n’est pas nécessairement réduit ; on considère alors son réduit
Φred. Parce que Φred et Φred sont tous deux des sous-systèmes réduits de Φ qui contiennent une
R-base de X∗(T )⊗Z R, on a une correspondance bijective
Φred
∼−→ Φred
a 7→ a ou 2a .
Cette bijection exhibe un sous-ensemble de racines simples ∆ de Φ en correspondance avec ∆ de la
même manière :
∆ :=
⋃
a∈∆{a, 2a} ∩ Φred.
Pour J un sous-ensemble de ∆, on associe alors de cette manière J ⊆ ∆.
De même que pour le paragraphe précédent, le lecteur ne s’étonnera pas des invocations du para-
graphe 1 de [GK09] pour des résultats concernant Φred.
Lemme 2.6.1 Soit J un sous-ensemble de ∆. La réduction P J de PJ est PJ , le parabolique de G
associé à J .
Remarque : On peut aussi se reporter au Corollaire 4.6.4 de [BT84].
Preuve :
La réduction de PJ est
P J = PJ ∩K/PJ ∩K(1)
et est engendrée par les images dans G de A ∩ K et des Ua ∩ K pour a ∈ Φ+red ∪WJ .J . En effet,
par décomposition de Bruhat, il suffit de voir que B ∩ K et WJ ⊆ K sont engendrés par A ∩ K
et les Ua ∩ K pour a ∈ Φ+red ∪WJ .J . Pour B ∩ K, cela suit de [HV11], Theorem 6.5, qui affirme
B ∩ K = (A ∩ K)(U ∩ K) ; et donc B ∩ K est engendré par A ∩ K et les Ua ∩ K pour a ∈ Φ+red.
Soient α ∈ J et u ∈ U−α ∩ K d’image non nulle dans U−α. Par [Car85], Corollary 2.6.2, il existe
alors b1, b2 ∈ B tels que l’on ait u = b1sb2 où s est la réflexion dans WJ ⊆ K correspondant à α.
En relevant b1 et b2 respectivement en b1 et b2 dans B ∩K, on voit que s est bien dans le groupe
engendré par A∩K et les Ua∩K pour a ∈ Φ+red∪WJ .J . Les tels s formant un système de générateurs
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de WJ , on a bien l’affirmation voulue sur PJ ∩K.
Le groupe PJ est quant à lui engendré par A = ZG(T ) et les Ua pour a ∈ Φ
+ ∪WJ .J . Ce sont bien
là les mêmes groupes radiciels par la remarque suivant le Lemma 6.12 de [HV11]. 
Pour J ⊆ ∆ (correspondant à J ⊆ ∆), on garde la même définition de la représentation de
Steinberg généralisée StJR ; on rappelle la suite exacte de G-représentations qui la définit :⊕
α∈∆rJ
C(P J∪{α}\G,R)→ C(P J\G,R)→ StJR→ 0.
Commençons par exhiber des éléments particuliers de
(
StJR
)B : pour w un élément de W Jpr, notons
gw ∈ StJR l’image de la fonction caractéristique gw de
P Jw
−1B = P Jw−1
(
U ∩ wU−w−1)
dans IndG
PJ
1.
Soit w ∈W . On va commencer par prouver l’affirmation
P Jw
−1B = P Jw−1(U ∩ wU−w−1).
On a d’abord
Bw−1B = Bw−1AU = Bw−1U. (2.21)
Ensuite, par la Proposition 6.1.6 de [BT72], on a
U = (U ∩ wUw−1)(U ∩ wU−w−1). (2.22)
Il s’ensuit
Bw−1U = Bw−1
(
U ∩ wU−w−1).
La même égalité subsiste alors avec P J ≥ B à gauche plutôt que B, et l’égalité voulue est prouvée.
Si on fait subir à (G,Φred, J) le raisonnement du paragraphe précédent, on trouve alors que
(
StJR
)B
est un R-module libre, de base (gw)w∈WJpr . Cependant, savoir ce fait n’est pas nécessaire tout de suite,
et la preuve de la proposition 2.6.2 nous le redonnera à moindres frais.
On a une décomposition d’Iwasawa G = PJK (voir [HR10], Corollary 9.1.2). L’application
PJ\G → P J\G est continue (car PJK(1) est fermé dans G) et surjective. On a donc l’injection
naturelle (k désigne ici un représentant dans K) :
C(P J\G,R) → C∞(PJ\G,R)
f 7→ (PJk 7→ f(P Jk)) .
Dès lors, on a le diagramme suivant de K-représentations.⊕
α∈∆rJ C(P J∪{α}\G,R)
ϕ1 //
 _

C(P J\G,R) // _

StJR
//
ι

0
⊕
α∈∆rJ C
∞(PJ∪{α}\G,R)
ϕ2 // C∞(PJ\G,R) // StJR // 0
Comme les deux flèches verticales de gauche sont des injections et parce que l’on a l’égalité
ϕ2
( ⊕
α∈∆rJ
C∞(PJ∪{α}\G,R)
)⋂
C(P J\G,R) = ϕ1
( ⊕
α∈∆rJ
C(P J∪{α}\G,R)
)
,
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la flèche de droite est aussi injective. Dans l’égalité précédante, l’inclusion ⊇ est évidente. Pour
obtenir l’inclusion inverse ⊆, soit f une fonction de
ϕ2
( ⊕
α∈∆rJ
C∞(PJ∪{α}\G,R)
)⋂
C(P J\G,R),
que l’on voit comme une fonction surK. Elle s’écrit f =
∑
α∈∆rJ ϕ2(fα) avec fα ∈ C∞(PJ∪{α}\G,R)
pour tout α ∈ ∆rJ . Fixons, pour tout α ∈ ∆rJ , Kα un ensemble fini de représentants de P J∪{α}\G
dans PJ∪{α}\G. On définit alors, pour tout α ∈ ∆ r J , f ′α ∈ C(P J∪{α}\G,R) par f ′α(k) = fα(k)
pour tout k ∈ Kα d’image k ∈ P J∪{α}\G. Parce que le diagramme ci-dessus est commutatif et que
f est dans C(P J\G,R), on obtient∑
α
ϕ1(f
′
α) =
∑
α
ϕ2(fα) = f
et l’inclusion ⊆ voulue.
Proposition 2.6.2 L’injection K-équivariante
ι : StJR ↪→ StJR
induit l’isomorphisme de R-modules (
StJR
)B ∼−→ (StJR)I .
Preuve :
L’injection ι : StJR ↪→ StJR étant K-équivariante, on en déduit l’injection(
StJR
)B
↪→ (StJR)I ,
que l’on notera encore ι. Par la proposition 2.5.8, le R-module (StJR)I est libre de rang |W Jpr|.
Commençons par considérer le cas R = Z. En tant que sous-module de (StJZ)I , (StJZ)
B est un Z-
module libre de rang majoré par |W Jpr| = |W Jpr| (on a |WJ | = |WJ | pour tout J ⊆ ∆). Pour prouver
l’isomorphisme voulu, il suffit d’exhiber une base de (StJZ)
B qui s’envoie sur la base (fw)w∈WJpr
de (StJZ)I , où fw est l’image de fw ∈ C∞(PJ\G,Z) (voir corollaire 2.5.9) dans StJZ. Il reste à
remarquer que, par le lemme 2.6.1, la famille (gw)w∈WJpr s’envoie par ι sur (fw)w∈WJpr .
Revenons à R général : on a la situation suivante
η : (StJZ)
B ⊗Z R ↪→ (StJR)B
ι
↪→ (StJR)I .
Parce que la famille (gw ⊗ 1)w∈WJpr d’éléments de (StJZ)
B ⊗Z R s’envoie par η sur (fw)w∈WJpr , η est
un isomorphisme et 13 ι induit l’isomorphisme (StJR)
B ∼−→ (StJR)I . 
Corollaire 2.6.3 La famille (gw)w∈WJpr forme une base du R-module libre
(
StJR
)B.
2.7 Représentations de Steinberg généralisées dans le cas fini
Dans toute cette section, G désignera un groupe réductif fini : cela permettra d’alléger les nota-
tions et d’éviter de surligner un nombre déraisonnable de symboles. Aussi, quand on fera référence
à l’« axiomatique des systèmes de Tits » ou « des BN-paires », on pensera au cadre des « strongly
split BN-pairs of characteristic p » du chapitre I.2 de [CE04], ce qui est loisible grâce au paragraphe
13. cela garantit au passage que la formation de
(
StJ ·
)B commute au changement de base
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5.2 de [HV11].
Soit S = {sα | α ∈ ∆}. Comme pour les autres éléments de W , on ne fera pas de distinction
entre un élément s ∈ S et son relèvement fixé dans NG(T ).
Supposons à partir de maintenant que R est un anneau commutatif unitaire de caractéristique p.
On cherche à comprendre un peu mieux la structure de (StJR)B en tant que HR(G,B)-module. En
effet, si pi est une G-représentation, la réciprocité de Frobenius confère à son espace de B-invariants
piB ' HomB(1, pi) ' HomG
(
IndGB 1, pi
)
une structure de module à droite sur
HR(G,B) := EndG
(
IndGB 1
)
.
A tout w ∈W , on peut associer l’opérateur de Hecke Tw défini sur piB par
v 7→ vTw =
∑
γ∈B\BwB
γ−1v =
∑
u∈(B∩w−1Bw)\B
u−1w−1v.
Pour w ∈W , on note 14
Uw := U ∩ wU−w−1 =
∏
α∈Φ+red, w−1(α)∈Φ−red
Uα.
Par la première étape de la preuve de la proposition 2.6.2 (notamment l’équation (2.22)), pour s ∈ S,
on peut voir Us comme un ensemble de représentants de (B ∩ s−1Bs)\B = (B ∩ sBs−1)\B (car s2
est un élément de T ). Pour pi = IndGPJ 1, w ∈W J et s ∈ S, la formule d’action se réécrit
gwTs =
∑
u∈Us
u−1s−1gw =
∑
u∈Us
1PJw−1Uwsu. (2.23)
C’est cette action qu’on va investiguer à travers les deux résultats techniques suivants.
Pour w ∈W , on note wJ le représentant de wWJ dans W J (on rappelle que W J est un système de
représentants de W/WJ).
Lemme 2.7.1 Soient w ∈W J et s ∈ S.
(a) Si (sw)J = w, alors on a
PJw
−1Uwsu = PJw−1Uw si u ∈ Us.
(b) Si l((sw)J) > l(w), alors on a
PJw
−1UwsUs = PJw−1sUsw.
(c) Si l((sw)J) < l(w), alors on a s = sβ avec β ∈ ∆ et w−1(β) ∈ Φ−red. Posons
U ′ =
∏
α∈Φ+redr{β}, w−1(α)∈Φ−red
Uα;
c’est un sous-groupe de Uw. On a
PJw
−1U ′usUs = PJw−1Uw si u ∈ Us r {1},
PJw
−1U ′su = PJw−1sUsw si u ∈ Us.
14. par [Car85], paragraphe 1.18, Corollary 2.5.17 et discussion suivant Proposition 2.6.3, l’ordre n’a pas d’impor-
tance
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De plus, toutes ces relations sont des égalités entre produits directs d’ensembles.
Remarque : Ce sont des raffinements dans l’axiomatique des systèmes de Tits que l’on peut déjà
trouver dans [GK09] pour le cas déployé (Lemma 3.1) : on se permet de reproduire sa preuve ici en
rajoutant quelques commentaires, notamment pour le fait que les produits d’ensembles sont directs.
Preuve :
Commençons par le fait que les produits sont directs : il s’agit tout d’abord de voir que le produit
PJw
−1Uw est direct. Supposons pour cela
q1w
−1u1 = q2w−1u2 avec q1, q2 ∈ PJ , u1, u2 ∈ Uw.
On a alors
u1u
−1
2 ∈ wPJw−1 ∩ wU−w−1 ∩ U.
Regardons à quoi ressemblent les éléments de w−1Uw ∩ U− ∩ PJ . Ils sont inclus dans
U− ∩ w−1Uw =
∏
α∈Φ−red, w(α)∈Φ+red
Uα.
De plus, par définition de w ∈ W J (voir (2.2)), pour tout α négativement engendré par J , on a
w(α) ∈ Φ−red. Dès lors, comme PJ ne contient que les sous-groupes radiciels associés à la partie
quasi-close (au sens du 3.8 de [BT65]) Φ+red ∪ (Φ−red ∩WJ .J), l’intersection w−1Uw ∩ U− ∩ PJ est
réduite à l’élément neutre et le produit PJw−1Uw est direct.
Une fois que toutes les égalités seront prouvées, le fait que les autres produits sont directs se ramène
à chaque fois au cas précédent. Par exemple, regardons le terme de gauche de la première égalité de
(c). L’ensemble PJw−1U ′usUs est de cardinal majoré par |PJ | · |U ′| · |Us| = |PJ | · |Uw|. Or l’égalité
avec PJw−1Uw, qui est un produit direct, nous dit que le cardinal de PJw−1U ′usUs est exactement
|PJ | · |Uw|. C’est donc que le produit est aussi direct et cela prouve bien le fait voulu.
Montrons (a). On a d’abord
PJw
−1Uws = PJw−1Bs ⊆ PJw−1B ∪ PJw−1sB (2.24)
par les équations (2.21) et (2.22) et l’axiomatique des BN-paires. Parce que l’on a (sw)J = w, ces
deux dernières doubles classes sont égales et leur union vaut simplement
PJw
−1B = PJw−1Uw.
L’inclusion (2.24) devient une égalité puisqu’en réappliquant s on obtient :
PJw
−1Uw = PJw−1Uws2 ⊆ PJw−1Uws ⊆ PJw−1Uw.
Pour finir, PJw−1B est bien entendu invariant par translation à droite par Us.
Attaquons nous à (b). On a dans un premier temps
PJw
−1UwsUs = PJw−1BsUs = PJw−1BsB.
Par définition de PJ , on obtient
PJw
−1BsB =
⋃
v∈WJ
BvBw−1BsB.
L’axiomatique des systèmes de Tits nous dit que Bw−1BsB est exactement Bw−1sB car on a
l(w−1s) = l(sw) > l(w) = l(w−1)
par [GK09], Lemma 1.3.(a). On termine alors :
PJw
−1BsB =
⋃
v∈WJ
BvBw−1sB = PJw−1sB = PJw−1sUsw.
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Enfin pour (c), on remarque d’abord que l’on a (s(sw)J)J = wJ = w et l((sw)J) < l(w). Par [GK09],
Lemma 1.4.(c), on a l(sw) < l(w) et donc w−1(β) ∈ Φ−red. On observe aussi
s−1Usws = s−1Us ∩ wU−w−1 =
∏
s(α)∈Φ+red, w−1(α)∈Φ−red
Uα.
Or on a (voir Proposition 1.4 de [Hum92])
s(Φ+red) = (Φ
+
red r {β}) ∪ {−β}, w−1(−β) ∈ Φ+red.
Il en résulte que la condition sur les indices du produit se réécrit
α ∈ Φ+red r {β}, w−1(α) ∈ Φ−red;
et on en déduit s−1Usws = U ′. Cela implique directement U ′s = sUsw et comme on a
u ∈ Us ⊆ B, PJw−1sUsw = PJw−1sB,
la dernière égalité en découle. Pour la première égalité, écrivons l’inclusion (le détail est identique
au (b))
PJw
−1Uws ⊆ PJw−1Uw ∪ PJw−1sUsw;
cette union est disjointe car on a swWJ 6= wWJ . De l’égalité PJw−1U ′s = PJw−1sUsw que l’on vient
de prouver, et parce que le produit PJw−1Uw est direct, on déduit
PJw
−1(Uw r U ′)s ⊆ PJw−1Uw.
Lorsque u est un élément de Us r {1} = Uβ r {1} ⊆ Uw, on a l’inclusion U ′u ⊆ Uw rU ′ ; il s’ensuit
PJw
−1U ′usUs ⊆ PJw−1(Uw r U ′)sUs ⊆ PJw−1UwUs = PJw−1Uw.
Voyons l’inclusion inverse : par [Car85], Corollary 2.6.2, il existe u1 ∈ Us et b ∈ UsT ⊆ B tel que
l’on ait la décomposition sus = bsu1. On a alors
PJw
−1sBsusUs = PJw−1sBsUs = PJw−1sBsB.
Il s’ensuit que
PJw
−1U ′ = PJw−1sUsws = PJw−1sBs
est inclus dans
PJw
−1sBsusUs = PJw−1sUswsusUs = PJw−1U ′usUs.
Au final, on a bien l’égalité voulue (grâce à Uw = U ′Us) 
Le cas fini peut se voir de manière similaire au cas p-adique traité dans le lemme 2.5.7 : le
R-module C(PJ\G,R) est libre et une base est donnée par les fonctions gw pour w parcourant
W J . On tâche d’investiguer sa structure en tant que HR(G,B)-module à droite lorsque R est de
caractéristique p.
Lemme 2.7.2 Soient w ∈W J et s ∈ S.
(a) Si (sw)J = w, alors on a gwTs = 0.
(b) Si l((sw)J) > l(w), alors on a gwTs = g(sw)J .
(c) Si l((sw)J) < l(w), alors on a gwTs = −gw.
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Preuve :
Le (a) est conséquence immédiate de (2.23), du lemme 2.7.1.(a) et de l’égalité |Us| = 0 dans R de
caractéristique p (voir [Car85], page 74). Le (b) suit de (2.23) et de la décomposition en produit
direct du lemme 2.7.1.(b) aussi.
Intéressons nous au (c) : on utilise la décomposition en produit direct Uw = U ′Us. On a alors
gwTs =
∑
u∈Us
∑
u′∈Us
1PJw−1U ′u′su =
∑
u∈Us
1PJw−1U ′su +
∑
u∈Us
∑
u′ 6=1
1PJw−1U ′u′su.
Par le lemme 2.7.1.(c) et |Us| = 0 dans R, le premier terme vaut 0 et le second∑
u′∈Usr{1}
1PJw−1Uw = −gw.
Le lemme en découle. 
Les actions précédemment étudiées dans
(
IndGB 1
)B sont compatibles à celles du quotient (StJR)B.
Proposition 2.7.3 Supposons R de caractéristique p. Tout sous-HR(G,B)-module non nul de
(
StJR
)B
contient l’élément gzJ de StJR, où zJ désigne l’élément de longueur maximale 15 de W J .
Preuve :
Soit E un sous-HR(G,B)-module non nul de (StJR)B. Par la proposition 2.6.2, E contient un élément
non nul h =
∑
w∈WJpr
αw(h)gw avec αw(h) ∈ R. On commence par rappeler la définition de l’ordre <J
introduit dans [GK09] : on note w <J w′ s’il existe s1, . . . , sr dans S tels que w(i) = (si . . . s1w)J
vérifie l(w(i)) > l(w(i−1)) pour tout 1 ≤ i ≤ r et w(r) = w′. On fixe une énumération w1, w2, . . . des
éléments de W Jpr vérifiant wj <J wi ⇒ i < j : en particulier, on a w1 = zJ . On veut montrer qu’il
existe h ∈ E non nul tel que
t(h) := min {i ≥ 1 | ∀j > i, αwj (h) = 0}
soit égal à 1, c’est-à-dire gzJ ∈ E. Supposons le contraire et donc on a
t := min {t(h) | h ∈ E r {0}} ≥ 2.
Par [GK09], Lemma 1.5, il existe w′ ∈ W Jpr et s ∈ S tel que wt <J w′, l((swt)J) < l(wt) et
l(w′) ≤ l((sw′)J). Par définition de <J , il existe s1, . . . , sr dans S tels que w(i) = (si . . . s1wt)J
vérifie l(w(i)) > l(w(i−1)) pour tout 1 ≤ i ≤ r et w(r) = w′.
Soit h ∈ E r {0} avec t(h) = t. Commençons par remarquer que, grâce au lemme 2.7.2, on a
αw(r)(hTs) = 0. On peut donc considérer h ∈ E r {0} avec t(h) = t et tel que k(h) ≥ 0 est minimal,
égal à k, où k(h) est l’entier minimal de [0, r] défini par αw(k(h))(h) = 0. Si on a k(h) = 0, alors αwt(h)
est nul, ce qui est contradictoire. On suppose ainsi k > 0, et on va le faire diminuer : considérons
h′ = hTsk , et observons
αw(k−1)(h
′) = −αw(k)(h) = 0, αw(k)(h′) = αw(k−1)(h) 6= 0.
Ceci nous assure h′ 6= 0 et k(h′) < k. Cela contredit la minimalité de k et donc l’hypothèse initiale :
on vient donc de montrer l’existence de h ∈ E r {0} avec t(h) = 1. C’est le résultat voulu. 
15. un élément de longueur maximale est aussi maximal pour <J par [GK09], Lemma 1.4.(d) ; l’existence d’un
unique élément <J -maximal est ensuite donnée par [GK09], Lemma 1.4.(e)
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2.8 Paramètres de Hecke-Satake et preuve du théorème 2.3.1
Soit R un corps de caractéristique p. On commence par étudier le K-socle d’une représentation
de Steinberg généralisée.
Proposition 2.8.1 Soient R un corps de caractéristique p et J ⊆ ∆. Le K-socle de la Steinberg
généralisée StJR est irréductible.
Preuve :
Soit V une sous-K-représentation irréductible de StJR. L’injection de la proposition 2.6.2 nous
permet de voir V U∩K comme un sous-espace de(
StJR
)I(1)
=
(
StJR
)I ' (StJR)B
(voir début de preuve du corollaire 2.5.10) ; de cette manière, V U∩K = V B∩K est une droite stable par
l’action de HR(G,B). Or, par la proposition 2.7.3, tout sous-HR(G,B)-module non nul de
(
StJR
)B
contient l’image gJ de l’élément gJ := 1PJzJB ∈ IndGPJ 1 dans StJR. Ainsi V est généré par gJ en
tant que K-représentation, et le K-socle de StJR est irréductible. 
Soit V une K-représentation irréductible. On va noter HR(G,K, V ) l’algèbre de Hecke-Satake
EndG(ind
G
K V ). Les éléments de HR(G,K, V ) sont des opérateurs à support fini parmi les doubles
classes K\G/K, donc on va fixer un système de représentants dominants dans A (au sens qu’ils
contractent B) que l’on notera Σ+.
La transformée de Satake (voir [HV11], paragraphe 7.3) est un isomorphisme de R-algèbres
S : HR(G,K, V ) ∼−→ H+R
(
A,A ∩K,VU∩K
)
(2.25)
où H+R
(
A,A∩K,VU∩K
)
désigne la sous-algèbre de engendrée par les opérateurs portés par la classe
z(A ∩K) pour z ∈ Σ+ quand ils existent.
Soit J un sous-ensemble de ∆. On va particulièrement s’intéresser au cas où V est VJ , l’unique
K-représentation irréductible MJ -coréguliere 16 telle que l’action de MJ sur la droite (VJ)NJ∩K est
triviale (par la Proposition 3.11 de [HV12]). Dans ce cas-là, en particulier, VU∩K est la représentation
triviale 1 de A ∩K et toute classe z(A ∩K) pour z ∈ Σ+ porte un unique opérateur de Hecke τz
de H+R
(
A,A∩K,VU∩K
)
, envoyant z sur idVU∩K (voir [HV11], paragraphe 7.3) ; et ils en constituent
une base en tant que R-espace vectoriel. De plus, l’algèbre H+R
(
A,A ∩K,1) est alors commutative
et de type fini sur R (voir paragraphe 7.2 de [HV11]). On en déduit alors que HR(G,K, VJ) est aussi
commutative et de type fini par l’isomorphisme de Satake (2.25).
Soit pi une G-représentation admissible à coefficients dans R. Alors, comme K(1) est un pro-p-
groupe ouvert, le sous-espace des K(1)-invariants piK(1) est non nul et de dimension finie sur R. Il
possède donc une sous-K-représentation irréductible V . En particulier, HomK(V, pi) est non trivial
et de dimension finie. De plus, c’est un module à droite sur l’algèbre HR(G,K, V ).
On suppose à présent que V est un VJ pour un certain sous-ensemble J de ∆, et que R est algé-
briquement clos. Alors HR(G,K, VJ) étant commutative, elle possède un sous-espace propre associé
à un caractère χ : HR(G,K, VJ) → R dans son action sur HomK(VJ , pi). Dit autrement, on a un
morphisme non nul de G-représentations
indGK VJ ⊗H,χ R→ pi.
On tâche de déterminer les caractéristiques d’un tel caractère χ lorsque pi est StJR. Pour être précis,
notons χ(A) la composée
H+R
(
A,A ∩K, (VJ)U∩K
) S−1−−→∼ HR(G,K, VJ) χ−→ R;
16. cela veut dire que le stabilisateur dans K de la représentation associée à V U
−∩K
J est inclus dans (P
−
J ∩K)K(1)
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c’est χ(A) que l’on va expliciter.
Proposition 2.8.2 Soit R un corps algébriquement clos de caractéristique p. Soit J un sous-
ensemble de ∆.
(i) Le K-socle de StJR s’identifie à VJ .
(ii) Il existe un morphisme non nul de G-représentations
indGK VJ ⊗H,χ R→ StJR
si et seulement si χ(A) est le caractère envoyant τz sur 1 pour tout z ∈ Σ+.
Remarque : En particulier, StJR n’est pas supersingulier au sens de [HV12].
Preuve :
On note H = HR(G,K, VJ) et HM = HR(MJ ,MJ ∩K,1). Soient χ : H → R et χM : HM → R les
caractères d’algèbres associés à χ(A), caractère envoyant tout τz sur 1 (pour z ∈ Σ+). Par [HV12],
Theorem 1.2, parce que VJ est MJ -corégulière et que (VJ)NJ∩K est la (MJ ∩ K)-représentation
triviale, on a un morphisme surjectif de G-représentations
indGK VJ ⊗χ R ∼−→ IndGPJ
(
indMJMJ∩K 1⊗χM R
)
 IndGPJ 1. (2.26)
On en déduit 17 l’existence d’un morphisme surjectif (en particulier non nul) de G-représentations
indGK VJ ⊗χR→ StJR. Il s’ensuit que VJ génère StJR en tant que G-représentation. Parce que StJR
est de K-socle irréductible, VJ est l’unique K-représentation irréductible contenue dans StJR. Cela
prouve (i) et le sens indirect de (ii).
Prouvons maintenant la seconde implication de (ii). Comme K ∩ PJ\K → PJ\G est un homéomor-
phisme, on a par réciprocité de Frobenius
HomK(VJ , Ind
G
PJ
1) = HomK∩PJ (VJ ,1)
et donc, puisque l’on a (VJ)NJ∩K = 1, on déduit
HomK(VJ , Ind
G
PJ
1) = HomK∩MJ (1,1).
Ce dernier espace est donc un R-espace vectoriel de dimension 1. Le morphisme surjectif IndGPJ 1
StJR de G-représentations induit le morphisme
ψ : HomK
(
VJ , Ind
G
PJ
1
)→ HomK(VJ , StJR)
deR-espaces vectoriels. On vient de voir que HomK
(
VJ , Ind
G
PJ
1
)
est de dimension 1, et HomK
(
VJ , StJR
)
est aussi de dimension 1 par (i) et lemme de Schur. De ce fait, ψ est un isomorphisme si et seulement
si il est non nul. Or le fait que (2.26) induise indGK VJ ⊗χ R  StJR implique la non nullité de ψ :
ψ est un isomorphisme.
Après application de la réciprocité de Frobenius, on a un isomorphisme
HomG
(
indGK VJ , Ind
G
PJ
1
) ∼−→ HomG(indGK VJ ,StJR)
de R-espaces vectoriels. Ce dernier est HR(G,K, VJ)-équivariant car ψ est juste induit par la projec-
tion définissant StJR. De ce fait, toute flèche non nulle indGK VJ ⊗H,χ R→ StJR pour un certain χ
se factorise à travers indGK VJ ⊗H,χR→ IndGPJ 1. Et par le diagramme (4) de [HV12], l’isomorphisme
de réciprocité de Frobenius
HomG
(
indGK VJ , Ind
G
PJ
1
) ∼−→ HomMJ (indMJMJ∩K 1,1)
17. jusqu’à présent, hormis dans l’introduction, on a défini StJR à partir des C∞(PJ\G,R). Remarquons que la dé-
finition peut se faire de manière équivalente à partir d’induites paraboliques : l’application R-linéaire C∞(PJ\G,R)→
IndGPJ 1 est un isomorphisme car la projection canonique G→ PJ\G possède une section continue
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est HR(G,K, VJ)-équivariant, où l’action au but se fait à travers la transformée de Satake partielle
SMJG : HR(G,K, VJ) ↪→ HR(MJ ,MJ ∩ K,1). Il s’agit donc de déterminer les valeurs propres de
Hecke possibles pour l’action de HR(MJ ,MJ ∩ K,1) sur HomMJ
(
indMJMJ∩K 1,1
)
. Cet espace est
unidimensionnel puisqu’il est isomorphe à
HomMJ∩K(1,1) = HomA∩K(1,1) = HomA(ind
A
A∩K 1,1),
et c’est à travers ce dernier que l’action de HR(A,A ∩K,1) se lit naturellement. On conclut donc
qu’elle se fait à travers le caractère χ(A) envoyant chaque τz sur 1, d’où l’implication qu’il restait à
prouver pour (ii). 
On exhibe de la preuve précédente le fait plus précis suivant, qui va facilement impliquer le
théorème 2.3.1.
Corollaire 2.8.3 Soient R un corps algébriquement clos de caractéristique p et J un sous-ensemble
de ∆. Le K-socle VJ de StJR l’engendre en tant que G-représentation.
On a alors l’irréductibilité de StJR dans le cas R algébriquement clos de caractéristique p comme
suit. Soit pi ⊆ StJR une sous-représentation non nulle. Alors pi contient une sous-K-représentation
irréductible qui, par l’argument précédent, est donc VJ . Mais on sait que VJ génère StJR ; donc on a
pi = StJR et l’irréductibilité voulue. Le théorème 2.3.1 en découle par le corollaire 2.5.10 et le lemme
2.11.1 tout à fait général.
2.9 Induites paraboliques de Steinberg généralisées
Commençons par un mot sur la preuve du corollaire 2.3.2, notamment sur le fait que deux
J, J ′ ⊆ ∆ distincts engendrent des StJR et StJ ′R non isomorphes. Cela suit immédiatement de ce
que l’on vient de faire puisque l’on a alors VJ 6= VJ ′ .
Définissons la filtration suivante sur IndGPJ 1 :
Fili =
{∑
J ′⊇J, |J ′rJ |≥i Ind
G
PJ′ 1 pour 0 ≤ i ≤ |∆r J |,
0 pour i > |∆r J |.
Et montrons que c’est la filtration par les cosocles de IndGPJ 1, c’est-à-dire la filtration descendante
définie par Fil0 = IndGPJ 1 et Fil
i est telle que gri−1 := Fili−1/Fili est le cosocle de Fili−1 pour i ≥ 1.
On a le diagramme commutatif suivant, pour i ≥ 0 et J ′ ⊇ J avec |J ′ r J | = i (en particulier
i ≤ |∆r J |) : ∑
J ′′)J ′ Ind
G
PJ′′ 1
//
 _

IndGPJ′
//
 _

StJ ′R //

0
0 // Fili+1 // Fili // gri // 0
.
Si la flèche StJ ′R → gri était triviale, cela voudrait dire que l’image de IndGPJ′ 1 ↪→ Fil
i serait
incluse dans Fili+1, ce qui serait absurde par le lemme 2.9.1 ultérieur. De ce fait, et parce que l’on
a StJ1R  StJ2R pour J1 6= J2, on a une injection⊕
J ′⊇J, |J ′rJ |=i
StJ ′R ↪→ gri.
74
Pour voir que c’est bien le cosocle de Fili, comme on connaît les composantes de Jordan-Hölder
de IndGPJ 1 (ce sont les StJ ′R pour J
′ ⊇ J , avec 18 multiplicité 1), il suffit de voir que toute flèche
IndGPJ′ 1→ StJ ′′R est triviale dès que l’on a J ′′ ) J ′ ou J ′′ + J ′. Le second cas est clair et on veut
montrer que tout morphisme f : IndGPJ′ 1 → StJ ′′R de G-représentations est trivial si J ′′ ) J ′. Si
ce n’était pas le cas, f serait surjectif par irréductibilité de StJ ′′R, de noyau contenant StJ ′R. Mais
comme VJ ′ ⊆ (StJ ′R)|K génère IndGPJ′ 1 par (2.26), toute injection StJ ′R ↪→ Ind
G
PJ′ 1 se doit d’être
un isomorphisme. C’est absurde, donc f est nul et StJ ′R est bien le plus gros quotient semi-simple
de IndGPJ′ 1. Il en résulte que (Fil
i)i est bien la filtration par les cosocles comme annoncé.
Lemme 2.9.1 Soient J ⊆ ∆ un ensemble, i ∈ [0, |∆r J |] un entier et J ′ ⊇ J un sous-ensemble de
∆ avec |J ′ r J | = i. Alors l’image de IndGPJ′ 1 ↪→ Fil
i n’est pas incluse dans Fili+1.
Preuve :
Le cas i = 0 résulte de ce que StJR est non triviale. On suppose donc à présent i ≥ 1.
Supposons par l’absurde que IndGPJ′ 1 est incluse dans Fil
i+j pour un j ≥ 1 maximal, c’est-à-dire
avec IndGPJ′ 1 * Fil
i+j+1 (un tel j existe bien puisque la filtration devient nulle au bout d’un certain
rang). On commence par établir
IndGPJ′ 1 =
(
IndGPJ′ 1 ∩ Fil
i+j+1
)
+
∑
J ′′)J ′
IndGPJ′′ 1. (2.27)
Soit f un élément de IndGPJ′ 1
/((
IndGPJ′ 1 ∩ Fil
i+j+1
)
+
∑
J ′′)J ′ Ind
G
PJ′′ 1
)
, que l’on voit dans F =
Fili+j
/((
IndGPJ′ 1∩Fil
i+j+1
)
+
∑
J ′′)J ′ Ind
G
PJ′′ 1
)
. Alors f s’écrit
∑
J ′′ fJ ′′ où les J
′′ parcourent les
J ′′ ⊇ J avec |J ′′rJ | ≥ i+j, J ′′ + J ′ et fJ ′′ appartient à l’image de IndGPJ′′ 1 dans F . On prend ensuite
un α ∈ J ′ r J (cet ensemble est non vide car i est non nul) et s ∈ WJ ′ la réflexion correspondante.
Parce que l’on a J ′ * J ′′, et que l’on a quotienté par IndGPJ′ 1∩Fil
i+j+1, l’écriture f =
∑
fJ ′′ est en
fait invariante à gauche par s. En effectuant de même pour toute racine de J ′rJ , on voit que chaque
fJ ′′ est en fait nulle dans F (car j ≥ 1), ce qui donne la nullité de f . Et donc (2.27) comme annoncé :
mais cela implique que l’on a une surjection naturelle IndGPJ′ 1 ∩ Fil
i+j+1  StJ ′R. De ce fait, ou
bien il existe un J ′′ ) J ′ avec IndGPJ′′ 1 * Fil
i+j+1, ce qui est exclu par l’inclusion IndGPJ′ 1 ⊆ Fil
i+j .
Ou bien IndGPJ′ 1 ∩ Fil
i+j+1 est tout IndGPJ′ 1, c’est-à-dire que Ind
G
PJ′ 1 est inclus dans Fil
i+j+1, ce
qui contredit la maximalité de j ≥ 1. Toutes les possibilités amènent à des contradictions : le lemme
est prouvé. 
Corollaire 2.9.2 Soient J ′ ⊆ J des sous-ensembles de ∆. Alors la représentation 19 IndGPJ (StMJJ ′ R)
est de longueur finie, de constituants de Jordan-Hölder les StJ ′′R avec J ′′ ⊆ ∆ vérifiant J ∩J ′′ = J ′,
chacun apparaissant avec multiplicité 1.
Preuve :
Commençons tout d’abord par remarquer que, puisque l’on a J ′ ⊆ J , la condition J ∩ J ′′ = J ′ est
équivalente à J ′′ ⊇ J ′ et J r J ′ ⊆ ∆r J ′′. C’est sous cette seconde forme que nous allons l’utiliser
au cours du raisonnement qui suit.
Prouvons-le par récurrence descendante sur J ′ ⊆ J . L’étape d’initiation J ′ = J est juste le co-
rollaire 2.3.2. Soit J ′ 6= J et supposons le résultat vrai pour tout parabolique J0 ⊆ J contenant
18. ce sont les telles représentations de Steinberg comme on peut le voir par récurrence descendante sur |J | à partir de
la définition des StJ′R. La décomposition G =
∐
w∈WJ PJw
−1B fait que les restrictions respectives de C∞(PJ\G,R)
et StJR à B possèdent des filtrations telles que
⊕
i gr
i sont respectivement égales à
⊕
w∈WJ C
∞(PJ\PJw−1B,R)
et
⊕
w∈WJpr C
∞(PJ\PJw−1B,R). Comme on a de plus W J = ∐J′⊇JW J′pr , les StJ′R apparaissent avec multiplicité 1
comme voulu
19. où on note StMJJ′ R une représentation de Steinberg généralisée du groupe réductif MJ
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strictement J ′. Par définition de la représentation de Steinberg généralisée, on a une suite exacte de
MJ -représentations
0→ Ker→ IndMJPJ′ 1→ St
MJ
J ′ R→ 0, (2.28)
où Ker est par là-même définie et a constituants de Jordan-Hölder les StJ01 pour J ′ ( J0 ⊆ J par
le corollaire 2.3.2. Appliquons le foncteur exact IndGPJ (voir [Vig12], Proposition 1.1) à (2.28) pour
obtenir :
0→ IndGPJ (Ker)→ IndGPJ
(
IndMJPJ′
1
)→ IndGPJ (StMJJ ′ R)→ 0.
Comme on a
MJ/(MJ ∩ PJ ′) ∼−→MJB/(MJ ∩ PJ ′)B = PJ/(MJ ∩ PJ ′)B = PJ/PJ ′
par décomposition de Levi, le terme central est IndGPJ′ 1, de constituants de Jordan-Hölder les StJ ′′R
avec J ′′ ⊇ J ′ par le corollaire 2.3.2. Par hypothèse de récurrence, les constituants de IndGPJ (Ker)
sont les StJ ′′R avec J ′′ ⊆ ∆ vérifiant J ′′ ⊇ J0 et J r J0 ⊆ ∆r J ′′ pour un certain J ′ ( J0 ⊆ J .
Mais alors, soit J ′′ tel que StJ ′′R est un constituant de Jordan-Hölder de IndGPJ (St
MJ
J ′ R). On a
J ′′ ) J ′, et aussi, J r J ′ ⊆ ∆ r J ′′. En effet, supposons cette seconde inclusion fausse, c’est-à-dire
J ′′ ∩ (J r J ′) 6= ∅ : on considère J0 ⊆ ∆ avec
J0 := J
′ ∪ (J ′′ ∩ (J r J ′)) ) J ′
et on a J0 ⊆ J ′′, J r J0 ⊆ ∆ r J ′′, donc StJ ′′R apparaît déjà dans IndGPJ (Ker) par l’assertion de
multiplicité 1 dans le corollaire 2.3.2. C’est absurde. Enfin, la décomposition disjointe (qu’il est plus
facile de voir avec la condition équivalente J ∩ J ′′ = J ′ dans le terme de droite)
{J ′′ ⊇ J ′} =
∐
J0⊇J ′
{J ′′ ⊇ J0 | J r J0 ⊆ ∆r J ′′}
nous permet de dire que ce sont les seuls constituants qui interviennent. La récurrence est terminée.

2.10 Appendice : de la liberté de C∞(X,Z)
Parce qu’on se sert constamment du fait suivant, on se permet de rappeler sa preuve probablement
bien connue.
Pour X un espace topologique, on note U la famille des recouvrements de X par un nombre fini
d’ouverts disjoints. On remarque que U un ensemble ordonné par U ≤ V si pour tout A ∈ U il existe
des Bi ∈ V vérifiant A =
⋃
Bi.
Lemme 2.10.1 Soit X un espace topologique compact et totalement discontinu. Supposons que U
possède un sous-ensemble V dénombrable et cofinal. Alors l’espace C∞(X,Z) des fonctions localement
constantes sur X à valeurs dans Z est un Z-module libre.
Remarque : Par changement de base Z→ R, si R est un anneau commutatif unitaire, C∞(X,R) est
alors aussi un R-module libre.
Preuve :
Que C∞(X,Z) est un Z-module est évident ; il s’agit de voir qu’il est libre. Soit f un élément de
C∞(X,Z). Pour tout x ∈ X, on fixe un ouvert Vx contenant x tel que f est constant sur Vx. Le
compact X est alors recouvert par les Vx pour x parcourant X. Par compacité, on peut en extraire
un recouvrement fini X =
⋃
Xi par des ouverts Xi sur lesquels f est constant. Si Xi et Xj sont non
disjoints, on peut les remplacer par Xi∩Xj , XirXi∩Xj et XjrXi∩Xj , qui sont trois ouverts deux
à deux disjoints d’union Xi ∪Xj . En répétant le procédé, on peut supposer que l’union X =
⋃
Xi
est une union finie disjointe.
76
On note que U est filtrant puisque si U, V ∈ U , on peut, à partir du procédé précédent appliqué à
U ∪ V , obtenir un recouvrement W vérifiant U ≤W et V ≤W . Pour tout U = {Xi} élément de U ,
on note C(U)(X,Z) le sous-Z-module de C∞(X,Z) constitué des fonctions constantes sur chaque Xi.
On vient de voir que tout élément de C∞(X,Z) vit dans un C(U)(X,Z) pour un U ∈ U convenable.
Et si on considère les flèches d’inclusion C(U)(X,Z) → C(V )(X,Z) pour U ≤ V , on obtient un
système inductif et on écrit C∞(X,Z) comme limite inductive de modules libres :
C∞(X,Z) = lim−→
U∈U
C(U)(X,Z) ' lim−→
U∈U
Z|U |.
On se sert de l’hypothèse sur U et on peut numéroter un sous-ensemble cofinal V de U (quitte
à enlever des éléments du V de l’énoncé) V = {Vn | n ∈ N} en respectant l’ordre : on demande
Vi ≤ Vj ⇒ i ≤ j. On réécrit alors
C∞(X,Z) = lim−→
V ∈V
C(V )(X,Z) = lim−→
n
∑
k≤n
C(Vk)(X,Z).
On construit par récurrence sur n ∈ N une base de Cn :=
∑
k≤nC(Vk)(X,Z). L’étape d’initiation
n = 0 consiste simplement à choisir une base (b0, . . . , bi0) du Z-module libre C(V0)(X,Z). Supposons
que l’on a construit une base (b0, . . . , bin) de Cn. Parce que Cn ∩C(Vn+1)(X,Z) est un C(V ′n+1)(X,Z)
pour un certain V ′n+1 ≤ Vn+1 (V ′n+1 non nécessairement dans V), C(Vn+1)(X,Z)/
(
Cn∩C(Vn+1)(X,Z)
)
est sans torsion. Alors Cn est un facteur direct du Z-module libre Cn+1. On peut alors compléter
(b0, . . . , bin) en une base (b0, . . . , bin+1) de Cn+1. La récurrence est alors prouvée et le résultat suit.

2.11 Appendice : de la non nécessité de R algébriquement clos
Soient R un corps et Ral une clôture algébrique fixée de R. Soit G un groupe topologique. On se
restreint à la catégorie des représentations lisses de G à coefficients dans R (respectivement Ral).
Lemme 2.11.1 Soit pi une représentation de G définie sur R. Supposons que pi ⊗R Ral soit une
représentation irréductible. Alors pi est irréductible.
Preuve :
Toute suite exacte courte
0→ ρ→ pi → pi/ρ→ 0
induit la suite exacte courte
0→ ρ⊗Ral → pi ⊗Ral → pi/ρ⊗Ral → 0
dont on sait que l’un des termes extrémaux est trivial. 
2.12 Appendice : sur l’ordre <J
On rappelle la définition de <J : pour w,w′ ∈ W J , on note w <J w′ s’il existe s1, . . . , sr ∈ S
tels que w(i) = (sisi−1 · · · s1w)J vérifie l(w(i)) > l(w(i−1)) pour tout 1 ≤ i ≤ r et w(r) = w′.
On établit la caractérisation suivante de <J , qui dit en particulier que <J est un raffinement de la
restriction à W J de l’ordre fort dans un groupe de Coxeter fini.
Proposition 2.12.1 Soient w,w′ ∈ W J . On a w <J w′ si et seulement si il existe s1, . . . , sr ∈ S
tels que w(i) = si · · · s1w soit un élément deW J de longueur l(w)+i pour tout 1 ≤ i ≤ r et w(r) = w′.
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Remarque : Le cas r = 1 est déjà présent dans [GK09], Lemma 1.4.(b).
Preuve :
Le sens (⇐) est immédiat puisque w ∈ W J implique wJ = w. Supposons donc w <J w′ et prenons
s1, . . . , sr comme dans la définition de <J . Prouvons d’abord s1w ∈W J avec l(s1w) = l(w) + 1. On
a
l(w) < l((s1w)
J) ≤ l(s1w) ≤ l(w) + 1,
où la première inégalité suite de la définition de <J et la deuxième de celle de W J . Mais alors, on
a l((s1w)J) = l(s1w) = l(w) + 1. Cela dit en particulier que s1w est de longueur minimale dans
s1wWJ et on a (s1w)J = s1w ∈W J . Par une récurrence immédiate, w(i) = si · · · s1w est un élément
de W J de longueur l(w) + i pour tout 1 ≤ i ≤ r. Le résultat est prouvé. 
2.13 Appendice : de l’irréductibilité de la Steinberg généralisée dans
le cas fini
Soit R un corps algébriquement clos de caractéristique p. Le travail effectué nous permet de
découvrir ou redécouvrir quelques résultats sur les Steinberg généralisées pour un groupe réductif
fini G.
Proposition 2.13.1 La plus grande sous-G-représentation irréductible de StJR est VJ .
Remarque : En particulier, si StJR est irréductible, alors on a VJ = StJR.
Preuve :
On a une inclusion StJR ⊆ StJR, et on sait que le K-socle de StJR est irréductible, égal à VJ :
VJ est donc aussi le K-socle de StJR. Comme K(1) agit trivialement sur VJ ⊆ StJR et StJR, le
résultat se traduit en termes de G-représentations. 
Proposition 2.13.2 Supposons Φred irréductible et J /∈ {∅,∆}. Alors StJR n’est pas irréductible.
Remarque : St∆R = 1 est bien sûr irréductible ; quant à la Steinberg St∅R, en utilisant [CE04],
Theorem 6.10, Theorem 6.12 et Definition 6.13, on voit qu’elle est aussi irréductible.
Preuve :
Par [CE04], Theorem 6.12, si V est une G-représentation irréductible alors son espace de U -invariants
est de dimension 1. De ce fait, si V est une représentation avec dim V U ≥ 2, alors V n’est
pas irréductible. Par les propositions 2.5.8 et 2.6.2, et le début de la preuve du corollaire 2.5.10,
(StJR)
U = (StJR)
B est un R-espace vectoriel de dimension |W Jpr|. Il s’agit d’examiner la cardinalité
de W Jpr et le résultat suit par le lemme 2.13.3. 
Lemme 2.13.3 Supposons Φred irréductible. Alors on a |W Jpr| ≥ 1, avec égalité si et seulement si J
est ∅ ou ∆.
Preuve :
Rappelons la définition suivante de W Jpr :
W Jpr = {w ∈W | ∀α ∈ J, l(wsα) > l(w) ; ∀β ∈ ∆r J, l(wsβ) < l(w)}.
Notons w∆rJ l’élément le plus long de W∆rJ . C’est un élément de W Jpr, et de ce fait on a la
minoration voulue. Il reste à déterminer le cas d’égalité. D’abord, on remarque W∅pr = {w∆} et
W∆pr = {1}, de sorte qu’on veut maintenant montrer que si J n’est pas ∅ ou ∆, alors W Jpr contient
un autre élément que w∆rJ .
Supposons J 6= ∅,∆. On cherche un élément w ∈WJ r {1} vérifiant l(ww∆rJsα) > l(ww∆rJ) pour
tout α ∈ J . Parce que Φred est irréductible, on peut choisir β ∈ J tel que (∆r J) ∪ {β} engendre
un sous-système de Φred avec au plus autant de composantes irréductibles que celui engendré par
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∆r J . Montrons que sβ est l’élément w ∈W J r {1} cherché.
En effet, remarquons d’abord que l’on a
l(w∆rJ) = l(sβw∆rJsα) < l(sβw∆rJ)
pour tout α ∈ ∆ r J . Ensuite, supposons qu’il existe un élément γ ∈ J avec l(sβw∆rJsγ) <
l(sβw∆rJ), alors cela veut dire que sβw∆rJ possède une écriture qui se termine par sγ , disons w′sγ
avec l(w′) = l(w∆rJ) et w′ ne se terminant pas par sγ . Maintenant on aWJw∆rJWJ = WJw′WJ , ce
qui force w′ = w∆rJ . Cela implique sγ = w∆rJsβw∆rJ ∈W(∆rJ)∪{β} et donc γ = β. Mais dans ce
cas-là, c’est que sβw∆rJ est l’élément le plus long de W(∆rJ)∪{β}. Mais on sait aussi que la longueur
de w(∆rJ)∪{β} est égale à |Φ+(∆rJ)∪{β}| ([Hum92], I.4.8), et on a alors
|Φ+(∆rJ)∪{β}| = |Φ+(∆rJ)|+ 1.
Il s’ensuit
Φ+(∆rJ)∪{β} = Φ
+
(∆rJ)
∐
{β}
et cela contredit le fait que Φ(∆rJ)∪{β} a moins (éventuellement le même nombre) de composantes
irréductibles que Φ∆rJ . C’est absurde, et le résultat est prouvé. 
Remarque : Marie-France Vignéras nous fait remarquer que l’élément zJ = w∆wJ ∈ W J de la
proposition 2.7.3 convient aussi en tant qu’élément distinct de w∆rJ dans W Jpr (voir aussi [GK09],
Lemma 1.4.(e)). En effet, il est de longueur maximale |Φ+| − |Φ+J | 6= |Φ+∆rJ | et est donc différent de
w∆rJ . Et sa longueur excède aussi celle de tout élément de W J
′ pour J ′ ) J et il est donc primitif.
2.14 Appendice : représentations de Steinberg généralisées pour le
groupe dérivé
Dans cette section uniquement, on distinguera le groupe réductif G défini sur F de ses F -points
G = G(F ). De même, B et P seront respectivement les F -points de B et P .
On note D(G) le groupe dérivé de G, c’est-à-dire le faisceau fppf des commutateurs de G. C’est un
groupe semi-simple (voir [Dem11a], Théorème 6.2.1.(iv)) et on notera D(G) pour son groupe des
F -points. Le but de ce paragraphe est de comparer les représentations de Steinberg généralisées pour
G et pour D(G).
Soient R un corps de caractéristique p et J ⊆ ∆. Pour les distinguer, on notera St(G)J R et St(D(G))J R
la représentation de Steinberg généralisée respectivement pour G et D(G), par rapport à J .
Proposition 2.14.1 La restriction de St(G)J R à D(G) est isomorphe à St
(D(G))
J R.
A partir de là, on peut déduire l’irréductibilité de St(D(G))J R en utilisant toute la machinerie de
ce papier pour D(G), y compris l’appendice 2.11.
Preuve de la proposition 2.14.1 :
Le groupe B ∩ D(G) est un parabolique minimal de D(G) (voir [Dem11a], Proposition 6.2.8.(ii)),
et on appelle standard un parabolique de D(G) contenant B ∩D(G). La flèche P 7→ P ∩D(G) est
une bijection entre l’ensemble des paraboliques standards de G et celui des paraboliques standards
de D(G). Soient P un parabolique standard de G et J ⊆ ∆ l’ensemble vérifiant P = P J . On veut
voir que l’injection P ∩D(G)\D(G) ↪→ P\G est une bijection. Pour cela, utilisons la décomposition
de Bruhat pour D(G) :
P ∩D(G)\D(G) =
∐
w∈WJ
P ∩D(G)\(P ∩D(G))w−1(B ∩D(G)),
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où on a relevé chaque w ∈W J en un élément de D(G). En notant que Uw = U ∩wU−w−1 est inclus
dans D(G), elle se réécrit encore
P ∩D(G)\D(G) =
∐
w∈WJ
P ∩D(G)\(P ∩D(G))w−1Uw. (2.29)
De même, pour G on écrit (en gardant les mêmes relèvements pour W J)
P\G =
∐
w∈WJ
P\Pw−1B =
∐
w∈WJ
P\Pw−1Uw (2.30)
La comparaison de (2.30) et de (2.29) nous donne que P ∩ D(G)\D(G) ↪→ P\G est surjective, et
donc bijective.
De ce fait, la restriction à D(G) de l’induite IndGP 1 est Ind
D(G)
P∩D(G) 1. Par définition (2.18), la res-
triction à D(G) de St(G)J R s’identifie à St
(D(G))
J R. 
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Chapitre 3
Des représentations modulo p de
GL(m,D), D algèbre à division sur un
corps local
3.1 Introduction
L’histoire de l’étude des représentations lisses modulo p de GL(m,D) commence avec Barthel-
Livné en 1994-95 avec le cas déployé D = F et m = 2 (voir [BL94], [BL95]). Récemment, Herzig a
généralisé cette méthode au cas D = F , m ≥ 2 quelconque ([Her11a]). On continue ici la classifica-
tion en abordant le cas non nécessairement déployé. C’est la première fois qu’un exemple de groupe
non quasi-déployé est traité. En effet, Abe a étendu le travail de Herzig au cas de tout groupe réductif
connexe déployé ([Abe11]), et Abdellatif au cas d’un groupe quasi-déployé de rang 1 ([Abd11]).
Soient G = GL(m,D) et P le parabolique standard de type (m1, . . . ,mr) avec
∑
imi = m. On
commence par établir un critère d’irréductibilité.
Avant de l’énoncer, rappelons brièvement la définition d’une représentation de Steinberg géné-
ralisée. Il existe un morphisme de groupes G detG→ F× qui coïncide avec la norme réduite Nrm pour
m = 1 (voir paragraphe 3.2.5). La représentation de Steinberg relativement à P est alors
StP1 :=
IndGP 1∑
P ′P Ind
G
P ′ 1
,
où P ′ parcourt l’ensemble des paraboliques contenant P ; on définit aussi, pour ρ : D× Nrm→ F× ρ
0
→F×p
un caractère lisse se factorisant par Nrm,
StPρ
0 := (ρ0 ◦ detG)⊗ StP1.
Les résultats que l’on obtient nécessitent l’hypothèse suivante :
(a) D est de degré d2 sur F avec d un nombre premier, ou égal à 1 ;
(b) ou m est inférieur ou égal à 3.
On la supposera donc satisfaite dans le reste de l’introduction. On espère que l’hypothèse est superflue
mais on ne sait pas l’enlever pour le moment.
Aussi, les résultats sont conditionnels à une conjecture (voir paragraphe 3.7) sur des valeurs de la
transformée de Satake que l’on sait être vraie sous l’hypothèse (b).
Théorème 3.1.1 Soit, pour tout 1 ≤ i ≤ r, σi une représentation irréductible admissible de
GL(mi, D) qui soit dans l’un des cas suivants :
(a) σi est supercuspidale 1 avec mi > 1 ;
1. une représentation est dite supercuspidale si elle n’est pas sous-quotient d’une induite parabolique propre d’une
représentation irréductible admissible
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(b) σi est une représentation de D× (i.e. mi = 1) avec dim σi > 1 ;
(c) σi ' StQiρ0i pour un parabolique standard Qi ≤ GL(mi, D) et un caractère ρi : D× Nrm−−−→
F×
ρ0i−→ F×p .
Supposons ρi 6= ρi+1 s’il y a deux blocs adjacents dans le cas (c). Alors IndGP (σ1 ⊗ · · · ⊗ σr) est
irréductible admissible.
Dans un second temps, on prouve le théorème de classification suivant.
Théorème 3.1.2 Soit pi une représentation irréductible admissible de G. Alors il existe un pa-
rabolique standard P de Levi
m∏
i=1
GL(mi, D) avec
∑
imi = m et des représentations irréductibles
admissibles σi de GL(mi, D) tels que l’on ait pi ' IndGP (σ1 ⊗ · · · ⊗ σr). De plus, pour tout i, on est
dans l’un des cas (a), (b) ou (c) du théorème 3.1.1. Aussi, s’il y a deux blocs adjacents dans le cas
(c), alors on a ρi 6= ρi+1.
Enfin, si IndGP (σ1 ⊗ · · · ⊗ σr) et IndGP ′(σ′1 ⊗ · · · ⊗ σ′r′) sont deux telles représentations irréductibles
admissibles isomorphes, alors on a r = r′, Mi = M ′i et σi = σ
′
i pour tout i.
En fait, comme dans [Her11a], on va effectuer le travail avec des blocs élémentaires qui seront
des représentations supersingulières et ce ne sera qu’à la fin qu’on saura qu’une représentation irré-
ductible admissible est supersingulière si et seulement si elle est supercuspidale.
On remarque enfin que tout ceci est compatible avec les calculs explicites de l’auteur sur le cas
GL(2, D) (voir chapitre 1).
3.2 Notations et généralités
Soient p un nombre premier et Fp une clôture algébrique fixée de Fp ; tout corps fini de caracté-
ristique p sera vu comme un sous-corps de Fp.
L’objet de cette section est de donner les notations et de présenter des faits généraux bien connus
sur la théorie des représentations ou bien sur GL(m,D).
3.2.1 Représentations et algèbres de Hecke
On pourra se reporter au paragraphe 2 de [BL94]. Dans tout ce qui suit, toute représentation
considérée sera lisse (et on oubliera souvent de le mentionner), à coefficients dans un anneau com-
mutatif R ; en pratique, dans la suite R sera Fp ou C. Soient G un groupe topologique et H ≤ G un
sous-groupe fermé. On notera indGH le foncteur d’induction compacte lisse et Ind
G
H celui d’induction
lisse. L’action sur une induite se fera par translation à droite, à savoir g.f : x 7→ f(xg). On suppose
H ouvert. Soit V une représentation de H. Pour tous g ∈ G et v ∈ V , on définit [g, v] comme étant
la fonction de indGH V à support dans Hg−1 et prenant pour valeur v en g−1. En particulier, si h est
un élément de H, on a [gh, v] = [g, hv] et g[1, v] = [g, v].
Pour toutes représentations V1 et V2 de H, on définit l’espace d’entrelacements
HR(G,H, V1, V2) := HomG
(
indGH V1, ind
G
H V2
)
.
On se permettra aussi de noter les algèbres de Hecke
HR(G,H, V ) := HR(G,H, V, V ), HR(G,H) := HR(G,H,1),
où 1 désigne la représentation triviale de H.
Lorsque H est ouvert dans G, par réciprocité de Frobenius, on a
HR(G,H, V1, V2) ' HomH(V1, indGH V2).
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Supposons que, pour tout g ∈ G, la double classe HgH est union finie de classes à gauche (ou à
droite), et que V1 et V2 sont finiment engendrées en tant que H-représentations. Alors on peut (voir
[HV11], section 2.2) exhiber l’isomorphisme
HomH(V1, ind
G
H V2) '
{
G
f−→ HomFp(V1, V2)
f(h2gh1) = h2f(g)h1
H\Supp f/H fini
}
(
v 7→ (g 7→ f(g)(v))) 7 → f
f 7→ (g 7→ (v1 7→ f(v1)(g))).
On va souvent assimiler les opérateurs de HR(G,H, V1, V2) à des fonctions sur G à travers cet
isomorphisme.
Pour tous V1, V2, V3 et tous f1 ∈ HR(G,H, V1, V2), f2 ∈ HR(G,H, V2, V3), on a la convolée f2 ∗ f1 ∈
HR(G,H, V1, V3) définie par
f2 ∗ f1 : g 7→
∑
x∈G/H
f2(x)f1(x
−1g). (3.1)
Aussi, quand on voit les opérateurs de HR(G,H, V ) comme fonctions sur G, la structure multipli-
cative est donnée par la convolution, qui est bien compatible à la multiplication par composition de
la première définition (voir [BL94], Proposition 5).
3.2.2 Des notations pour GL(m,D)
Soit F un corps local non archimédien localement compact à corps résiduel fini kF de caractéris-
tique p ; on notera OF son anneau de valuation, mF son idéal maximal et q = pf le cardinal de kF .
Soit D une algèbre à division de centre F : elle est de degré d2 sur F pour un certain entier d ≥ 1, et
d’invariant de Brauer aD/d avec aD un entier de [1, d[ premier à d. Alors D possède un sous-corps
commutatif maximal E tel que E/F est une extension non ramifiée de degré d, unique à conjugaison
dans D près (voir [Ser67], Appendix) ; on note OE son anneau d’entiers. On peut munir D d’une
valuation discrète vD ; on fixe une uniformisante $D de D (et on normalise à vD($D) = 1) de sorte
que $ := $dD est une uniformisante de F . On note OD l’anneau de valuation de D, mD = ($D)
son idéal maximal et kD = OD/mD son corps résiduel. On note x 7→ x l’application de réduction de
OD à kD. L’action de l’uniformisante sur le corps résiduel est $Dx$−1D = xq
aD pour tout x ∈ OD.
On remarque que kD est aussi le corps résiduel de E. Ainsi, on note [ ] l’application de Teichmüller
k×D → O×E , que l’on prolonge en kD → OE en envoyant 0 sur 0.
Pour plus de précisions on pourra aller voir le chapitre 17 de [Pie82] ou le chapitre 14 de [Rei75].
Soit m ≥ 1 un entier. Soient B le parabolique minimal de G := GL(m,D) composé des trian-
gulaires supérieures, A sa composante de Levi diagonale et U son radical unipotent, composé des
matrices unipotentes supérieures. On définit aussi B− = AU− le parabolique minimal opposé. De
manière générale, si P = MN désigne un parabolique de radical unipotent N , on note P− = MN−
le parabolique opposé. On dira que P est un parabolique standard s’il contient B et antistandard
s’il contient B−.
Soit T le centre Z(A) de A : c’est un tore F -déployé maximal (parmi les tores F -déployés) de
G. On associe à T le groupe de Weyl étendu We et le groupe de Weyl fini W . La paire (B, T )
fournit un système de racines positives, ainsi qu’un sous-ensemble ∆ de racines simples. On note
{sα | α ∈ ∆} = S∆, qui constitue un ensemble générateur de réflexions dans W . On dénote w0
l’élément le plus long de W pour la longueur définie par S∆.
Pour un parabolique standard P de composante de Levi M , le tore T définit un sous-ensemble de
racines simples ∆M ⊆ ∆. Lorsque l’on veut éviter d’alourdir les notations (et d’introduire le Levi
standard quand ce n’est pas nécessaire), on se permettra de noter ∆P au lieu de ∆M . On note WM
le sous-groupe de W engendré par ∆M .
On note respectivement X∗(T ) et X∗(T ) les groupes des caractères et cocaractères algébriques de
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T à valeurs dans F×. Ils sont en dualité par
〈 , 〉 : X∗(T )×X∗(T )→ Z.
On dit qu’un cocaractère est antidominant s’il appartient à l’ensemble
X∗(T )− := {x ∈ X∗(T ) | 〈x, α〉 ≤ 0 pour tout α ∈ ∆}.
Pour J ⊆ ∆, on dira que x ∈ X∗(T ) est antidominant hors de J si on a 〈x, α〉 ≤ 0 pour tout x /∈ J .
Les mêmes notions existent avec des inégalités strictes et on parlera de stricte antidominance par
exemple ; on notera X∗(T )−− le monoïde correspondant. Aussi, il y a la notion opposée de dominance
définie par 〈x, α〉 ≥ 0 pour tout α ∈ ∆.
Pour λ ∈ X∗(T )−, on définit Pλ comme étant le parabolique antistandard dont on va fixer le Levi
Mλ défini par le système de racines
∆λ := {α ∈ ∆ | 〈λ, α〉 = 0};
P−λ désignera son parabolique opposé.
SoientK := GL(m,OD) le compact maximal de G,K(1) son pro-p-radical égal à 1+$DMm(OD)
et G := K/K(1) ' GL(m, kD). Pour H un sous-groupe de G, H désignera le sous-groupe de G
correspondant :
H := (H ∩K)/(H ∩K(1));
par exemple B est le Borel de G composé des matrices triangulaires supérieures, et que l’on appellera
standard.
Aussi, on note K(h) = 1 +$hDMm(OD) pour h ≥ 1 ; et (h) désigne la réduction modulo K(h).
3.2.3 Des sous-groupes à un paramètre dans A
On note Λ := A/A ∩K ; c’est un groupe abélien libre de type fini de rang m. L’élévation à la
puissance d induit un isomorphisme Λ ∼−→ T/T ∩K, d’où on déduit l’isomorphisme de groupes
Λ
∼−→ T/T ∩K ∼−→ X∗(T )
x($) 7 → x . (3.2)
Notons AΛ le sous-groupe de A à coefficients diagonaux dans $ZD : c’est un système de représentants
de Λ dans A. La composition de la flèche précédente avec la projection de AΛ dans Λ induit alors
un isomorphisme de groupes
ιΛ : AΛ
∼−→ Λ ∼−→ T/T ∩K ∼−→ X∗(T ).
On remarque que toutes ces flèches sont W -équivariantes.
Pour un cocaractère x ∈ X∗(T ), on définit alors une application multiplicative x˜ : F× → A par
x˜($) = ι−1Λ (x), x˜|O×F = x|O×F .
En particulier, on remarque que cette définition fait de x 7→ x˜ un morphisme de groupes de
·˜ : X∗(T )→ Homgr (F×, A).
Enfin, on note A−Λ le sous-monoïde de AΛ constitué des éléments antidominants, c’est-à-dire dont
l’action par conjugaison contracte U−.
Soit P un parabolique standard de Levi M . On définit :
Z˜M = ι
−1
Λ (X∗(Z(M)) ≤ AΛ,
où X∗(Z(M)) désigne le sous-groupe de X∗(T ) des cocaractères à valeurs dans le centre Z(M) de
M .
Pour des cocaractères λ et µ, on note λ ≤ µ si µ−λ est somme de coracines positives. LorsqueM est
un Levi standard (c’est-à-dire contenant A), la paire (B ∩M,T ) définit la paire radicielle (ΦM ,Φ∨M )
avec l’ordre ≤M : on notera λ ≤M µ lorsqu’on peut prendre les coracines dans Φ∨M .
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3.2.4 Représentations irréductibles de GL(m, kD)
On va suivre l’exposition de [HV12]. D’ailleurs, on se reportera à [Cur70] et à [HV12] pour les
preuves.
On commence par remarquer que A est le groupe des kF -points du tore diagonal non kF -
déployé (ReskD/kFGm)
m : en d’autres termes, A est simplement constitué des matrices diagonales
de GL(m, kD). Soit χ : A → F×p un caractère de A. Pour α ∈ ∆, on définit le conjugué de χ sui-
vant : χα = χ(sα · s−1α ), où on confond sα ∈ W avec l’image dans K d’un relèvement dans K. On
remarquera que comme k×D est abélien, χ
α ne dépend pas du relèvement sα de α. On note alors
∆χ = {α ∈ ∆ | χα = χ} (3.3)
le sous-ensemble de ∆ caractérisant la régularité du caractère χ. On vérifie que notre définition de
∆χ est compatible avec celle de [HV11].
Lemme 3.2.1 Soit χ : A→ F×p un caractère. On a
∆χ =
{
α ∈ ∆ ∣∣ χ est trivial sur 〈Uα, U−α〉 ∩A}.
Preuve :
Notons χ = χ1 ⊗ · · · ⊗ χm où chaque χj est un caractère k×D → F
×
p . Soient α ∈ ∆ et i ∈ [1,m − 1]
l’entier tel que α est la racine entre i et i+ 1. Alors χα est le caractère χ1⊗ · · · ⊗χi−1⊗χi+1⊗χi⊗
χi+2 ⊗ · · · ⊗ χm, de sorte que α est dans ∆χ si et seulement si on a χi = χi+1.
Mais le groupe engendré par Uα et U−α est le sous-groupe de K des matrices diagonales par blocs de
type 1×· · ·×1×2×1×· · ·×1 valant 1 sur les blocs de taille 1 et étant une matrice de SL(2, kD) sur
le bloc de taille 2. De ce fait, 〈Uα, U−α〉∩A est constitué des matrices Diag(1, . . . , 1, x, x−1, 1, . . . , 1)
pour x ∈ k×D, les coefficients éventuellement non égaux à 1 étant en i et i+ 1. Alors χ est trivial sur
〈Uα, U−α〉 ∩A si et seulement si χi est égal à χi+1. Cela donne la compatibilité voulue. 
Soit V une G-représentation irréductible. Soit P = M N un parabolique standard de G. On
sait que V N est une M -représentation irréductible. En particulier, pour P = B, V U et un certain
sous-ensemble de ∆
V U
suffisent à déterminer V à isomorphisme près : c’est l’énoncé suivant.
Proposition 3.2.2
(i) Soit V une G-représentation irréductible. La droite V U est stabilisée par un parabolique stan-
dard P V associé à un sous-ensemble ∆V de ∆V U .
(ii) On a une bijection ensembliste :
ParB : V 7→
(
V U ,∆V
){
classes d’isomorphismes de
G-représentations irréductibles
}
∼−→
{
(χ,∆V ) χ : A→ F×p caractère,
∆V ⊆ ∆χ
}
.
Preuve : Voir [Cur70], Theorem 5.7, reformulé en [HV12], Theorem 3.7. 
On remarque, par la proposition 3.2.2.(i), que V N est de dimension 1 si et seulement si P est
inclus dans P V ; et en particulier, V est un caractère de G si et seulement si on a ∆V = ∆.
Enfin, il est intéressant de savoir que l’on a accès aux paramètres, au sens de la proposition 3.2.2.(ii)
de la représentation duale V ∗ = HomFp(Fp, V ).
Proposition 3.2.3 Soit V une représentation irréductible de G, de paramètres (χ,∆V ). Alors V ∗
est irréductible, et on a
Par
B
−(V ) =
(
w0(χ), w0(∆V )
)
, ParB(V
∗) =
(
w0(χ
−1),−w0(∆V )
)
.
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Preuve : Voir [HV12], Lemma 3.11 et Lemma 3.12. 
Un autre point de vue intéressant à ce sujet est celui de la Proposition 2.2 de [Her11a] et de la
Proposition II.3.10 de [Jan87] ; cependant on ne l’utilisera pas ici et on ne le décrira donc pas.
Comme toute représentation irréductible V de K est égale à son espace (non nul) d’invariants
par le pro-p-radical K(1), l’action de K sur V se factorise en fait par G = K/K(1). Réciproquement
toute représentation irréductible de G définit une représentation irréductible de K par inflation. De
ce fait, il n’y a pas lieu dans la suite de faire de distinction entre une G-représentation irréductible
et une K-représentation irréductible.
3.2.5 Les « déterminants » dans GL(m,D)
Lorsque D n’est pas commutatif (c’est-à-dire d > 1), il n’y a pas de déterminant canonique
GL(m,D) → D×. Cependant, on va tout de même présenter un morphisme de groupes detG :
GL(m,D)→ F× qu’on conviendra d’appeler déterminant.
Parce que E déploie D, on a le diagramme commutatif suivant entre algèbres de matrices, qui nous
permet de définir det0 :
Mm(D)⊗F E ∼ //Mmd(E)
det

Mm(D)
?
OO
det0 // E
.
L’isomorphisme de déploiement
ηD : Mm(D)⊗F E ∼−→Mmd(E)
n’est pas Gal(E/F )-équivariant mais on sait par application du théorème de Skolem-Noether que,
pour tout élément σ ∈ Gal(E/F ), il existe une matrice inversible cσ ∈ GL(md,E) telle que pour
tout x⊗ 1 ∈Mm(D)⊗F E, on a :
σ ◦ ηD(x⊗ 1) = cσ
(
ηD(x⊗ 1)
)
c−1σ .
En particulier, det0(x) est fixe par Gal(E/F ) pour tout x ∈Mm(D), et det0 est donc à valeurs dans
F . On définit alors la restriction de det0 à GL(m,D), detG : GL(m,D)→ F×, qui est un morphisme
de groupes. Pour m = 1, detG devient le morphisme de groupes Nrm : D× → F× appelé norme
réduite.
On remarquera que si A ∈ GL(m,D) est une matrice triangulaire supérieure par blocs de blocs
diagonaux (A1, . . . , Ar) ∈
r∏
i=1
GL(mi, D) avec
∑
imi = m, alors on a
detG(A) =
r∏
i=1
detGL(mi,D)(Ai);
en particulier, pour des blocs de dimension 1, on obtient
detG(A) = Nrm(A1) · · ·Nrm(Am). (3.4)
Pour plus de détails, on pourra se reporter au §12 no3 de [Bou58], au §4 de [Bou58], ainsi qu’au
paragraphe 16 de [Pie82].
Un autre morphisme dérivé du déterminant va aussi entrer en jeu lorsque l’on s’intéressera aux
représentations de GL(m,OD). Il s’agit de la composée
det : GL(m,OD)→ GL(m, kD) det−−→ k×D,
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où la première application est la projection canonique K → K/K(1), qui correspond concrètement
à la réduction modulo ($D) coefficient par coefficient.
On fait la remarque que si on note NkD/kF la norme de l’extension galoisienne kD/kF , alors on peut
vérifier la compatibilité que résume le diagramme commutatif suivant :
GL(m,OD)
detG

det // k×D
NkD/kF

O×F · // k×F
.
Elle sera prouvée et exploitée dans la preuve de la proposition 3.17.1.
3.3 Transformée de Satake, isomorphisme de comparaison
L’objet de cette section est de rappeler des faits établis dans d’autres références récentes sur
la transformée de Satake et la comparaison entre induite parabolique et induite compacte. Dans
un dernier paragraphe, on établira quelques résultats élémentaires sur la transformée de Satake de
certains opérateurs de Hecke.
3.3.1 Transformation de Satake
On se contente ici de rappeler les résultats utiles de [HV11] et de [HV12]. Soient P un sous-groupe
parabolique 2 de G, M un sous-groupe de Levi de P et N son radical unipotent.
Soit V une représentation irréductible de G, inflatée à K. Lorsque l’on prend P = B minimal,
l’espace V U∩K est de dimension 1 et A ∩K agit dessus à travers un caractère χ. On définit alors
son stabilisateur
ZA(χ) = {a ∈ A | ∀x ∈ A ∩K, χ(a−1xa) = χ(x)}
et Z−A (χ) (resp. Z
+
A (χ)) le sous-monoïde de ZA(χ) des éléments antidominants (resp. dominants),
c’est-à-dire dont l’action par conjugaison contracte U− (resp. contracte U). Pour éviter d’introduire
χ, on notera parfois ZA(V ) := ZA(χ) et Z±A (V ) := Z
±
A (χ).
On fait la remarque que la définition de ZA(χ) est tout à fait explicite et se lit de la manière suivante :
le caractère χ s’écrit χ1 ⊗ · · · ⊗ χm où chaque χi est un caractère O×D → k×D → F
×
p , de stabilisateur
dans $ZD un $
diZ
D pour un certain entier naturel di | d. L’intersection AΛ∩ZA(χ) est diagonalement
$d1ZD × · · · ×$dmZD , et comme l’on a A = (A∩K)oAΛ et que chaque χi se factorise par k×D, qui est
abélien, on a
ZA(χ) = (A ∩K)o (AΛ ∩ ZA(χ)). (3.5)
On définit grâce à cela Z˜M (χ) = Z˜M ∩ZA(χ) et Z˜±M (χ) = Z˜M ∩Z±A (χ). On remarquera en particulier
que Z˜M (χ)∩K est réduit à l’élément neutre. On note Z˜−−M (χ) le sous-monoïde de Z˜−M (χ) constitué
des éléments t vérifiant vD(β(t)) < 0 pour tout β ∈ ∆ r∆M . Enfin, comme précédemment, on se
permettra de noter Z˜∗M (V ) := Z˜
∗
M (χ) pour ∗ ∈ {∅,−,−−,+,++}.
L’énoncé suivant définit la transformée de Satake (par rapport au parabolique standard minimal
B).
Proposition 3.3.1 Le morphisme d’algèbres
SG : HFp(G,K, V ) → HFp
(
A,A ∩K,V U∩K)
f 7→
(
x 7→∑U/U∩K f(xu)) (3.6)
est injectif. Son image est l’espace H−Fp
(
A,A ∩K,V U∩K) des fonctions de support Z−A (V ).
2. on remarquera que certains résultats de [HV11] nécessitent que P vérifie une décomposition d’Iwasawa G = KP ,
mais c’est ici automatique parce que K est un parahorique maximal spécial (voir [BT72], Proposition 4.4.6)
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Preuve : Voir [HV11], Theorem 7.1. 
Puisque l’on a A = (A ∩ K) o AΛ, on peut appliquer la deuxième proposition du paragraphe
2.10 de [HV11] pour voir que HFp
(
A,A ∩ K,V U∩K) est commutative ; il en est alors de même de
HFp(G,K, V ).
On peut aussi définir une transformée de Satake partielle, lorsque le parabolique standard P
n’est plus supposé minimal : on note cette dernière
SMG : HFp(G,K, V ) → HFp
(
M,M ∩K,V N∩K)
f 7→
(
m 7→∑N/N∩K f(mn)). (3.7)
Le morphisme de Fp-algèbres SMG est aussi injectif.
On aura besoin de la variante suivante de la transformée de Satake : notons pN la projection cano-
nique V  VN∩K et définissons
′SMG : HFp(G,K, V ) → HFp
(
M,M ∩K,VN∩K
)
f 7→ (m 7→ pN∑n∈N∩K\N f(nm)) .
Comme avant, on va noter ′SG pour ′SAG .
Par la Proposition 2.3 de [HV12], si on note
ιG : HFp(G,K, V ∗) → HFp(G,K, V )op
Φ 7→ (g 7→ Φ(g−1)t) ,
on a le diagramme commutatif suivant
HFp(G,K, V ∗)
ιG ∼

  SMG // HFp
(
M,M ∩K, (V ∗)N∩K)
ιM ∼

HFp(G,K, V )op
  (
′SMG )op // HFp
(
M,M ∩K,VN∩K
)op
où V ∗ = HomFp(V,Fp) désigne la G-représentation duale. Parce que les algèbres du diagramme
ci-dessus sont ici commutatives, on obtient l’énoncé suivant.
Proposition 3.3.2 Soient V une K-représentation irréductible et P = MN un parabolique stan-
dard. Alors on a le diagramme commutatif de Fp-algèbres commutatives suivant :
HFp(G,K, V ∗)
ιG ∼

  SMG // HFp
(
M,M ∩K, (V ∗)N∩K)
ιM ∼

HFp(G,K, V )
 
′SMG // HFp
(
M,M ∩K,VN∩K
)
.
Les isomorphismes de cette proposition justifient que l’on peut jongler invariablement entre SMG
et ′SMG à condition de prendre en compte V ∗ au lieu de V lorsque que c’est approprié. Cela explique
aussi l’apparition de la représentation duale V ∗ dans ce travail alors qu’il n’en était pas mention
dans [Her11a].
Ajoutons un mot sur les opérateurs de Hecke de HFp(G,K, V ). Soit t un élément de A−Λ . On sait
que le sous-espace de HFp(G,K, V ) formé des fonctions à support dans KtK est de dimension 1 si
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on a t ∈ Z˜−A (V ), et il est de dimension 0 le cas contraire. De plus, dans le cas non réduit à 0, il existe
un unique opérateur Tt de HFp(G,K, V ) de support KtK tel que Tt(t) induit l’identité sur V U∩K :
c’est à ce dernier que l’on fera référence quand on parlera de l’opérateur de HFp(G,K, V ) porté par
la double classe KtK. Aussi, lorsque l’on a t = λ˜($) ∈ Z˜−A (V ) pour un certain λ ∈ X∗(T )−, on
notera parfois Tλ l’opérateur Tt.
Proposition 3.3.3 L’application ′SMG est injective et est une localisation. De plus, on a ′SG =′SM ◦ ′SMG .
Preuve : Voir [HV12], Proposition 4.1, équation (9) et Proposition 4.5. 
Le morphisme injectif ′SMG est en fait une localisation (dans un cadre commutatif) par rapport
à une partie multiplicative que l’on peut engendrer par un unique élément. Explicitons ce dernier :
fixons un élément sM ∈ AΛ ∩Z(M)+ qui est strictement dominant hors de ∆M (comme il est choisi
central dans M , il est même tout à fait indépendant de V ). Comme sM est central dans M , on peut
considérer l’unique opérateur ′TM de HFp
(
M,M∩K,VN∩K
)
de support (M∩K)sM et valant idVN∩K
en sM . On remarquera que ′TM est défini, comme dans la discussion précédente, par sa valeur en
VU∩K ; mais comme sM est central dans M , ′TM (sM ) induit bien l’identité sur VN∩K . Alors ′TM est
dans l’image de ′SMG et on a
HFp
(
M,M ∩K,VN∩K
)
= ′SMG
(HFp(G,K, V ))[′T−1M ]. (3.8)
Notons TM ∈ HFp
(
M,M∩K,V N∩K) l’opérateur porté par la double classe (M∩K)s−1M et valant
idV N∩K en s
−1
M . Cette définition est compatible avec celle de
′TM au sens de l’énoncé suivant.
Lemme 3.3.4 On a ιM
(′T (V )M ) = T (V ∗)M , où les indices supérieurs précisent la K-représentation
pour laquelle l’opérateur de Hecke est considéré.
Preuve :
Par définition, ιM est la fonction
ιM : T 7→
(
g 7→ T (g−1)t),
où l’indice ·t désigne la transposée. En particulier, ιM
(′T (V )M ) a donc pour support (M ∩K)s−1M et a
valeur
(
idVN∩K
)t
= id(V ∗)N∩K en s
−1
M . 
En l’appliquant (3.8) à V ∗ (puisque l’on a (V ∗)∗ ' V ), on a donc l’énoncé similaire pour SMG :
HFp
(
M,M ∩K,V N∩K) = SMG (HFp(G,K, V ))[T−1M ]. (3.9)
3.3.2 Représentations régulières, induction parabolique et induction compacte
Là encore, on continue de rappeler les résultats utiles de [HV11] et de [HV12].
Soient V une K-représentation irréductible et P = MN un parabolique standard de G. On dira que
V est P -régulière si le stabilisateur P V de la droite V U∩K est contenu dans P . On peut exhiber le
lien suivant entre K-représentations irréductibles et (M ∩K)-représentations irréductibles.
Lemme 3.3.5 Les représentations irréductibles P -régulières V de K sont en bijection avec les re-
présentations irréductibles de M ∩K via l’application V 7→ V N∩K .
Preuve : Voir [HV12], Proposition 3.10. 
L’énoncé de comparaison suivant est un argument-clef dans toute la machinerie que constitue
l’article [Her11a] ou bien le travail qui va suivre : c’est le théorème principal de [HV12]. On prend les
notations suivantes pour l’énoncé ci-dessous : H = HFp(G,K, V ) et HM = HFp(M,M ∩K,VN∩K).
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Proposition 3.3.6 Soit V une représentation irréductible P−-régulière de K. Soit χ : HM → Fp un
morphisme d’algèbres, que l’on voit aussi grâce à la transformée de Satake ′SMG comme un morphisme
H → Fp. L’application
indGK V ⊗H,χ Fp → IndGP
(
indMM∩K VN∩K ⊗HM ,χ Fp
)
est un isomorphisme de G-représentations.
Preuve : Voir [HV12], Theorem 1.2 et Corollary 1.3. 
3.3.3 Calcul de quelques transformées de Satake
On commence par énoncer un petit lemme sur la réduction. Soient M un Levi standard de
blocs GL(m1, D) × · · ·GL(mr, D) avec
∑
imi = m et t ∈ AΛ un élément de coefficients diagonaux
($a1D , . . . , $
a1
D , . . . , $
ar
D , . . . , $
ar
D ) avec mi occurences du coefficient $
ai
D pour des entiers relatifs ai,
1 ≤ i ≤ r. On définit une action de AΛ par conjugaison sur M en faisant agir t par x 7→ $aiD [x]$−aiD
sur les coefficients du i-ème bloc diagonal de M .
Soit t = λ˜($) ∈ A−Λ pour un certain λ ∈ X∗(T )−. On note respectivement Pt,Mt, Nt,∆t pour
Pλ,Mλ, Nλ,∆λ ; on fera attention que Pt est antistandard.
Lemme 3.3.7 Soit t ∈ A−Λ . Alors K ∩ t−1Kt se réduit en P t. De plus, on a{
(g, tgt−1)
∣∣ g ∈ K ∩ t−1Kt} = {(g+, g−) ∈ P t × P−t ∣∣ pi(g−) = tpi(g+)t−1 ∈M t},
où pi désigne la projection canonique de P−t (resp. P t) sur M t.
Preuve :
C’est le pendant de la Proposition 3.8 de [Her11b], qui est clair pour GL(m,D). Voir aussi la Pro-
position 6.13 de [HV11]. 
On va énoncer un lemme qui va nous permettre grosso modo, dans le calcul de transformées de
Satake d’opérateurs de Hecke, de nous ramener au cas où V est un caractère de K. Aussi, on note
TMt l’opérateur de HFp
(
M,M ∩K,V N∩K) de support (M ∩K)t(M ∩K) et induisant l’identité sur
V U∩K ; et on écrira τt au lieu de TAt .
Lemme 3.3.8 Soient P = MN un parabolique standard, V une K-représentation irréductible P -
régulière et t ∈ Z˜−A (V ). Alors on a SMG (Tt) = TMt .
Remarque : Cela veut dire en particulier que si V est le plus régulier possible (c’est-à-dire PV = B),
le calcul des transformées de Satake est immédiat.
Preuve :
Commençons par remarquer que si g = k1tk2 ∈ KtK satisfait Tt(g)|V N∩K 6= 0, alors la réduction
k2 ∈ K de k2 est dans P tP . En effet, Tt(g)|V N∩K 6= 0 implique que l’image de k2V N∩K dans VNt∩K
est non nulle, et par [HV12], Corollary 3.17, cela donne k2 ∈ P tP V P . Parce que V est P -régulière,
on a P V ⊆ P et l’affirmation voulue. Notons IP le parahorique de G correspondant à P , c’est-à-dire
l’image réciproque de P par la projection canonique K  G. Par le lemme 3.3.7, on peut retraduire
k2 ∈ P tP en : k2 ∈ (K ∩ t−1Kt)IP et donc g ∈ KtIP .
En vue d’utiliser la définition (3.7), prenons m ∈M et n ∈ N et appliquons l’observation précédente
à g = mn ∈ P ∩KtK. Si la restriction de Tt(mn) à V N∩K est non nulle, alors on a mn ∈ KtIP ∩P .
Par décomposition d’Iwahori 3
IP = (IP ∩N−)(IP ∩M)(IP ∩N), (3.10)
3. le pro-p-radical IP (1) de IP admet une décomposition d’Iwahori
IP (1) = (IP (1) ∩N−)(IP (1) ∩M)(IP (1) ∩N)
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on écrit
KtIP = Kt(IP ∩N−)(IP ∩ P ).
Parce que t contracte U− ∩K ≥ IP ∩N−, on a
Kt(IP ∩N−)(P ∩K) = Kt(P ∩K).
Mais alors, mn appartient à
Kt(P ∩K) ∩ P = (P ∩K)t(P ∩K).
Comme t−1 contracte U ∩K ≥ N ∩K, on a finalement
mn ∈ (M ∩K)t(M ∩K)(N ∩K).
Il s’ensuit m ∈ (M ∩K)t(M ∩K) et n ∈ N ∩K. La transformée SMG (Tt) est alors de support inclus
dans (M ∩K)t(M ∩K) et SMG (Tt)(t) = Tt(t)|V N∩K induit l’identité sur V U∩K ⊆ V N∩K : il en résulte
SMG (Tt) = TMt . 
Enfin, le résultat suivant nous rappelle qu’il est facile de calculer la transformée de Satake d’un
opérateur de Hecke supporté par une simple classe, c’est-à-dire lorsque l’on a KtK = tK.
Lemme 3.3.9 Soient V une représentation irréductible de K et t ∈ Z˜A(V ) vérifiant ∆t = ∆. Alors
on a SG(Tt) = τt.
Preuve :
La condition ∆t = ∆ nous assure que t est une homothétie : t normalise K et on a KtK = tK.
Mais alors, si t′ est un élément de A−Λ , tK ∩ t′U 6= ∅ implique t = t′ et on a tK ∩ tU = t(U ∩K).
Le résultat découle alors directement de la définition (3.6). 
3.4 Paramètres de Hecke-Satake
Dans ce paragraphe, on tâche de comprendre un peu les caractéristiques des caractères de Fp-
algèbres χ : HFp(G,K, V )→ Fp.
On note χ(A) l’application χ ◦ (SG)−1, qui est donc définie sur SG
(HFp(G,K, V )).
Lemme 3.4.1 Un morphisme de Fp-algèbres χ : HFp(G,K, V ) → Fp se factorise à travers SMG si
et seulement si χ(A) contient Z˜−M (V ) dans son support.
Preuve :
A cause de (3.9), χ se factorise à travers HFp
(
G,K, V N∩K
)
si et seulement si on peut prolonger
χ à
(
(SMG )−1(TM )
)−1, autrement dit si et seulement si on a χ((SMG )−1(TM )) 6= 0. Parce que s−1M
est central dans M , SM (TM ) est l’opérateur porté par la classe s−1M (A ∩ K), et on le notera τs−1M .
par [Séc04], Proposition 2.14 ; de plus l’application
IP ∩M/IP (1) ∩M → IP /IP (1)
est bijective et on peut écrire
IP = (IP (1) ∩N−)(IP (1) ∩M)(IP (1) ∩N)(IP ∩M).
Parce que IP ∩M normalise IP (1) ∩N , cela devient
IP = (IP (1) ∩N−)(IP ∩M)(IP (1) ∩N).
On vérifie alors que c’est bien une décomposition.
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En particulier, χ
(
(SMG )−1(TM )
) 6= 0 est équivalent à χ(A)(τs−1M ) 6= 0. Reste à voir que ceci équivaut
à χ(A)(τt) 6= 0 pour tout opérateur τt porté par un t(A ∩ K) pour t ∈ Z˜−M (V ). Le sens (⇐) est
évident puisque l’on a s−1M ∈ Z˜−M (V ). Réciproquement, supposons l’existence de t ∈ Z˜−M (V ) vérifiant
χ(τt) = 0. Parce que s−1M est strictement antidominant hors de ∆M , il existe n ≥ 1 tel que s−nM t−1
soit un élément de Z˜−M (V ). On a alors
χ
(
(SMG )−1(TM )
)n
= χ(A)(τs−nM
) = χ(A)(τs−nM t−1
)χ(A)(τt) = 0
et on a prouvé ce que l’on voulait. Le morphisme χ se prolonge donc à HFp
(
M,M ∩K,V N∩K) si et
seulement si χ(A) ne s’annule sur aucune des classes portées par des éléments de Z˜−M (V ). 
Lemme 3.4.2 Soit χ : HFp(G,K, V ) → Fp un caractère de Fp-algèbres. Il existe un unique Levi
standard M tel que la restriction à AΛ du support de χ(A) est égal à Z˜−M (V ).
Preuve :
On prend un Levi standard minimal M tel que l’on ait Z˜−M (V ) ⊆ Suppχ(A) ; d’abord, un tel Levi
existe car Suppχ(A) contient au moins les éléments de Z˜−G(V ). Ensuite, cela aura deux conséquences :
(i) M est unique pour la condition de minimalité et Z˜−M (V ) ⊆ Suppχ(A) ;
(ii) M vérifie Z˜−M (V ) = (Suppχ
(A)) ∩AΛ.
La conjonction de ces deux faits prouvera le lemme voulu.
Commençons par (i) : supposons l’existence d’un autre Levi standardM ′ minimal vérifiant Z˜−M ′(V ) ⊆
Suppχ(A). Par définition, l’élément sMsM ′ vérifie β(sMsM ′) > 0 pour toute racine β /∈ ∆M∩M ′ . Alors
il existe n ≥ 1 assez grand tel que (sMsM ′)−n s’écrive s−1M∩M ′t pour un t ∈ Z˜−A (V ). On a alors
χ(A)
(
(sMsM ′)
−n) = χ(A)(s−1M∩M ′)χ(A)(t) 6= 0,
et donc χ(A)(s−M∩M ′1) 6= 0. Par la preuve du lemme 3.4.1, on obtient l’inclusion Z˜−M∩M ′(V ) ⊆
Suppχ(A). Sauf à avoir M = M ′, cela contredit la minimalité de M : (i) est prouvé.
Pour (ii), si Z˜−M (V ) ⊆ (Suppχ(A))∩AΛ était une inclusion stricte, il existerait t ∈ AΛ avec vD(β(t)) <
0 pour un β /∈ ∆M . Fixons deux tels β, t. Mais alors, (ts−1M )n se factoriserait par un s−1M ′ pour un
Levi M ′ M et un n ≥ 1 assez grand, et cela contredirait la minimalité de M . Le résultat suit. 
Proposition 3.4.3 On a une bijection ensembliste
HomFp-alg
(HFp(G,K, V ),Fp) ↔
{
(M,χM )
M Levi standard,
χM : Z˜M (V )→ F×p caractère
}
.
A un couple (M,χM ), on associe le morphisme
HFp(G,K, V ) → Fp
t 7→ ∑
z∈Z˜M (V ) SG(t)(z)χM (z)−1
. (3.11)
Preuve :
On commence par compléter chaque M en un parabolique standard P = MN avec un radical
unipotent N .
Si χ est un élément de HomFp-alg(HFp(G,K, V ),Fp), par le lemme 3.4.2, la restriction à AΛ du
support de χ(A) est de la forme Z˜−M (V ) pour un certain Levi standard M . Par le lemme 3.4.1, χ se
factorise alors à travers un χ(M) : HFp(M,M ∩K,V N∩K)→ Fp.
Soit HM la sous-algèbre de HFp(M,M ∩ K,V N∩K) des fonctions t de support vérifiant Supp t ∩
AΛ ⊆ Z˜M (V ). L’idéal IM des fonctions t avec t|Z˜M (V ) = 0 constitue un supplément de HM dans
HFp
(
M,M ∩K,V N∩K) et on veut donc paramétriser
HomFp-alg
(HFp(M,M ∩K,V N∩K),Fp) = HomFp-alg(HM ,Fp).
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La restriction à AΛ fait de HM une Fp-algèbre isomorphe à
{t : Z˜M (V )→ Fp à support fini}.
Grâce au crochet de dualité (f, g) =
∑
z∈Z˜M (V )
f(z)g(z), on voit que le dual linéaire HomFp(HM ,Fp)
est isomorphe à l’espace vectoriel
H ′M = {t : Z˜M (V )→ Fp}.
En testant à travers (·, f) où f est à support un singleton, on voit que t ∈ H ′M est dans HomFp-alg(HM ,Fp)
si et seulement si t est à valeurs dans F×p et définit un morphisme de groupes t : Z˜M (V )→ F×p . On
note χM l’inverse de celui qui correspond de la sorte à χ(M).
Et, dans l’autre sens, χM détermine uniquement l’élément
χ′M : t 7→
∑
z∈Z˜M (V )
t(z)χM (z)
−1
dans HomFp-alg(HM ,Fp). Si t est porté par un singleton z0 ∈ Z˜M (V ) alors χ′M (t) = χ−1M (z0) est
égal à χ(M)(z0), ce qui permet de définir χ(M) : HM → Fp de manière compatible à la construction
précédente ; on le prolonge à HFp
(
M,M ∩K,V N∩K) en envoyant IM sur 0.
Pour définir un morphisme d’algèbres HFp(G,K, V ) → Fp, il reste à précomposer par SMG pour
donner
t 7→
∑
z∈Z˜M (V )
SMG (t)(z)χM (z)−1. (3.12)
Parce que l’on ne voit que la restriction de SMG (t) à Z˜M (V )(M ∩K) dans la formule (3.12), le lemme
3.3.9 et la proposition 3.3.3 nous permettent d’y remplacer SMG (t) par SG(t). 
Pour tout caractère de Fp-algèbres χ : HFp(G,K, V ) → Fp, on dira que χ a pour paramètres de
Hecke-Satake la paire (M,χM ) qui lui associée par la proposition 3.4.3. On fait la remarque que par
rapport à la paramétrisation utilisée dans [Her11a], on ne tient pas compte ici d’une partie intégrale
pour χM : notre paramétrisation « ne voit pas » ce qui est sur A ∩K.
On dira qu’une K-représentation irréductible V est un (K-)poids de pi si on a HomK(V, pi) 6= 0. Si
pi est une représentation admissible, l’espace
HomG
(
indGK V, pi
) ' HomK(V, pi)
est de dimension finie sur Fp et en particulier l’action de l’algèbre commutative HFp(G,K, V ) dessus
possède des vecteurs propres. Chaque vecteur propre f ∈ HomK(V, pi) définit un caractère χ :
HFp(G,K, V )→ Fp de Fp-algèbres et on dira qu’un tel χ est un caractère propre sur HomK(V, pi).
Lemme 3.4.4 Soit pi une représentation admissible de G de caractère central χZ . Soient V un
poids de pi et χ : HFp(G,K, V )→ Fp un caractère propre de HomK(V, pi). Si χ est de paramètres de
Hecke-Satake (M,χM ), alors la restriction de χM à Z(G) ∩ AΛ est χZ , où Z(G) désigne le centre
de G.
Preuve :
Comme les fonctions de supportKtK pour t ∈ Z˜−A (V ) forment une famille génératrice deHFp(G,K, V ),
il s’agit de voir que l’on a l’égalité χZ(t) = χM (t) sous la condition t ∈ Z(G)∩AΛ ⊆ Z˜−A (V ). Lorsque
t est un élément central de G, la double classe KtK est en fait une classe simple tK et l’image par
SMG de l’opérateur Tt de support porté par cette classe est celui porté par t(M ∩K) (voir [HV11],
paragraphe 7.3). Dans ce cas-là, par (3.11), on a χ(Tt) = χM (t−1). Reste à établir χ(Tt) = χZ(t−1)
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pour conclure.
Soit f ∈ HomK(V, pi) un élément propre pour χ, et regardons f comme un élément de HomG
(
indGK V, pi
)
par réciprocité de Frobenius. On a alors d’une part
(t.f) ◦ Tt = χZ(t) (f ◦ Tt) = χZ(t)χ(Tt)f.
Et d’autre part, pour [g, v] ∈ indGK V , parce que t est central dans G, la formule d’action (9) de
[BL94] donne
t.f ◦ Tt([g, v]) = tf
(
[gt−1, v]
)
= f([g, v]).
De ce fait, on a χZ(t)χ(Tt) = 1, d’où le lemme. 
Lemme 3.4.5 Soient pi une représentation admissible de G et ξ un caractère de F×. Soient V un
poids de pi et f ∈ HomK(V, pi) un vecteur propre de caractère propre χ : HFp(G,K, V ) → Fp de
paramètre de Hecke-Satake (M,χM ). Alors f induit un morphisme K-équivariant
fξ : (ξ ◦ detG)⊗ V → (ξ ◦ detG)⊗ pi,
qui est vecteur propre pour HFp
(
G,K, (ξ ◦detG)⊗V
)
de caractère propre χξ : HFp
(
G,K, (ξ ◦detG)⊗
V
)→ Fp paramétrisé par (M,χM (ξ ◦ detG)|Z˜M (V )).
Preuve :
Le morphisme de G-représentations
(ξ ◦ detG)⊗ indGK V → indGK
(
(ξ ◦ detG)⊗ V
)
a⊗ f 7→ (g 7→ a ξ ◦ detG(g)f(g))
est un isomorphisme et f induit bien fξ comme désiré. Aussi, en identifiant EndFp(V ) et EndFp((ξ ◦
detG)⊗ V ), on obtient un isomorphisme d’algèbres
ηξ : HFp(G,K, V ) → HFp
(
G,K, (ξ ◦ detG)⊗ V
)
φ 7→ φξ
et on a le diagramme commutatif suivant
HFp
(
G,K, (ξ ◦ detG)⊗ V
) χξ // Fp
HFp(G,K, V )
ηξ ∼
OO
χ
55 . (3.13)
De plus, on a
SG(φξ)(a) = ξ ◦ detG(a)SG(φ)(a)
pour tout φ ∈ HFp(G,K, V ) et a ∈ A. Le résultat suit alors de la combinaison de (3.13) et de (3.11).
Dans l’étude de l’irréductibilité d’induites paraboliques, on veut comprendre les caractères propres
sur HomK(V, pi) pour pi = IndGP σ où P est un parabolique standard et σ une représentation admis-
sible de son Levi standard M .
Par la proposition 3.3.2, ιG induit une bijection
ι∗G : HomFp-alg
(HFp(G,K, V ),Fp) ∼−→ HomFp-alg(HFp(G,K, V ∗),Fp).
Si χ : HFp(G,K, V ) → Fp est un caractère de Fp-algèbres, on dira que la paire (M,χM ) associée à
ι∗G(χ) par la proposition 3.4.3 est le paramètre HS-dual de χ ; on insiste que χM est alors un caractère
Z˜M (V
∗)→ F×p .
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Lemme 3.4.6 Soient P = MN un parabolique standard de G et σ une représentation admissible
de M . Soit f ∈ HomK(V, IndGP σ) un vecteur propre de caractère propre χ : HFp(G,K, V ) → Fp de
paramètre HS-dual (L, χL). Alors f induit f(N) ∈ HomM∩K(VN∩K , σ) de caractère propre
χ(N) : HFp(G,K, VN∩K)→ Fp
de paramètre HS-dual (L, χL) ; et f 7→ f(N) est une bijection entre les ensembles de vecteurs propres
de HomK(V, IndGP σ) et de HomM∩K(VN∩K , σ).
Remarque : En particulier, on voit l’inclusion L ⊆M .
Preuve :
Pa réciprocité de Frobenius, on voit plutôt f comme un élément propre dans HomG(indGK V, Ind
G
P σ).
Par le diagramme (4) de [HV12], l’isomorphisme de réciprocité de Frobenius
HomG(ind
G
K V, Ind
G
P σ)
∼−→ HomM (indMM∩K VN∩K , σ)
f 7→ f(N)
est HFp(G,K, V )-équivariant (où l’action de HFp(G,K, V ) au but se fait à travers ′SMG ) et on a le
diagramme commutatif suivant :
HFp
(
M,M ∩K, (V ∗)N∩K) ιM // HFp(M,M ∩K,VN∩K)
χ(N)
''HFp(G,K, V ∗)
ιG //
SMG
OO
HFp(G,K, V )
χ //
′SMG
OO
Fp
. (3.14)
Le résultat s’en déduit. 
3.5 Quelques représentations irréductibles
3.5.1 Représentations de Steinberg généralisées
Soient Q un sous-groupe parabolique standard de G et ξ un caractère lisse de F×. On définit la
G-représentation à coefficients dans Fp suivante :
StQξ :=
IndGQ(ξ ◦ detG)∑
Q′Q Ind
G
Q′(ξ ◦ detG)
,
où on a encore noté detG sa restriction à un sous-groupe parabolique standard de G. En particulier,
lorsque ξ est le caractère trivial de F×, on obtient
StQ1 :=
IndGQ 1∑
Q′Q Ind
G
Q′ 1
.
Lemme 3.5.1 Soient ξ un caractère lisse de F× et Q un parabolique standard de G. Alors on a
l’isomorphisme de G-représentations
(ξ ◦ detG)⊗ IndGQ 1 ∼−→ IndGQ(ξ ◦ detG).
Preuve :
Le morphisme de G-représentations
a⊗ f 7→ (g 7→ a ξ ◦ detG(g)f(g))
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ci-dessus admet naturellement
f 7→ 1⊗ (g 7→ ξ−1 ◦ detG(g)f(g))
pour inverse. 
De ce fait, on obtient l’isomorphisme de G-représentations
StQξ ' (ξ ◦ detG)⊗ StQ1.
On peut donc utiliser les résultats du chapitre 2 pour en déduire immédiatement les énoncés suivants,
et on se référera à l’article mentionné pour les preuves.
Proposition 3.5.2 Soient ξ un caractère lisse de F× et Q un parabolique standard de G. La repré-
sentation de Steinberg généralisée StQξ est irréductible et admissible.
Corollaire 3.5.3 Les constituants de Jordan-Hölder de IndGQ(ξ ◦ detG) sont les StQ′ξ pour Q′ ≥ Q
parabolique 4. Ils sont deux à deux non isomorphes et de multiplicité 1.
On aura de plus besoin de faire l’induction parabolique des représentations de Steinberg généra-
lisées et de comprendre les représentations irréductibles en sous-quotient.
Corollaire 3.5.4 Soient P un parabolique standard de G et Q un parabolique standard du Levi
standard M de P . Alors la représentation IndGP (StQξ) est de longueur finie, de constituants de
Jordan-Hölder les StRξ avec R parabolique standard vérifiant ∆M ∩∆R = ∆Q, chacun apparaissant
avec multiplicité 1.
Remarque : Puisque l’on a ∆Q ⊆ ∆M , la condition ∆M ∩∆R = ∆Q est équivalente à ∆R ⊇ ∆Q et
∆M r∆Q ⊆ ∆r∆R. Cette seconde forme est parfois plus agréable à manipuler.
Au cours de la preuve de la proposition 3.5.2, on a en fait dû examiner les K-poids de StQξ.
Comme cela sera utile par la suite, on rappelle l’énoncé.
Proposition 3.5.5 LeK-socle de StQξ est irréductible et il est isomorphe à l’uniqueK-représentation
irréductible V ξQ de paramètre
Par
B
−(V ξQ) =
(
(ξ ◦ detG)|A∩K ,−∆Q
)
.
Plus tard, on voudra connaître les paramètres de Hecke-Satake des représentations de Steinberg
généralisées. Grâce au lemme 3.4.5 et à la Proposition 8.2 du chapitre 2, on a le résultat suivant.
Proposition 3.5.6 Le paramètre HS-dual de StQξ est donné par la paire
(A, ξ−1 ◦ detG : Z˜A → F×p ).
3.5.2 Représentations supersingulières
Maintenant que l’on a rappelé les propriétés voulues pour les représentations de Steinberg géné-
ralisées, il nous reste à exhiber un autre type de « briques de base » pour les induites paraboliques
considérées. Ce sont les représentations supersingulières ; il faut garder en tête que l’on peut y pen-
ser comme des représentations supercuspidales aussi bien que l’équivalence entre les deux notions
n’apparaîtra qu’à la toute fin du papier.
4. comme Q′ contient Q standard, il l’est automatiquement aussi
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Suivant [HV12], on dira qu’une représentation irréductible pi de G est K-supersingulière (et on
oubliera toujours le K, celui-ci ayant été fixé une fois pour toutes) si on a
HFp
(
M,M ∩K,VN∩K
)⊗H,′SMG HomG(indGK V, pi) = 0
pour toute représentation irréductible V de K et tout parabolique standard P = MN propre de
G. On fait la remarque que par convention on n’appellera pas supersingulière une représentation de
D× irréductible ; on a bien conscience que cette convention n’est pas des plus répandues mais elle
est commode ici.
Aussi, une représentation admissible est K-supersingulière si et seulement si pour tout repré-
sentation irréductible V de K et tout caractère χ : HFp(G,K, V ) → Fp propre sur HomK(V, pi), le
paramètre HS-dual de χ est un (G,χG). C’est le sujet de la discussion après la Definition 7.2 dans
[HV12].
3.6 Transformée de Satake et conjugaison
Deux représentations irréductibles V1 et V2 de G sont dites conjuguées si les représentations
(χ1, V
U
1 ) et (χ2, V U2 ) de B sont des caractères conjugués au sens suivant : il existe a ∈ AΛ tel que
l’on ait, pour tout x ∈ A ∩K, χ2(x) = χ1(a−1xa). En particulier, si les représentations V U1 et V U2
sont données par un même caractère, alors les K-représentations irréductibles V1 et V2 sont conju-
guées.
Notons X∗(T )−V le sous-monoïde de X∗(T )
− constitué des éléments λ vérifiant λ˜($) ∈ ZA(V ).
On a besoin de voir que ce monoïde ne dépend que de la classe de conjugaison de la K-représentation
irréductible V considérée. On remarquera que, dans le cas déployé, cela veut juste dire que l’image
de la transformée de Satake ne dépend que de la classe d’isomorphisme de la droite V U∩K en tant
que (A ∩K)-représentation, ce qui va de soi.
Lemme 3.6.1 Soient V1 et V2 deux K-représentations irréductibles conjuguées. Alors on a
X∗(T )−V1 = X∗(T )
−
V2
.
Preuve :
Il s’agit de voir le lien entre ZA(V1) et ZA(V2) lorsque (χ1, V U1 ) et (χ2, V U2 ) vérifient χ2 = χ1(a−1 ·a)
pour un certain a ∈ AΛ. Et par définition de ZA(V ), on a l’égalité
ZA(V2) = a
−1ZA(V1)a.
Parce que AΛ est commutatif, le résultat suit alors de la discussion avant la description (3.5). 
Soient V1 et V2 deux représentations irréductibles de K. On note respectivement (χ1,∆1) et
(χ2,∆2) les paramètres ParB(V1) et ParB(V2). On cherche à comprendre quelques opérateurs d’en-
trelacement dans HFp(G,K, V1, V2).
Soit t = λ˜($) ∈ A−Λ pour un certain λ ∈ X∗(T )−.
Lemme 3.6.2 L’espace des fonctions de HFp(G,K, V1, V2) de support inclus dans KtK est de di-
mension majorée par 1, avec égalité si et seulement si on a
χ2 = χ1(t
−1 · t) sur A ∩K et ∆1 ∩∆t = ∆2 ∩∆t. (3.15)
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Remarque : Un énoncé similaire est présent au paragraphe 7.7 de [HV11] mais la preuve y est omise.
Preuve :
Soit f ∈ HFp(G,K, V1, V2) un opérateur de support inclus dans la double classeKtK pour un certain
élément t = λ˜($) avec λ ∈ X∗(T )−. Alors f vérifie k2f(t) = f(t)k1 pour tous k1, k2 ∈ K vérifiant
k2t = tk1. Par le lemme 3.3.7, on a alors le diagramme commutatif
(V1)Nt∩K
f(t) //
k1

V
N−t ∩K
2
tk1t−1

(V1)Nt∩K
f(t) // V
N−t ∩K
2
(3.16)
et par [Hum06], Theorem 5.1, V N
−
t ∩K
2 et (V1)Nt∩K sont irréductibles en tant que (Mt∩K)-représentations,
de sorte que f est dans un espace de dimension au plus 1 par lemme de Schur. S’il existe f ∈
HFp(G,K, V1, V2) non nul et de support KtK, le diagramme (3.16) et le lemme de Schur nous as-
surent que V N
−
t ∩K
1 et t
−1.V N
−
t ∩K
2 sont deux représentations irréductibles de Mt∩K isomorphes. La
proposition 3.2.2.(ii) nous assure alors (3.15).
Réciproquement, supposons la condition (3.15) satisfaite. Alors, parce que l’on a (voir section 5.7
de [HV11])
ParB
(
V
N−t ∩K
1
)
= (χ1,∆1 ∩∆t) et ParB
(
V
N−t ∩K
2
)
= (χ2,∆2 ∩∆t),
V
N−t ∩K
1 et t
−1.V N
−
t ∩K
2 sont des (Mt ∩K)-représentations isomorphes, et on peut choisir pour f(t)
un tel isomorphisme (unique à un scalaire près par lemme de Schur). Cela termine la preuve. 
Soit t = λ˜($) ∈ A−Λ . On suppose que t, V1, V2 vérifient (3.15). D’après la preuve du lemme
3.6.2, il n’y a en fait qu’une seule manière (à une constante inversible près) de définir un opérateur
d’entrelacement de HFp(G,K, V1, V2) porté par une double classe KtK : sa valeur en t sera choisie
(et on ne le précisera plus par la suite) comme la composée
V1  (V1)Nt∩K
∼−→ t−1.V N
−
t ∩K
2
t−→ V N
−
t ∩K
2 ↪→ V2, (3.17)
où l’isomorphisme de (Mt ∩K)-représentations au milieu est choisi et fixé une fois pour toutes, et
où, comme dans la preuve du lemme 3.6.2, la flèche notée t est v 7→ tv. Plus tard, on notera cet
opérateur ϕ?t , ou encore ϕ?λ si on a posé t = λ˜($) pour un certain λ ∈ X∗(T )− (avec ? indice variable
selon les choix de V1 et V2).
Disons maintenant un mot de la transformée de Satake sur l’espace d’entrelacementsHFp(G,K, V1, V2).
On pourra aussi se reporter aux 2.8 et 7.9 de [HV11].
Proposition 3.6.3 Soient V1, V2 et V3 trois représentations irréductibles de K. La transformée de
Satake
SG : HFp(G,K, V1, V2) → HFp
(
A,A ∩K,V U∩K1 , V U∩K2
)
f 7→
(
x 7→∑U/U∩K f(xu))
est injective et compatible aux compositions au sens que le diagramme suivant commute.
HFp(G,K, V2, V3)×HFp(G,K, V1, V2) //
SG×SG

HFp(G,K, V1, V3)
SG

HFp
(
A,A ∩K,V U∩K2 , V U∩K3
)×HFp(A,A ∩K,V U∩K1 , V U∩K2 ) // HFp(A,A ∩K,V U∩K1 , V U∩K3 )
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Preuve :
Pour prouver l’injectivité, prenons f un élément non nul de H(G,K, V1, V2) et montrons que SG(f)
est aussi non nul. Supposons d’abord que f est la fonction caractéristique d’une double classe, disons
Kλ˜($)K pour un certain λ ∈ X∗(T )−. Par la Proposition 4.4.4.(ii) de [BT72], on sait que si l’inter-
section Kλ˜($)K ∩ µ˜($)U est non vide, alors on a µ ≥R λ, c’est-à-dire que µ − λ est combinaison
linéaire à coefficients réels positifs de cocaractères, et Kλ˜($)K ∩ λ˜($)U = λ˜($)(U ∩K). La défini-
tion de la transformée de Satake nous donne alors directement SG(f)(λ˜($)) = 1, et donc SG(f) 6= 0.
Revenons maintenant à un f quelconque non nul : écrivons
∐
iKµ˜i($)K son support. Si on prend
µj minimal pour ≥R dans cette écriture, le calcul précédent nous montre que les transformées de
Satake des fonctions caractéristiques des autres doubles classes Kµ˜i($)K s’annule en µ˜j($) et donc
seul intervient dans SG(f)(µ˜j($)) la valeur de f sur µ˜j(U ∩ K), qui est non nulle. On en déduit
l’injectivité voulue.
Pour voir la compatibilité aux compositions, prenons f1 ∈ HFp(G,K, V1, V2) et f2 ∈ HFp(G,K, V2, V3).
Pour a ∈ A, on a alors :
SG(f2 ∗ f1)(a) =
∑
n∈U/U∩K
f2 ∗ f1(an)
=
∑
x∈G/K
∑
n∈U/U∩K
f2(x)f1(x
−1an).
De plus, à cause de la bijection B/B ∩K ∼−→ G/K, on a finalement :
SG(f2 ∗ f1)(a) =
∑
x∈B/B∩K
∑
n∈U/U∩K
f2(x)f1(x
−1an).
Aussi, d’un autre côté, on a :
SG(f2) ∗ SG(f1)(a) =
∑
y∈A/A∩K
SG(f2)(y)SG(f1)(y−1a)
=
∑
y∈A/A∩K
∑
u∈U/U∩K
f2(yu)
∑
v∈U/U∩K
f1(y
−1av)
=
∑
y∈A/A∩K
∑
u∈U/U∩K
f2(yu)
∑
v∈U/U∩K
f1(u
−1y−1a(a−1yuy−1a)v).
En translatant v à gauche par a−1yuy−1a, on obtient
SG(f2) ∗ SG(f1)(a) =
∑
y∈A/A∩K
∑
u∈U/U∩K
f2(yu)
∑
v∈U/U∩K
f1(u
−1y−1av).
Enfin, parce que l’on a l’égalité ensembliste
{yu | y ∈ A/A ∩K, u ∈ U/U ∩K} = B/B ∩K,
on réécrit
SG(f2) ∗ SG(f1)(a) =
∑
b∈B/B∩K
f2(b)
∑
v∈U/U∩K
f1(b
−1av);
ce qui donne SG(f2 ∗ f1) = SG(f2) ∗ SG(f1). 
3.7 Formule de Lusztig-Kato revisitée
Dans le cas déployé D = F , l’article [Her11a] utilise la formule de Lusztig-Kato pour expli-
citer des calculs sur la transformée de Satake. On va comparer des transformées de Satake pour
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GL(m,D) et pour son sous-groupe GL(m,E), qui est déployé sur le sous-corps non ramifié maximal
E, pour pallier l’absence de formule de Lusztig-Kato pour GL(m,D) : c’est l’objet de ce paragraphe.
Par le paragraphe 7.1 de [HV11] ou le Theorem 1.0.1 de [HR10], on a l’isomorphisme d’algèbres
communément appelé isomorphisme de Satake classique
S : HC(G,K) ∼−→ C[A/A ∩K]W .
Par le paragraphe 7.11 de [HV11], on a S = δ1/2G SCG où δ1/2G est le caractère module A→ C× de B−
et 5
SCG : HC(G,K) → HC(A,A ∩K)
f 7→ (x 7→ ∑
u∈U−/U−∩K
f(xu)
)
. (3.18)
Par (3.2), on a un isomorphisme d’algèbres
C[A/A ∩K] ∼−→ C[X∗(T )],
qui est de plus compatible avec l’action de W . On définit alors la composée
S : HC(G,K) ∼−→S C[A/A ∩K]
W ∼−→ C[X∗(T )]W .
Pour g ∈ G, on note 1KgK l’opérateur de HC(G,K) porté par la double classe KgK et valant 1 en
g.
On note G(E) = GL(m,E) ≤ GL(m,D) = G, K(E) le compact maximal GL(m,OE), T(E) le tore E-
déployé diagonal de G(E) et HC(G(E),K(E)) l’algèbre de Hecke-Satake comme définie au paragraphe
3.2.1. On remarquera que W , le groupe de Weyl fini défini à l’aide de T pour G, coïncide avec le
groupe de Weyl défini par T(E) pour G(E) ; on les confond donc par la suite. La transformée de
Satake classique pour G(E) est
S(E) : HC(G(E),K(E)) ∼−→ C[X∗(T(E))]W ;
parce que le groupe des cocaractères X∗(T(E)) s’identifie canoniquement à X∗(T ), on note encore
S(E) l’isomorphisme de C-algèbres
S(E) : HC(G(E),K(E)) ∼−→ C[X∗(T )]W .
L’ingrédient important de cette section réside dans l’énoncé qui va suivre : c’est une méthode de
corps proches (voir [Kaz86]) que l’on applique (certes pour des représentations modulo p), qui est
ici très explicite puisqu’en niveau zéro.
Proposition 3.7.1 Supposons m ≤ 3. Soit λ un élément de X∗(T )+. On a
S(E)
(
1K(E)λ($)K(E)
)
= S(1
Kλ˜($)K
)
.
Preuve :
De la même manière qu’en (3.18), on écrit S(E) = δ1/2(E)SC(E) pour G(E). Par les équations (21) et (24)
de [Car79], on a
δG
(
λ˜($)
)
= q−vD(detG λ˜($)) =
(
qd
)− vD(det λ($))
d = δ(E)
(
λ($)
)
,
5. on fera attention que l’on a fait une somme sur l’unipotent opposé pour passer de dominant à antidominant ;
cela explique aussi pourquoi on a choisi le caractère module de B− et pas de B
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où det : G(E) → E× ⊆ D× est le déterminant usuel. Il s’agit maintenant de comparer SCG(Tλ)
et SC(E)(T
(E)
λ ) où on a noté T
(E)
λ l’opérateur de HC(G(E),K(E)) porté par K(E)λ($)K(E). Pour
f = T
(E)
λ , µ dans X∗(T )
+ et x = µ($), la formule (3.18) pour G(E) se lit 6 :
SC(E)
(
T
(E)
λ
)
(µ($)) =
∑
U−
(E)
/U−
(E)
∩K(E)
T
(E)
λ (µ($)u).
La décomposition d’Iwasawa nous permet d’écrire
K(E)λ($)K(E) =
∐
i∈I
λi($)uiK(E), (3.19)
où I est un ensemble fini et λi ∈ X∗(T ), ui ∈ U−(E) pour tout i ∈ I. L’intersection λi($)uiK(E) ∩
µ($)U−(E) est non vide si et seulement si on a λi = µ ; en effet, supposons λi($)uik = µ($)u pour
un certain k ∈ K(E) et u ∈ U−(E). On a alors
k = u−1i λi($)
−1µ($)u ∈ B−(E) ∩K(E) et µ($)−1λi($) ∈ U−(E)(B−(E) ∩K(E))U−(E).
D’où l’égalité λi = µ ; dans ce cas (voir paragraphe 6.9 de [HV11]), on a
λi($)uiK(E) ∩ µ($)U−(E) = µ($)ui(U−(E) ∩K(E)).
Le coefficient 7 de τ (E)µ dans l’expression de SC(E)
(
T
(E)
λ
)
est alors tout simplement∑
λi=µ
T
(E)
λ (µ($)ui) =
∣∣{i ∈ I | λi = µ}∣∣. (3.20)
On cherche ainsi à évaluer le cardinal de(
K(E)λ($)K(E) ∩ µ($)U−(E)
)/
U−(E) ∩K(E). (3.21)
Lorsque ce dernier est égal à celui de(
Kλ˜($)K ∩ µ˜($)U−)/U− ∩K, (3.22)
le coefficient de τµ dans SCG(Tλ) est égal à celui dans (3.20) comme voulu. L’égalité des cardinaux
de (3.21) et (3.22) est le fruit du lemme 3.7.2 ultérieur si m est inférieur ou égal à 3 : le résultat est
prouvé. 
Lemme 3.7.2 Supposons m ≤ 3. Soient λ, µ des éléments de X∗(T )−. On a l’égalité de cardinaux∣∣(Kλ˜($)K ∩ µ˜($)U)/U ∩K∣∣ = ∣∣(K(E)λ($)K(E) ∩ µ($)U(E))/U(E) ∩K(E)∣∣.
Preuve du cas m ≤ 2 :
Le cas m = 1 étant trivial, supposons m = 2. Notons
λ($) =
(
$α 0
0 $β
)
, µ($)u =
(
$x a
0 $y
)
∈ µ($)U(E). (3.23)
Notons a 7→ a˜ la bijection E ∼−→ D envoyant ∑
i−∞
$i[ai] sur
∑
i−∞
$D[ai]. On voit alors que
(
$x a
0 $y
)
7→
(
$xD a˜
0 $yD
)
=: µ˜($)u˜
6. B−(E) et U
−
(E) sont les notations pour B
− ∩G(E) et U− ∩G(E) respectivement
7. τ (E)µ désigne l’opérateur de HC(A ∩ G(E), A ∩ K(E)) porté par la double classe (A ∩ K(E))µ($)(A ∩ K(E)) =
µ($)(A ∩K(E))
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définit une bijection
Θ : µ($)U(E)
∼−→ µ˜($)U ;
Θ respecte les classes modulo U(E) ∩K(E) et U ∩K respectivement et passe donc au quotient pour
induire
µ($)U(E)/U(E) ∩K(E) ∼−→ µ˜($)U/U ∩K
comme le montre le petit calcul(
$xD a˜
0 $yD
)(
1 b˜
0 1
)
=
(
$xD a˜+$
x
D b˜
0 $yD
)
.
Il reste à prouver que Θ envoie bijectivement µ($)U(E)∩K(E)λ($)K(E) sur µ˜($)U ∩Kλ˜($)K pour
conclure. Or la théorie des diviseurs élémentaires nous donne (avec les notations de (3.23), voir aussi
appendice 3.16)
µ($)u ∈ K(E)λ($)K(E) ⇔
{
min(x, y, d−1vD(a)) = α
x+ y = α+ β
⇔ µ˜($)u˜ ∈ Kλ˜($)K.
La preuve est terminée. 
Preuve du cas m = 3 :
Nous allons construire une bijection
K(E)λ($)K(E) ∩ µ($)U(E) ∼−→ Kλ˜($)K ∩ µ˜($)U (3.24)
qui envoie un système de représentants de (3.21) sur un système de représentants de (3.22), établis-
sant alors l’égalité des cardinaux voulue. Ecrivons pour cela
µ($)u′ =
 $x a′ b′0 $y c′
0 0 $z
 ∈ µ($)U(E), µ˜($)u =
 $xD a b0 $yD c
0 0 $zD
 ∈ µ˜($)U,
où on écrit
a = $aDa0 +$
a+1
D a1 + . . . , b = $
b
Db0 +$
b+1
D b1 + . . . , c = $
c
Dc0 +$
c+1
D c1 + . . .
avec les ai, bi, ci ∈ OE ⊆ OD des représentants de Teichmüller et a0, b0, c0 ∈ O×E . De même on écrit
a′ = $a
′
a′0 +$
a′+1a′1 + . . . , b
′ = $b
′
b′0 +$
b
′
+1b′1 + . . . , c
′ = $c
′
c′0 +$
c′+1c′1 + . . . .
De plus, on note
λ($) =
 $α 0 00 $β 0
0 0 $γ
 , λ˜($) =
 $αD 0 00 $βD 0
0 0 $γD
 .
La théorie des diviseurs élémentaires nous dit
µ($)u′ ∈ K(E)λ($)K(E) ⇔
 min(x, y, z, a
′, b′, c′) = α
x+ y + z = α+ β + γ
min(x+ y, y + z, x+ z, z + a′, x+ c′, d−1vD(a′c′ −$yb′)) = α+ β
,
(3.25)
ainsi que (voir appendice 3.16)
µ˜($)u ∈ Kλ˜($)K ⇔

min(x, y, z, a, b, c) = α
x+ y + z = α+ β + γ
min(x+ y, y + z, x+ z, z + a, x+ c, d−1vD
(
detG
(
a b
$yD c
))
) = α+ β
.
(3.26)
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Notons ˜ : E → D l’application qui envoie a′ sur a si a est tel que a = a′ et ai = a′i pour tout
i ≥ 0. Les deux premières conditions de (3.25) et (3.26) sont identiques si l’on prend a = a˜′, c = c˜′
et b = b′. On compte ensuite le nombre de b avec b = b′ qui sont tels que les troisièmes conditions
de (3.25) et (3.26) sont identiques. L’application ˜ : E → D étant bijective, si on arrive à faire
correspondre à chaque b′ un et un seul b comme précédemment, cela nous fournira la bijection (3.24)
voulue. Commençons par remarquer que si c′ = 0 (et donc c = c˜′ = 0), alors la dernière condition
de (3.25) et (3.26) est respectivement
min(x+ y, y + z, x+ z, z + a, y + b
′
) = α+ β et min(x+ y, y + z, x+ z, z + a, y + b) = α+ β.
On prend alors b′ 7→ b˜′ pour assurer la bijection voulue. On suppose à présent c 6= 0 (et donc c′ 6= 0).
Parce que l’on a (
a b
$yD c
)(
1 0
−c−1$yD 1
)
=
(
a− bc−1$yD b
0 c
)
,
il s’ensuit
detG
(( a b
$yD c
))
= Nrm(ac− bc−1$yDc). (3.27)
Lorsque l’on a a + c 6= y + b, les troisièmes conditions de (3.25) et (3.26) sont équivalentes sous
a = a˜′, c = c˜′ et b = b′. On prend alors à nouveau b′ 7→ b˜′ dans ce cas-là.
On suppose à présent c 6= 0 et on va étudier le cas a+ c = y + b. On écrit
bc−1$yDc = $
b+y
D x0 +$
b+y+1
D x1 +$
b+y+2
D x2 + . . .
avec les xi des Teichmüller dans OE . Le point important est que chaque xi est la somme d’un terme
$yDbi$
y
Dx
′
0 avec x′0 ∈ O×E et de termes ne faisant intervenir, parmi les coefficients de b, que des bj
pour j > i. Cela nous permet d’affirmer que
ΦD : {b ∈ D | vD(b) ≥ a+ c− y} → {x ∈ D | vD(x) ≥ a+ c}
b 7→ ac− bc−1$yDc
(3.28)
est une bijection. Et de la même manière on a
ΦE : {b ∈ E | d−1vD(b) ≥ a+ c− y} ∼−→ {x ∈ E | d−1vD(x) ≥ a+ c}
b 7→ ac−$yb . (3.29)
Grâce à (3.28) et (3.29), on a la bijection
Φ : {b′ ∈ E | d−1vD(b′) = a+ c− y} → {b ∈ D | vD(b) = a+ c− y}
b′ 7→ Φ−1D ◦ ·˜ ◦ ΦE(b′)
,
qui fait en sorte que les troisièmes conditions de (3.25) et (3.26) soient équivalentes pour b′ et
b = Φ(b′). De plus, cette bijection Φ vérifie
b′1 = b
′
2 mod $
a+c−y+k ⇔ Φ(b′1) = Φ(b′2) mod $a+c−y+kD (3.30)
pour tout k ≥ 1 (cela vient du fait que (3.28) (resp. (3.29)), vue comme application des coefficients
du développement $D-adique (resp. $-adique) de b, est donnée par une matrice (infinie) triangulaire
supérieure : c’est le point important souligné précédemment).
La bijection E ∼−→ D définie par ce b′ 7→ Φ(b′) pour b′ = a + c − y et par b′ 7→ b˜′ autrement donne
alors une bijection (en prenant a′ 7→ a˜′ et c′ 7→ c˜′)
Θ : µ($)U(E)
∼−→ µ˜($)U
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qui se restreint en la bijection (3.24) annoncée.
Pour pouvoir comparer les cardinaux de (3.21) et de (3.22), il reste à choisir un ensemble de re-
présentants de (3.21) et de voir que son image par la bijection (3.24) constitue un ensemble de
représentants de (3.22). Notons, pour tout ζ ∈ Z :
R(ζ)(E) = {0} ∪
{
$a[xa] +$
a+1[xa+1] + · · ·+$ζ−1[xζ−1]
∣∣ a < ζ, xa ∈ k×D, xa+1, . . . , xζ−1 ∈ kD},
R(ζ) = {0} ∪ {$aD[xa] +$a+1D [xa+1] + · · ·+$ζ−1D [xζ−1] ∣∣ a < ζ, xa ∈ k×D, xa+1, . . . , xζ−1 ∈ kD}.
Regardons la classe de µ˜($)u dans µ˜($)U/U ∩K : prenons g, h, i ∈ OD et calculons $xD a b0 $yD c
0 0 $zD
 1 g h0 1 i
0 0 1
 =
 $xD a+$xDg b+$xDh+ ai0 $yD c+$yDi
0 0 $zD
 .
Le calcul similaire est valable pour µ($)u′ et on peut fixer l’ensemble suivant de représentants de
µ($)U(E)/U(E) ∩K(E) :
Rµ(E) :=
{ $x a b0 $y c
0 0 $z
 ∣∣∣∣∣ a ∈ R(x)(E), c ∈ R(y)(E), b ∈ R(min(x, vD(a)d ))(E)
}
.
Parce que Θ respecte les valuations des coefficients surdiagonaux (notamment (3.30)), elle induit
une bijection de Rµ(E) sur l’ensemble
Rµ˜ :=
{ $xD a b0 $yD c
0 0 $zD
 ∣∣∣∣∣ a ∈ R(x), c ∈ R(y), b ∈ R(min(x,vD(a)))
}
de représentants de µ˜($)U/U ∩K. Parce que de plus Θ se restreint en la bijection (3.24), elle induit
aussi
Rµ(E) ∩K(E)λ($)K(E)
∼−→ Rµ˜ ∩Kλ˜($)K.
Cela nous donne alors l’égalité de cardinaux voulue. 
On espère que la proposition 3.7.1 soit vraie sans restriction sur m. C’est ce que l’on formule
dans la conjecture suivante ; cette dernière est équivalente à l’égalité des cardinaux des intersections
des doubles classes de Cartan et des classes d’Iwasawa comme dans le lemme 3.7.2.
Conjecture 2 (formule de comparaison de transformées de Satake) Soit λ un élément de
X∗(T )+. On a
S(E)
(
1K(E)λ($)K(E)
)
= S(1
Kλ˜($)K
)
.
On rappelle les définitions des groupes de Weyl étendus pour (G,T ) et (G(E), T(E)) respective-
ment :
We = NG(T )/ZG(T ) ∩K, W (E)e = NG(E)(T(E))/ZG(E)(T(E)) ∩K(E),
où NG(·) et ZG(·) désignent respectivement normalisateur et centralisateur.
Lemme 3.7.3 Les groupes W (E)e et We sont canoniquement isomorphes.
Preuve :
On confond le groupe de Weyl fini W avec le sous-groupe de G(E) ≤ G des matrices de permutation.
En particulier, il s’identifie au groupe de Weyl fini associé à (G(E), T(E)). Tout élément de W
(E)
e
possède un représentant de la forme wx($) ∈ NG(E)(T(E)) pour w ∈ W et w ∈ X∗(T ). La flèche
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[wx($)] 7→ [wx˜($)] est alors bien définie (voir paragraphe 3.2.3) et induit un isomorphisme cano-
nique entre W (E)e et We. 
Grâce à ce lemme, on peut faire hériter à We des résultats bien connus pour W
(E)
e , que l’on
rappelle maintenant. Le groupe de Weyl étendu admet une décomposition We = ΛoW , où Λ peut
se relever dans G par AΛ. L’action deW sur Λ dans ce produit semi-direct est la conjugaison. Aussi,
We admet une décomposition faisant appel au groupe de Weyl affine Wa (voir [BK93], paragraphe
5.4), We = Wa o 〈Ω〉, où Ω est un élément d’ordre m de We. Le groupe de Weyl W est un groupe
de Coxeter fini admettant S∆ comme système générateur minimal. Il existe une réflexion s∼ qui
complète S∆ en un système générateur minimal S∼∆ = S∆ ∪ {s∼} du groupe de Coxeter Wa. Cela
permet de définir une longueur l sur Wa, que l’on étant à We en définissant l(wΩx) = l(w) pour
tout w ∈Wa et tout x ∈ Z.
Soient ρ la demi-somme des racines positives de ΦG et λ un copoids dominant. On rappelle que
w0 est l’élément le plus long de W . Alors wλ := w˜0λ($)w0 est l’unique élément de longueur maxi-
male deWλ˜($)W et il est de longueur l(wλ) = l(w0)+2〈ρ, λ〉 (voir la preuve de [NR03], Lemma 2.7).
Pour x ≤ y deux éléments de We, on note Px,y(v) ∈ 1 + vZ[v] le polynôme de Kazhdan-Lusztig
introduit dans [KL79]. Si µ est un copoids dominant, on note Vµ le module de plus haut poids µ du
groupe dual connexe G∨ = GL(m,C) ; et chVµ désignera son caractère formel (voir [Jan87] I.2.11,
II.5.7) :
chVµ =
∑
ν∈X∗(T )
(dim Vµ(ν)) τν , (3.31)
où Vµ(ν) désigne le sous-espace propre de poids ν, et τν l’élément de C[X∗(T )] porté par ν.
On peut maintenant énoncer la formule de Lusztig-Kato.
Corollaire 3.7.4 Supposons la formule de comparaison de transformées de Satake. Soit µ un copoids
dominant. On a l’identité
chVµ =
∑
λ≤µ
q−d〈ρ,µ〉Pwλ,wµ(q
d)S(1
Kλ˜($)K
)
,
où λ parcourt l’ensemble des copoids dominants ≤-inférieurs à µ.
Preuve :
Le groupe dual connexe de G(E) est aussi G∨(E) = GL(m,C). La formule de Lusztig-Kato pour G(E)
s’écrit alors (voir [HKP10], Theorem 7.8.1) :
chVµ =
∑
λ≤µ
q−d〈ρ,µ〉Pwλ,wµ(q
d)S(E)
(
1K(E)λ($)K(E)
)
.
Le résultat suit maintenant de la formule de comparaison de transformées de Satake. 
3.8 Prolongement d’un caractère de K à certaines doubles classes
de Cartan
Parce que K est un compact maximal associé à un sommet spécial de G, la décomposition de
Cartan nous donne (voir [HR10], Theorem 1.0.3) :
G =
∐
t∈A−Λ
KtK. (3.32)
Tout caractère lisse de K est trivial sur le pro-p-groupe K(1) et se factorise donc par K. Et comme
tout caractère de K se factorise par le déterminant det, il s’ensuit une correspondance bijective entre
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caractères lisses de K et caractères de k×D via précomposition par det.
Quand on a un caractère χK : K → F×p , dans le cas déployé D = F , on peut l’étendre en un
caractère de G en utilisant le déterminant (c’est ce qui est fait au début de la preuve de la Proposition
5.1 de [Her11a]). Ce n’est plus le cas dans le cas pour GL(m,D) en général, mais on peut se contenter
du résultat suivant : on oublie que χK est un caractère et on peut le prolonger en une application
ensembliste sur le support de l’algèbre de Hecke HFp(G,K,χK) de manière suffisamment naturelle
pour que subsiste une propriété de multiplicativité (en un sens convenable) en petite dimension.
Lemme 3.8.1 Soit χ un caractère k×D → F
×
p , que l’on voit comme un caractère χK de K en pré-
composant par det. Soit ρ un caractère de detG(Z˜A(χK)). Alors χK s’étend naturellement en une
application ensembliste
χ˜ρ :
∐
t∈Z˜−A (χK)
KtK → F×p
par la formule
χ˜ρ(k1tk2) =
(
χK(k1k2)
) (
ρ ◦ detG(t)
)
(3.33)
pour tous k1, k2 ∈ K et t ∈ Z˜−A (χK).
Remarque : Le stabilisateur de χ dans D× est caractérisé par le sous-groupe{
z ∈ Z ∣∣ ∀x ∈ k×D, χ($zD[x]$−zD ) = χ(x)} = d0Z
de Z (pour d0 ≥ 1 un entier). Commençons par remarquer que, par la discussion avant la proposition
3.3.1, un élément t ∈ A−Λ est dans Z˜−A (χK) si et seulement si tous ses coefficients sont des puissances
de $d0D . En particulier, detG(Z˜A(χK)) est le groupe monogène ((−1)d−1$)d0Z et ρ est un caractère
uniquement déterminé par sa valeur en ((−1)d−1$)d0 .
Remarque : La source de χ˜ρ n’est pas toujours un sous-groupe de G, par exemple dans GL(2, D) :(
1 0
0 $2D
)(
1 $D
0 1
)(
$2D 0
0 1
)
=
(
$2D $D
0 $2D
)
=
(
1 0
$D 1
)(
$D 0
0 $3D
)(
$D 1
−1 0
)
.
En effet, si χ est tel que l’on a d0 = 2, alors le terme de droite n’appartient pas à KZ˜−A (χK)K
puisque l’union est disjointe dans la décomposition de Cartan (3.32).
Preuve 1 :
Soit t un élément de Z˜−A (χK). On veut étendre χK = χ ◦ det sur KtK, et on appellera χ˜ρ son
prolongement. Naturellement, on a envie de définir χ˜ρ(k1tk2) = χK(k1k2) ρ ◦ detG(t) pour tous
k1, k2 ∈ K : il faut vérifier que cette définition a un sens. Si on a k1tk2 = k3tk4 pour d’autres
éléments k3, k4 ∈ K, alors on a
k−11 k3 = tk2k
−1
4 t
−1 ∈ K ∩ tKt−1.
Il s’agit donc de voir que si k0 est un élément de K ∩ tKt−1 (dans la situation présente k0 = k−11 k3),
alors on a χK(k0) = χK(t−1k0t). La réduction k0 de k0 ∈ K ∩ tKt−1 appartient à un parabolique
standard de Levi standard
∏
i GL(mi, kD) avec
r∑
i=1
mi = m par le lemme 3.3.7. La projection de k0
sur ce Levi est alors un élément (gi) ∈
∏
i GL(mi, kD) et on a
χK(k0) =
∏
i
χ ◦ det(gi).
Remarquons que l’application
σ : x 7→ $−d0D [x]$d0D
kD → kD
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est un morphisme d’anneaux, de sorte que det : GL(m, kD)→ k×D vérifie det ◦σ = σ ◦ det. Ensuite,
K ∩ t−1Kt est le parabolique opposé à K ∩ tKt−1 et on a alors le diagramme suivant, où la flèche
verticale est x 7→ t−1xt.
K ∩ tKt−1 //

K ∩ tKt−1
((∏
i GL(mi, kD)
t−1Kt ∩K // t−1Kt ∩K
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Cela correspond à l’identité
χK(t
−1k0t) =
∏
i
χ ◦ det ($−d0aiD [gi]$d0aiD ) = ∏i χ($−d0aiD [det gi]$d0aiD ),
où t a pour coefficients diagonaux par blocs $d0a1D , . . ., $
d0ar
D . Comme $
d0
D est dans le stabilisateur
de χ, on a finalement χK(t−1k0t) = χK(k0). Il s’ensuit que χ˜ρ est bien défini. 
Preuve 2 :
Suite à la suggestion de l’un des rapporteurs, on rajoute une autre preuve de ce résultat, qui tire à
profit le fait que
∐
t∈Z˜−A (χK)
KtK est le support de l’ algèbre de Hecke HFp(G,K,χK).
On va définir séparément χ˜ρ sur chaque double classe KtK pour t ∈ Z˜A(χK). Soient donc t un
élément de Z˜A(χK) et ft l’unique fonction de HFp(G,K,χK) de support KtK et valant ρ ◦ detG(t)
en t (par la discussion avant la proposition 3.3.3). On définit la restriction de χ˜ρ à KtK comme
étant identiquement égale à ft|KtK : la bonne définition de l’opérateur ft nous assure celle de χ˜ρ|KtK
ainsi que la formule (3.33). La preuve est terminée. 
Le prolongement χ˜ρ que l’on vient de définir, bien que naturel, a le défaut de ne pas être multi-
plicatif (en un sens convenable). C’est le cas pour m = 2, mais des contre-exemples existent dès que
l’on a m > 2. Aussi, un cas facile pour lequel le prolongement χ˜ρ est multiplicatif est le suivant.
Lemme 3.8.2 Soit χK un caractère lisse de K qui se factorise par detG. Alors Z˜−A (χK) est A
−
Λ et,
pour tout caractère ρ de AΛ, le prolongement χ˜ρ défini au lemme 3.8.1 est un caractère de G.
Remarque : Une réciproque à cet énoncé, qui ne servira pas pour la suite, sera étudiée en détail dans
l’appendice 3.17.
Preuve :
On écrit χK = χ′ ◦ detG sur K pour χ′ un caractère de detG(K) = O×F . Il suit de la définition que
Z˜−A (χK) est tout A
−
Λ , et detG(Z˜A(χK)) est simplement ((−1)d$)Z. On peut alors prolonger χ′ en
un caractère χG de F× par χG|((−1)d$)Z = ρ et la formule (3.33) devient
χ˜ρ(k1tk2) = χG ◦ detG(k1tk2).
Mais alors χ˜ρ coïncide sur tout G avec le caractère χG ◦ detG et le résultat suit. 
Soient χ un caractère de k×D et ρ un caractère de detG(Z˜A(χ◦det)). On dira que l’application χ˜ρ
est pseudo-multiplicative si elle vérifie la propriété suivante : si a, b et ab sont dans
∐
t∈Z˜−A (χ◦det)
KtK,
alors on a χ˜ρ(ab) = χ˜ρ(a)χ˜ρ(b).
On remarquera que si la source de χ˜ρ est un groupe et que χ˜ρ est un caractère, alors en particulier
χ˜ρ est pseudo-multiplicatif. C’est ce qui se passe dans le cas m = 1.
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Lemme 3.8.3 Supposons m = 1. Pour tout caractère χ de O×D et tout caractère ρ de Nrm(Z˜A(χ)),
le support de χ˜ρ est un sous-groupe de D× et χ˜ρ est un caractère.
Preuve :
Soit d0 ≥ 1 le diviseur de d vérifiant{
z ∈ Z ∣∣ ∀x ∈ k×D, χ($zD[x]$−zD ) = χ(x)} = d0Z.
Parce que la valuation vD : D× → Z est un morphisme de groupes, le support de χ˜ρ est le sous-
groupe des éléments de D× de valuation dans d0Z. Pour tous x1, x2, x3, x4 ∈ O×D et y1, y2 ∈ Z, on a
par définition de χ˜ρ :
χ˜ρ(x1$
d0y1
D x2) = χ(x1x2) ρ
(
((−1)d$)d0)y1 , (3.34)
χ˜ρ(x3$
d0y2
D x4) = χ(x3x4) ρ
(
((−1)d$)d0)y2 . (3.35)
On écrit ensuite
x1$
d0y1
D x2x3$
d0y2
D x4 = x1$
d0(y1+y2)
D ($
−d0y2
D x2x3$
d0y2
D )x4,
pour avoir l’expression suivante de χ˜ρ(x1$
d0y1
D x2x3$
d0y2
D x4) :
χ
(
x1($
−d0y2
D x2x3$
d0y2
D )x4
)
ρ
(
((−1)d$)d0)y1+y2 . (3.36)
Puisque $d0ZD stabilise χ, l’expression (3.36) se réécrit enfin
χ(x1)χ(x2x3)χ(x4) ρ
(
((−1)d$)d0)y1+y2 .
C’est bien là le produit des expressions dans (3.34) et (3.35). 
Pour m = 2, la source de χ˜ρ n’est plus nécessairement un groupe comme l’atteste la remarque
après le lemme 3.8.1. Cependant χ˜ρ a le bon goût d’être pseudo-multiplicatif et ce sera essentiel
pour notre travail pour GL(3, D).
On note HK le sous-groupe normal de K engendré par les transvections dans K. Le fait que HK
soit inclus dans le noyau de det explique pourquoi il entre en jeu dans la compréhension de χ˜ρ.
Lemme 3.8.4 Supposons m = 2. Soient t1, t2 des éléments de A−Λ et k3 un élément de K. Il existe
t03 ∈ A ∩K et un unique t3 ∈ A−Λ vérifiant
t1k3t2 ∈ HKt3t03HK
et la propriété suivante : pour tout caractère χK de K, si t1, t2 et t3 sont des éléments de Z˜−A (χK),
alors on a χK(t03) = χK(k3).
Preuve :
L’unicité provient de l’écriture en union disjointe de la décomposition de Cartan.
Commençons par écrire l’identité suivante qui nous sera de nombreuses fois utiles au cours de la
preuve
s :=
(
0 −1
1 0
)
=
(
1 −1
0 1
)(
1 0
1 1
)(
1 −1
0 1
)
, (3.37)
et nous indique que s est un élément de HK . Remarquons ensuite que tout élément
(
α β
γ δ
)
de
G avec α 6= 0 possède la décomposition unique suivante(
α β
γ δ
)
=
(
1 0
u 1
)(
η 0
0 ν
)(
1 v
0 1
)
, (3.38)
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avec η = α, u = γα−1, v = α−1β et ν = δ − γα−1β. Après cette parenthèse, écrivons explicitement
les éléments
k3 =
(
α β
γ δ
)
, t1 =
(
$aD 0
0 $bD
)
, t2 =
(
$xD 0
0 $yD
)
,
avec α, β, γ, δ ∈ OD et a, b, x, y ∈ Z. On va déterminer t3 et t03 pour
t1k3t2 =
(
$aDα$
x
D $
a
Dβ$
y
D
$bDγ$
x
D $
b
Dδ$
y
D
)
.
On rappelle que l’on a supposé t1, t2 ∈ A−Λ , c’est-à-dire a ≤ b et x ≤ y.
On a deux cas distincts à envisager. D’abord, lorsque α est non nul, on profite de (3.38) pour écrire(
1 0
−$bDγα−1$−aD 1
)
t1k3t2
(
1 −$−xD α−1β$yD
0 1
)
=
(
$aDα$
x
D 0
0 $bD(δ − γα−1β)$yD
)
.
(3.39)
On remarque que les matrices de transvection dans (3.39) sont dans HK lorsque l’on impose b− a−
vD(α) ≥ 0 et y − x− vD(α) ≥ 0. Sous ces conditions, on note
t3 =
(
$
a+x+vD(α)
D 0
0 $
b+y−vD(α)
D
)
∈ A−Λ ,
t03 =
(
$
−x−vD(α)
D α$
x
D 0
0 $
−y+vD(α)
D (δ − γα−1β)$yD
)
∈ A ∩K. (3.40)
On traite maintenant les cas restants :
(a) α = 0 ;
(b) vD(α) + x− y > 0 et α 6= 0 ;
(c) vD(α) + a− b > 0 et α 6= 0.
On remarque tout de suite que, comme k3 est un élément deK et que l’on a α = 0 ou bien vD(α) > 0,
cela implique γ ∈ O×D. On commence par écrire
g3 := t1k3t2
(
1 −$−xD γ−1δ$yD
0 1
)
,
où la matrice de transvection est bien dans HK car on a γ ∈ O×D et y − x ≥ 0. On note
g3 =
(
$aDα$
x
D $
a
D(β − αγ−1δ)$yD
$bDγ$
x
D 0
)
=:
(
γ1 γ2
γ3 0
)
.
Les cas (a), (b) et (c) correspondent alors respectivement à
γ1 = 0, vD(γ1) > vD(γ2), vD(γ1) > vD(γ3).
Dans le cas (b), on utilise l’identité(
γ1 γ2
γ3 0
)(
1 0
−γ−12 γ1 1
)
=
(
0 γ2
γ3 0
)
, (3.41)
et dans le cas (c) l’identité (
1 −γ1γ−13
0 1
)(
γ1 γ2
γ3 0
)
=
(
0 γ2
γ3 0
)
. (3.42)
Enfin, dans tous les cas, on utilise s ∈ HK (voir (3.37)) et l’identité(
0 γ2
γ3 0
)(
0 −1
1 0
)
=
(
γ2 0
0 −γ3
)
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pour voir que t1k3t2 est dans la même classe que(
$aD(β − αγ−1δ)$yD 0
0 −$bDγ$xD
)
dans HK\G/HK . On pose alors
t3 =
(
$a+yD 0
0 $b+xD
)
∈ AΛ,
t03 =
(
$−yD (β − αγ−1δ)$yD 0
0 −$−xD γ$xD
)
∈ A ∩K (3.43)
Lorsque l’on a b+ x− a− y ≥ 0, la paire (t03, t3) fait l’affaire ; sinon, on prend (−st03s,−st3s).
Vérifions maintenant que t03 possède la propriété escomptée ; il en est alors de même de −st03s. Soit
χ : k×D → F
×
p un caractère de normalisateur $
d0Z
D avec d0 ≥ 1 divisant d, χK = χ ◦ det et supposons
t1, t2, t3 ∈ Z˜−A (χK).
Dans le cas (3.40), on a
χ ◦ det(t03) = χ
(
$
−x−vD(α)
D α$
x
D
)
χ
(
$
−y+vD(α)
D (δ − γα−1β)$yD
)
.
Parce que l’on a t1, t2, t3 ∈ Z˜−A (χK), x, y et vD(α) sont tous trois dans d0Z. Mais alors, on a
χ ◦ det(t03) = χ
(
α$
−vD(α)
D
)
χ
(
$
vD(α)
D (δ − γα−1β)
)
,
et il s’ensuit
χ ◦ det(t03) = χ
(
α(δ − γα−1β)) = χ ◦ det(k3).
Dans le cas (3.43), on a de la même manière
χ ◦ det(t03) = χ
(
$−yD (αγ−1δ − β)$yD
)
χ
(
$−xD γ$
x
D
)
,
qui donne bien
χ ◦ det(t03) = χ
(
(αγ−1δ − β)γ) = χ ◦ det(k3).
Le lemme est donc bien prouvé. 
Proposition 3.8.5 Supposons m = 2. Soient χ un caractère de k×D et ρ un caractère de detG(Z˜A(χ◦
det)). L’application χ˜ρ est pseudo-multiplicative.
Remarque : Cette proposition est uniquement un corollaire du lemme 3.8.4, au sens où si on arrive
à prouver le lemme sous des hypothèses autres que « m = 2 », alors la conclusion de la proposition
suit sous les mêmes hypothèses.
Preuve :
On note χK = χ ◦ det. Comme χ˜ρ est bien définie sur chaque double classe KtK avec t ∈ Z˜−A (χK),
il s’agit de montrer que si t1, t2, t3 ∈ Z˜−A (χK) et k1, k2, k3 ∈ K vérifient
t1k3t2 = k1t3k2 (3.44)
alors on a
χK(k3) ρ ◦ detG(t1t2) = χK(k1k2) ρ ◦ detG(t3). (3.45)
Parce que detG : G→ F× est un morphisme de groupes et qu’il envoie K dans O×F , (3.44) implique
detG(t1t2) ∈ detG(t3)O×F .
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Mais, parce que t1, t2, t3 sont dans AΛ et à cause de la définition de detG, on a detG(t1t2) = detG(t3).
Reste à voir que l’on a χK(k3) = χK(k1k2) sous (3.44).
Cela découle du lemme 3.8.4 de la manière suivante : soient t′3 ∈ A−Λ et t03 ∈ A ∩ K fournis par
le lemme 3.8.4. Comme la décomposition de Cartan est une union de doubles classes disjointes, on
a t3 = t′3. De plus, HK est normalisé par K et il existe donc (toujours par le lemme 3.8.4) des
h1, h2 ∈ HK et t01, t02 ∈ A ∩K vérifiant k1 = h1t01 et k2 = t02h2. En particulier, on a
det(k1) = det(t
0
1) et det(k2) = det(t
0
2).
On a alors, pour certains h3, h4 ∈ HK :
t3t
0
3 = h3t
0
1t3t
0
2h4 = h3t3(t
−1
3 t
0
1t3t
0
2)h4.
Parce que χ˜ρ est bien défini (voir lemme 3.8.1), on a alors
χK(t
0
3) = χK(t
−1
3 t
0
1t3)χK(t
0
2) = χK(k1k2).
Et cette quantité est bien χK(k3) par la propriété fondamentale de t03 (voir lemme 3.8.4). 
On établit maintenant les propriétés que l’on va vraiment utiliser du prolongement χ˜ρ.
Corollaire 3.8.6 Soient χ un caractère de k×D et ρ un caractère de detG
(
Z˜A(χ ◦ det)
)
. Soient
t ∈ Z˜−A (χ ◦ det) et u ∈ U .
(i) On a t−1 ∈ KZ˜−A (χ ◦ det)K et χ˜ρ(t−1) = χ˜ρ(t)−1.
(ii) Supposons χ˜ρ pseudo-multiplicative. Si tu est dans KZ˜−A (χ ◦ det)K, alors on a χ˜ρ(tu) =
χ˜ρ(t).
Preuve :
On note encore w0 pour le représentant
 1···
1
 de l’élément le plus long du groupe de Weyl
fini W . C’est un élément de K, et on a
t−1 = w0(w0t−1w0)w0 ∈ K(w0t−1w0)K.
Aussi, si on note
t = Diag($a1D , $
a2
D , . . . , $
am
D ) ∈ Z˜−A (χ ◦ det),
alors w0t−1w0 = Diag($−amD , . . . , $
−a1
D ) est aussi dans Z˜
−
A (χ ◦ det). Et il s’ensuit
χ˜ρ(t
−1) = χ ◦ det(w20) ρ ◦ detG(w0t−1w0) = ρ ◦ detG(t−1) = χ˜ρ(t)−1.
Prouvons maintenant (ii). Il existe z ∈ A+Λ à coefficients diagonaux dans $dZD tel que zuz−1 soit
dans U ∩K. Ainsi z−1 et w0zw0 sont dans Z˜−A (χ ◦ det), et on a
χ˜ρ(tu) = χ˜ρ
(
(tz−1)(zuz−1)w0(w0zw0)w0
)
.
Par pseudo-multiplicativité de χ˜ρ et le (i), on a :
χ˜ρ(tu) = χ˜ρ
(
(tz−1)zuz−1
)
χ˜ρ
(
w0(w0zw0)w0
)
= χ˜ρ(tz
−1) χ˜ρ(z−1)−1 = χ˜ρ(t).
La preuve est terminée. 
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3.9 Inversion partielle de la transformée de Satake
Pour ζ ≥ 1 un entier, on note
R(ζ) := {[x0] +$D[x1] + · · ·+$ζ−1D [xζ−1] | x0, . . . , xζ−1 ∈ kD}. (3.46)
C’est un ensemble de représentants de OD/($ζD) et on a R(ζ) ⊆ R(ζ+1).
A λ ∈ X∗(T )−, on a associé un parabolique antistandard Pλ et un sous-groupe de Levi Mλ. Si on
écrit t = λ˜($), on va noter Wt le sous-groupe de W engendré par ∆Mλ . On définit aussi
W t := {w ∈W | ∀α ∈ ∆Mλ , l(wsα) > l(w)};
c’est un système de représentants de W/Wt contenant l’élément le plus court de chaque classe (voir
chapitre 2, Lemme 4.1). On confondraW t et un ensemble de relèvements deW t dansK à coefficients
dans {0, 1}.
Lemme 3.9.1 Soient ζ ≥ 1 et t ∈ A−Λ de la forme Diag(1, . . . , 1, $ζD, . . . , $ζD) avec r ∈ [1,m − 1]
occurrences de 1. Soit Rt l’ensemble composé des matrices w
(
Ir 0
M Im−r
)
pourM ∈Mm−r,r(R(ζ))
et w ∈W t. On a alors
K = Rt(K ∩ tKt−1).
Remarque : Attention, il peut y avoir dans Rt deux représentants de la même classe (comme le
montre une simple comparaison des cardinaux).
Preuve :
On a tout d’abord (voir lemme 3.3.7) :
K ∩ tKt−1 =
(
GL(r,OD) Mr,m−r(OD)
$ζDMm−r,r(OD) GL(m− r,OD)
)
=: I−Pt .
On remarque tout de suite que la réduction I−Pt se confond avec P
−
t . Ecrivons la décomposition de
Bruhat pour la réduction modulo ($D) de K (ce qui est possible puisque c’est alors un GL(m) sur
le corps fini kD). On a
K =
∐
w∈W
BwB =
∐
w∈W
w(w−1Bw)B.
On peut alors remplacer dans cette écriture w−1Bw par un ensemble de représentants de
(w−1Bw)/(B ∩ w−1Bw) ' (w−1Uw)/(U ∩ w−1Uw).
Par [Car85], Proposition 2.5.12, on a
w−1Uw = (w−1Uw ∩ U−)(w−1Uw ∩ U)
et donc
(w−1Bw)/(w−1Bw ∩B) ' (w−1Uw ∩ U−).
Ce dernier groupe est visiblement inclus dans P t et on obtient
K =
⋃
w∈W
wP tB =
⋃
w∈W t
wP tB =
⋃
w∈W t
wP tP
−
t . (3.47)
Comme Kζ = 1 +$
ζ
DMm(OD) est normal dans K ≥ IPt , on a
K/(K ∩ tKt−1) ∼−→ K(ζ)/(P−t )(ζ),
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où rappelle que l’on a noté (ζ) la réduction moduloK(ζ). Dans le cas ζ = 1, le lemme est donc prouvé
grâce à l’égalité (3.47). Lorsque l’on a ζ > 1, on procède par récurrence comme suit : supposons
alors l’énoncé du lemme vrai pour ζ − 1 ≥ 1. On écrit t0 = Diag(1, . . . , 1, $D, . . . , $D) de sorte que
l’on ait t = tζ0. Par hypothèse de récurrence, on a alors
K = R
tζ−10
(K ∩ tζ−10 Kt1−ζ0 ). (3.48)
On cherche ensuite à évaluer (K∩tζ−10 Kt1−ζ0 )/(K∩tKt−1). Notons N le sous-ensemble des matrices
de Mm−r,r(R(ζ)) des matrices à coefficients dans $ζ−1D [kD] = R(ζ−1)\R(ζ). Parce que l’on a(
Ir 0
E Im−r
)(
A B
$ζDC D
)
=
(
A B
EA+$ζDC EB +D
)
pour E ∈ N , A ∈ GL(r,OD), B ∈ Mr,m−r(OD), C ∈ Mm−r,r(OD), D ∈ GL(m − r,OD), on obtient
l’injection ensembliste (
Ir 0
N Im−r
)
↪→ (K ∩ tζ−10 Kt1−ζ0 )/(K ∩ tKt−1).
Parce que tous deux sont de cardinal |kD|r(m−r), cette flèche est en fait une bijection. On revient
ensuite à (3.48) et on obtient
K = R
tζ−10
(
Ir 0
N Im−r
)
(K ∩ tKt−1) = Rt(K ∩ tKt−1).
La récurrence est terminée et le résultat prouvé. 
Lorsque t est une homothétie valant 1 ou $ζD, on prend alors Rt = {1}, de sorte que le résultat
du lemme 3.9.1 reste vrai pour r ∈ [0,m].
Lemme 3.9.2 Soient t = Diag(1, . . . , 1, $ζD, . . . , $
ζ
D) /∈ {1, $ζD} et t′ ∈ A−Λ vérifiant detG(t) =
detG(t
′). Supposons que les coefficients diagonaux de t′ sont dans $ζZD . Alors KtK ∩ t′U 6= ∅
implique t = t′. Dans ce cas-là, on a KtK ∩ tU = t(U ∩K).
Preuve :
Soit t′ ∈ A−Λ de coefficients diagonaux $a1D , . . . , $amD dans $ζZD . On va chercher à montrer que la
condition KtK ∩ t′U 6= ∅ implique a1 ≥ 0 et am = ζ. Comme on a detG(t) = detG(t′) avec t′ ∈ A−Λ ,
cela donnera tout de suite t = t′.
Commençons par montrer am = ζ. On a, par le lemme 3.9.1, KtK = RttK. Soit r ∈ Rt. Comme
A ∩ K normalise HK et U , et que l’on a (A ∩ K)HK = K, si rtK ∩ t′U est non vide, alors il en
est de même pour rtHK ∩ t′(A ∩ K)U . Supposons donc l’existence d’un h ∈ HK tel que l’on ait
(t′)−1rth ∈ (A ∩K)U . Observons
(t′)−1rt = Diag($a1D , $
a2
D , . . . , $
am
D )
−1w
(
Ib 0
M $ζDIm−b
)
, (3.49)
où les coefficients de M sont dans R(ζ) : ils sont donc soit nuls, soit de valuation dans [0, ζ − 1].
Aussi, dans cette écriture, on a a1 ≤ a2 ≤ · · · ≤ am dans ζZ et w ∈W t. Puisque le produit par une
transvection à droite dans K ne change pas le plus grand commun diviseur d’une ligne, la condition
(t′)−1rth ∈ (A ∩ K)U implique que la dernière ligne de (3.49) possède un coefficient de valuation
minimale dans O×D. On en déduit am = ζ (si on avait permuté la dernière ligne de
(
Ib 0
M $ζDIm−b
)
avec l’une de ses b premières lignes, on aurait am = 0, et donc detG(t′) ≤ 0, ce qui est absurde).
Montrons maintenant a1 ≥ 0. Si on avait a1 ≤ −ζ, alors le pgcd des coefficients de la première ligne
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de (t′)−1rt, donc de (t′)−1rth, serait supérieur ou égal à ζ. Cela contredirait (t′)−1rth ∈ (A ∩K)U ,
et on a donc a1 > −ζ. Comme on a supposé que les coefficients non nuls de t′ sont dans $ζZD et
aussi a1 ≤ am = ζ, on a de fait a1 ∈ {0, ζ}. Comme de plus, on a t′ ∈ A−Λ et detG(t) = detG(t′), cela
impose t = t′ comme voulu. Cela termine la preuve de la première partie du lemme.
Pour la seconde assertion, on peut faire appel à la Proposition 6.9 de [HV11], ou bien présenter la
preuve ad hoc suivante. On a facilement
t(U ∩K) ⊆ KtK ∩ tU, tK ∩ tU = t(U ∩K).
On veut montrer que si r ∈ Rt est tel que rtK ∩ tU 6= ∅, alors on a r = 1, ce que l’on va faire
par récurrence sur m comme suit. Pour m = 1, on a Rt = {1} et c’est trivialement vrai. Suppo-
sons le résultat vrai pour m − 1 ≥ 1 et montrons le au rang m. Ecrivons r = w
(
Ib 0
M Im−b
)
pour un w ∈ W t et M ∈ Mm−b,b(R(ζ)). Parce que la dernière ligne de t−1rt doit avoir un coeffi-
cient de valuation nulle, la dernière ligne de r doit appartenir aux lignes de
(
M Im−b
)
, disons
(mi1,mi2, . . . ,mib, 0, . . . , 0, 1, 0, . . . , 0), où le 1 est à la colonne (b + i). Aussi cela impose de plus
mi1 = mi2 = · · · = mib = 0. Si b = m − 1, cela prouve déjà r = 1 ; sinon, on peut appliquer
l’hypothèse de récurrence en considérant pour r(m−1) la matrice où on a enlevé la dernière ligne et
la (b + i)-ème colonne et pour t(m−1) l’élément Diag(1, . . . , 1, $
ζ
D, . . . , $
ζ
D) avec une occurrence de
$ζD de moins que pour t. De ce fait, on obtient r(m−1) = 1, et donc r est de la forme
Ib+i−1
c1 0
...
0 Im−b−icm−1
0 · · · 0 1 0 · · · 0
 .
Aussi, r = w
(
Ib 0
M Im−b
)
a une (b+ i)-ème colonne avec un seul coefficient non nul, ce qui force
c1 = · · · = cm = 0. Enfin, parce que w est un élément deW t, aucune de ses écritures réduites ne peut
se terminer par un sα pour α ∈ ∆t : il s’ensuit b+i = m, et donc r = 1. La récurrence est terminée. 
On veut maintenant énoncer un analogue pour GL(m,D) de la Proposition 5.1 de [Her11a]. Pour
tout λ ∈ X∗(T )−V , on rappelle que Tλ désigne l’opérateur de HFp(G,K, V ) porté par la double classe
Kλ˜($)K et τλ celui de HFp
(
A,A ∩K,V U∩K) porté par la classe λ˜($)(A ∩K).
L’énoncé voulu va traduire une différence importante entre le cas déployé et le cas qui ne l’est pas.
En effet, pour une K-représentation irréductible χK = χ ◦ det qui se factorise par detG, on arrive,
comme dans le cas déployé, à inverser complètement la transformée de Satake. Si χK ne se factorise
pas par detG, nous ne savons plus inverser la transformée de Satake. Cependant le résultat de la
proposition 3.9.3 (en ce sens, partiel) suivant nous permettra tout de même de mener à bout le travail.
Pour V une représentation irréductible de K, la proposition 3.2.2 nous assure que la droite
V U∩K possède un stabilisateur de la forme (PV ∩K)K(1) où PV est un parabolique standard de G
admettant PV = MVNV pour décomposition de Levi standard. Ecrivons MV =
∏
i GL(mi, D) avec∑
imi = m : l’action de A∩K sur V U∩K est alors donnée par un caractère χ⊗m11 ⊗χ⊗m22 ⊗· · ·⊗χ⊗mrr .
Notons, pour tout 1 ≤ i ≤ r, di ≥ 1 le diviseur de d vérifiant{
z ∈ Z ∣∣ ∀x ∈ k×D, χi($zD[x]$−zD ) = χi(x)} = diZ.
On dira que la droite V U∩K est un caractère de A ∩K qui se factorise par Nrm si χi se factorise
par Nrm pour tout i ; c’est équivalent à di = 1 pour tout i, et lorsque l’on a MV = G, cela revient à
demander que V se factorise par detG.
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On va en fait avoir besoin d’une condition plus faible, qui laisse de côté les blocs de taille 1 dans
MV . On dira que la droite V U∩K est un caractère de A∩K qui se factorise presque partout par Nrm
si on a
∀i = 1, . . . , r, mi > 1⇒ di = 1.
Proposition 3.9.3 Supposons la formule sur les valeurs de la tranformée de Satake (conjecture 2)
satisfaite. Soit V une représentation irréductible de K.
(i) Supposons que V U∩K se factorise presque partout par Nrm. Alors, pour tout élément µ de
X∗(T )−V , on a
8
τµ =
∑
λ∈X∗(T )−V , λ≥MV µ
SG(Tλ).
(ii) Soit −λ un copoids fondamental minuscule associé à une racine de ∆V , située dans le bloc
GL(mi, D) pour un certain 1 ≤ i ≤ r, choisi de manière à avoir
λ($) = Diag(1, $a2 , . . . , $am).
Supposons di = di+1 = · · · = dr. Alors on a
τdiλ = SG(Tdiλ).
(iii) Supposons m = 2 et que V n’est pas un caractère qui se factorise par Nrm. Alors, pour tout
élément µ de X∗(T )−V , on a
τµ = SG(Tµ).
Remarque : L’hypothèses nécessaire pour (ii) est en particulier satisfaite lorsque V est un caractère
de K.
Début de preuve (commun à (i), (ii), (iii)) :
Par le lemme 3.3.8, on est ramené à calculer SMV
(
TMVdiλ
)
. On écrit MV =
∏
j Gj avec Gj =
GL(mj , D). Aussi V NV ∩K est une représentation irréductible deMV ∩K qui se décompose en
⊗
j Vj
où chaque Vj est une représentation irréductible de dimension finie de Gj ∩K (vu dans MV ∩K)
par la Proposition 3.4.2 de [Bum97]. On a ainsi
HFp
(
MV ,MV ∩K,V NV ∩K
)
=
⊗
j
HFp(Gj , Gj ∩K,Vj),
et on écrit TMVdiλ = t1 ⊗ · · · ⊗ tr. Sur toutes les composantes sauf une, le calcul se ramène au lemme
3.3.9. Pour celle qui reste, on est ramené à un GL(mj , D) : on suppose donc MV = G par la suite.
Parce que l’on a supposé MV = G, il existe un caractère χ : k×D → F
×
p tel que l’on ait V = χ ◦ det.
Soit ρ un caractère de detG(Z˜A(V )) ; par le lemme 3.8.1, on a une application
χ˜ρ :
∐
t∈Z˜−A (V )
KtK → F×p
dont la restriction à K coïncide avec V . Soient λ, µ ∈ X∗(T )−V et t := λ˜($), t′ := µ˜($). Pour tous
k1, k2 ∈ K, on a
Tλ(k1tk2) = χ ◦ det(k1k2) ∈ EndFp(V ) = Fp.
De ce fait, on a
Tλ(k1tk2) = χ˜ρ(k1tk2)χ˜ρ(t)
−1. (3.50)
La décomposition d’Iwasawa (voir [HV11], Proposition 6.5) nous permet d’écrire
KtK =
∐
i∈I tiuiK,
8. on rappelle que ≥MV a été défini à la fin du paragraphe 3.2.3
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où I est un ensemble fini, λi ∈ X∗(T ), ti = λ˜i($) et ui ∈ U pour tout i ∈ I. De plus, l’intersection
tiuiK ∩ t′U est non vide si et seulement si ti = t′ ; en effet, écrivons tiuik = t′u pour un certain
k ∈ K et un u ∈ U . On a alors
k = u−1i t
−1
i t
′u ∈ B ∩K et (t′)−1ti ∈ U(B ∩K)U.
D’où l’égalité t′ = ti ; dans ce cas, tiuiK ∩ t′U vaut exactement t′ui(U ∩ K). Il en résulte que le
coefficient de τµ intervenant dans SG(Tλ) (voir (3.6) et (3.50)) est∑
λi=µ
Tλ(t
′ui) =
∑
λi=µ
χ˜ρ(t
′ui)χ˜ρ(t)−1. (3.51)
Preuve de (i) :
Dans le cas où l’hypothèse du (i) est satisfaite, puisque l’on a MV = G, le prolongement χ˜ρ se
factorise par detG et est donc multiplicatif (voir lemme 3.8.2) ; en particulier, on a χ˜ρ(t′ui) = χ˜ρ(t′).
L’égalité (3.51) décrivant le coefficient de τµ dans SG(Tλ) devient alors tout simplement :∑
λi=µ
Tλ(t
′ui) =
∣∣{i ∈ I | λi = µ}∣∣ · χ˜ρ(t′)χ˜ρ(t)−1.
De plus, si KtK ∩ t′U est non vide, on choisit un élément x de cet ensemble. Le calcul de son
déterminant donne alors detG(t) = detG(t′). En particulier, on a l’égalité χ˜ρ(t′) = χ˜ρ(t) et le
coefficient de τµ dans SG(Tλ) se réduit à |{i ∈ I | λi = µ}|, qui est une quantité indépendante de χ
ou de ρ.
On peut donc prendre V = 1, pour lequel le calcul est identique à la fin de la preuve de [Her11a] ;
on le rappelle tout de même ici. A partir de maintenant et jusqu’à la fin de la preuve, µ et λ seront
des copoids dominants. On fait ce changement antidominant/dominant pour alléger l’écriture, et à
la fin on appliquera l’identité prouvée (3.52) à w0λ et w0µ, qui seront bien antidominants (comme
voulu dans l’énoncé à prouver). La formule de Lusztig-Kato s’écrit (voir corollaire 3.7.4) :
chVµ =
∑
λ≤µ
q−d〈µ,ρ〉Pwλ,wµ(q
d)S(1
Kλ˜($)K
)
.
Si on regarde dans cette égalité le coefficient devant τµ′ pour µ′ ∈ X∗(T ), on a par définition de S
dim Vµ(µ
′) =
∑
λ≤µ
q−d〈µ,ρ〉Pwλ,wµ(q
d)
∑
u∈U/U∩K
δ
1/2
G
(
µ˜′($)
)
1
Kλ˜($)K
(
µ˜′($)u
)
,
où Vµ(µ′) désigne le sous-espace de Vµ de poids µ′ et δG est le caractère module relativement à B.
On a par définition
δ
1/2
G
(
µ˜′($)
)
= qd〈w0µ
′,ρ〉,
de sorte que l’on peut réécrire :
qd〈µ−w0µ
′,ρ〉 dim Vµ(µ′) =
∑
λ≤µ
Pwλ,wµ(q
d)
∑
u∈U/U∩K
1
Kλ˜($)K
(
µ˜′($)u
)
.
Parce que l’on a (voir [Jan87], Proposition II.2.2)
dim Vµ(µ
′) 6= 0⇒ w0µ ≤ µ′ ≤ µ,
Pwλ,wµ(q
d) ∈ 1 + qdZ[qd], et que qd〈µ−w0µ′,ρ〉 est divisible par p si µ 6= w0µ′, en réduisant modulo p,
on obtient
dim Vµ(w0µ) =
∑
λ≤µ
∑
u∈U/U∩K
1
Kλ˜($)K
(
w˜0µ($)u
)
,
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0 =
∑
λ≤µ
∑
u∈U/U∩K
1
Kλ˜($)K
(
µ˜′($)u
)
pour µ′ 6= w0µ.
La dimension de Vµ(w0µ) vaut 1 par les II.1.19 et II.2.2 de [Jan87], et donc en renormalisant via
µ 7→ µ˜, on a
τw0µ =
∑
λ≤µ
SG(Tw0λ). (3.52)
Le résultat en découle.
Preuve de (ii) :
Ici, on rappelle que V ne se factorise plus nécessairement par detG. On cherche à déterminer KtK ∩
t′U . Lorsque t′ est tel que cette intersection est non vide, on en prend un élément et le calcul de
son déterminant donne detG(t) = detG(t′). De plus, l’hypothèse di = di+1 = · · · = dr nous place
exactement dans les conditions d’application du lemme 3.9.2. On en déduit t = t′ et KtK ∩ tU =
t(U ∩K). De ce fait, par (3.6) et (3.51), on a le résultat voulu.
Preuve de (iii) :
Dans le cas m = 2 et V un caractère de K, pour tout caractère ρ de detG(Z˜A(V )), le prolongement
χ˜ρ défini est pseudo-multiplicatif par la proposition 3.8.5. On utilise alors le corollaire 3.8.6 pour
dire que (3.51) est égal à |{i ∈ I | λi = µ}|, et le coefficient de τµ dans SG(Tλ) est indépendant de χ
ou de ρ comme au (i). On va utiliser (i) pour effectuer des calculs pour V = 1. Pour y ≤ z dans Z,
notons tyz =
(
$yD 0
0 $zD
)
∈ A−Λ , τyz l’opérateur de HFp(A,A ∩K) de support t
y
z(A ∩K) et valant
1 en tyz , et T yz l’opérateur de HFp(G,K) de support Kt
y
zK et valant 1 en tyz . On note ∆ = {α} et
d0 ≥ 1 l’entier divisant d vérifiant
{z ∈ Z | ∀x ∈ k×D, χ
(
$zD[x]$
−z
D
)
= χ(x)} = d0Z,
et µ : x 7→
(
xa 0
0 xb
)
avec a ≤ b dans d0Z. Parce que V ne se factorise pas par Nrm, on a d0 > 1.
Aussi, on peut supposer a < b, le cas a = b étant facile puisque la classe double KtaaK est égale à la
classe simple taaK. On écrit, pour V = 1 :
τµ = τ
a
b = SG(T ab ) + SG(T a+1b−1 ) + · · ·+ SG
(
T
a+b b−a
2
c
b−b b−a
2
c
)
, (3.53)
τµ+α∨ = τ
a+1
b+1 = SG(T a+1b−1 ) + SG(T a+2b−2 ) + · · ·+ SG
(
T
a+b b−a
2
c
b−b b−a
2
c
)
; (3.54)
en retranchant (3.54) à (3.53), on obtient
SG(Tµ) = τµ − τµ+α∨ . (3.55)
Revenons à notre V non trivial : parce que d0 est différent de 1, µ+α∨ n’appartient pas à X∗(T )−V ,
et l’identité (3.55) se réduit à SG(Tµ) = τµ. Le (iii) est prouvé. 
On remarque que la proposition 3.9.3.(iii) peut se calculer à la main, sans faire appel à la ma-
chinerie précédente. Les calculs sont toutefois réminiscents de ceux du lemme 3.8.5.
Seconde preuve de la proposition 3.9.3.(iii) :
On suppose encore MV = G, le cas contraire étant résolu par les lemmes 3.3.8 et 3.3.9. La représen-
tation V est alors un caractère χ ◦ det et on note d0 ≥ 1 le diviseur de d satisfaisant
{z ∈ Z | ∀x ∈ k×D, χ
(
$zD[x]$
−z
D
)
= χ(x)} = d0Z.
Pour tout a ≤ b dans d0Z, on note tab =
(
$aD 0
0 $bD
)
et T ab l’opérateur de HFp(G,K, V ) de support
KtabK et valant l’identité en t
a
b . Soient α ≤ β dans d0Z. On veut calculer
SG(Tαβ )(tab ) =
∑
x∈D/OD
Tαβ
(
tab
(
1 x
0 1
))
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pour a ≤ b dans d0Z. L’élément tab
(
1 x
0 1
)
appartient à KtabK pour x ∈ OD. Supposons x ∈
D rOD et écrivons vD(x) = −v avec v > 0. On a alors
tab
(
1 x
0 1
)
=
(
$aD $
a
Dx
0 $bD
)
=
(
1 0
$bDx
−1$−aD 1
)(
$a−vD 0
0 $b+vD
)(
$vD $
v
Dx
−$−vD x−1 0
)
,
(3.56)
et tab
(
1 x
0 1
)
appartient à KtαβK si et seulement si (α, β) = (a − v, b + v). En particulier, aucun
terme pour x /∈ OD ne contribue à SG(Tαβ )(tαβ) et donc on a SG(Tαβ )(tαβ) = 1.
De plus, si (α, β) = (a− v, b+ v), alors v est aussi dans d0Z ; dans ce cas-là, par (3.56), on a
Tαβ
(
tab
(
1 x
0 1
))
= χ($−vD x
−1$vDx).
Ce terme ne dépend que du coefficient de plus petite valuation de x, et si on écrit
x = $−vD x0 +$
−v+1
D x1 + · · ·+$−1D xv−1 +OD ∈ D/OD,
en regroupant les termes de valuation v, on obtient∑
vD(x)=−v
Tαβ
(
tab
(
1 x
0 1
))
=
∑
x0∈k×D
∑
x1,...,xv−1∈kD
χ($−vD x
−1
0 $
v
Dx0). (3.57)
Parce que V ne se factorise pas par Nrm, on a d0 ≥ 2, et donc v ≥ 2. Ainsi (3.57) est une somme de
|kD|v−1 termes identiques et vaut donc 0 modulo p.
De ce fait, on a SG(Tαβ )(tab ) = 0 pour (a, b) 6= (α, β). Ceci démontre bien que SG(Tαβ ) est l’opérateur
de HFp(G,K, V ) de support tαβ(A ∩K) et valant l’identité en tαβ . 
3.10 Changement de poids
Dans tout ce paragraphe, on supposera la formule de comparaison de tranformées de Satake
(conjecture 2) satisfaite.
Soit α une racine simple. On note alors −λ le copoids fondamental minuscule associé à α véri-
fiant que le premier coefficient diagonal de λ(x) est égal à 1 pour tout x (ce qui est possible pour
GL(m,D)). Notamment, cela signifie que l’on a 〈−λ, α〉 = 1 et 〈−λ, β〉 = 0 pour toute racine simple
β 6= α. On pose t := λ˜($) ∈ A−Λ .
Par exemple, pour GL(4, D), on peut avoir la situation suivante :
α∨ : x 7→

1
x
x−1
1
 , λ : x 7→

1
1
x
x
 .
Soit V une représentation irréductible de K. Par le lemme 3.2.2, V est paramétré (par rapport
à B) par une paire (χ,∆V ) où χ est un caractère de A ∩K et ∆V est un sous-ensemble de ∆χ. On
suppose que V vérifie l’hypothèse 3 suivante pour toute la suite du paragraphe 3.10.
Hypothèse 3 La racine α appartient à ∆V .
On remarque que ∆V r {α} est alors inclus dans ∆χ(t−1·t) (voir (3.3)). Par la proposition 3.2.2,
on prend pour V ′ la représentation irréductible de K définie par
ParB(V
′) =
(
χ(t−1 · t),∆V r {α}
)
. (3.58)
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On notera (χ′,∆V ′) cette paire de paramètres. Comme on a ∆λ = ∆r {α}, grâce à l’hypothèse 3,
V et V ′ vérifient les conditions (3.15) et le lemme 3.6.2 nous assure que l’espace HFp(G,K, V, V ′)
possède un opérateur non nul de support KtK ; on en fixe donc un en suivant (3.17) que l’on notera
ϕ+λ .
Soit P(α) = M(α)N(α) le Levi standard associé à {α} ⊆ ∆. Parce que N(α) contient le radical
unipotent NV du stabilisateur PV ∩K de V U∩K , V N(α)∩K est un caractère de M(α) ∩K : on écrit
V N(α)∩K = χ1 ⊗ · · · ⊗ χi−1 ⊗ χ0 ◦ det⊗ χi+2 ⊗ · · · ⊗ χm,
où les χj sont des caractères de O×D pour j 6= 0 et χ0 est un caractère de k×D. Soit d0 ≥ 1 le diviseur
de d qui vérifie {
z ∈ Z ∣∣ ∀x ∈ k×D, χ0($zD[x]$−zD ) = χ0(x)} = d0Z. (3.59)
Lorsque l’on a d0 > 1, on fait alors l’hypothèse suivante.
Hypothèse 4 L’espace HFp(G,K, V ′, V ) possède un opérateur non nul de support Ktd0−1K si d0
est strictement supérieur à 1.
Si, pour j ≥ i+ 2, on note dj ≥ 1 l’entier tel que l’on ait{
z ∈ Z ∣∣ ∀x ∈ k×D, χj($zD[x]$−zD ) = χj(x)} = djZ,
alors combinatoirement l’hypothèse 4 se traduit simplement par dj | d0 pour tout j ≥ i+2. En effet,
dans ce cas-là, on a χ(t−d0 ·td0) = χ, et l’équivalence entre les deux formulations suit du lemme 3.6.2.
Dans le cadre de l’hypothèse 4, lorsque l’on a d0 > 1, on note ϕ∼λ le tel opérateur tel que
ϕ∼λ (t
d0−1) ◦ϕ+λ (t) induise l’identité sur V N
−
t ∩K , ce qui est loisible par la proposition 3.6.3 et (3.17).
Lorsque l’on a d0 = 1, parce que td est central dans A, on sait grâce au lemme 3.6.2 que l’espace
d’entrelacements HFp(G,K, V ′, V ) possède un opérateur non nul de support 9 Kt2d−1K ; on fixe et
on note ϕ−λ celui qui fait de ϕ
−
λ (t
2d−1) ◦ ϕ+λ (t) l’identité sur V N
−
t ∩K . Enfin, lorsque l’on a d0 > 1
(en particulier d > 1), on note de plus ϕ=λ l’opérateur de HFp(G,K, V ′, V ) tel que ϕ=λ (td−1) ◦ ϕ+λ (t)
induise l’identité sur V N
−
t ∩K .
Pour ? ∈ {∼,−,=} (et lorsque l’hypothèse 4 est satisfaite si besoin), ϕ?λ est un opérateur de Hecke
de HFp(G,K, V ) et on cherche à évaluer sa transformée de Satake. Le cas de ϕ=λ ne nous intéresse
que pour m = 3 ; il sera donc repoussé plus loin dans ce paragraphe.
Lemme 3.10.1 Soient V, α, λ, t comme précédemment, et supposons l’hypothèse 3 satisfaite. Soit
V ′ comme en (3.58).
(i) Supposons d0 > 1 et l’hypothèse 4 satisfaite. L’opérateur ϕ∼λ ∗ ϕ+λ de HFp(G,K, V ) est Td0λ.
De plus, on a SG(ϕ∼λ ∗ ϕ+λ ) = τd0λ.
(ii) Supposons d0 = 1. L’opérateur ϕ−λ ∗ ϕ+λ de HFp(G,K, V ) est T2dλ. De plus, on a SG(ϕ−λ ∗
ϕ+λ ) = τ2dλ − τ2dλ+α∨ .
Preuve :
Parce que le début de preuve est identique pour (i) et (ii), posons
(δ0, ?) =
{
(d0,∼) si d0 > 1,
(2d,−) si d0 = 1.
9. ce 2d− 1 a été choisi pour que l’exposant soit strictement supérieur à 0 même dans le cas déployé d = 1 ; dans
ce cas-là, ce choix est d’ailleurs compatible avec celui dans [Her11a]
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On cherche d’abord à montrer que ϕ?λ∗ϕ+λ a pour support Ktδ0K. Soient λ′ ∈ X∗(T )− et t′ = λ˜′($).
On va donc montrer que si ϕ?λ ∗ ϕ+λ (t′) est non nul alors on a t′ = tδ0 . On a la bijection d’ensembles
(voir le lemme 3.3.7)
K\KtK ∼← (K ∩ t−1Kt)\K ' P λ\G
Ktk 7 → (K ∩ t−1Kt)k . (3.60)
Par décomposition de Bruhat, c’est aussi∐
w∈Wλ\W
P λ\P λwU−.
En utilisant la flèche (3.60), il en résulte la décomposition
KtK =
∐
w∈Wλ\W
Ktw(U− ∩K).
La formule (3.1) se réécrit
ϕ?λ ∗ ϕ+λ (t′) =
∑
x∈K\KtK
ϕ?λ(t
′x−1)ϕ+λ (x).
Tout terme de ϕ?λ ∗ ϕ+λ (t′) s’écrit alors ϕ?λ(t′u−1w−1t−1)ϕ+λ (twu) pour un u ∈ U− ∩ K et un
w ∈ W . Comme t′u−1(t′)−1 est un élément de U− ∩ K, ce terme est non nul si et seulement si
ϕ?λ(t
′w−1t−1w)ϕ+λ (w
−1tw) est non nul. Cela implique ϕ?λ(t
′w−1t−1w) 6= 0 et donc l’existence d’un
w′ ∈W avec λ′ − w−1λ = (δ0 − 1)w′λ. Mais dans ce cas-là, on a :
ϕ?λ(t
δ0−1)(w′)−1w−1ϕ+λ (t) 6= 0.
Cela implique
pNλ
(
(w′)−1w−1(V ′)N
−
λ
) 6= 0,
où pNλ : V
′  (V ′)Nλ la projection canonique. Par [HV12], Corollary 3.19, on a (w′)−1w−1 ∈
WλW∆V ′Wλ ⊆Wλ et donc l’identité λ′ = δ0w′λ. Parce que λ et λ′ sont tous deux antidominants, cela
force w′λ = λ, et ainsi λ′ = δ0λ. On a bien l’affirmation voulue. Prenons donc t′ = tδ0 et regardons
de nouveau quels termes contribuent à ϕ?λ ∗ ϕ+λ (t′). Par l’analyse précédente, on a (w′)−1w−1 ∈Wλ
et w′ ∈ Wλ, donc w appartient à Wλ si le terme ϕ?λ(t′u−1w−1t−1)ϕ+λ (twu) a une contribution non
nulle. Mais alors Kt est la seule classe de K\KtK à intervenir. Il s’ensuit que ϕ?λ∗ϕ+λ est exactement
l’opérateur Tδ0λ de HFp(G,K, V ).
Pour déterminer explicitement SG(ϕ?λ ∗ ϕ+λ ), on commence par utiliser le lemme 3.3.8 pour écrire
SG(ϕ?λ ∗ ϕ+λ ) = SMV
(
TMVδ0λ
)
.
Décomposons MV en M1×· · ·×Ms où chaque Mi est isomorphe à un GL(mi, D). La représentation
V NV ∩K se décompose alors aussi en V NV ∩K = V1⊗· · ·⊗Vs où chaque Vi est un caractère deMi∩K.
On écrit aussi
δ0t = (t1, . . . , ts) ∈M1 × · · · ×Ms.
On a alors
HFp
(
MV ,MV ∩K,V NV ∩K
)
=
⊗
i
HFp(Mi,Mi ∩K,Vi)
et on cherche à calculer
SMV
(
TMVδ0λ
)
= SM1
(
TM1t1
)⊗ SM2(TM2t2 )⊗ · · · ⊗ SMs(TMsts ).
Parce que l’on a ∆λ = ∆ r {α}, il existe un unique entier j ∈ [1, s] tel que tj ne soit pas une
homothétie. Par le lemme 3.3.9, pour tout i 6= j, on a donc SMi
(
TMiti
)
= τMiti .
Pour déterminer SMj
(
T
Mj
tj
)
, on va utiliser la proposition 3.9.3. Si on a d0 > 1, comme Vj est un
caractère de Mj ∩K, on a directement SMj
(
T
Mj
tj
)
= τ
Mj
tj
par la proposition 3.9.3.(ii). Dans le cas
d0 = 1, on utilise la proposition 3.9.3.(i) et le lemme 3.10.2 pour conclure. 
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Lemme 3.10.2 Gardons les hypothèses du lemme 3.10.1.(ii). Soit µ ∈ X∗(T )−. Alors on a µ ≥MV
2dλ si et seulement si on a µ = 2dλ ou µ ≥MV 2dλ+ α∨.
Remarque : Ceci se trouve déjà dans le Claim de la preuve de la Proposition 6.7 de [Her11a] dans le
cas déployé ; l’auteur ne le reproduit ici que par souci de lisibilité.
Preuve :
Parce que l’on a α ∈ ∆V , il n’est pas dommageable de passer au Levi et de supposer MV = G ;
c’est donc ce que l’on fera par la suite. L’implication (⇐) est immédiate. Prouvons sa réciproque.
Soit α0 ∈ X∗(T ) la somme des plus grandes racines de chaque composante irréductible du système
de racines. On écrit α0 =
∑
β∈∆ nββ et on a nβ ≥ 1 pour tout β ∈ ∆. Parce que −λ est minuscule
et que l’on a nα ≥ 1, on en déduit 〈λ, α0〉 = −nα = −1. Comme µ est antidominant et vérifie
µ− 2dλ ≥ 0, on a
〈µ, α〉 ≥ 〈µ, α0〉 ≥ 〈2dλ, α0〉 = −2d. (3.61)
Ecrivons µ− 2dλ = ∑i β∨i où les βi sont des racines simples, éventuellement avec répétition. Deux
cas distincts se présentent alors à nous, selon si (3.61) est ou non une égalité (entre les deux termes
extrémaux).
Si c’est une égalité, alors on a 〈µ, α〉 = 〈µ, α0〉, et donc 〈µ, β〉 = 0 pour tout β ∈ ∆ r {α}. De ce
fait, on a 〈µ− 2dλ, β〉 = 0 pour toute racine simple β, et donc µ = 2dλ.
Si (3.61) est une inégalité stricte, alors on a
∑
i〈β∨i , α〉 > 0. Comme on a 〈β∨, α〉 ≤ 0 pour toute
racine simple β 6= α, il existe un indice i tel que βi soit α. Il en découle µ ≥ 2dλ+α∨. Le lemme est
prouvé. 
Soient V et V ′ deux représentations irréductibles de K qui sont conjuguées. Alors, par le lemme
3.6.1 et la proposition 3.3.1, les algèbres HFp(G,K, V ) et HFp(G,K, V ′) sont canoniquement iso-
morphes via l’isomorphisme de Satake :
HFp(G,K, V )
∼−→
SG
H−Fp
(
A,A ∩K,V U∩K) ∼−→ H−Fp(A,A ∩K, (V ′)U∩K) ∼−→S−1G HFp(G,K, V ′).
Tout caractère de Fp-algèbres χ : HFp(G,K, V )→ Fp induit alors un caractère
χ′ : HFp(G,K, V ′)
∼−→ HFp(G,K, V )
χ−→ Fp.
Proposition 3.10.3 Soit χ : HFp(G,K, V ) → Fp un caractère de Fp-algèbres de paramètre de
Hecke-Satake (M,χM ). On suppose M 6= G et on prend α ∈ ∆r∆M . On suppose l’hypothèse 3 et
on définit V ′ comme en (3.58), d0 comme en (3.59). On suppose de plus l’hypothèse 4. Supposons
enfin l’une des deux conditions suivantes satisfaite :
(a) α˜∨($) /∈ Z˜M (V ) ;
(b) χM (α˜∨($)) 6= 1.
Alors ϕ+λ induit l’isomorphisme
indGK V ⊗H,χ Fp ∼−→ indGK V ′ ⊗H′,χ′ Fp
de G-représentations.
Remarque : L’hypothèse 4 est en particulier satisfaite dans le cas déployé d = 1, de sorte que l’on
recouvre l’énoncé de changement de poids de [Her11a].
Remarque : Combinatoirement, l’hypothèse « non (a) » signifie que α est coincée entre deux blocs de
M de taille 1 et que l’on a d0 = 1.
Preuve :
On va montrer que ϕ+λ réalise cet isomorphisme, d’inverse ϕ
?
λ avec
? =
{
∼ si α˜∨($) /∈ Z˜M (V );
− si α˜∨($) ∈ Z˜M (V ) et χM (α˜∨($)) 6= 1.
121
On remarque ensuite que ϕ+λ et ϕ
?
λ induisent après tensorisation par χ des opérateurs
indGK V ⊗H,χ Fp
ϕ?λ⊗1// indGK V ′ ⊗H′,χ′ Fp.
ϕ+λ⊗1
oo
En effet, on peut voir χ et χ′ comme des caractères de
H−Fp
(
A,A ∩K,V U∩K) ∼−→ H−Fp(A,A ∩K, (V ′)U∩K)
grâce à la transformée de Satake. Et une fois identifiées H−Fp
(
A,A ∩ K,V U∩K) et H−Fp(A,A ∩
K, (V ′)U∩K
)
, les structures de module à droite et à gauche sont la même surHFp
(
A,A∩K,V U∩K , (V ′)U∩K),
ce qui justifie que ϕ+λ et ϕ
?
λ induisent bien ϕ
+
λ ⊗ 1 et ϕ?λ ⊗ 1 comme voulu.
Pour f ∈ indGK V , l’image de f ⊗ 1 par la composée
indGK V ⊗H,χ Fp
ϕ+λ⊗1−−−→ indGK V ′ ⊗H′,χ′ Fp
ϕ?λ⊗1−−−→ indGK V ⊗H,χ Fp
est
(ϕ?λ ∗ ϕ+λ ).f ⊗ 1 = f ⊗ χ
(
ϕ?λ ∗ ϕ+λ
)
;
et de même pour la composée associée à ϕ+λ ∗ ϕ?λ. Il s’agit donc de montrer que χ(ϕ+λ ∗ ϕ?λ) et
χ(ϕ?λ ∗ ϕ+λ ) sont tous deux non nuls.
Supposons dans un premier temps que l’on a χ(ϕ?λ ∗ ϕ+λ ) 6= 0. Alors (ϕ?λ ⊗ 1) ◦ (ϕ+λ ⊗ 1) est un
isomorphisme, et en particulier l’image de ϕ+λ ⊗ 1 est non réduite à 0. Prenons un élément non nul
(ϕ+λ ⊗ 1).f ∈ indGK V ′ ⊗H′,χ′ Fp ; son image par
indGK V
′ ⊗H′,χ′ Fp
ϕ?λ⊗1−−−→ indGK V ⊗H,χ Fp
ϕ+λ⊗1−−−→ indGK V ′ ⊗H′,χ′ Fp
est alors
ϕ+λ (f)⊗ χ(ϕ?λ ∗ ϕ+λ ) = ϕ+λ ∗ (ϕ?λ ∗ ϕ+λ ).f ⊗ 1
= (ϕ+λ ∗ ϕ?λ) ∗ ϕ+λ .f ⊗ 1 = ϕ+λ (f)⊗ χ(ϕ+λ ∗ ϕ?λ).
On en déduit alors
χ(ϕ+λ ∗ ϕ?λ) = χ(ϕ?λ ∗ ϕ+λ ) 6= 0
et ϕ+λ ∗ ϕ?λ est aussi un isomorphisme. Cela nous assure l’énoncé voulu.
Il reste donc à montrer χ(ϕ?λ ∗ ϕ+λ ) 6= 0. Deux cas se présentent à nous : d’abord si on a α˜∨($) /∈
Z˜M (V ), c’est que ou bien les blocs de M autour de α ne sont pas tous deux de taille 1 ou bien d0 est
strictement supérieur à 1. Lorsque d0 > 1, par le lemme 3.10.1.(i), SG(ϕ∼λ ∗ ϕ+λ ) est τd0λ. De plus,
l’hypothèse 4 nous assure que d0λ est dans X∗(T )−V . Par le lemme 3.4.1, on a alors
χ(ϕ∼λ ∗ ϕ+λ ) = χ(A)(τd0λ) 6= 0.
Si on a d0 = 1, mais que l’un des blocs de M autour de α est de taille > 1, on utilise le lemme
3.10.1.(ii) : SG(ϕ−λ ∗ ϕ+λ ) = τ2dλ − τ2dλ+α∨ . Par le lemme 3.4.1, on a de nouveau
χ(ϕ−λ ∗ ϕ+λ ) = χ(A)(τ2dλ)− χ(A)(τ2dλ+α∨) = χ(A)(τ2dλ) 6= 0.
Plaçons-nous maintenant dans le second cas de figure : α˜∨($) ∈ Z˜M (V ) et χM (α˜∨($)) 6= 1. Dans
ce cas-là, on a d0 = 1 et SG(ϕ−λ ∗ ϕ+λ ) = τ2dλ − τ2dλ+α∨ par le lemme 3.10.1.(ii). On utilise alors la
proposition 3.4.3 pour affirmer
χ(ϕ−λ ∗ ϕ+λ ) = χM
(
λ˜($)2d
)−1 − χM(λ˜($)2dα˜∨($))−1
= χM
(
λ˜($)2d
)−1(
1− χM
(
α˜∨($)
)−1) 6= 0.
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Le résultat est donc prouvé. 
On va appliquer ce qui précède à B− au lieu de B, de sorte que V ∗ et le paramètre HS-dual de
χ vont apparaître.
En effet, notons (χ,−∆−V ) la paire de paramètres ParB−(V ) : par la proposition 3.2.3, on a alors
ParB(V
∗) = (χ−1,∆−V ). On suppose l’hypothèse 3 pour B
−, c’est-à-dire que α est un élément de
∆−V . On prend λ le copoids fondamental minuscule pour α tel que le dernier coefficient diagonal
de λ(x) est 1 pour tout x ; en particulier, t := λ˜($) ∈ AΛ est maintenant dominant (pour B). On
définit dès lors V ′ comme la K-représentation irréductible satisfaisant
Par
B
−(V ′) =
(
χ(t−1 · t),−∆−V r {−α}
)
. (3.62)
De cette manière, le diagramme (3.14) nous assure que c’est le paramètre HS-dual de χ qui intervient.
Aussi, on fait remarquer
Z˜M (V
∗) = Z˜M
(
(V ∗)U∩K
)
= Z˜M (VU∩K).
Tout cela se réécrit de la façon suivante.
Corollaire 3.10.4 Soit χ : HFp(G,K, V ) → Fp un caractère de Fp-algèbres de paramètre HS-dual
(M,χM ). On suppose M 6= G et on prend α ∈ ∆ r∆M . On suppose l’hypothèse 3 pour B− et on
définit V ′ comme en (3.62), d0 associé pour VN(α)∩K . On suppose de plus l’hypothèse 4. Supposons
enfin l’une des deux conditions suivantes satisfaite :
(a) α˜∨($) /∈ Z˜M (V ∗) ;
(b) χM (α˜∨($)) 6= 1.
Alors ϕ+λ induit l’isomorphisme
indGK V ⊗H,χ Fp ∼−→ indGK V ′ ⊗H′,χ′ Fp
de G-représentations.
Preuve :
Comme pour la proposition 3.10.3, on cherche à évaluer χ(ϕ?λ ∗ϕ+λ ). Cette fois-ci cependant, on écrit
cela
(
χ ◦ (′SG)−1
)(
(′SG)(ϕ?λ ∗ ϕ+λ )
)
, où on a inversé
′SG : HFp(G,K, V ) ↪→ HFp(A,A ∩K,VU∩K)
sur son image. Enfin, on calcule ′SG(ϕ?λ ∗ ϕ+λ ) en se ramenant à S(V
∗)
G via la proposition 3.3.2 :
′S(V )G (ϕ?λ ∗ ϕ+λ ) = ιA
(S(V ∗)G (ι−1G (ϕ?λ ∗ ϕ+λ ))).
Le reste est identique à la preuve de la proposition 3.10.3. 
Cet énoncé de changement de poids va nous permettre d’effectuer le travail nécessaire pour
GL(m,D) avec certaines hypothèses sur le degré de D sur F . Pour m ≤ 3, ces hypothèses ne sont
pas nécessaires mais il faut faire appel à un autre énoncé de changement de poids, dans le cas où V
n’est pas « trop irrégulier ». C’est ce que l’on propose de présenter maintenant.
Hypothèse 5 La K-représentation irréductible V n’est pas un caractère.
On va utiliser la forme équivalente « le stabilisateur (PV ∩K)K(1) de la droite V U∩K n’est pas K »,
ou encore la condition équivalente ∆V 6= ∆.
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Lemme 3.10.5 Supposons m = 3 et d > 1. Soient V, α, λ, t comme pour le lemme 3.10.1 et suppo-
sons les hypothèses 3 et 5. Soit V ′ comme en (3.58). L’opérateur ϕ=λ ∗ ϕ+λ de HFp(G,K, V ) est Tdλ.
De plus, on a
SG(ϕ=λ ∗ ϕ+λ ) =
{
τdλ si d0 > 1;
τdλ − τdλ+α∨ si d0 = 1.
Preuve :
Le début de la démonstration du lemme 3.10.1 est encore valable et ϕ=λ ∗ ϕ+λ est simplement l’opé-
rateur Tdλ. A cause des hypothèses 3 et 5, ∆V est exactement le singleton {α} ; si MV désigne le
Levi standard de PV , le lemme 3.3.8 nous donne SG(Tdλ) = SMV
(
TMVdλ
)
. Ecrivons MV = M1 ×M2
avec ∆M2 = {α}. La représentation V NV ∩K est un caractère de MV ∩K et on peut la décomposer
en V NV ∩K = V1 ⊗ V2 où V1 et V2 sont respectivement des caractères de M1 ∩K et de M2 ∩K. On
a alors
HFp
(
MV ,MV ∩K,V NV ∩K
)
= HFp(M1,M1 ∩K,V1)⊗HFp(M2,M2 ∩K,V2),
et il s’agit de calculer
SMV
(
TMVdλ
)
= SM1
(
TM1t1
)⊗ SM2(TM2t2 )
où t2 est l’élément
(
1 0
0 $
)
et t1 est (1) ou ($) selon les positions de M1 et de M2. Dans tous
les cas, on a SM1
(
TM1t1
)
= τM1t1 (car SM1 est l’identité) et le calcul de SM2
(
TM2t2
)
fait appel à la
proposition 3.9.3.(iii) si d0 > 1, et à la proposition 3.9.3.(i) et à un analogue du lemme 3.10.2 pour
µ ≥ dλ si d0 = 1. Cela conclut la preuve. 
Proposition 3.10.6 Supposons m = 3 et d > 1. Soit χ : HFp(G,K, V ) → Fp un caractère de
Fp-algèbres de paramètre de Hecke-Satake (M,χM ). On suppose M 6= G et on prend α ∈ ∆r∆M .
On suppose les hypothèses 3 et 5 et on définit V ′ comme en (3.58). Supposons enfin l’une des deux
conditions suivantes satisfaite :
(a) α˜∨($) /∈ Z˜M (V ) ;
(b) χM
(
α˜∨($)
) 6= 1.
Alors ϕ+λ induit l’isomorphisme
indGK V ⊗H,χ Fp ∼−→ indGK V ′ ⊗H′,χ′ Fp
de G-représentations.
Preuve :
Le même raisonnement que dans la première partie de la preuve de la proposition 3.10.3 nous indique
qu’il s’agit de montrer χ(ϕ=λ ∗ ϕ+λ ) 6= 0. On définit d0 comme en (3.59). Deux cas se présentent à
nous : si on a d0 > 1, alors SG(ϕ=λ ∗ϕ+λ ) est τdλ par le lemme 3.10.5. Puisque λ˜($)d est dans Z˜M (V )
et que χ se factorise par SMG , on utilise par suite le lemme 3.4.1 pour affirmer
χ(ϕ=λ ∗ ϕ+λ ) = χ(A)(τdλ) 6= 0.
Si on a d0 = 1, SG(ϕ=λ ∗ ϕ+λ ) est τdλ − τdλ+α∨ . On a de nouveau une subdivision de cas. D’abord, si
α˜∨($) n’appartient pas à Z˜M (V ), le lemme 3.4.1 nous dit :
χ(ϕ=λ ∗ ϕ+λ ) = χ(A)(τdλ)− χ(A)(τdλ+α∨) = χ(A)(τdλ) 6= 0.
Enfin, si on a α˜∨($) ∈ Z˜M (V ) et χM
(
α˜∨($)
) 6= 1, on utilise la proposition 3.4.3 :
χ(ϕ=λ ∗ ϕ+λ ) = χM
(
λ˜($)d
)−1(
1− χM
(
α˜∨($)
)−1) 6= 0.
La preuve est terminée. 
On reprend le formalisme précédent le corollaire 3.10.4, et de la même manière on obtient :
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Corollaire 3.10.7 Supposons m = 3 et d > 1. Soit χ : HFp(G,K, V ) → Fp un caractère de Fp-
algèbres de paramètre HS-dual (M,χM ). On suppose M 6= G et on prend α ∈ ∆r∆M . On suppose
les hypothèses 3 et 5 pour B− et on définit V ′ comme en (3.62). Supposons enfin l’une des deux
conditions suivantes satisfaite :
(a) α˜∨($) /∈ Z˜M (V ∗) ;
(b) χM
(
α˜∨($)
) 6= 1.
Alors ϕ+λ induit l’isomorphisme
indGK V ⊗H,χ Fp ∼−→ indGK V ′ ⊗H′,χ′ Fp
de G-représentations.
3.11 Irréductibilité des induites paraboliques
Dans tout ce paragraphe, on supposera la formule de comparaison de tranformées de Satake
(conjecture 2) satisfaite.
Soit P un parabolique standard de G de radical unipotent N et de Levi standard M . Ecrivons
M =
∏
iGi avec Gi = GL(mi, D) pour 1 ≤ i ≤ r et
∑
imi = m. Pour 1 ≤ i ≤ r, soit Ki le compact
maximal GL(mi,OD) de Gi.
Lemme 3.11.1
(i) Les représentations irréductibles admissibles de M sont les σ =
⊗
i σi pour σi une représen-
tation irréductible admissible de Gi.
(ii) Les (M ∩K)-poids de σ sont de la forme ⊗i Vi où Vi est un Ki-poids pour σi.
(iii) Les paramètres de Hecke-Satake correspondant aux vecteurs propres de HomK(V, σ) sont
de la forme (
∏
iMi,
∏
i χMi) où (Mi, χMi) est un paramètre de Hecke-Satake pour un vecteur
propre de HomKi(Vi, σi).
Preuve :
C’est identique à [Her11a], Lemma 8.2. Revenons tout de même un instant sur l’énoncé de factori-
sation en produit tensoriel du (i). Prouvons le cas M = G1 ×G2, le cas général s’en déduisant par
récurrence.
Soient σ1 et σ2 deux représentations irréductibles admissibles de G1 et G2 respectivement. Montrons
que σ1⊗ σ2 est une représentation irréductible admissible de M . L’admissibilité de σ1⊗ σ2 vient de
ce que l’on a (σ1⊗σ2)H1×H2 = σH11 ⊗σH22 pour tout sous-groupe compact ouvert H1×H2 ≤ G1×G2.
Voyons que σ1⊗σ2 est irréductible. Commençons par remarquer que, par lemme de Schur admissible,
pour tout vecteur non nul v1 de σ1 et tout sous-Fp-espace vectoriel pi2 de σ2,
pi2 → HomG1(σ1, σ1 ⊗ pi2)
v2 7→ (v1 7→ v1 ⊗ v2)
est un isomorphisme de Fp-espaces vectoriels. Aussi, parce que toute sous-G1-représentation pi de
σ1 ⊗ σ2 est isomorphe à une somme directe de σ1, à nouveau grâce au lemme de Schur, pour toute
telle pi on a l’isomorphisme de G1-représentations
σ1 ⊗HomG1(σ1, pi) ∼−→ pi
v ⊗ f 7→ f(v) .
On en déduit la bijection
{sous-Fp-espaces vectoriels de σ2} ∼−→ {sous-G1-représentations de σ1 ⊗ σ2}
pi2 → σ1 ⊗ pi2
HomG1(σ1, pi) 7 → pi
.
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De ce fait, toute sous-G1-représentation non nulle de σ1 ⊗ σ2 est de la forme σ1 ⊗ pi2 où pi2 est une
sous-G2-représentation non nulle de σ2. Parce que σ2 est irréductible, on a pi2 = σ2 et l’irréductibilité
de σ1 ⊗ σ2 voulue.
Montrons la réciproque. Soit σ une représentation irréductible admissible de M . On choisit un vec-
teur non nul v ∈ σ et on regarde la sous-G1-représentation pi1 de σ engendrée par v. Parce que v est
fixe par un sous-groupe compact ouvert H1 ×H2 de M , pour tout sous-groupe compact ouvert K1
de G1, piK11 est inclus dans σ
K1×H2 et est donc de dimension finie : pi1 est admissible. Par [HV12],
Lemma 7.10, il existe alors une sous-G1-représentation irréductible admissible σ1 dans pi1. Formons
maintenant pi2 = HomG1(σ1, σ). C’est une G2-représentation admissible : si on fixe v1 ∈ σH11 non nul,
f ∈ pi2 est alors déterminée par f(v1), et si f est dans piH22 pour un sous-groupe ouvert compact H2
de G2 alors f(v1) est dans σH1×H2 , qui est de dimension finie. Une nouvelle application de [HV12],
Lemma 7.10 fournit une sous-G2-représentation irréductible admissible σ2 de pi2. Le morphisme non
nul σ1 ⊗ σ2 → σ
v1 ⊗ f2 7→ f2(v1) est un isomorphisme par irréductibilité de σ et de σ1 ⊗ σ2. 
On est maintenant en mesure de prouver le premier résultat important, qui est un critère d’ir-
réductibilité d’une induite parabolique. On a besoin de rajouter soit une hypothèse sur le groupe G
lui-même, soit sur le parabolique P à partir duquel on induit.
Hypothèse 6 L’une des deux conditions suivantes est satisfaite :
(a) le degré d est un nombre premier, ou égal à 1 ;
(b) l’entier m est inférieur ou égal à 3.
Hypothèse 7 Le parabolique P est minimal, égal à B.
Théorème 3.11.2 Supposons l’hypothèse 6 ou l’hypothèse 7 satisfaite. Soit, pour tout 1 ≤ i ≤ r, σi
une représentation irréductible admissible de Gi qui soit dans l’un des cas suivants :
(a) σi est supersingulière avec mi > 1 ;
(b) σi est une représentation de D× (i.e. mi = 1) avec dim σi > 1 ;
(c) σi ' StQiρ0i pour un parabolique standard Qi ≤ Gi et un caractère ρi : D× Nrm−−−→ F×
ρ0i−→ F×p .
Supposons ρi 6= ρi+1 s’il y a deux blocs adjacents dans le cas (c). Alors IndGP (σ1 ⊗ · · · ⊗ σr) est
irréductible admissible.
Preuve :
On pose σ = σ1 ⊗ · · · ⊗ σr. Commençons par l’admissibilité 10. Grâce à la décomposition d’Iwasawa
(voir [HV11], Proposition 6.5), l’injection naturelle
P ∩K\K ↪→ P\G
est un isomorphisme. Alors, par restriction des fonctions àK, (IndGP σ)K(h) est égal à (Ind
K
P∩K σ)K(h)
pour h ≥ 1. En réduisant moduloK(h), on obtient alors que ce dernier est isomorphe à IndG(h)
P
(h)(σ
M(h))
où M(h) désigne M ∩K(h) ; cet espace est de dimension finie par admissibilité de σ.
Venons-en à l’irréductibilité. Soient pi une sous-G-représentation irréductible non nulle de IndGP σ
et V un K-poids de pi. Par admissibilité de pi, HomK(V, pi) est de dimension finie sur Fp. La Fp-
algèbre commutative HFp(G,K, V ) agit sur HomK(V, pi), et on choisit alors un vecteur propre f 6= 0
pour cette action. Il lui est ainsi associé un caractère χf : HFp(G,K, V )→ Fp de Fp-algèbres et un
morphisme surjectif de G-représentations
Φf : ind
G
K V ⊗H,χf Fp  pi.
Par le lemme 3.4.6, χf se factorise en
HFp(G,K, V ) ↪→′SMG
HFp
(
M,M ∩K,VN∩K
)→
χ0
Fp.
10. cet argument est en fait présenté en toute généralité au (2) du chapitre I, paragraphe 5.6 de [Vig96]
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De plus, χ0 et χf ont même paramètre HS-dual (L, χL) avec L ≤M . Soit P ′ le parabolique standard
contenu dans P de radical unipotent N ′ et de Levi standard M ′ =
∏
iM
′
i défini par :
– M ′i = Gi si σi est dans le cas (a) ou (b) ;
– M ′i est le Levi standard de Qi si σi est dans le cas (c).
En particulier, on remarque que P ′ est P si et seulement si toutes les Steinberg généralisées « dans
σ » sont des caractères. Par la proposition 3.5.6, χ0 se factorise en
HFp(M,M ∩K,VN∩K) ↪→′SM′M
HFp(M ′,M ′ ∩K,VN ′∩K)→χ Fp,
et χ a encore (L, χL) comme paramètre HS-dual, donnant donc L ≤ M ′. On définit de plus la
M ′-représentation σ′ =
⊗
i σ
′
i par
– σ′i = σi si dans le cas (a) ou (b) ;
– σ′i = ρ
0
i ◦ detM ′i si dans le cas (c).
Par réciprocité de Frobenius, on a
HomK(V, pi) ⊆ HomK
(
V, IndGP σ
) ' HomP∩K(V, σ) = HomM∩K(VN∩K , σ),
et on notera f1 : VN∩K → σ le morphisme de (M ∩ K)-représentations qui est l’image de f ∈
HomK(V, pi) par cette injection. Par le lemme 3.11.1, on peut écrire VN∩K =
⊗
i Vi et on a des
flèches de Ki-représentations Vi → σi. Lorsque σi est une représentation de Steinberg généralisée,
par la proposition 3.5.5, on a une flèche de (Ki ∩M ′i)-représentations (Vi)N ′i∩Ki → σ′i. Lorsque σi
est d’un autre type, on a M ′i = Mi et il n’y a rien à dire pour pouvoir affirmer l’existence d’un
morphisme non nul de (M ′ ∩K)-représentations VN ′∩K → σ′. Ainsi f1 se factorise par
VN∩K  VN ′∩K
f2−→ σ′ ⊆ σ
avec f2 un morphisme de (M ′ ∩K)-représentations.
Puisque σ′ est une M ′-représentation irréductible, on a la surjection
indM
′
M ′∩K VN ′∩K ⊗HM′ ,χ Fp  σ′,
que l’on notera encore f2. Par exactitude du foncteur IndMP ′∩M (voir [Eme10], Proposition 4.1.5, et
[Vig12], Proposition 1.1), on a la surjection de M -représentations
Ind f2 : Ind
M
P ′∩M
(
indM
′
M ′∩K VN ′∩K ⊗HM′ ,χ Fp
)
 IndMP ′∩M σ′.
Par l’irréductibilité de σ et la définition des Steinberg généralisées, on en déduit la surjection de
M -représentations
f3 : Ind
M
P ′∩M
(
indM
′
M ′∩K VN ′∩K ⊗HM′ ,χ Fp
)
 IndMP ′∩M σ′  σ.
Par transitivité de Ind et exactitude de IndGP , on a finalement le morphisme G-équivariant
Ind f3 : Ind
G
P ′
(
indM
′
M ′∩K VN ′∩K ⊗HM′ ,χ Fp
)
 IndGP σ.
Si V est (P ′)−-régulière, par la proposition 3.3.6, on obtient
(Ind f3) ◦ ιV : indGK V ⊗H,χf Fp ∼−→ IndGP ′
(
indM
′
M ′∩K VN ′∩K ⊗HM′ ,χ Fp
)
 IndGP σ.
Vérifions que (Ind f3) ◦ ιV s’identifie à
Φf : ind
G
K V ⊗H,χf Fp  pi ⊆ IndGP σ.
Parce que l’on a
ιV ([1, v]⊗ 1)(1) = [1, pN ′(v)]⊗ 1,
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et donc (
(Indf3) ◦ ιV
)
([1, v]⊗ 1)(1) = f2 ◦ pN ′(v) = f(v)(1)
pour tout v ∈ V , on a bien (Indf3) ◦ ιV = Φf . Il en résulte pi = IndGP σ et l’irréductibilité de IndGP σ
comme voulu.
Si V n’est pas (P ′)−-régulière, par la proposition 3.11.3 ci-dessous que nous admettons pour l’instant,
il existe une K-représentation irréductible (P ′)−-régulière V ′ conjuguée à V et vérifiant
indGK V ⊗H,χf Fp ∼−→ indGK V ′ ⊗H,χf Fp.
Ainsi on a une surjection indGK V ′ ⊗H,χf Fp  pi, et pi|K contient V ′. De cette manière, on peut ré-
itérer le raisonnement précédent avec V ′ au lieu de V et conclure quant à l’irréductibilité de IndGP σ. 
Par la remarque suivant le lemme 3.4.6, on va pouvoir se placer sous l’hypothèse suivante pour
les K-poids de pi où pi est une sous-représentation de IndGB σ ; en d’autres termes, « l’hypothèse 7
implique l’hypothèse 8 ».
Hypothèse 8 Le paramètre HS-dual du caractère χ : HFp(G,K, V ) → Fp est de la forme (A,χA)
où χA est un caractère Z˜A(V ∗)→ F×p .
Proposition 3.11.3 Soient P et σ comme dans le théorème 3.11.2, P ′ comme dans sa preuve.
Soient V un K-poids de IndGP σ et χ : HFp(G,K, V )→ Fp un caractère propre sur HomK(V, IndGP σ).
Supposons l’hypothèse 6 ou l’hypothèse 8 satisfaite. Alors il existe une K-représentation irréductible
V ′ satisfaisant aux trois conditions suivantes :
(i) VU∩K et V ′U∩K sont conjuguées en tant que (A ∩K)-représentations (de sorte que l’on peut
identifier HFp(G,K, V ) et HFp(G,K, V ′) ; on notera H chacune de ces deux algèbres) ;
(ii) on a un isomorphisme de G-représentations
indGK V ⊗H,χ Fp ∼−→ indGK V ′ ⊗H,χ Fp;
(iii) V ′ est (P ′)−-régulière.
On repousse la preuve de cette proposition aux trois sous-sections suivantes.
Pour l’instant, récoltons les fruits du théorème 3.11.2 à travers un premier corollaire. On veut
supprimer l’hypothèse ρi 6= ρi+1 des blocs adjacents de type (c) et voir ce qui en découle. Pour cela,
si on a la même donnée que dans l’énoncé du théorème 3.11.2, lorsque deux blocs de type (c) sont
adjacents, on les regroupe. Ainsi si Gik+1, Gik+2, . . . , Gik+1 sont des blocs adjacents de type (c) avec
ρik+1 = ρik+2 = · · · = ρik+1 (et que les blocs alentours ne sont soit pas du type (c), soit ont un ρi
différent), alors on note G′k le facteur GL(mik+1 + · · ·+mik+1 , D) dontMk := Gik+1×· · ·×Gik+1 est
un Levi. On laisse les autres Gi inchangés (sauf qu’on les a renumérotés). On note Q le parabolique
standard de Levi G′1 × · · · ×G′s.
Corollaire 3.11.4 Soit, pour tout 1 ≤ i ≤ r, σi une représentation irréductible admissible de Gi qui
soit dans l’un des cas 11 (a), (b), (c) du théorème 3.11.2. Alors IndGP (σ1 ⊗ · · · ⊗ σr) est de longueur
finie, de constituants de Jordan-Hölder les IndGQ(σ′1⊗· · ·⊗σ′s) où σ′i est la représentation σji associée
si on n’a pas changé le bloc et σ′i parcourt l’ensemble des StRiρ
0
i avec
{∆Ri ⊇ ∆Mi | ∆M ′i r∆Mi ⊆ ∆r∆Ri}
pour des blocs adjacents de type (c). Chacune de ces représentations irréductibles admissibles y
apparaît avec multiplicité 1.
11. on ne suppose cependant pas ρi 6= ρi+1 pour les blocs adjacents de type (c)
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Preuve :
C’est une conséquence du corollaire 3.5.4, du théorème 3.11.2 et de l’exactitude de IndGQ (voir
[Eme10], Proposition 4.1.5, et [Vig12], Proposition 1.1). 
Soit P ′′ le parabolique standard de radical unipotent N ′′ et de Levi standardM ′′ =
∏
iM
′′
i défini
par :
– M ′′i = Gi si σi est dans le cas (a) ou (b) ;
– M ′′i = A ∩Gi si σi est dans le cas (c).
Avant que d’attaquer la preuve de la proposition 3.11.3, qui diffère selon l’hypothèse vérifiée, on va
préciser un peu le paramètre HS-dual de χ.
Lemme 3.11.5 Soient P et σ comme dans le théorème 3.11.2, M ′′ comme précédemment. Soient
V un K-poids de IndGP σ et χ : HFp(G,K, V ) → Fp un caractère propre sur HomK(V, IndGP σ) de
paramètre HS-dual (L, χL). Alors on a L = M ′′.
Preuve :
On a déjà remarqué (grâce au lemme 3.4.6 et à la proposition 3.5.6) l’inclusion L ≤ M ′′. On a la
factorisation suivante de ι∗G(χ) :
HFp(G,K, V ∗)
 
SM′G
//
ι∗G(χ)
))HFp
(
M ′′,M ′′ ∩K, (V ∗)N ′′∩K) //
ιM′′

Fp
HFp
(
M ′′,M ′′ ∩K,VN ′′∩K
)χ′
66 .
On écrit
VN ′′∩K = V1 ⊗ · · · ⊗ Vr
où chaque Vi est une représentation irréductible deM ′′i ∩K. Alors, par le lemme 3.11.1, le paramètre
HS-dual de χ′ est (L, χL) =
(∏
i Li,
∏
i χLi
)
où on a Li ≤M ′′i pour tout i.
Lorsque σi est une représentation de D× ou une représentation de Steinberg généralisée, M ′′i ne
possède pas de sous-groupe de Levi propre et on a Li = M ′′i . Lorsque σi est une représentation
supersingulière, on a Li = Mi = M ′′i par définition. Le résultat en découle. 
Remarque : Le premier cas que l’on n’arrive pas à résoudre (proposition 3.11.3, théorème 3.11.2)
est celui de d > 1 entier composé et m = 4 avec m1 = m2 = 2, σ1 et σ2 deux représentations
supersingulières.
3.11.1 Preuve de la proposition 3.11.3 sous l’hypothèse 6.(a)
On rappelle que l’hypothèse 6.(a) nous place dans les conditions « d premier ou égal à 1 ». On
note ParB(V
∗) = (χV ∗ ,∆−V ), de sorte que l’on a ParB−(V ) = (χ
−1
V ∗ ,−∆−V ) par la proposition 3.2.3.
On procède par récurrence descendante sur l’ensemble fini ∆−V r∆
−
V ∩∆M ′ . Si ce dernier est vide,
alors on a ∆−V ⊆ ∆M ′ et V est (P ′)−-régulière : on peut prendre V = V ′.
Supposons donc ∆−V r ∆
−
V ∩ ∆M ′ 6= ∅, et prenons α une racine de cet ensemble. Par définition,
l’hypothèse 3 pour B− est satisfaite. On définit λ, t comme avant le corollaire 3.10.4, d0 associé pour
VN(α)∩K et V
′ comme en (3.62). A cause de l’hypothèse 6.(a), l’hypothèse 4 est satisfaite (puisque
d0 > 1 implique d0 = d). Il reste à montrer α˜∨($) /∈ Z˜L(V ∗) ou χL
(
α˜∨($)
) 6= 1 pour pouvoir
appliquer le corollaire 3.10.4. Grâce au lemme 3.11.5, on a L = M ′′. Par hypothèse, on a α /∈ ∆M ′ .
De plus, VN∩K se décompose en VN∩K = V1 ⊗ · · · ⊗ Vr où Vi est une représentation irréductible de
Ki. Dans le cas où σi est une représentation de Steinberg généralisée, par la proposition 3.5.5, Vi est
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uniquement déterminée et est Q−i -régulière. De ce fait, α n’appartient pas à ∆M . Notons i ∈ [1, r−1]
l’entier tel que α /∈ ∆M est situé entre les blocs Gi et Gi+1.
Si σi ou σi+1 est une représentation de dimension > 1 de D×, alors on a α˜∨($) /∈ Z˜A(V ∗) ⊇ Z˜L(V ∗).
Si σi ou σi+1 est une représentation supersingulière, on a α˜∨($) /∈ Z˜L ⊇ Z˜L(V ∗). Si enfin σi et σi+1
sont toutes deux des représentations de Steinberg généralisées, on a α˜∨($) ∈ Z˜L(V ∗). Mais alors,
comme on a ρi|O×D = ρi+1|O×D (puisque α est dans ∆
−
V ) et ρi 6= ρi+1, on obtient
χL
(
α˜∨($)
)
= ρi+1($D)ρi($D)
−1 6= 1.
Dans tous les cas, on peut appliquer le corollaire 3.10.4 et obtenir
indGK V ⊗H,χ Fp ∼−→ indGK V ′ ⊗H,χ Fp.
De ce fait, V ′ vérifie (i), (ii) et
∆−V ′ r∆
−
V ′ ∩∆M ′ ( ∆−V r∆−V ∩∆M ′ .
Par récurrence descendante, on obtient le résultat voulu.
3.11.2 Preuve de la proposition 3.11.3 sous l’hypothèse 8
L’hypothèse 8 nous dit L = A, et on cherche V ′ (P ′)−-régulière vérifiant (i) et (ii). On note
ParB(V
∗) = (χV ∗ ,∆−V ). On procède par récurrence descendante sur l’ensemble fini ∆
−
V r∆
−
V ∩∆M ′ .
Si ce dernier est vide, alors V est (P ′)−-régulière et on prend V ′ = V .
Supposons donc ∆−V r ∆
−
V ∩ ∆M ′ 6= ∅, et prenons α une racine de cet ensemble. On note P (−)V
le parabolique antistandard 12 tel que
(
P
(−)
V ∩ K
)
K(1) est le stabilisateur de la droite V U−∩K '
VU∩K , et P
(−)
V = M
(−)
V N
(−)
V sa décomposition de Levi antistandard. On note P
(+)
V = M
(−)
V N
(+)
V
le parabolique opposé à P (−)V , et qui est donc standard. Parce que V est P
(−)
V -régulière, par la
proposition 3.3.6, on a l’isomorphisme de G-représentations
indGK V ⊗H,χ Fp ∼−→ IndGP (+)V
(
ind
M
(−)
V
M
(−)
V ∩K
V
N
(+)
V ∩K
⊗H
M
(−)
V
,χ′ Fp
)
,
où on a factorisé χ en (ce qui est loisible par le lemme 3.4.1 et la proposition 3.4.3 au vu de L = A) :
HFp(G,K, V ) ↪→
′SM
(−)
V
G
HFp
(
M
(−)
V ,M
(−)
V ∩K,VN(+)V ∩K
)→
χ′
Fp.
On décompose ensuite M (−)V = M
(1) × · · · ×M (s) où chaque M (i) est isomorphe à un GL(m(−)i , D).
La représentation V
N
(+)
V ∩K
se décompose alors en
V
N
(+)
V ∩K
= V1 ⊗ · · · ⊗ Vs
où chaque Vi est un caractère de M (i) ∩K. On écrit aussi
HFp
(
M
(−)
V ,M
(−)
V ∩K,VN(+)V ∩K
)
=
⊗
i
HFp(M (i),M (i) ∩K,Vi)
et χ′ =
∏
i χ
′
i avec χ
′
i : HFp(M (i),M (i) ∩K,Vi)→ Fp un caractère de Fp-algèbres pour tout i.
Il existe un unique entier j ∈ [1, s] tel que la racine α appartient à ∆M(j) . On ne travaille alors plus
qu’à l’intérieur du groupe réductif M (j). On a α ∈ ∆−Vj ⊆ ∆−V et l’hypothèse 3 pour B− ∩M (j) est
vérifiée ; de plus, comme Vj est un caractère deM (j)∩K, l’hypothèse 4 est vérifiée. On prend λ, t, V ′j
12. attention, ce n’est pas le parabolique opposé à PV
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associés pour (Vj)N(α)∩M(j)∩K dans M
(j). Par le même raisonnement qu’au début du paragraphe
3.11.1, on a en fait α /∈ ∆M ⊇ ∆M ′ . On note alors i ∈ [1, r − 1] l’entier tel que α est situé entre les
blocs Gi et Gi+1.
A cause de l’hypothèse 8, ni σi ni σi+1 ne peut être supersingulière. Si σi ou σi+1 est une représen-
tation de D× de dimension > 1, alors on α˜∨($) /∈ Z˜A(V ∗) = Z˜L(V ∗). Si σi et σi+1 sont toutes deux
des représentations de Steinberg généralisées, on a α˜∨($) ∈ Z˜L(V ∗) mais
(χ′j)A
(
α˜∨($)
)
= ρi+1($D)ρi($D)
−1 6= 1,
où
(
A ∩M (j), (χ′j)A
)
désigne le paramètre HS-dual de χ′j . Dans tous les cas on peut appliquer la
proposition 3.10.4 et obtenir
indM
(j)
M(j)∩K Vj ⊗HM(j) ,χ′j Fp
∼−→ indM(j)
M(j)∩K V
′
j ⊗H
M(j)
,χ′j Fp. (3.63)
Notons
ParB(V
∗) =
(
χ1 ⊗ · · · ⊗ χj−1 ⊗ χj ⊗ χj+1 ⊗ · · · ⊗ χs,∆−V
)
où chaque χi est un caractère de A ∩M (i). On définit le caractère χ′j de A ∩M (j) égal à χj(t−1 · t)
(on rappelle que t est associé à α), puis on note V ′ l’unique représentation irréductible de K (le lien
explicite étant donné par la proposition 3.2.3) vérifiant
ParB
(
(V ′)∗
)
=
(
χ1 ⊗ · · · ⊗ χj−1 ⊗ χ′j ⊗ χj+1 ⊗ · · · ⊗ χs,∆−V r {α}
)
, (3.64)
ce qui est bien autorisé car on a (avec la notation de (3.3))
∆χ1⊗···⊗χj−1⊗χ′j⊗χj+1⊗···⊗χs = ∆χ1⊗···⊗χj−1⊗χj⊗χj+1⊗···⊗χs r {α}.
Grâce à (3.63), on a
ind
M
(−)
V
M
(−)
V ∩K
V
N
(+)
V ∩K
⊗H
M
(−)
V
,χ′ Fp
∼−→ indM
(−)
V
M
(−)
V ∩K
V ′
N
(+)
V ∩K
⊗H
M
(−)
V
,χ′ Fp.
De plus, V ′ est a fortiori P (−)V -régulière, et en appliquant la proposition 3.3.6, on a :
indGK V ⊗H,χ Fp ∼ // IndGP (+)V
(
ind
M
(−)
V
M
(−)
V ∩K
V
N
(+)
V ∩K
⊗H
M
(−)
V
,χ′ Fp
)
∼

indGK V
′ ⊗H,χ Fp ∼ // IndG
P
(+)
V
(
ind
M
(−)
V
M
(−)
V ∩K
V ′
N
(+)
V ∩K
⊗H
M
(−)
V
,χ′ Fp
)
.
Enfin, V ′U∩K et VU∩K sont conjugués (voir (3.64)) et on a
∆−V ′ r∆
−
V ′ ∩∆M ′ ( ∆−V r∆−V ∩∆M ′ .
Par récurrence descendante, on a fini.
3.11.3 Preuve de la proposition 3.11.3 sous l’hypothèse 6.(b)
On rappelle que l’hypothèse 6.(b) est «m ≤ 3 ». Dans le cas m = 1, il n’y a rien à faire. Lorsque
m est égal à 2, de deux choses l’une : ou bien P est égal G et il n’y a rien à prouver, ou bien P
est minimal et l’hypothèse 8 est satisfaite, de sorte que l’on peut utiliser le paragraphe 3.11.2 (en
une version simplifiée dans laquelle la récurrence se termine au bout d’une étape au maximum).
Supposons donc m = 3 et examinons les différents cas possibles.
Si P est égal à G, σ est une représentation supersingulière de G et on a P ′ = P = G : il n’y a rien
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à prouver. Si P est minimal (c’est-à-dire égal à B), on utilise à nouveau le paragraphe 3.11.2 pour
conclure. On note ParB(V
∗) = (χV ∗ ,∆−V ) et α la racine
 x y
z
 7→ xy−1 ; on appelle β l’autre
racine de ∆. Il nous reste à examiner les cas ∆P = {α} ou ∆P = {β}.
Supposons dans un premier temps ∆P = {β}. On suppose ∆−V r∆−V ∩∆M ′ non vide (sinon il
n’y a rien à faire) et on prend δ dans cet ensemble. Par le même raisonnement qu’au paragraphe
3.11.1, on a δ /∈ ∆M , et donc δ = α. Prenons alors λ le copoids fondamental minuscule associé à α
de dernier coefficient diagonal égal à 1, et t = λ˜($) ∈ A+Λ . On prend d0 associé pour VN(α)∩K et V ′
comme en (3.62). On remarque que l’expression de t (t associé à α 6= β et ∆χ ⊇ ∆P = {β}) implique
que l’hypothèse 4 est automatiquement satisfaite (puisque l’on a χ(t−d0 · td0) = χ). Récapitulons la
situation : σ1 est une représentation de D× de dimension > 1 ou bien un caractère de D× ; et σ2 est
une représentation supersingulière ou bien une Steinberg généralisée. Si σ1 est de dimension > 1 ou
si σ2 est une supersingulière, alors on a α˜∨($) /∈ Z˜L(V ∗). Si σ1 est un caractère et σ2 une Steinberg
généralisée, par le lemme 3.11.5, on a L = A et α˜∨($) ∈ Z˜L(V ∗). Mais alors on calcule
χL
(
α˜∨($)
)
= ρ2($D)ρ1($D)
−1 6= 1.
Dans tous les cas, on peut appliquer le corollaire 3.10.4 et obtenir :
indGK V ⊗H,χ Fp ∼−→ indGK V ′ ⊗H,χ Fp.
La représentation V ′ est (P ′)−-régulière (à cause éventuellement de la proposition 3.5.5) et convient.
Supposons maintenant ∆P = {α}. On suppose encore ∆−V r ∆−V ∩ ∆M ′ non vide et on prend
δ dans cet ensemble : on a cette fois-ci δ = β, par la même argumentation. Soient λ le copoids
fondamental minuscule associé à β de dernier coefficient diagonal égal à 1, et t = λ˜($) ∈ A+Λ . On
prend d0 associé pour VNβ∩K et V
′ comme en (3.62). Si on est dans le cas déployé d = 1, on peut
utiliser le corollaire 3.10.4 en raisonnant comme dans le cas ∆P = {β}. On suppose donc à présent
d > 1. Supposons dans un premier temps ∆χV ∗ = ∆ ; alors l’hypothèse 4 est satisfaite. La même
discussion de cas que pour ∆P = {β} nous permet de voir β˜∨($) /∈ Z˜L(V ∗) ou χL
(
β˜∨($)
) 6= 1. On
applique alors encore le corollaire 3.10.4 pour conclure.
Il reste donc à examiner le cas ∆χV ∗ 6= ∆. On a alors ∆χV ∗ = ∆−V , et en particulier σ2 ne peut pas
être une représentation de Steinberg généralisée (à cause de la proposition 3.5.5). On a ainsi L = M
et β˜∨($) /∈ Z˜L ⊇ Z˜L(V ∗). On peut donc appliquer le corollaire 3.10.7 et obtenir
indGK V ⊗H,χ Fp ∼−→ indGK V ′ ⊗H,χ Fp.
Aussi, la représentation V ′ est (P ′)−-régulière et la preuve est terminée.
3.12 Utilisation du foncteur parties ordinaires
Soit P un parabolique standard de Levi standard M et de radical unipotent N . Dans [Eme10],
Emerton définit un foncteur OrdP de la catégorie des G-représentations lisses admissibles vers celle
des M -représentations lisses admissibles. En fait, [Eme10] traite uniquement le cas où F est de ca-
ractéristique 0 et il faut se reporter à [Vig12] pour le cas d’égale caractéristique. C’est un adjoint à
droite du foncteur IndGP− , et en ce sens le comprendre nous sera bien utile.
Soit V une représentation irréductible de K. Le point important du résultat suivant est de
comprendre comment le groupe abélien Z˜M (V ) est engendré par Z(M) ∩ AΛ et Z˜+M (V ). Aussi, on
note M+ le sous-monoïde de M qui contracte N ∩K par conjugaison (ce qui généralise la définition
sur A).
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Lemme 3.12.1 SoientM un Levi standard de G et V une représentation irréductible de K. Il existe
un élément z′ ∈ Z(M)+ ∩AΛ tel que l’on a :
(i)
Z(M) = Z(M)+(Z(M) ∩AΛ) = Z(M)+(z′)−N;
(ii)
Z˜M (V ) = Z˜
+
M (V )(Z(M) ∩AΛ) = Z˜+M (V )(z′)−N; (3.65)
(iii)
M = M+(Z(M) ∩AΛ) = M+(z′)−N.
De plus, dans chacune des égalités précédentes, l’intersection des monoïdes des termes du
milieu est égale à Z(M)+ ∩AΛ.
Preuve :
Le (i) vient des égalités
Z(M) = (Z(M) ∩K)(Z(M) ∩AΛ) = (Z(M)+ ∩K)(Z(M) ∩AΛ).
Pour (ii) et (iii), les inclusions ⊇ sont claires. Soit z′ ∈ Z(M) ∩ AΛ un élément « strictement
dominant hors de ∆M » : par exemple, on peut prendre
z′ = Diag($da1D , $
da2
D , . . . , $
dam
D ) ∈ Z(M) ∩AΛ
avec ai = ai+1 + 1 si la racine entre i et i + 1 est dans ∆ r∆M , et ai = ai+1 sinon. L’inclusion ⊆
dans (3.65) vient de ce que, pour tout élément z ∈ Z˜M (V ), z(z′)n est dominant pour tout n ≥ 0
assez grand.
Le (iii) se prouve de la même manière que le (ii) : on multiplie tout élément m ∈ M par une puis-
sance assez grande de z′. 
Lorsque pi est une représentation lisse de G, on définit une autre action de Z˜+M sur pi
N∩K comme
suit. Si t est un élément de M+, alors t(N ∩K)t−1 est un sous-groupe compact ouvert de N ∩K,
donc d’indice fini, et t agit de la manière suivante :
piN∩K → pit(N∩K)t−1 → piN∩K
v 7→ tv 7→ ∑
n∈(N∩K)/t(N∩K)t−1
ntv . (3.66)
On note HomZ(M)+(Z(M), piN∩K) le Fp-espace vectoriel des fonctions f : Z(M) → piN∩K qui véri-
fient f(z+z) = z+.f(z) pour tous z+ ∈ Z(M)+ et z ∈ Z(M), où l’action de Z(M)+ sur piN∩K est
celle que l’on vient de définir. L’espace OrdPpi des P -parties ordinaires de pi est alors le sous-espace
des vecteurs Z(M)-finis dans l’espace HomZ(M)+(Z(M), piN∩K).
Et OrdPpi hérite d’une structure de M -représentation lisse : si f est un vecteur Z(M)-fini de
HomZ(M)+(Z(M), pi
N∩K) et m ∈ M s’écrit m = m+z avec m+ ∈ M+ et z ∈ Z(M) ∩ AΛ par
le lemme 3.12.1.(iii), on définit m.f : z′ 7→ m+f(zz′) (qui est bien défini et est Z(M)-fini). De plus,
par les (i) et (ii) du lemme 3.12.1, on a le résultat suivant.
Lemme 3.12.2 Soient V une représentation irréductible de K et pi une représentation lisse de G.
Soit P = MN un parabolique standard de G. On a
OrdPpi ' HomZ˜+M (V )(Z˜M (V ), pi
N∩K)Z(M)-fin, (3.67)
où Hom
Z˜+M (V )
(Z˜M (V ), pi
N∩K) désigne l’espace des fonctions f : Z˜M (V ) → piN∩K qui vérifient
f(z+z) = z+.f(z) pour tous z+ ∈ Z˜+M (V ) et z ∈ Z˜M (V ) avec l’action (3.66) de Z˜+M (V ) sur piN∩K .
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Preuve :
Il s’agit de voir que
HomZ(M)+(Z(M), pi
N∩K) α−→ HomZ(M)+∩AΛ(Z(M) ∩AΛ, piN∩K)
β←Hom
Z˜+M (V )
(Z˜M (V ), pi
N∩K)
sont bien définis et sont des isomorphismes : on prendra ensuite le sous-espace des vecteurs Z(M)-
finis sur chacun de ces trois espaces. Tout d’abord, les flèches α et β sont toutes deux des flèches de
restriction, qui arrivent bien dans l’espace des fonctions Z(M)+ ∩ AΛ-équivariantes par la dernière
assertion du lemme 3.12.1.
Pour définir leur inverse, on se sert des égalités du lemme 3.12.1 : voyons le cas de β−1. Soit f ∈
HomZ(M)+∩AΛ(Z(M)∩AΛ, piN∩K). Tout élément z de Z˜M (V ) s’écrit z = z+(z′)−n avec z+ ∈ Z˜+M (V )
et (z′)−n ∈ Z(M) ∩ AΛ où z′ est l’élément donné par le lemme 3.12.1.(ii) et n ≥ 0 assez grand. On
pose alors β−1(f)(z) = z+.f((z′)−n) à l’aide de l’action en (3.66). Il s’agit ensuite de voir que cela
définit bien β−1(f) : si z = z′+(z′)−n
′ est une autre écriture comme précédemment, alors disons que
l’on a n′ ≥ n. On a alors (z′)n′−n ∈ Z(M)+ ∩AΛ et donc
z′+.f((z
′)−n
′
) = z+(z
′)n
′−n.f((z′)−n
′
) = z+f((z
′)−n).
Aussi, β−1(f) est bien Z˜+M (V )-équivariante : si z1 est dans Z˜
+
M (V ) alors, z = (z1z+)(z
′)−n est encore
une écriture de la forme voulue et on a
β−1(f)(z1z) = (z1z+).f((z′)−n) = z1.f(z).
De plus, si z est dans Z(M) ∩ AΛ, une écriture z = z+(z′)−n comme précédemment implique
z+ ∈ Z(M)+ ∩AΛ ; pour f ∈ HomZ(M)+∩AΛ(Z(M) ∩AΛ, piN∩K), on en déduit
β ◦ β−1(f)(z) = z+.f((z′)−n) = f(z).
Enfin, si z = z+(z′)−n ∈ Z˜M (V ) est une écriture avec z+ ∈ Z˜+M (V ) et (z′)−n ∈ Z(M) ∩AΛ et que g
est un élément de Hom
Z˜+M (V )
(Z˜M (V ), pi
N∩K), on a
β−1 ◦ β(f)(z) = z+.g((z′)−n) = g(z).
Le cas de α−1 se traite de manière similaire. 
Supposons que V est un caractère de M ∩K, que l’on notera ψ. Si h est dans Z˜M (V ), on a alors
ψ(h · h−1) = ψ. Ceci permet, pour tout caractère χM : Z˜M (V )→ F×p , de faire agir Z˜M (V ) par χM
sur V , ce qui fait de V un caractère de (M ∩K)Z˜M (V ).
Lemme 3.12.3 Soit pi une représentation lisse de G. Soient V un caractère de (M ∩K) et χM :
Z˜M (V )→ F×p un caractère, conférant à V une structure de caractère de (M ∩K)Z˜M (V ). Alors on
a un isomorphisme
Hom
(M∩K)Z˜M (V )
(
V,OrdPpi
) ' Hom
(M∩K)Z˜+M (V )
(
V, piN∩K
)
,
où l’action de Z˜+M (V ) sur pi
N∩K est donnée par (3.66).
Preuve :
Le membre de gauche est par définition de OrdPpi (voir [Eme10], Definition 3.1.9 et [Vig12], Remark
1.9.(ii) car V est de dimension finie)
HV,pi := Hom(M∩K)Z˜M (V )
(
V,HomZ(M)+(Z(M), pi
N∩K)
)
.
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Grâce à (3.67), on a alors
HV,pi ' Hom(M∩K)Z˜M (V )
(
V,Hom
Z˜+M (V )
(Z˜M (V ), pi
N∩K)
)
.
Puis la flèche f 7→ (v 7→ f(v)(1)) induit l’isomorphisme
HV,pi ' Hom(M∩K)Z˜+M (V )
(
V, piN∩K
)
et le résultat. 
Lemme 3.12.4 Soient V une représentation irréductible deM∩K et h un élément de Z˜M (V ). Alors
l’espace hV = {hv | v ∈ V } est une (M ∩K)-représentation à travers l’action m.hv = h(h−1mh)v,
qui est irréductible et isomorphe à V .
Preuve :
Parce que l’on a h−1(M ∩ K)h = M ∩ K, hV est bien une (M ∩ K)-représentation irréductible.
Notons ParM∩B(V ) = (χ,∆V ) suivant la proposition 3.2.2. Parce que l’on a h ∈ Z˜M (V ), que l’on a
h−1(M ∩ U ∩K)h = M ∩ U ∩K
et que ∆V est inclus dans ∆M , les paramètres de hV sont
ParM∩B(hV ) = (χ,∆V ) = ParM∩B(V ),
et hV est alors bien isomorphe à V . 
On note IP le sous-groupe parahorique de G correspondant à P . Soit V une représentation
irréductible de IP ; comme V est triviale sur le pro-p-radical IP (1) de IP , V se factorise en fait par
M ∩ K. Et inversement, on fera de toute représentation de M ∩ K une représentation de IP par
inflation. On va ensuite noter HGIP la sous-algèbre de HFp(G, IP , V ) engendrée par les éléments de
support contenu dans IPhIP pour h ∈ Z˜−M (V ).
Lemme 3.12.5 Soient V une (M ∩ K)-représentation irréductible et h ∈ Z˜−M (V ). L’algèbre HGIP
possède un opérateur Eh de support IPhIP .
De plus, si V est un caractère, on peut choisir un tel Eh dont la valeur en h est l’identité de V .
Preuve :
On cherche un opérateur Eh de support IPhIP . Il s’agit de vérifier que l’on a bien p1Eh(h) =
Eh(h)p2 pour tous p1, p2 ∈ IP vérifiant p1h = hp2. Ecrivons p1 = p−1 p◦1p+1 et p2 = p−2 p◦2p+2 selon la
décomposition d’Iwahori (voir (3.10))
IP = (IP ∩N−)(IP ∩M)(IP ∩N).
On obtient par suite
p−1 (p
◦
1h)(h
−1p+1 h) = (hp
−
2 h
−1)(hp◦2)p
+
2 ,
et comme (3.10) est une décomposition, on a p◦1h = hp◦2. Or on a p1Eh(h) = p◦1Eh(h) et Eh(h)p2 =
Eh(h)p
◦
2, vus dans EndFp(V ). On a alors le diagramme commutatif de (M ∩K)-représentations
V
Eh(h) //
p◦1

V
h−1p◦1h

V
Eh(h) // V
.
Réécrit autrement, hEh(h) est un élément de HomM∩K(V, hV ). De plus, hV est aussi une représen-
tation irréductible deM ∩K, isomorphe à V par le lemme 3.12.4. De ce fait, le lemme de Schur nous
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assure que HomM∩K(V, hV ) est de dimension 1. Donc Eh(h) est un isomorphisme linéaire V → V
et on a bien
p1Eh(h) = Eh(h)p2 ∈ EndFp(V )
comme voulu.
Lorsque V est un caractère, on a Eh(h) = k idV avec k ∈ F×p et on peut choisir k = 1. 
Pour toute (M ∩K)-représentation V , on a une application de restriction rH : HFp(G, IP , V )→
HFp(M,M ∩ K,V ), qui fait que tout caractère de Fp-algèbres HFp(M,M ∩ K,V ) → Fp induit 13
un caractère HGIP → Fp, que l’on notera encore χ. On remarque que, pour tout h ∈ Z˜−M (V ), cette
application de restriction rH envoie Eh sur TMh .
Proposition 3.12.6 Soient V un caractère de M ∩K et χM : Z˜M (V )→ F×p un caractère, faisant
de V un caractère de (M ∩K)Z˜M (V ). Il existe un unique caractère d’algèbres
χ : HFp(M,M ∩K,V )→ Fp
vérifiant χ(TMh ) = χM (h)
−1 pour tout h ∈ Z˜−M (V ). De plus, pour toute représentation lisse pi de G,
on a un isomorphisme
Hom
(M∩K)Z˜M (V )
(
V,OrdPpi
) ' HomG(indGIP V ⊗HGIP ,χ Fp, pi).
Preuve :
Par le lemme 3.12.3, on cherche à obtenir un isomorphisme
Hom
(M∩K)Z˜+M (V )
(
V, piN∩K
) ' HomG(indGIP V ⊗HGIP ,χ Fp, pi).
Commençons par montrer que toute application linéaire (M∩K)Z˜+M (V )-équivariante f : V → piN∩K
se factorise à travers l’espace d’invariants piIP (1) du pro-p-radical IP (1) de IP . Parce que pi est lisse,
il existe un h ∈ Z˜−−M (V ) tel que f(V ) est fixé point par point par h(IP ∩N−)h−1. Alors h−1.f(V )
est fixé par le groupe engendré par IP ∩N−, M ∩K(1) et h−1(IP ∩N)h, c’est-à-dire par le groupe
IP (1) ∩ h−1IP (1)h. Comme f est Z˜+M (V )-équivariante, on réécrit l’action (voir (3.66)) de h−1 sur
f(v), pour tout v ∈ V :
χM (h
−1)f(v) =
∑
n∈(N∩K)/h−1(N∩K)h
nh−1f(v). (3.68)
Comme l’application
(N ∩K)/h−1(N ∩K)h→ IP (1)/(IP (1) ∩ h−1IP (1)h)
est une bijection, (3.68) se réécrit
χM (h
−1)f(v) =
∑
n∈IP (1)/(IP (1)∩h−1IP (1)h)
nh−1f(v).
13. on n’affirme pas ici que rH est un morphisme d’algèbres, mais sa restriction à HGIP l’est. Pour voir cela, prenons
a, b ∈ Z˜−M (V ) et calculons 1IP aIP ∗ 1IP bIP selon (3.1). Il s’agit de déterminer IP aIP bIP : on va voir que cet ensemble
est inclus dans IP Z˜M (V )IP et est égal à IP abIP , donnant alors la compatibilité de rH|HG
IP
avec ∗ comme voulu. Par
(3.10), on a la décomposition d’Iwahori
IP = (IP ∩N−)(IP ∩M)(IP ∩N).
On a alors l’inclusion
IP aIP bIP = IP a(IP ∩N−)(IP ∩M)(IP ∩N)bIP ⊆ IP (IP ∩N−)a(IP ∩M)b(IP ∩N)IP = IP abIP .
Parce que l’inclusion inverse est évidente, on a l’égalité.
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Cela implique l’égalité
χM (h
−1)f(v) =
∑
n∈IP (1)/(IP (1)∩h−1IP (1)h)
χM (h
−1)nf(v) (3.69)
puisque f est Z˜+M (V )-équivariante et que h
−1 agit à travers χM sur V . De ce fait, f(v) est IP (1)-
invariante et f : V → piIP (1) ⊆ pi est donc IP -équivariante.
On note que l’existence et l’unicité du caractère d’algèbres
χ : HFp(M,M ∩K,V )→ Fp
de paramètres de Hecke-Satake (M,χM ) et vérifiant χ(TMh ) = χM (h)
−1 pour tout h ∈ Z˜−M (V )
(directement grâce à la formule (3.11)) suivent de la proposition 3.4.3. Par réciprocité de Frobenius,
on voit maintenant f ∈ HomIP (V, pi) comme un élément de HomG(indGIP V, pi) et on veut vérifier que
f est un vecteur propre pour HGIP de caractère propre χ. Pour h ∈ Z˜−M (V ) et v ∈ V , on a :
(f ∗ Eh)(v) =
∑
i∈IP /(IP∩h−1IP h)
ih−1f(Eh(hi−1)v). (3.70)
Comme l’application
(N ∩K)/h−1(N ∩K)h→ IP /(IP ∩ h−1IPh)
est bijective, (3.70) vaut, pour la même raison qu’en (3.69),∑
i∈(N∩K)/h−1(N∩K)h
ih−1f(v) = χM (h−1)f(v).
On vient donc de construire une application
Hom
(M∩K)Z˜+M (V )
(
V, piN∩K
)→ HomG(indGIP V ⊗χ Fp, pi).
Dans l’autre sens, un élément φ0 ∈ HomG
(
indGIP V ⊗χ Fp, pi
)
donne par réciprocité de Frobe-
nius un élément φ ∈ HomIP (V, pi). Par la condition sur χ et χM , φ est de fait un élément de
Hom
IP Z˜
+
M (V )
(V, pi) ; et comme φ est d’image IP (1)-invariante (car IM (1) agit trivialement sur V ),
en relâchant les conditions on a φ ∈ Hom
(M∩K)Z˜+M (V )
(
V, piN∩K
)
. Cela nous fournit une application
HomG
(
indGIP V ⊗χ Fp, pi
)→ Hom
(M∩K)Z˜+M (V )
(
V, piN∩K
)
qui est inverse de la précédente. 
On en profite pour énoncer tout de suite un lemme qui utilise aussi (dans sa preuve) ce foncteur
des parties ordinaires ; son utilité ne se ressentira qu’au cours du paragraphe 3.14.
Lemme 3.12.7 Soit P = MN un parabolique standard. Soient pi une représentation irréductible
admissible de G et τ une représentation lisse de M à caractère central et induisant une surjection
IndGP τ  pi de G-représentations. Alors il existe une représentation irréductible admissible σ de M
induisant une surjection IndGP σ  pi de G-représentations.
Preuve : Voir [HV12], Proposition 7.9 et Lemma 7.10. 
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3.13 Vecteurs K-invariants et algèbres de Hecke
Soit pi une représentation lisse de G. Lorsque l’espace des K-invariants piK est non réduit à 0,
c’est un objet intéressant à considérer. En effet, d’après la réciprocité de Frobenius,
piK ' HomK(1, pi) ' HomG(indGK 1, pi)
est naturellement muni d’une structure de module à droite surHFp(G,K). Explicitement, l’opérateur
Tg de HFp(G,K) correspondant à la fonction caractéristique de KgK pour g ∈ G agit sur piK par
v 7→ vTg =
∑
γ∈K\KgK
γ−1v =
∑
u∈(K∩g−1Kg)\K
u−1g−1v. (3.71)
On va aussi s’intéresser à l’algèbre de Hecke-Iwahori HFp(G, I) où I désigne le parahorique cor-
respondant au parabolique déployé minimal B. Donnons tout d’abord quelques notations pour des
éléments particuliers de HFp(G, I).
Soit ti = Diag($D, . . . , $D, 1, . . . , 1) l’élément de A avec i copies de $D (où 0 ≤ i ≤ m). Soit aussi,
pour 1 ≤ i ≤ m − 1, si l’élément du Levi standard par blocs GL(1)i−1 × GL(2) × GL(1)m−i−1 où
les blocs de dimension 1 sont (1) et le bloc de dimension 2 est
(
0 1
1 0
)
. Ce sont des relèvements
des générateurs S∆ de W dans G. Soit enfin s$ l’élément

0 1
. . . . . .
. . . 1
$D 0
. La classe de s$
dans We et les éléments de S∆ constituent un système de générateurs minimal du groupe de Weyl
étendu We.
Comme au paragraphe 3.7 avec l’algèbre de Hecke-Satake, on considère ici l’algèbre de Hecke-
Iwahori d’une représentation triviale de A ∩K et on va le comparer à celle de G(E) = GL(m,E).
On va noter I(E) l’Iwahori standard de G(E) correspondant au Borel G(E) ∩ B, et s(E)$ l’élément
0 1
. . . . . .
. . . 1
$ 0
 qui le normalise. On note alors Ui, Si,Π les éléments de HFp(G, I) de support
respectif It−1i I, IsiI et Is
−1
$ I. De manière analogue, S
(E)
i et Π
(E) désigneront les opérateurs de
HFp(G(E), I(E)) de support respectif I(E)siI(E) et I(E)(s
(E)
$ )−1I(E).
Proposition 3.13.1 Les algèbres de Hecke HFp(G(E), I(E)) et HFp(G, I) sont isomorphes via S
(E)
i 7→
Si et Π(E) 7→ Π.
Preuve :
La décomposition de Bruhat nous dit que l’algèbre HFp(G, I) est engendrée vectoriellement par les
éléments de support IgI et valant 1 en g, où g parcourt l’ensemble de représentants des éléments du
groupe de Weyl étendu We engendré par les si et s$. Le fait analogue est bien entendu aussi valable
pourHFp(G(E), I(E)), qui a pour Fp-base les fonctions caractéristiques de I(E)gI(E) pour g parcourant
un ensemble de représentants de W (E)e . En vertu du lemme 3.7.3, on a donc un isomorphisme de
Fp-espaces vectoriels
f : HFp(G(E), I(E))
∼−→ HFp(G, I),
qui envoie Π(E) sur Π et S(E)i sur Si pour tout 1 ≤ i ≤ m−1. On veut établir que f est un morphisme
de Fp-algèbres. Comme le paragraphe 5.4 de [BK93] nous dit que 14 l’algèbre HFp(G(E), I(E)) est de
14. de fait, le résultat cité est pour HZ(G(E), I(E)) mais ce qui est fait se réduit bien modulo p
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type fini, engendrée par les S(E)i et Π
(E), il reste à voir que les opérateurs Π et Si vérifient exactement
les mêmes relations que les Π(E) et S(E)i . Mais ceci résulte du lemme 3.7.3 et de [Bou68], paragraphe
2, exercices 23 et 24. 
Corollaire 3.13.2 On a les relations suivantes :
a) S2i = −Si pour tout i ;
b) SiSj = SjSi lorsque |i− j| > 1 ;
c) SiSi+1Si = Si+1SiSi+1 pour 1 ≤ i ≤ m− 2 ;
d) ΠSi = Si+1Π pour 1 ≤ i ≤ m− 2.
Preuve :
Les mêmes relations pour G(E) sont l’objet du paragraphe 5.4 de [BK93]. On remarquera que n’y est
pas écrite la toute dernière relation mais celle-ci n’est pas difficile puisque Π(E) est en fait porté par
la classe simple I(E)(s
(E)
$ )−1 = (s
(E)
$ )−1I(E) (s
(E)
$ normalise I(E)). On utilise ensuite l’isomorphisme
d’algèbres de la proposition 3.13.1. 
Corollaire 3.13.3
(i) Soient i ≤ k ≤ l ≤ j. On a 15
Sl−1Sl−2 · · ·SkSjSj−1 · · ·Si = SjSj−1 · · ·SiSlSl−1 · · ·Sk+1.
(ii) Pour tout 1 ≤ i ≤ m− 1, on a
Ui = (ΠSm−1Sm−2 · · ·Si)i.
(iii) Soient pi une G-représentation et v ∈ piI . Si vS1 est nul, alors on a vΠ2Sm−1 = 0.
Preuve :
Ce sont les [Her11a], Sublemma 9.3, 9.4 et 9.5, qui sont purement combinatoires en utilisant le corol-
laire 3.13.2. On notera que dans [Her11a], les actions sont à gauche alors que l’on a pris la convention
de faire agir à droite. 
On va maintenant s’intéresser à l’algèbre de Hecke-Satake HFp(G,K), dont on va essayer de relier
l’action à celle de l’algèbre de Hecke-Iwahori. Soit, pour 1 ≤ i ≤ m, Ti l’opérateur de HFp(G,K) de
support Kt−1i K.
Lemme 3.13.4 Soient pi une G-représentation et v ∈ piK . Alors on a 16
vT1 =
m∑
i=1
vΠSm−1Sm−2 · · ·Si. (3.72)
Preuve :
Notons, pour 1 ≤ i ≤ m, di = Diag(1, . . . , 1, $D, 1, . . . , 1) où$D est à la i-ème place, et ui(ai+1, ai+2, . . . , am)
l’élément de U dont tous les coefficients surdiagonaux sont nuls sauf sur la i-ème ligne pour la-
quelle ils sont égaux à (ai+1, . . . , am). Lorsque les ai sont pris dans R(1) (voir (3.46)), on a d’abord
ui(ai+1, . . . , am)di ∈ Kt1K, et ui(ai+1, . . . , am)diK = uj(bj+1, . . . , bm)djK si et seulement si i = j
et ai+1 = bi+1, . . . , am = bm. Enfin, Kt1K/K est de cardinal (qdm − 1)(qd − 1)−1, de sorte que les
ui(ai+1, . . . , am)di pour 1 ≤ i ≤ m et aj ∈ R(1) forment un système de représentants de Kt1K/K.
La formule d’action (3.71) se réécrit alors, pour g = t−11 :
vT1 =
m∑
i=1
∑
ai+1,...,am
ui(ai+1, . . . , am)div,
15. avec les conventions Sk−1Sk−2 · · ·Sk = Sk et SkSk−1 · · ·Sk+1 = Sk+1
16. avec la convention ΠSm−1Sm−2 · · ·Sm = Π
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où les aj parcourent l’ensemble R(1) de représentants de kD dans OD. Pour tout 1 ≤ i ≤ m, on note
σi l’élément de la diagonale par blocs GL(i)×GL(m− i) de premier bloc

0 1
. . . . . .
. . . 1
1 0
 et de
second bloc l’identité. Parce que v est invariant par K, on a encore
vT1 =
m∑
i=1
∑
ai+1,...,am
ui(ai+1, . . . , am)(diσi)v. (3.73)
Comme diσ = sisi+1 · · · sm−1s$ est une écriture réduite, on a l’égalité
IdiσiI = IsiIsi+1I · · · Ism−1Is$I
(voir [Ric69]). Parce que les ui(ai+1, . . . , am)diσi sont des représentants de IdiσiI/I, on en tire que
les termes ∑
ai+1,...,am
ui(ai+1, . . . , am)diσiv
dans (3.73) sont respectivement les vΠSm−1Sm−2 · · ·Si. 
3.14 Vers une classification des représentations lisses irréductibles
admissibles
Dans tout ce paragraphe, on supposera la formule de comparaison de tranformées de Satake
(conjecture 2) satisfaite.
On conserve les notations du paragraphe 3.13. Comme auparavant, on abrégera HFp(G,K, V ) enH étant donnée une K-représentation irréductible V . Par exemple, dans l’énoncé suivant, H désigne
HFp(G,K) et χ un caractère H → Fp de Fp-algèbres.
Proposition 3.14.1 Soit pi une G-représentation lisse telle qu’il existe une surjection
indGK 1⊗H,χ Fp  pi
où χ est le caractère ayant (A,1 : Z˜A → F×p ) pour paramètre de Hecke-Satake. Alors on a l’une des
possibilités suivantes :
(i) ou bien pi contient la représentation triviale 1 ;
(ii) ou bien il existe un parabolique standard propre P avec OrdPpi 6= 0.
Preuve :
Par hypothèse, on a piK 6= 0. Choisissons donc un vecteur v ∈ piK propre pour tous les opérateurs
de Hecke (de caractère propre paramétrisé par (A, 1)) : par la proposition 3.4.3, on a alors
vT1 = χ(T1)v = v.
Supposons OrdPpi = 0 pour tout parabolique standard propre P . On va commencer par montrer
que l’action des Ui est nilpotente pour tout 1 ≤ i ≤ m− 1.
Soient P le parabolique standard de G de Levi standard M = GL(i) × GL(m − i) et IP le pa-
rahorique correspondant. Alors HGIP (voir définition avant la proposition 3.12.6) désigne la sous-
algèbre de HFp(G, IP ) engendrée par Ei et Em, les opérateurs de support respectif IP t−1i IP et
IP t
−1
m IP = IP$
−1
D . Si pi
IP possédait un vecteur propre associé à une valeur propre non nulle de Ei
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et de Em, la proposition 3.12.6 appliquée à V = 1 et χM : Z˜M → F×p un caractère encodant ces
valeurs propres nous fournirait un caractère χ : HFp(M,M ∩ K) → Fp et un élément non nul de
Hom
(M∩K)Z˜M
(
1,OrdPpi
)
. En particulier, l’espace OrdPpi ne serait pas réduit à 0, ce qui est absurde.
De ce fait, l’action de tous les Ei (pour 1 ≤ i ≤ m − 1) est nilpotente sur piIP . Comme la flèche
naturelle I\It−1i I → IP \IP t−1i IP est une bijection (des deux côtés, un ensemble de représentants
est donné par N), les actions de Ei et de Ui coïncident sur piIP ⊆ piI . En particulier, les Ui sont
nilpotents sur v ∈ piK ⊆ piIP comme annoncé plus haut.
On veut maintenant montrer que l’on a vUi = 0 pour tout i. Commençons par examiner vU1. Par
le corollaire 3.13.3.(ii), on a vU1 = vΠSm−1Sm−2 · · ·S1. En nous servant de (3.72), on écrit ensuite,
puisque l’on a vT1 = v,
v(ΠSm−1Sm−2 · · ·S1)2 =
(
v −
m∑
i=2
vΠSm−1Sm−2 · · ·Si
)
ΠSm−1Sm−2 · · ·S1.
Grâce au corollaire 3.13.2, on peut ramener Π tout à gauche et obtenir
v(ΠSm−1Sm−2 · · ·S1)2 = vΠSm−1Sm−2 · · ·S1 −
m∑
i=2
vΠ2Sm−2Sm−3 · · ·Si−1Sm−1Sm−2 · · ·S1.
Par le corollaire 3.13.3.(i), cela se réécrit encore
vΠSm−1Sm−2 · · ·S1 −
m∑
i=2
vΠ2Sm−1Sm−2 · · ·S1Sm−1Sm−2 · · ·Si. (3.74)
Parce que les Ks1u1([a], 0, . . . , 0), pour a ∈ kD, sont les classes de K\Ks1K, par (3.71), on a
vS1 =
∑
a∈kD
u1([a], 0, . . . , 0)s1v = 0
en caractéristique p. Par le corollaire 3.13.3.(iii), les termes de droite de (3.74) sont donc tous nuls.
Il en résulte vU21 = vU1, et comme U1 est nilpotent sur v, on a vU1 = 0.
Pour vU2 maintenant, on se sert de nouveau du corollaire 3.13.3.(ii) pour écrire
vU2 = v(ΠSm−1Sm−2 · · ·S2)2.
Puis, ensuite, on sait que l’on a un terme de moins dans (3.72) :
v = vT1 =
m∑
i=2
vΠSm−1Sm−2 · · ·Si.
On répète le calcul précédent en utilisant cette remarque et on obtient de même
v(ΠSm−1Sm−2 · · ·S2)2 = vΠSm−1Sm−2 · · ·S2.
Parce que U2 est nilpotent sur v, on a aussi vU2 = 0. On répète l’opération et il s’ensuit vU3 =
0, . . . , vUm−1 = 0.
Cela nous permet de conclure que v est un élément de piG. En effet, l’égalité (3.72) est maintenant
réduite à v = vT1 = vΠ. Parce que s$ normalise I, l’action de Π sur piI est celle de s$. Et comme G
est engendré par K et s$ (cela résulte de (3.32) et de ce que K contient un ensemble de relèvements
de W ), le résultat suit. 
On est maintenant en mesure de faire un premier pas vers une classification des représentations
irréductibles admissibles de G. Après cela, il restera à déterminer « l’unicité », c’est-à-dire à étudier
les entrelacements entre de telles représentations.
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Théorème 3.14.2 Supposons l’hypothèse 6 satisfaite. Soit pi une représentation irréductible admis-
sible de G. Alors il existe un parabolique standard P de Levi standard
m∏
i=1
GL(mi, D) avec
∑
imi = m
et des représentations irréductibles admissibles σi de GL(mi, D) tels que l’on ait pi ' IndGP (σ1⊗· · ·⊗
σr). De plus, pour tout i, on est dans l’un des cas suivants :
(a) σi est supersingulière avec mi > 1 ;
(b) σi est une représentation de D× (i.e. mi = 1) avec dim σi > 1 ;
(c) σi ' StQiρ0i pour un parabolique standard Qi ≤ GL(mi, D) et un caractère ρi : D× Nrm−−−→
F×
ρ0i−→ F×p .
Aussi, s’il y a deux blocs adjacents dans le cas (c), alors on a ρi 6= ρi+1.
Preuve :
On va effectuer une récurrence sur m ≥ 1. Pour l’étape d’initiation m = 1, il n’y a rien à prouver :
pi est une représentation irréductible admissible de D×, qui est ou bien un caractère (cas (c)), ou
bien de dimension strictement supérieure à 1 (cas (b)). Supposons donc m > 1 et le résultat vrai
pour tout n < m. Soit pi une représentation irréductible admissible de G. Si pi est supersingulière,
il n’y a rien à faire. Supposons donc qu’il existe un K-poids V de pi et un caractère propre χ sur
HomK(V, pi) de paramètre HS-dual une paire (L, χL) avec L 6= G. On prend les notations suivantes
pour la paramétrisation de V :
Par
B
−(V ) = (χV ∗ ,−∆−V ).
Plusieurs cas distincts de présentent à nous, que l’on va discuter séparément.
Cas 1 : ∆−V ∪∆L 6= ∆.
On choisit α ∈ ∆r(∆−V ∪∆L) et λ le copoids fondamental associé à α de dernier coefficient diagonal
égal à 1. Soit Pλ = MλNλ le parabolique standard associé, avec ∆Mλ = ∆r {α} ⊇ ∆L ∪∆−V . Alors
V est P−λ -régulier et χ se factorise à travers
χ(M) : HFp
(
Mλ,Mλ ∩K,VNλ∩K
)→ Fp.
Par la proposition 3.3.6, on a alors l’isomorphisme de comparaison
indGK V ⊗H,χ Fp ∼−→ IndGPλ
(
indMλMλ∩K VNλ∩K ⊗HMλ ,χ(M) Fp
)
;
et par irréductibilité de pi, on a alors une surjection
IndGPλ
(
indMλMλ∩K VNλ∩K ⊗HMλ ,χ(M) Fp
)
 pi.
Comme indMλMλ∩K VNλ∩K ⊗HMλ ,χ(M) Fp est lisse à caractère central, on lui applique le lemme 3.12.7
et on obtient une représentation σ irréductible admissible de Mλ avec une surjection IndGPλ σ  pi.
Ecrivons alors Mλ = GL(m1, D) × GL(m2, D) avec 0 < m1 < m et σ = σ(1) ⊗ σ(2) ; on applique
l’hypothèse de récurrence à σ(1) et σ(2). Ces représentations σ(1) et σ(2) sont alors de la forme voulue
et par transitivité de l’induction parabolique on a une surjection
IndGP (σ1 ⊗ · · · ⊗ σr) pi
avec P ≤ Pλ et les σi comme voulus. Si deux quelconques blocs adjacents de type (c) vérifient
de plus la condition ρi 6= ρi+1, alors le théorème 3.11.2 nous affirme que IndGP (σ1 ⊗ · · · ⊗ σr) est
irréductible, et que l’on a par suite
IndGP (σ1 ⊗ · · · ⊗ σr) ∼−→ pi.
Sinon, le corollaire 3.11.4 nous donne exactement les constituants de Jordan-Hölder de IndGP (σ1 ⊗
· · · ⊗σr), qui sont tous de la forme désirée avec la condition supplémentaire ρi 6= ρi+1 ; et l’un d’eux
se surjectant sur pi, c’est l’isomorphisme qu’on attendait.
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Cas 2 : ∆−V ∪∆L = ∆, et α˜∨($) ∈ Z˜L(V ∗), χL
(
α˜∨($)
)
= 1 pour tout α ∈ ∆r∆L.
La condition « α˜∨($) ∈ Z˜L(V ∗) pour tout α ∈ ∆ r ∆L » implique L = A et Z˜A(V ∗) = Z˜A. En
particulier, on a ∆L = ∅ et donc ∆−V est tout ∆ : V est un caractère de K. Combiné à Z˜A(V
∗) = Z˜A,
cela nous assure que V se factorise par detG. Quitte à tensoriser pi par un ξ ◦ detG pour un certain
caractère ξ de F×, on peut ainsi supposer que χL est le caractère trivial de Z˜A (voir proposition
3.4.5) et que VU∩K est le caractère trivial de A ∩ K ; c’est ce que l’on va faire par la suite. De
plus, parce que χ est un caractère propre sur HomK(V, pi), la proposition 3.14.1 (appliquée à B−)
nous apporte l’alternative suivante : ou bien pi est 1 et la preuve est terminée, ou bien il existe un
parabolique standard Q propre de G avec OrdQ−pi 6= 0. Mais, dans ce dernier cas, OrdQ−pi étant
admissible par [Vig12], Theorem 1.10.(i), il contient une sous-représentation irréductible pi′ pour
laquelle on a une surjection IndGQ pi′  pi. On peut appliquer l’hypothèse de récurrence à pi′ et la
transitivité de l’induction permet de conclure.
Cas 3 : ∆−V ∪∆L = ∆, et il existe α ∈ ∆−V r∆−V ∩∆L avec α˜∨($) /∈ Z˜L(V ∗) ou χL
(
α˜∨($)
) 6= 1.
Supposons dans un premier temps l’hypothèse 6.(a) satisfaite. On prend α comme dans la condition
du Cas 3, V ′ comme en (3.62), d0 associé pour VN(α)∩K . A cause de l’hypothèse 6.(a), l’hypothèse 4
est automatique. On peut donc appliquer le corollaire 3.10.4, et obtenir l’isomorphisme
indGK V ⊗H,χ Fp ∼−→ indGK V ′ ⊗H,χ Fp
de G-représentations. On peut ensuite appliquer le Cas 1 à V ′.
Supposons maintenant l’hypothèse 6.(b). Si on a L = A, on prend α comme dans la condition du
Cas 3, V ′ comme en (3.62), d0 associé pour VN(α)∩K . La condition ∆
−
V ∪∆L = ∆ implique ∆−V = ∆ :
V est un caractère de K. Mais alors, l’hypothèse 4 est automatique, et on peut appliquer de nouveau
le corollaire 3.10.4, puis appliquer le Cas 1 à V ′. Enfin, si L est différent de A, pour m = 2, L est G
et il n’y a rien à faire. On suppose donc m = 3 et L 6= A : il existe une racine α ∈ ∆−V r∆−V ∩∆L
telle que α˜∨($)d0 ne soit pas dans Z˜L(V ∗) (où d0 est associé à VN(α)∩K). On prend V
′ comme en
(3.62) on peut appliquer le corollaire 3.10.7 : on a
indGK V ⊗H,χ Fp ∼−→ indGK V ′ ⊗H,χ Fp,
et on conclut en appliquant le Cas 1 à V ′. 
3.15 Représentations supersingulières, représentations supercuspi-
dales, entrelacements
Dans tout ce paragraphe, on supposera la formule de comparaison de tranformées de Satake
(conjecture 2) satisfaite.
Une représentation irréductible pi de G est dite supercuspidale si elle n’est isomorphe à aucun
sous-quotient d’un IndGP σ pour un parabolique standard P = MN propre de G et une représentation
irréductible admissible σ de M . On renvoit au paragraphe 3.5.2 pour la définition de la notion de
supersingularité.
Théorème 3.15.1 Supposons l’hypothèse 6 satisfaite. Soient m ≥ 2 et pi une représentation irré-
ductible admissible de G. Alors pi est supersingulière si et seulement si elle est supercuspidale.
Preuve :
Si pi est non supersingulière, par le théorème 3.14.2, il existe un parabolique standard P = MN et
une représentation irréductible admissible σ de M tels que pi est isomorphe à IndGP σ. Ainsi pi n’est
pas supercuspidale.
Avant que de prouver la réciproque, faisons la remarque que le corollaire 3.11.4 affirme que toute in-
duite parabolique d’une représentation irréductible admissible est de longueur finie, de constituants
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de Jordan-Hölder bien déterminés, tous isomorphes à des induites paraboliques de représentations
irréductibles admissibles : si Q est égal à G, c’est une représentation irréductible admissible (a), (b)
ou (c) ; et le cas (a) ne se produit que lorsque l’on a P = Q = G. De ce fait, une représentation
irréductible admissible de G est supercuspidale si et seulement si elle n’est pas isomorphe à une
induite parabolique propre ou une représentation de Steinberg généralisée.
Supposons que pi n’est pas supercuspidale. Si pi est isomorphe à une représentation de Steinberg
généralisée, la proposition 3.5.6 implique que pi n’est pas supersingulière. On suppose donc pi iso-
morphe à une induite parabolique propre IndGP σ avec P = MN . Soient V un K-poids de pi et
χ : HFp(G,K, V ) → Fp un caractère propre sur HomK(V, pi). Soit (L, χL) le paramètre HS-dual de
χ. Par le lemme 3.11.5, on a L ≤M  G et pi n’est pas supersingulière. Le résultat en découle. 
Corollaire 3.15.2 Supposons l’hypothèse 6 satisfaite.
(i) Soit P un parabolique standard de G, de Levi standard M =
∏r
i=1Gi. Soit, pour tout 1 ≤
i ≤ r, σi une représentation irréductible admissible de Gi = GL(mi, D) qui est dans l’un des
cas suivants :
(a) σi est supercuspidale avec mi > 1 ;
(b) σi est une représentation de D× (i.e. mi = 1) avec dim σi > 1 ;
(c) σi ' StQiρ0i pour un parabolique standard Qi ≤ Gi et un caractère ρi : D× Nrm−−−→ F×
ρ0i−→
F×p .
Supposons ρi 6= ρi+1 s’il y a deux blocs adjacents dans le cas (c). Alors IndGP (σ1⊗ · · ·⊗σr) est
irréductible admissible.
(ii) Soit pi une représentation irréductible de G. Alors il existe un parabolique standard P de Levi
standard
∏
iGi et des représentations irréductibles admissibles σi de Gi comme en (i) tels que
pi soit isomorphe à IndGP (σ1 ⊗ · · · ⊗ σr).
On va finir par regarder les entrelacements entre les représentations irréductibles admissibles que
l’on a obtenues pour conclure quant à une classification.
Lemme 3.15.3 Supposons l’hypothèse 6 satisfaite. Soit pi une représentation irréductible admissible
de G. Alors il existe une paire (L, ωL : Z(L) → F×p ) telle que, pour tout K-poids V de pi et tout
caractère χ : HFp(G,K, V )→ Fp propre sur HomK(V, pi), on a :
(i) le paramètre HS-dual de χ est une paire (L, χL) où χL vérifie
χL|Z(L)∩AΛ = ωL|Z(L)∩AΛ ;
(ii) la restriction de VU∩K à Z(L) ∩K est égale à ω−1L |Z(L)∩K .
Remarque : En particulier, on ne sait pas s’il existe un sous-groupe Z˜piL de Z˜L tel que pour tout
K-poids V de pi on a Z˜L(V ∗) = Z˜piL (à cause du cas supersingulier) ; c’est propre au cas non déployé.
Preuve :
Par le théorème 3.14.2, il existe un parabolique standard P de Levi standardM et une représentation
irréductible admissible σ de M telle que pi soit isomorphe à IndGP σ ; de plus σ vérifie les conditions
énoncées dans le théorème 3.14.2. Par suite, le lemme 3.11.5 nous affirme que, pour tout K-poids V
de pi, tout caractère propre χ sur HomK(V, pi) est de paramètre HS-dual (L, χL) où L est uniquement
déterminé par M et σ, et est donc indépendant de χ.
Le fait que χL|Z(L)∩AΛ est uniquement déterminé provient des lemmes 3.4.1 et 3.4.4.
Prouvons enfin (ii) : par réciprocité de Frobenius, on a
HomK
(
V, IndGP σ
) ' HomP∩K(V, σ) = HomM∩K(VN∩K , σ).
Comme VU∩K est un quotient de VN∩K et que σ et VN∩K se factorisent par le lemme 3.11.1, on est
ramené au casM = G, ce que l’on suppose à présent. Dès lors, ou bien σ n’est pas une représentation
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de Steinberg généralisée et on a L = M = G. Parce que σ est irréductible admissible, le lemme de
Schur prédit que l’action du centre Z(G) = Z(L) est donnée par un caractère ψ. Tout K-poids V
de σ voit alors son caractère central être égal à ψ|Z(G)∩K et, Z(G)∩K agit via ψ|Z(G)∩K sur VU∩K
aussi. Ou bien σ est une représentation de Steinberg généralisée StQξ et on a L = A. Dans ce cas-ci,
(ii) résulte de ce que le K-socle de StQξ est irréductible par la proposition 3.5.5 et l’unicité est alors
évidente. La preuve du lemme est terminée. 
Ainsi, en général, seule la restriction à Z(L) ∩ AΛ de χχL est connue. Cependant, lorsque l’on a
affaire à des représentations de Steinberg généralisées, on connaît entièrement ce paramètre comme
ce sera transparent au cours de la preuve du résultat suivant.
Lemme 3.15.4 Soit pi une représentation irréductible admissible de G. On suppose qu’il existe un
K-poids V de pi et un caractère χ : HFp(G,K, V )→ Fp propre sur HomK(V, pi) vérifiant :
(a) Z˜A(V ∗) = Z˜A et VU∩K est un caractère de A ∩K qui se factorise par detG ;
(b) le paramètre HS-dual de χ est (A, ξ−1$ ◦ detG : Z˜A → Fp) pour un certain caractère ξ$ de
((−1)d−1$)Z.
Alors il existe un parabolique standard Q de G et un caractère ξ de F× prolongeant ξ$ tels que pi
soit isomorphe à StQξ.
Remarque : A posteriori, (a) et (b) sont vérifiées par tout K-poids V de pi et tout caractère propre χ
sur HomK(V, pi) puisque le poids V est unique et qu’il n’y a qu’un seul caractère propre (propositions
3.5.5 et 3.5.6).
Preuve :
Par le théorème 3.14.2, il existe un parabolique standard P de Levi standard M =
∏
i=1,...,r
Mi et
des représentations σi de Mi (qui sont dans le cas (a), (b) ou (c)) telles que pi soit isomorphe à
IndGP (σ1 ⊗ · · · ⊗ σr). Par les lemmes 3.15.3 et 3.11.5, chaque σi est une représentation de Steinberg
(éventuellement un caractère) StQiξi pour un parabolique standard Qi de Mi et un caractère ξi de
F×. Soient V un K-poids de pi et χ : HFp(G,K, V ) → Fp un caractère propre sur HomK(V, pi)
satisfaisant (a) et (b). Le paramètre HS-dual de χ est (L, χχL) = (A, ξ
−1
$ ◦ detG) par hypothèse. Si α
est la racine entre les blocs Mi et Mi+1, en calculant χ
χ
L
(
α˜∨($)
)
, par les lemmes 3.11.1 et 3.5.6, et
l’hypothèse (b), on a
ξi+1((−1)d−1$) = ξi((−1)d−1$) = ξ$((−1)d−1$).
Enfin, par l’hypothèse (a), on a ξi+1|O×F = ξi|O×F . Comme le théorème 3.14.2 impose ξi 6= ξi+1, cela
veut dire que l’on a r = 1 et P = G. Le résultat est prouvé en prenant ξ = ξ1. 
Proposition 3.15.5 Supposons l’hypothèse 6 satisfaite. Il n’y a pas d’entrelacement entre les in-
duites paraboliques propres irréductibles IndGP (σ1 ⊗ · · · ⊗ σr) comme dans le théorème 3.11.2.
Preuve :
Soient P et σ1, . . . , σr comme dans le théorème 3.11.2. Soit pi = IndGP (σ1 ⊗ · · · ⊗ σr), qui est donc
irréductible admissible. Pour tout K-poids V de pi et tout caractère χ : HFp(G,K, V )→ Fp propre
sur HomK(V, pi), on note χV le caractère VU∩K de A ∩ K et (L, χχL) le paramètre HS-dual de χ.
Voyons que l’on a :
∆P = ∆L ∪
⋂
V,χ
{
α ∈ ∆ ∣∣ α˜∨($) ∈ Z˜L(V ∗), χχL(α˜∨($)) = 1, χV (sα · s−1α )|A∩K = χV |A∩K}.
En effet, par le lemme 3.11.5, P et σ1 ⊗ · · · ⊗ σr déterminent uniquement L, et le Levi standard
M de P coïncide avec L sur les blocs où il n’y a pas de représentation de Steinberg. Comme
L est uniquement déterminé par pi (voir lemme 3.15.3), il s’agit de voir que l’on peut détecter
intrinsèquement les blocs où se trouvent des représentations de Steinberg généralisées. La condition
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α˜∨($) ∈ Z˜L(V ∗) signifie que α est une racine à l’intérieur d’un bloc avec une Steinberg ou entre
deux blocs adjacents portant des Steinberg. Les deux autres conditions viennent du lemme 3.15.4 ;
on remarquera que, en vertu de la proposition 3.5.5 sur l’irréductibilité du K-socle et l’unicité des
paramètres HS pour les représentations de Steinberg, la formule donnant ∆P peut se réécrire pour
un choix de (V, χ) quelconque, sans en prendre l’intersection. Mais on a préféré cette forme, sur
laquelle on lit facilement l’indépendance en V et en χ.
Ainsi P est uniquement déterminé, et il nous reste à examiner les entrelacements entre deux induites
paraboliques irréductibles IndGP σ et Ind
G
P τ pour σ et τ des représentations irréductibles admissibles
du Levi standard M de P . Mais alors, par [Vig12], Theorem 1.10.(ii), ou [Eme10], Corollary 4.3.5
(en caractéristique 0), on a :
σ ' OrdP−
(
IndGP σ
) ' OrdP−(IndGP τ) ' τ.
Ceci termine la preuve. 
Corollaire 3.15.6 Supposons l’hypothèse 6 satisfaite. Soit pi une représentation irréductible de G.
Alors il existe un unique parabolique standard P de Levi standard
∏
iGi et des représentations irré-
ductibles admissibles σi de Gi comme en (i), uniques à isomorphisme près, tels que pi soit isomorphe
à IndGP (σ1 ⊗ · · · ⊗ σr).
Terminons en disant que tous les résultats des paragraphes 3.14 et 3.15 nécessitant l’hypothèse
6 ne l’utilisent qu’à travers la proposition 3.11.3. Si on arrive à montrer cette dernière sous une
hypothèse plus faible, le reste suivra.
3.16 Appendice : diviseurs élémentaires pour GL(2, D) et GL(3, D)
On garde les notations du lemme 3.7.2 et on veut prouver que la caractérisation des diviseurs
élémentaires par les mineurs est encore valable pour GL(2, D) et GL(3, D) (dans le cadre utile au
lemme 3.7.2 uniquement).
Tout d’abord, on remarque que g =
(
r s
t u
)
∈ GL(2, D) est dans la double classe de Cartan
K
(
$αD 0
0 $βD
)
K (avec α ≤ β) si et seulement si on a
{
min(vD(r), vD(s), vD(t), vD(u)) = α
d−1vD ◦ detG(g) = α+ β
.
Cela vient de la preuve de l’existence des diviseurs élémentaires et de ce que le detG d’un élément
de K a valuation égale à 0. Ce fait sera sans cesse utilisé pour l’étude de cas dans GL(3, D).
Enonçons le cas de GL(3, D) sous forme d’un lemme.
Lemme 3.16.1 Supposons m = 3. Soit
g =
 $xD a b0 $yD c
0 0 $zD
 ∈ GL(3, D)
avec x ≤ y ≤ z. Alors g appartient à la double classe K
 $αD 0 00 $βD 0
0 0 $γD
K avec α ≤ β ≤ γ si
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et seulement si on a 17
min(x, y, z, a, b, c) = α
x+ y + z = α+ β + γ
min(x+ y, y + z, x+ z, z + a, x+ c, d−1vD
(
detG
(
a b
$yD c
))
) = α+ β
. (3.75)
Preuve :
On va voir que l’on a bien les conditions (3.75) en distinguant suivant le coefficient de valuation
minimale de g. On remarque que l’on établit uniquement que les conditions (3.75) sont nécessaires,
mais elles sont alors aussi suffisantes car G est union disjointe de ses doubles classes de Cartan.
De la même manière que pour GL(2, D), les deux premières conditions sont faciles. Il reste à établir
la troisième condition, qui devient
min
(
x+ y, z + a, x+ c, d−1vD ◦ detG(g′)
)
= α+ β (3.76)
à cause des inégalités x ≤ y ≤ z, où on a noté g′ =
(
a b
$yD c
)
.
On s’attache à présent à établir (3.76) pour g : pour cela, on effectue des pivots avec des matrices
de transvection dans K.
Cas 1 : x minimal
On écrit  $xD a b0 $yD c
0 0 $zD
 1 −$−xD a −$−xD b0 1 0
0 0 1
 =
 $xD 0 00 $yD c
0 0 $zD
 .
Les valuations des facteurs invariants de g sont donc(
x,min(c, y), y + z −min(c, y))
et on veut montrer
x+ min(c, y) = min
(
x+ y, z + a, x+ c, d−1vD ◦ detG(g′)
)
. (3.77)
Parce que x est minimal, on a b ≥ x et, grâce à (3.27) pour c 6= 0, il s’ensuit
d−1vD ◦ detG(g′) ≥ b+ y ≥ x+ y ≥ x+ min(c, y);
de même, on a a ≥ x, et donc
z + a ≥ z + x ≥ y + x ≥ x+ min(c, y).
Ainsi, l’égalité (3.77) est vérifiée, ce qui donne bien la condition (3.76) lorsque x est minimal.
Cas 2 : a minimal
On écrit 1 0 0−$yDa−1 1 0
0 0 1
 $xD a b0 $yD c
0 0 $zD
 1 0 0−a−1$xD 1 −a−1b
0 0 1
 =
 0 a 0−$yDa−1$xD 0 c−$yDa−1b
0 0 $zD
 .
Les valuations des facteurs invariants de g sont donc(
a,min
(
z, x+ y − a, vD(c−$yDa−1b)
)
, x+ y + z − a−min (z, x+ y − a, vD(c−$yDa−1b)))
17. à cause des inégalités x ≤ y ≤ z, certains des termes peuvent être supprimés ; on a choisi de les garder dans
l’énoncé pour rappeler que l’on considère bien tous les mineurs
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et on veut établir
a+ min
(
z, x+ y − a, vD(c−$yDa−1b)
)
= min
(
x+ y, z + a, x+ c, d−1vD ◦ detG(g′)
)
. (3.78)
Parce que a est non nul, on écrit(
1 0
−$yDa−1 1
)(
a b
$yD c
)
=
(
a b
0 c−$yDa−1b
)
et donc
d−1vD ◦ detG(g′) = vD(ac− a$yDa−1b). (3.79)
On sépare ensuite deux sous-cas : ou bien on a a+ c 6= b+ y, et alors par minimalité de a, on a
x+ c ≥ a+ c ≥ vD(ac− a$yDa−1b);
ou bien, on a a+ c = b+ y, et toujours par minimalité de a, il s’ensuit
x+ c = x+ y + b− a ≥ x+ y.
Dans les deux cas, (3.78) est vérifiée, ce qui donne bien la condition (3.76) lorsque a est minimal.
Cas 3 : c minimal
On écrit 1 −bc−1 00 1 0
0 −$zDc−1 1
 $xD a b0 $yD c
0 0 $zD
 1 0 00 1 0
0 −c−1$yD 1
 =
 $xD a− bc−1$yD 00 0 c
0 −$zDc−1$yD 0
 .
Parce que c est minimal, on a x ≤ y + z − c, et donc les valuations des facteurs invariants sont(
c,min
(
x, vD(a− bc−1$yD)
)
, x+ y + z − c−min (x, vD(a− bc−1$yD)));
on cherche à montrer
c+ min
(
x, vD(a− bc−1$yD)
)
= min
(
x+ y, z + a, x+ c, d−1vD ◦ detG(g′)
)
. (3.80)
Comme c est minimal et que l’on a z ≥ x, on a
x+ y ≥ x+ c; z + a ≥ z + c ≥ x+ c.
Alors (3.80) est vérifiée, ce qui donne bien la condition (3.76) lorsque c est minimal.
Cas 4 : b minimal
On écrit 1 0 0−cb−1 1 0
−$zDb−1 0 1
 $xD a b0 $yD c
0 0 $zD
 1 0 00 1 0
−b−1$xD −b−1a 1
 =
 0 0 b−cb−1$xD $yD − cb−1a 0
−$zDb−1$xD −$zDb−1a 0
 .
Pour le cas a ≥ x, on continue :( −cb−1$xD $yD − cb−1a
−$zDb−1$xD −$zDb−1a
)(
1 −$−xD a
0 1
)
=
( −cb−1$xD $yD
−$zDb−1$xD 0
)
.
Parce que l’on a z + x− b ≥ y, les valuations des facteurs invariants de g sont(
b,min(y, x+ c− b), x+ y + z − b−min(y, x+ c− b)).
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On cherche à montrer
b+ min(y, x+ c− b) = min (x+ y, z + a, x+ c, d−1vD ◦ detG(g′)). (3.81)
On a d’ores et déjà, par minimalité de b
x+ y ≥ b+ y; z + a ≥ z + x ≥ y + x ≥ y + b.
Ensuite, il faut distinguer :
– si b+ y < a+ c, alors on a d−1vD ◦ detG(g′) = b+ y ;
– si b+ y = a+ c, alors on a d−1vD ◦ detG(g′) ≥ b+ y = a+ c ≥ x+ c ;
– si b+ y > a+ c, alors on a b+ y > d−1vD ◦ detG(g′) = a+ c ≥ x+ c.
Dans chacun de ces cas, (3.81) est donc vérifiée, ce qui donne bien la condition (3.76) lorsque b est
minimal et que l’on a a ≥ x.
Pour le cas a < x (en particulier a 6= 0), on écrit( −cb−1$xD $yD − cb−1a
−$zDb−1$xD −$zDb−1a
)(
1 0
−a−1$xD 1
)
=
( −$yDa−1$xD $yD − cb−1a
0 −$zDb−1a
)
.
Les valuations des facteurs invariants de g sont(
b,min
(
x+y−a, z+a−b, vD($yD−cb−1a)
)
, x+y+z−b−min (x+y−a, z+a−b, vD($yD−cb−1a)))
et on cherche à établir
b+ min
(
x+ y− a, z + a− b, vD($yD − cb−1a)
)
= min
(
x+ y, z + a, x+ c, d−1vD ◦ detG(g′)
)
. (3.82)
On doit encore distinguer trois sous-cas :
– si b+ y < a+ c, alors on a
d−1vD ◦ detG(g′) = b+ y = vD($yD − cb−1a) + b;
aussi, on a, à l’aide de x > a et x ≥ b,
x+ y ≥ b+ y; x+ c > x− a+ y + b > b+ y;
– si b+ y > a+ c, alors on a
d−1vD ◦ detG(g′) = a+ c = vD($yD − cb−1a) + b;
de plus, par minimalité de b, on a
x+ y ≥ x+ y − a+ b > x+ c;
on finit en observant x+ c > a+ c puisque l’on a x > a ;
– si b+ y = a+ c, alors on a
x+ y ≥ x+ y + b− a = x+ c;
enfin on remarque, grâce à (3.79) :
b+ vD($
y
D − cb−1a) = b+ vD(a$yDa−1 − acb−1) = d−1vD ◦ detG(g′).
Dans chacun de ces sous-cas, (3.82) est donc vérifiée, ce qui donne bien la condition (3.76) lorsque
b est minimal et que l’on a a < x.
Parce que l’on a x ≤ y ≤ z, on a fini d’examiner tous les cas possibles et on a bien les conditions
caractéristiques des mineurs (3.75) pour g. La preuve est terminée.
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3.17 Appendice : défaut de multiplicativité du prolongement χ˜ρ
On garde les notations du paragraphe 3.8 et on va présenter une réciproque au lemme 3.8.2.
Autrement dit, on se demande à quelle condition un caractère de K se prolonge à G.
Proposition 3.17.1 Soit χ un caractère de K. Alors χ se prolonge en un caractère de G si et
seulement si χ se factorise par detG.
Remarque : Cela suit aussi du Lemme 6.1 du chapitre 1.
Preuve :
Le sens (⇐) est l’objet du lemme 3.8.2. Supposons que χ se prolonge à G et montrons que χ se
factorise par detG. Parce que χ est un caractère de K, il existe un morphisme de groupes χ0 : k×D →
F×p tel que l’on ait χ = χ0 ◦ det. Pour tout x ∈ D×, notons
a1(x) =

x
1
. . .
1
 ∈ A.
Parce que χ se prolonge à G, si x est un élément de O×D, on a
χ
(
a1($Dx$
−1
D )
)
= χ
(
a1($D)
)
χ
(
a1(x)
)
χ
(
a1($
−1
D )
)
= χ
(
a1(x)
)
,
c’est-à-dire
χ0
(
$Dx$
−1
D
)
= χ0
(
x
)
.
De ce fait, χ0 se factorise par la norme NkD/kF de l’extension galoisienne kD/kF . On peut alors
écrire
χ = χ1 ◦NkD/kF ◦ det
sur K, pour un certain caractère χ1 : k×F → F
×
p . Soit b un élément de B∩K, de coefficients diagonaux
a1, . . . , am ∈ O×D. On a alors
χ(b) =
∏
i
χ1 ◦NkD/kF
(
ai
)
.
Par (3.4) et la preuve de [MN43], Satz 1, on a ensuite
χ(b) =
∏
i
χ1 ◦Nrm(ai) = χ1 ◦ detG(b).
Soit s ∈ S∆, que l’on relève à K en une matrice à coefficients dans {0, 1} (que l’on notera encore s).
On a
χ(s) = χ1((−1)d) = χ1 ◦ detG(s).
Parce que S∆ engendre le groupe de Weyl W , χ se factorise par detG sur un ensembleWK de relève-
ments de W dans K. Comme χ se factorise par K/K(1), par décomposition de Bruhat (pour K), le
fait que χ se factorise par detG sur B∩K et surWK suffit à dire que χ se factorise par detG sur K. 
Enfin, remarquons que si pour GL(2, D) il n’y a jamais aucun problème à prolonger χ en une
application pseudo-multiplicative, pour GL(3, D) déjà ce n’est plus le cas.
Soient d0 ≥ 1 un diviseur de d, et a ≤ b ≤ c, x ≤ y ≤ z deux suites croissantes d’entiers. Alors, si
on prend t1 = Diag($aD, $
b
D, $
c
D), t2 = Diag($
x
D, $
y
D, $
z
D) et α, β, γ ∈ OD vérifiant
vD(α) ∈ d0Z, vD(β) > 0, vD(γ) > 0, vD(β) + vD(γ) ∈ d0Z,
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et a+x+vD(α) la valuation minimale des coefficients de t1
 α γ 1β 1 0
1 0 0
 t2, alors on obtient (après
de fastidieux calculs) :
t1
 α γ 1β 1 0
1 0 0
 t2 ∈ HKAΛt03HK
avec
t03 = Diag
(
$
−vD(α)
D α,−$−y+vD(α)−vD(β)−vD(γ)D βα−1γ$yD, $−z+vD(β)+vD(γ)D β−1γ−1$zD
)
.
En particulier, on trouve alors
χ˜ρ
(
t1
 α γ 1β 1 0
1 0 0
 t2) = χ˜ρ(t1t2)χ(−αβα−1γβ−1γ−1)
et le second facteur du membre de droite peut ne pas valoir χ˜ρ(t1t2)χ(−1) (lorsque d est strictement
supérieur à 1).
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