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SUMMARY 
Hierarchically coupled constrained optimization problems (HCCOPs) are 
commonly encountered in the manufacturing industries, however, they haven’t been 
categorized as such. Due to a lack of clear definition to identify these problems, numerous 
techniques have been developed for the optimization of HCCOPs but these techniques are 
not universally applicable to all HCCOPs and are unable to cope with large scale problems. 
Furthermore, current techniques used for the optimization of these HCOOPs only provide 
a single optimal solution upon execution. Though the single optimal solution may 
theoretically satisfy the objective function, it might not be applicable in real life scenario.  
 This research will first focus on establishing an abstract definition and identifying 
the common principles amongst different HCCOPs. Next, based on the established 
definition and common principles, a new optimization technique, based on evolutionary 
computation, will be developed. The proposed algorithm will be developed in a way such 
that only feasible solutions are generated during the iterations of the algorithm thereby 
reducing its computational complexity. To validate the proposed algorithm, it will be 
utilized to optimize HCCOPs commonly encountered in the manufacturing industry such 
as assembly job-shop scheduling problem (AJSSP) and the simultaneous optimization of 
Neural Network (NN) structure and weight values. The research will also focus on 
developing a technique for the multimodal optimization (MMO) of HCCOPs i.e. obtain 
multiple solutions with the same objective value. To validate the proposed MMO approach, 
it will first be utilized for the MMO of benchmark job-shop scheduling problem (JSSP) 
and permutation flow-shop scheduling problem (PFSSP) followed by the MMO of AJSSP. 
 xvii 
This research would aid in the identification and MMO of HCCOP. The proposed 






CHAPTER 1. INTRODUCTION 
1.1 Overview and Motivation 
Constrained optimization problems (COPs), in the form of linear or nonlinear 
equalities or inequalities, are commonly encountered in the manufacturing industry and 
theoretical application, due to the limit and interaction between related impact factors and 
resources. The presence of non-linear constraints makes these real-world problems quite 
challenging to solve, due to their multimodal and complex search space and disjoint 
feasible regions which render the search for an optimal solution difficult and inefficient. 
As such, researchers have proposed many different constraint handling techniques for the 
optimization problems.   
The different categories of constraint handling methods have shown promising 
results in solving some of the COPs, but there is no specific research of methodology being 
done on solving one special COP called HCCOP. HCCOP are a special type of COP which 
consists of both independent and dependent variables and the constraints on the ith level 
dependent variables (where i = 1,2,3…,n) are a function of the (i-1) level dependent 
variables and the constraints on 1st level dependent variables are a function of the 
independent variables. Though HCCOPs are commonly encountered, both in 
manufacturing industries as well as theoretical applications, there is no previous work done 
in identifying HCCOPs as such. Furthermore, the algorithms available for solving COPs 
require immense modifications in order to apply them to solve HCCOPs. Also, each type 
of HCCOP require a unique modification. Therefore, there is still an opportunity to identify 
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the common principles amongst different HCCOPs and develop and algorithm that is 
capable of solving the different HCCOP without requiring major modifications. 
 Lastly, current techniques used to optimize HCCOPs such as AJSSP only provide 
a single optimal solution upon execution. Though this single optimal solution may satisfy 
the original objective function, it may not be applicable in real-life scenarios. Therefore, 
there is a need to develop a MMO algorithm in order to obtain multiple optimal solutions 
for the HCCOPs.  
1.2 Research Goals and Objectives 
Despite the extensive research in COPs, there is still an opportunity for classifying 
different optimization problems encountered in the manufacturing industry as HCCOPs 
developing a versatile algorithm capable of solving these problems. Furthermore, it is of 
great importance, in both theory as well as practical application, to develop an algorithm 
for the MMO of the scheduling problem. Therefore, the objective of the current research 
will be as follows: 
1. Develop definitions and identify the common principles to classify COPs as 
HCCOPs. 
2. Develop a versatile algorithm to optimize HCCOPs. 
3. Utilize the developed definition and common principles to identify HCCOPs 
in manufacturing industry as well as theoretical applications. 
4. Utilize the developed algorithm to optimize the classified HCCOPs. 
5. Develop a MMO algorithm to obtain multiple global optima for HCCOPs. 
6. Validate the proposed MMO by its application to JSSP, PFSSP, and AJSSP. 
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1.3 Research Approach 
To develop an algorithm for optimizing HCCOPs, the common principles amongst 
different HCCOP must first be identified. A flowchart of the methodology is shown in 
Figure 1. 
Figure 1. Research approach for optimization of HCCOP 
As shown in the flowchart, the different types of variables that make up HCCOPs 
are first identified. Next, the constraints on these variables are identified along with their 
hierarchically coupled nature. Lastly, the features of these constraints are established and 
an optimization problem is formed. To solve the optimization problem, an algorithm based 
on evolutionary computation is proposed. To reduce computation complexity of the 
proposed algorithm, an initial solution generator, a level-barrier based crossover operator, 
and a level-barrier based mutation operator are developed. The new operators are 
developed in a way such that only feasible solutions are generated during its iterations. The 
new algorithm is also developed in a manner such that very minimal changes are required 
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 To validate the developed definitions and common principles, they are first utilized 
to classify the optimization of assembly job-shop scheduling problem (AJSSP) and the 
simultaneous optimization of Neural Network (NN) structure and weights as HCCOPs i.e. 
the variables along with the constraints and the features of these constraints are identified. 
Next, the proposed algorithm is used to optimize different case studies of  the two 
problems. First, the proposed initial solution generator is used to create feasible initial 
solutions for the two problems. Next, it is demonstrated how the proposed level-barrier 
based crossover and mutation operators can be used to create feasible solutions during the 
rest of the iterations of the algorithm. The results obtained by using the proposed algorithm 
are also compared with the results published in other literature. 
In the second part of the research, a MMO technique for HCCOP is developed. To 
enable MMO, the algorithm developed for optimization of HCCOPs is paired with k-means 
clustering algorithm [ 1 ]. In the proposed MMO algorithm, the solutions of every 
generation are clustered together, based on a feature matrix. New solutions are generated 
by utilizing the operators of the proposed algorithm within each cluster. By doing so, it can 
be ensured that the algorithm will converge to solutions having the same objective value 
but different features. As the research available in the optimization of AJSSP is not as 
extensive as in the optimization of job-shop scheduling problem (JSSP) and flow-shop 
scheduling problems (FSSP), no benchmark AJSSP are available. The lack of benchmark 
AJSSP means that the global optima of the AJSSP used in this research are unknown. Since 
the quality of solutions obtained during MMO is extremely important and multiple global 
optima are desired during the MMO of different problems, the proposed MMO algorithm 
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is first used for the MMO of benchmark JSSP and permutation PFSSP, as their global 
optima is known, followed by the multimodal optimization of AJSSP. 
1.4 Overview of Thesis 
Figure 2 presents the technical roadmap of this dissertation, including motivation & 
significance, problem formulation, technical approach, methodology & solution, and 
validation & application.  
CHAPTER 1 discusses motivation and significance of this research topic along with a 
holistic view of research goals. CHAPTER 2 provides background information and a 
review of the present and past literature in the area of COPs and MMO. 
In CHAPTER 3, an abstract definition and the common principles used to identify some 
COPS as HCCOP are presented in. Next, an algorithm, based on evolutionary computation, 
to optimize the HCCOPs is also developed.  
In Chapters 4 and 5, the definitions and common principles are used to classify the 
optimization of AJSSP and simultaneous optimization of NN structure and weights values 
of HCCOPs. Next, the proposed algorithm is utilized to optimize these problems and the 
obtained results are compared with those published in literature. 
 In CHAPTER 6, the MMO technique is first developed. The performance of the 
proposed MMO is first validated by its application for the MMO of JSSP and PFSSP 
followed by its application for AJSSP.  
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CHAPTER 7 concludes the dissertation with discussions of research limitation and 
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CHAPTER 2. LITERATURE REVIEW 
The literature review is categorized into two parts: 1) research on COPs and 2) research 
on the different MMO techniques. The literature review on COPs discusses the categories 
of COPs and the algorithms proposed to deal with the different types of COPs. The 
literature review on MMO includes discussion about the concept behind MMO and the 
different techniques utilized for MMO. After the review, a summary of potential avenues 
for the current research is presented. Further literature review about the different algorithms 
used to optimize AJSSP, simultaneously optimize NN weight and structure, and for the 
MMO of JSSP is provided in Sections 4.1, 5.1, and 6.2 
2.1 Literature Review on Constrained Optimization Problems 
As mentioned earlier, COPs are omnipresent both in real-world problems and 
theoretical applications. Researchers have proposed various methods to solve these COPs. 
As discussed by Coello [2], constraint handling methods can be classified into five different 
categories: (1) Penalty functions, (2) Special representations and operators, (3) Repair 
algorithms, (4) Separation of objectives and constraints, and (5) Hybrid methods. 
Penalty functions [3,4,5] are commonly used to handle COPs by transforming them 
into unconstrained problems by adding or subtracting a certain value to or from the 
objective function based on the amount of constraint violation present in the solution. Over 
the years, different types of penalty functions have been proposed such as the death penalty 
[6], static penalty [7], dynamic penalty [8] etc. Implementation of the penalty functions is 
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straightforward but they include drawbacks such as the sensitivity of the solutions to the 
penalty parameters and the lack of a guideline to determine the value of the user defined 
penalty parameters.  
Researchers have developed special representation schemes for problems where 
generic representation scheme might not be appropriate. Due to the change of 
representation, special operators are also designed. Koziel and Michalewicz [9 ] and 
Monson et al. [10] used decoders, a special operator that gives instructions on how to build 
a feasible solution, to transform constrained optimization problems into unconstrained ones 
via homomorphous mappings. Genetic Algorithm for Numerical Optimization for 
Constrained Problems (GENOCOP), proposed by Michalewicz and Janikow [11], reduces 
the search space through the elimination of equalities constraints with an equal number of 
problem variables. Though a competitive constraint-handling technique, its drawbacks 
include high computational cost (over 1.4 million fitness function evaluations required) 
and their inability to cope with non-linear constraints, or disjoint feasible regions.  
As the name suggests, the purpose of the repair algorithms is to ‘repair’ the infeasible 
solutions either for evaluation or to replace the original individual in the population as 
shown in the works of Chootinan et al. [12] and Pal et al. [13]. GENOCOP III, an extension 
of the original GENOCOP, proposed by Michalewicz and Nazhiyath [14], is also based on 
the same principle. Alducin et al. [15] used a repair method for DE to solve dynamic 
constrained problems. Fan et al. [16] proposed a repair operator, inspired by opposition-
based learning, that employed reverse correction strategy to fix solutions that violated the 
box-constraints. The main drawback of the repair algorithm includes high computational 
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cost, the dependence on the availability of feasible solutions as reference to repair 
infeasible ones, and the need for modification for different applications.  
In separation of constraints and objectives, the constraints and objectives are handled 
separately unlike penalty functions, where the value of the objective function and constraint 
are assigned to a single fitness value. Methods such as coevolution [17], use of multi-
objective optimization [2], and behavioral memory [18] are some examples of techniques 
that employ separation of constraints and objectives. Deb [19] separated the objective and 
constraints by proposing three feasibility rules that are very popular and effective for 
handling constrained optimization. These feasibility-based rules have been used 
extensively with other hybrid evolutionary algorithms to solve linear and non-linear COPs 
problems as shown by Ma and Simon [20], Chen et al. [21], Zhou et al. [22], and Mohamed 
and Sabry [23]. Since the feasibility rule emphasizes feasible solutions to infeasible ones, 
their usage can lead to premature convergence or the need for high number of user inputs.  
 Literature review shows that there is a lack of categorization of COPs with 
HCCOPs as such. Furthermore, the algorithms available for the optimization of COPs 
currently used to solve HCCOPs are not universal and require immense modifications to 
solve the HCCOPs. Therefore, there is room to develop a methodology to identify and 
optimize the HCCOPs. 
2.2 Literature review on Multimodal Optimization 
Generally speaking, there are three different types of optimization problems [24]. 
The first type is referred to as classical optimization problem and the objective is to solve 
a single objective function which has a single global optimum. The second type of 
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Figure 3. Example of MMO functions. 
optimization problems are called multi-objective optimization problems. As the name 
suggests, these problems have multiple objectives and the second type of optimization 
problem, rather than having a single objective function, the problem has multiple objectives 
functions and the solution to these problems is called Pareto-set. The third type of 
optimization problems, called MMO problems, again have a single objective function, but 
instead of having a single global optimum, the function has several global and local optima. 
The optimization objective for the third type of optimization problems is to find as many 
of these global and local optima as possible. Figure 3 shows an example of a MMO function 







 Unlike classical optimization problems, the goal of MMO problems is to obtain 
multiple optimal solutions in a single execution of the algorithm by using niching methods. 
Distance between individuals is used to separate the individuals into different niches. 
Fitness sharing [ 25 ] and crowding [ 26 ] method are examples of classical niching 
techniques used for MMO. In fitness sharing, the diversity of the population is maintained 
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by degrading an individual’s fitness based on the presence of other similar neighboring 
individuals. The degradation of the fitness takes place during the selection process and the 
degradation discourages similar individuals to occupy the same niche [27]. In crowding 
method, designed to ensure population diversity and prevent premature, a single individual 
is compared to a small random sample taken from the current population, and the most 
identical individual in the chosen sample is replaced. These niching techniques have been 
used as a foundation to create other niching techniques such as RTS [28], clearing [29], 
multinational GA [30], and speciation [31].  
 More recently, other meta-heuristics have been modified to induce niching 
behavior with Particle Swarm Optimization (PSO) and differential evolution (DE) being 
the most commonly used algorithms. In PSO, memory is to induce niching behavior. This 
is accomplished by splitting the swarm into two categories: 1. explorer-swarm which 
consists of current particles, and (2) memory-sawm which consist of best-known positions 
of the individuals of the swarm. Furthermore, classical niching techniques have also been 
used in conjunction with PSO for MMO [32,33,34,35].  
In DE [36], scaled differences between randomly sampled pairs of individuals is 
utilized to determine how individual’s vectors are modified to produce offspring. To 
incorporate niching into DE, probabilistic parent selection scheme based on fitness and 
proximity information has been proposed [ 37 ]. Parent-centric mutation strategies 
combined with crowding [38] and speciation [39] are also DE niching variants that have 
shown promising results in MMO. Clustering techniques have also been utilized for 
niching for MMO. K-means clustering, dynamic niche sharing [ 40 ], dynamic niche 
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clustering [41], and species conserving GA [42] are some algorithms belonging to this 
category.  
As it can be seen, there is a plethora of work available on MMO, however, these 
techniques have only been tested on benchmark mathematical problems. Furthermore, the 
aim of these techniques is to find both global and local optima which increases their 
computational complexity. Also, it is possible for local optima to have much worse 
objective value than global optima which is undesirable in scheduling problems. Compared 
to the MMO of benchmark problems very little [24,93]  to no work is available in the MMO 
of scheduling problems and HCCOPs. 
2.3 Summary 
Based on literature reviews relating to COPs,  
In the area of MMO, niching techniques, clustering techniques, meta-heuristic 
algorithms with niching techniques have been developed. However, they have only 
been implemented on benchmark mathematical problems and are utilized for finding 
both global and local optima.  
To address these issues, this dissertation consists of the following tasks:  
1. Identification of common principles amongst different HCCOPs. 
2. Development of an algorithm to optimize the HCCOPs. 
3. Validation of the proposed algorithm by its application to different HCCOPs. 
4. Development and validation of an algorithm for MMO of scheduling problems 
and HCCOPs. 
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CHAPTER 3. IDENTIFICATION AND MATHEMATICAL 
MODELING OF HIERARCHICALLY COUPLED CONSTRAINT 
OPTIMIZATION PROBLEMS 
In this chapter, the characteristics of HCCOP, specifically, its variables, the different 
categories of constraints on these variables, and the features of these constraints are first 
introduced. Next, to solve the HCCOP, a new algorithm is developed, based on 
evolutionary computation. An adaptive initial solution generator is proposed which capable 
of coping with the different constraints of HCCOP and create feasible initial solutions. 
Next, to create feasible solutions for every iteration of algorithm, level-barrier based 
crossover and mutation operators are proposed.  
3.1 Description of Hierarchically Coupled Constraint Optimization Problems 
The adjustable parameters in the HCCO can be divided into two categories, 
independent variables and dependent variables, as follows: 
Independent variables: 1 2, , , na a a  
The dependent variables can further be split into different levels of dependent variables as 
follows: 
The 1st level dependent variables: 
1
(1) (1) (1)
1 2, ,..., mb b b  
The 2nd level dependent variables: 
2
(2) (2) (2)
1 2, ,..., mb b b  
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The kth level dependent variables: 
( ) ( ) ( )
1 2, ,..., k
k k k
mb b b  
As the name suggests, HCCOPs have hierarchically coupled constraints that 
differentiate them from regular COPs. Constraints in the HCCO can be split into two 
categories; 1. basic constraints and 2. Hierarchically coupled constraints (HCCs). Basic 
constraints are the constraints on the independent variables. These constraints are not 
functions of other independent or dependent variables. These constraints can be written as: 
ia
C ; where the independent variable 1a is subjected to 
ia
C and i = 1, 2, 3,…, n 
HCCs are the constraints that exist on the dependent variables. These constraints 
are a function of independent and lower level dependent variables. The constraints on the 





C ; where 1 11, 2,3...,j m . (1)
1j
b
C is the constraint on the dependent variable 
1
(1)
jb  and 
is a function of 1 2, ,..., na a a . 
The constraints on the 2nd level dependent variables are a function of the 1st level 




C ; where 2 21,2,3,...,j m . ( 2)
2j
b
C is the constraint on the dependent variable 
2
(2)  jb  
and is a function of  
1
(1) (1) (1)
1 2, , , mb b b . 
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Similarly, the constraints on the kth level dependent variables are a function of the 




C  ; 1,2,3,...,k kj m . ( )k
jk
b
C is the constraint on the dependent variable 
( )  
k
k
jb and is 
a function of 
( 1)
( 1) ( 1) ( 1)
1 2, , , k
k k k
jb b b 
   .  
The objective then becomes: 
 min
1 2
(1) (1) (1) (2) (2) (2) ( ) ( ) ( )
1 2 1 2 1 2 1 2( , , , , , , , , , , , , , , , )k
k k k
n m m mf a a a b b b b b b b b b  (1) 
 subject to 
ia
C for 1, 2,3...,i n  (2) 
 
                     (1)
1j
b
C  for 1 11, 2,3...,j m  
 
   
                     ( )k
jk
b
C  for 1, 2,3...,k kj m  
 
The constraints on the independent and dependent variables mentioned above can 
have the following features:  
(1) The frequency of occurrence of the variable  
Let the frequency of occurrence of the variable 
ia be ( )ix a . Then,  
 *




121   ,  ,)( NtNttaxt i  , 
*)( Nax i   (3) 
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(2) The value of the variable  
 Rvvvav i  2121  , ,  (4) 
(3) Position constraints i.e. if the final solution has sequence constraints then, constraints 
may be present on the location of the variables. For example, if the location of 
(1)
1b  is 
constrained by 
1 2, , , na a a , then this constraint can be represented as: 
 (1)
1
min{ } max{ | 1,  ,  } 1
iab
l l i n    (5) 
Where (1)
jb
l  represents the location of variable (1)
1b  in the solution while   represents the 
location of the independent variables. 
3.2 Modeling of the solution 
To accommodate for a variety of HCCOPs, solutions in the proposed algorithm will 
be represented using a multi-chromosome structure (if applicable) i.e. each aspect of the 
solution will be located in a different chromosome. From henceforth in the paper, each 
solution will be referred to as an individual (or chromosome) and each individual will be 
made up of multiple sub-chromosomes. Each sub-chromosome can be represented using 
different methods such as permutation or binary encoding and the information can be 
encoded by changing the following: (1) The location of the variables, (2) The frequency of 
the variables, and (3) The value of the variables. As mentioned earlier, to cope with the 
HCC’s and only search the feasible solution space, a new initial solution generator, level 
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barrier based crossover, and level barrier based mutation operators are proposed in this 
paper. Figure 4 shows a brief flow chart of the proposed algorithm to solve HCCOPs. 
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Identify the number of aspects of solution C
Use the classical creator to generate the sub-chromosome
Any hierarchically coupled constraints in each sub-chromosome?
Identify the independent variables and different levels of dependent 
variables




Combine all the sub-chromosomes into one whole multi-chromosome
Repeat the creation process until the initial population is satisfied
Apply the Level barrier based crossover operator
Any hierarchically coupled constraints in each sub-chromosome?
Apply classical crossover operator
Apply the Level barrier based mutation operator
Any hierarchically coupled constraints in each sub-chromosome?
Apply classical mutation operator
Combine all the child sub-chromosomes into one whole child                
multi-chromosome




Repeat the crossover process until the enough crossover offspring are 
generated
Y
Repeat the mutation process until the enough mutation offspring are 
generated
N
Randomly choose the crossover parents
Randomly choose the mutation parent
Selection of this generation
Repeat the above operators until the terminal condition meets
 
Figure 4. A brief flowchart of the proposed algorithm 
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The special operators mentioned in Figure 4 that enable the proposed algorithm to 
function on the HCCOPs are described in further details in the following sections. 
3.2.1 Initial Solution Generator Operator 
To create an initial population, all the sub-chromosomes of each chromosome must 
first be created. The generation of a solution that satisfies all HCCs is accomplished in 
multiple steps. First, a partial solution is created that satisfies the lowest level of the HCCs. 
Next, multiple partial solutions are appended together to satisfy the next level of HCCs. 
These steps are repeated until a complete solution is created that satisfies all the HCCs. 
Unlike the proposed initial solution generator operator, the creation operator used in 
classical GA generates a complete solution in a single step. This indicates that a solution 
created using the classical creation operator might not satisfy all the HCCs and therefore, 
might be infeasible. Since the proposed initial solution generator only creates feasible 
solutions, it significantly reduces the computation time required to find an optimal solution 
as the algorithm must only search the feasible solution space for an optimal solution. The 







Create the 0th level genes 
Identify independent variables and O different levels of dependent variables
 independent variables 
Create the kth level genes 
k=1
 (k-1)th  level genes 
and kth  level 
dependent variables
k=k+1
k   O?
Y
The h th sub-chromosome is created
N
Identify the number of sub-chromosomes needed C
h   C?
h=h+1
h=1
Generate the hth sub-chromosome by using the classical creator
Y
Any hierarchically coupled constraints in this sub-chromosome?
Y
N
The whole individual multi-chromosome is created
N
 
Figure 5. Flowchart of the initial solution generator operator 
The detailed steps of the initial solution generator are outlined below: 
Step 1.a: Create the 0th level genes 
For every 1st level dependent variable 
1
(1)




jG  which comprises of 
the independent variables that constrain the 1st level dependent variable 
1
(1)
jb , shown in 
Figure 6. 
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a1 a2  a1  an
 
Figure 6. The 0th level gene 
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length G w x a









1 If  constraints the 1  level dependent variable   


































































Step 1.b: For every 1st level dependent variable 
1
(1)
jb , create the 1
st level gene 
1
(1)
jG ,shown in 
Figure 7, by placing the 1st level dependent variable after the 0th level genes. 
a1 a2  a1  an  
 
Figure 7. The 1st level gene 
The length of the 1st level gene is given by:  
 
1 1 1




















Step 2: For every 2nd level dependent variable 
2
(2)




jG , shown 
in Fig. 5, by combining all the 1st level genes 
1
(1)
jG that constraint the 2




jb and placing the 2
nd level dependent variable 
2
(2)
jb at the end. 
 
Figure 8. The 2nd level gene 
The length of the 2nd level gene is given by: 
 1
2 2 1 1 2
1
(2) (1) (1) (2)
,
1
( ) ( ) ( )
m
j j j j j
j
length G w length G x b








1 If  constraints the 2  level gene   











( 1) ( 1)
( 1) ( 1)
( 1) ( 1)
( 1) ( 1) ( 1)
1,1 1, 1,
( 1) ( 1) ( 1)( 1)
,1 , ,
( 1) ( 1) ( 1)
,1 , ,
k k
k k k k k




j j j j m
k k k






















Step 2 can be repeated until the kth level gene, shown in Fig. 6, is created. To create the kth 
level gene, the (k-1) level genes are combined and the  kth level dependent variable is placed 
at the end.  
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Figure 9. The kth level gene 
The length of the kth level gene is given by: 
 ( 1)
( 1) ( 1)
( 1)
( ) ( 1) ( 1) ( )
,
1
( ) ( ) ( )
k
k k k k k
k
m
k k k k
j j j j j
j










( 1) ( )
( 1)
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1 If  is a constraining ( 1)  level gene of  

















( 1) ( 1)
( 1) ( 1)
( 1) ( 1)
( 1) ( 1) ( 1)
1,1 1, 1,
( 1) ( 1) ( 1)( 1)
,1 , ,
( 1) ( 1) ( 1)
,1 , ,
k k
k k k k k
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As it can be noticed, when k = 2, Equation (13) is exactly the same with Equation 
(10). When utilizing this method for non-constrained problems, only thie 0th level gene will 
be used.  
3.2.2 Level-barrier based crossover operator 
The purpose of the level barrier based crossover operator is to generate feasible 
solutions for the next generation while maintaining the diversity of the population. Unlike 
the classical crossover operator, where the genes are switched based single-point, two 
points, or uniformly between the parents, crossover in the level barrier based crossover 
operator is performed on each level. First, a gene belonging to the kth level is selected from 


























the two parents. Next, a (k-1) level gene that constraints the kth level gene is selected and 
its position in the two parents is switched. By switching the entire position of the (k-1)  
level gene, the HCCs of kth as well as the (k+1) are still satisfied. This would be difficult to 
achieve with the classical crossover operator as genes are selected randomly regardless of 
the level they belong to. The steps of the level barrier based crossover are shown below. 
First, for each level in the individual, define a Crossover Level Weight value 







                                                                    Otherwise 0






rw  (16) 
Next, a pair of individuals from the current generation are selected (based on the 
roulette selection) for crossover and the following steps are taken. 
FOR all positive integer number 
or k  
          IF 1)( ox rw    THEN        




















  gene in the thor  level of each parent  
         ELSE 
              Keep the parents’ original genes as the genes of the thor level in the offspring 










The change of corresponding sub-chromosome before and after the procedure is 
shown in Figure 10. 
 
Figure 10. Illustration of crossover on (ro-1) level gene of the hth sub-chromosome 
constraining the variable 𝒃𝒋𝒐
(𝒓𝒐) 
In Figure 10, Individuals A and B represent solutions (current generation) of the 




















































































































































































































































































3.2.3 Level-barrier based mutation operator 
The purpose of the level barrier based mutation operator is to increase the diversity 
of population by making small random changes to the parents. Unlike classical mutation 
operator, where the value of a randomly chosen gene or the location of two or more 
randomly chosen genes is altered, in the level barrier based mutation operator, the positions 
of multiple (k-1) level genes that have the same length and constrain the same kth dependent 
variable is switched. Since multiple (k-1) level genes that constraint the same kth level gene 
are repositioned, the HCCs of the kth as well as the (k+1) are still satisfied. This task would 
be difficult to accomplish with classical mutation operator as the value or position of 
randomly genes are altered, regardless of the levels. 
First, define a mutation rate,
mP  and for each level in the individuals, define a mutation 








                                                                  Otherwise 0






rw  (17) 
To pick the genes whose positions will be switched, mutation candidates from each 




































































































































b dependent variable and have the length c . 
 1,  2,  ,c :  Length of genes. 
This method ensures that multiple genes from each level have the probability of 
being mutated which would lead to an increase in the diversity of the population. 
Once these variables have been defined, the following steps can be taken for the level 
barrier based mutation: 
rmP   A random number which is between 0 and 1. 
IF mrm PP    THEN 
     FOR all positive integer number 1or k   DO 
          IF 1)( om rw   THEN 
P   A random integer which is between 1 and )1( orm .  
Q   A random integer which is between 1 and the number of genes in c.  





















             FOR all positive integer number ( 1)i n   DO 









 takes the original position 
of
thiR )1(   gene. 
             ENDFOR 
 
             FOR all positive integer number 2n j R n     DO 









 takes the original position of  
thnj )1(   gene. 
             ENDFOR  
          ELSE 
               keep the parent’s gene as the 
th
o
r  level offspring 
          ENDIF 















The change of corresponding sub-chromosome before and after the procedure is 








Figure 11. The illustration of mutation on 𝒓�𝒐
𝒕𝒉 level candidate of the hth sub-
chromosome 
3.3 Summary 
This chapter presented an abstract definition and common principles used to identify 
HCCOPs as well as an algorithm proposed for optimizing these problems. Section 3.1, 
introduces the dependent and independent variables encountered in HCCOPs, the two 
categories of constraints on these variables, and the features of these constraints.  
Section 3.2 presents an algorithm to solve the HCCOPs. The proposed algorithm has 
four main features: 1. A multi-chromosome structure 2. An initial solution generator, 3. A 
level-barrier based crossover operator and 4. A level-barrier based mutation operator A 




























































































































aspects of the solution (when applicable) and to ensure feasibility of the solutions generated 
during the iterations of the algorithm. The initial solution generator creates feasible initial 
solutions for the HCCOPs by creating multiple partial solutions that satisfy lower level of 
hierarchical constraints and then combining these partial solutions together to satisfy the 
next higher level of hierarchical constraints. In the level-barrier based crossover operator, 
feasibility of the solutions is ensured by switching the positions of a gene, which constraints 
the same dependent variable, in two individuals. In the level-barrier based mutation 
operator, the location of multiple genes, which have the same length and constraint the 
same dependent variable, is switched. 
In the following chapter, it is first demonstrated how AJSSP can be classified as 
HCCOP. Next, the proposed algorithm is utilized to optimize various AJSSP and its 
performance is compared to that of other algorithms used to solve AJSSP. A complexity 
analysis of the proposed algorithm is also performed. 
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CHAPTER 4. OPTIMIZATION OF ASSEMBLY JOB-SHOP 
SCHEDULING PROBLEM  
In this chapter, the algorithm developed for HCCOPs in CHAPTER 3 is utilized for the 
optimization of AJSSP. It is first demonstrated how AJSSP can be classified as HCC 
problems using the definitions developed in the CHAPTER 3. Next, the initial solution 
generator, the level-barrier based crossover and mutation operators are utilized to 
demonstrate the creation of a feasible initial solution and feasible solutions during the 
iterations of the algorithm. To validate the performance of the proposed algorithm, it is 
used to optimize multiple AJSSP and its performance is compared against the performance 
of other algorithms utilized to optimize AJSSP. Lastly, a complexity analysis of the 
proposed algorithm is performed. 
4.1 Introduction to AJSSP 
AJSSP, an extension of the classical job-shop scheduling problems, has attracted 
researchers’ attention since it is commonly encountered in the production industry. In 
AJSSP, n ideal jobs, J1, J2, …, Jn, of varying processing times are assigned to m resources 
(usually machines). The objective is to allocate the available resources to the jobs to 
maximize (or minimize) performance indicators such as makespan, tardiness etc. However, 
unlike classical JSSP, AJSSP processes end-items with bill of materials (BOM). The BOM 
generates complex precedence structure in the form of assembly tress that exist on multiple 
levels. End-items are produce through the fabrication of succeeding and assembly 
operations. Each of these succeeding operations and their components may have their own 
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specific BOM and routing. Higher level items cannot be processed until all the lower level 
items have been processed and assembled. Due to the complex precedence structures of 
operations issues related to production synchronization, coordination and pacing rise 
naturally in AJSSP and are much more impacting for scheduling than those evidenced in 
classical JSSP [43].  
Fattahi et al. [44] used a hierarchical branch and bound algorithm for minimizing the 
makespan of hybrid flow shop scheduling problems with assembly steps. The authors 
evaluated the performance of their algorithm under different bottleneck conditions and 
observed that the best results were obtained when the assembly stage was the bottleneck. 
Komaki and Kayvanfar [ 45 ] proposed several dispatching rules, lower bounds (LB) 
modified and applied Grey Wolf Optimizer for minimizing the makespan of two-stage 
asssembly flow shop scheduling problem with release time. The dispatching rules were 
based on release times, job processing times, and assembly times while the lower bound 
was based on workload of each stage of the assembly flow shop. The authors modified 
GWO and incorporated a local search algorithm to improve the performance of GWO. The 
experimental results showed that the proposed LB, dispatching rules and GWO could solve 
the assembly flow shop problem effectively. Yan, Wan and Xiong [46] proposed a hybrid 
variable neighborhood search – electromagnetism-like mechanism (VNS-ESM) algorithm 
optimize the weighted sum of maximum makespan, earliness and lateness in two-stage 
assembly flow shop scheduling problem. When applied to a variety of two-stage assembly 
flow shop problems, the authors observed that their proposed algorithm could outperform 
electromagnetism algorithm (EM) and variable-neighborhood search algorithm (VNS) 
while having the same running time. Komaki, Teymourian and Kayvanfar [47] used a 
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hybrid artificial immune algorithm (HAIS) to minimize the makespan of a two-stage 
assembly hybrid flow shop scheduling problem. The authors first proposed a LB for the 
two-stage assembly hybrid flow shop scheduling problem and then developed a heuristic 
to solve the problem. When compared to existing methods, the proposed algorithm had 
better performance. Wong and Ngan [48] used hybrid Genetic Algorithm (GA) and hybrid 
particle swarm optimization (PSO) to minimize the makespan for an AJSSP. When applied 
to a variety of problems, the HGA outperformed the HPSO. Nataranjan et al. [49]  proposed 
and evaluated multiple priority dispatching rules for multi-level AJSSP. In their study, they 
changed the weight of the jobs and the utilization percentage of machines to minimize the 
flowtime and the tardiness. Paul et al. [50] combined dispatching rules such as First Come 
First Serviced (FCFS), Shortest Processing Time (SPT) etc. and Order Review/Release 
policies such as Interval Release (IR), Maximum Load (MXL) etc. to optimize three 
objectives i.e. mean flow time, mean tardiness, and machine utilization for AJSSP. Chan 
et al. [51] proposed a GA-based approach with lot sharing (LS) technique to solve AJSSP. 
Compared to a previous algorithm they had developed to solve AJSSP, their new algorithm 
had better performance for single objective optimization problems. Guo et al. [52] used 
combination of mathematical model and GA with a new chromosome representation, a 
heuristic initialization process and modified crossover and mutation operators for solving 
AJSSP. Thaigarajan and Rajendran [53] developed dispatching rules by incorporating the 
cost of holding and tardiness of jobs to solve dynamic AJSSP. Wang et al. [54] proposed 
a new repair operator based GA to repair the infeasible solutions when solving AJSSP. 
Liao, Lee, and Lee [55] used mixed integer programming (MIP) to optimize the makespan 
of a two-stage assembly scheduling problem with batch setup times. The authors first 
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proposed an effective heuristic and to validate its performance, they applied it to a real-life 
scheduling problem. The results of the case study showed that it performed better than the 
scheduling system used in the shop floor. Seidgar et al. [56] used imperialist competitive 
algorithm (ICA) to minimize a weighted sum of makespan and mean completion time for 
a two-stage assembly flow shop with parallel machines in the first stage. The authors also 
used Artificial Neural Networks (ANNs) to calibrate the parameters of the proposed ICA.  
To validate their proposed algorithm, the authors compared its performance to that of a 
could theory-based simulated annealing algorithm (CSA) and observed that the proposed 
ICA had better performance. Seidgar et al. [ 57 ] proposed a simulated imperialist 
competitive algorithm to minimize the makespan in a two-stage assembly flow shop with 
machine breakdowns and preventive maintenance. The authors calibrated the parameters 
of the algorithm using ANNs and when applied to a case study, the proposed algorithm 
outperformed GA while having the same computational time. Dileeplal and Narayanan 
[58] used Tabu Search (TS) and GA for the multi-objective optimization of multiple stage 
assembly job shop scheduling problems with multiple products.   
To validate the proposed methodology, it is utilized to solve two different case studies 
of AJSSP optimization. In the 1st case study, an AJSSP with reentrant steps and parallel 
machines is considered and the results obtained from the proposed methodology are 
compared to the results obtained when standard GA (SGA) is used to solve the same 
problem. In the 2nd case study, the proposed algorithms performance is measured against 
the performance algorithms used by Dileeplal and Narayanan. In this case study, the 28 
test problems introduced by Dileeplal and are was used to compare the two works. The 
 36 
problems in the 1st case study are also used to demonstrate the HCCs in AJSSP as well as 
modelling of the solution using the algorithm developed in CHAPTER 3. 
4.2 Case Study 1 
As mentioned above, in this case study an AJSSP with reentrant steps and parallel 
machine was considered. A description of the problems is given below: 
1. On the shop floor, there are machines groups available. Each machine group has 3 
parallel machines. 
2. Each job had multiple parts being produced. As such, a job can be split into smaller 
batches and each batch can use a separate machine belonging to the same machine 
group 
3. No pre-emption of job operation is permitted 
4. The set-up times are not considered in these problems. 
5. Machines never break down. 
6. The machine group used for each operation of a job is known.  
7. A job can revisit a machine group for multiple operations. 
8. Operation constraints and assembly constraints must always be followed. 
The objective of the proposed algorithm and SGA is to find the optimal sequence of 
operations and the number of machines to use for each operation of a job that would 
minimize the makespan. To compare the two algorithms for simulated problems are used 
with different number of jobs, levels, and machine groups to simulate varying degrees of 
difficulty. The information about these problems is presented in Table 1 and the structure 
of the jobs or BOM is shown in Figure 12.  
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Table 1. Information of the AJSSP used in case study 1 




# of machine 
groups 
A 2 7 3 2 
B 2 11 3 2 
C 3 23 3 3 



















Figure 12. BOM of the four different simulated testing problems  
4.2.1 Modelling of Solution 
For the 1st case study, each feasible solution needs two parts, the sequence of steps 
(1st sub-chromosome) and the number of parallel machines that each step can utilize (2nd 
sub-chromosome). These two parts are comparatively independent; therefore, every 
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length number and the ith location of sub-chromosome two represents the number of 
parallel machines used by the step in the ith location of sub-chromosome one.  
To eliminate the generation of infeasible solutions, permutation encoding is utilized 
in the 1st sub-chromosome. The frequency of occurrence of each job in the 1st sub-
chromosome, which corresponds to the number of operations of each job consist of regular 
constraints. The location of each job in the 1st chromosome, which corresponds to the 
sequence of jobs, can be regarded as the HCCs. Each component of the 2nd sub-
chromosome is constrained by a lower and upper bound, which corresponds to the 
minimum and maximum number of parallel machines the operation in the corresponding 
position in the 1st sub-chromosome is allowed to utilize during its production. Integer 
encoding is utilized for the 2nd sub-chromosome. Equation (19)-(22) show the constraints 
for problem B. 
 
( ,1)
3 1 2min{ } max{ ,  } 1
Al l l   (19) 
 
( ,1)
7 4 5 6min{ } max{ ,  ,  } 1
Al l l l   (20) 
 
( ,1)
10 8 9min{ } max{ ,  } 1
Al l l   (21) 
 
( ,1)
11 3 7 10min{ } max{  , ,  } 1
Al l l l   (22) 
Per Equation (19), the first occurrence of 3 in the 1st sub-chromosome of individual 
A must be after the last occurrence of 1 and 2 in i.e. the processing of job 3 can only be 
started after the completion of jobs 1 and 2. Similarly, according to Equation (20), the 
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processing of job 7 can only be started after the completion of jobs 4, 5, and 6. According 
to equation (21), the processing of job 10 can only started after the completion of jobs 8 
and 9. Lastly, according to Equation (22), the processing of job 11 can only be started after 
the completion of jobs 3, 7, and 10. By combining Equations (19)-(22) it can also be said 
that the starting time of job 11 is not only constrained by jobs 3, 7, and 10 but also by jobs 
1, 2, 4, 5, 6, 8, and 9. Therefore, according to the definitions developed in section 2, 
Equation (22) represents a HCC. 
4.2.1.1  Initial solution set generation  
As discussed in CHAPTER 3, to create a solution, the 0th level genes are first 
created then the 1st level then the 2nd and so on. For problem B, the dependent variables 
constraint the 3rd job are jobs 1 and 2. Therefore a 0th level gene of length six is created 
which consists 1’s and 2’s. Next the operations of job 3 are appended in front of this 0th 
level gene to create a feasible 1st level gene. Similar steps are taken for jobs 7, and 10. To 
create the 1st sub-chromosome, the three 1st level genes are combined and the operations 
of job 11 are appended at end. Figure 13 shows an example of the 3 first level genes and 
the completed 1st sub-chromosome.  
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Figure 13. An example of the 1st sub-chromosome for problem type B 
For the 2nd sub-chromosome, the only constraints are the limitations on the value 
of the variables, therefore, it can be created by generating a random array of integers with 
values ranging between 1 and 3. The combination of 1st and the 2nd sub-chromosome 
creates a complete solution as shown in Figure 14. 
 
Figure 14. A complete, feasible solution for problem type B 
The above procedure can be followed to make the entire initial solution set. 
4.2.1.2   Level-barrier based crossover operator 
To ensure the feasibility of the solution after crossover, the level barrier based 
crossover operator is used for the 1st sub-chromosome. As outlined earlier, in level barrier 
based crossover operator, the location of two identical genes from two individuals 
(individuals A and B), are switched. In Figure 15, the gene [4,5,6,7] is selected, and its 
position is switched in the two individuals. For the 2nd sub-chromosome, standard 
crossover can be used as there are no HCCs. 
1st sub-chromosome 
 
1 2 1 2 1 2 3 3 3
4 5 6 4 5 6 4 5 6 7 7 7
4 5 6 1 2 1 2 8 1 4 5 8 6 4 5 6 8 2 3 9 7 7 9 9
8 8 8 9 9 9 10 10 10











Figure 15. An example of the 1st sub-chromosome created after the level-barrier 
based crossover operator 
4.2.1.3  Level-barrier based mutation operator 
As mentioned in CHAPTER 3, in the level barrier based mutation operator, the 
location of multiple genes of the same length of the (k-1) level that constraint the same kth 
level dependent variables are switched to ensure the HCCs. Figure 16 shows an example 
of the level barrier based mutation operator. In the example, the 1st level is chosen for 
mutation and as there are only two genes in the 1st level that have the same length i.e. 
[1,2,3] and [8,9,10] their locations are switched. The level barrier based mutation operator 
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Figure 16. Example of level-barrier based mutation operator 
As SGA by itself is unable to cope with HCCs and operation constraints, linear 
constraints were used to ensure the feasibility of solution after creation, crossover, and 
mutation. The linear constraints are given by: 
 BAx     (23) 
Where A nxm matrix of 0’s, 1’s, and -1’s, x is a mx1 vector, representing the sequence of 
steps, and B is a mx1 vector of -1’s, where m is the number of total operations for all the 
jobs and n is the number of HCC and other constraints. For example, if the jobs [1,2,3] are 
considered, SGA has to ensure that the in any possible solution x, the 1st operation of job 1 
has to be performed before the 2nd of job 1 and the 2nd operation of job 1 is performed 
before the 3rd operation of job 1. At the same time, the 3rd operation of job 1 and 2 have to 
be performed before the 1st operation of job 3. For this example, the matrix A and vector B 
would take the following form: 
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So, the first row of the matrix A and vector B indicates that the difference between 
the sequence of the 1st operation of job 1 and the 2nd operation of job 1 has to be less than 
or equal to -1. Therefore, it is noticeable that for a large scale AJSSP the matrix A will be 
extremely large and finding unique solutions that satisfy the constraints would be 
extremely hard. 
4.2.2 Result and Comparison 
During the comparison, the number of generations and population size is varied 
until the SGA was able to find a solution. The settings are used for the proposed algorithm. 
The different settings of the number of generations and population sizes are shown in Table 
2. The results obtained for the four different problem types are shown in Table 3.. For SGA 
and the proposed method, the crossover rate is 0.95 and the mutation probability is 0.1. 
Table 2. Parameter settings used for SGA and the proposed method 
Parameter Settings Number of Generations Population Size 
1 50 50 
2 100 500 
3 500 500 
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Table 3. Comparison of SGA and the proposed method for the four different types 
of AJSSP 
Problem Setting 
Makespan (Generation in which smallest 
makespan was first found) 
Proposed Algorithm SGA 
A 
1 54 (6) No Solution Found 
2 53 (14) 53 (63) 
B 
1 85 (7) No Solution Found 
2 82 (40) 82 (74) 
C 
1 180 (2) No Solution Found 
2 167 (25) No Solution Found 
3 167 (24) 171 (248) 
D 
1 290 (28) No Solution Found 
2 279 (40) No Solution Found 
3 275 (26) 289 (278) 
 
In problem type A, when the number of generations and population is low (50 
each), SGA is unable to obtain a sequence of operations that satisfied all the HCCs and 
operation constraints while the proposed algorithm is able to find a solution with a 
makespan of 54 units. When the number of generations is increased to 100 and population 
size to 500, SGA in able to obtain a makespan of 54 units (found in the 63rd generation) 
while the proposed method is able to find a makespan of 52 units (found in the 14th 
generation). For problem type B, when the number of generations and population are low, 
SGA is again unable to find an optimal sequence of operations while the proposed 
algorithm is able to find a makespan of 85 units. When the number of generations and 
population are increased to 100 and 500 respectively, both the SGA and the proposed 
method give a makespan of 82 units (found in the 74th and 42nd generation respectively).  
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In problem type C, SGA is unable to find a solution when the number of generations 
and population are 50 each and also when the number of generations and population are 
100 and 500 respectively. However, when the same settings are used for the proposed 
algorithm, it gives a makespan of 180 and 167 units respectively. When the number of 
generations is further increased to 500, SGA gives a makespan of 171 units (found in the 
248th generation) while the proposed method gives a makespan of 167 units (found in the 
24th generation). Lastly, for problem type D, SGA is again unable to find a solution for the 
first 2 settings but found a solution that gave a makespan of 289 units (found in the 478th 
generation). The proposed method on the other hand, gives a makespan of 290, 279, and 
275 units for the 3 settings (found in the 24th, 28th, and 26th generation respectively). These 
results indicate that as the complexity of the problem increases, SGA is unable to find a 
solution that satisfies all the constraints with low number of generations and population, 
however, the proposed method is always able to find a solution, as the HCCs integrated 
into the method proposed. Although SGA is able to find a solution after increase the 
number of generations and population size, these solutions are found in the later 
generations, unlike the proposed method. 
The convergence speed (in terms of number of generations) is also observed at a 
specific population size, crossover rate, mutation probability, and generations for each 
problem. The parameter settings used for each problem are given in Table 4 while Figure 





















Higher population size is used for Problems C and D due to the higher complexity 
of these problems. As it can be seen from Figure 17, for Problem A, the proposed algorithm 
converges (very little to no improvement in the mean fitness between generations) to a 
makespan of 54 time units after 15 generations, for Problem B, it converges to a makespan 
of 84 time units after 20 generations, for Problem C, if converges to a makespan of 170 
time units after 30 generations, and for Problem D, it converges to a makespan of 285 time 
units after 45 generations. These results show that regardless of the size of the problem, 











Figure 17. Converge plots of Problems A, B, C, and D. The best solution was found 
after 10 generation for problems A and D, 18 generations for problem C, and 27 
generations for Problem B 
Next, for Problem D, different settings of crossover and mutation rate are used, 
while keeping the generations and population size constant, to study their effects on the 
makespan for the problem. Problem D is chosen as it was the most complex of the four 
problems. The settings used are given in Table 5, while the corresponding plots are shown 
in Figure 18. 
. 
Best Solution found 
after the 18th iteration 
Best Solution found 
after the 10th iteration 
Best Solution found 
after the 10th iteration 






Best Solution found 
after the 27th iteration 
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Table 5. The different crossover and mutation rates used to study their effects on 













II 0.85 0.20 
III 0.95 0.30 
  
Figure 18. Converge plots obtained using parameter settings I, II, and III for 
Problem D 
As it can be seen from Figure 18, when a relatively low mutation probability was 
used (parameter settings I), the proposed algorithm found a makespan of 286 time units 







Best Solution found 
after the 15th iteration 
Best Solution found 
after the 15th iteration 
Setting I Setting II 
 
Best Solution found 
after the 25th iteration 
Setting III 
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after 15 generations. When the mutation probability was increased to 0.20 (parameter 
settings II), there was a larger difference between the mean fitness value and the best fitness 
value compared to the parameter settings I, but the proposed algorithm was able to find a 
best solution of 286 times units after 15 generations, similar to the makespan obtained 
using parameter settings I. When the mutation probability was further increased, as in 
parameter settings III, the difference between the mean and best fitness value increased but 
the proposed algorithm was still able to find a makespan of 285 time units though this 
makespan was achieved after 25 generations. It can be observed from these results that 
regardless of the parameter settings used; the proposed algorithm was always able to 
converge to an optimized makespan that is close to best makespan obtained (275 time 
units), which demonstrates the robustness of the proposed algorithm.  
To further evaluate the performance of the proposed algorithm, 27 additional 
AJSSP are generated with 9 problems having 2 assembly levels, 9 problems having 3 
assembly levels, and 9 problems having 4 assembly levels. The proposed algorithm was 
used to optimize each problem 30 times and the average percent deviation (APD) was 
recorded for each problem, given by Equation (24). The objective of these simulations was 
to verify the stability of the proposed algorithm i.e. observe whether the algorithm could 
converge to the “best solution” when applied to the same problem multiple times. The “best 
makespan” mentioned in Equation (24) refers to the best makespan obtained by the 
proposed algorithm. The settings of the 27 test problems are given in Table 6. For the 27 
test problems, an iteration limit of 100, population size of 100, crossover rate of 0.95, and 
mutation probability of 0.1 were used. Table 7 shows the results obtained for the problems 
having 2 levels of assembly, Table 8 shows the results obtained for the problems having 3 
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   (24) 
Table 6. Additional settings used for the 27 test problems 
Range of assembly levels [2, 4] 
Range of jobs required to create an assembly [1,4] 
Range of number of operations in each job [1,4] 




Table 7. Results obtained for the AJSSP with 2 levels of assembly. The highlighted 



















1 9 3 181.00 182.50 0.81 
2 10 2 111.00 111.00 0.00 
3 12 1 150.00 150.00 0.00 
4 12 1 173.00 173.00 0.00 
5 13 3 198.00 198.30 0.13 
6 15 2 206.00 206.00 0.00 
7 17 4 278.00 286.50 3.05 
8 18 3 250.00 252.60 1.03 
9 18 3 280.00 282.40 0.87 
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Table 8. Results obtained for the AJSSP with 3 levels of assembly. The highlighted 



















1 24 3 367.00 367.37 0.10 
2 26 1 350.00 350.00 0.00 
3 29 4 465.00 472.77 1.67 
4 34 2 487.00 487.00 0.00 
5 40 2 392.00 392.53 0.14 
6 40 4 580.00 588.57 1.48 
7 41 1 550.00 550.00 0.00 
8 43 2 587.00 587.00 0.00 
9 45 1 528.00 528.00 0.00 
 
Table 9. Results obtained for the AJSSP with 4 levels of assembly. The highlighted 



















1 53 3 717.00 717.33 0.05 
2 63 2 864.00 864.00 0.00 
3 63 3 832.00 832.00 0.00 
4 67 1 840.00 840.00 0.00 
5 69 1 911.00 911.00 0.00 
6 71 3 929.00 929.58 0.06 
7 72 2 911.00 911.00 0.00 
8 80 1 1057.00 1057.00 0.00 




As it can be observed from Table 7, for problems with 2 levels of assembly, the 
algorithm had an APD of 0% for 4 out of the 9 problems and had an APD of less than 4% 
for the remained of the 5 problems. For the problems with 3 levels of assembly (Table 8), 
the algorithm achieved an APD of 0% for 5 out of the 9 problems and had a APD of less 
than 2% for the remaining 4 problems. Finally, for problems with 4 levels of assembly 
(Table 9), the algorithm had an APD of 0% for 7 out of the 9 problems and an APD of less 
than 1% for the remaining 2 problems. These results show that regardless of the size of the 
problem, the algorithm was able to achieve a very low APD, thus verifying its stability. 
4.3 Case Study 2 of AJSSP 
In the 2nd case study, the performance of the proposed algorithm was measured 
against the performance the GA and Tabu Search (TS) algorithms used by Dileeplal and 
Narayanan for the optimization of AJSSP. Dileeplal and Narayanan created 28 test AJSSP 
problems to evaluate the performance of their algorithm. In each of the test problem, 
multiple products were being created on a shop-floor and each product was created through 
an assembly process. Each product on the shop floor had either a flat (single level of 
assembly with 3-12 components per assembly), tall (2-6 level assemblies with 2-4 
components per assembly), or complex structure (2-3 level of assembly with 2-4 
components per assembly). The authors evaluated the performance of their algorithm based 
on three performance indicators: 1. Makespan, 2. Tardiness, and 3. Weighted sum of 
makespan and Tardiness.  In this paper, the proposed algorithm was used to optimize the 
makespan of the 28 AJSSP mentioned in Dileeplal and Narayanan’s works and the results 
obtained using the proposed algorithm were compared to those obtained by Dileeplal and 
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Narayanan. Table 10 compares the results obtained using the two different methods. In 
Table 10, the % improvement is obtained through Equation (25). 
 change in makespan
% improvement = 
makespan obtained using proposed algorithm
 (25) 
Where, 
 change in makespan = makespan obtained using Deleeplals' algorithm - makespan obtained using proposed algorithm  (26) 
Table 10. Comparison of the performance of the proposed algorithm to that of 
Dileeplal and Narayanan’s algorithm proposed algorithm 
Problem 
# 
Makespan obtained using the 
proposed algorithm (time 
units) 
Best makespan obtained by 




1 78 77 -1.28 
2 88 90 2.27 
3 93 100 7.52 
4 110 110 0.00 
5 135 135 0.00 
6 125 125 0.00 
7 113 118 4.42 
8 128 129 0.78 
9 134 134 0.00 
10 131 154 17.50 
11 162 171 5.50 
12 174 165 -5.17 
13 232 228 -1.74 
14 226 221 -2.21 
15 233 228 -2.14 
16 237 241 1.68 
17 90 91 1.11 
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Table 10 continued. 
Problem 
# 
Makepsan obtained using the 
proposed algorithm (time 
units) 
Best makespan obtained by 




18 98 104 6.12 
19 86 89 3.48 
20 97 97 0.00 
21 107 108 0.93 
22 121 121 0.00 
23 146 139 -4.79 
24 171 171 0.00 
25 177 177 0.00 
26 199 199 0.00 
27 205 202 -1.46 
28 215 215 0.00 
As it can be observed from Table 10, the proposed algorithm was able to find an 
equal or better makespan than that reported by Dileeplal and Narayanan on 21 out of the 
28 problems. The proposed algorithm was able to improve upon the makespan found by 
Daleeplal and Narayanan by as high as 17%. Even though it was unable to find the best 
makespan for 7 test problems, the proposed algorithm was able to find a solution within 
5% of the solution obtained by Dileeplal and Narayanan. These results indicate that the 
proposed algorithm can cope with AJSSP with multiple products being produced. 
4.4 Complexity Analysis of the Algorithm 
The proposed algorithm is an evolutionary computation method that is applied to 
several different AJSSP problems of varying size. Therefore, it is necessary that the 
algorithm perform efficiently in real time to consistently function without needing 
significant amount of computing resource. The time complexity of the proposed algorithm 
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is analyzed by observing the real-time performance of the proposed algorithm on different 
problems of varying sizes. 
In the AJSSP, the size of the problem can be significantly altered by varying two 
features: 1). the number of jobs and 2). the number of assembly levels. Therefore, to 
evaluate the time complexity of the proposed algorithm, two groups of simulation were 
designed. In the first simulation, 16 test problems were created and each problem had equal 
number of assembly levels but different number of total job. In the second simulation, 6 
test problems were created and each test problem had equal number of jobs however, the 
total number of assembly levels in the test problems were varied. Next, the proposed 
algorithm was used to optimize the test problems with an iteration limit of 100 and the and 
the runtime was recorded. Finally, the recorded runtime is plotted and polynomial fitting 
was used to estimate the growth function of the running time. The time complexity of the 
algorithm is then determined from the fitted growth function. Figure 19-A shows the actual 
running time (in seconds) versus the number of iterations and the fitted model used to 
predict the behavior of the runtime for simulation set 1 while Figure 19-B shows it for 





Figure 19. Polynomial fitting of runtime versus number of generations for A. 
Simulation Set 1 and B. Simulation Set 2 
As it can be seen from Figure 19, the algorithm runs in polynomial time of some 
degree, and the fitted models estimate the order of polynomial time the algorithm runs in 
for each simulation set. For simulation set 1, the time complexity is O(n3) indicating that 
the algorithm runs in polynomial time of degree 3. This shows that as the total number of 
jobs increase while the number of assembly levels are kept constant, the runtime of the 
algorithm increases. However, for simulation set 2, the complexity is - O(n5) indicating 
that as the number of assembly levels are increased while the total number of jobs kept 
constant, the runtime of the algorithm decreases in polynomial time of degree 5. Since all 
the problems in simulation set 2 have the exact same chromosome length (determined by 
the total number of jobs), the feasible solution space decreases as the number of assembly 
levels increase. This consequently leads to a decrease in the runtime of the algorithm as the 





In this chapter, the algorithm proposed in CHAPTER 3 for HCCO is utilized for the 
optimization of AJSSP. Its performance is validated by using it to optimize several 
different AJSSP. In Section 4.1, AJSSP is introduced along with the previous work done 
in optimization of AJSSP. 
 Section 4.2 presents the first case study used to validate the performance of the 
proposed algorithm. In this section, several different AJSSP cases are formulated with 
different number of assemblies, jobs, and processing times. These problems are first 
utilized to demonstrate how AJSSP can be classified as a HCCOP. Next, the operators of 
the proposed algorithm are used to demonstrate the generation of a feasible initial solution 
as well as generation of feasible solutions during the iterations of the algorithm for the 
optimization of AJSSP. The performance of the proposed algorithm is compared to the 
performance of SGA on the formulated problems and the results show that the proposed 
algorithm has superior performance compared to SGA. The APD of the proposed algorithm 
is also less than 2% which indicates its stability. The convergence plots for selected 
problems also indicate the robustness of the proposed algorithm. 
 In Section 4.3, the performance of the proposed algorithm is measured against the 
algorithm proposed by Dileeplal et al. The AJSSP cases proposed by Dileeplal et al. are 
used to compare the two algorithms and the results show that the proposed algorithm was 
able to find a better solution for 21 out of the 28 problems. The proposed algorithm was 
able to improve upon the makespan by as much as 17%.  
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In Section 4.4, a time complexity analysis of the proposed algorithm is performed 
by varying the number of assembly levels and the number of jobs. The algorithm has a time 
complexity of O(n3) with respect to the number of jobs and a time complexity of - O(n5) 
with respect to the number of assembly levels.   
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CHAPTER 5. SOLVING HIERARCHICALLY COUPLED 
CONSTRAINT PROBLEM IN SIMULTANEOUS 
OPTIMIZATION OF NEURAL NETWORK STRUCTURE AND 
WEIGHTS 
In this chapter, the methodology developed for the optimization of HCCOPs in 
CHAPTER 3 is utilized for the simultaneous optimization of Neural Network (NN) 
structure and weights. It is first demonstrated how simultaneous optimization of NN 
structure and weights can be classified as a HCCOP using the definitions developed in the 
CHAPTER 3. Next, the initial solution generator, the level-barrier based crossover and 
mutation operators are utilized to demonstrate the creation of a feasible initial solution and 
feasible solutions during the iterations of the algorithm. To validate the performance of the 
proposed algorithm, it is used to create a NN model for four different problems and its 
performance is compared against other algorithms used to create a NN.  
5.1 Introduction 
NNs [59], are a soft computing techniques that are commonly used in a variety of 
fields for the purpose of input-output mapping due to their ability to map from one 
multivariable space to another and to approximate functions according to the desired 
degree of accuracy. Another major advantage of NN is that the shape of the approximation 
function does not have to be assumed before training. During the training phase of the NN, 
its weight and bias values are updated with the aim of minimizing the difference between 
the predicted and the actual values. Over the years, many researchers have used different 
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techniques for training the weight and bias values to ensure convergence to optimal or near-
optimal solutions. These techniques include Genetic Algorithm (GA) [60,61,62,63,64], 
Artificial Bee Colony (ABC) [ 65 , 66 , 67 , 68 ], Particle Swarm Optimization (PSO) 
[69,70,71,72] etc. Though these techniques have significantly improved the prediction 
capabilities of the NNs, determining the optimal structure of NN (number of hidden layers, 
hidden neurons in each hidden layer, and transfer function of each hidden layer) is still a 
tedious task. Determining the optimal NN structure is an important task the correct NN 
structure can increase its prediction accuracy tremendously. However, NN structure are 
highly problem dependent and are determined by human experts using a trial-and-error 
based approach. Due to the large combination of the NN parameters, finding the optimal 
NN structure through a trial-and-error based approach is infeasible and as such, several 
researchers have attempted to create an algorithm for NN structure and weight 
optimization.  
Loghmanian et al. [73] used a multi-objective genetic algorithm for the structure 
optimization of NN. In their study, the number of hidden nodes and input and output lags 
were optimized, while the number of hidden layers were kept constant. Shao and Li [74] 
used PSO to optimize the number of hidden nodes and weights of NN. Their proposed 
method was used for finding the best NN structure that would create a prediction model 
for real world medical problems. Mendivil et al. [75] optimized the number of hidden 
layers and number of hidden neurons by using binary encoding with fixed chromosome 
length of GA. Kopel [76] also used GA to optimize the number of hidden layers, number 
of hidden neurons, and the range of the initial weight values of NN by using binary 
encoding with fixed chromosome length.  
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Though these techniques have made the process of finding the optimal NN structure 
easier, they have the following drawbacks associated with them: 
1. They do not allow for flexibility of number of neurons in each hidden layer. 
2. They do not allow for optimization of both structure and weights 
simultaneously. 
3. The chromosomes have a fixed length. This indicates that part of the 
chromosome can contain irrelevant information.  
4. The number of hidden layers is fixed and the connections between the hidden 
layers are altered. 
To overcome these drawbacks, the algorithm proposed in CHAPTER 3 is utilized for 
the simultaneous optimization of NN weights and structure. However, as it will be seen 
later on in this chapter, the operators proposed in CHAPTER 3 have been slightly modified 
due to the nature of the problem and to ensure feasible solutions throughout the iterations 
of the algorithm. In order to apply the proposed algorithm to the problem under 
consideration, it is also assumed that the NN is a fully connected. 
5.2 HCCs in NN weight and structure optimization 
The NN structure and weight optimization problem comprises of constants (problem 
specific) and variables (both independent and dependent). The constants of the problem are 
the following: 
1. Number of inputs, input. 
2. Number of outputs, output.  
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3. Number of biases of the output layers, output . 
The NN structure and weight optimization has the following independent variables: 
1. Numbers of neurons in the 1st hidden layer, 1 . 
The 1st level dependent variables are then given by:  
1. Number of weighted connections, 1,inputnw , from the input layer to the 1
st hidden 
layer. These weighted connections are represented by 1,inputw .  1,inputnw and 1,inputw  are 
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5. Number of weighted connections, ,output inputnw from the input layer to the output 
layer. These weighted connections are represented by ,output inputw . ,output inputw and 
,output input





0 if  > 0                   














   >0            











The 2nd level dependent variables are then given by:  
1. Number of weighted connections, 2,1nw , from the 1
st hidden layer to the 2nd  hidden 
layer. These weighted connections are represented by 2,1w .  2,1nw and 2,1w  are 






0 if  = 0        












   0         

















N/A if = 0                                                                           








3. Number of biases, 2 , in the 2
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5. Number of weighted connections, ,1outputnw from the 1
st hidden layer to the output 
layer. These weighted connections are represented by ,1outputw . ,1outputw and 
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The kth level dependent variables are then given by:  
1. Number of weighted connections, ,( 1)k knw  from the (k-1) layer to the k
th hidden 
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2. Transfer function of the kth hidden layer, kTF . Where,  
 N/A if = 0                                                                           











3. Number of biases, k , in the k
th hidden layer. These biases are represented by k
where:  
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5. Number of weighted connections, ,( 1)output knw  from the (k-1) hidden layer to the 
output layer. These weighted connections are represented by ,( 1)output kw  . ,( 1)output kw 
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5.3 Modelling of the solution 
5.3.1 Initial solution creation 
To create an array of in the initial solutions, the following steps must be taken: 
1. Create three empty sub-chromosome A, B, and C. Sub-chromosome A contains 
information about the weighted connections between the layers, sub-chromosome 
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B contains information about the bias values of each layer, and sub-chromosome C 
contains information about the transfer function of each hidden layer. 
2. Determine the number of hidden layers by generate a random integer between 1 
and 𝛾𝑚𝑎𝑥 (maximum number of hidden layers). 
3. Generate a random integer, 𝛼1, between 1 and 𝛼𝑚𝑎𝑥 (maximum number of hidden 
neurons allowed in any hidden layer) to determine the number of neurons in the 1st 
hidden layer. 
4. For sub-chromosome A, generate 𝑛𝑤1,𝑖𝑛𝑝𝑢𝑡�random numbers between -1 and 1 that 
occupy the positions 1 through 𝑛𝑤1,𝑖𝑛𝑝𝑢𝑡 . Call these the 1st level gene of sub-
chromosome A.  
5. For sub-chromosome B, generate  𝑛𝛽1�random numbers between -1 and 1 that 
occupy the 1 though  𝑛𝛽1positions. Call these the 1
st level gene of sub-chromosome 
B. 
6. For sub-chromosome C, generate a random number between 0 and 1. A value of 0 
represents hyperbolic-tangent sigmoid and a value of 1 represents log-sigmoid 
transfer function. This value will occupy the 1st position of the 1st level gene of 
sub-chromosome C. 
7. Repeat steps 3-6 until the (i-1) genes for sub-chromosome A, B, and C have been 
created. Append all the genes of each sub-chromosome together in increasing 
numerical values.   
8. For the output layer, for sub-chromosome A, generate 𝑛𝑤𝑖,𝑜𝑢𝑡𝑝𝑢𝑡�random numbers 
between -1 and 1, and append them in front of sub-chromosome A. For sub-
chromosome B, generate 𝑛𝛽𝑜𝑢𝑡𝑝𝑢𝑡 random numbers between -1 and 1 and append 
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them in front of sub-chromosome B. For sub-chromosome C, assign a value of 2, 
indicating a linear transfer function and append this value in front of sub-
chromosome C. 
9. Append all the sub-chromosomes together to create the final chromosome. 
An example of the initial solution generator is shown below in Figure 20.  
 
 
Figure 20. Example showing creation of initial sub-chromosomes with a 3-1-2-2 NN 
structure. Sub-chromosomes A is top left, B is top right, and C is bottom 
A key characteristic of the creation method is that since the total layers of each 
initial solution can be different, each solution can have different number of gene levels. 
Therefore, if the level-barrier based crossover operators from Chapter 3 are used, they will 
produce infeasible solutions in subsequent generations. Let’s take an example of crossover 
being performed on the 1st level gene of sub-chromosome A of a 3-1-2-2 and a 3-2-2 NN 
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structure. The 1st level gene of sub-chromosome A of the 3-1-2-2 structure will contain 3 
numbers representing the weight values from the input layer to the 1st hidden layer, while 
the 1st level gene of sub-chromosome A of the 3-2-2 NN structure will contain 6 numbers 
representing the weight values from the input layer to the 1st hidden layer. If the previously 
developed level-barrier based crossover technique is used here, the solution will become 
infeasible as the 1st level gene of the 3-1-2 NN structure will have extra weight values while 
the 3-2-2 NN structure will have insufficient weight values. This example is illustrated in 
Figure 21. When the crossover method is used for sub-chromosome B, infeasible solutions 
can also be created. To avoid these scenarios, a modified version of the level-barrier based 

















































































Sub-chromsome A of Parent A Sub-chromosome A of Parent B




Figure 21. Example of infeasible solution created using the level-barrier based crossover 
proposed in Chapter 3 
5.3.2 Modified level-barrier based crossover operator 
The steps of the improved crossover operator are: 
1. Select a pair of parents, PA1 and PA2, to perform crossover based on roulette wheel 
selection. 
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G  respectively.  




G  (whichever is smaller) to 
determine the level on which crossover is performed,  





LG respectively. Generate a random integer, RC1,  




LG  (whichever is smaller). Switch the bits of the two 
parents in the crossover level located in the position 1 to RC1.  
5. Repeat step 4 for sub-chromosome B. 
6. For sub-chromosome C, switch the bits on the crossover level between the two 
parents. 
7. Repeat steps 3-6 for all the pairs of parents. 
An example of crossover between a 3-1-2-2 and a 3-2-2-2 NN structures is shown below 
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Figure 22. Figure showing an example of the modified level-barrier based crossover 
operator between 3-1-2-2 and a 3-2-2 NN structures 
5.3.3 Modified level-barrier based crossover operator 
To use the mutation operator mentioned in Chapter 3, each ith level gene must be 
comprised of several genes from the (i-1) level as well as the dependent variables of the ith 
level. As mentioned above, in the NN structure and weight optimization problem, only a 
single gene from the (i-1) and the dependent variables of the ith level make up the gene of 
the ith level. Therefore, the level-barrier based mutation operator developed in Chapter 3 
cannot be used in NN structure and weight optimization. Since the purpose of mutation is 
to diversify the population, a possible way to achieve this is by: 
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1. Addition of a hidden neuron in a hidden layer. 
2. Removal of a hidden neuron from a hidden layer 
3. Addition of a hidden layer 
4. Removal of a hidden layer 
In each of the scenario, the length of sub-chromosomes A, B, and C are adjusted 
accordingly such that the number of weight values correspond to the new NN structure. An 
example of how the solution structure would change if a NN structure is mutated from 3-















































Added weights Added weights
Sub-chromsome A of Parent A
Sub-chromsome A of Offspring A’ after mutation
 
Figure 23. Offspring created after mutation of a 3-1-2-2 to a 3-2-2-2 NN structure 
5.4 Application of the modified algorithm to Case Studies 
In this section, the modified version of the algorithm was utilized to create a NN for 
a variety of case studies in order to validate its performance. The case studies included 
prediction of: 
1. Roller length of hydraulic jump on a rough channel bed 
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2. Surface roughness in CNT nanofluids based grinding process 
3. Tensile strength of friction stir weld joints 
4. Surface roughness in end face milling process 
The parameters of the modified algorithm used for building the NN in these case studies 
are given in Table 11. 












  max  
100 100 0.85 0.15 5% 3 10 
During the training procedure, it was noticed that since both the structure and the weights 
of the NN were being optimized simultaneously, the proposed algorithm had difficulty converging 
to optimal weight values. Therefore, to improve local convergence, once the NN weights and 
structure were trained using the proposed algorithm, the weights were further trained using 
Levenberg-Marquardt (LM) [77] algorithm. The data sets in the case studies were divided into 
training, validation, and testing data sets. During the optimization process, the NN structure and 
weight values were changed with respect to the mean squared error (MSE), given by Equation (48), 










   
 
  (48) 
To avoid overfitting, the NN structure and weight values that gave the lowest MSE for the 
validation data set were used. Once the NN weight and structure was completed, its prediction 
accuracy was validated using the testing data set.  
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5.4.1 Case Study 1  
Azimi et al. [78] used an adaptive neuro-fuzzy inference system (ANFIS) proposed 
by Jang [79] for prediction of roller length of hydraulic jump on a rough channel bed. They 
trained the ANFIS using a firefly algorithm (FA) [80] to overcome the drawbacks of 
ANFIS trained using backpropagation. Hydraulic jumps are caused due to the 
transformation of supercritical to subcritical flow regime. These hydraulic jumps usually 
occur downstream of structures such as ogee spillways, control gates, and weirs and are 
used for water purification, irrigation, prevent air locking etc. Identification of hydraulic 
jumps is important for energy dissipation below hydraulic structures and roller length is 
one of the key parameters that can help in the accurate identification of the hydraulic jumps 
[81]. Through their literature review, Azimi et al. found that Froude number (Fr), ratio of 
bed roughness height (ks) to flow depth upstream of hydraulic jump (h1), and ratio of flow 
depth downstream of hydraulic jump (h2) to upstream as the factors possibly affecting the 
ratio roller length to flow depth upstream. In their study, Azimi et al. created four different 
models with different combinations of input parameters to find the best model for 















































The data used to create the models was obtained from a study conducted by Carollo 
et al. [82] and was split into training (70%) and testing (30%) data sets by Azimi et al. Five 
indicators were used to measure the performance of created models: mean absolute 
percentage error (MAPE), root-mean-square error (RMSE), correlation coefficient (R), 
scatter index (SI), and BIAS. The results obtained in their study were compared to the NN 
created using the modified HCGA algorithm. To train the NN-HCCP-lm model, the data 
was split into training (50%), validation (20%), and testing (30%) data sets. The results are 
shown in Table 12.  
Table 12. Comparison of results for the test data sets obtained by Azami et al. and 
the proposed algorithm 




6.01 1.53 0.08 0.16 0.97 
ANFIS-FA 7.61 1.77 0.09 0.19 0.97 
% improve 21.04 13.61 14.23 11.87 0.39 




6.48 1.74 0.09 0.19 0.97 
ANFIS-FA 9.93 2.20 0.12 0.23 0.95 
% improve 34.71 21.02 23.88 15.79 1.58 




7.41 1.90 0.10 0.20 0.96 
ANFIS-FA 10.07 2.62 0.14 0.25 0.93 
% improve 26.36 27.54 28.76 18.69 3.06 
 77 
Table 12 continued. 




8.28 1.95 0.10 0.18 0.97 
ANFIS-FA 10.22 2.19 0.11 0.23 0.95 
% improve 18.94 11.12 7.99 21.40 1.78 
As it can be seen from Table 12, for all the models, the NN created using the 
proposed algorithm had higher prediction capabilities than ANFIS-FA algorithm. The 
range of increase in MAPE, RMSE, SI, BIAS, and R were 18.94% (4th model) to 34.71% 
(2nd model), 11.12% (4th model) to 27.54% (3rd model), 7.99% (4th model) to 28.76% (3rd 
model), 11.87% (1st model) to 21.40% (4th model), and 0.39% (1st model) to 3.06% (3rd 
model) respectively.  
5.4.2 Case Study 2 
Grinding is a versatile finishing technique that can produce parts with a very high 
surface finish commonly and is commonly used in the industry. In recent years, nanofluids 
have replaced traditional macro fluids as the nanofluids have higher heat transfer 
capabilities and also produce better surface finish after grinding. Accurately predicting the 
surface roughness in grinding based on input parameters is an important topic as it can help 
minimize the number of defected parts and increase the production efficiency. To 
overcome this challenge, Prabhu et al. [ ] used regression analysis, neural networks, and 
fuzzy logic to model the relationship between the process parameters (speed, feed, and 
depth of cut) and the performance indicators (surface roughness with and without 
nanofluids). In their study, Prabhu et al. carried out grinding of AISI D3 Tool steel based 
on L8 orthogonal array of Taguchi design of experiments. Each of the input parameters 
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had 2 levels therefore, a total of 8 experiments were conducted with different combinations 
of the input parameters. To study the effect of nanofluids on the grinding process, another 
8 experiments were performed without the use nanofluids. Once the experimental data was 
accumulated, the three different techniques mentioned above were used to create an input-
output model and study the effects of different parameters on the surface finish. When 
creating a prediction model with the proposed algorithm, 6 data points were used for 
training, 1 for validation, and 1 for testing. The relative error obtained using the proposed 
algorithm as well as those obtained by Prabhu et al. are shown in Table 13 and Table 14. 















1 10.86 2.68 1.32 2.63 
2 4.15 0.05 1.79 20.51 
3 8.51 4.32 1.62 0.00 
4 0.34 11.31 0.34 0.00 
5 0.67 2.78 12.81 1.75 
6 6.01 1.05 0.71 0.00 
7 3.72 1.11 1.37 0.00 
8 10.87 3.5 7.5 0.00 
MAPE (%) 5.64 3.35 3.43 3.11 
 















1 5.87 1.92 2.31 0.00 
2 3.40 2.00 2.00 0.00 
3 6.63 1.92 9.23 3.85 
4 1.48 10.30 3.70 0.00 
5 5.22 6.36 1.52 0.00 
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6 1.10 5.83 2.78 0.00 
7 0.06 4.75 5.00 5.00 
8 7.79 0.29 0.88 5.88 
MAPE (%) 3.94 4.17 3.43 1.84 
 
As it can be seen from Table 13 and Table 14, the NN created using the proposed algorithm 
had better prediction capabilities than regression analysis, classical NN, and fuzzy logic. 
The MAPE obtained using proposed algorithm (3.11%) was 44.82% better than the MPAE 
obtained using regression analysis, 7.09% better than MAPE obtained using classical NN, 
and 9.32% better than the MAPE obtained using fuzzy logic. When nanofluid was used, 
the NN created using the proposed algorithm still had better prediction accuracy than the 
three techniques used by Prabhu et al. The MAPE of 1.84% obtained using the proposed 
algorithm was 53.31%, 55.86%, and 46.29% better than the MAPE obtained using 
regression analysis, classical NN, and fuzzy logic respectively.  
5.4.3 Case Study 3 
Friction-stir-welding (FSW) is a solid-state joining process in which two facing 
surfaces are joined together by application of heat and followed by the use of mechanical 
pressure. A major challenge in FSW is selection of welding parameters that would 
minimize the defect and create a joint with high strength. As stated by Dewan et al. [83] 
the quality of the FSW joint can be affected by both welding process parameters such as, 
spindle speed, welding speed, plunge depth etc., and environmental factors such as welding 
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cooling, pre-weld cooling, weld location etc. Since the relationship between the process 
parameters and weld quality can be highly non-linear and complex and finding the optimal 
process parameters that would increase the weld quality is very important, the development 
of an accurate prediction model is necessary. To overcome these challenges, Dewan et al. 
used ANFIS to create a forward prediction model between the process parameters i.e. 
spindle speed (N), welding speed (V), plunge force (Fz), and empirical force index (EFI) 
and the performance indicators i.e. ultimate tensile strength (UTS) of the weld. In their 
experimental procedure, Dewan et al. ran 73 experiments while varying the 4 process 
parameters to observe their effects on the UTS of the weld. In the first step of their 
modeling procedure, Dewan et al. only used a combination of spindle speed, welding 
speed, and plunge force to predict the UTS of the weld. They also varied the membership 
function of the input parameters to create an accurate prediction model. RMSE and MAPE 
of the testing set (30% of all experimental data) was used to evaluate the prediction 
capabilities of the trained ANFIS. To create an NN prediction model using the proposed 
algorithm, 43 data sets were used for training, 15 were used for validation, and 15 for 
testing. A comparison of the results is shown in Table 15. 
Table 15. Comparison of results obtained using ANFIS and the proposed algorithm 
with spindle speed, welding speed, and plunge force as inputs  
Model # 
Inputs RMSE MAPE (%) 










1 X   50.74 37.26 26.57 14.70 10.34 29.66 
2  X  50.80 34.53 32.03 15.17 9.19 39.42 
3   X 51.60 39.64 23.18 15.99 11.8 26.20 
4 X X  50.40 37.04 26.51 14.65 10.95 25.26 
5  X X 43.29 36.49 15.71 12.45 11.00 11.65 
6 X  X 45.56 33.38 26.73 13.67 9.72 28.90 
7 X X X 36.87 30.27 17.90 10.92 8.46 22.53 
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As it can be seen from Table 15, for each of the models, the NN created using the 
proposed algorithm was able to predict the outputs to a higher degree of accuracy than the 
ANFIS as indicated by the RMSE and MAPE values. The range of change in MAPE and 
RMSE was 11.65% to 39.42% and 15.71% to 32.03% respectively. To increase the 
accuracy of the prediction model Dewan et al. then updated their models by included EFI 
as an input. The combinations of inputs were again varied to find the best combination of 
inputs that would create a prediction model with the highest predictive capabilities. The 
same combinations were used in the process of building a NN using the proposed 
algorithm. These results are shown in Table 16.   
Table 16. Comparison of results obtained using ANFIS and the proposed algorithm 
with EFI as an additional input 
Model # 
Inputs RMSE MAPE (%) 










1    X 36.51 34.80 4.68 9.90 7.99 19.29 
2 X   X 34.76 30.43 12.46 9.34 8.54 8.57 
3  X  X 30.84 26.79 13.13 8.28 7.41 10.51 
4   X X 31.82 29.13 8.45 8.78 7.42 15.49 
5 X X  X 31.02 22.84 26.37 7.96 6.13 22.99 
6 X  X X 31.86 24.34 23.60 7.87 7.24 8.01 
7  X X X 29.70 24.37 17.95 7.75 6.44 16.90 
8 X X X X 30.68 27.85 9.22 7.81 7.39 5.38 
 When EFI was added as an input both the MAPE and RMSE decreased for both the 
ANFIS and the NN created using the proposed algorithm. The lowest MAPE and RMSE 
for the ANFIS and the proposed algorithm were 7.75% and 29.70 (7th model) and 6.13% 
and 22.84 (5th model) respectively. As shown in Table 16, with the addition of the extra 
input the MAPE and RMSE provided by the proposed algorithm was better than that 
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provided by ANFIS. The RMSE changed from 4.68% to 26.37% while the MAPE changed 
from 5.38% to 22.99%.  
 In their last modeling procedure, Dewan et al. used ANN trained using LM to 
create a forward prediction model. They again varied the combination of input parameters 
to create the most accurate prediction model. 70% of the total data set available was used 
for training, 15% was used for validation and 15% was used to test the trained model. The 
same input combinations and data splits were for the proposed algorithm and the results 
are shown below 
Table 17. Comparison of results obtained using classical NN and the proposed 
algorithm with EFI as an additional input 
Model # 
Inputs RMSE MAPE (%) 










1 X X X X 41.03 24.56 67.06 12.38 7.40 67.30 
2  X X X 38.28 19.80 93.33 10.64 5.89 80.65 
3 X X X  46.36 27.14 70.82 12.90 7.76 66.24 
4 X X  X 42.27 21.03 101.00 11.61 4.69 147.55 
5 X  X X 38.87 28.67 35.58 10.85 7.90 37.34 
6 X X   61.79 37.26 65.83 17.39 9.89 75.83 
7 X  X  52.52 23.36 124.83 15.18 6.12 148.04 
8 X   X 45.62 20.25 125.28 12.59 6.12 105.72 
9  X X  56.85 33.70 68.69 16.05 8.92 79.93 
10  X  X 43.50 28.77 51.20 11.57 7.18 61.14 
11   X X 43.31 27.58 57.03 11.95 8.61 38.79 
12    X 49.68 30.44 63.21 13.00 8.91 45.90 
13   X  68.71 35.32 94.54 19.14 9.38 104.05 
14  X   57.14 30.84 85.28 16.46 8.65 90.29 
15 X    53.35 28.10 89.86 15.66 8.00 95.75 
   
The NN created using the proposed algorithm proved to be much more accurate at 
predicting the UTS for FSW than NN trained using LM as seen from Table 17. The RMSE 
and the MAPE of the classical NN varied from 38.28 to 61.79 and 10.64% to 19.14% 
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respectively while the RMSE and MAPE of proposed algorithm varied from 21.03 to 37.26 
and 5.89% to 9.89%. These results show that the proposed algorithm was better at creating 
a prediction model with any combinations of prediction models. Compared to classical NN, 
the proposed algorithm reduced the RMSE from 35.58% to 125.25% and the MAPE from 
37.34% to 148.04%.  
5.4.4 Case Study 4 
As stated earlier, surface roughness is a required specification of machined products 
and is used to specify the quality of the finished product. Many researchers [84,85,86] have 
suggested that the main factors that affect surface roughness are feed, speed, and depth of 
cut. Selecting the optimal combinations of the process parameters is essential in order to 
maximize the lifespan of both the workpiece and the tool but an accurate prediction is 
required to achieve this objective. To avoid costly trial-and-error process in machining 
parameter determination Zhang et al. [87], proposed a Gaussian process regression (GPR) 
for modeling and predicting the surface roughness in end face milling. In their study, Zhang 
et al. first used ran 48 experiments while varying the spindle speed, depth of cut, and feed 
rate. The experimental data was then divided into training (36) and testing sets (48).  The 
data provided by Zhang et al. was used to create NN using the proposed algorithm with 24 
sets being used for training, 12 for validation, and 12 for testing.  A comparison of the 
results obtained using the two techniques is shown in Table 18.  
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1 34.41 7.59 77.95 
2 16.24 4.29 73.60 
3 19.82 7.61 61.59 
4 13.61 1.20 91.16 
5 2.15 3.86 -79.54 
6 12.17 1.92 84.24 
7 13.94 19.48 -39.70 
8 15.18 31.45 -107.16 
9 24.94 24.98 -0.17 
10 9.78 2.24 77.12 
11 4.26 1.44 66.08 
12 22.03 13.21 40.04 
MAPE (%) 15.71 9.94 58.08 
 
As it can be observed from Table 8, for experiment # 5, 7, 8, and 9, the relative 
error of GPR was lower than that of the NN created using the proposed algorithm. 
However, NN created using the proposed algorithm had a MAPE of 9.94% while GPR had 
a MAPE of 15.71% for all the 12 experiments. This indicates that overall, the NN created 
using the proposed algorithm provided a 58.08% improvement over GPR.  
5.5 Summary 
In this chapter, the algorithm proposed in CHAPTER 3 for HCCO is utilized for the 
simultaneous optimization of NN structure and weight values. Its performance is validated 
by using it to create NN for several different modelling problems. In Section 5.1, NNs are 
introduced along with the previous work done in simultaneous optimization of NN 
structure and weight values. 
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 Section 5.2 demonstrates how simultaneous NN structure and weight optimization 
problem can be classified as a HCCOP. In this section, the different variables are 
introduced as well as the HCC in the NN structure and weight optimization problem. In 
Section 5.3 shows how the initial solution is created using the proposed algorithm. Next, 
the modified operators of the proposed algorithm are introduced and they are utilized to 
demonstrate how feasible solutions are created during the iterations of the algorithm.  
In Section 5.4 the proposed algorithm is utilized to create a NN model for the 
prediction of roller length of hydraulic jump on a rough channel bed, surface roughness in 
a grinding process, UTS in friction-stir welding process, and surface roughness in end 
milling process. The results show that prediction model created using the proposed 
algorithm had better prediction accuracy than prediction models created using classical 
NN, ANFIS, regression analysis, and gaussian-process regression. 
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CHAPTER 6. MULTIMODAL OPTIMIZATION OF 
HIERARCHICALLY COUPLED CONSTRAINT PROBLEMS 
In this chapter, a clustering-optimization algorithm is proposed for the MMO of 
HCCOP. This is achieved by combining k-means clustering algorithm with the algorithm 
proposed for optimization of HCCOP in CHAPTER 3. In this chapter, the steps of the 
hybrid algorithm is first outlined. Due to a lack of work in the MMO of HCCOP, the 
performance of the proposed algorithm is validated by utilizing it for the MMO of 
benchmark JSSPs. The performance of the proposed algorithm is compared to the 
performance of other algorithms used for MMO of JSSP. Next, the proposed algorithm and 
the algorithms used for the MMO of JSSP are modified and used for the MMO of 
benchmark permutation flow-shop scheduling problem (PFSSP) and their performance is 
compared. Finally, the algorithms are modified and used for the MMO of AJSSP.  
6.1 The clustering-optimization algorithm for MMO 
The clustering-optimization approach proposed in this dissertation assumes that a 
problem may have multiple global optima, however, these global optima will have different 
features. By combining a clustering algorithm with any metaheuristic algorithm, the hybrid 
algorithm will not only be able to converge to the multiple global optima but also the unique 
features that differentiate these global optima. Classical k-means clustering algorithm is 
known as an easy algorithm for clustering and is a widely applied unsupervised learning 
approach. Therefore, the hybrid MMO algorithm is created by combining k-means 
clustering algorithm with GA for the MMO of JSSP and PFSSP and the algorithm proposed 
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in CHAPTER 3 for the MMO of AJSSP. Therefore, the proposed algorithm can be utilized 
for the MMO of both COPs as well as HCCOPs.  
 In the proposed MMO algorithm, k-means clustering algorithm if first used to cluster 
solutions depending on their features. Next, adapted crossover and mutation operators of 
GA are utilized within each cluster to generate population for the next generation. Due to 
the encoding method used, different solutions can lead to the same makespan value in JSSP 
and AJSSP. Therefore, only optimal solutions that provide a unique schedule, are 
considered. To study the exploration capabilities of the proposed MMO algorithm all 
optimal solutions that provide a unique schedule for JSSP are saved in the optimal solution 
set. The optimal solution set is then compared to the different number of optimal solutions 
provided in other literature. The optimal solution set is different than the final solution set 
i.e.   final population optimal solution set . The basic procedure of proposed MMO algorithm 
is described as follows and a detailed flow chart is presented in Figure 24. In Figure 24, S 
refers to the solution set in which all unique optimal solution encountered by the algorithm 
are stored and B is the fitness value of the optimal solution set.  
Step 1: Define the fitness function of the specific case study. In this study, the maximum 
completion time (makespan) was used as the fitness value; 
Step 2: Define the parameters for k-means clustering algorithm (k value) and GA 
(population size, crossover rate, mutation rate, generation limit) and initialize the best 
solution set; 
Step 3: Generate the initial population; 
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Step 4: Evaluate the current population, calculate the feature matrix of every solution and 
update the best solution set; 
Step 5: Using k-means clustering algorithm, divide the current population into k clusters, 
based on the features calculated in Step 4; 
Step 6: Within each cluster, select elite individuals that will be a part of the next generations 
population. 
Step 7: Within each cluster, select individuals for crossover using roulette wheel selection 
to produce offspring for the next generation.  
Step 8: Randomly select individuals (based on mutation probability) and mutate them. 
Step 7: Repeat Steps 4-8 until the generation limit is reached. Output the final population 
and the best solution set;  
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Generate initial solutions as the first generation
Calculate the feature for every individual of the current i th generation
Use crossover operator within each cluster to generate new solutions
Use mutation operator within each cluster to generate new solutions
Reach the terminal condition?
i=i+1, form the i th generation
Calculate the fitness value of every individual
Save the best fitness value fitnessi  and the corresponding solutions Si
Compare fitnessi  to Best
i=1, Best=+ ,  S={}
Best=fitnessi ,  S=SiS= S   Si
 fitnessi  < Best fitnessi  = Best
Best=Best ,  S=S
 fitnessi  > Best
Group the individuals into different clusters
N
Output  Best and S
Y
 




6.2 MMO of benchmark JSSP 
Job-shop scheduling problem (JSSP) is a classical problem in operation research in 
which n ideal jobs, J1, J2, …, Jn, of varying processing times are assigned to m resources 
(usually machines). The objective is to allocate the available resources to the jobs to 
maximize (or minimize) performance indicators such as makespan, tardiness etc. Like any 
scheduling problem, there are constraints and assumptions associated with JSSPs and in 
this paper these constraints and assumptions are:  
1. On the shop floor, all machines are independent from each other. 
2. The operation of all the jobs have deterministic processing times. 
3. No pre-emption of job operation is permitted 
4. The set-up times are not considered in these problems. 
5. No machine down-time or maintenance time is considered. 
6. The machine used for each operation of a job is known and fixed.  
7. A job cannot revisit a machine group for more than one operation. 
8. Operation constraints must always be followed. 
Known as NP-hard problem, JSSPs has aroused the attention and efforts of many 
researchers, who have used various techniques to achieve the desired goal. Qing-dao-er-ji 
and Wang [88] proposed a new hybrid genetic algorithm (GA) for the optimization of JSSP. 
Their proposed method had modified selection, crossover, and mutation operator that were 
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designed to increase the diversity of the population. In addition, a local search operator was 
also developed to improve the quality of the solution, a common drawback of GA. Jorapur 
et al. [89] developed a new technique to enhance the quality of the initial population used 
in GA. Their proposed method could obtain better percentage deviation for benchmark 
problems compared to other methods used in literature. Chang et al. [90] combined 
Taguchi method and GA to solve flexible job shop scheduling problem (FJSSP), a special 
kind of JSSP with parallel machines. To avoid infeasible solutions, the authors developed 
a novel technique to encode only feasible solutions in the initial chromosomes and then 
embedded Taguchi method in the mating operator to increase the effectiveness of GA. 
When applied to benchmark problems, the authors proposed method obtained better 
performance than other commonly used methods. Bagheri et al. [91] used an artificial 
immune algorithm (AIA) for minimization of makespan of FJSSP. The authors tested 
several strategies for generating initial population, selection of new individuals, and 
mutation to converge to the optimal solution. Tsai et al. [92] developed a modified 
Taguchi-immune algorithm (MTIA) that was successfully used for global numerical and 
JSSP optimization. The authors combined Taguchi-method with AIA to have better local 
and global convergence and the application of the proposed algorithm to benchmark 
problems showed the robustness of the proposed algorithm.  
In contrast to traditional optimization of JSSP, very little work has been done in the 
MMO of JSSP. Luh and Chueh [93] proposed a multimodal immune algorithm (MMIA) 
for MMO of JSSP. The authors tested the ability their proposed algorithm to find multiple 
global optima on benchmark JSSP. Their experimental results showed that not only were 
they able to find the global optima for 89.5% of the problems tested but they were also able 
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to find multiple schedules with the optimal makespan. Perez et al. modified several 
multimodal GA’s for the MMO of benchmark JSSPs. In their study, Perez et al. [24] tested 
sharing fitness GAs, clearing based GAs and species competition based GAs on eight 
benchmark JSSPs. Their experimental results showed that sharing fitness GAs provided 
the best results when finding a global optimum was the only objective while clearing based 
GAs and species competition based GAs helped obtain the most number of global optima.  
Though the algorithms developed for the MMO of JSSP are able to provide multiple 
optimal schedules, they have a few drawbacks. These algorithms either provide very few 
optimal solutions or are unable to consistently converge to the global optima. Therefore, 
the MMO algorithm developed in Section 6.1 is utilized to consistently converge to the 
global optima while providing a sufficient amount of optimal solutions. 
6.2.1 Modelling of solution 
As mentioned earlier, GA is used for the optimization procedure. The optimization 
objective is to find the sequence of operations on each machine that would lead to a 
minimization of the makespan. An important aspect of GA is to determine how to code the 
solutions. Over the years, many different methods have been used to encode the solutions 
of JSSP such as the direct method [94], the binary method [95], the circular method [96], 
and the permutation with repetition [ 97 ] method. In the proposed MMO algorithm, 
permutation with repetition is used to represent the solutions as it avoids infeasible 
solutions entirely, an important requirement for JSSPs. The length of the chromosome 
(solution) can be determined by the size of the problem. For example, as shown in Figure 
25, for a 3x3 problem (3 jobs with 3 operations each) the chromosome length will be 9. 
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Figure 25 also demonstrates how the solution is represented using permutation with 
repetition encoding. 
3 1 2 2 3 3 1 2 1
Solution representation
First operation of Job 3
First operation of Job 1
First operation of Job 2
Second operation of Job 2
Second operation of Job 3
Third operation of Job 3
Second operation of Job 1
Third operation of Job 2












Operation constraints One possible order on machines
 




6.2.2 Definition of feature 
During the optimization process, the solutions have to be clustered together into 
different clusters using k-means clustering algorithm. In order to cluster the solutions 
together, some features of the solutions have to be defined that indicate the uniqueness of 
each solution. In this study, the feature of a solution is defined as a matrix of sequence 
difference between every two machines in the workshop. Figure 26 shows an example of 
how the feature for a solution is calculated. The number of columns equals to the number 
of machines m and the number of rows equals to the number of combination 𝐶𝑚
2 , therefore, 
the size of the feature matrix is 𝐶𝑚

















                           5;
                          5]
1
Difference between the sequences on M1 and M2
Difference between the sequences on M2 and M3
Difference between the sequences on M1 and M3
 
Figure 26. Figure demonstrating an example of the feature matrix for 3x3 JSSP 
6.2.3 Adaption of genetic operators 
In the optimization process, genetic operators are utilized to produce the population 
belonging to the next generation. As mentioned earlier, to only deal with feasible solutions, 
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permutation with repetition encoding method is used. In order to continue to deal with only 
feasible solutions, appropriate crossover and mutation operator must be utilized as dealing 
with only feasible solutions can greatly reduce the computation cost. In the crossover 
operator, the half the number of jobs of the problem under consideration are randomly 
selected. Next, the corresponding genes are switched in both the parents. An example of 
the crossover process is shown in Figure 27. In the example, jobs 2 and 3 are randomly 
chosen and the corresponding genes ([3,2,3,2,3,2] in Parent A and [2,2,2,3,3,3] in Parent 
B) are switched. The crossover operator is limited to solutions belonging to the same cluster 
in order to preserve some features of the cluster. Similarly, in the mutation operator, two 
jobs are randomly chosen and their corresponding location within the solution is switched. 
An example of the mutation operator for a problem with three jobs and each job having 
three operations is shown in Figure 28. In the mutation operator, two jobs are first selected 
(in Figure 28, jobs 2 and 3 are selected) and the location of the genes belonging to the 
selected jobs is switched. In the example shown in Figure 28, the genes for jobs 2 and 3 
appear is the order [3,2,3,2,3,2]. After mutation, the order of the genes is changed to 
[2,3,2,3,2,3] and the new parent is given as [1,2,3,2,3,2,1,3,1].  As it can be seen from 
Figure 27 and Figure 28, using the crossover and mutation operator only creates feasible 
solution. 
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1 3 2 3 2 3 1 2 1Parent A
1 1 1 2 2 2 3 3 3Parent B
1 1 1Child A 
1 1 1Child B 
3 2 3 2 3 2
2 2 2 3 3 3
1 2 2 2 3 3 1 3 1
1 1 1 3 2 3 2 3 2
 
Figure 27. Crossover operator adapted to permutation coding in a 3x3 JSSP 
 
1 3 2 3 2 3 1 2 1
1 2 3 2 3 2 1 3 1
 
Figure 28. Mutation operator adapted to permutation coding in a 3x3 JSSP 
6.2.4 Experimental Study 
The effectiveness of the proposed MMO algorithm is measured using two 
indicators: 1. the ability to converge to the global optima and 2. the ability to find multiple 
optimal solutions. Furthermore, the performance of the algorithm is also measured against 
the performance of the algorithms used by Perez et al. and Luh and Chueh for MMO of 
JSSP. 
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6.2.4.1 Case Study 1 
As mentioned earlier, Luh and Chueh proposed a MMIA for MMO of benchmark 
JSSP. The authors first tested the ability of their algorithm to converge to the global optima 
by employing it to 19 benchmark problems (MT10, MT20, LA01-LA11, LA17, LA19, LA21, 
LA31). The 19 benchmark problems were chosen as they had varying dimensions i.e. 6 to 
30 jobs and 5 to 10 machines. The parameters of MMIA were adopted based on the size of 
the problem. For example, since it is relatively easy to find the global optima of MT06 
compared to that of LA31, the algorithm was only run for 100 iterations with a population 
size of 36 when used to optimize MT06 while the iteration limit and population size were 
1000 and 600 when it was used to optimize LA31. To ensure fair comparison, the 
parameters used for the proposed algorithm were the same as those used by Luh and Chueh. 
These parameters are listed in Table 19 while the best solution found using MMIA and the 
proposed algorithm as well as the best-known solution for the problems under 
consideration are listed in Table 20. 
For the proposed algorithm, an additional parameter needs to be specified i.e. the 
value of k. A k value of 3 was determined to provide the best results, both in terms of 
converging to and finding multiple optimal solutions, after multiple simulation runs. 
Table 19. Parameters used for the proposed algorithm 
Instance size (job x machine) 6x6 10x5 15x5 20x5 10x10 15x10 30x10 
Generation Limit 100 500 1000 
Population Size Job x Machine 2 x (job x machine) 
Chromosome Length 36 50 75 100 100 150 200 
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MT06 6x6 55 55 55 
MT10 10x10 930 955 937 
LA01 10x5 666 666 666 
LA02 10x5 655 655 655 
LA03 10x5 597 597 597 
LA04 10x5 590 590 590 
LA05 10x5 593 593 593 
LA10 15x5 958 958 958 
LA14 20x5 1292 1292 1292 
LA17 10x10 784 784 784 
LA31 30x10 1784 1784 1784 
 
For problems MT06, LA01-LA05, LA10, LA14, LA17, and LA31 both, the proposed 
MMO algorithm and MMIA are able to converge to the best-known solutions. For MT10, 
neither the proposed MMO algorithm nor MMIA are able to converge to the global 
optimum however, the proposed MMO algorithm is able to converge to a better solution 
(937) than MMIA (955). Once the convergence ability of MMIA was verified, Luh and 
Chueh utilized MMIA for MMO of five benchmark JSSPs. The authors chose the five 
benchmark JSSPs (10x5, 15x5, 20x5, 10x10, and 30x10) with different dimensions and 
degree of difficulty to validate the convergence capabilities as well as the ability of the 
algorithm to find multiple solutions. The proposed MMO algorithm is also utilized to try 
and find multiple global optima of these five problems. The results obtained using MMIA 
and the proposed MMO algorithm are given in Table 21.  
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Table 21. Multiple solutions found using MMIA and the proposed algorithm 
Instance 
Number of optimal 
solutions found using 
MMIA 
Number of optimal 
solutions found using 
the proposed MMO 
algorithm 
MT06 5 22 
LA05 5 41 
LA10 9 37 
LA14 9 144 
LA17 3 26 
LA31 2 31 
 
According to Table 4, MMIA was able to find 5, 5, 9, 9, 3, and 2 optimal solutions 
for MT06, LA05, LA10, LA14, LA17, and LA31 respectively while the proposed MMO 
algorithm found 22, 41, 37, 144, 26, and 31 solutions for those problems. The results in 
Table 4 show that even though both the algorithms managed to find multiple optimal 
solutions for the five problems under consideration, the proposed MMO algorithm is able 
to find a much larger amount of optimal solutions compared to MMIA. The combined 
results of Tables 3 and 4 that the proposed MMO algorithm is able to outperform MMIA 
in terms of converging to and find multiple global optima.  
6.2.4.2 Case Study 2 
In the second case study, the performance of the proposed MMO algorithm is 
compared to the performance of the algorithms used by Perez et al. Perez et al. used 
adaptive niche hierarchical genetic algorithm (ANHGA), niche identification techniques 
with sharing fitness (NIT), classical clearing method (CM), restricted competition selection 
method (RCS), restricted competition selection with pattern search method (RCS_PSM), 
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species conserving genetic algorithm (SCGA), and quick hierarchical fair competition 
(QHFC) for MMO of benchmark JSSPs. The authors evaluated the algorithms based on 
their ability to converge to the global optimum as well as finding multiple global optima. 
The converging capabilities of the algorithms was determined by their application to LA01-
LA05, MT06, MT10, and MT20. In the first part of their experiments, the authors utilized 
each algorithm with the aim of finding the global optima of each problem. To test the 
stability of each algorithm, 30 repetitions were performed and the average optimal value 
was reported. Since the authors found that different algorithms were suitable for finding 
the optimal solution and MMO, the results obtained using those algorithms are given in 
this section. The parameters used by Perez et al. for the simulations were as follows: 
• Population size: 100 
• Stop conditions: Number of evaluations, 100,000 for MT06, LA01, and LA05 
300,000 for LA02, LA03, and LA04, and 500, 000 for MT10 and MT20.  
• Runs: 30 repetitions for each problem. 
In contrast to the settings used by Perez et al., the 10,000 iterations were used for 
MT06, LA01-05 and 20,000 for MT10 and MT20. Table 22 shows average optimal 
solution obtained by Perez et al. as well as those obtained using the proposed algorithm.  









MT06 55 55.00 55.00 55.00 55.00 55.00 
MT10 930 979.00 988.17 1006.07 989.70 958.90 
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MT20 1165 1213.03 1235.47 1284.80 1237.97 1177.50 
LA01 666 666.00 666.00 666.00 666.00 666.00 
LA02 655 660.63 663.03 667.50 678.13 656.80 
LA03 597 608.97 609.23 609.90 609.60 597.00 
LA04 590 595.97 606.73 602.80 600.63 590.90 
LA05 593 593.00 593.00 593.00 593.00 593.00 
 
It can be seen from that all the algorithms are able to find the global optima of 
MT06, LA01, and LA05 as it is relatively easy to find their global optima. The best average 
makespan found by Perez et al.  for MT10, MT20, and LA01-LA04 were 969.00, 1213,03, 
660.63, 608.97, and 595.97 respectively (obtained using ANHGA). The proposed MMO 
algorithm gave an average optimal makespan of 958.90, 1177.60, 656.80, 597.00, and 
590.09 for those problems. These results indicate that the proposed MMO algorithm is able 
to find better optimal solutions while requiring much less iterations.  
Next, Perez et al. utilized the algorithms to find multiple global optima for the 
benchmark problems listed in Table 22. Similar to the previous simulations, the authors 
utilized their algorithm on each problem 30 times and noted the average number of 
different global optima obtained. If, for example, out of 30 runs, the global optima were 
only found in 27 runs, then the average was calculated using those 27 runs. It should be 
noted that the maximum number of different optima that could be found was the lower 
number between the population size and total number of global optima for the particular 
problem. For example, the population size used in these simulations was 100, however 
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there are only 55 different known global optima for MT06. Therefore, 55 is the maximum 
number of different global optima that can be obtained for MT06. The average number of 
global optima obtained by Perez et al. and using the proposed MMO algorithm are shown 
in Table 23. 
Table 23. Multiple global optima found by Perez et al. and using the proposed 
MMO algorithm. (*) indicates that there were no global optima obtained and (**) 
indicates that the global optima was only obtained in a handful of simulations 




MT06 11.70 49.67 48.63 48.07 6.4 
MT10 2.22** 1** * * * 
MT20 1** 1** * * * 
LA01 30.54 100.00 99.90 93.37 12.1 
LA02 16.86 100.00 99.95 99.00 6.20 
LA03 12.40 * * 95** 8.90 
LA04 19.50 50** 50** 94** 7.60 
LA05 39.73 100.00 100.00 98.93 25.50 
 
For MT06, RCS used by Perez et al. obtained an average of 49.67 global optima 
while the proposed algorithm only obtained 6.4. For MT10, ANHGA was able to obtain 
2.22 global optima but very few runs were actually able to converge to the global optima 
(as indicated by **). The proposed MMO algorithm, on the other hand, is unable to 
converge to the global optima in any of runs. Similar results are obtained for MT20. For 
LA01 and LA02, RCS was able to obtain 100 different global optima while the proposed 
MMO algorithm is only able to obtain 12.1 and 6.2 global optima respectively. Though 
SCGA was able to obtain 95 global optima for LA03, very few runs were successful. 
However, ANHGA was more successful as it was able to obtain 12.40 global optima on 
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average (for more simulations) while the proposed MMO algorithm obtained 8.9. For 
LA04, ANHGA obtained an average of 19.50 global optima while the proposed algorithm 
obtained 7.60. Lastly, for LA05, both RCS and RCS_PSM obtained 100.00 global optima 
while the proposed algorithm only obtained 25.50 It is evident from the results in Table 6 
that the proposed MMO algorithm is unable to obtain as many global optima as the 
algorithms used by Perez et al.. It should be noted that the iteration limit was set to 10,000 
for MT06, LA01-LA05 and 20,000 for MT10 and MT20 when being solved using the 
proposed algorithm. These numbers were much higher, 100,000 – 300,000, when solved 
by Perez et al.. The low number of iterations could be a cause of the fewer number of global 
optima obtained by the proposed algorithm. Thought the number of global optima were 
lower, the proposed MMO algorithm has equal or better convergence than any of the 
algorithms used by Perez et al. while requiring fewer iterations 
Lastly, as stated earlier, the total number of global optima encountered by the 
proposed MMO algorithm during its iterations are also stored. These numbers are given in 
Table 24 and along with the known number of different global optima. 
Table 24. Known global optima to date and different global optima encountered by 
the proposed algorithm 
 MT06 MT10 MT20 LA01 LA02 LA03 LA04 LA05 
Different 
global optima 
known to date 






22 - - 64921 2388 194 1225 335606 
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Since the proposed MMO algorithm is unable to converge to the global optima for 
MT10 and MT20, the corresponding values are 0 in Table 24. For LA01, LA04, and LA05 
the proposed MMO algorithm is able to find 38108, 1082, and 287,135 new solutions. 
Though it only found some of the known solutions for the remaining problems, the number 
of global optima encountered for problems LA01-LA05 are much larger than the 
population size (100). These results show that the algorithm is able to search the solution 
space effectively and find a large amount of global optima and the number of encountered 
by the algorithm is not just limited to the population size. 
6.3 MMO of benchmark PFSSP 
Permutation flow-shop scheduling problem (PFSSP), a variation of the classical flow-
shop scheduling problem (FSSP), is a problem in operation research in which n ideal jobs, 
J1, J2, …, Jn, of varying processing times are assigned to m resources (usually machines). 
The objective is to allocate the available resources to the jobs to maximize (or minimize) 
performance indicators such as makespan, tardiness etc. In classical FSSP, for n jobs on m 
machines, there are (n!)m different alternatives for sequencing jobs on machines, while in 
permutation problems, the search space is reduced to n!. PFSSP has the same constraints 
as JSSP but with an additional constraint that all the jobs must enter the machines in the 
same order.  
Since PFFSP are commonly encountered in production environment, researchers have 
come up with many techniques to optimize their key performance indicators (KPIs). Liu 
and Liu [98] used a hybrid discrete artificial bee colony algorithm for minizine the 
makespan in PFSSP. They utilized Greedy Randomized Adaptive Search Procedure 
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(GRASP) to create the initial population and operators such as insert, swap, path relinking 
to generate new solutions. The authors also improved the local search by further optimizing 
the best solution. When applied to PFFP, their algorithm had superior performance 
compared to other algorithms such as particle sawm optimization (PSO) algorithm, hybrid 
genetic algorithm (HGA), etc. Govindan et al. [99] combined decision tree (DT) and scatter 
search (SS) algorithms to solve PFSSP. DT was used initially to convert the problem into 
a tree structure using the entropy function followed by SS to do an extensive investigation 
of the solution space. Simulation results and statistical test comparisons showed the 
advantage to the authors proposed algorithm. Ancău [100] proposed two algorithms for 
solving PFSSP 1. A constructive greedy heuristic (CG) and 2. Stochastic greedy heuristic 
(SG). The CG was based on a greedy selection while the SG was a modified version of CG 
with iterative stochastic start. The authors validated the proposed algorithms by using them 
to solve benchmark problems and the results showed that the algorithm was able to come 
within 6% of the best-known solution. Zobolas et al. [101] created a hybrid algorithm by 
combining greedy heuristic, GA, and variable neighborhood search (VNS) algorithm. The 
hybrid algorithm was able to take advantage of both GA and VNS and obtain the best-
known makespan for the benchmark problems in short computational time.   
In contrast to the work available in the optimization of PFSSP, no work has been done 
in the MMO of PFSSP. Therefore, the proposed MMO algorithm proposed is utilized for 
the MMO of PFSSP. However, a few changes are made to the operators of GA as the 
constraints in PFSSP are different than those in JSSP. 
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6.3.1 Modelling of PFSSP 
Similar to the MMO of JSSP, the objective in MMO of PFSSP is to find the 
sequence of operations that would lead to a minimization of makespan. As the jobs must 
be processed in the same order on each machine in PFSSP, a solution is created using 
permutation encoding for a single machine. However, unlike JSSP, the length of the 
chromosome would only be three for a 3x3 problem.  
In the modified crossover operator, half the number of jobs of the problem under 
consideration are randomly select. Next, the corresponding genes are switched in both the 
parents. An example of the crossover process is shown in Figure 29 for a FSSP with nine 
jobs. In the example, jobs 2, 3, 4, 5, 6, and 9 are randomly chosen and the corresponding 
genes ([3,2,4,9,5,6] in Parent A and [2,3,6,9,5,4] in Parent B) are switched. The crossover 
operator is again limited to solutions belonging to the same cluster in order to preserve 
some features of the cluster. Similarly, in the mutation operator, half the jobs are randomly 
chosen and their corresponding location within the solution is switched. An example of the 
mutation operator is shown in Figure 30. As it can be seen from Figure 29and Figure 30, 
using the crossover and mutation operator only creates feasible solution. 
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1 3 2 4 9 5 8 6 7Parent A
1 7 8 2 3 6 9 5 4Parent B
1 8 7Child A 
1 7 8Child B 
3 2 4 9 5 6
2 3 6 9 5 4
1 2 3 6 9 5 8 4 7
1 7 8 3 2 4 9 5 6
 
Figure 29. Example demonstrating the modified crossover operator used in the 
MMO of PFSSP 
 
1 3 2 5 6 9 7 4 8
1 2 3 6 5 4 7 9 8
 
Figure 30. Example demonstrating the modified mutation operator used in the 
MMO of PFSSP 
 The feature used to cluster each solution was defined as the order of operations of 
jobs of that particular solution. For example, the feature of Parent A shown in Figure 29 




6.3.2 Experimental Study 
Next, to measure the performance of the proposed MMO algorithm, it is used for the 
MMO of multiple PFSSP. The sharing fitness algorithm and clearing method (CM) used 
by Perez et al. for the MMO of JSSP are also utilized for the MMO of PFSSP. The 
performance of the three algorithms are then compared using 18 benchmark problems from 
various datasets. The first nine problems are proposed by Carlier (1978), the next eight are 
proposed by Reeves (1995) and the last one is proposed by Heller (1960). To better assess 
the algorithms, 10 independent simulations are performed for each test problems. The 
performance of the algorithms used is then measured based on four indicators: 1. The best 
solution found in the 10 simulations, 2. The mean value and the standard deviation of the 
optimal solution found for the 10 simulations, 3. The number of times the algorithms 
converged to the best optimal solution and 4. The average number of best optimal solutions 
found for the 10 simulations. For indicator number 4, only simulations in which the 
algorithm converged to the best solution from (1) are taken into consideration i.e. if the 
algorithm only converged to the best solution in 4 out of the 10 simulations, then the 
average number of optimal solutions found is calculated using those 4 simulations. The 
parameters used for the three algorithms are determined after numerous simulations and 












Number of clusters = 3 
Sharing 
Fitness 
share = 0  = 1 
Clearing 
Method 
share = 10 
Maximum 
niche size = 1 
 
6.3.2.1 The best solution found 
As mentioned above, 10 independent simulations are ran for each test problem using 
the algorithms. The first method used to compare the performance of these algorithms is 
by observing the best solution obtained in 10 simulations. The results obtained by these 
algorithms are also compared to the best-known solution in available in literature. These 
results are shown in Table 26.  








Sharing fitness CM 
Rec-01 1247 1249 1249 1379 
Rec-03 1109 1111 1114 1187 
Rec-05 1242 1245 1245 1307 
Rec-07 1566 1566 1589 1733 
Rec-09 1537 1537 1600 1706 
Rec-11 1431 1431 1475 1614 
Rec-13 1930 1954 1980 2145 
Rec-15 1950 1962 2007 2156 
Rec-17 1902 1919 1989 2178 
     
Car-01 7038 7038 7038 7038 
Car-02 7166 7166 7166 7565 
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Sharing fitness CM 
Car-03 7312 7312 7312 7399 
Car-04 8803 8803 8003 8410 
Car-05 7720 7720 7720 7720 
Car-06 8505 8505 8505 8505 
Car-07 6590 6590 6590 6590 
Car-08 8366 8366 8366 8366 
     
Hel-02 137 137 139 154 
 
 According to Table 26, of the algorithms used for the MMO of PFSSP, both the 
proposed MMO algorithm and sharing fitness algorithm are able to find the best-known 
solutions for all the Carlier benchmark problems while CM is able to find the best-known 
solution for Car-01, 05, 06, 07, and 08. For the Reeves problems, the proposed MMO 
algorithm has the best performance as it is able to converge to the best-known solution for 
Rec-07 and 09 and is within 1% for rest of the problems. Sharing fitness and CM are unable 
to converge to any of the best-known solutions for the Reeves problems and are within 4% 
and 15% of the best-known solutions. Similarly, only the proposed MMO algorithm 
converges to the best-known solution of the Heller problem while sharing fitness and CM 
are unable to. These results indicate that the proposed MMO algorithm has the best 
performance in terms of finding the best optimal solution.  
6.3.2.2 Mean value and standard deviation of the optimal solution 
Next, to evaluate the stability of the algorithms, the mean value and the standard 
deviation of the optimal solution found in the 10 simulations are calculated. Since these 
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are 10 independent simulations, the starting points are randomized in each simulation. 
These results are shown in Table 27.  
Table 27. Mean value and standard deviation of the optimal solution found after 10 
independent simulations using the different algorithms 
Problem Number 
Mean value and 
standard deviation 
of the optimal 
solution found 
using the proposed  
MMO algorithm 
Mean value and 
standard deviation 
of the optimal 
solution found 
using the sharing 
fitness 
Mean value and 
standard 
deviation of the 
optimal solution 
found using CM 
Rec-01 1249.00 ± 0.00 1302.30 ± 30.65 1429.40 ± 29.14 
Rec-03 1111.00 ± 0.00 1136.4 ± 15.61 1246.50 ± 29.01 
Rec-05 1245.00 ± 0.00 1266.20 ± 39.63 1360.90 ± 25.59 
Rec-07 1579.00 ± 8.07 1622.20 ± 25.21 1771.20 ± 24.48 
Rec-09 1567.70 ± 16.54 1625.40 ± 12.29 1767.60 ± 30.15 
Rec-11 1440.80 ± 11.78 1505.2 ± 21.82 1669.00 ± 29.45 
Rec-13 1956.90 ± 2.28 2029.50 ± 30.87 2218.70 ± 38.50 
Rec-15 1974.30 ± 6.31 2026.80 ± 12.92 2189.30 ± 20.34 
Rec-17 1944.30 ± 11.62 2024.60 ± 20.67 2219.13 ± 21.71 
    
Car-01 7038.00 ± 0.00 7038.00 ± 0.00 7468.50 ± 276.02 
Car-02 7166.00 ± 0.00 7166.00 ± 0.00 7862.30 ± 163.70 
Car-03 7312.00 ± 0.00 7351.40 ± 43.06 7832.50 ± 266.94 
Car-04 8803.00 ± 0.00 8813.40 ± 32.89 8468.30 ± 70.84 
Car-05 7720.00 ± 0.00 7759.70 ± 38.77 7731.20 ± 16.48 
Car-06 8505.00 ± 0.00 8550.50 ± 31.40 8511.50 ± 20.55 
Car-07 6590.00 ± 0.00 6600.60 ± 22.37 6590.00 ± 0.00 
Car-08 8366.00 ± 0.00 8366.00 ± 0.00 8366.00 ± 0.00 
    
Hel-02 137.00 ± 0.00 143.00 ± 1.89 155.90 ± 1.45 
 
For the Reeves problems, the proposed MMO algorithm has the best performance as its 
average optimal value is much closer to the best-known solution than that of sharing fitness 
and CM. The standard deviation varies between 0.00 and 16.54 for the proposed MMO 
algorithm while it varied between 15.61 and 39.63 for sharing fitness and 20.34 and 30.15 
for CM.  Similar results are obtained for the Carlier problems. The proposed MMO 
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algorithm is always able to converge to the best-known solution and therefore, has a 
standard deviation of 0.00. Sharing fitness has a 100% convergence rate to the best-known 
solutions of problems 1, 2, and 8 while CM has a 100% convergence rate to the best-known 
solutions of problems 7 and 8. For the rest of the problems, the standard deviation varies 
between 22.37 and 43.06 for sharing fitness and 20.55 and 276.02 for CM.  Lastly, for 
Heller, the proposed MMO algorithm again has a 100% convergence rate to the best-known 
solution while sharing fitness and CM are unable to do so. These results show the 
robustness of the proposed MMO algorithm i.e. its ability to converge to the best optimal 
solution consistently.  
6.3.2.3 Number of times the algorithm converged to the optimal solution 
To ensure that the algorithms can find multiple solutions consistently, the number of 
simulations in which the algorithms converge to the best-known solution (NC) is also 
recorded. Since none of the algorithms converge to majority of the best-known solution 
for the Reeves problems, the best optimal solution found is used instead. For example, the 
best-known solution for Rec-01 is 1247 while the best optimal solution found by the 
algorithms is 1249, therefore, 1249 is used to calculate NC. The results for NC are given in 
Table 28. 
Table 28. Number of simulations in which the algorithms are able to converge to the 
best optimal solution (NC) 
Problem Number 
NC obtained using 
the proposed 
MMO algorithm 
NC obtained using 
sharing fitness 
NC obtained using 
CM 
Rec-01 2 1 0 
Rec-03 8 0 0 
Rec-05 1 0 0 
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Table 28 continued. 
Problem Number NC obtained using 
the proposed 
MMO algorithm 
NC obtained using 
sharing fitness 
NC obtained using 
CM 
Rec-07 10 0 0 
Rec-09 10 0 0 
Rec-11 4 0 0 
Rec-13 1 0 0 
Rec-15 2 0 0 
Rec-17 1 0 0 
    
Car-01 10 10 2 
Car-02 10 10 0 
Car-03 10 4 0 
Car-04 10 9 0 
Car-05 10 3 6 
Car-06 10 3 9 
Car-07 10 8 10 
Car-08 10 10 10 
    
Hel-02 10 0 0 
 
 Since CM has the worst optimal solution of the three algorithms for the Reeves 
problems its NC’s are 0. Similarly, sharing fitness is unable to find the best optimal solution 
for all but problem 1 and therefore, its NC’s for those problems is 0. The proposed MMO 
algorithm has the best performance of the three algorithms compared. It has a NC of 10 for 
problems 7 and 9, 1 for problems 5, 13, and 17, 2 for problems 1 and 15, 4 for problem 11, 
and 8 for problem 3.  
 As the proposed MMO algorithm has a 100% convergence rate to the best-known 
solution for all the Carlier problems, its NC’s for them is 10. Sharing fitness also has a NC 
of 10 for problems, 1, 2, and 8 and has a NC of 4, 9, 3, 3, and 8 for the remaining problems. 
CM has the worst performance as it is unable to converge to the best-known solution for 
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problems 2, 3, and 4. It has an NC of 2, 6, and 9 for problems 1, 5, and 6 respectively and 
had an NC of 10 for problems 7, and 8. Lastly, for the Heller problem, the proposed MMO 
algorithm has an NC of 10 while the other two algorithms have an NC of 0. These results 
further solidify the argument that the proposed MMO algorithm has the best performance 
of the three algorithms as it is able to converge to the best optimal solution consistently. 
6.3.2.4 Average number of best optimal solutions found (NO) 
Lastly, the average number of best optimal solutions found for each test problem using 
the different algorithms is compared. For this index, only simulations that have a NC of 
greater than 0 are used. For example, since the proposed MMO algorithm has a NC of two 
for Rec-01, NO is calculated using the results of those two simulations. NO for the different 
test problems using the different algorithms are given in Table 29.  













Rec-01 6.60 18.00 0.00 
Rec-03 6.80 0.00 0.00 
Rec-05 4.20 0.00 0.00 
Rec-07 3.00 0.00 0.00 
Rec-09 4.00 0.00 0.00 
Rec-11 3.00 0.00 0.00 
Rec-13 3.00 0.00 0.00 
Rec-15 2.00 0.00 0.00 
    
Rec-17 3.00 0.00 0.00 
    
Car-01 37.90 40.00 58.50 
Car-02 30.40 9.89 0.00 
Car-03 6.20 1.25 0.00 
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Car-04 13.5 8.67 0.00 
Car-05 1.90 1.00 1.00 
Car-06 1.00 1.00 1.00 
Car-07 1.00 1.00 1.00 
Car-08 1.00 1.00 1.00 
    
Hel-02 6.30 0 0.00 
 Like the previous three indicators, the proposed MMO algorithm has significantly 
better performance than sharing fitness and CM. Though sharing fitness is able to find 18 
solutions for Rec-01, it is unable to find multiple optimal solutions for rest of the Reeves 
problems. The proposed MMO algorithm is able to find 2 to 6.8 optimal solutions for all 
the Reeves problems. CM is unable to find multiple best optimal solutions for any of the 
Reeves problems as it never converged to the best optimal solution. 
Though both CM and sharing fitness are able to find more best optimal solutions 
compared to the proposed algorithm for Car-01, their performance is worse for problems 
2,3,4, and 5. The proposed MMO algorithm found 30.40, 6.20, 13.50, and 1.90 different 
best-known solutions on average for those problems while sharing fitness only obtained 
9.89, 1.25, 8.67 and 1.00 and CM obtained 0.00 for all of them. All the algorithms are only 
able to find 1.00 different optimal solutions for problems 6-8 indicating that the global 
optimal solution is a unique one. Lastly, for the Heller problem, the proposed MMO 
algorithm again has the best performance as it is able to obtain 6.30 different best-known 
solutions on average while both sharing fitness and CM obtained 0.00. These results 
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indicate that the proposed algorithm is able to consistently converge to the best optimal 
solution for all the test problems while finding multiple best optimal solutions. 
6.3.2.5 Hybrid Algorithm 
 An attempt is also made to combine the proposed MMO algorithm with sharing 
fitness to take advantage of both the algorithms i.e. the ability of the proposed algorithm to 
consistently converge to the best optimal solution and the ability of sharing fitness to find 
multiple best optimal solutions. The above task is accomplished by calculating the distance 
used in the sharing fitness method using the feature matrix of the proposed MMO 
algorithm. This distance is calculated using Equation (53). 
 ( , ) = i jd i j F F  (53) 
Where, Fi is the feature matrix of Individual i and Fj is the feature matrix of 
Individual j. For the hybrid algorithm, a share  value of 10 is used. The results obtained using 
the new hybrid algorithm are compared to the best results obtained from the proposed 
MMO algorithm, sharing fitness and CM. These results are given  
Table 30. Comparison of the best optimal solution found using the new hybrid 
algorithm and the previous three algorithms 
Problem Number 
Best optimal solution 
found using the new 
hybrid algorithm 
Best optimal solution 
found using previous 
three algorithms 
Rec-01 1280 1249 
Rec-03 1124 1111 
Rec-05 1249 1245 
Rec-07 1584 1566 
Rec-09 1590 1537 
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Table 30 continued. 
Problem Number Best optimal solution 
found using the new 
hybrid algorithm 
Best optimal solution 
found using previous 
three algorithms 
Rec-11 1457 1431 
Rec-13 2003 1954 
Rec-15 2012 1962 
Rec-17 2008 1919 
   
Car-01 7038 7038 
Car-02 7166 7166 
Car-03 7312 7312 
Car-04 8803 8803 
Car-05 7720 7720 
Car-06 8505 8505 
Car-07 6590 6590 
Car-08 8366 8366 
   
Hel-02 139 137 
 
Table 31. Comparison of the mean value and standard deviation of the optimal 
solutions found using the new hybrid algorithm and from the previous three 
algorithms 
Problem Number 
Best mean value and 
standard deviation of the 
optimal solution found 
using the new hybrid 
algorithm 
Best mean value and 
standard deviation of the 
optimal solution found 
using the previous three 
algorithms 
Rec-01 1310.60 ± 17.66 1249.00 ± 0.00 
Rec-03 1139.80 ± 13.10 1111.00 ± 0.00 
Rec-05 1269.60 ± 11.28 1245.00 ± 0.00 
Rec-07 1623.90 ± 29.44 1579.00 ± 8.07 
Rec-09 1617.70 ± 18.60 1567.70 ± 16.54 
Rec-11 1457.20 ± 17.76 1440.80 ± 11.78 
Rec-13 2042.20 ± 21.90 1956.90 ± 2.28 
Rec-15 2047.60 ± 30.31 1974.30 ± 6.31 
Rec-17 2028.00 ± 13.72 1944.30 ± 11.62 
   
Car-01 7038.00 ± 0.00 7038.00 ± 0.00 
Car-02 7187.00 ± 66.41 7166.00 ± 0.00 
Car-03 7382.10 ± 27.89 7312.00 ± 0.00 
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Table 31 continued. 
Problem Number 
Best mean value and 
standard deviation of the 
optimal solution found 
using the new hybrid 
algorithm 
Best mean value and 
standard deviation of the 
optimal solution found 
using the previous three 
algorithms 
Car-04 8803.00 ± 0.00 8803.00 ± 0.00 
Car-05 7745.70 ± 18.37 7720.00 ± 0.00 
Car-06 8561.20 ± 71.27 8505.00 ± 0.00 
Car-07 6605.90 ± 25.60 6590.00 ± 0.00 
Car-08 8366.00 ± 0.00 8366.00 ± 0.00 
   
Hel-02 143.10 ± 1.66 137.00 ± 0.00 
 
Table 32. Comparison of the Nc found using the new hybrid algorithm and the 
previous three algorithms 
Problem Number 
NC obtained using the 
new hybrid algorithm 
Best NC obtained using 
the previous three 
algorithms 
Rec-01 0 2 
Rec-03 0 8 
Rec-05 0 1 
Rec-07 0 10 
Rec-09 0 10 
Rec-11 0 10 
Rec-13 0 1 
Rec-15 0 2 
Rec-17 0 1 
   
Car-01 10 10 
Car-02 9 10 
Car-03 1 10 
Car-04 10 10 
Car-05 2 10 
Car-06 4 10 
Car-07 7 10 
Car-08 10 10 
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Hel-02 0 10 
 
Table 33. Comparison of the NO using the new hybrid algorithm and the previous 
three algorithms 
Problem Number 
NO  obtained using the 
new hybrid algorithm 
Best NO obtained using 
the previous three 
algorithms 
Rec-01 0.00 18.00 
Rec-03 0.00 4.20 
Rec-05 0.00 3.00 
Rec-07 0.00 4.00 
Rec-09 0.00 3.00 
Rec-11 0.00 3.00 
Rec-13 0.00 2.00 
Rec-15 0.00 3.00 
Rec-17 0.00 6.80 
   
Car-01 33.80 58.50 
Car-02 17.11 30.40 
Car-03 1.00 6.20 
Car-04 12.20 13.5 
Car-05 1.00 1.90 
Car-06 1.00 1.00 
Car-07 1.00 1.00 
Car-08 1.00 1.00 
   
Hel-02 0.00 6.30 
  
As it can be seen from the results above, the new hybrid algorithm is able to achieve 
the same best optimal makespan for the Carlier problems but not for the Reeves and Heller 
problems. In terms of the mean value and standard deviation of the optimal solution found, 
the new hybrid algorithm has similar performance to the best results obtained using the 
previous three algorithms for Carlier problems 1, 4, and 8 while it has higher mean value 
and standard deviation for rest of the benchmark problems. When comparing Nc, the hybrid 
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algorithm is able to converge to the best optimal solutions in all 10 simulations for Carlier 
problems 1, 4, and 8 but is unable to achieve similar results for the remaining problems. In 
terms of NO, the new hybrid algorithm is unable to obtain more optimal solutions for any 
of the benchmark problems. These results indicate that the new hybrid algorithm did not 
have a superior performance compared to the best performance obtained using the previous 
three algorithms.  
 The results from the MMO of the benchmark PFSSP show that the proposed MMO 
algorithm has the best performance in terms of the best optimal solution found, the mean 
value and standard deviation of the optimal solution found, number of times the algorithm 
converges to the best optimal solution, and different amount of best optimal solutions 
found. 
6.4 MMO of AJSSP 
Since the proposed MMO algorithm showed promising results when utilized for the 
MMO of JSSP and PFSSP, it is utilized for the MMO of AJSSP. The feature matrix used 
in the proposed algorithm has to be redefined as AJSSP has different features than JSSP 
and PFSSP i.e. not even job will visit all the machines on the shop floor.  Therefore, for 
AJSSP, the feature matrix of a solution is calculated by taking the difference between two 
machines with the same amount of jobs.  
The AJSSP problems proposed by Dileeplal et al. are used to test the algorithms. To 
better assess the algorithms, 10 independent simulations are performed for each test 
problems. The performance of the algorithms used is measured based on four indicators: 
1. The best solution found in the 10 simulations, 2. The mean value and the standard 
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deviation of the optimal solution found for the 10 simulations, 3. The number of times the 
algorithms converged to the best optimal solution and 4. The average number of best 
optimal solutions found for the 10 simulations. For indicator number 4, only simulations 
in which the algorithm converged to the best solution from (1) are taken into consideration 
i.e. if the algorithm only converged to the best solution in 4 out of the 10 simulations, then 
the average number of optimal solutions found was calculated using those 4 simulations. 
The parameters used for the three algorithms were determined after numerous simulations 
and are given in Table 34.  








Number of clusters = 3 
Sharing 
Fitness 
share = 0  = 1 
Clearing 
Method 
share = 50 
Maximum 
niche size = 1 
 
6.4.1.1 The best solution found. 
As mentioned above, 10 independent simulations are ran for each test problem using 
the algorithms. The first method used to compare the performance of these algorithms is 
observing the best solution obtained by each algorithm during those 10 simulations. The 
results obtained by these algorithms are also compared to the results obtained by Dileeplal 
et al. These results are shown in Table 34.   
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1 78 77 78 81 
2 88 88 88 93 
3 100 98 99 101 
4 110 110 110 113 
5 135 135 135 136 
6 125 125 125 128 
7 118 110 118 117 
8 129 129 134 136 
  
According to Table 35, of the algorithms used for the MMO, the proposed MMO 
algorithm is able to find the best solutions for problems 1 (77), 3 (98), 7 (110), and 8 (129). 
The solutions for problems 1, 3, and 7 represent an improvement of 1.28%, 2.00%, and 
6.78% respectively compared to the solutions found by Dileeplal et al.. For problems 2, 4, 
5, and 6 both, the proposed MMO algorithm and sharing fitness are able to find the same 
best optimal solutions of 88, 110, 135, and 125 respectively. For all the test problems, CM 
is unable to obtain the best optimal solution, however, it has slightly better performance 
than sharing fitness for problem 7 (117 vs 118). These results indicate that the proposed 
MMO algorithm has the best performance in terms of finding the best optimal solution.  
6.4.1.2 Mean value and standard deviation of the optimal solution. 
Next, to evaluate the stability of the algorithms, the mean value and the standard 
deviation of the optimal solution found in the 10 simulations is calculated. Since these are 
 123 
10 independent simulations, the starting points are randomized in each simulation. Since 
no information was provided by Dileeplal et al. about the mean value and standard 
deviation of the best optimal solution found, the results were only compared for the 
proposed algorithm, sharing fitness, and CM. These results are shown in Table 36.  
Table 36. Mean value and standard deviation of the optimal solution found after 10 
independent simulations using the different algorithms 
Problem Number 
Mean value and 
standard deviation 
of the optimal 
solution found 
using the proposed 
MMO algorithm 
Mean value and 
standard deviation 
of the optimal 
solution found 
using the sharing 
fitness 
Mean value and 
standard 
deviation of the 
optimal solution 
found using CM 
1 77.80 ± 0.42 81.40 ± 1.51 84.40 ± 1.90 
2 88.40 ± 0.97 90.30 ± 1.70 99.50 ± 2.84 
3 99.50 ± 0.71 101.60 ± 0.97 101.78 ± 0.44 
4 110.00 ± 0.00 111.50 ± 1.96 114.80 ± 1.62 
5 135.00 ± 0.00 135.00 ± 0.00 142.10 ± 3.28 
6 125.00 ± 0.00 125.80 ± 1.40 133.80 ± 4.92 
7 113.90 ± 1.60 118.90 ± 0.74 120.70 ± 1.95 
8 130.70 ± 0.95 136.40 ± 1.17 138.90 ± 2.13 
 
For problems 1, 2, 3, 4, 6, 7, and 8 the proposed MMO algorithm is able to obtain better 
a mean value and standard deviation of the optimal solution compared to sharing fitness 
and CM. For problems 4, 5, and 6 the proposed MMO algorithm has a mean value of 
110.00, 135.00, and 125.00 and standard deviation of 0.00 indicating that the algorithm is 
able to converge to the best optimal solution in all of the simulations. Sharing fitness is 
also able to converge to the best optimal solution in all of the simulations for problem 5 
and has better performance compared to CM. These results show the robustness of the 
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proposed MMO algorithm i.e. its ability to converge to the best optimal solution 
consistently.  
6.4.1.3 Number of times the algorithm converged to the optimal solution. 
To ensure that the algorithms can find multiple solutions consistently, the number of 
simulations in which the algorithms converge to the best optimal solution (NC) is also 
recorded. Here, only simulations in which the algorithms converge to the best optimal 
solution is recorded i.e. if the best optimal solution is 77 while the algorithm only 
converged to this solution 4 out of the 10 solutions, then NC is 4. The results for NC are 
given in Table 4. 
Table 37. Number of simulations in which the algorithms were able to converge to 
the best optimal solution (NC) 
Problem Number 
NC obtained using 
the proposed MMO 
algorithm 
NC obtained using 
sharing fitness 
NC obtained using 
CM 
1 2 0 0 
2 8 0 0 
3 1 0 0 
4 10 6 0 
5 10 10 0 
6 10 3 0 
7 1 0 0 
8 2 0 0 
 
 Since CM is unable to find the best optimal solution (Table 35), its NC for all 
problems is 0. Similarly, sharing fitness is to find the best optimal solution for problems 1, 
2, 3, 7, and 8, therefore, its NC for those problems is 0. Sharing fitness, however, is able to 
converge to the best optimal solution for problems 4, 5, and 6 and its NC for those problems 
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is 6, 10 and 3 respectively. The proposed MMO algorithm has the best performance of the 
three algorithms compared. It had a NC of 10 for problems 4, 5, and 6, 8 for problem 2, 2 
for problems 1, and 8, and 1 for problem 3 and 7. These results further solidify the argument 
that the proposed MMO algorithm is able to converge to the best optimal solution 
consistently. 
6.4.1.4 Average number of best optimal solutions found (NO) 
Lastly, the average number of best optimal solutions found for each test problem using 
the different algorithms is compared. Similar to the section above, only simulations that 
have a NC of greater than 0 are used. For example, since sharing fitness has a NC  of 6 for 
problem 4, NO is calculated using the results of those 6 simulations. NO for the different test 
problems using the different algorithms are given in Table 5.  
Table 38. Average number of best optimal solutions found (NO) using the different 
algorithms 
Problem Number 
NO  obtained using 
the proposed 
MMO algorithm 




1 6.50 0.00 0.00 
2 5.75 0.00 0.00 
3 2.00 0.00 0.00 
4 16.40 200.00 0.00 
5 33.40 200.00 0.00 
6 14.60 199.71 0.00 
7 2.00 0.00 0.00 
8 8.00 0.00 0.00 
 
 Unlike the previous three indicators, sharing fitness has significantly better 
performance than the proposed algorithm and CM. For the problems where sharing fitness 
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has an NC of greater than 0 (4, 5, and 6), it is able to find almost 200 different best optimal 
solutions. In contrast, the proposed MMO algorithm is only able to find 16.40, 33.40, and 
14.60 different optimal solutions for those problems. However, unlike sharing fitness, since 
the proposed MMO algorithm is able to converge to the best optimal solutions for the 
problems 1, 2, 3, 7, and 8, it has a NO of 6.50, 5.75, 2.00, 2.00, and 8.00 for those problems 
respectively. As CM is unable to converge to the best optimal solution for any of the 
problems, its NO is 0 for all of them. These results indicate that though the proposed MMO 
algorithm is unable to find as many best optimal solutions as sharing fitness, it is able to 
consistently converge to the best optimal solution for all the test problems while finding 
multiple best optimal solutions. 
6.4.1.5 Hybrid algorithm 
 As sharing fitness is able to find much more best optimal solutions than the 
proposed algorithm, it is again combined with the proposed algorithm in order to create a 
hybrid algorithm. Similar to the hybrid algorithm used in Section 6.2 and Section 6.3, the 
hybrid algorithm in this section utilizes the feature matrix used in the proposed algorithm 
for sharing fitness. For the hybrid algorithm, the value of share  is changed to 500. The 
performance of the hybrid algorithm is then compared to the performances of best solutions 
found using the three methods. The results are given in the Tables below. 
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Table 39. Comparison of the best optimal solution found using the new hybrid 










1 78 77 
2 88 88 
3 98 98 
4 110 110 
5 135 135 
6 125 125 
7 114 110 
8 131 129 
 
 
Table 40. Comparison of the mean value and standard deviation of the optimal 
solutions found using the new hybrid algorithm and from the previous three 
algorithms 
Problem Number 
Best mean value and 
standard deviation 
of the optimal 
solution found using 
the hybrid algorithm 
Best mean value and 
standard deviation 
of the optimal 
solution found using 
the previous three 
algorithms 
1 78.00 ± 0.02 77.80 ± 0.42 
2 88.70 ± 0.95 88.40 ± 0.97 
3 99.20 ± 0.63 99.50 ± 0.71 
4 110.00 ± 0.00 110.00 ± 0.00 
5 135.00 ± 0.00 135.00 ± 0.00 
6 125.00 ± 0.00 125.00 ± 0.00 
7 117.20 ± 1.32 113.90 ± 1.60 
8 132.70 ± 1.42 130.70 ± 0.95 
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Table 41. Comparison of the Nc found using the hybrid algorithm and the previous 
three algorithms 
Problem Number 
NC obtained using 
the hybrid algorithm 
Best NC obtained 
using the previous 
three algorithms 
1 0 2 
2 6 8 
3 1 1 
4 10 10 
5 10 10 
6 10 10 
7 0 1 
8 0 2 
 
Table 42. Comparison of the NO using the hybrid algorithm and the previous three 
algorithms 
Problem Number 
NO  obtained using 
the hybrid algorithm 
Best NO obtained 
using the previous 
three algorithms 
1 3.17 6.50 
2 3.00 5.75 
3 3.00 2.00 
4 3.50 200.00 
5 5.70 200.00 
6 3.10 199.71 
7 0.00 2.00 
8 0.00 8.00 
 
As it can be seen from Table 39, the hybrid algorithm is able to achieve the same 
best optimal makespan for problems 2-6 but is unable to do so for problems 1, 7, and 8. In 
terms of the mean value and standard deviation of the optimal solution found, the hybrid 
algorithm has better performance on problem 3 and is able to obtain the same results as the 
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previous three algorithms for problems 4, 5, and 6. For the remaining problems, the 
previous three algorithms provide has slightly better solutions than the hybrid algorithm. 
When comparing Nc, the new hybrid algorithm is able to converge to the best optimal 
solutions in all 10 simulations for problems 4, 5, and 6 and also has same performance as 
the previous three algorithms for problem 3. For problems 1, 2, 7, and 8, however, the 
previous three algorithms have slightly better performance. In terms of NO, the hybrid 
algorithm is able to obtain more optimal solutions on average for problem 3, but for the 
remaining problems, either the proposed algorithm or sharing fitness algorithm is able to 
provide more optimal solutions. These results indicate that the new hybrid algorithm does 
not have a superior performance compared to sharing fitness or the proposed algorithm. 
 The results from the application of the proposed MMO algorithm to various JSSP, 
PFSSP, and AJSSP demonstrate its capability to converge to best optimal solution 
consistently while finding multiple best optimal solutions. The hybrid algorithm created 
using the proposed MMO algorithm and sharing fitness algorithm is unable to match the 
performance of sharing fitness or the proposed MMO algorithm. It should also be noted 
that the proposed MMO algorithm is able to obtain similar or better results than sharing 
fitness and CM for JSSP, PFSSP, and AJSSP while requiring minor changes to the 
algorithm and its parameters. In contrast, sharing fitness and CM have parameters that are 
highly problem dependent and require significant fine tuning. 
6.5  Conclusion 
In this chapter, an algorithm is proposed for the MMO optimization of HCCOP, 
specifically AJSSP. This is accomplished by utilizing k-means clustering algorithm to 
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cluster the solutions of every generation, based on their features, and then using the 
algorithm proposed in CHAPTER 3 for optimization. Due to a lack of benchmark AJSSP, 
the performance of the proposed MMO algorithm is verified by its application for the 
MMO of JSSP and PFSSP. For the MMO of JSSP and PFSSP, GA is used for optimization 
instead of the algorithm proposed in CHAPTER 3. In Section 6.1, the proposed MMO 
optimization algorithm is introduced and its steps are outlined. 
 In Section 6.2, the proposed MMO algorithm is utilized for the MMO of benchmark 
JSSP.  First, it is demonstrated how GA is used to model a solution for JSSP followed by 
the feature matrix used to cluster solutions. Next, the crossover and mutation operators 
used to generate feasible solutions are developed. The performance of the proposed MMO 
algorithm is compared to the performance of the algorithms proposed by Luh and Chueh 
and Perez et al.  The results of the case studies show that the proposed MMO is able to find 
better and more optimal solutions than the algorithm proposed by Luh and Chueh and 
better, but fewer, optimal solutions than the algorithm used by Perez et al. The proposed 
MMO algorithm is also able to find new global optima for some of the benchmark problems 
that have not been reported in previous literature. 
In Section 6.3, the proposed MMO algorithm is utilized for the MMO of benchmark 
PFSSP.  First, it is demonstrated how GA is used to model a solution for PFSSP followed 
by the feature matrix used to cluster solutions. Next, the crossover and mutation operators 
used to generate feasible solutions are developed. Sharing fitness and CM algorithm are 
also modified and used for the MMO of PFSSP and the performance of the three algorithms 
is compared. The results show that the proposed MMO algorithm is able to obtain better 
and more best optimal solutions than sharing fitness and CM. A hybrid algorithm is next 
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developed by combining the proposed MMO algorithm and sharing fitness. However, the 
hybrid algorithm is unable to obtain better results than sharing fitness or the proposed 
MMO algorithm.  
  In Section 6.4, the proposed MMO algorithm is utilized for the MMO of 
benchmark AJSSP.  The feature matrix is again redefined as the constraints for AJSSP are 
different than those of JSSP and PFSSP. The proposed MMO algorithm along with sharing 
fitness and CM are used for the MMO of the AJSSP problems proposed by Dileeplal et al. 
Similar to the results obtained in Section 6.3, the proposed MMO has better performance 
than CM and sharing fitness. The hybrid algorithm was also unable to get better results 
than those obtained using the three algorithms. The results obtained in this Chapter show 
that the proposed MMO algorithm can be used for the MMO of various problems without 
having to significantly change its parameters unlike CM and sharing fitness. 
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CHAPTER 7. CONCLUSIONS AND FUTURE WORK 
7.1 Summary 
This dissertation presents a method to identify and optimize HCCOPs as well as an 
algorithm for the MMO of various scheduling and HCCOPs. The algorithm utilized to 
optimize HCCOPs is based on evolutionary computation while the MMO algorithm is 
created by combining the proposed optimization algorithm and a clustering technique. In 
CHAPTER 3, the abstract definition and common principles to identify HCCOPs are first 
developed. Next, to optimize the HCCOPs, a new versatile algorithm, based on 
evolutionary computation, is proposed. The algorithm is developed in a way such that only 
the feasible solution space is searched during the iterations of the algorithm in order to 
reduce its complexity. This is accomplished by utilizing the proposed initial solution 
generator, level-barrier based crossover, and level-barrier based mutation operator. The 
proposed operators ensure that the multi-level HCCs are always satisfied, thereby creating 
only feasible solutions.  
In CHAPTER 4, the proposed algorithm is utilized for the optimization of AJSSP. 
The optimization of AJSSP is first established as a HCCOP based on the definitions 
developed in CHAPTER 3. Next, it is demonstrated how the solution can be modeled using 
proposed operators of the algorithm. The performance of the proposed algorithm is verified 
by using it to optimize various AJSSP and comparing its performance to the performance 
of other algorithms used for the optimization of AJSSP. The proposed algorithm is able to 
obtain better or equivalent results than other algorithms for 75% of the problem. 
Convergence plots generated by varying the parameters of the algorithm are used to 
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demonstrate the robustness of the proposed algorithm. A complexity analysis of the 
proposed algorithm is also performed.  
  In CHAPTER 4, the proposed algorithm is utilized for the simultaneous 
optimization of NN structure and weights. First, it is demonstrated how the above problem 
can be classified as HCCOP using the definitions established in CHAPTER 3 followed by 
the procedure used to create feasible initial solutions as well as feasible solutions during 
rest of the iterations using the proposed algorithm. The performance of the proposed 
algorithm is verified by using it create a NN prediction model for four different case studies 
and comparing the prediction accuracy of the model created using the proposed algorithm 
to those created by other algorithms. The results show that prediction model created using 
the proposed algorithm had better prediction accuracy than prediction models created using 
classical NN, ANFIS, regression analysis, and gaussian-process regression. 
In CHAPTER 6, an algorithm is proposed for the MMO optimization of HCCOPs. 
This is accomplished by combining k-means clustering algorithm with the algorithm 
proposed for the optimization of HCCOPs. Due to a lack of benchmark problems for 
AJSSP, the performance of the proposed MMO algorithm is validated by using it for the 
MMO of JSSP and PFSSP. For the MMO of JSSP and PFSSP, the proposed algorithm for 
the optimization of HCCOPs is replaced with GA. The performance of the proposed MMO 
algorithm is compared to other algorithms used for MMO and the results show that the 
proposed MMO algorithm is able to obtain better but fewer optimal solutions for JSSP and 
better and more optimal solutions for PFSSP. When utilized for the MMO of AJSSP, the   
proposed algorithm has much better performance than other algorithms. The MMO results 
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show that the proposed algorithm can be applied to different problems without significantly 
changing the parameters of the algorithm. 
7.2 Conclusions 
The research presented in this dissertation was driven by the need for a methodology 
to identify HCCOPs and a versatile algorithm for their optimization. The research has 
shown that there are some common principles amongst different HCCOPs that can be used 
to classify them as such. The proposed algorithm was based on evolutionary computation 
and was developed in a way such that only the feasible solution space was searched which 
reduces its computation complexity. When utilized for the optimization of various AJSSP, 
the proposed algorithm had better results than SGA and generally better solutions than the 
algorithm proposed by Dileeplal et al. The NN prediction model built using the proposed 
algorithm also had better prediction accuracy than other methods used in published 
literature. The successful application of the proposed algorithm to different HCCOPs 
without requiring immense changes demonstrate its versatility. 
MMO optimization of the HCCOPs is also an important topic as a single solution 
may satisfy the initial objective function, it might not be applicable in real-life. The MMO 
algorithm was developed by combining a clustering algorithm with the proposed algorithm 
for the MMO of HCCOPs and GA for the optimization of JSSP and PFSSP. The results 
from the MMO of JSSP show that the MMO algorithm was able to obtain better results 
while requiring fewer iterations than other algorithms used.  Similar results were obtained 
when the proposed MMO algorithm was utilized for the MMO of PFSSP and AJSSP. The 
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proposed MMO algorithm was able to obtain these results without requiring significant 
changes being made to its parameters which demonstrates its ease of use. 
7.3 Contributions 
The intellectual contributions of the research presented are as follows: 
• Proposed a methodology to identify and model HCCOPs. 
• Developed an algorithm to optimize various HCCOPs without requiring 
significant changes.  
• Validated the performance of the methodology and the proposed algorithm 
by using it to optimize various AJSSP and for the simultaneous optimization 
of NN structure and weights and comparing the results obtained with 
published results. 
• Developed an algorithm for the MMO of JSSP, PFSSP, and HCCOPs (AJSSP 
specifically). The proposed MMO is capable of performing MMO for the 
specified problems without requiring significant changes. 
• Validated the performance of the proposed MMO algorithm with other 
researchers’ published results. 
The work presented in this dissertation has also been successfully applied for several 
industrial applications. It has been used to create a NN prediction model for advanced 
manufacturing processes such as electrochemical micro-machining (EMM) and freeform 
electrochemical machining (ECM). The proposed MMO algorithm has been utilized to 
obtain multiple optimal process parameter combinations for the process of EMM and ECM. 
The methodology developed in CHAPTER 3 has been utilized to classify scheduling 
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problem encountered in a manufacturing industry as well as the production of stator core 
as HCCOPs. The algorithm has also been utilized successfully for optimization the process 
parameters in the production of stator core. 
7.4 Limitations 
This research explores the identification and optimization of HCCOPs yet it suffers 
several limitations. 
1. Optimization of AJSSP: As demonstrated in CHAPTER 4, new solutions are 
generated using the level-barrier based crossover and level-barrier based mutation 
operators. However, if the problem under consideration only has one level of dependent 
variables, then the level-barrier based crossover operator cannot be utilized. A problem 
with only one level of dependent variables will only have a single 1st level gene. As the 
level-barrier based crossover operator changes the position of entire genes in two 
different solutions, switching the position of the 0th or 1st level gene in a problem with 
one level of dependent variables would result in the duplication of the parents. 
Similarly, unless each level has multiple genes of the exact same length, the level-
barrier based mutation operator cannot be utilized. This severely impacts the 
performance of the algorithm as mutation is a crucial for searching the unexplored 
solution space. Also, if the problem only has a single level of dependent variables, then 
the level-barrier based mutation operator degrades into classical mutation operator.  
2. Simultaneous Optimization of NN structure and weights: As mentioned in 
CHAPTER 5, in order to simultaneously optimize NN structure and weight values 
using the proposed algorithm, a fully connected NN structure has to be assumed. If the 
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NN is not fully connected, then the connection information needs to be encoded as well. 
However, this can lead to extremely large chromosomes, thereby severally reducing 
the computation speed of the algorithm. Furthermore, if the connection information is 
encoded in the solution, infeasible solutions would also be created using the proposed 
operators. Infeasible solutions would be created as a result of the level-barrier based 
crossover and level-barrier based mutation operator i.e. if there is a change in the 
number of connection between different layers then the corresponding size of the 
weight and bias matrix would be too large or too small.   
3. MMO of HCCOP: In order to cluster solutions using k-means clustering algorithm, 
some features of the solutions had to be defined and these features were extracted from 
the encoded solution. However, if the features are unable to be encoded into the 
solution, then the proposed algorithm cannot be utilized for MMO. Furthermore, all the 
limitations that apply to the optimization of AJSSP also apply to the MMO of AJSSP. 
7.5 Future Work 
The proposed methodology provides a solid foundation for identifying HCCOPs. 
Though it was used to successfully identify two different problems as HCCOPs, the 
developed definition and common principles need to be further refined by utilizing them 
to identify additional manufacturing as well as theoretical problems as HCCOPs.   
The proposed algorithm is only used to optimize the makespan of AJSSP. However, 
in scheduling problems, many other KPIs such as tardiness, maximum lateness etc. are also 
important. Also, the minimization of one KPI can lead to a worse value of another KPI (for 
example, minimization of makespan can lead to a worse tardiness value) [58]. Therefore, 
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the performance of the proposed algorithm with other KPIs as the objective needs to be 
studied. Multi-objective optimization of AJSSP is another area in which the proposed 
algorithm should be used. Furthermore, real-life AJSSP are more complex due to the 
presence of constraints. Since the algorithm was utilized successfully for test problems, it 
should be utilized to optimize real-life AJSSP and improvements should be made based on 
the results obtained.  
When utilized for the simultaneous optimization of NN weight and structure, the 
training of the weights had to be supplemented with the use of LM algorithm due to issues 
with local convergence. Further investigation needs to be performed in order to improve 
the local convergence capabilities of the proposed algorithm. Also, limitations were put on 
the maximum number of hidden layers and maximum number of neurons per hidden layer 
in order to reduce the computation time. This aspect of the algorithm also needs to be 
further investigated. 
Similar to the optimization of AJSSP, the proposed MMO algorithm was only 
utilized to minimize the makespan of JSSP, PFSSP, and AJSSP. Further analysis needs to 
be performed by utilizing the proposed MMO with other KPIs as the objective. The MMO 
algorithm should also be used to optimize real-life manufacturing problems which are more 
complex and consist of real-life constraints. Lastly, only a few MMO techniques were 
tested in dissertation. Further analysis should be done by modifying other existing MMO 
techniques and comparing the results obtained with those presented in this dissertation.   
With the above enhancements to the current methodology and the algorithms, the 
techniques presented can progress towards becoming more reliable, and robust method for 
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identifying HCCOPs and optimizing them. The results will be realized as a useful tool in 
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