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Le immagini ISAR sono state largamente utilizzate nell’ambito di tecniche ATC ( Automatic 
Target Classification ) e ATR ( Automaitc Target Recognition ) [1],[2],[3],[4]. Le tecniche di 
classificazione sono state spesso affrontate con due metodi differenti, l’uno basato sul 
confronto con un modello e l’altro basato sul riconoscimento e classificazione attraverso una 
serie di caratteristiche o features. Il primo risulta molto più intuitivo dal momento che si basa 
su un confronto diretto di due immagini : una ottenuta dall’elaborazione di dati e l’altra 
estratta da un set di modelli. Il bersaglio viene poi associato al modello che meglio si 
riconosce nell’immagine ricostruita. Un metodo di questo tipo richiede però un  grande 
database di immagini ed è molto costoso in termini di carico computazionale.  Dall’altra parte 
il metodo basato sul riconoscimento e la classificazione mediante features non necessita di un 
database di immagini ma di un database che raccoglie le caratteristiche che sono 
rappresentative del bersaglio. Le stesse caratteristiche vengono estratte dall’immagine 
ricostruita e comparate con le features del database. Ovviamente il set di caratteristiche che 
meglio corrisponde a quelle estratte dall’immagine ricostruita sarà dichiarato come il bersaglio 
riconosciuto. 
Il metodo proposto fa invece riferimento ad una tecnica ibrida che tiene di conto di un 
confronto tra un set di modelli tridimensionali di scatteratori e un set di centri di scattering 
estratti dall’immagine ISAR. Ovviamente data la natura tridimensionale dei modelli sarà 
necessario riportare gli stessi in un modello bidimensionale per poter effettuare il confronto 
con l’immagine ISAR . L’aspetto innovativo si trova comunque nell’idea di utilizzare tutto il 
dato polarimetrico il quale può essere studiato nell’ottica di ottenere risultati migliori rispetto 
al caso di dati a singola polarizzazione.  
Il set di caratteristiche che sarà usato per il riconoscimento del bersaglio consiste nella 
posizione e nel vettore di scattering dei centri di diffusione. 
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Lo scopo del lavoro presentato è quello di validare la tecnica di riconoscimento del bersaglio 
sovra menzionata sottoponendola  a test con dati reali acquisiti in camera anecoica.  Nel 
capitolo 2 sarà riassunto il problema della formazione di un immagine ISAR con lo scopo di 
sottolineare il concetto di “Piano Immagine” nelle applicazioni ISAR. Nei capitoli 3 e 4 
saranno prima introdotti l’algoritmo basato sul Match Score ( MS ) e successivamente sarà 
affrontato il problema della mappatura del modello tridimensionale sul piano immagine. 
Nel capitolo 5 saranno invece mostrati i risultati in termini di corretta classificazione 
utilizzando l’algoritmo MS nel caso in sui si lavori su dati acquisiti durante esperimenti in 






































           Figura A geometria ISAR 
 
 
Il sistema di riferimento ξ  è solidale con il RADAR con l’asse 2ξ  orientato lungo la LOS. Il 
bersaglio si muove lungo una traiettoria lungo il piano ( 1ξ , 2ξ ) ed interseca l’asse 2ξ  
nell’istante ( t = 0 ) centrale rispetto al tempo di osservazione Tob. Il movimento angolare e 
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rappresentato attraverso il vettore di rotazione angolare aΩ ( t ) applicato al centro del 
bersaglio stesso, indicato con il punto ‘O’. Il movimento del bersaglio dovuto al moto 
traslatorio è invece rappresentato dal vettore di rotazione traslatoria trΩ ( t ) il quale è sempre 
diretto lungo 3ξ . La somma di questi due vettori porta al vettore di rotazione angolare 
complessivo TΩ ( t ). 
TΩ ( t ) = aΩ ( t ) + trΩ ( t )  
La proiezione del vettore di rotazione angolare complessivo sul piano ortogonale alla LOS e 
detto vettore di rotazione effettivo effΩ ( t ), il quale determina la variazione dell’angolo di 
aspettazione del bersaglio necessaria nella ricostruzione dell’immagine ISAR. 
Il piano immagine ( 1x , 2x ) è ortogonale al vettore di rotazione effettivo ed e rappresentato in 
Figura 1.  
Il sistema di coordinate tempo variante Tx è scelto di modo da avere l’asse 2x  orientato lungo 
la LOS, l’asse 3x  lungo il vettore di rotazione effettivo e l’origine in O. 
Con questa scelta gli assi 1x  e 2x  rappresentano rispettivamente le coordinate in Cross-Range 
e Range del piano immagine. In questo modo il piano immagine ( 1x , 2x ) risulta tempo variante 
dal momento che il vettore di rotazione effettivo varia nel tempo. 
Il sistema di coordinate Ty è coerente con il bersaglio e coincide con Tx in t = 0. 
Ty sarà utile per definire la funzione di riflettivita del bersaglio. 
 
 
2.2 Modello del segnale 
 
Riferendosi alla geometria di Figura 1 e in seguito alla compensazione del moto rispetto al 
punto di riferimento O , il segnale ricevuto può essere scritto nel dominio tempo frequenza nel 
formato fully-polarimetric come segue :  
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1 2 3(y , y ) (y)dy= ∫ξ' ξ  
 
Con (y)ξ  la matrice di scattering del bersaglio. E’ comunque da specificare che è possibile 
semplificare la notazione trascurando il termine di secondo grado nel momento in cui il tempo 
di osservazione risulti sufficientemente piccolo :  
 
2 2 1( , ) effx y t y y t= +Ω  
 
e si può quindi semplificare come mostrato sopra. 
 
 
2.3 Ricostruzione Range-Doppler dell’immagine ISAR 
 
Se consideriamo il modello del bersaglio come la decomposizione di un numero K di 
scatteratori ideali ed indipendenti, per una data polarizzazione, è possibile definire la relativa 
funzione : 
 
( ) ( ) ( )
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Dove )( piA  rappresenta l’ampiezza complessa del k-esimo scatteratore nella relativa 
polarizzazione p, mentre )( )( piyy −δ e la delta di Dirac centrata nella posizione del k-esimo 
scatteratore. 
E’ da notare come la posizione di uno scatteratore dipende anche dalla polarizzazione 
utilizzata dal momento che un centro di scattering è la diretta conseguenza della 
sovrapposizione di più scatteratori e quindi la posizione risultante è una combinazione pesata 
della posizione di tutti gli scatteratori. Dal momento che i  pesi dipendono dalla co-
polarizzazione considerata segue che anche la posizione ne dipende. L’immagine ISAR 
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complessa polarimetrica di un bersaglio composto da un set di centri di scattering può essere 
quindi scritta come segue : 
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dove iν  e iτ  sono le coordinate dei centri di scattering nel dominio ritardo – frequenza 
Doppler ( piano immagine ).  
Osservando la funzione si può notare come ),()( ντpI  può essere decomposta nel prodotto di 
due termini, i quali dipendo esclusivamente o da ν  o da τ . 
E’ poi noto come l’immagine ISAR può essere vista come la proiezione di un bersaglio 
tridimensionale in un piano filtrata dalla risposta impulsiva del sistema ISAR ( generalmente 
indicata con il termine Point Spread Function , PSF ). 
Né la PSF né l’orientazione del piano immagine sono informazioni note a priori nello scenario 
ISAR. Infatti, la PSF dipende sia dalle caratteristiche del RADAR che dalle caratteristiche del 
moto del bersaglio durante il tempo di osservazione. Oltretutto, il piano immagine dipende 
dalla LOS e dal vettore di rotazione effettivo, quindi la proiezione stessa del bersaglio dipende 
dall’orientazione del piano immagine e dall’orientazione del bersaglio nello spazio. 
Il piano immagine si definisce attraverso l’uso di due versori ),( crLOS ii  , dove cri  è definito 
attraverso la seguente equazione :  
 
x xcr T LoS eff LoSi i i= Ω = Ω  
 
In definitiva la LOS è un parametro noto mentre il vettore di rotazione del bersaglio non è 
noto a priori. Di conseguenza anche il piano immagine è sconosciuto. Il piano immagine può 













3.1 Model matching 
 
L’idea alla base del modello è quella di creare dei template tridimensionali dei bersagli i quali 
possono essere descritti da una semplice matrice che riporta la posizione e le proprietà di 
scattering relative ad ogni scatteratore elementare che compone il bersaglio . Questi templates 
saranno poi comparati con un set di centri di scattering estratti dall’immagine ISAR mediante 
la tecnica POL-CLEAN. 
Una volta risolto il problema dell’allineamento i due set composti dalle caratteristiche dei 
centri di scattering si trovano entrambi in un dominio bidimensionale e il confronto può essere 
fatto mediante l’uso di un opportuno indice chiamato Match Score (MS). Un modo di definire 
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Dove )(ikW  è l’ampiezza del k-esimo scatteratore estratto dal i-esimo canale polarimetrico dell’ 
immagine ISAR mediante la tecnica POL-CLEAN [6], )(inw  è l’ampiezza del n-esimo 
scatteratore del modello del bersaglio nel i-esimo canale polarimetrico. nC  è la matrice di 
covarianza della n-esima componente della mistura gaussiana, kx  e nμ  sono invece i vettori 
bidimensionali che specificano la posizione del centro di scattering estratto e del centro di 
scattering del modello nel piano immagine secondo le coordinate range-Doppler. IN  e TN  
sono relativamente il numero di scatteratori estratti dall’immagine ISAR e il numero di 
scatteratori del template, mentre PN  è il numero di canali polarimetrici che si utilizzano. 
T)(⋅  
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indica il vettore trasposto. In definitiva il modello che produce l’indice più alto è quello a cui 
viene associato il bersaglio. 
 
 
3.2 Mistura Gaussiana 
 
La forma della mistura gaussiana associata alla proiezione del modello tridimensionale del 
bersaglio sul piano bidimensionale e’ controllata attraverso la matrice di covarianza nC  che è 
solitamente assunta indipendente dal canale di polarizzazione. Nel nostro caso la matrice di 
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Dove 21xσ  e 22xσ  sono le due varianze che caratterizzano la forma lungo i due assi 
dell’immagine. Allo scopo di far meglio comprendere il significato dei due termini di varianza 
vengono mostrate di seguito le immagini relative a due scatteratori per valori di 1xσ  e 2xσ  











Prima di calcolare il valore di MS, il modello del bersaglio deve essere mappato sul piano 
immagine. Si deve quindi passare da un modello tridimensionale ad un modello 
bidimensionale e si deve inoltre provvedere a sovrapporre il modello con i centri di scattering 
estratti dalla Pol-CLEAN ed ad effettuare l’opportuna scalatura dal momento che l’immagine 
ISAR si presenta nel dominio Range-Doppler. 
La soluzione a questi problemi può essere semplicemente formalizzata come segue. 
 




1) X è una matrice Nx3 che rappresenta le coordinate in un dominio tridimensionale per ogni 
scatteratore 
2) R = 321 RRR  è una matrice 3x3 che si ottiene dalla combinazione di tre matrici di 
rotazione, ognuna lungo le tre componenti di rotazione rollio, beccheggio, imbardata 
3) Q è una matrice 2x3 che rappresenta la proiezione sul piano immagine 
4) S è una matrice 2x2 che effettua la scalatura lungo la coordinata di cross-range di modo da 
riscalarla nel dominio doppler 
5) T è una matrice 2x2 che rappresenta una operazione di shift 
6) Y è quindi il risultato del passaggio dal dominio 3-D del modello del bersaglio a quello 2-
D del piano immagine costituito da Range Doppler. Y è quindi una matrice Nx2 
 
 
3.3.1 Rappresentazione del modello 3-D dei bersagli 
 
Il modello tridimensionale per ogni bersaglio e costituito da una matrice Nx6 che contiene al 
suo interno sia l’informazione geometrica associata alla posizione di ognuno degli NT 
scatteratori, sia la relativa informazione polarimetrica espressa sotto forma di vettore di 
scattering. Si può quindi esprimere il modello come segue  
 
[ ]PXZ ,=  
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dove X e una matrice Nx3 che rappresenta il modello geometrico, mentre P è una matrice Nx3 
che rappresenta il vettore di scattering. Ovviamente l’operazione di mappatura lavora 





La prima operazione che viene svolta per realizzare la mappatura del modello 3-D sul piano 
immagine e la rotazione del bersaglio in riferimento al sistema di coordinate coerente con il 




























































dove yrp θθθ ,,  sono rispettivamente l’angolo di pitch, roll and yaw relativi all’orientazione 












Dopo aver applicato la matrice di rotazione è necessario effettuare la proiezione del modello 
tridimensionale. Dal momento che la LoS del radar è sempre nota a priori il parametro 
sconosciuto è rappresentato dal versore rotazione che è sempre ortogonale alla LoS. La 






Per poter proiettare il modello tridimensionale nel piano immagine è necessario effettuare una 
opportuna scalatura del modello dal momento che si passa da un dominio range-cross range ad  





















L’ultima operazione da effettuare è uno shift  lungo entrambe le coordinate range e doppler 
con lo scopo di allineare il modello ruotato, proiettato e scalato con i centri di scattering 
estratti dalla Pol-CLEAN dall’immagine ISAR. 


















dove ra e da  sono rispettivamente lo shift in range e in doppler. 
 
 
3.3.6 Mappatura del modello del bersaglio 
 
Il risultato dell’operazione di mappatura viene immagazzinato in una matrice che rappresenta 
il set di caratteristiche che sarà utilizzato per calcolare il match score.  I valori di )(inw  e nμ  
utilizzati nel calcolo del valore della funzione MS sono ottenuti da Y e P. 
Altre immagini della sovrapposizione tra la mappatura della mistura gaussiana associata al 
modello ideale del target e i centri di scattering estratti dalla Pol-CLEAN sono mostrate di 
seguito facendo riferimento ad i tre canali di Pauli separatamente. 
La mistura gaussiana è rappresenta in rosso mentre i centri di scattering estratti dalla Pol-






























4.1 Soluzione del problema di mappatura 
 
La funzione MS definita precedentemente serve da indicatore nel confronto tra il set di 
scatteratori estratti attraverso l’uso della funzione Pol-CLEAN e il set di scatteratori definiti 
all’interno del modello del bersaglio. Settando i parametri necessari alla mappatura si ottiene 
un particolare set di centri di scattering per ogni modello. Una volta ottenuto il modello 
bidimensionale, mappato quindi all’interno del piano immagine, si provvede a calcolare 
l’indice MS per ogni modello. Il modello che massimizza la funzione MS è il modello che 
viene associato all’immagine ISAR. 




dove [ ]dryrp aak ,,,,,, ϕϑϑϑψ = . 
 
La soluzione al problema di classificazione viene quindi data dalla massimizzazione del 
valore di MS rispetto a ψ . 
 
{ })(maxargˆ ψψ ψ MS=  
 
E’ quindi chiaro che risolvendo il problema di ottimizzazione sopra citato, si ottiene il valore 
MS associato alla particolare classe di bersagli e può essere quindi confrontato con i valori 
MS relativi alle altre classi. 
Possiamo pensare di indicare il generico valore d MS relativo alla j – esima classe come  
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Il problema di ottimizzazione associato al calcolo del valore di MS per ogni classe è un 
problema non lineare e non convesso.  
Di conseguenza, con lo scopo di trovare una soluzione numerica si deve provvedere a fornire  
una soluzione iniziale che sia vicina al massimo globale. Dato che i bersagli sotto 
osservazione all’interno della tesi sono dati reali acquisiti in particolari condizioni di moto 
note a priori è possibile assumere l’angolo di pitch e di roll uguali a zero e assumere noto 
l’angolo di yaw. 
Da notare che in molte applicazioni alcuni parametri possono essere assunti noti a priori, 
mentre altri possono essere misurati esternamente (ad esempio attraverso un radar di tracking) 
L’orientazione del piano immagine viene ricercata attraverso una scansione forzata mentre il 
parametro necessario alla scalatura in Doppler viene stimato insieme ad i parametri di shift 
come viene dettagliatamente spiegato nei paragrafi 4.2.1 e 4.2.2. 
 
 
4.2.1 Scalatura in doppler 
 
Il parametro k necessario per la scalatura in Doppler viene stimato attraverso una stima 
dell’estensione geometrica del modello 3-D dopo che è stata effettuata la proiezione sul piano 
immagine e attraverso una stima dell’estensione dei centri di scattering estratti dalla funzione 











































































rappresentano il peso associato ad ogni scatteratore, 
kD
x  rappresenta la posizione nel dominio 
Doppler range del k-esimo centro di scattering estratto dalla Pol-CLEAN, 
ncr
μ  rappresenta la 
posizione nel piano immagine ma nel dominio Range Cross-Range del n-esimo scatteratore 
associato al modello del bersaglio e dove Dx  e crμ  sono i centri geometrici dei centri di 
scattering nel dominio Doppler e degli scatteratori associati al modello nel dominio Cross-
Range. IN , TN , PN  sono invece il numero di centri di scattering estratti, il numero di 





Il primo step per il calcolo dei parametri di shift è quello di ottenere i centroidi sia dei centri di 
scattering estratti dalla Pol-CLEAN che sia della proiezione del modello 3-D del piano 
immagine. 
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Questi due parametri relativi alla prima stima dello shift in range e doppler sono poi utilizzati 
per implementare una ricerca più raffinata nell’intorno definito da i due parametri. 
Viene infatti definita una matrice drxNN detta matrice di ricerca spaziale e si utilizza il 







δδδδ δδ Ψ=  
 
Dove [ ]rrrrr Δ−Δ+ΔΔ−∈ ,1,........,1,δ , [ ]drddd Δ−Δ+ΔΔ−∈ ,1,........,1,δ , con 
Ν∈ΔΔ dr , , e dove [ ]ddrryrpdr aas δδϕθθθδδ ++=Ψ ,,,,,,),( 0  





























( siano la versione discreta di ra , da in accordo con la dimensione del 
pixel. 
E inoltre importante notare come la dimensione della finestra di ricerca è definita da i valori di 
dr ΔΔ , ponendo semplicemente 12 +Δ= rrN  e 12 +Δ= ddN . 
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4.3 Soluzione al problema di decisione 
 
Il problema di decisione può essere formalizzato come segue : 
 
{ }jj MSj max~ =  
 































5.1: Primo set di dati  
5.1.1 Bersagli reali dimensioni e geometrie 
 
Nell’ottica di testare l’affidabilità dell’algoritmo di classificazione si è pensato di  costruire  
modelli di bersagli composti da diverse combinazioni di scatteratori con proprietà di scattering 
note. A partire dalle dimensioni del tavolo rotante disponibile nella camera anecoica si è 
inizialmente deciso di testare l’algoritmo mediante quattro modelli. 
Considerando le dimensioni del tavolo ( 80 cm di diametro ) si è pensato di porre al massimo 
5 scatteratori in posizioni fisse all’interno del tavolo e variarne la tipologia e la disposizione al 




Inizialmente sono stati scelti sei diversi tipi di scatteratori da utilizzare per la formazione dei 
bersagli. Un Diedro, un triedro, un dipolo verticale , un dipolo orizzontale, un dipolo a 45 
gradi ed una sfera. Il primo modello prevedeva la presenza di un diedro nella posizione A, un 
dipolo orizzontale nella posizione B, una triedro nella posizione C ed una sfera nella posizione 







posizione B, un diedro nella posizione C, un triedro nella posizione D ed una seconda sfera 
nella posizione E. Il quarto modello prevede infine un triedro nella posizione A, una sfera 
nella posizione B, un dipolo verticale nella posizione C ed un diedro nella posizione D. I 
modelli sono stati scelti di modo da essere rassomiglianti dal momento che in questo modo il 
test di classificazione assume un valore più significativo. 
Le dimensioni degli scatteratori devono essere tali da mantenere una RCS al più possibile 
simile di modo da non privilegiare, e quindi non rendere trascurabile, il contributo di nessun 
scatteratore, dal momento che creare uno scatteratore con RCS molto più grande 
contribuirebbe a creare uno scatteratore dominante e quindi delle forti asimmetrie tra i 
contributi dei segnali ricevuti da scatteratori diversi tali da poter nascondere il contributo dello 
scatteratore con RCS più piccola. La tabella di seguito riporta i legami tra le Radar Cross 
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Ovviamente le considerazioni al riguardo delle dimensioni sono fatte a partire dalla 
consapevolezza delle grandezze radar utilizzate. Dal momento che si è usato un radar 
Stepped-frequency con un segnale che occupa una banda di 4 Ghz a cavallo di 10 Ghz 
prendiamo come valore di riferimento per la lunghezza d’onda 3 cm. Partendo dalle 
dimensioni del diedro il quale dopo opportune considerazioni in riferimento della lunghezza 
d’onda e stato scelto con a = 15 cm si può definire le dimensioni dei successivi scatteratori di 
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modo da rimanere con una RCS più o meno costante. Di conseguenza il raggio  della sfera è 
stato scelto 15 cm, 14 cm per il lato del triedro e 1.5 per il raggio e 25 cm per la lunghezza del 
cilindro che rappresenta il dipolo. 




















Il problema fondamentale è rappresentato dalla necessita di rimanere al minimo in un intorno 
di 5 volte la lunghezza d’onda per le dimensioni degli scatteratori. Di conseguenza la minima 
RCS massima possibile per un triedro, come per gli altri scatteratori, è legata a questo limite. 
Di contro non è stato possibile far crescere troppo le dimensioni degli scatteratori date le 
ristrette dimensioni del piano di lavoro interno alla camera anecoica il quale ha un diametro di 
80 cm e di conseguenza uno scatteratore non può superare i 30 cm . Questo limita molto la 
RCS massima di sfera e dipolo.  
Di seguito è riportato l’andamento delle varie RCS per i vari scatteratori in funzione della 
dimensione relativa allo scatteratore espressa in metri. La lunghezza d’onda e fissata a 3 cm e 
il diametro del dipolo e fissato a 3 cm. Le dimensioni di riferimento sono quindi raggio, 
lunghezza e lato relativamente per sfera, dipolo e triedro-diedro. Dall’andamento dei grafici 
appare evidente come, a meno di variare di molto le dimensioni tra uno scatteratore e l’altro, 
utilizzare insieme sfere e dipoli  con piani, diedri e triedri risulti difficile dal momento che la 
risposta di questi ultimi sovrasterebbe la risposta di sfere e dipoli rendendone praticamente 
ininfluente la presenza. 
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L’unico modo di poter operare sarebbe quello di prendere scatteratori sferici e dipoli di 
dimensioni nettamente più grandi rispetto a quelle dei piani di modo da rendere le RCS 
confrontabili tra loro. Per fare un esempio, lavorando con una lunghezza d’onda pari a 3 cm, 
una sfera di diametro pari a 30 cm ha una radar cross section massima praticamente identica a 
quella di un dipolo di lunghezza 15 cm ed ad un diedro con lato 4 cm. 
 






























Questo rende difficile ad i fini del nostro esperimento la presenza contemporanea di sfere, 
dipoli e diedri-triedri nello stesso bersaglio poiché se da una parte abbiamo il limite inferiore 
di non poter scendere al di sotto di 5 volte la lunghezza d’onda non possiamo neanche 
lavorare con scatteratori che superino le dimensioni di 20-25 cm date le ristrette dimensioni 
dell’ambiente di lavoro 
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5.1.2 Calibrazione e acquisizione primo seti di dati 
 
Come prima cosa si è provveduto alla calibrazione di antenna e strumentazione attraverso 
l’acquisizione di un dato fully-polarimetric per un diedro di dimensioni 15 cm in ottica di fare 
una prima analisi di dati reali per decidere sulle dimensioni degli scatteratori.  
Il diedro è stato installato su una tre-piedi sfruttando un sostegno trasparente per le onde 









Frontalmente è situata l’antenna utilizzata per la trasmissione e la ricezione del segnale. Le 
caratteristiche dell’antenna possono essere ricercate sui datasheet del modello. 
 [ ETS – Lindgren’s Model 3164-05 Quadridge Horm ]. 
Il segnale utilizzato e stato scelto con le seguenti caratteristiche : 
 
 
Frequency Step 10 Mhz 
Frequenza Centrale 10 Ghz 
Banda 4 Ghz 
  
 
Per quanto riguarda la modalità di acquisizione in riferimento alla geometria del sistema 
bersaglio-radar questa è espressa in figura 5.2. 
Sono state effettuate successive acquisizioni ruotando il bersaglio attorno alla LOS partendo 
da un’orientazione verticale, sino ad arrivare ad una orientazione orizzontale del diedro. 
La figura 5.2 mostra la posizione di partenza del diedro. Si e provveduto ad acquisire dati con 
il diedro ruotato rispettivamente di 0 , 22.5 e 45 gradi attorno alla LOS. Per ogni simulazione 
sono stati acquisiti 10 echi di ritorno per ogni canale polarimetrico. Coerentemente ad ogni 
canale polarimetrico questi dieci echi saranno utilizzati per ottenere un segnale medio il quale 
sarà utilizzato per confrontare i dati ottenuti con la risposta standard di un diedro. 
Quella mostrata in figura 5.3 e la posizione finale di acquisizione dei dati con il diedro 
presente nella camera anecoica.  
Successivamente a questa acquisizione il diedro e stato rimosso lasciando all’interno della 
camera il tre-piedi che serviva da sostegno per lo scatteratore. 
A questo punto sono stati acquisiti, con la medesima modalità, i dati con il diedro assente. 
Questi dati caratterizzano la risposta dell’ambiente in assenza dello scatteratore e quindi 
rumore additivo ad i fini del segnale che vogliamo raccogliere che riguarda di fatto solo il 
diedro.  
Questi dati saranno quindi utilizzati per essere sottratti da i dati relativi alle acquisizioni del 















1.60 m 1.60 m 
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Quello che è stato fatto è in pratica un’applicazione del teorema di sovrapposizione degli 
effetti anche se nella realtà questo non è generalmente vero dal momento che la presenza di 
scatteratori multipli non da come risultato un segnale pari alla somma dei contributi di 
scattering relativi ad i singoli scatteratori considerati isolati. 
Di seguito viene formalizzato il problema e sono riportati i risultati dei dati acquisiti. 
 
 
5.1.3 Signal Preprocessing 
 
Prima di utilizzare le immagini ISAR all’interno dell’algoritmo per la classificazione è 
opportuno applicare un certo numero di operazioni di pre processing sui dati quali la 
rimozione del background, un’operazione di time gating ed infine la calibrazione. 
L’intero processo può essere rappresentato come segue : 
IFFT( . )
R  (f) R’ (f) r’ (t)








R (f) rappresenta il segnale ricevuto
B (f) rappresenta la misura di back ground





5.1.3.1 Rimozione Background  
 
Nell’ottica di ripulire l’immagine ISAR dalla presenza di rumore la prima operazione che 
viene svolta sul dato è la rimozione del background.  





La figura mostra un esempio di segnale grezzo ( Raw Data ) e del relativo segnale dopo la 
sottrazione del dato di background ( Background Removed ).  
 
 
5.1.3.2 Time Gating  
 
Dopo la sottrazione del dato di background si provvede a trasformare il segnale ricevuto 
applicando una IFFT di modo da riportare il segnale nel dominio temporale. 
 Nota la distanza del bersaglio rispetto al RADAR si può adesso applicare una finestra 
temporale di modo da epurare il dato da i contributi che non provengono dal bersaglio. 
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Successivamente tramite un’operazione di FFT il segnale viene riportato nel dominio 
frequenziale. Il Time Gating e un processo di filtraggio molto utile per ridurre 
l’accoppiamento diretto di antenna ed il rumore proveniente da regioni al di fuori della zona di 
interesse dove e’ locato il bersaglio. 
E’ stata utilizzata una windowing function per filtrare il segnale nel dominio temporale ad 
estrarre unicamente il segnale proveniente dal bersaglio. 
Il problema può essere formulato come segue : 
 
        ( ) ( ) ( )twtftf ⋅= 0                                                                           (1)  
 
( )0f t  rappresenta il segnale originale nel dominio temporale, e ( )w t  e la windowing 
function. ( )f t  e il segnale dopo l’operazione di time gating. 
La funzione utilizzata è la seguente : 
 








































                                                          (2) 
 
Dove : 
mint è l’istante minimo di interesse 











5.1.3.3 Calibrazione  
 
Nel misurare la matrice di scattering di un bersaglio il segnale ricevuto non viene determinato  
solo ed esclusivamente dalla matrice di scattering desiderata, ma anche dalle caratteristiche 
del sistema utilizzato per la trasmissione e la ricezione del segnale e dal rumore. 
L’equazione relativa alla matrice di backscatering può essere espressa come segue : 
 
[ ] [ ] [ ][ ][ ]m jS I N Ae R S Tϕ⎡ ⎤ = + +⎣ ⎦  
 
dove  [Sm] rappresenta i dati misurati 
[I] rappresenta l’accoppiamento d’antenna 
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[N] rappresenta il rumore di background e ground clutter. 
jAe ϕ  rappresenta un coefficiente complesso  
[R] rappresenta il fattore di normalizzazione in ricezione del canale 
[S] rappresenta la matrice di scattering teorica del bersaglio. 
[T] rappresenta il fattore di normalizzazione in trasmissione del canale 
 
Come precedentemente accennato nel paragrafo 5.2 per la calibrazione sono state utilizzate 
due posizioni di un diedro di dimensioni 15 cm.  Note le matrici di scattering ideali relative 
alle due posizioni siamo capaci di derivare i coefficienti di calibrazione del sistema a partire 
dal segnale ricevuto. ( )1S  e ( )2S  rappresentano relativamente le matrici di scattering teoriche 
del primo e secondo caso. 
 
( )[ ] ⎥⎦⎤⎢⎣⎡
−=
10
011S   diedro a 0 gradi 
   
E 
 
( )[ ] ⎥⎦⎤⎢⎣⎡= 01
102S     diedro a 45 gradi 
 
La generica matrice di scattering può quindi essere calcolata come segue ; 
 
[ ]
1 1    1  1  
   1    1
hh hv hh hh hv hv
vh vv vh vh vv vv
S S M C M Cy x
S
S S x M C M C y
δ δ
δ δ
− −⎡ ⎤ ⎡ ⎤⎡ ⎤ ⎡ ⎤= =⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦⎣ ⎦ ⎣ ⎦
 
 
Abbiamo poi utilizzato il coefficienti di calibrazione ottenuti dal diedro con angolo di 
orientazione 0 e 45 gradi per calibrare un diedro orientato con angolo 22.5. 
I risultati sono mostrati nella figura seguente ed e’ stata osservata un’accuratezza di 0.5 dB in 
ampiezza e di 5 gradi per la fase. 
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5.1.4 Modelli Scatteratori 
  
Avendo verificato la risposta del diedro e considerando le sue dimensioni si è provveduto a 
produrre i rimanenti scatteratori che andranno a comporre i vari modelli di bersagli che 
saranno utilizzati per generare le immagini ISAR sulle quali verrà testato l’algoritmo di 
























































Per quanto riguarda triedro e piano si è provveduto a produrre anche modelli con dimensioni 
di 10 cm e di conseguenza in generale le RCS risultano inferiori rispetto alle precedenti come 
mostrato nella tabella successiva. Si è scelto di non produrre scatteratori con forma sferica 
poiché avrebbero dovuto avere dimensioni troppo elevate per presentare una RCS 
confrontabile. 
 
Triedro di dimensioni 7 cm 
 
RCS max 1.4475 
RCS min 0.6433 
 
 
Piano di dimensioni 10 cm 
 
RCS max 2.0096 
RCS min 0.8931 
 
RCS max 0.0785




5.1.5 Prime misure  
 
Una volta costruiti gli scatteratori mostrati nel paragrafo 5.3 si è provveduto alla costruzione 
del supporto ed ad effettuare i primi test per misurare gli effettivi valori delle RCS dei singoli 
scatteratori di modo da poter decidere come costruire i modelli dei bersagli. 
Il supporto come precedentemente accennato e stato realizzato attraverso un tavolo circolare 





Come mostrato in figura sul supporto sono state individuati i punti sui quali saranno 
posizionati i centri di scattering dei relativi scatteratori. Nelle parti del supporto relative alle 
future posizioni degli scatteratori sono poi state applicate delle figure attraverso le quali è 











Ogni spicchio misura una variazione di 22.5 gradi . 
Le prime misurazioni sono state svolte nell’ottica di misurare le varie RCS degli scatteratori di 
modo da poter decidere quali scatteratori integrare all’interno del medesimo bersaglio.  
Questo perchè come spiegato precedentemente sarebbe altrimenti impossibile vedere uno 
scatteratore con RCS molto piccola se inserito in un modello con altri scatteratori con RCS più 
grande. 
In definitiva l’unico scatteratore che si è dimostrato inutilizzabile è stato il dipolo, come del 










Di conseguenza gli scatteratori che sono stati utilizzati per la costruzione dei modelli sono : 
 
1) Due piani con lato rispettivamente 15 e 10 cm 
 
2) Due triedri con dimensioni rispettivamente 10 e 7 cm 
 
3) Due diedri con dimensioni rispettivamente 10 e 15 cm 
 
Si è poi provveduto ad ottenere un diedro di dimensione 10 cm di lato ruotato in modo tale da 





Con tale gruppo di sei scatteratori sono stati costruiti quattro modelli di bersaglio ognuno dei 




5.1.6 Modelli dei bersagli reali 
  
Facendo riferimento alle figure sottostanti risulta più semplice elencare come sono stati 




a) un piano di dimensione di 10 cm 
b) un diedro ruotato di dimensioni di 10 cm 
c) un triedro di dimensioni di 7 cm  









a) un triedro di dimensioni di 7 cm 
b) un diedro ruotato di dimensioni di 10 cm 
c) un triedro di dimensioni di 10 cm 














a) un piano di dimensione di 15 cm 
b) un piano di dimensioni di 10 cm 
c) un diedro ruotato di dimensioni di 10 cm 














a) un diedro di dimensioni di 15 cm 
b) un piano di dimensione di 10 cm 
c) un triedro di dimensioni di 7 cm 











La posizione dell’osservatore coincide orientativamente con la posizione dell’antenna e di 
conseguenza si capisce che vi e’ un angolo α tra la LoS e lo zero ideale del supporto. Questo 
angolo e pari a 22.5 gradi. α  è stato scelto tale per minimizzare l’interferenza tra gli 
scatteratori. Tale configurazione risulta infatti la migliore da questo punto di vista. 















5.1.7 Database dei modelli  
 
Il database dei modelli è stato realizzato come per le simulazioni andando a costruire per 
ogni template una matrice contenente le posizioni degli scatteratori espresse in metri e le 
matrici di scattering relative.  
 
 





























 RCS  
 










Il valori delle RCS sono stati scelti uguali al valore della RCS massima espressa dalla tabella 
nel paragrafo 5.1. 
Per semplicità è omessa l’informazione relativa alle RCS. 
Di base i modelli dovrebbero avere un numero di scatteratori pari a 4, ma nel caso del terzo 
e quarto modello il numero di scatteratori è pari a 5 dal momento che dopo la sottrazione del 
background è ancora presente il contributo del piano rotante che permette il movimento dei 
bersagli. Di conseguenza per costruire i modelli 2 e 3 si è inserito uno scatteratore nella 
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posizione 0 0 0 al quale è stata attribuita una matrice di scattering pari a quella estratta dalla 







Scatt X1 X2 X3 HH  HH∠  VV  VV∠  HV  HV∠  
1 0 0.28 0 1 0 1 0 0 0 
2 0.28 0 0 0.5 180 0.5 0 0.866 0 
3 0 -0.28 0 1 0 1 0 0 0 








Scatt X1 X2 X3 HH  HH∠  VV  VV∠  HV  HV∠  
1 0 0.28 0 1 0 1 0 0 0 
2 0.28 0 0 0.5 180 0.5 0 0.866 0 
3 0 -0.28 0 1 0 1 0 0 0 
4 0 0 0 0.782 182 0.765 -86 0 0 









Scatt X1 X2 X3 HH  HH∠  VV  VV∠  HV  HV∠  
1 0 0.28 0 1 0 1 0 0 0 
2 0.28 0 0 1 0 1 0 0 0 
3 0 -0.28 0 0.5 180 0.5 0 0.866 0 
4 0 0 0 0.809 178 0.746 -87 0 0 





Scatt X1 X2 X3 HH  HH∠  VV  VV∠  HV  HV∠  
1 0 0.28 0 1 180 1 0 0 0 
2 0.28 0 0 1 0 1 0 0 0 
3 0 -0.28 0 1 0 1 0 0 0 
4 -0.28 0 0 0.5 180 0.5 0 0.866 0 
 
 
Per quanto riguarda la matrice di scattering del diedro ruotato questa è stata calcolata 
tenendo conto della matrice di partenza di un diedro e della rotazione che l’asse del diedro 
presenta rispetto al piano ortogonale alla LOS. 
Noto l’angolo di rotazione α  è infatti semplice calcolare la matrice di scattering andando a 
moltiplicare la matrice di rotazione per la matrice di scattering stessa. 
 
cos(2 ) sin(2 ) 1 0 cos(2 ) sin(2 )
sin(2 ) cos(2 ) 0 1 sin(2 ) cos(2 )
α α α α
α α α α
− −⎡ ⎤ ⎡ ⎤ ⎡ ⎤=⎢ ⎥ ⎢ ⎥ ⎢ ⎥−⎣ ⎦ ⎣ ⎦ ⎣ ⎦  
 
Considerando la geometria dello scatteratore mostrata nel paragrafo 5.4 e considerando che 
la base dello scatteratore è stata ruotata di un angolo teta pari a 45 gradi rispetto alla 
direzione di Los e sapendo che la geometria di acquisizione e quella mostrata in figura si 
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5.1.8 Risultati  
 
Con questo tipo di dataset è stata verificata la capacità di classificazione dell’algoritmo  
Di seguito è mostrata l’immagine Full Poll-ISAR relativa al primo bersaglio ( figura A ), le 
singole immagini ISAR nei tre canali di Pauli ( figura B - C - D ) e la sovrapposizione tra i 
centri di scattering estratti dalla Pol-CLEAN e la mistura gaussiana relativamente al primo 
canale di Pauli (HH+VV) ( figura E ). 
Nella rappresentazione RGB dell’immagine ISAR, come da consuetudine, si e scelto di 
rappresentare il canale HH+VV in rosso, il canale HH-VV in verde ed il canale 2HV in blu. 
Sono infatti distinguibili sulla diagonale i contributi di piano e triedro predominanti sul 



























































5.1.8.1 Risultati al variare dei parametri della mistura gaussiana 
 
 
Di seguito sono mostrati i risultati in termini di MS al variare del valore della varianza con 
cui viene generata la mistura gaussiana. La corretta classificazione è stata associata al 
minimo dell’indice –MS. [ che equivale al massimo di MS ] Questo tipo di criterio è stato 
adottato per tutti i risultati mostrati. 
Da notare il fatto che avendo a disposizione solamente un dato per ogni classe i risultati si 








σ = 1.5 M1 M2 M3 M4 
C1 36.5182 38.5968 57.8653 36.5120 
C2 79.17 57.6119 72.05 58.1525 
C3 61.2169 30.8087 33.1858 66.1727 












σ = 2.5 M1 M2 M3 M4 
C1 21.349 25.4456 46.3405 28.4735 
C2 46.7739 39.8087 54.4229 56.0715 
C3 53.0299 23.8917 23.0357 61.6692 







σ = 3.5 M1 M2 M3 M4 
C1 16.1612 19.6813 34.51 26.67 
C2 32.1087 28.3517 42.3175 50.3385 
C3 36.1648 21.0368 18.7254 58.1319 





5.1.8.2 Secondo test di classificazione 
 
Si è poi provveduto alla rimozione del contributo del piano rotante andando a sottrarre al 
dato la stima fatta dalla Pol-CLEAN di quel dato scatteratore. 
 Si è quindi provveduto a modificare anche i modelli dal momento che adesso sono tutti 
composti da quattro scatteratori. 
La capacità di corretta classificazione è stata testata anche in questo scenario al variare dei 
valori di sigma. I risultati sono al solito mostrati in termini di MS. 
 
σ = 1.5 M1 M2 M3 M4 
C1 36.5182 40.2107 57.8790 36.5120 
C2 65.6130 57.9022 59.7231 61.0893 
C3 46.7582 48.5564 38.7305 57.3350 
C4 45.0609 44.6545 45.2547 43.5487 
 
 
σ = 2.5 M1 M2 M3 M4 
C1 21.349 37.1672 49.1625 28.4735 
C2 54.8812 33.4501 54.8879 48.0246 
C3 39.8114 40.8652 31.7014 54.6386 








σ = 3.5 M1 M2 M3 M4 
C1 16.1612 31.4555 44.7431 26.6691 
C2 34.8358 24.3157 41.9313 37.7661 
C3 30.7627 32.6417 28.2293 54.1190 




























5.1.8.3 Terzo test di classificazione  
 
 
Si è poi provveduto ad analizzare i dati considerando solamente quattro scatteratori nei 
modelli ma non cancellando il contributo del tavolo rotante. E’ di fatti plausibile che 
all’interno del segnale ricevuto possa presentarsi uno scatteratore imprevisto ed è quindi 




σ = 1.5 M1 M2 M3 M4 
C1 36.53 40.22 57.88 36.52 
C2 79.48 56.27 71.83 57.90 
C3 61.66 65.90 48.83 66.62 




σ = 2 M1 M2 M3 M4 
C1 27.72 38.01 54.49 30.85 
C2 60.91 52.43 65.62 56.62 
C3 56.27 56.80 40.92 62.70 









σ = 2.5 M1 M2 M3 M4 
C1 21.35 37.17 49.16 28.48 
C2 46.73 45.21 55.11 55.87 
C3 52.72 47.24 37.48 61.38 









σ = 3 M1 M2 M3 M4 
C1 18.02 35.46 46.36 27.36 
C2 37.43 40.42 49.69 54.36 
C3 43.90 38.68 34.26 60.44 













σ = 3.5 M1 M2 M3 M4 
C1 16.17 31.46 44.72 26.67 
C2 36.48 36.93 47.80 55.39 
C3 36.43 33.71 32.73 58.45 





























5.1.9 Robustezza al rumore 
 
 
Un nuovo esperimento è stato poi realizzato andando a sommare  al segnale ricevuto del 
rumore gaussiano variando il rapporto segnale rumore allo scopo di testare la robustezza 
dell’algoritmo nei confronti del rumore.  
E’ stato utilizzato il database con incluso il contributo del tavolo rotante come scatteratore e 
sono stati svolti differenti esperimenti : relativamente con un rapporto segnale rumore pari a 5 
dB, 0 dB, -5 dB, -10 dB, -15 dB. I risultati sono mostrati attraverso matrici di confusione per 








SNR = 5 dB  
 
 
σ = 1.5 M1 M2 M3 M4 
C1 36.2609 38.6301 56.0697 36.3219 
C2 79.8202 57.6562 72.2289 58.1201 
C3 61.5497 31.1335 32.3834 65.2865 












σ = 2.5 M1 M2 M3 M4 
C1 21.2352 25.4647 46.0063 28.4571 
C2 46.8539 39.1812 54.6289 56.0344 
C3 52.8459 24.0381 21.8774 61.6001 








σ = 3.5 M1 M2 M3 M4 
C1 16.0663 19.0614 33.1011 26.6921 
C2 32.1586 28.3654 42.5030 50.3240 
C3 35.9602 21.0891 17.8584 58.2819 








σ = 1.5 M1 M2 M3 M4 
C1 36.3469 38.4030 57.2038 36.4382 
C2 84.6246 59.9589 79.8329 62.6243 
C3 62.0169 32.8645 33.4097 66.9226 








σ = 2.5 M1 M2 M3 M4 
C1 21.3088 25.4553 45.5651 28.4998 
C2 49.1566 43.6287 59.9020 60.6306 
C3 53.6225 24.8615 23.1122 62.4490 








σ = 3.5 M1 M2 M3 M4 
C1 16.1062 19.0579 33.6279 26.7109 
C2 35.7312 33.0554 46.7543 54.3047 
C3 36.5778 22.1482 18.8180 58.9067 







SNR = -5 dB  
 
 
σ = 1.5 M1 M2 M3 M4 
C1 33.7494 38.3927 52.9269 34.6743 
C2 81.1501 58.6443 72.2035 56.5811 
C3 62.1796 32.3646 33.2145 66.9019 







σ = 2.5 M1 M2 M3 M4 
C1 19.2594 24.8541 44.1998 27.1822 
C2 47.8167 39.5248 55.1225 55.1420 
C3 53.6720 24.5020 22.8705 62.5938 








σ = 3.5 M1 M2 M3 M4 
C1 14.6480 18.4119 31.7518 25.4836 
C2 32.6368 28.5254 43.0855 50.9230 
C3 36.7831 21.8658 18.6582 59.0664 








σ = 1.5 M1 M2 M3 M4 
C1 39.8474 45.0747 59.6999 38.4197 
C2 95.2989 61.4256 92.8755 96.1010 
C3 68.6155 55.7697 23.3390 70.1592 








σ = 2.5 M1 M2 M3 M4 
C1 24.7775 29.8900 48.0183 31.0879 
C2 56.2268 48.6295 67.8522 66.9245 
C3 54.5137 27.6171 16.1338 60.4581 








σ = 3.5 M1 M2 M3 M4 
C1 19.9390 21.2896 35.3301 29.4385 
C2 41.3411 37.7904 53.2992 62.3709 
C3 46.6273 20.4505 14.8822 45.7282 







SNR = -15 dB  
 
 
σ = 1.5 M1 M2 M3 M4 
C1 67.6591 50.2697 65.1050 51.4583 
C2 94.2321 52.7812           73.6988 94.6827 
C3 64.4722 54.4883 36.8601 62.2833 







σ = 2.5 M1 M2 M3 M4 
C1 58.811 41.0567 61.2894 50.4038 
C2 86.1700 50.4921 60.8004 94.0753 
C3 59.5522 40.7133 25.5168 52.3781 








σ = 3.5 M1 M2 M3 M4 
C1 55.1885 38.9159 48.9214 45.8983 
C2 69.7639 50.6986 55.2635 87.3629 
C3 48.1987 30.2244 22.9743 46.3209 
C4 45.6596 38.8981 40.8502 45.4331 
 
 70
5.1.10 Robustezza al fattore di zero padding 
 
Un nuovo esperimento è stato poi realizzato andando a variare il fattore di zero padding. 
Infatti per ottenere una corretta estrazione dei centri di scattering da parte della funzione Pol-
CLEAN è stato utilizzato nei precedenti risultati un fattore di zero-padding uguale a 4. 
Il fattore di zero padding è equivalente ad un’operazione di sovracampionamento nei 
confronti dell’immagine ISAR, ed ovviamente maggiore è il fattore di sovracampionamento 
migliori sono le prestazioni della funzione Pol-Clean. 
In questo paragrafo viene analizzata la robustezza dell’algoritmo di classificazione nei 
confronti del fattore di zero-padding. 
I risultati mostrano che riducendo il fattore sopraccitato la differenza dell’indice MS tra 
modelli diversi si riduce, ma rimane sufficiente a garantire una corretta classificazione anche 








Z.P.F = 1 
 
 
σ = 3.5 M1 M2 M3 M4 
C1 32.55 33.34 37.34 37.58 
C2 50.19 49.15 53.29 64.36 
C3 42.57 41.88 40.15 50.88 






Z.P.F = 2 
 
 
σ = 3.5 M1 M2 M3 M4 
C1 21.84 23.07 32.28 36.58 
C2 42.58 39.12 47.03 74.53 
C3 31.63 26.73 22.71 50.94 




















5.1.11 Robustezza all’errore sull’angolo di aspetto 
 
L’assunzione di conoscere perfettamente l’angolo di aspettazione del bersaglio può rivelarsi 
irrealistica, è stato quindi testato l’algoritmo considerando un errore sulla stima dell’angolo di 
aspettazione pari a 10, 20 e 30 gradi. 
Da i risultati si nota che scegliendo un valore di sigma pari a 3.5 l’algoritmo da corretta 















yawlσε = 10 
 
 
σ = 3.5 M1 M2 M3 M4 
C1 24.04 27.45 46.15 33.14 
C2 60.24 53.69 66.00 71.34 
C3 55.19 30.19 26.92 68.19 





yawlσε = 20 
 
 
σ = 3.5 M1 M2 M3 M4 
C1 22.78 24.17 37.14 26.91 
C2 49.87 47.37 54.74 53.56 
C3 47.90 23.84 23.49 46.09 





yawlσε = 30 
 
 
σ = 3.5 M1 M2 M3 M4 
C1 25.51 26.61 35.78 27.24 
C2 45.77 46.65 51.36 54.41 
C3 52.07 25.19 23.61 39.28 











5.2.1 Descrizione del secondo set di dati reali 
 
 
Dopo i primi risultati si è provveduto a acquisire dati creando tre nuovi bersagli reali 
sfruttando sempre gli stessi scatteratori elementari di modo da poter testare l’algoritmo con 
sette diverse classi. 
Oltre ad i nuovi bersagli si è provveduto anche ad una seconda acquisizione per le prime 
quattro classi facendo attenzione ad acquisire bersaglio per bersaglio anche il relativo dato di 
background di modo da scongiurare la presenza di scatteratori indesiderati all’interno del 
segnale ricevuto una volta eseguito il pre-processing. 
Cosi facendo ognuno degli otto bersagli ha dato origine a immagini ISAR che presentavano 
solamente un numero di centri di scattering pari al numero di scatteratori elementari presenti 
nel relativo bersaglio. 
Per quanto riguarda la geometria dei nuovi bersagli si è cercando di ottenere un target con 
forma simile a quella di una nave posizionando gli scatteratori elementari in linea tra loro a 
formare appunto un bersaglio rassomigliante l’aspetto di una imbarcazione. 
Facendo riferimento alle figure seguenti è semplice rappresentare le tre nuove classi prese in 












a) un triedro di dimensione di 7 cm 
b) un diedro di dimensioni di 15 cm 
c) un triedro di dimensioni di 10 cm 
















a) un triedro di dimensione di 7 cm 
b) un diedro ruotato di dimensioni di 10 cm 
c) un diedro di dimensioni di 15 cm 
















a) un diedro ruotato di dimensioni di 10 cm 
b) un diedro di dimensioni di 15 cm 
c) un piano di dimensioni di 10 cm 














5.2.2 Database dei nuovi modelli  
 
Il database dei modelli è stato realizzato andando a costruire per ogni nuovo template una 
matrice contenente le posizioni degli scatteratori espresse in metri e le matrici di scattering 
relative. Il valori delle RCS sono stati scelti uguali al valore della RCS massima espressa 
dalla tabella nel paragrafo 5.1. Come accennato brevemente prima adesso, per ogni 
immagine ISAR, si presentano un numero di centri di scattering sempre pari al numero di 
scatteratori elementari che compongono il bersaglio e di conseguenza e stato anche 
necessario modificare i modelli per i primi quattro bersagli.  
Di conseguenza le matrici relative ad i singoli template risultano le seguenti. 





Scatt X1 X2 X3 HH  HH∠  VV  VV∠  HV  HV∠  
1 0 0.28 0 1 0 1 0 0 0 
2 0.28 0 0 0.5 180 0.5 0 0.866 0 
3 0 -0.28 0 1 0 1 0 0 0 






Scatt X1 X2 X3 HH  HH∠  VV  VV∠  HV  HV∠  
1 0 0.28 0 1 0 1 0 0 0 
2 0.28 0 0 0.5 180 0.5 0 0.866 0 
3 0 -0.28 0 1 0 1 0 0 0 









Scatt X1 X2 X3 HH  HH∠  VV  VV∠  HV  HV∠  
1 0 0.28 0 1 0 1 0 0 0 
2 0.28 0 0 1 0 1 0 0 0 
3 0 -0.28 0 0.5 180 0.5 0 0.866 0 









Scatt X1 X2 X3 HH  HH∠  VV  VV∠  HV  HV∠  
1 0 0.28 0 1 180 1 0 0 0 
2 0.28 0 0 1 0 1 0 0 0 
3 0 -0.28 0 1 0 1 0 0 0 
















Scatt X1 X2 X3 HH  HH∠  VV  VV∠  HV  HV∠  
1  -0.3068  -0.064 0 1 0 1 0 0 0 
2    -0.0933          0 0 1 180 1 0 0 0 
3     0.0933          0 0 1 0 1 0 0 0 









Scatt X1 X2 X3 HH  HH∠  VV  VV∠  HV  HV∠  
1 -0.2800 0 0 1 0 1 0 0 0 
2 -0.0933 0 0 0.5 180 0.5 0 0.866 0 
3 0.0933 0 0 1 180 1 0 0 0 
















Scatt X1 X2 X3 HH  HH∠  VV  VV∠  HV  HV∠  
1 -0.2800 0 0 0.5 180 0.5 0 0.866 0 
2 -0.1025 0.0038 0 1 180 1 0 0 0 
3 0.0933 0 0 1 0 1 0 0 0 





























I risultati sono mostrati in termini di matrici di confusione e sono inoltre mostrati i risultati 
utilizzando singolarmente i canali e non sfruttando quindi tutta l’informazione polarimetrica 
di modo da evidenziare le differenze in termini di corretto riconoscimento. 
 






Mod 2 Mod 3 Mod 4 Mod 5 Mod 6 Mod 7 
C1 22.0010 29.5443 37.3585 32.4241 34.4813 36.6935 37.1038 
C2 44.8999 27.6620 39.4140 36.9989 35.5949 32.6349 35.3076 
C3 30.7629 32.6689 23.3463 36.3243 26.0070 29.3005 34.0015 
C4 30.2062 28.6566 32.5147 21.9647 35.5124 31.9957 32.2508 
C5 49.5160 51.2015 45.5570 48.8506 26.1150 34.2220 37.8855 
C6 47.3876 48.2719 42.6636 46.6435 41.9122 32.6848 37.6255 
C7 40.7025 32.8772 33.0376 37.8468 31.3459 28.2635 25.5707 
 
 




Mod 1 Mod 2 Mod 3 Mod 4 Mod 5 Mod 6 Mod 7 
C1 2.9714 2.7850 3.4272 4.5149 9.7195 9.7515 9.4303 
C2 8.8390 3.8772 7.9125 7.9428 8.7813 8.4383 8.5822 
C3 3.2666 8.0550 3.3760 3.4582 3.7616 3.8989 3.7231 
C4 3.1855 3.0010 3.1358 2.7305 10.5892 7.7482 8.2689 
C5 7.4851 11.4380 7.9943 8.0048 4.6703 3.6522 3.9746 
C6 7.6860 8.2963 8.0300 9.6993 7.0839 5.1625 4.7326 
















Mod 1 Mod 2  Mod 3 Mod 4 Mod 5 Mod 6 Mod 7 
C1 3.7461 3.8055 3.7130 6.7001 9.0425 9.2436 9.1541 
C2 7.0666 3.4186 6.9695 7.8936 6.8227 6.5129 6.6242 
C3 4.1123 6.4003 4.1125 4.0355 5.9709 5.3025 5.6528 
C4 3.9363 4.6114 3.9005 3.4067 7.5142 7.8662 7.9913 
C5 8.8742 11.6744 8.4795 9.6545 3.8346 4.1846 4.4164 
C6 8.1806 10.2328 8.3772 9.5601 6.8323 4.5061 4.1319 



















5.2.4 Robustezza al rumore 
 
 
Un nuovo esperimento è stato poi realizzato andando a sommare  al segnale ricevuto del 
rumore gaussiano variando il rapporto segnale rumore allo scopo di testare la robustezza 
dell’algoritmo nei confronti del rumore.  
Sono stati svolti differenti esperimenti : relativamente con un rapporto segnale rumore pari a 5 
dB, 0 dB, -5 dB, -10 dB, -15 dB. I risultati sono mostrati attraverso matrici di confusione per 











Mod 2 Mod 3 Mod 4 Mod 5 Mod 6 Mod 7 
C1 22.7390 30.0653 37.7191 33.3595 35.2138 37.4685 37.9424 
C2 46.9002 27.2800 39.1075 36.0217 36.4300 31.7781 35.1771 
C3 30.8451 33.3695 23.2230 36.0495 25.7695 29.6570 33.5526 
C4 29.3815 28.0996 32.0342 21.4289 34.8383 33.6839 31.6855 
C5 51.0853 52.0299 46.6954 49.6245 26.9617 35.2553 39.0063 
C6 48.2492 49.0132 43.9490 47.4349 42.6477 33.3050 38.1079 

















Mod 2 Mod 3 Mod 4 Mod 5 Mod 6 Mod 7 
C1 23.5214 30.6243 38.1760 34.0850 35.8020 38.1379 38.6307 
C2 47.4677 27.2453 39.1991 35.9108 36.6831 32.2438 35.2623 
C3 31.7460 27.6041 24.0704 36.5408 29.2454 34.1562 35.0470 
C4 28.9883 27.9499 31.9596 21.8645 35.2049 33.7176 31.1904 
C5 52.0673 52.9106 47.4454 49.6403 27.2593 36.0799 39.4488 
C6 48.6994 49.4770 44.5562 47.8436 42.9841 33.6601 38.5193 










Mod 2 Mod 3 Mod 4 Mod 5 Mod 6 Mod 7 
C1 25.0446 32.1209 39.3698 35.5907 36.8591 39.6507 40.2317 
C2 48.9287 28.0734 39.9861 36.7893 37.8710 33.2237 36.1714 
C3 31.9836 27.6865 24.0945 37.0536 30.1935 34.9883 35.6685 
C4 28.8017 27.9394 32.1678 22.1038 34.9746 32.3715 30.5013 
C5 53.0618 54.2932 48.8424 50.7708 27.9865 36.3994 39.7417 
C6 49.7689 49.6559 45.8816 48.9511 43.7173 34.7228 39.2239 

















Mod 2 Mod 3 Mod 4 Mod 5 Mod 6 Mod 7 
C1 29.8010 35.8219 43.3124 33.6574 38.0491 41.4110 41.6643 
C2 56.2762 48.5645 48.7201 59.3138 48.6329 57.4511 50.2657 
C3 32.7790 28.8443 25.1784 38.2198 30.9641 34.6929 35.5611 
C4 34.8504 36.1017 37.5737 26.0572 30.9031 33.8607 33.9004 
C5 54.0341 55.4446 53.1601 56.3380 62.5879 55.4823 54.1862 
C6 48.1815 46.2866 42.8808 46.6275 42.1002 33.0031 37.9596 










Mod 2 Mod 3 Mod 4 Mod 5 Mod 6 Mod 7 
C1 52.5175 53.8335 52.0822 56.9449 55.2057 55.9186 56.8974 
C2 53.4566 49.8444 54.2656 61.0215 62.5171 62.1825 61.8394 
C3 62.0287 49.5943 62.1071 62.1073 62.1073 62.1073 62.1073 
C4 36.5534 36.4876 40.2539 35.5103 43.1759 40.1729 40.3657 
C5 69.0386 68.5522 69.7656 82.1565 88.5897 87.8292 88.5897 
C6 63.6217 63.0254 62.1837 66.6365 76.6956 75.0459 74.5034 







5.2.5 Robustezza all’errore sull’angolo di aspetto 
 
L’assunzione di conoscere perfettamente l’angolo di aspettazione del bersaglio può rivelarsi 
irrealistica, è stato quindi testato l’algoritmo considerando un errore sulla stima dell’angolo di 
aspettazione pari a 10, 20 e 30 gradi. 
Da i risultati si nota che scegliendo un valore di sigma pari a 2.5 l’algoritmo da corretta 




















Mod 2 Mod 3 Mod 4 Mod 5 Mod 6 Mod 7 
C1 27.8855 33.8423 39.0691 30.2143 34.2424 35.7813 37.6581 
C2 43.5114 33.0128 41.3992 41.5617 38.2561 34.3382 35.5098 
C3 30.0379 36.8774 22.8532 36.9709 27.4248 33.9574 35.1572 
C4 29.7192 29.0450 32.3305 20.8081 34.1386 33.1944 33.0948 
C5 46.8694 50.0816 46.4287 45.8440 34.4680 39.9985 41.2178 
C6 51.6787 47.6681 45.8665 51.2010 39.4112 32.6598 36.0629 

















Mod 2 Mod 3 Mod 4 Mod 5 Mod 6 Mod 7 
C1 32.1162 38.1569 40.5994 32.9456 36.4375 37.4263 38.7079 
C2 42.9856 38.5850 40.5329 44.7613 38.8112 37.7281 38.5399 
C3 33.5380 35.7388 27.2666 38.0468 31.6855 34.2095 35.5923 
C4 32.7818 33.3730 34.1531 25.1405 33.5041 33.2732 33.1717 
C5 50.5955 52.2528 55.0056 51.3988 40.9021 43.9896 44.9594 
C6 57.0971 49.1194 55.6918 56.5390 35.7817 36.2368 37.3809 











Mod 2 Mod 3 Mod 4 Mod 5 Mod 6 Mod 7 
C1 34.0615 40.1776 36.3186 31.9744 36.8313 39.6747 37.9832 
C2 41.1759 39.7037 42.3421 41.8607 40.4046 40.0391 40.4184 
C3 31.5838 33.2013 27.3621 37.4714 33.0186 34.9711 36.3655 
C4 27.7598 33.6798 30.1321 25.4579 32.9457 33.2733 33.1311 
C5 49.7555 48.8885 49.5858 50.8037 46.8536 46.6790 48.0482 
C6 50.5173 49.6195 55.4292 54.8587 38.3114 39.9807 41.9430 








5.2.6 Probabilità di corretta classificazione 
 
La probabilità di corretta classificazione è stata calcolata al variare del rapporto segnale 





























cN  rappresenta il numero delle classi 
 
elabN rappresenta il numero di volte che si è lanciato l’algoritmo di riconoscimento 
 
Con questo approccio, con cN = 4 ( i primi quattro modelli ) elabN  = 20, utilizzando un valore 
di zero padding = 4 e una deviazione standard per la mistura gaussiana pari a 3.5 si sono 
ottenuti i seguenti risultati. 
 
 
SNR P corretta classificazione 
5 95.00 % 
0 96.25 % 
-5 83.75 % 
-10 72.25 % 














Prendendo infatti un sistema di riferimento solidale al piano di appoggio degli scatteratori 
dove l’asse z coincide con l’asse del diedro e applicando prima una rotazione di 45 gradi 
lungo z e y e successivamente una sempre di 45 gradi lungo x e y al versore ( 0 0 1 ) che 
coincide con la direzione iniziale dell’asse del diedro si ottengono le coordinate del vettore 
che mi identifica la posizione dell’asse del diedro ruotato nello stesso sistema di riferimento. 
Andando poi a calcolare la proiezione di questo vettore sul piano ortogonale alla direzione 
di LOS si ottiene l’angolo che l’asse del diedro ruotato forma con l’asse z del piano 
ortogonale alla LOS. 
In formule l’operazione si può esprime come segue. 
 
cos( ) sin( ) 0 1 0 0 0
sin( ) cos( ) 0 0 cos( ) sin( ) 0
0 0 1 0 sin( ) cos( ) 1
A
σ σ
σ σ ϕ ϕ
ϕ ϕ
−⎡ ⎤ ⎡ ⎤ ⎡ ⎤⎢ ⎥ ⎢ ⎥ ⎢ ⎥ =⎢ ⎥ ⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥ ⎢ ⎥−⎣ ⎦ ⎣ ⎦ ⎣ ⎦
 
 
Con phi = rotazione imposta dal sostegno e quindi nel nostro caso uguale a 45 gradi e teta 
uguale alla rotazione rispetto alla LoS e quindi nel nostro caso ancora 45 gradi. 
Il vettore A risulta quindi uguale a  ( - 0.5  0.5  2 /2 ) . Tenendo adesso di conto che nella 
proiezione la coordinata x non varia perchè la rotazione riguarda solo l’asse z e l’asse y per 
calcolare alpha basta risolvere la seguente equazione e calcolare z. 
 
1 0 0 0 0
0 cos( ) sin( ) 0 0





⎡ ⎤ ⎡ ⎤ ⎡ ⎤⎢ ⎥ ⎢ ⎥ ⎢ ⎥=⎢ ⎥ ⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥ ⎢ ⎥−⎣ ⎦ ⎣ ⎦ ⎣ ⎦
 
 
Doveω  rappresenta l’angolo tra la coordinata z del sistema di riferimento solidale al piano 
di appoggio e la coordinata z del sistema di riferimento solidale alla LOS.  
Nel nostro caso ω  sarà quindi pari a 16 gradi. 
A questo punto l’angolo θ  lo posso calcolare come xarctg
z
θ ⎛ ⎞= ⎜ ⎟⎝ ⎠  che per l’appunto da 
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