Introduction
It is human nature to seek pattern within any complex display of information. We organize stars into constellations, devour mystery novels, and even give detailed descriptions of ink stains to analysts. This innate desire for order within chaos applies spatially as well. Given a map of a set of locations of an event, say, residences of cases of a particular type of disease or the locations of a particular type of crime, we seek patterns that might reveal something about the underlying process generating the events, be that a common environmental exposure or the habits of a particular criminal. In short, our hope is that arranging what we know spatially might reveal something about how the events arise in the first place.
In this chapter, we review analytic methods for detecting 'clusters' or 'hot spots' in spatially-referenced data. We begin with a discussion of what we mean conceptually, geographically, and mathematically by the term 'cluster', then discuss and illustrate many standard approaches proposed and applied in the literature within a variety of scientific fields. Many analytic approaches for detecting clusters have been summarized in several texts (Elliott et al 1992 , 1999 , Cressie 1993 , Bailey and Gatrell 1995 , Goldsmith et al. 2000 , Lawson 2001 , Lawson and Denison 2002 , Diggle 2003 , Waller and Gotway 2004 ), so we do not attempt a complete review here. Rather, we focus on developed and developing conceptual and theoretical constructs behind many of the methods while contrasting the underlying questions of interest driving different families of analytic approaches.
To set the stage conceptually, Figure 1 provides a starting point for developing and evaluating analytic methods for detecting clusters and clustering. We begin in Box 1 with a question we wish to answer (for example, "Are disease risks elevated for individuals living near a source of pollution?"). The question of interest defines the sorts of data and methods
we require to answer the question (for example, individual-level case status and individual exposure histories). However, the data required often are unavailable for reasons varying from cost to privacy and we often settle for related data we can obtain within budget and satisfying availability constraints (for example, present residential location of cases and proximity to known sources of pollution). Similarly, available methods may only address part of the question or may be particularly susceptible to data shortcomings (for example, missing data or location inaccuracy). This situation is particularly relevant in the analysis of spatial data with the increasing sophistication and data holdings of geographic information systems (GISs). One is increasingly faced with the ease of including 'found' data collected by others that seems to fit the bill for the data one would really like to have. After obtaining the data we can retrieve, we conduct analysis on these available data, often without explicitly acknowledging that our analyses may be addressing slightly different questions (e.g., in our conceptual example, we have moved from a question involving associations between disease and a particular exposure, to associations between disease and present proximity to a known or suspected exposure source). As a final step, we should carefully examine how closely the questions we do answer mirror those we originally intended to answer. All too often, this last step is ignored.
[ Figure 1 about here.] While we can consider the steps shown in Figure 1 as a linear set of steps (1, 2, 3, 4) , it is often a loop where the answers obtained on the available observational data in Step 4 inform on refinements to the questions asked in step 1 and suggest limitations arising due to the data compromises between steps 2 and 3.
What are we looking for?
It is appropriate to begin by considering the very basic question: What exactly do we hope to find? Besag and Newell (1991) provide several important observations relevant to the search for clusters. The first key distinction is between detection of 'clusters' and the detection of 'clustering'. A cluster represents an unusual collection of events while clustering represents a general tendency for events to occur nearer other events than one might expect.
These definitions of 'cluster' and 'clustering' differ from those found in 'cluster analysis', a set of analytical classification methods designed to group observations into 'clusters' wherein observations within the same cluster are more alike than those from different clusters. The overlap in terminology can be confusing when reviewing the literature, especially since some spatial methods to detect clusters and/or clustering utilize concepts and methods from cluster analysis (Knorr-Held and Raßer 2000, Denison and Holmes 2001) . As illustrated in Figure 1 , it remains critical to clearly identify goals and conclusions in the context of both the questions addressed and the methods used to address them.
In the discussion below, we follow Besag and Newell (1991) and take the term 'cluster' to define an anomaly, an interesting collection of spatial locations that appears to be inconsistent with some background conceptual model of how events arise. For instance, a cancer registry might report six new cases of childhood leukemia in a small neighborhood in a particular year, when only one new case would be expected if the national annual incidence rate applied directly to all individuals in the study area. That is, the aggregation of six cases appears to be unlikely under a simple model of all children experiencing equal risk. Contrast this example with that of clustering where we observe multiple pockets of higher incidence than expected from national rates, perhaps separated by areas of lower-than-expected local rates. Besag and Newell (1991) also note the difference between seeking clusters or clustering anywhere versus around particular locations of interest. They denote the former as 'general' methods and the later as 'focused' methods, also referred to as 'global' and 'local' methods, respectively, in the geography literature by Anselin (1995) and in the disease clustering literature by Kulldorff et al. (2003) . Figure 1 , seeking general or focused clusters or clustering defines different questions of interest and, as a result, methods appropriate for seeking individual clusters might not be the best approach to measure clustering and vice versa. We will explore this in more depth in the examples below.
As suggested by
The general ideas of clusters and clustering arise in many different disciplines, however, each discipline often brings its own particular sets of questions of interest, assumptions regarding data availability, and familiar statistical methods. For example, the fields of epidemiology and criminology both exhibit interest in the detection of clustering within geographically referenced data sets. However, the sets of techniques appearing in their respective literatures are largely distinct and cross-references between the fields are rare.
This situation is unfortunate since both fields could draw from the experiences and ideas of the other. Figure 1 provides a general context for comparison and we express and compare ideas from recent surveys in both fields in the sections below.
The remainder of the chapter addresses the typical types of data available for cluster detection; some basic analytic concepts, assumptions, and complications; an illustrative data set from archaeology; an overview of some different approaches for detecting clusters and/or clustering in point-referenced data with application to the data set; and general conclusions.
As a result, the chapter represents more of a review of the questions one should ask in performing a search for clusters or clustering than an exhaustive collection of methods.
What data do we have?
As one might expect, the typical data for cluster detection consist of locations on a map.
These may be point locations of events or may represent counts of events occurring within a set of zones partitioning the study area into non-overlapping pieces. Examples of the latter include census enumeration districts, postal zones, or other administrative regions.
Regional counts may arise to preserve individual identities or simply due to the relative ease of obtaining records sorted by political district, mailing addresses, or other identifier. We concentrate on point-referenced data in the development below noting that methodologically we typically assume a latent, unobserved set of points behind regional counts and many of the analytic tools used for points provide the basis for similar tools for counts (Waller and Gotway 2004, Chapters 6-7) .
In addition to the point locations or regional counts of events, it is often very important to have access to data defining the spatial heterogeneity of the population from which our events are drawn. These may be potential crime victims, individuals susceptible to the disease of interest, or simply the population sizes for each area. The background information is critically important in the interpretation of any detected clusters since it defines the amount of clustering we would expect under some null model of event occurrence. This null model defines the patterns we would expect in the absence of anomalies. A common null model is one of constant risk where each individual in the study area experiences an identical probability of experiencing the event under study. To illustrate the importance of the background information, consider as a contrived example a collection of six childhood leukemia cases in one neighborhood which would seem very unusual if only six children reside there but not as unusual if 600,000 children live there. The background data coupled with the null model provide our statistical point of reference for detecting clustering and clusters.
We also may have spatially-referenced covariate information providing information regarding the spatial distribution of factors impacting the local probability of the events of interest. For instance, the incidence of most cancers increases dramatically with age. As a result, we would tend to expect more cases in neighborhoods with higher numbers of older residents. The covariate information may include both endogenous and exogenous variables.
In some sense, the covariate information is collected to define "uninteresting" clustering, that is, clustering for reasons we already know or suspect. In most cases, cluster detection builds from a desire to identify areas where the observed pattern of events doesn't match our general expectations.
What analytic tools can we use?
Most methods to detect clusters and clustering build from probability models operationalizing the null model mentioned above. As a result, most tools aim to define some measure of the "unusualness" of a cluster, then determine the distribution of this quantity under the null (uninteresting) model, and compare the quantity based on the observed data to this null distribution (Waller and Jaquez 1995) . In a statistical hypothesis setting, the null hypothesis is defined conceptually as the absence of clusters/clustering, and operationally as the expected value of our measure (statistic) under the null distribution.
As a result, the analytic tools required for statistical inference are a definition of our statistic and its null distribution. In the sections below, we will illustrate several types of statistics and contrast the underlying questions addressed by each.
Before defining particular methods, we offer a brief review of some basic probabilistic elements for point-referenced event locations driving many of the methods illustrated below.
The first is the definition of complete spatial randomness (CSR). A set of events arising from CSR has the following properties: first, the total number of events observed in the study area follows a Poisson distribution; second, given the observed number of events, event locations occur independently of one another and the expected number of events per unit area is a constant, denoted λ, across the entire study area. CSR corresponds to a spatial Poisson point process yielding the following features: the number of events observed in a region A within the study area follows a Poisson distribution with mean λ|A| where |A| denotes the area of A, the number of observed events in non-overlapping areas are independent of one another, and, given the observed number of events, events are uniformly distributed across the study area (and any region within it). For clarity we follow Diggle (2003) and distinguish between an event location where an observed event did occur, and a point location where an event could occur. A typical data set consists of a set of event locations and we often compare the value of our statistic based on events to the distribution of values associated with randomly selected events.
While CSR represents a complete lack of clustering, data generated by CSR nonetheless visually exhibits some "clumping" and "gapping" due to the inherent randomness, and one purpose of a statistical test is to determine whether the observed patterns in our data are more extreme than the amount of clumping and gapping expected under CSR. Figure 2 illustrates 3 realizations of CSR with 100 events uniformly distributed across a square. It is worth noting that the uniform distribution of event locations represents a uniform probability of occurrence, not an "evenly spaced" set of events.
[ Figure 2 about here.] CSR represents a convenient null model and many tests of CSR exist in the literature (Cressie 1993, page 604) , but CSR may not be the appropriate reference pattern for appli-cations where the population at risk is spatially heterogeneous. A common adjustment is the use of a heterogeneous Poisson process where the number of events expected per unit area is allowed to vary with location. If we define λ(s) as the expected number of events per unit area at location (point) s, we refer to λ(s) as the intensity function of the process. We adjust the Poisson process properties as follows: first, the number of events observed in any region still follows a Poisson distribution but now with the mean defined as the integral of λ(s) over that region, counts from non-overlapping regions remain statistically independent, and events are distributed according to a (spatial) probability density function proportional to the intensity function. That is, more events are expected in locations where the intensity function is high, and fewer events are expected in locations where the intensity function is low.
The heterogeneous Poisson process offers a flexible model of the spatial distribution of point-locations of events, and its properties regarding counts for non-overlapping regions define the distributional basis for several commonly-used models for regional count data.
However, the assumed independence of counts raises some eyebrows, especially among geographers for whom spatial autocorrelation is often a fundamental assumption in any spatial analysis (Tobler's First Law of Geography, Tobler 1970) . The distinction between a process defined by independent events with spatially patterned means versus a process defined by spatially correlated counts with identical means represents a lurking issue in the analysis of spatial pattern in general, and specifically in the detection of clusters. Bartlett (1964) showed that, without additional information, a pattern of independent events arising from a process with spatially varying intensity is mathematically indistinguishable from a process of spatially dependent events arising from a process with spatially constant intensity, let alone from patterns based on spatial variations in both correlation and intensity. The "additional information" allowing one to separate the intensity and correlation effects could be based on temporal ordering of events to see if the location of past events influences future events (for example, with infectious diseases or diffusion of new technologies), or replicated observations of the same process over time to see if a suspected cluster remains in the same location (for example, near a putative source of increased risk) or if one observes similar patterning but in different locations for each time period. When contrasting methods based on independent or dependent events, it is important to recognize that both approaches represent an idealization of reality: neither approach is right, both are useful, but each answers our questions of interest in slightly different ways. The basic probability models described above also provide a recipe for simulating sets of events following a given null model, thereby providing a powerful tool for Monte Carlobased statistical inference. Recall that in frequency-based statistical hypothesis testing, one often considers the p-value, the probability under the null hypothesis of observing a more extreme value of the test statistic than one observes in the data set. Monte Carlo hypothesis testing (Barnard 1963, Waller and Gotway 2004, Chapter 5 ) uses simulation to estimate this probability by generating multiple data sets under the null model, calculating the test statistic for each, constructing a histogram of these values as an approximation to the null distribution of the test statistic, and calculating the proportion of test statistic values associated with null simulations exceeding the value of the test statistic associated with the observed data. Note that the accuracy of the estimated p-value is a function of the number of simulations, not the sample size of the observed data, thereby putting the level of accuracy into the analyst's hands. This is not to say that sample size is unimportant.
Sample size impacts the variation of the statistic under the null and alternative hypotheses, while the number of simulations controls the accuracy of the simulation-based tail probability (p-value) estimates. In some cases, theoretical derivations of proposed test statistics exist, but often these are based on particular distributional assumptions (for example, Gaussian or normally-distributed observations) and it is not always immediately clear whether the results apply in settings having different structures. In contrast, as long as one can simulate data under a reasonable null model, the Monte Carlo approach yields accurate inference.
Two general null models are worth mention in our discussion of Monte Carlo techniques for the detection of clusters/clustering. The first, mentioned above, is that of constant risk, that is, an assumed constant probability of the event outcome for each individual under study. If one has either point locations or regional counts reflecting a census, one can estimate the overall global risk of the event through the overall observed proportion of individuals experiencing the event. Then, one may randomly assign the observed number of events to the population at risk to obtain each simulated data set. The constant risk null model can also adjust for local covariate effects by using the covariates to define the local probability of an event. Random labelling provides a second null model, similar to the first, but designed when one has a sample of event locations and a sample of non-event or "control" locations (individuals sampled from the population at risk of events) (Diggle 2003, Waller and Gotway 2004 , Chapter 6) wherein we condition on the observed locations and randomly assign the event status ("label") among the full set of locations. That is, if we observe 30 events and have locations for 70 individuals not experiencing an event (controls), we keep the set of 100 locations, and randomly assign 30 of these to be "events" in each simulated data set.
Note that random labelling assumes a constant probability of event assignment, based on the observed ratio of events to non-events. At first glance, this seems identical to the constant risk assumption but two subtle differences remain. First, the random labelling hypothesis is conditional on the set of locations (both event and non-event) so random labelling simulations will not place events in any other locations. Second, constant risk simulations could be based on an event probability estimated from the observed data or could be based on an externally reported probability (for example, national disease or crime rates). If the study takes place in an area different from that providing the basis for the external probability, it is possible that the local probability is sufficiently higher or lower than the external probability so the observed data will seem inconsistent with simulated values based on the external value for no other reason than the discrepancy in the background probability and not due to spatial clusters or clustering within the data set.
Again referring to Figure 1 , each of these steps represents a decision that may, subtly or not, impact the question addressed in the analysis. In the development, implementation, and review of specific spatial analyses, it is important to design, report, and understand the type of null model driving the simulations in order to place results within the proper context and to connect Boxes 4 and 1 in Figure 1 .
Finally, it is worth noting that there are many more advanced computational and mathematical methods of statistical analysis of point patterns under current development. Such models allow one to define parametric models of clustering of event locations (Lawson and Denison 2002) , assign random measurements (often referred to as "marks") to event locations, or allow interactions between multiple point process observed over the same spatial study area (see Møller and Waagepetersen 2004 for detailed technical development). Many of these make use of computationally intensive Markov chain Monte Carlo (MCMC) methods for likelihood or Bayesian inference for parametric models of point processes. However, the non-parametric Monte Carlo approaches presented below represent exploratory techniques for detecting the presence of clusters and/or clustering without explicitly modeling the type of clustering. The approaches illustrated here offer robust statistical inference and a good starting place for analysis.
Illustrative data set: Anasazi sites on Black Mesa, Arizona
To illustrate these concepts and to provide an illustration of the methods below, we consider a data set from the field of archaeology. The Peabody Coal Company leased land on the Black Mesa in northeastern Arizona, USA for coal mining. As part of the lease, the company contracted with archaeologists to conduct a detailed survey of archaeological sites in the lease area. The Black Mesa Archaeology Project conducted field research in the area between 1967 and 1987 leading to a body of research summarized in texts by Gumerman (1970), Gumerman et al. (1972) , Plog (1986) and Powell and Smiley (2002) . The study is relatively unique in its careful survey of a large tract of land and detailed mapping of the location of every site discovered on the surface. For our illustrative purposes, we make the simplifying assumption of a constant probability of detection of surface sites regardless of age or location. Figure 3 represents data locations abstracted from maps presented in Plog (1996) . The 100 open circles represent sites dated to the time period 950-1049 CE and the represents a time of great expansion of the Anasazi culture (as represented by the increased number of settlement sites), but ends coincident with a time of large-scale abandonment of sites by the Anasazi throughout the southwestern United States circa 1100-1150 CE.
To illustrate the methods described below, we will compare spatial patterns between the "early" and "late" sites represented in the data set, seeking both clusters and clustering within the data sets.
[ Figure 3 about here.]
Detecting clustering
We begin with a general examination of clustering, the overall tendency for events to occur near other events. In the Anasazi data, possible questions of interest are: "Do we observe clustering among all sites?" and "Do we observe different types of clustering among the early and the late sites?" We focus on the latter question but, in the spirit of Figure 1 , consider how it differs from the former in discussions below.
Who is my neighbor? Nearest neighbor analysis.
First, suppose we observe two types of events in the same study area. In our data example, these correspond to early and late sites and the question of interest becomes:
"Does the pattern of clustering in late sites differ from that in early sites?". Note that this question explores the relative degree of clustering within the set of early and late sites, not whether either sites exhibits clustering or not.
There is a long tradition of exploring nearest neighbor patterns in spatial data (Cliff and Ord 1973) and Cuzick and Edwards (1990) propose a test of clustering of one type of event within a set of two types of events in the same area. The test statistic is defined for a fixed number (k) of nearest neighbors and is, intuitively, the total number of late sites observed within the k nearest neighbors of other late sites. More formally, suppose we observe N events of which n late are late sites. If we define the matrix B to have elements B k,ij = 1 if event j is in the k nearest neighbors of event i and if we define δ i = 1 if the ith event is late and δ i = 0 otherwise, then the test statistic becomes
If late sites exhibit more clustering than early sites, we should observe more late sites near other late sites than we would expect under a random assignment of late sites to the observed locations of either type of event. Cuzick and Edwards (1990) [ Figure 4 about here.]
In the spirit of our discussion of Figure 1 , the lack of statistically significant clustering of one type of events among its nearest neighbors does not necessarily preclude the existence of a more general definition of clustering among sites. In addition, since clustering represents a feature averaged over the entire data set, non-significant clustering also does not preclude the existence of a few isolated clusters within the data set. We next consider both options with other analytic approaches.
Second-order measures and spatial scale
The nearest neighbor approach above explores clustering of event types among the sets of nearest neighbors but ignores inter-event distances. Statistical estimation of evidence for clustering as a function of distance provides an approach that addresses the question of clustering in a slightly different manner.
The most commonly used distance-based approach for assessing clustering among a single set of events is the so-called K function originally due to Ripley (1977) . The K function is a function, K(d), of distance d defined as the average number of additional events observed within distance d of a randomly chosen event, scaled by the overall intensity (average number of events per unit area). As a result, we could estimate the K function via
where N represents the number of observed events, λ is an estimate the overall intensity of events, d(i, j) denotes the distance between events i and j, and δ(d(i, j) < d) = 1 if d(i, j) < d and 0 otherwise. Note that the intensity λ is assumed to be constant so that any pattern in the events will be described within the K function rather than as a spatially heterogeneous intensity function. In practice, we should make some adjustment for events observed near the edge of the study area since events occurring nearby but outside of the study area will not be observed. An "edge corrected" (ec) version is provided by
where the average is replaced by a weighted average with weight w ij defined as the proportion of the circumference of the circle centered at event i with radius d(i, j) which lies within the study area. With a constant intensity w ij denotes the conditional probability of an event occurring at distance d(i, j) from event i falling within the study area, given the location of event i. Note that w ij = 1 if the distance between events i and j is less than the distance between event i and the edge of the study area.
Under CSR, K(d) = πd 2 (the area of a circle with radius d and patterns exhibit clustering for K(d) > πd 2 . To simplify the graphical expression of the K function, Besag (1977) proposed a transformation
where the first term on the righthand side equals d under CSR, so subtracting d yields a CSR-associated reference value of zero. Plotting d versus L(d) − d allows us to quickly identify distances at which patterns exhibit clustering ( L(d) − d > 0) and those at which patterns appear too evenly spaced to be consistent with CSR ( L(d) − d < 0).
The thick line in Figure 5 provides a graph of L(d) for the late Anasazi sites. The transformed K function is well above the CSR reference value of zero indicating more clustering that we would expect under CSR. However, the question of interest is not "Do the late sites appear consistent with CSR?" but rather "Do the late sites exhibit more clustering than the early sites?". We can use a random labelling Monte Carlo approach to address this question by repeatedly sampling 390 sites from the set of early and late sites combined, estimating the K function and exploring the variability of these estimates. Figure 5 illustrates the pointwise median, 2.5th and 97.5th percentiles of estimates of L(d) − d, based on 999 random labelling samples. We note that the estimate based on the data falls well within the band of values likely under the random labelling hypothesis so that the observed set of late sites does not differ from the patterns expected under random labelling in a statistically significantly way.
At this point, the pattern of the late sites does not appear to differ significantly from the pattern of the early sites either in its observed nearest neighbor relationships or its distancebased associations. However, both approaches applied so far explore clustering and we next consider approaches to evaluate the possible existence of clusters within the late sites.
Detecting clusters
We consider two conceptual approaches for detecting clusters, namely, the detection of the most unusual collection of events, and the comparison of the distribution of event locations experiencing the phenomenon of interest (e.g., a disease case or a crime), to that of locations not experiencing the phenomenon (controls). These two approaches cover many but not all examples and we refer the interested reader to texts by Lawson (2001) , Elliott et al. (1992 Elliott et al. ( , 1999 , and Waller and Gotway (2004) for additional approaches and techniques.
Finding the oddest ball in the urn: Scan statistics.
If we consider a cluster to be defined by an "unusual" collection of events, then an initial place to start is with methods designed to detect the most unusual collection (or collections) of events observed within the data set. Such methods define a (large) set of "potential clusters", collections of events each of which we might define as a cluster if the collection appears unusual enough (discrepant from the null model of interest), then identifies the most unusual of these.
This general idea motivated the "geographical analysis machine" (GAM) of Openshaw et al. (1988) where potential clusters were defined as collections of events falling within circular buffers of varying radii. The buffers were centered at each point in a fine grid covering the study area and the GAM approach mapped any circle whose collection of events was detected as unusual, e.g., those circles where the number of events exceeded the 99.8 th percentile of a Poisson distribution with mean defined by the population size within the buffer multiplied by the overall disease risk. (The use of the 99.8 th percentile was an attempt to adjust for the extremely high number of hypothesis tests conducted, one for each potential cluster.)
The GAM received a fair amount of attention, both in applications and in criticisms of the relatively ad hoc statistical inference associated with it. Subsequent methods proposed by Besag and Newell (1991) and Turnbull et al. (1990) revised the basic idea in more statisticallybased ways, but the most widely-used variant of this general idea is the spatial scan statistic originally proposed by Kulldorff (1997) and freely available in the software package SaTScan (Kulldorff and Information Management Services Inc., 2002) .
The spatial scan statistic works as follows. The set of potential clusters consists of all circular collections of cases centered at observed cases or controls, and radii ranging from the minimum observed inter-event distance to radii containing approximately one-half of the study area. For each potential cluster, we measure its "unusualness" via a local likelihood ratio statistic comparing a null hypothesis that events arise within the potential cluster with the same probability as they do outside of the potential cluster to an alternative hypothesis where events arise within the potential cluster with a higher probability than outside of the potential cluster. If we assume events follow a Poisson process within and without the potential cluster, we are simply testing the null hypothesis of equal intensities within and without the potential cluster versus the alternative hypothesis of a greater intensity within the potential cluster. In this case, the local likelihood ratio statistic becomes:
where N 1,in and N in = (N 0,in + N 1,in ) denote the number of event locations and persons at risk (number of event and control locations) within the potential cluster, respectively, and N 1,out and N out = (N 0,out + N 1,out ) for outside of the potential cluster. By extending the statistic with the inclusion of the indicator function I(·) we can limit attention to only windows where the observed rate inside the window exceeds that outside the window, rather than including "cold spots" where the rate inside the window is less than that outside the window.
At this point, we have a value measuring the unusualness of each potential cluster. Next, we identify the potential cluster with the highest local likelihood ratio statistic as the "most likely cluster" among the set of potential clusters considered.
Next, we determine the statistical significance of this most likely cluster, an important step since there will always be a most likely cluster, i.e., the most unusual collection of events considered. The relevant question is: How unusual is this most unusual collection of events? Kulldorff (1997) addresses this question in a clever way using Monte Carlo hypothesis testing. Given the total number and locations of events of both types (those experiencing the phenomenon and those not), we randomly assign "events" among the set of all locations, find the most likely cluster and save its associated likelihood ratio statistic. We repeat this exercise many times and construct a histogram of the maximum local likelihood ratio statistic for each random allocation. We estimate the statistical significance of the most likely cluster detected in our data set by the proportion of simulated maximized local likelihood ratio test statistics exceeding that of the observed data (i.e., the proportion, under the random labelling null hypothesis, of measures of unusualness that are more unusual than observed in the data).
This approach avoids the multiple testing problem encountered in Openshaw et al.'s (1988) GAM in the following way. The key lies in comparing the measure of unusualness of the most likely cluster in the observed data (the maximized local likelihood ratio statistic)
to the same value from each of a large number of data sets simulated under the null hypothesis. Each simulated assignment generates its own most likely cluster and associated local likelihood ratio statistic. These values are independent of one another since the simulated data sets are independent of one another, so the collection of maximum local likelihood ratio statistics represents an independent sample under the null hypothesis and its histogram provides an estimate of the null distribution of the maximized local likelihood ratio statistic.
Note that this approach compares the maximized likelihood statistic regardless of where it occurs rather than comparing the measure of unusualness at its observed location to the measures of unusualness at that same location.
We can contrast these two approaches by considering the questions answered by each.
By comparing the observed measure of unusualness to the measure observed anywhere in the simulated data sets we answer "How unusual does our most likely cluster appear compared to how unusual the most likely cluster appears under the null hypothesis?" If we compare the observed measure at a particular location to the observed measure at that location in each of the simulated data sets, we answer "How unusual does our most likely cluster appear compared to any other cluster at this location?". The first question represents a single question particular to the most likely cluster but the second is particular to a location and radius. Openshaw et al's (1988) GAM and similar methods such as Rushton and Lolonis (1996) essentially ask the second question for each location and radius which generates multiple hypothesis tests and complicates inference, again illustrating the importance of To illustrate the spatial scan statistic, Figure 6 shows the most likely cluster of late sites in the Anasazi data by the thick, dark circle and the most likely cluster of early sites by the thin, light circle. Neither is statistically significant. Even though the most likely cluster of late sites consists of only one early site (on the edge), the late sites outnumber the early sites in the data set so this is not a particularly unusual grouping of events.
[ Figure 6 about here.]
A few items merit mention. First, note that seeking the most likely cluster of late sites is a different exercise than seeking the most likely cluster of early sites. In some application it is clear which events one wishes to find a cluster of (e.g., cases versus non-case controls in epidemiology); in others it is not as obvious and both questions are of interest. Second, we must interpret the results in light of the set of potential clusters considered. Here, we only consider circular clusters and may miss more oblong or sinuous clusters, perhaps following rivers. The most recent version of SaTScan incorporates elliptical potential clusters and recent methodological work by Assunção (2006) and Patil and Tallie (2004) further expand the set of potential clusters at increasing computational cost. The impact of expanding the set of potential clusters on the statistical power of detection for subsets of this class remains to be studied in detail. For instance, it is not known to what extent including both circular and elliptical clusters might reduce the power to detect only the subset of circular clusters.
Finding peaks and valleys: Estimating the spatial intensity.
The spatial scan statistic is appealing, but is limited to the set of potential clusters. A more general approach involves estimation of the intensity function associated with a set of observed event locations. The conceptual framework of a spatial point process views the set of observed locations as a realization of a random distribution in space. The next step involves estimating the local probability of an event occurrence and defining clusters as areas where events appear to be most likely.
Kernel estimation is a popular approach for estimating probability distributions and has seen broad use in spatial analysis as well (Bailey and Gatrell 1995 , McLafferty et al. 2000 , Diggle 2003 , Eck et al. 2006 . Conceptually, suppose we place an equal amount of soft modeling clay over each event location on our map. These will overlap for events near each other and the resulting height of the entire surface represents our estimate of the spatial intensity, higher in areas with many observed events, lower in areas with few observed events.
More precisely, we place a smooth, symmetric function (the "kernel") over events, typically a probability density function such as a bivariate Gaussian density or other function which integrates to one. At each of a fine grid of points, we sum the kernel values associated with each observed event, yielding a smooth surface estimating the unknown intensity function.
The "bandwidth" (spatial extent) of each kernel controls the overall amount of smoothness in the estimated intensity surface with larger bandwidths corresponding to smoother surfaces.
Essentially, the kernel takes each observation and "spreads" its influence over a local area corresponding to the kernel function.
Mathematically, suppose x denotes the vector location of N events (x 1 , x 2 , . . . , x N ), and
x denotes any location within our study area A. The kernel estimate of the intensity λ(x) is
where |A| denotes the geographic area of our study area A, Kern(·) is a kernel function satisfying A Kern(x)dx = 1 and b denotes the kernel's bandwidth. Figure 7 represents the two intensity estimates for the Anasazi site data for a bandwidth of 15 distance units. Visually, we observe some differences between the two intensity estimates, such as a more distinct gap between site intensity for the late period (righthand plot) in the northern third of the study area, and perhaps an additional mode for the early period (lefthand plot) in the southwestern section of the study area. Such conclusions must be interpreted with caution however, since they are dependent upon the bandwidth used for estimation. In this illustration we use the same bandwidth in both plots to facilitate numerical comparisons between them in the next subsection, even though the two time periods contain different sample sizes.
[ Figure 7 about here.]
Comparing maps: Contouring relative risk.
Intensity estimates provide a descriptive view of local variations in the probability of event occurrence. However, as mentioned above, the interpretation of clustering often depends on the (often spatially-varying) population at risk of an event. That is, we are often more interested in spatial variations in the risk (probability) of an event rather than in spatial variations in the actual numbers of events. For crime data, we often do not have pointlevel population data or samples of the locations of 'control' individuals not experiencing the crime under study, and intensity analysis concludes with interpretation of the intensity function of events . In other fields, such comparison patterns are more readily available, and we next consider statistical identification of clusters via comparisons between two estimated intensity functions.
Suppose we have two types of events (events and controls, early or late sites, etc.). Bithell (1990) , Lawson and Williams (1993) , and Kelsall and Diggle (1995) propose approaches for comparing kernel estimates from each type of event, sayλ 0 andλ 1 . Kelsall and Diggle (1995) examine the surface generated by the natural logarithm of the ratio of the two intensity functions r(x) = logλ 1 (x) λ 0 (x) for any location x in our study area A. To borrow a term from epidemiology, the ratio of the two intensity functions reflects the relative risk, and the log transformation places the ratio on a more symmetric scale around its null value (0.0 on the log scale). Kelsall and Diggle (1995) point out technical and practical reasons for using the same bandwidth for both kernel estimates, primarily to avoid confounding the smoothness of the r(x) surface by differences in the underlying smoothness of the two intensity estimates).
The log relative risk surface r(x) illustrates areas where events of each type are more or less likely than the other. In order to use this approach to detect clusters, we seek peaks or valleys in the surface. To assess statistical significance, the next step is to decide whether the peaks and valleys are more extreme than one would expect to observe under a null hypothesis. Kelsall and Diggle (1995) propose using random labelling simulations to determine local clusters. Suppose we have n 0 type 0 events and n 1 type 1 events. Conditional on the complete set of observations of both types of events, we randomly assign n 0 of the events to be type 0, the rest to be type 1, and calculate r(g) for a grid of locations g = (g 1 , g 2 , . . . , g G ).
We repeat the random labelling a large number of times providing a large number of r(g i ) values for each g i in our grid, under the random labelling null hypothesis. If the value of r(g i ) based on the observed data is more extreme than the 2.5 th or 97.5 th percentiles of the values based on the simulation, we mark the location on the map. We note that this approach provides pointwise inference, not overall inference due to the multitude of grid points and the correlation between values of r(g) induced by the kernel function (nearby estimates share the same data). Also, if we were to use the pointwise interval inference to identify a single most likely cluster from the log relative risk surface we would fall into the same multiple inference problem as discussed above for GAM-type methods. Instead, we should think of the collection of pointwise intervals as a general guide to describe the variability (under the null hypothesis) of the estimated log relative risk surface across the study area, and draw attention where the estimated log relative risk surface wanders outside of these bounds. Leong (2005) recently proposed and compared several approaches to move from pointwise to simultaneous intervals around such log relative risk functions in one dimension and extensions to higher dimensions would provide a stronger basis for inference.
To illustrate the approach, Figure 8 illustrates the log relative risk of late versus early sites based on the kernel intensity estimates shown in Figure 7 . We use the same bandwidth as in the individual contour plots. As noted above, increasing the bandwidth generates smoother surfaces and decreasing the bandwidth generates rougher surfaces. For our illustration, a bandwidth of 15 distance units provided a surface smooth enough to remove local instabilities due to gaps in either early or late sites, but rough enough to reveal spatial variation in risk.
On the contour plot in Figure 8 , we indicate grid points with local relative risk estimates falling above and below the 95 per cent tolerance intervals (defined by random labelling) by '+' and '-' symbols, respectively. We see locally statistically significant increases in the relative probability of a late versus early sites in the north-central area mentioned in our discussion of Figure 7 .
[ Figure 8 about here.] How can we reconcile the locally significant cluster shown in Figure 8 with the nonsignificant most likely cluster found by the spatial scan statistic in Figure 6 ? Closer examination of Figure 6 reveals that the collection of late sites (filled circles) driving the cluster identified in the log relative risk plot is an oblong concentration of late sites in the north central portion of the study area. This concentration would not be considered among the circular potential clusters we used in our application of the spatial scan statistic. The example illustrates the importance of understanding the types of clusters evaluated by a particular method when comparing results between different approaches. In addition, the most likely clusters identified by the spatial scan statistic do not appear as unusual peaks in the log relative risk surface since (as with the scan statistic) there is not a strong excess of early or late sites in these locations.
Conclusions
The sections above illustrate the importance of understanding what sort of spatial patterns statistical approaches investigate in studies to detect clusters and/or clustering. The data set provides an interesting example where we observe no significant clustering but a significant cluster, provided we examine a broad enough class of potential clusters. Figure 1 illustrates that the example is not simply a situation of applying multiple methods until we get the answer we desire, but rather an example of the sorts of patterns not considered by many common summaries of spatial pattern, and how some potentially interesting patterns may be missed by some methods. 
