We show how the path formulation of bifurcation theory can be made to work, and that it is (essentially) equivalent to the usual parametrized contact equivalence of Golubitsky and Schae er.
Introduction
In their original paper on imperfect bifurcation theory GS79], Golubitsky and Schae er consider the so-called path formulation of bifurcation theory. However they had to abandon this approach as the calculations were mostly intractable, and they replaced it by their now standard distinguished parameter formulation. In this paper I describe how the path approach can be made to work thanks to recent advances in Singularity Theory, and I will show that it is (almost) equivalent to the distinguished parameter formulation. The new technology available, allowing the path formulation to work is two-fold: rstly, computations are facilitated by the development of computer algebra packages, and secondly the pathformulation itself is clari ed by the introduction by J. Damon of K V -equivalence D87].
As far as the computations go, Golubitsky and Schae er found the distinguished parameter approach more tractable thanks to a lemma ensuring that a bifurcation problem is nitely determined with respect to distinguished parameter contact equivalence if and only if it is nitely determined with respect to a restricted form of equivalence which is easier to compute. However, this lemma fails to hold as soon as there is more than 1 parameter, and in that case the computations of the full distinguished parameter equivalence are considerably harder than those of the path formulation. See for example P] .
There is one drawback at present to a coherent path formulation, and that is the distinction between the smooth (C 1 ) and analytic theories. The problem arises as the modules of smooth vector elds tangent to certain varieties (discriminants) are not necessarily nitely generated. However, in the analytic category, all such modules are nitely generated. One can argue that this is not a problem, since one is dealing with nitely determined bifurcation problems, so that after a change of coordinates, they are analytic, and even polynomial. It seems that this shortcoming may be able to be overcome, but the details are still to be worked out.
Part of the object of this paper is to give a general description of Singularity Theory for the non-specialist; this is done in Section 1. This point of view which groups all the di erent equivalence relations together and puts \bifurcation equivalence" in a wider perspective, is 1 Singularities, Bifurcations and Paths
In this section we give a brief overview of the salient points of singularity theory necessary for understanding the results of this paper. We will be considering families of maps (or map-germs) from R n to R p , and occasionally families of families of maps. The parameter spaces for the families will be denoted , V or U according to the interpretation. will be for the parameter space of a given bifurcation problem, U will always denote the parameter space (or base space) of a versal deformation, and V will be the base space for an arbitrary deformation. An excellent reference for the main results of singularity theory is C.T.C. Wall's survey paper W], although much progress and consolidation has been made since then, and in particular Damon's introduction of Geometric Subgroups of A and K D84], as the general class for singularity theoretic equivalences.
It should be borne in mind that we are really considering germs of maps and germs of deformations, so that all spaces such as R n and R p should really be considered as (small) neighbourhoods of the origin in R n and R p respectively. Similarly, although we say = R k , we really mean that is a neighbourhood of the origin in R k . We will not usually refer explicitly to germs, though there are occasional lapses | either through inconsistency or to remind the reader! It should also be borne in mind that although we only make explicit reference in this section to real (C 1 ) maps, one could equally well consider real analytic or complex analytic maps (or germs!). However, in Sections 2 and 3, there are certain results that only hold in the analytic categories.
(1.1) Bifurcation problems For the purposes of this paper, a bifurcation problem is an equation of the form g(x; ) = 0; where g : R n ! R p is a map-germ de ned at (0; 0) 2 R n , and = R k . We view as parameter space, and this distinction between and R n is re ected in the notion of equivalence used in bifurcation theory. Thus, a bifurcation problem is a system of p equations in n unknowns, with k parameters. In applications, it is common that n = p; however it makes no di erence to the theory. We often refer to the map g as the bifurcation problem, with the equation g = 0 understood.
(1.2) Organizing centre The organizing centre of (1.1) is obtained by putting = 0: g 0 (x) = g(x; 0); Path Formulation of Bifurcaton Theory 3 so that g 0 : R n ! R n .
(1.3) Equivalence of bifurcation problems Following Golubitsky and Schae er GS85], two bifurcation problems f; g : R n ! R n are said to be equivalent if there is a di eomorphism (x; ) 7 ! (H(x; ); h( )) and an invertible p p matrix S(x; ) depending on x and such that f(H(x; ); h( )) = S(x; )g(x; ):
We say f and g are bifurcation equivalent, or B-equivalent. In the special case that h is the identity, the equivalence is called restricted bifurcation equivalence. Putting = 0 we arrive at a natural equivalence of organizing centres, f 0 (H(x)) = S(x)g 0 (x); where now S is a p p matrix depending only on x, and H is a change of coordinates on R n . This equivalence is called contact equivalence, or K-equivalence; it was introduced into singularity theory by J. Mather in the late 1960's. (It is also sometimes known as V -equivalence AGV].) Thus, bifurcation equivalence is a parametrized version of contact equivalence | see the next paragraph.
(1.4) Deformations and their equivalence One of the important applications of singularity theory is to the study of how maps deform. One is able to deal in the same way with many types of equivalence (contact, bifurcation, right, left-right, equivariant, . . .).
Let f : X ! Y be a map (e.g. X = R n for contact equivalence, X = R n for bifurcation equivalence G-equivalent to F 2;h(u) for all u 2 U 1 . Moreover, the equivalences must depend smoothly on the parameter.
For contact equivalence (G = K), equivalence of deformations is precisely bifurcation equivalence. Thus K un = B.
For bifurcation equivalence, equivalence of deformations is a little more complex. A deformation of a bifurcation problem g(x; ) is a map g : R n V ! R p such that g(x; ) =g(x; ; 0). Two deformationsg 1 andg 2 of a bifurcation problem g are deformation bifurcation equivalent (B un -equivalent) if there are changes of coordinates (x; ; v) 7 ! (H(x; ; v) ; h 1 ( ; v); h 2 (v)) and a matrix S(x; ; v) such that g 1 (x; ; v) = S(x; ; v)g 2 (H(x; ; v); h 1 ( ; v); h 2 (v)):
(1.5) Versal deformations One of the basic notions of singularity theory is that of a versal deformation; it applies to all the usual equivalences. A versal deformation is a deformation which contains (up to the equivalence in question) any deformation of the singularity. For contact equivalence, this reads as follows.
Let g 0 : R n ! R p be given, and let G : R n U ! R p be a deformation of g 0 (so that g 0 = G( ; 0)). One says that G is a versal deformation of g 0 if for any deformation g : R n V ! R p of g 0 there is a map : V ! U such that g(x; v) is parametrized contact equivalent to G(x; (v) G(x; ; (v) ) are parametrized bifurcation equivalent.
There is a simple algebraic criterion for deciding whether a given deformation is versal, in terms of the tangent or normal spaces | see paragraph (1.9).
(1.6) Example Consider the organizing centre g 0 (x) = x 3 (here n = p = 1). There are several well-known bifurcation problems with this organizing centre. For example, Versal deformations are often called universal unfoldings GS85]. The word versal is used in singularity theory rather than universal, since the pre x`uni' refers to uniqueness, and versal deformations are not unique. The di erence between a deformation and an unfolding is mainly notational, and need not concern us here.
(1.7) Tangent spaces Associated to any map (germ), and any equivalence relation in singularity theory, is thè tangent space' of the map in question. It is essentially the tangent space to the equivalence class containing the map. To calculate it, one uses the given class of di eomorphisms, and di erentiates to obtain a tangent space. It is a subset of all in nitesimal deformations of the given map. Notation: We denote by E n the ring of C 1 functions on R n , by E the functions on , and E n; consists of the functions on R n . Similarly, n denotes the E n -module of vector elds on R n . The (maximal) ideal of functions vanishing at 0 2 R p is denoted m p , and consequently m p p is the E p -module of vector elds on R p that vanish at the origin. Finally, we denote by n; the E n; -module of vector elds on R n parametrized by 2 .
Let f be a map (organizing centre, bifurcation problem, or whatever), and G an equivalence relation (contact, bifurcation, or whatever). The space of in nitesimal deformations of f is denoted f consists of vector elds along f, that is, vector elds on R a with values in R b (more brutally, if f 2 C 1 (R a ; R b ) then f = C 1 (R a ; R b )). The G-tangent space of f is a subspace of f , denoted T G e f (the e is for`extended' 1 ). Note that f is a module over the ring of smooth functions on R a . For g 0 : R n ! R p , and K-equivalence, one nds that
The term tg 0 ( n ) is the image of vector elds under the tangent mapping tg 0 of g 0 ; the term g 0 (m p p ) is the E n -module generated by the pull-backs of vector elds on R p , that is by the set of vector elds of the form v g 0 , with v 2 m p p . Such composites are vector elds along g 0 .
For a bifurcation problem g : R n ! R p , the tangent space for bifurcation equivalence is given by T B e g = t 1 g( n; ) + g ( p; ) + t 2 g( ):
Here t 1 g and t 2 g mean di erentiating with respect to the rst (R n ) and second ( ) variables, respectively. Note that each of the rst two terms is an E n; -module, while the third term is merely an E -module. The whole is therefore only an E -module. Golubtsky and Schae er GS85] denote this tangent space by T (g). Their restricted tangent space RT (g) is given by the rst two terms only (the third is omitted by forbidding changes in the parameter) and is therefore an E n; -module. In MM], RT (g) is denoted T K rel g. The`unextended' tangent space T G f is de ned in the same way, but using only the vector elds that vanish at 0; it is used in conditions for nite determinacy. Given the (extended) tangent space T G e f f one de nes the normal space as the quotient:
This of course holds for G = K; B etc. The codimension of f with respect to G-equivalence is de ned to be, cod G f = dim R NG f: In the case that dim = 1, one has that T (g) has nite codimension if and only if RT (g) does GS85, p. 127] . This fact allows Golubitsky and Schae er to make their theory computable: being an E n; -module makes RT (g) much easier to compute than T (g) = T B e g.
(1.9) Versality theorem One of the basic theorems of singularity theory gives a simple criterion for determining whether a given deformation is versal (which works for all equivalence relations G such as contact, bifurcation, . . .all \geometric subgroups" of A and K D84]).
Let f be a map (germ) and G one of the singularity theory equivalences appropriate to f. Let F = f + u 1 1 + u r r be a deformation of f, with 1 ; : : : ; r 2 f . Then The codimension of a singularity is thus the number of parameters needed for a versal deformation. The space U is called the base space of the versal deformation.
(1.10) Discriminant Let G : R n U ! R p be a versal deformation of the map g 0 : R n ! R p (with respect to K-equivalence). For each u 2 U, let G u : R n ! R p be the map given by
The following conditions on u 2 U are equivalent: (i) there is an x 2 R n such that G(x; u) = 0 and G u is singular at x, and (ii) u is a singular value of the projection G : G ?1 (0) ! U given by G (x; u) 
This fact is easy to prove. The set of all such u is called the discriminant of the versal deformation G, denoted = G . It is the basic geometric object for the remainder of this paper. It is a hypersurface in U, i.e. given by one equation h(u) = 0 with h : U ! R.
For example, in the case n = p (central to bifurcation theory), for each u 2 U the set G ?1 u (0) is nite (otherwise g 0 would not be of nite codimension, and so would not have a versal deformation). The number of elements in G ?1 u (0) is locally constant on an open dense set in U, whose complement is precisely the discriminant. Thus, the discriminant consists of those points u for which G u has multiple roots. Over C, the number of elements in G ?1 u (0) is constant, for u 6 2 , not merely locally constant.
It is a central observation for this paper that: Suppose g = G, then bifurcation points of g correspond under to points of image( )\ G . to integrate to a 1-parameter family of di eomorphisms preserving , it is necessary and su cient that be tangent to . Note that if is singular, then tangent to means tangent to each stratum of some natural strati cation of .
The E U -module of vector elds tangent to has the unfortunate name Derlog( ), for reasons that go well beyond this paper S].
A few words about the structure of Derlog( ) are in order. Firstly, is a hypersurface, given by the equation h(u) = 0, so that Derlog( ) = f 2 U j (h) 2 hhig; where hhi is the ideal generated by h. This is because if is tangent to and as h is constant on , then (h) = 0 on . In other words, 2 Derlog( ) if and only if there exists f 2 E U for which (h) = fh.
We can de ne a submodule Derlog(h) Derlog( ), by Derlog(h) = f 2 U j (h) = 0g:
It consists of those vector elds that are tangent to all level sets of h, and not just to the zero level set . Clearly, Derlog(h) depends on the choice of function used to de ne , whereas Derlog( ) does not. In general, let f : X ! U be a map. A vector eld 2 U is said to be liftable over f (or via f) if there is a vector eld 2 X such that df x ( x ) = f (x) . It is not hard to show that any liftable vector eld must be tangent to the discriminant (f) of f (integrating and give di eomorphisms r of X and`of U such that f r =` f, so that`must preserve (f)).
For certain maps the converse is also true. In particular, Looijenga proved L] (2.4) Example Let U = R 2 and be de ned by the equation h(u 1 ; u 2 ) = 4u 3 1 +27u 2 2 = 0 (this is the equation for the discriminant of the versal deformation of g 0 (x) = x 3 given in (1.6)). Then Derlog( ) is generated over E U by the two vector elds then Derlog 0 ( ) = Derlog( ), since then f0g is a stratum of . The proof of this is similar to the standard proofs of nite determinacy for R-and K-equivalence using the homotopy method and Nakayama's lemma, see for example AGV].
Paths and bifurcation problems
To recapitulate, let g 0 : R n ! R p be a K-nite map (germ), and G : R n U ! R p be a versal deformation of g 0 . Any path (map) : ! U, induces a deformation (or bifurcation problem) G of g 0 given by ( G)(x; ) = G(x; ( )):
Moreover, the bifurcation points of G are the points 2 for which ( ) 2 G . For this section, we assume that all maps are (real or complex) analytic. Since G is versal, any deformation g(x; ) of g 0 is (bifurcation) equivalent to one of the form G for some path , as explained in (1.5). The precise form of this map depends, of course, on our choice of versal deformation. : ?! g ; where g = G. If G(x; u) = g 0 (x) + P d j=1 u j j (x) then it is easy to see that ( 1 ( ); : : :
The map is E -linear; in other words, it is a morphism of E -modules. Note that a priori g is an E n; -module, and can therefore be considered as an E -module, although as such it is not nitely generated. As has already been pointed out, the important geometry of a perturbation of is how it meets the discriminant : bifurcation points of G correspond to points of ?1 ( ). It is thus reasonable to consider K -equivalence of paths , as an alternative to bifurcation equivalence of bifurcation problems g. The following theorem shows that given and g = G, the notions of codimension of the two coincide, and moreover ? is a versal deformation of if and only if ? G is a versal deformation of g. The surjectivity of follows from the preparation theorem. See MM, Section 3].
(3.5) Example Consider the organizing centre g 0 (x) = x 3 , its versal deformation G(x; u 1 ; u 2 ) = x 3 +u 1 x+u 2 and the pitchfork and hysteresis bifurcations (paragraphs (1.6), (2.6) and (2.7)).
Applying to each of the K -versal deformations in (2.7) (i.e. substituting for ? in G) we get: Pitchfork: (x; ; u 1 ; u 2 ) 7 ! x 3 ? x + u 1 + u 2 , Hysteresis: (x; ; u) 7 ! x 3 ? + u.
These agree with the versal deformationsG of the bifurcation problems given in (1.6).
(3.6) Equivalence of path and parametrized-contact formulations We have been concentrating on the equivalence between the unfolding theories for g and for .
However there is a more fundamental question that we have not addressed. Namely, whether K -equivalence of paths is equivalent to bifurcation equivalence of the induced bifurcation problems.
Suppose that 1 and 2 induces two bifurcation problems g 1 and g 2 from a versal deformation G, with all maps assumed to be analytic. One can show the following.
If 1 and 2 are K -equivalent, then g 1 and g 2 are bifurcation equivalent.
The proof of this fact is based on the fact that a di eomorphism of U that preserves the discriminant of G is liftable over G , which is a particular case of general results of du Plessis, Ga ney and Wilson. See for example dPGW] .
On the other hand, although it is probably true, I do not have a proof of the converse. In the case p = 1, this is due to Bruce B] , and in the general case (with n p) to Goryunov G] . The basic result in these cases is Looijenga's theorem that Derlog( ) is a free E U -module L], and so has dim(U) generators. (It has at least that many, otherwise one
could not obtain all vector elds away from . If it had more, then there would be relations between the generators, and the module would not be free.) In spite of the existence of theoretical results, calculations of Derlog( ) are more easily done by brute force using computer algebra packages. The two most adapted to the sort of calculations necessary are Macaulay and Singular 2 , though with some extra work it is possible to adapt other packages to do this type of computation.
The calculation proceeds as follows. First calculate the (an) equation h(u) = 0 for . This is done by eliminating x from the equations G(x; u) = @G(x; u)=@x j = 0. Using Grobner bases, this can be done very e ciently ( nding the Grobner bases though can use a great deal of computer time).
To nd elements of Derlog( ), one uses the fact that a vector eld 
