This study examines the flow induced by an east-west-oriented oceanic thermal front in a highly idealized baroclinic model. Previous work showed that thermal fronts could produce energetic midlatitude jets in an equivalent-barotropic atmosphere and that barotropic instabilities of this jet had dominant periods of 25-30 and 65-75 days.
Introduction
The strongest thermal contrasts at the ocean's surface occur across major oceanic currents and upwelling zones. Midoceanic thermal fronts, such as the Gulf Stream and Kuroshio Extension, are permanent features of the midlatitude ocean circulation (Stommel 1965; Stommel and Yoshida 1972) . These fronts change in position and strength on the time scale of weeks to years. The sea surface temperature (SST) gradient across these fronts is of about T* ϭ 4°-10°C (100 km) Ϫ1 (Sweet et al. 1981) . Most of the data on these fronts are derived from a limited number of in situ hydrographic sections and a much larger number of remotely taken, satellite infrared images (Lee and Cornillon 1996) .
The response of the atmospheric marine boundary layer (AMBL) to oceanic fronts has been studied in observations, as well as by analytical and numerical models; see Feliks et al. (2004, hereafter F04) for a review. Most previous studies concentrated on steadystate AMBL solutions (Hsu 1987) or on the AMBL's short-time evolution (of the order of 12-24 h; e.g., Warner et al. 1990 ).
F04 concentrated instead on the low-frequency variability (LFV) in the atmosphere induced by a steady SST front. They studied the flow induced by an eastwest-oriented SST front of finite zonal extent (see Fig.  1 ) in a highly idealized model of the midlatitude atmosphere. A very simple, linear model of the AMBL was coupled to a quasigeostrophic (QG), equivalentbarotropic nonlinear model of the free atmosphere.
The extreme simplicity of the model allowed us to focus on a previously neglected, but potentially important effect of such an SST front, namely the role of potential vorticity (PV) injection into the free atmosphere. In traditional atmospheric models of oceanatmosphere interaction, no net PV source due to lowerboundary heating is taken into account (see Kushnir et al. 2002) . In the F04 model, the vertical velocity at the top of the AMBL drives the flow in the free atmosphere and produces an eastward jet, parallel to the oceanic front's isotherms. A large gyre develops on either side of this jet, cyclonic poleward and anticyclonic equatorward of it.
The behavior of this jet-and-gyres flow field depends on the thermal gradient T * across the front, for a given length of the front. When this length is 600 km, as in Fig. 1 , the flow is steady, with a velocity field that is symmetric about the axis of the oceanic front, as long as T * Յ 4°C. We refer to such a pattern as antisymmetric, because the barotropic streamfunction of the free atmosphere has this property. For 4°C Ͻ T * Ͻ 5°C, the flow is periodic in time, with a period of roughly 30 days, and it is asymmetric in space. The Hopf bifurcation at T * ≅ 4°C that leads from steady to periodic flows is caused by a shear instability with a characteristic wavelength of about 500 km and a symmetric streamfunction field. The superposition of this symmetric pattern onto the antisymmetric basic flow results in the overall asymmetry of the full oscillatory solution.
At T * Ӎ 5°C the solution becomes chaotic and its dominant period is still close to a month. This period increases suddenly to over two months at T * Ӎ 6°C. The two flow regimes, below and above T * Ӎ 6°C, possess distinct characteristics, besides the dominant period: (i) The former one is a low-energy regime, in which the SST front, and hence the atmospheric jet, are relatively weak; in this regime, small meanders develop along the jet axis. (ii) The latter is a high-energy regime in which the SST front and the jet are stronger; in it, large meanders and eddies develop along the jet.
In the F04 model, only barotropic instability mechanisms are present, while baroclinic instability played a major role in earlier studies of the midlatitude atmosphere's response to SST anomalies (Kushnir et al. 2002) . In the present study we use a baroclinic model of the free atmosphere in order to examine the role of baroclinic instabilities in the jet-and-gyres dynamics.
More precisely, the purpose of this work is to provide the answer to the following three questions: 1) Does the jet induced by the SST front in a barotropic atmosphere survive in a baroclinic atmosphere, where baroclinic instabilities are dominant? 2) What is the time scale and structure of the baroclinic instabilities? 3) Are there any mixed barotropic-baroclinic instabilities, and, if so, what do they look like?
A key motivation of the theoretical study in F04 and here is to elucidate the origin of intraseasonal atmospheric oscillations observed over the North Atlantic Ocean. In particular, the 70-day oscillation found by Plaut and Vautard (1994) in geopotential heights at 700 hPa from the National Meteorological Center (NMC) is characterized by fluctuations in both amplitude and position of the Atlantic jet, with a poleward-propagating anomaly pattern. This oscillation cannot be related to topographic instabilities, as is the case for other midlatitude intraseasonal oscillations (Simmons et al. 1983; Ghil and Childress 1987; Jin and Ghil 1990) , nor to the extratropical effects of the Madden and Julian (1971) oscillation. Our study does provide two plausible mechanisms for this oscillation, both related to instabilities induced by the strong SST gradients over the Gulf Stream. A further motivation of our work is to provide a clearer understanding of the links between the Gulf Stream position and strength, on the one hand, and the North Atlantic Oscillation (NAO; Hurrell 1995; Hurrell et al. 2003 ) and the frequency distribution of weather regimes (Kimoto and Ghil 1993a,b; Plaut and Vautard 1994; Robertson et al. 2000) over the North AtlanticEuropean sector, on the other. These links, however, will have to be pursued further elsewhere, given the highly idealized character of the models used by F04 and here.
In section 2, the baroclinic QG model of the free atmosphere is described. In section 3, we study the model's instabilities, and the LFV and ultralow LFV to which they give rise. In section 4, we summarize and discuss these results.
The atmospheric model
We consider an atmospheric model composed of a steady, analytical AMBL and a time-dependent, QG baroclinic model for the free atmosphere above it. The AMBL was described in details in F04. We present here the baroclinic model for the free atmosphere.
This QG model has two modes in the vertical and the model equations are nondimensionalized by the following characteristic scales:
Here, L is the horizontal length scale across the front, H is the vertical scale of the free atmosphere, T i is the advective time scale, V scales the wind speed in the cross-front direction, and the (nondimensional) temperature T scales like the oceanic frontal strength T *. In our experiments, T * will be varied; as seen later, this is equivalent to varying the SST gradient of the thermal front. The appropriate scales are listed in Table 1 , along with the main physical parameters.
The nondimensional PV equation with this scaling is
where w a is the vertical velocity in the free atmosphere (Pedlosky 1987; Holton 1992) . The relative PV is given by
and the nondimensional parameters S, ␤, and r H by
S is the mean Burger number, ␤ 0 is the meridional gra , where k 0 is the turbulent eddy coefficient in the vertical direction (see F04 for further details).
Along the meridional boundaries, we impose freeslip ϭ q ϭ 0, while in the zonal direction we use the open boundary condition of Charney et al. (1950) ; that is, the vorticity is specified in the inflow points and the streamfunction is specified everywhere. Following F04, the lower boundary condition for the free atmosphere at z ϭ 0 is
where H a is the height of the free atmosphere, nondimensionalized in Eq. (5) by H. The vertical velocity w a has, therewith, two components: one is due to the geostrophic flow above the AMBL, called in F04 the mechanical component; the other is due to the wind induced in the AMBL by the oceanic thermal front and called the thermal component. The nondimensional constant (or equivalently k 0 ) and T *. The turbulent eddy coefficient k 0 will be kept constant, whereas T * will be varied systematically. The nondimensional constant
determines the strength of the mechanical component of the vertical velocity at the top of the AMBL. It is proportional to the inverse of the frontal Rossby number. We see that ␣ ϰ 1/F 2 r , ␥ ϰ 1/⑀, and both are proportional to H E /H a .
An efficient discretization in the vertical of our model's free atmosphere is based on the orthonormal eigenfunctions k (z) of the eigenvalue problem
following Flierl (1978) and Feliks and Ghil (1996) . The appropriate boundary conditions are ‫ץ‬ k /‫ץ‬z ϭ 0 at the lower boundary z ϭ 0 (the top of the AMBL), as well as at z ϭ 1, taken to represent the mean height of the tropopause. We designate by k ϭ 0 the barotropic mode and by k Ն 1 the successive baroclinic modes. The external Rossby radius of deformation L/ 0 is infinite, according to the rigid-lid assumption; the kth internal Rossby radius of deformation is L/ k and we shall retain the first two modes only, that is k ϭ 0, 1. This limited vertical resolution still allows us to capture the main barotropic and baroclinic processes of interest, as well as the interactions between the two modes. We decompose the streamfunction and the PV q into vertical normal modes, namely
The equation for the modal amplitudes is (Flierl 1978) :
where we only retain k ϭ 0, 1 and
The triple interaction coefficients ijk are all equal to zero or one except 111 ; we shall refer to the value of 111 by .
The correspondence between two-mode and twolevel models (Flierl 1978 ) is given by
where H 1 is the nondimensional upper-layer depth and H 2 ϭ 1 Ϫ H 1 is the lower-layer one; ϭ 0 gives H 1 ϭ H 2 ϭ 1/2, whereas large negative values of give H 2 ϭ 1 Ϫ H 1 ϳ l/ 2 . In the basic experiment ϭ Ϫ1, which corresponds to the values H 1 H ϭ 7 230 m and H 2 H ϭ 2770 m, given H ϭ 10 000 m (see Table 1 ); values of Ӎ Ϫ1 or H 2 : H 1 Ӎ 3/7 are often used in atmospheric models (e.g., Kravtsov et al. 2005) . In section 4a, the influence of the relative layer depth on the dynamics will be examined.
The modal energy equation is derived by multiplying (10) by Ϫ k (Feliks 1990) . After some mathematical manipulations, we obtain
The term e ik represents the energy transfer between mode k and mode i.
The numerical scheme is the same as in Feliks (1990) and in Feliks and Ghil (1996) . Key features include fourth-order accurate discretization by finite elements in the horizontal (cf. Haidvogel et al. 1980 ) and a second-order Adams-Bashforth scheme in time.
Basic numerical results

a. Spinup experiment
To motivate this study, we consider a strong thermal front that shares certain characteristics with the Gulf Stream and the Kuroshio Extension. The length of the front is L x ϭ 600 km/L, its strength is T a ϭ 3°C, and its width is d ϭ 50 km/L. These values give a temperature change of roughly 6°C (200 km)
Ϫ1
, for the hyperbolictangent profile of Eq. (14) below. The dimensional layer depths are H 1 H ϭ 7230 m and H 2 H ϭ 2770 m, while the other parameters are listed in Table 1 .
The computational domain size is 5000 km/L ϫ 5000 km/L, with a grid size of ⌬x ϭ ⌬y ϭ 50 km/L, and a time step of T i ⌬t ϭ 0.009 259 day ϭ 800 s. The domain is slightly larger than in F04, where the main computations were carried out in a domain that was 4000 km long in the zonal direction versus 3500 km wide in the meridional direction. The domain size used here has, a fortiori, a sufficiently large zonal extent to capture the atmospheric response to the given SST field; see additional computations for a greater zonal extent in F04 (their Fig. 14 and section 5b) .
F04 showed that both the intensity and variability of the atmospheric flow induced by the oceanic front depended strongly on the horizontal resolution of the calculations. In particular, a sufficiently fine grid is necessary to describe accurately the Laplacian ٌ 2 T of the SST field and its effect on the atmospheric flow above. To capture, with satisfactory accuracy, the influence of the oceanic front on the evolution of our atmospheric model at the resolution of 50 km/L, F04 showed, by comparison with an analytical solution, how to adjust the strength T a of the oceanic front, and replace it by T * ϭ AT a , where A ϭ 2.06. Equation (6) is modified accordingly; see Eq. (23) and its discussion in F04 for more details.
The SST front used in this study has the same spatial pattern as in F04:
km/L ϭ 53, and x 3 ϭ 3000 km/L ϭ 60. The oceanic thermal front has a length of 600 km and its SST field is shown in Fig. 1 , for a strength of T * ϭ 6.1°C, which corresponds to ␣ ϭ 2.064 in Eq. (15). We start our spinup experiment from a free atmosphere at rest. In the barotropic mode (Fig. 2a) , an eastward jet forms above the oceanic front (x Ͼ 40) and two gyres appear on either side of the jet, as in F04: cyclonic to the north and anticyclonic to the south. A weaker circulation of opposite sign is observed to the west (x Ͻ 40: see the snapshot at t ϭ 8 nondimensional units in Fig. 2a ). At this early stage in the spinup, the jet terminates fairly abruptly, at x ϳ 70 ϭ 3500 km/L, with a zone of diffluence where it splits into a return flow. Later on, the jet and the gyres spread eastward because of advection of the momentum by the jet itself, while the opposite circulation to the west weakens and later disappears (see t ϭ 16 and t ϭ 120 in Fig. 2a ). The length of the atmospheric jet is now of roughly 4000 km/L, more than 6 times the length of the oceanic front (see t ϭ 120). For orientation, T i ϭ 0.58 day (see Table  1 ), so that t ϭ 10, 100, 1000 correspond roughly to 6, 60, and 600 days.
Later on still, at t ϭ 136, the jet and the two gyres break into two isolated dipoles, with a scale of 40 ϭ 2000 km/L. Subsequently, the flow field becomes chaotic and eddies fill the domain (t ϭ 344, 1896). Most often, eddies detach from the meanders downstream, along the eastern most portion of the jet; see, for instance, t ϭ 2544. The detached anticyclonic eddies move northward along the eastern tip of the cyclonic gyre (t ϭ 2552), while the cyclonic eddies move southward along the eastern tip of the anticyclonic gyre. These eddies do not seem to penetrate the large gyres themselves, which would eventually weaken their vorticity; instead, they are themselves weakened and washed upstream by the flow on the periphery of the main gyres. During the integration time, there are long intervals, of 20-60 days, when the barotropic flow field resembles the one at t ϭ 4304, with a large dipole and a fairly long jet of 50 ϭ 2500 km/L (about 4 times the length of the oceanic front).
The time evolution of the baroclinic mode is shown in Fig. 2b . A long eastward jet forms above the oceanic front and further to the west (x Ͻ 60); it is associated with two gyres, one on either side of the jet. A dipole with a cyclonic vortex to the south and an anticyclonic vortex to the north of the symmetry axis forms to the east of the jet (x Ͼ 60) and propagates eastward. This propagation, as seen between t ϭ 8 and 16, is probably due to the advection by the barotropic flow, which has the opposite polarity, in this part of the domain and at this time.
Later on, at t ϭ 120-136, the dipole downstream of the SST front grows and becomes the dominant feature. Still later, the flow becomes turbulent and the domain is filled with eddies (see Fig. 2b at t ϭ 344, 1896). The baroclinic component of the circulation is roughly opposite to the barotropic one, which is still dominant. The total flow (not shown) is baroclinic, with an eastward jet and eddies that are stronger in the upper layers; see the range of the values for the nondimensional streamfunction in Figs. 2a,b, respectively. In fact, the ratio between the amplitude of the baroclinic and barotropic modes changes during the spinup stage. At the beginning (not shown), this ratio is larger than one, then, at t ϭ 8, it decreases to 0.7, and still later, at t ϭ 16, this ratio decreases to 0.5 and remains stable.
b. Oscillatory components of the flow field
The model is integrated for 8.2 yr (5150 nondimensional time units) until it reaches a statistical equilibrium. We discard the initial segment of roughly 2 yr, in order to eliminate the transients, and we examine the time series of the last 6.2 yr. In this stationary regime, the solution is aperiodic in time and asymmetric in space. Every 500 time steps, that is, every 4.63 days, we save the streamfunction and PV field over that sampling interval.
The mean of the streamfunction field over the last 6 yr of the simulation is shown in Fig. 3 . The mean barotropic streamfunction (Fig. 3a) exhibits two antisymmetric gyres-cyclonic north of the SST front and anticyclonic to the south-separated by a purely zonal jet. The western edge of the core of the two gyres lies at the same longitudinal location as the western edge of the SST front (cf. Fig. 3 and Fig. 1 ), while their eastern edge lies considerably downstream of the front's eastern
edge. The mean baroclinic streamfunction (Fig. 3b ) over the SST front itself is associated with two opposite gyres, cyclonic to the north and anticyclonic to the south, while downstream of the front (x Ͼ 60) the baroclinic flow exhibits two gyres with the opposite vorticity; that is, anticyclonic to the north and cyclonic to south. The total circulation, because of the superposition of the barotropic and baroclinic streamfunctions, induces a jet that is both stronger and longer in the upper layer than in the lower (not shown).
The power spectrum of the mean kinetic energy, defined over the integration domain, is shown in Fig. 4 . We used the multitaper method (Thomson 1982; Mann and Lees 1996) with three tapers and bandwidth parameter 2, as well as other methods in the Singular Spectrum Analyses-Multitaper Method (SSA-MTM) FIG. 4 . Power spectra of the total kinetic energy; this and subsequent Figs. 5-9 refer to the control experiment with T * ϭ 6.1°C and ϭ Ϫ1. The spectra were calculated using the MTM with three tapers and a bandwidth parameter of 2. Following Mann and Lees (1996) , several types of spectra (harmonic, reshaped, and median; see legend) were calculated and the labeled peaks all exceed the 99% confidence level. 104
Toolkit (Ghil et al. 2002 ; http://www.atmos.ucla.edu/ tcd/ssa). The most prominent peaks that are common to the results of the various spectral methods lie near 270, 100, 70, 33, and 25 days. These results are fairly stable, given the small ratio of the significant periods to the length of the simulation, and the ones cited have all a statistical significance of at least 95% and, in certain cases, of more than 99%. We next identified the coherent spatiotemporal patterns in the barotropic and baroclinic streamfunction fields, which are associated with the spectral peaks found in the kinetic energy. To do so, we performed a combined multichannel singular-spectrum analysis (M-SSA; see Keppenne and Ghil 1993; Plaut and Vautard 1994; Ghil et al. 2002) of these two fields. To reduce the size, and thus improve the condition number, of the covariance matrices involved in the M-SSA calculations, we sampled the two fields being analyzed every four grid points along each axis and performed principal component (PC) analysis in space on the 25 ϫ 25 grid so obtained. The 10 leading empirical orthogonal functions (EOFs) capture about 95% of the total variance of the subsampled field, including both the barotropic and baroclinic modes. We then carried out the joint M-SSA on the 10 associated PCs with a window width of 80 sampling intervals, that is, of about 370 days. This window width allows us to analyze all the periodicities marked in Fig. 4 . The composites of each periodic mode were computed, in eight phase categories, according to the methodology of Moron et al. (1998, see their appendix for details).
The leading EOF pair of our M-SSA analysis corresponds to the 270-day peak in Fig. 4 . The composite anomalies of this oscillatory mode are shown in Fig. 5 . The anomalies are mainly antisymmetric with respect to y ϭ 0, and correspond to a standing dipole whose intensity oscillates between two extremes of opposite signs. The centers of the two gyres are located at x Ӎ 70 in both the barotropic (Fig. 5a ) and the baroclinic (Fig.  5b) modes. The amplitude of the baroclinic mode in this oscillatory pair is half the amplitude of the barotropic mode and the two modes have opposite signs at all times.
The 105-day oscillation extracted by M-SSA has a similar antisymmetric pattern as the 270-day oscillation; it is propagating northward, however, as shown in Fig.  6 . This northward propagation is the result of an interference phenomenon between a standing oscillatory pattern that is antisymmetric and a symmetric oscillatory one with roughly the same period. To describe this interference, we applied M-SSA separately to the symmetric (S) and antisymmetric (A) parts, S and A , of the streamfunction field:
By using this decomposition, we were able to isolate two oscillatory modes (not shown), one symmetric and propagating slightly westward, the other standing and antisymmetric; both have a period of 105 days and yield by superposition the 105-day northward-propagating mode of Fig. 6 . The northward-propagating 105-day mode here could be related to the observed 70-day oscillation that propagates from Cape Hatteras to Greenland in a direction roughly perpendicular to the Gulf Stream path (see Plaut and Vautard 1994) . In fact, the relative variances of the two oscillations, in the observations and in the model, are quite similar: Plaut and Vautard (1994) found it to be 1.6% of the total or 2.7% after removal of the annual cycle, while it is of 2.4% in the model, which has no seasonal cycle.
The reconstructed 30-day oscillation is shown in Fig.  7 . The barotropic streamfunction anomaly (Fig. 7a ) is mainly symmetric with respect to y ϭ 0. This anomaly begins to develop at x Ӎ 85 (the negative anomaly at phase t ϭ 3.75) and then propagates westward, while becoming stronger and more elongated along the x axis (t ϭ 7.5-11.2 days). Later, it decays in place (t ϭ 15 days), before changing sign (t ϭ 18.7 days). The baroclinic streamfunction anomaly (Fig. 7b) has still half the amplitude of the barotropic one and the opposite sign, like in the 270-day oscillation. The equivalentbarotropic structure of this symmetric oscillation is very similar to the 30-day instability found by F04 in their equivalent-barotropic model (see Fig. 9 and section 4b there). We thus conclude that two distinct types of oscillatory modes coexist in our baroclinic model: standing, antisymmetric dipoles and symmetric modes that have a slight tendency to travel, or expand, westward.
To gain further insight into the dynamics of these two types of modes, we use the symmetric-antisymmetric decomposition Eq. (16) and analyze the two components separately. The dominant oscillations in each component are the same as those obtained in the previous M-SSA analysis.
c. Energy evolution
The kinetic energy of the barotropic and baroclinic mode of the flow is shown in Fig. 8 . We identify two energy states: a high-energy state, in which the energy of the barotropic mode is larger than 0.9 nondimensional units; and a low-energy state, in which it is lower than 0.6. The flow in the high-energy state (not shown) is very similar to that found at t ϭ 136, 4304 in Fig. 2a ; that is, two large gyres occupy the eastern part of the domain and are associated with a strong eastward jet. The flow in the low-energy state (not shown) is characterized by a short jet, mostly located over the SST front, and two small gyres surrounded by several eddies, similar to the situation at t ϭ 1896, 2544 of Fig. 2b. The energy of the barotropic mode is about 3 times larger, on average, over the entire simulation, than the baroclinic one. This result is due to the energy cascade from the baroclinic to the barotropic flow component, as shown in Fig. 9 . Indeed, the energy transfer term between the baroclinic and barotropic mode e 10 in Fig.  9 dissipates the energy in the baroclinic mode [see Eq. (13a) for k ϭ 1] whereas the energy transfer term e 01 ϭ Ϫe 10 gives energy to the barotropic mode. Note that other processes play a role as indicated later at the end of this section. At the beginning of the spinup process (Fig. 2) , the energy in the baroclinic mode is larger than in the barotropic mode (not shown). The jet at this stage is confined to a thin layer above the AMBL, as in Doyle and Warner's (1990) simulation of Genesis of Atlantic Lows Experiment (GALE) observations, for the first 12 h of their mesoscale model integration. The transition from this early stage of a spinup simulation to the asymptotic, statistically stationary regime studied in sections 3b and 3c occurs through the energy transfers illustrated in Fig. 9 .
The energy cascade toward larger total scales, horizontal as well as vertical, is a major feature of QG turbulence (Charney 1971) in the presence of the ␤ effect (Rhines 1975) . Horizontal scales larger than the Rossby radius of deformation are associated with an energy cascade from the baroclinic to the barotropic mode (Fu and Flierl 1980; Salmon 1998 ). The energy injection from the oceanic front through the AMBL into the baroclinic mode is about 1.3 times larger than the injection into the barotropic mode (see Fig. 9 ). We thus conclude that the large amount of energy found in the barotropic mode is due to this cascade to lower vertical wavenumber: the AMBL provides more energy into the baroclinic mode, which then cascades into the barotropic mode.
Examining further the energy transfer between the A and S components [see Eq. (16)], we can identify two kinds of instabilities, barotropic and baroclinic. The time series of the barotropic kinetic energy and of both its A and S components is shown in Fig. 10 . The energy growth in the S component and decrease in the A component is due to the energy transfer from A to S. The barotropic instability is revealed by the energy transfer from the SST front through the AMBL to the A component and then to the perturbation S component. This barotropic-instability-related transfer is most prominent over relatively short time intervals, of about 30 days.
The energy transfer from the baroclinic to the barotropic mode indicates that baroclinic instabilities are also present, as shown in Fig. 9 . As shown later (end of this section), these baroclinic instabilities are associated to antisymmetric unstable modes with periods longer than 100 days.
The energy in the barotropic mode's A component is larger than the energy in its S component at all times. The high-energy states correspond to flows that are characterized by a strong, persistent dipole; that is, the dominant, barotropic flow component is nearly antisymmetric (see Fig. 2a at t ϭ 4304) . The high-energy episodes last about 200-300 days. The A and S components are almost anticorrelated, with the minima of the latter preceding slightly the maxima of the former, and vice versa.
The energy exchanges between the A and S components of the solution can be explained as follows. First, we note that the A component is dominated by the jet, while the S component captures perturbations away from it. The atmospheric jet induced by the SST front is ergy in the S component decreases due to friction and reaches a minimum. The strength of the A component and of the associated jet meanwhile increase, until the latter reaches its local maximum and becomes unstable. These opposite tendencies can be seen in Fig. 10a: the energy of the A component increases when the energy of the S component decreases and vice versa. As noted already, the phase relations between the A and S components in Fig. 10a appear to be characteristic of barotropic instability. To highlight the processes associated with this instability, we focus now on the 30-day oscillation, which is, as we shall see, driven by it. Figure 11a shows the M-SSA reconstruction of the 30-day oscillatory mode extracted from the kinetic energy time series. The S component (solid line) is in phase opposition and has the same amplitude as the A component (dotted line); this phase relationship is a key feature of the barotropic instability that gives rise to the westward-propagating, symmetric mode shown in Fig. 7 .
The contribution of baroclinic instability to the full variability is most clearly seen in the 270-day mode, illustrated in Fig. 11b . Here the A component (dotted) leads the S component (solid) by one quarter period. The A component is roughly 4 times larger than the S component and has to draw its energy from the baroclinic mode. This inference is supported by the energy transfer diagram shown in Fig. 12 . Finally, the energet- 
FIG. 12. Mean energy transfers between the antisymmetric (A)
and symmetric (S) components of both barotropic (BT) and baroclinic (BC) modes for T * ϭ 6.1°C and different values of the parameter ; see Table 2 for the corresponding layer thicknesses. The energy transfer rates are indicated in bold for each arrow, while the nondimensional energy value of each mode and component is indicated in italics and in parentheses.
input from the lower boundary and energy output through viscous dissipation. The input and output, however, are exactly equal to each other and normalized for simplicity to equal 1.0, while the energy densities are normalized by the same value of V 2 ϭ 1 m 2 s
Ϫ2
; see Eq. (1) and Table 1 .
From this figure, we conclude that (i) there is more energy injected into the baroclinic mode than into the barotropic mode; while (ii) the loss of energy due to dissipation is always larger from the barotropic mode than from the baroclinic mode, and these losses are much more sensitive to H 2 /H 1 . The dissipation of the flow's A component (both baroclinic and barotropic) is always stronger, while the loss from the baroclinic A component is most sensitive to the stratification H 2 /H 1 .
It is interesting to observe that the barotropic energy is dissipated at a slower rate than the baroclinic energy in every case. Dividing the energy in a mode by its rate of dissipation, we find that the barotropic time scale of dissipation is about twice as long as the baroclinic one; this makes the barotropic mode contain more energy than the baroclinic one. These differences in dissipation rates are superimposed on the basic energy cascade and modify the energy distribution.
Sensitivity studies a. Sensitivity to layer-depth ratio
The behavior of the real atmosphere depends on the stratification S ϭ S(z) of the mean state. This state change from summer to winter, between warmer and cooler episodes within each season, as well as with latitude. In this subsection, we examine therefore the influence of the layer-depth ratio or, equivalently, the triple interaction coefficient on the dynamics; see Eq. (12) .
In this study, the Rossby radius
is kept constant and equal to 575 km (i.e., 1 ϭ 50/575 ϭ 0.087; see Table 1 ). Thus ⌬ and the symmetric product H 1 H 2 vary in an opposite way, since f, g, H ϭ 10 000 m and 0 are all constant: as H 1 H 2 increases, ⌬ decreases, and vice versa. The maximum of H 1 H 2 occurs at H 1 ϭ H 2 ϭ 1/2, where ⌬ thus has its (nonzero) minimum. But, in fact, the overall problem is not as symmetric with respect to the layer thicknesses as it appears from only considering Eq. (18). Since the energy and PV are injected from the lower surface, the two extreme cases in which ⌬ ϭ 2 and either ϭ Ϫ4.8 and H 2 ϭ 0.04H or ϭ ϩ4.8 and H 1 ϭ 0.04H are quite different: the former case is highly baroclinic, with strong instabilities related to the shallowness of the lower layer, while the latter is almost barotropic.
To complicate matters further, the model's long-term behavior is affected by the vertical propagation of instabilities and by the energy input and loss processes shown in Fig. 12 . Because of these processes, the strong baroclinic instabilities associated with shallow H 2 die out and the model settles into nearly barotropic dynamics, while such instabilities are entirely absent for sufficiently shallow H 1 . The baroclinic transients become more and more persistent, though, as H 2 /H 1 → 1, since the total losses from the baroclinic mode decrease from Fig. 12c to Fig. 12a . Hence the long-term behavior is most baroclinic for H 1 ϭ H 2 ϭ 1/2, although the ratio of mean barotropic to mean baroclinic energy is roughly 3:1 (see Table 2 ), independently of layer-depth ratio.
It follows from the discussion thus far that the most interesting model behavior occurs when the lower layer is shallower, up to and including a case where it almost equals the upper layer in depth. The values of the lower-layer depth H 2 in Table 2 range from H 2 ϭ 1100 m for ϭ Ϫ2.5 to H 2 ϭ 4260 m for ϭ Ϫ0.3.
For the values of shown in Fig. 12 , we performed M-SSA on each flow component, symmetric (S) and antisymmetric (A), using the same values for the other parameters as before. In Table 2 , the two strongest oscillatory modes are shown, separately for the A and S component, as a function of the ratio H 1 : H 2 of upperto-lower-layer depth, given by . The dominant period of the A component increases as the upper-layer depth H 1 decreases from ϭ Ϫ0.3 to ϭ Ϫ1.0 and reaches its maximum of 270 days for ϭ Ϫ1, only to decrease again when becomes more negative. For ϭ Ϫ2.5, the antisymmetric oscillatory modes are very weak. In the S component, there is a dominant period of about one month for all values of . Much longer periods are also found for all values of . The periods of one and two TABLE 2. The effect of changes in the layer depths on flow characteristics. The first two columns give the parameter and the layer depths, the next two the periods of the most prominent oscillatory modes in the antisymmetric (A) and symmetric (S) components; the mean energy obtained in the BT and BC modes appears in the last column. Note that the lower layer is deepest for ϭ Ϫ0.3 and shallowest for ϭ Ϫ2.5. months in the S component here are fully consistent with those obtained by F04 for an equivalentbarotropic atmosphere, in which all the instabilities were purely symmetric. The mean energy, over the integration domain and time, as a function of is given in the last column of Table 2 . As decreases in absolute value and tends to 0 (H 2 increases), the energy increases in both the baroclinic and barotropic mode, although the injection of vorticity from the AMBL into the free atmosphere (not shown) is the same for all the cases listed in Table 2 . This PV injection is only a function of the oceanic front's intensity and not a function of ; see Eqs. (5) and (10). For the same amount of vorticity injected into the free atmosphere through its lower boundary, however, more energy is injected when the amplitude of the streamfunction is larger; this fact can be derived from the energy Eq. (13) and the boundary condition (5).
We examine below the change in the energy transfers for the three cases illustrated in Fig. 12 , namely ϭ Ϫ0.7, ϭ Ϫ1 and ϭ Ϫ2.5. The A component of the baroclinic mode becomes much more dissipated as the lower layer becomes shallower, whereas there is less transfer of energy into its S component. The baroclinic mode is thus overall less energetic when the lower layer becomes shallower and the energy injection from the SST front into it is thus reduced; this effect is noticeable in the weaker energy flow into the baroclinic mode in Fig. 12c and the significantly lower mean energy in this mode in the last row of Table 2 . This weakening of the baroclinic mode results in its providing less energy to the barotropic mode at lower H 2 values.
The stronger flow for a deeper lower layer is associated with a more intense energy cascade from the baroclinic to the barotropic mode and thus a stronger barotropic flow (see the top two rows of Table 2 and Fig.  12a ). The more intense barotropic mode, in turn, results in its receiving more energy from the AMBL (see Fig. 12a ). This argument holds for all five cases examined in Table 2 and explains the fact that the mean energy increases as tends to 0, that is, as H 2 /H 1 → 1.
In Fig. 10b , the total energy of the barotropic mode and the energy of its A and S components are shown for the case ϭ Ϫ2.5, H 2 H ϭ 1100 m. The high-and the low-energy states alternate, as in Fig. 10a , but the residence time in each state is longer, and the energy level more persistent: there are only three occurrences of a high-energy state, in the beginning, the middle, and at the end of the integration. The A component in the high-energy states is much larger, while the S component stays relatively constant throughout the simulation. The high-and low-energy states thus coincide with the high-and low-energy states of the A component.
As the lower layer becomes deeper, the frequency of occurrence of the high-energy states increases and their durations decrease, as can be seen by comparing Figs. 10a and 10b. The high-energy states in Fig. 10a have an even stronger downstream dipole and elongated eastward jet (not shown) than those associated with such states in Fig. 10b. 
b. Sensitivity to the oceanic front's intensity
We now study the model dynamics as a function of the corrected frontal strength T * or, equivalently, of the parameter ␣; the latter determines the strength of the vertical velocity at the top of the AMBL, according to Eq. (6). While varying T * in Eq. (14), we keep the frontal width d ϭ 1 ϭ 50 km/L fixed in Eq. (15). In this subsection, we study the oscillatory modes of the streamfunction by splitting it into its A and S components, as in Eq. (16), and analyze each component separately through M-SSA, with the same spectral parameters as in section 3b.
For T * ϭ 1.5°C, the solution in the free atmosphere is steady, as it was in F04. The barotropic mode has two antisymmetric gyres-cyclonic to the north of the front and anticyclonic to the south-separated by a purely zonal jet (see Fig. 13 ). The circulation in this case is similar to the mean circulation shown in Fig. 3 , but with a much smaller strength and horizontal scale.
For T * ϭ 3°C, the solution is already chaotic; in the equivalent-barotropic model of F04, the first Hopf bifurcation to periodic solutions occurred at T * ϭ 4°C, while transition to irregular flows only arose at T * Ӎ 5°C. The two dominant oscillatory modes of the S component have periods of 22 and 44 days, while the A component has dominant periods of 200 and 85 days. The spatial patterns of the oscillatory modes of each component (not shown) are very similar to those found for T * ϭ 6.1°C, but with smaller scales and strength; see Figs. 7 and 5, respectively. In Table 3 , the period of the two dominant oscillatory modes of the A and S components are given as a function of the strength T * of the SST front or, equivalently, as a function of ␣. The dominant periods of the A component are much larger than in the S component. In the latter, we also find very low-frequency variability by applying a moving-average filter of 10 time intervals (46.3 days). The two dominant oscillations found in this filtered time series are also shown in Table 3 . For 3°C Յ T * Յ 9.1°C, the longest period so obtained increases, from two to about six months, and it stabilizes afterwards.
In Fig. 14 , we plot the period of the dominant modes versus the thermal front's strength T *. For 3°C Յ T * Յ 6.1°C, the dominant period in the A component in-creases as T * increases; it reaches its maximum at T * ϭ 6.1°C and then decreases. For the S component, the dominant period in the raw series is much less sensitive to T *: it increases slightly for 3°C Յ T * Յ 4.5°C and decreases, even more slightly, thereafter.
The spatial pattern of the dominant oscillatory modes in both components stays the same for all the values of T * examined here, although their scale and intensity increase when T * increases. The oscillations in the S component are clearly dominated by barotropic instability (see Fig. 11b and discussion thereof), while those in the A component are dominated by baroclinic instability.
Concluding remarks
In this paper, we have studied the atmospheric flow induced by an oceanic front, in a minimal baroclinic model. The model couples a very simple, linear model of the atmospheric marine boundary layer (AMBL) to a quasigeostrophic (QG), nonlinear model of the free atmosphere with two modes in the vertical; the latter is driven by the vertical velocity at the top of the AMBL. The two-mode model is equivalent to a model with two layers; the connection between two such models is given by Eq. (12), following Flierl (1978) and Feliks and Ghil (1996) .
a. Comparison of baroclinic and barotropic results
The AMBL model here is identical to the one introduced by Feliks et al. (2004, throughout this paper F04) in a model with an even more highly idealized, baro-FIG. 14. Period of the dominant oscillatory mode of the symmetric (solid) and antisymmetric components (dotted) as a function of the SST front's strength T *, for ϭ Ϫ1. (6) and (7). Based on this simple AMBL formulation, F04 demonstrated the equivalent-barotropic effect of an SST front, while previous work on the atmospheric effect of midlatitude SST anomalies concentrated on shallow baroclinic effects Kushnir et al. 2002) . The two main questions addressed in the present paper are (i) does the substantial role of the potential vorticity (PV) injection into the free atmosphere survive in a baroclinic model; and (ii) how do baroclinic phenomena modify the mean flow in the free atmosphere induced by the SST front, as well as the lowfrequency variability reported in F04. The answer to the first question is a simple yes: the PV injection effect of the SST front is just as vigorous in the present, the baroclinic model, as in the F04 barotropic one.
Concerning the second question, the atmospheric flow is dominated, here like in F04, by a westerly jet and two antirotating gyres. The mean barotropic mode in both simulations is similar, but the mean jet in the upper layer is stronger (see Figs. 2 and 3 ) and less stable here, given the same lower-boundary forcing. Already in F04 the symmetry properties of the flow, given the symmetry of the domain and forcing with respect to the horizontal, east-west axis of the domain (see Fig. 1 ), were important. In F04, the mean atmospheric flow set up by the SST flow had an antisymmetric streamfunction pattern, while the dominant oscillatory instability was, of course, barotropic and had a symmetric pattern. Given the great wealth of instabilities here, we systematically separated the flow into its antisymmetric (A) and symmetric (S) components, to help us identify and describe the various oscillatory modes; see Eq. (16).
We obtained three kinds of unstable oscillatory modes (see Fig. 4 ). First, A modes that correspond to baroclinic instabilities and have a standing dipole structure (see Fig. 5 ); the dominant mode of this type has a period of 270 days. Second, S modes develop at the eastern edge of the westerly jet and propagate slowly westward; the dominant mode of this type has a period of 30 days (see Fig. 7 ). The spatial patterns and periods of these modes are similar to those obtained by F04 and arise by barotropic instabilities of the jet.
Third, we found a northward-propagating wave pattern with a period of 105 days (see Fig. 6 ). This pattern seems to arise by the interference of two modes of approximately equal period and amplitude: a standing A mode, of baroclinic origin, and an S mode, of barotropic origin, which propagates very slowly westward. This mixed barotropic-baroclinic mode associated with a period of 105 days provides a plausible mechanism for explaining the western North Atlantic 70-day oscillation of Plaut and Vautard (1994) .
The period in our model does not agree exactly with the observed one, but the spatiotemporal evolution is fairly realistic. Keppenne et al. (2000) found an oscillatory topographic instability with a 70-day period in a two-layer shallow-water model on the sphere, at a lower horizontal resolution of T21; its spatial pattern, though, was standing, rather than northward propagating.
Our results suggest yet another mechanism for the observed 70-day oscillation, namely the barotropic instabilities that have a period of 60-80 days and propagate downstream of the jet, as found in F04. Because of the crude spatial resolution, of about 10°, used in Plaut and Vautard (1994) , it is difficult at the present stage to draw unambiguous conclusions about which one of the two mechanisms proposed herein is more likely to contribute to the observed oscillation. The Gulf Stream front runs southwest-northeast, rather than west-east, like our idealized oceanic front of Fig. 1 . Thus the direction of propagation of the 70-day oscillation observed by Plaut and Vautard (1994) has components both along and perpendicular to the Gulf Stream's north wall. To discriminate between the two mechanisms-the barotropic one found in F04 and the mixed barotropic-baroclinic one found here-one would have to analyze the spatiotemporal features of both the observed and simulated oscillation in greater details. The observational dataset is now longer by a dozen years than that of Plaut and Vautard (1994) and one would need to study it at a finer resolution. Likewise, the modeling results would have to be checked in a configuration forced by a high-resolution SST climatology. We hope to carry out such comparisons in the future.
By tracking the flow's kinetic energy in time (see Fig.  9 ), two states were identified, while in F04 there was only one such state, for a given value of the thermal forcing T *. In the high-energy state, the flow is dominated by two large, counterrotating gyres and a strong westerly jet, which reside in its A component. In the low-energy state, the flow is associated with small gyres and a weak jet. These two energy states thus coincide with the high-and low-energy state of the A component.
The transitions between these two states result from energy fluxes between the A and S components of the flow, fluxes that involve baroclinic, as well as barotropic mechanisms (see Figs. 9 and 12) . It is the absence of the former that led to the F04 model having a single energy state. The local maximum of the A component coincides with the local minimum of the S component and vice versa (see Figs. 10 and 11a) .
We investigated the dependence of the model's dynamics on the ratio between the depth of the lower layer H 2 and the upper layer H 1 (see Table 2 ; Fig. 12) . The model's baroclinic instabilities are most vigorous when the lower layer is shallow, and are almost entirely absent when the upper layer is shallow. The long-term behavior, though, has its largest baroclinic mode when the two layers are of nearly equal depth.
For small baroclinicity, the symmetric oscillatory modes dominate, while the antisymmetric oscillatory modes are weak. This result is consistent with F04, where only the symmetric modes were present. As the baroclinicity increases, the antisymmetric oscillatory modes become stronger, and the overall mean energy increases, too (see Figs. 10 and 12; Table 2 ). The period of the dominant oscillatory mode in the A component of the flow reaches its maximum of 270 days for a depth ratio of H 2 /H 1 Ӎ 0.4 (see Fig. 11b ; Table 2 ). In the S component, the dominant oscillatory mode has a period of about 30 days for all values of H 2 /H 1 tested; this value agrees with the ones found in F04, while this mode is stronger here than in F04, for the same forcing.
We also studied systematically (see Table 3 ; Fig. 14 ) the dependence of the model's dynamics on the strength T * of the oceanic thermal front or, equivalently, on the parameter ␣ that determines the strength of the vertical velocity at the top of the AMBL; see Eq. (6) and F04. We found that for very weak fronts, T * Յ 1.5°C, the circulation is steady, like in F04, and has the same spatial pattern. As the frontal strength increases, T * Ն 3°C, the solution becomes chaotic. Thus the westerly jet in the baroclinic, two-mode model is destabilized at lower values of the thermal forcing than in the equivalent-barotropic model and, for the same values of this forcing, the flows are both more intense and more agitated.
b. The role of the domain size and horizontal resolution
To conclude, we supplement this study with two additional numerical experiments, as in F04: in the one we use a larger domain and in the other an increased spatial resolution. First, we carried out an experiment with a domain size of 7000 km ϫ 5000 km, so that the zonal length is larger by 2000 km than in the previous experiments. We integrated this model version with T * ϭ 6.1°C and ϭ Ϫ1. The mean state of the flow after spinup is shown in Fig. 15a , whereas Figs. 15c,d correspond to snapshots of the barotropic mode during the high-energy and the low-energy state, respectively.
The flow has two large gyres, which occupy the center of the domain and are associated with a strong jet. During the low-energy phase, the flow is characterized by a short jet and two small gyres surrounded by eddies, while the high-energy phase exhibits a longer jet and larger gyres. The spinup and the later evolution for the larger domain size are thus very similar to those in the basic experiment (see Fig. 2 ).
We considered next the influence of the horizontal grid resolution on the dynamics and carried out several experiments with a spatial resolution of 33 km/L versus 50 km/L in the previous experiments. We integrated the model with ϭ Ϫ1 and examined the solution as a function of the frontal strength T * ϭ T 33 , where the lower index corresponds to the grid interval in kilometers. Following Eq. (23) in F04, the relation between the properly adjusted frontal strengths at the two resolutions is T 33 /T 50 ϭ 1.54/2.06.
We ran the model for T 33 ϭ 3°, 4.5°, and 6.1°C, corresponding to T 50 ϭ 4.0°, 6.1°, and 8.1°C. The first two prominent periods in the A component are (150, 100), (220, 112) , and (140, 77) days, respectively. Comparisons with Table 3 show that the general behavior of the dependency of the period's length on T * is similar in the simulations with the two resolutions: the longest period of the A component has a maximum for T 33 ϭ 4.5°C (T 50 ϭ 6.1°C), but the periods are somewhat shorter when the spatial resolution is increased. The dominant S component is similar for both grid resolutions and its period is about 30 days.
As in F04, numerical experiments at lower resolutions and without appropriate correction factors for the frontal strength produced only very weak atmospheric responses to an oceanic front of realistic strength. A key conclusion of both studies is, therefore, that high horizontal resolution of the atmospheric model is of the essence in order to capture its response to narrow oceanic fronts, like those associated with eastward jets of the Gulf Stream or Kuroshio Extension type.
