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ABSTRACT Switch-controller assignment is an essential task in multi-controller software-defined net-
working. Static assignments are not practical because network dynamics are complex and difficult to
predetermine. Since network load varies both in space and time, the mapping of switches to controllers
should be adaptive to sudden changes in the network. To that end, switch migration plays an important role
in maintaining dynamic switch-controller mapping. Migrating switches from overloaded to underloaded
controllers brings flexibility and adaptability to the network but, at the same time, deciding which switches
should be migrated to which controllers, while maintaining a balanced load in the network, is a challenging
task. This work presents a heuristic approach with solution shaking to solve the switch migration problem.
Shift and swap moves are incorporated within a search scheme. Every move is evaluated by how much
benefit it will give to both the immigration and outmigration controllers. The experimental results show that
the proposed approach is able to outweigh the state-of-art approaches, and improve the load balancing results
up to ≈ 14% in some scenarios when compared to the most recent approach. In addition, the results show
that the proposed work is more robust to controller failure than the state-of-art methods.
INDEX TERMS Load balancing, software-defined networking, switch migration, heuristic.
I. INTRODUCTION
In networking, data travels according to predefined policies.
These are defined in the management plane, enforced by
the control plane and carried out by the data plane. There-
fore, policies basically render into forwarding rules that are
stored in the forwarding devices. Upon the arrival of a flow,
the forwarding device consults the stored rules in its table
(or tables) to decide what to do with packets. In traditional
IP networks, the data and control functionalities are inte-
grated in the same device, which is meant to create resilient
networks in the first place but, at the same time, yields
rigid paradigms that eventually lead to a phenomenon called
‘‘network ossification’’ [1], i.e., stubborn to modification.
In addition, network dynamics requires complex policies,
which in turn require more configuration and management
efforts, especially when having heterogeneous devices in the
same network. The need to simplify networkmanagement via
programmable devices has led to active networking (AN) [2]
and to software-defined networking (SDN) [3]–[6].
The associate editor coordinating the review of this manuscript and
approving it for publication was Yulei Wu.
Unlike traditional IP networks, SDN paradigm decou-
ples the management, control, and data planes, and allows
forwarding devices in the data plane to be programmable.
This way, traffic engineering in SDN can be accomplished
efficiently [7], and network management and provisioning
can be achieved more easily [8]. The brain of any SDN is
the control plane represented by a logically centralized (can
be physically distributed) entity called controller. The main
roles of the controller are to provide a consolidated network
view and enforce forwarding rules, which can be achieved
efficiently because the controller offers programmable north-
bound interfaces to the management plane, and southbound
interfaces (e.g., OpenFlow [9]) to the data plane.
Whenever a new packet arrives at a forwarding device
(e.g., an OpenFlow switch), a lookup process is initiated.
The packet is forwarded if it matches a rule in the flow
table of the switch, or simply dropped in case it does not
have any match. However, when there is a table-miss
rule (available from OpenFlow V1.3 [10]), the typical action
is to encapsulate the unmatched packet in a packet-in
message for it to be forwarded to the responsible controller.
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FIGURE 1. A schematic representation of load balancing via SMP. Thick solid lines are the intra-plane connections, thin solid lines are the
inter-plane master assignments, and thin dashed lines are the inter-plane slave assignments. (a) Before switch migration. (b) After migrating
switch j3 from i2 to i1.
The controller reactively calculates the path of this new
packet and replies via packet-out and/or flow-mod to
install the required forwarding rules at the flow tables of the
affected switches. In addition, proactive and hybrid modes
are also possible. In the former, the rules are pre-installed in
the switches (i.e., static [11]), while in the latter the rules are
pre-installed but can be updated [12].
Early proposed SDN architectures assume a single con-
troller which can easily offer a uniform network wide-view,
since all information about the network is centralized in a
single controller. However, in this scheme, the controller
is the bottleneck of the network. That is, when the con-
troller fails to meet the service level agreements (SLAs),
the advantages of SDN will be lost [13]. On the other hand,
multi-controller SDNs are becoming more popular due to
their scalability and resilience advantages [12], [14]. More-
over, static mapping of switches to controllers has shown
to be inefficient under network dynamics [15], and adap-
tive mapping is required. However, maintaining dynamic
switch-controller assignments under traffic fluctuations is
challenging because traffic oscillates spatially and tempo-
rally. A solution is to reactively move (migrate) switches
from one controller domain to another to adapt to network
changes. The problem of determining the set of switches
to be migrated between controllers is known as the switch
migration problem (SMP).
Our aim in this article is to develop an approach that
improves the state-of-art load balancing results via switch
migration. The main contributions of this work are:
• A switch migration model;
• A heuristic algorithm, which is able to improve the state-
of-art load balancing results;
• A comprehensive comparison with the state-of-art load
balancing methods.
The main advantages of the proposed work are:
• Unlike existing approaches, the proposed algorithm does
not halt the search whenever a switch migration is
not possible. Instead, it searches for more complex
moves like swapping two switches to further improve
the results. Which increases its robustness;
• A controlled solution shaking (noising) approach is
developed to obtain even further improvements, which
gradually reduces shaking as the solution matures.
• The proposed search scheme can be tuned easily to
obtain speed-performance tradeoff.
Such approach, up to our humble knowledge, has not been
studied in the literature for solving the SMP. The results
confirm that our search scheme is able to improve the load
balancing state-of-art results.
This article is organized as follows: The switch migra-
tion problem is described in Section II. The related work
is briefly discussed in Section III. Section IV presents
the proposed mathematical model. The proposed heuristic
algorithm is described in Section V. Section VI presents
the experimental results, and the article is concluded
in Section VII.
II. SWITCH MIGRATION PROBLEM
A key-enabler to achieve dynamic mapping is to monitor the
resources of the controllers andmove (migrate) switches from
overloaded to underloaded controllers (Figure 1). Switch
migration became possible after the multi-controller support
in OpenFlow protocol V1.2 [9] and the development of a
switchmigration four-phase protocol [15]. Inmulti-controller
SDN, a controller can be master, slave, or equal. The master
controller is the only controller in the domain that is able to
update the switches’ flow tables. That is, each switch can not
have more than a master controller, but can have one or more
equal and slave controllers [9]. When a master controller
fails, an equal or slave controller can replace it. The task of
changing the master controller of a switch is called switch
migration.
Definition 1 (switch migration problem - SMP): Given a
non-optimal network state at time t (e.g., low network utility
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or controller failure), the SMP is to determine at time t + 1
which set of switches should be migrated from outmigration
controllers to immigration controllers so that a set of merit
functions (e.g., network utilization) is maximized, and a set
of loss functions (e.g., control plane overhead) is minimized,
while obeying some constraints (e.g., maximum capacity of
controllers).
Therefore, a solution to SMP is supposed to find
three unknown sets: outmigration controllers, switches to
migrate, and immigration controllers, which is an NP-hard
problem [16] and requires a heuristic algorithm to solve it
within a reasonable time-frame.
Load balancing is an issue point in multi-
controller [17], [18] and, in fact, load balancing is one of
the main reasons to migrate switches. Therefore, in order to
handle the SMP properly, it becomes important to identify
the main tasks that handling them constitutes the load at
controllers. Mainly, the load at a controller is comprised by
handling these tasks:
• Processing the received packet-in messages and
installing forwarding rules [19], [20];
• Topology management;
• Communication with other controllers to synchronize
network state [19];
• Network traffic statistics and other signaling
events [21];
• Update of rules due to change in network policy [22].
Handling each of these tasks contributes to load at a
controller, but the processing of packet-in messages is
the major component [20]. Therefore, switch migration is
mainly engineered with respect to the number of received
packet-in messages at controllers [17].
Another important aspect is to determine when is switch
migration necessary. Most of the literature is coined
around defining a load imbalancing threshold, and once
this threshold is reached the switch migration is trig-
gered [16], [21], [23]. Although switch migration is required
in many cases, it is possible to state that it is mainly triggered
by the following situations:
• Due to network traffic dynamics, some controllers can
be turned off to save communication cost and energy,
i.e., to obtain a feasible number of controllers that are
able to meet the SLAs while utilizing the available
resources [16], [24]–[26];
• When all controllers are fully utilized, new controllers
need to join the control plane pool [16], [25], [26];
• When load imbalance occurs, some controllers become
overcommitted (hot spots), while others are under-
loaded (cold spots). Therefore, some switches need to
be migrated to balance the load and maximize the utility
of the network. In fact, an overloaded controller can fail
and lead to a cascade failure [27];
• When a switch is not able to communicate to
its master controller due to node/link failure, this
‘‘orphaned’’ switch needs to be reassigned to another
controller;
• Switch migration can also take place for security
reasons [28];
III. RELATED WORK
SMP has been firstly addressed in [15] and is now a hot
topic [16], [28], [29]. The publication of [15] has triggered
many papers since then. This section reviews the most rele-
vant and recent work related to the proposed approach.
In the literature, the general scheme in solving the
SMP includes sorting the load of controllers and then
greedily migrate switches from overloaded to underloaded
controllers [16], [23], [26], [30]. Other approaches based on
simulated annealing can be found in [45], [47]. In [23], cen-
tralized and distributed algorithms are presented to solve
SMP in order to balance the load of controllers in data
centers. A greedy algorithm is developed in [26] to balance
the load and guide the controller selection problem. Load
diversity between the controllers is used in [16] to detect load
imbalance, and a greedy algorithm is developed to solve the
SMP. In [28], the SMP is formulated as an integer linear
programming inspired from the earth mover distance (EMD)
and a heuristic algorithm that solves simplified linear and
integer programming problems is also developed to solve
the SMP. In [40], we have studied SMP under fractional
assignment. Moreover, in [31] we have developed an SMP
model but no heuristic algorithm was proposed. A two-phase
algorithm is developed in [33] to find a switch-controller
assignment. The assignment problem is treated as a college
admission problem, where in the second stage, a game theory
method is used to improve the initial assignment and obtain
a Nash stable solution. The load balancing problem is treated
as a graph partitioning problem in [43] and a heuristic of
three stages called Balanced Controller (BalCon) is devel-
oped. The first stage monitor and detect congestion, the sec-
ond stage cluster and evaluate the migration, while the final
task perform the migration. In [32] a bidirectional match-
ing strategy (BMS) is developed which takes into account
the matching preferences of the switches and controllers in
a similar way to [33]. More recently, an on-line controller
load balancing algorithm (OCLB) [29] was developed to
solve the SMP. This algorithm iteratively reduces the load
imbalance until no further switch migration is willing to
improve the solution. In [41], a non-cooperative game among
multiple controllers is used to solve the SMP. The SMP is
modeled as a reinforcement learning problem in [44] and
the Q-learning is used to solve it. In [42] algorithms for
in-band and out-band traffic offloading using switch migra-
tion is proposed, where a so called control flow table is
also proposed to realize fractional flow shifting. Breadth-first
search (BFS) is used in [48] to develop a control-domain
adjustment algorithm (CDAA), where BFS is used to select
the outmigration switches based on the switch distance to
the its master controller and current traffic load. Here in
this article, we go further and improve the sate-of-art results
on load balancing via switch migration using a local search
approach.
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IV. MATHEMATICAL MODEL
A. NOTATION AND ASSUMPTIONS
Consider a set of controllers and a set of switches, denoted
by I and J , respectively, whose physical connections are
described by the binary adjacency matrix Gm×n. Each switch
ismanaged by exactly onemaster controller and is assigned to
at least one slave controller (Figure 1). The switch-controller
master assignment is described by the binary matrix Sm×n.
The set of switches having controller i as master, called
a domain, is denoted by Ji, and the set of switches hav-
ing controller i as slave is denoted by J ′i . Each switch j
sends a number of packet-in messages, rj, per second
to its master controller in order to handle the incoming new
flows, and each controller has a limited capacity to pro-
cess the received requests. Further notation and variables are
described in Table 1.
TABLE 1. Notation used throughout this article.
B. FORMULATION
The load of controller i is the sum of all requests originated
from the switches in its domain,
`i = 1
γi
∑
j∈Ji
rj, ∀i ∈ I (1)
Under switch migration, the load of i will be the sum of
the received requests from the switches in its domain plus the
difference between the number of requests of the switches it
outmigrates and immigrates (i.e., receives) [28]:
ˆ`i = 1
γi
{∑
j∈Ji
rj +
∑
i′∈I|i 6=i′
∑
j∈Ji′
rjx i
′i
j
−
∑
i′∈I|i 6=i′
∑
j∈Ji
rjx ii
′
j
}
, ∀i ∈ I. (2)
where x is the migration decision variable.
Regarding the cost of migrating switch j from domain Ji
to domain Ji′ , it can be defined as:
θ ii
′
j = (1−
rj
γi
dij)+ rj
γi′
di′j + ϑjvii′ , ∀i, i′ ∈ I, j ∈ J (3)
In (3), the first term encourages the master controller to
migrate switches that have high latencies, the second term
encourages the slave controller to receive switches with low
latencies, and the last term encourages the master controller
tomigrate switches that will cause low control plane overhead
when the master and slave controllers exchange information
about migrated switches.
Let ¯` be the mean of the loads at controllers, and let the
absolute deviation of the load at controller i from the mean
load ¯`, be:
σi =
∣∣∣ ˆ`i − ¯`∣∣∣ , ∀i ∈ I. (4)
Having such notation in mind, the SMP can now be for-
mulated as the following mixed integer linear program-
ming (MILP) problem:
Minimize (SMP) :
∑
i∈I
σi+
∑
i∈I
∑
i′∈I|i 6=i′
∑
j∈Ji
θ ii
′
j x
ii′
j (5)
Subject to:
∑
i∈I
∑
i′∈I|i 6=i′
x ii
′
j ≤1, ∀j∈J (6)
x ii
′
j ≤gi′j, ∀i, i′∈I, j∈J (7)
0 ≤ ˆ`i ≤ L ∀i ∈ I (8)
ˆ`i − ¯` ≤ σi, ∀i ∈ I (9)
¯` − ˆ`i ≤ σi, ∀i ∈ I (10)
x ii
′
j ∈ {0, 1}, σi ∈ [0, 1], ∀i, i′ ∈ I, j ∈ J
(11)
The first term in the objective function (5) minimizes
the absolute deviations from the mean load, and the second
term minimizes the switch migration cost. Constraints (6),
ensure that a switch can only migrate to a single controller.
Constraints (7) restrict migrations to link availability between
a switch j and a slave controller i′. Constraints (8) limit the
loads of the controllers to the maximum allowed load. Con-
straints (9) and (10) represent the linearization of (4) [34].
Finally, constraints (11) define the types of the decision
variables
In this mathematical programming problem the objective
function and constraints are both linear and, therefore, readily
solved using MILP solvers. However, this is only efficient
for small networks. For this reason, a heuristic approach is
presented next.
V. A HEURISTIC ALGORITHM
This section presents a heuristic approach inspired by the
success of the use of simplemoves like shift and swap to solve
generalized assignment problems [35], [36]. The proposed
heuristic in this article is called migration competency-based
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load balancing (MCBLB). It uses a local search frame-
work but, contrarily to the classical local search procedures,
MCBLB can start from an infeasible solution, uses multiple
evaluation functions (one for each type of move), and applies
a filtering step to the potential moves.
A. MOTIVATION
Heuristics proposed in the literature (e.g., [16], [28]) assume
that the shift move (i.e., single migration) is always possible,
which is not always the case. ‘‘Heavy’’ switches (usually
causing hot-spots) can not be migrated by just shifting them
to underloaded controllers, because these switches may over-
load the target underloaded controllers [23]. Therefore, it is
more robust to consider more types of moves when solving
SMP. For example, let us consider the scenario in Figure 2
where controller i1 is overloaded and, at the same time, there
is no feasible single migration to neither i2 nor i3 to offload i1.
However, an effective move would be to swap switch j1 with
j6 or j2 with j7. The swap choice depends on the migration
cost.
FIGURE 2. A load scenario where the maximum allowed load L is 90%.
In this case, there is no single migration (single shift) that will produce a
feasible solution. However, when considering a swap move, i1 can easily
be offloaded.
In addition to shift and swap moves, some complex moves
like injection-chains have been successfully used to solve
problems similar to SMP [35]. However, in the SMP these
complex moves can easily result into prohibitive time com-
plexities. Therefore, in this work, only shift and swap moves
are considered.
B. MOVES AND EVALUATION FUNCTIONS
When migrating a switch j from controller i to controller i′,
the value of the objective function in (5) will be affected
by the change of σi, σi′ and θ ii
′
j , while the other terms not
involved in migrating jwill be intact. Therefore, the proposed
approach associates a sub-function to each type of move, each
sub-function deals with the terms that are affected by the
migration of switches.
1) SHIFT
To measure the improvement in the load balancing when
migrating j from i to i′, the migration competency
index (MCI) is defined as:
ω(j, i, i′) =
(
`i − rjγi − ¯`
)2 + (`i′ + rjγi′ − ¯`)2(
`i − ¯`
)2 + (`i′ − ¯`)2 , `i 6= `i′
(12)
MCI in (12) can be interpreted as a measure on how much
load balancing improvement will be obtained when applying
a move (numerator) compared to the load balancing without
applying the move (denominator). Therefore, MCI can be
used to filter out the ‘‘non-productive’’ moves, and a switch j
is considered for migration from i to i′ iff ω(j, i, i′) < 1.
The cost function associated with shifting j from i to i′ can
be defined as:
fshift(j, i, i′) =
ω(j, i, i′)+ θ ii′j
|`i − `i′ | , ω(j, i, i
′) < 1 (13)
where the denominator is the difference between the loads at
the controllers, encouraging the selection of controllers with
large load gaps.
2) SWAP
This move is used to migrate a switch j1 from i to i′ and
migrate a switch j2 from i′ to i simultaneously. The MCI in
this case will be:
ω(j1, j2, i, i′)
=
(
`i + rj2−rj1γi − ¯`
)2 + (`i′ + rj1−rj2γi′ − ¯`)2(
`i − ¯`
)2 + (`i′ − ¯`)2 , `i 6= `i′
(14)
and the evaluation function of swapping switches j1 and j2
will be:
fswap(j1, j2, i, i′)
= ω(j1, j2, i, i
′)+ θ ii′j1 + θ i
′i
j2
|`i − `i′ | , ω(j1, j2, i, i
′) < 1
(15)
C. SEARCH SCHEME
The proposed search scheme is detailed in Algorithm 1.
The input parameters to this algorithm are: the set of con-
trollers, I, the set of switches,J , the switch-controller master
assignment matrix, S, the maximum allowed load, L, and the
maximum number of allowed swap moves, swapsmax. The
output is the updated S.
The algorithm iteratively improves the load balancing by
performing the following two steps:
1) Search for the best shift (Line 10) or swap (Line 15)
moves while incorporating a filtering step using MCI
and L. The filtering step is described as:
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Algorithm 1 -MCBLB
1: // input: I, J , S, L, swapsmax, itermax.
2: // output: S.
3: `i = 1γi
∑
j∈Ji
rj, ∀i ∈ I
4: swaps = 0
5: CoV = ∞
6: iter = 1
7: while CoV > σ¯` ∧ iter ≤ itermax ∧ swaps < swapsmax
do
8: CoV = σ¯`
9: iter = iter+ 1
10: {j, i, i′} = argmin fshift(j, i, i′),∀i, i′ ∈ I|i 6= i′,∀j ∈
Ji|ω(j, i, i′) < 1 ∧ `i′ + rjγi′ ≤ L
11: if j 6= ∅ then
//Migration
12: sij = 0; si′j = 1
13: else
14: swaps = swaps+ 1
15: {j1, j2, i, i′} = argmin fswap(j1, j2, i, i′),∀i, i′ ∈
I|i 6= i′,∀j1 ∈ Ji,∀j2 ∈ Ji′ |ω(j1, j2, i, i′) <
1 ∧ `i + rj2−rj1γi ≤ L ∧ `i′ +
rj1−rj2
γi′
≤ L
16: if j1 6= ∅ then
//Migration
17: sij1 = 0; si′j1 = 1; sij2 = 1; si′j2 = 0
18: end if
19: end if
20: `i = 1γi
∑
j∈Ji
rj, ∀i ∈ I
21: σ =
√
1
m
∑
i∈I
(`i − ¯`)2
22: end while
23: return S
• a shift move (Line 10) is included in the search if
ω(j, i, i′) < 1 ∧ `i′ + rjγi′ ≤ L;• a swap move (Line 15) is included in the search
if ω(j1, j2, i, i′) < 1 ∧ `i + rj2−rj1γi ≤ L ∧ `i′ +
rj1−rj2
γi′
≤ L.
This filtering step will always ensure load balance
improvement, whenever a move is selected, while
obeying the capacity constraint of controllers.
2) Upon success of a search, the selected move is applied
to the solution S in Line 12 for shift moves, and
Line 17 for swap moves. Thereafter, the new loads and
standard deviation are calculated in Lines 20 and 21,
respectively.
The above two steps are repeated until either no load bal-
ancing improvement is recorded, measured by the decrement
in the coefficient of variation (CoV), or swapsmax is reached
(Line 7).
In this algorithm, in order to allow the user to choose a
tradeoff between accuracy and computational cost, the search
for shift moves is always allowed, while the search for swap
moves is restricted by applying these two concepts:
• Searching for swap moves is allowed only when neces-
sary, i.e., when the search for a shift move fails;
• The number of allowed swap searches is restricted to
swapsmax.
The reason behind restricting the search for swap moves is
the complexity associated with its exploration.
D. COMPLEXITY
Let S be the current mapping solution. The shift neighbor-
hood of S is the set of all solutions such that, any neigh-
bor solution in this set is obtained from S by migrating a
switch. The complexity to search all neighbor solutions start-
ing from S is O(mn). Likewise, the complexity of searching
the neighbor solutions of S when swapping two switches
is O(n2). Therefore, in the worst case the overall algorithm
complexity will be O(itermax × mn+ swapmax × n2).
E. IMPLEMENTATION
When implementing the proposed algorithm and in order to
speedup the search, the components of the evaluation func-
tions (13) and (15), i.e., θ , MCI, and the denominator, are
calculated and stored in lists when the algorithm is called
for the first time. In the next calls and upon the success of
a switch migration, the entries in these lists corresponding to
the controllers and switches affected by the switch migration
are recalculated, while the other entries are kept intact.
F. IMPROVEMENT
To improve the solution obtained by Algorithm 1, a post-
processing step is applied by shaking the solution. Shaking
is a noising technique [37] used to avoid immature solutions.
The objective of this procedure is to introduce a random
migration in the solution obtained by the MCBLB, and then
restart the search again. This improved version of MCBLB
will be denoted by MCBLB-shaking.
1) SOLUTION SHAKING
To shake the solution, the following steps are repeated for a
given number of iterations:
• Given a probability ρ, select a random switch j and
shift it to the controller with the lowest load among all
possible slave controllers that j can migrate to;
• Call MCBLB and track the best solution.
Additionally, and in order to control the shaking strength,
ρ is updated using [38]:
ρ = ρ0
log k
(16)
where ρ0 is the initial probability and k is the iteration num-
ber.
VI. RESULTS
In order to evaluate the proposed work, different versions
of the proposed algorithm (MCBLB) are obtained. These
are: MCBLB, with shift and swap moves; MCBLB-shift-
only, with shift moves only; andMCBLB-shaking, with shift
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and swap moves and solution shaking. These versions of the
MCBLB algorithm are then compared against two of themost
recent state-of-art approaches in the literature (Elastic [28]
and OCLB [29]). In addition, the static mapping and opti-
mal model are also included in the comparison to serve as
baselines.
A. EXPERIMENTAL SETUP
A module was developed to create random topologies with
predefined node connectivity similar to the ones in [26], [28].
The placement of controllers is determined by solving the
classical k-median problem. In each topology, each switch
is assured to have one master controller and at least one slave
controller. The ratio between the number of controllers and
the number of switches was set to 1 : 4.
TABLE 2. Simulation parameters.
The parameter values being adopted in this work are listed
in Table 2, and all algorithms and programmings presented
in this article were implemented in MATLAB in a computer
running Linux with Intel(R) Xeon E3-1200 i7-6700 CPU
of 3.40GHz and 15GB RAM.
To create traffic matrices that capture both the spatial and
temporal dynamics of network traffics, the following proce-
dure is used:
1) A spatial variation range of [5 500] packet-inmes-
sages per second is used to generate a number of
packet-inmessages in each switch. This number of
messages can be regarded as a baseline (or mean) of the
number of messages generated in a given switch over a
time period;
2) To incorporate the temporal variation in the number
of generated messages. In each time slot, the baseline
number of messages in each switch is varied randomly
in the range [±10% ± 80%] to create load imbalance
in the control plane.
To ensure an imbalance state in each time slot, at least one of
the controllers must be overloaded (by exceeding the maxi-
mum allowed load L) to trigger the switch migration. If no
controller is overloaded in the current time slot, step 2 is
repeated. Therefore, in each time slot an instance of the SMP
is solved.
The evaluation measurements being used are:
• min-max ratio, which is the ratio between the minimum
and maximum load of controllers;
• CoV of the load of controllers;
• the running time (in seconds);
• the number of solved instances of the SMP problem.
While the min-max ratio measures the similarity between
the lowest and highest loads, the CoV measures the overall
variation of the load at controllers.
The experiments are designed to target different aspects:
• Number of slave controllers, to study how the evaluated
methods perform under different connectivity levels;
• Number of nodes, to study the scalability of the proposed
work;
• Controller failure, to study how the evaluated methods
perform under network undesirable conditions like par-
tial failure in the control plane;
• Parameter tuning, to study how the proposed work can
be tuned to achieve performance-speed tradeoff.
Each aspect is studied in a separate section, and the main
findings and discussion are then presented in Section VI-F.
B. NUMBER OF SLAVE CONTROLLERS
The objective of this test is to analyze the effectiveness of
the proposed work under the variation of the number of slave
controllers available for each switch. To that end, the number
of switches and controllers was set to 20 and 5, respectively,
and four scenarios were created. These scenarios consider a
specific maximum number of available slave controllers per
switch, and for each scenario 10 topologies were created. The
distributions of the numbers of available slave controllers in
each scenario are shown in Figure 3. The simulation results
of this test are shown in Figure 4, and the averages of the
evaluation criteria are shown in Table 3.
FIGURE 3. The distributions of the available number of slave controllers
per switch for four scenarios. The number increases from left to right and
top to bottom. Each scenario has 10 topologies and each topology
contains 20 switches and 5 controllers. Each bar represents the number
of switches that are connected to the color-coded number of slave
controllers.
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FIGURE 4. Switch migration results for 5 controllers and 20 switches. Each column represents the results of a scenario with the same order as
in Figure 3.
TABLE 3. Averaged measurements for the results of 20× 5 nodes and different numbers of available slave controllers.
It is evident from these results that the proposed work
outweighs the other approaches in all scenarios in terms of
CoV, min-max ratios, and the number of solved instances,
and ranked second in terms of computation time. Consid-
ering the min-max ratio measurement, MCBLB-shift-only,
MCBLB and MCBLB-shaking were able to improve the load
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FIGURE 5. Switch migration results for 120 switches and 30 controllers.
balancing, compared to the best second method OCLB, up to
≈ 5%, 7% and 9%, respectively. Similar improvements are
obtained for the CoV results. Considering the computational
time, all heuristics scaled normally with OCLB being the
fastest and MCBLB-shift-only ranked the second. Moreover,
the proposed search scheme outweighs the other approaches
in terms of number of solved instance, which indicates more
robustness. We will further analyze this aspect later under
controller failure.
Although Elastic took more time than the optimal model
in the first two scenarios, the former has shown stable
computation times for the other scenarios. It can be
noticed that min-max, CoV, and number of solved instances
measurements have enhanced as the number of available
slave controllers increased. This is due to the fact when
a switch has more options, i.e., more slave controllers to
migrate to, the evaluated algorithms can perform better since
they have larger degree of freedom. However, handling
scenarios with high number of available slave controllers per
switch requires a higher computational cost because the num-
ber of alternative slave controllers to be evaluated per switch
increases. We can clearly see this relationship in the results
of the optimal method where, in one hand, the min-max ratio
improved from 0.7439 in scenario I to 0.9508 in scenario IV
but, on the other hand, the computational time jumped
from 0.0298 seconds in scenario I to 8.3210 seconds in
scenario IV.
C. NUMBER OF NODES
The objective of this test is to extend and validate the previous
test by increasing the network size. Since solving the optimal
model for large number of nodes is very time consuming,
in this test, only the heuristics are evaluated. Therefore,
the number of nodes is increased from 20 × 5 to 120 × 30
(switches × controllers) and four scenarios similar to the
previous ones (see Figure 3) are created but with this new
scale.
The results of this test are shown in Figure 5 and sum-
marized in Table 4. From these results, it is clear that the
proposed work produces the best load balancing results, with
the MCBLB-shaking being superior to all other approaches.
MCBLB-shift-only, MCBLB, and MCBLB-shaking are able
to improve the min-max ratio up to ≈ 6%, 9% and 14%,
respectively. Similar improvements can be noticed in the CoV
results. However, this test reveled new results. Regardless of
the scenario, our approach improved both min-max and CoV
at the same time. Which indicates an efficient shrinking of
the small gap between the highest and lowest loads in the
network and, at the same time, reducing the load variation
among all controllers. On the other hand, Elastic outweighed
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TABLE 4. Averaged measurements for the results of 120×30 nodes and different scenarios regarding the available number of slave controllers per switch.
FIGURE 6. The number of solved instances under a controller failure in a network of 20 switches and
5 controllers.
OCLB in the first two scenarios while in the last two sce-
narios OCLB performed better. Considering the number of
solved instances, like the small scale test (Table 3), our
approach showed a stable performance. Regarding the com-
putational time, all approaches produced scalable results and,
in some scenarios, MCBLB-shaking took longer time than
other approaches since it deals with a larger search space and
repeats the MCBLB procedure multiple times (see Table 2).
In this test, similar to the previous test, the min-max, CoV,
and number of solved problems have shown improvement in
the results when increasing the number of slave controllers.
D. CONTROLLER FAILURE
Although our main objective in this work is to improve the
load balancing results via switch migration, in this test we
evaluate the efficiency of the proposed work under controller
failure. In this test, the most important measurement is the
number of solved instances because it will tell us how effi-
cient a method is in keeping the switches served under a
controller failure.
To create failure scenarios, the settings used in
Section VI-B are assumed and, in each time slot, a controller
is randomly selected and removed from the control plane pool
(i.e., deliberately failed). Thereafter, all methods are used to
solve SMP and the results are collected. The results of these
methods are shown in Figure 6.
This test shows three things. First, our local search scheme
is more robust to controller failure compared to the other
approaches because it solved more problem instances than
the others. Second, the proposed work has shown a stable
performance regardless of the available number of slave con-
trollers per switch, where the MCBLB algorithm is able to
produce near optimal results. Third, including swap moves is
beneficial to solve more problem instances.
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FIGURE 7. Variable number of swaps and shakings and their effect on the accuracy and time on scenario III for a network with 20 switches and
5 controllers.
E. NUMBER OF SWAPS AND SHAKINGS
This test is oriented toward studying the effect of the parame-
ters on the speed-performance tradeoff of the proposed work.
This test will help us understand how to tune the shaking
iterations and swapsmax parameters, and determine which
parameter is more influential. Moreover, this test will allow
us understand to what extent the proposed work can improve
the load balancing when more freedom is given to the search
scheme.
To design this test, the settings of the third scenario III
are used for a network of 20 switches and 5 controllers. The
number of swapsmax and the number of shaking iterations are
permuted from 1 to 10.
The results of this test are shown in Figure 7. With respect
to the swapsmax, the algorithm performance and computa-
tional time saturated after a specific swapsmax. With regard
to the number of shakings, the performance of the algorithm
enhanced progressively, even slowly as we approach high
number of shakings, and the computational time increased
linearly with the number of shakings.
F. DISCUSSION
The results of the evaluated methods have shown that the
proposed work is able to improve the state-of-art load
balancing results up to ≈ 14% in some scenarios when
using MCBLB-shaking and by ≈ 9% when using MCBLB
only. When comparing the MCBLB and MCBLB-shift-only
results, we can see that including swap moves, besides shift
moves, increases the time complexity due to the increase
of the search space in one hand but, on the other hand,
it allows us to solve more problem instances and improve the
load balancing results. Considering the other two approaches,
Elastic and OCLB, we can notice that Elastic outperforms
OCLB in sparse scenarios (I and II), while OCLB is better
in the dense scenarios (III and IV). However, our approach
produces stable results in all scenarios.
The results tell us that increasing the number of available
slave controllers per switch can improve the load balancing
results. However, there is a penalty for computational time.
In fact, it is difficult to rely on the current results to judge
which network design is the optimal regarding the number of
available slave controllers per switch. Since there are many
variables and considerations out of the scope of this work, like
infrastructure cost, connectivity constraints, bandwidth, and
so on. However, these results encourage us to research, in the
future, the problem of finding an optimal design and deploy-
ment while considering stable network load under dynamic
traffic and possible switch migrations.
Due to the fact that the proposed work deals with larger
search spaces, especially MCBLB-shaking, the proposed
work can take longer time than the other approaches.
MCBLB-shaking iteratively repeats the MCBLB procedure
after shaking the solution many times and, therefore, requires
more time. However, our approach can easily be tuned to find
a tradeoff between speed and accuracy. In addition, switch
migration for load balancing is in general a second-level
task [45], especially when using the four-phase migration
protocol [46].
Under the failure of a single controller, the proposed work
has shown a stable performance by being able to produce
near-optimal results while the other two methods have shown
less stable performance in scenarios I and II, i.e., when the
number of slave controllers per switch is not high. This is
because the proposed work does not stop the search if single
move is not possible (i.e., shifting a switch), but it further
tries to incorporate more complex moves (i.e., swapping two
switches), thus increasing the possibility of finding solutions
even under partial failure of the control plane.
To summarize, from these results it is possible to con-
cluded the following. The Elastic method produces the
most scalable results regarding computation time because it
divides the problem into small problems that are solved via
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integer programmings. Therefore it scales nicely. OCLB is
the fastest but its performance degrades noticeably when
small number of available slave controllers per switch is used,
as less available controllers means less options to reassign the
switches to controllers. The proposed work is the best among
all in terms of efficiency in load balancing and more robust in
solving more instances of the SMP problem, especially when
considering the controllers failure. In addition, the proposed
work can easily be tuned to obtain a speed-performance
tradeoff by adjusting its parameters.
VII. CONCLUSIONS AND FUTURE WORK
SMP is a key-issue in dynamic switch-controller assign-
ments in SDN. However, offloading controllers by migrating
switches from overloaded to underloaded controllers is not
always possible. In this work, a local search algorithm is
presented that considers shift and swap moves and incor-
porates a controlled solution shaking scheme. The results
were conducted in terms of load balancing, robustness and
computation time. They have demonstrated that the proposed
work is able to increase the load balancing by up to ≈ 14%
compared to the most recent work. However, this work has
also raised some questions which will be handled in the
future like: finding the optimal network design consider-
ing node placement, connectivity constraints, infrastructure
cost, bandwidth, and possible switch migrations. In addition,
we will focus on developing distributed and parallel algo-
rithms for solving SMP.
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