This is the second paper in a series in which we construct and analyze a class of TVB (total variation bounded) discontinuous Galerkin finite element methods for solving conservation laws ut + J^ =1(fi(u))Xi = 0. In this paper we present a general framework of the methods, up to any order of formal accuracy, using scalar one-dimensional initial value and initial-boundary problems as models. In these cases we prove TVBM (total variation bounded in the means), TVB, and convergence of the schemes. Numerical results using these methods are also given. Extensions to systems and/or higher dimensions will appear in future papers.
Introduction.
We consider numerical solutions of the hyperbolic conservation law d (i.i) ut+y(fl(u))x> = o ¿=i equipped with suitable initial or initial-boundary conditions. Here, u = (ui,...,«",)*, x = (x1,...,xd), and any real combination of the Jacobian matrices t=i has m real eigenvalues and a complete set of eigenvectors.
In this paper we treat the special case of (1.1) with d = m = 1. We use this as a model to present the framework of the schemes, to prove theoretical results, and to highlight the essential ingredients of the methods, while keeping in mind that these methods are naturally extendable to d > 1 and/or m > 1.
The main difficulty in solving (1.1) is that solutions may contain discontinuities even if the initial conditions are smooth. Among the successful numerical methods for solving (1.1) we mention the modern nonoscillatory conservative finite difference methods such as TVD (total variation diminishing), TVB (total variation bounded) and ENO (essentially nonoscillatory) schemes (see, e.g., [7] - [10] , [20] - [28] and the references listed there). These methods are usually total variation stable (in contrast with only /^-stability of many traditional numerical methods, which may behave erratically if discontinuities are present) for one-dimensional scalar nonlinear problems (d = m = 1 in (1.1)), hence can capture shocks sharply without introducing oscillations. Extensions of these methods to higher dimensions and/or systems usually work well in rectangular coordinates or in general geometries by using conformal mapping (two-dimensional case) or some other mapping. Finite difference schemes have the big advantage of being simple to code, but they usually achieve high-order accuracy by using a wide stencil, hence they may "pollute", i.e., lose accuracy in a fairly large region near shocks, and they usually are difficult to apply in complicated geometries and/or boundary conditions. The first difficulty (polluting) may be considered overcome by ENO schemes via an adaptive stencil idea, but the second difficulty remains, rendering finite difference methods not as flexible as finite element methods in treating complicated geometries and/or boundary conditions. There is also considerable ongoing research on finite element methods for solving (1.1). We mention in particular the successful streamline diffusion method introduced by Hughes et al. [11] , [12] , [14] - [16] . Oscillations are usually greatly reduced, and, by assuming an Loo bound of the numerical solution (in the second-order case the Lqo bound was recently proved for Burgers' equation [16] ), convergence to the entropy solution can be proven [15] , [16] . However, these methods are implicit in time, even in semidiscrete formulation (i.e., discretize spatial variable only). To advance in time, some iterative method is usually needed, and the question of convergence can be very subtle (see, e.g., [1] ). This might be a serious drawback in practical computations, especially for the hyperbolic problem (1.1) which, unlike parabolic problems, seems more natural for explicit methods. Another successful finite element method for solving (1.1) is the characteristic Galerkin method, e.g. [19] and the references listed there. By following the characteristic directions in the evolution step, the severe CFL restriction can be removed. High-order accuracy can be obtained by a reconstruction procedure similar in flavor to ENO schemes using cell-average approaches [10] . This reconstruction procedure again uses a wide stencil, hence requires remedies, e.g. shock recovery, to overcome oscillations and polluting [19] . We try to obtain methods which are more local, in the sense that higher orders are achieved by more moments in a cell rather than using neighboring cells. We also used the method of lines plus a TVD ODE solver. This may render the method simpler, especially when forcing terms are present so that the characteristics are no longer straight lines.
In [18] , LeSaint and Raviart first introduced the discontinuous Galerkin finite element method for solving the neutron transport equation, which is a linear version of (1.1). Because of the linearity, the solution can be obtained essentially explicitly by following the characteristic directions, hence avoiding the above-mentioned difficulty. (For an error analysis when the solution is smooth, see [13] , [18] .) Unfortunately, this advantage no longer exists for a nonlinear problem (1.1). In [3] , Chavent and Salzano modified this method and rendered it explicit in time, by using elements which are piecewise linear in space but piecewise constant in time. However, their scheme is linearly unconditionally unstable under any fixed CFL number [2] (it is linearly stable under the very restrictive CFL condition At/Ax = 0(\fA~x), which is not realistic for a hyperbolic problem (1.1)). By using a local projection limiter, based on the monotonicity-preserving projections introduced by van Leer [17] , Chavent and Cockburn [2] obtained a scheme (they call it the Anf^P^scheme) which can be proven TVDM (total variation diminishing in the means) and TVB, under a fixed CFL number which can be chosen close to 1/2. Convergence of a subsequence is thus guaranteed, and numerical results given in [2] indicate convergence to the correct entropy solutions. There are still some drawbacks of the scheme. One is that it is only first-order accurate in time, although second-order in space. The second is that like any other TVD scheme, the accuracy degenerates to first order at smooth extrema of the solution [20] . The last is that since it is linearly unstable under any fixed CFL number, the projection limiting has to balance the spurious oscillations in smooth regions caused by linear instability, hence may adversely affect accuracy in these regions. These drawbacks limit the practical use of the scheme and impose serious obstacles in generalizing the method to higher orders. In [5] , our first paper in this series, we retained the finite element formulation in [2] for the spatial discretizations, except that we modified the local projection limiter in order to recover accuracy at extrema, but used a special TVD second-order Runge-Kutta type discretization introduced by Shu and Osher in a finite difference framework [27] . The resulting explicit scheme was then proven linearly stable for CFL number < |, formally uniformly second-order accurate in space and time, including at extrema, and TVBM (total variation bounded in the means). Numerical results in [5] indicate good convergence behavior-second order in smooth regions, including at extrema, sharp shock transitions (usually in one or two elements) without oscillations, and convergence to entropy solutions even for nonconvex fluxes.
In this paper we give a unified framework to generalize the scheme in [5] to higher orders, and consider initial-boundary value problems. The advantage of such methods will be fully demonstrated only in higher dimensions. Generalizations to systems and/or higher dimensions are the subject of current research. Preliminary results are very promising.
The format of the paper is as follows. In Section 2 we present the general framework of our scheme using scalar, one-dimensional initial value problems as a model. We prove TVBM, TVB, convergence of a subsequence, and discuss entropy conditions. In Section 3 we discuss initial-boundary value problems, present boundary treatments both for inflow and for outflow boundary conditions, and prove TVBM and TVB of the resulting schemes. We present some numerical results in Section 4, and give a summary in Section 5.
2. General Formulation.
In this section we take d = m = 1 in (1.1) and consider the problem of finding an approximate solution of (1.1) with a periodic or compact supported initial condition of bounded variation, (2. 1) u(x,0) = u°(x), xeR.
We shall first discretize in the spatial variable x. In finite element methods the approximate solution un is chosen to belong to a finite-dimensional space Uh-Its degrees of freedom are then obtained by solving a weak formulation of (1. Let Ij = (x3-i/2,x3+i/2), I = \JjIj be a partition of the real line. Denote Ax3 = x3+1/2 -Zj-i/2 and h = sup^ Ax3. The finite element method we are going to use is a Galerkin method for which (2.2) Uh = Vh = Vk = {PeBVnL1: p\Tj 6 Pk(I3)},
where Pk(I3) is the space of polynomials of degree < k on Ij. Note that in Vhk, the functions are allowed to have jumps at the interfaces Xj+1/2 (this is why this method is called a discontinuous Galerkin method [18] , [3] , [13] (2.6b) ai =-T-r1-, i.e., ao = 1, ai = --, a2 = -^,..., j, (v¡3) (x))2 dx *Xj AiJ where uh(x,t) is the approximation of the solution u(x, t) in UnIn order to determine the degrees of freedom of uh, we multiply (1.1) by vh €Vhk, integrate over l3 and replace the exact solution u by its approximation uh:
Denoting u3+i/2 = uh(x3+i/2,t), and formally integrating (2.7) by parts, we arrive at an ODE which the degrees of freedom u. ' = yS' (i) must satisfy:
Ji} dx where here and in the following, A± are the usual difference operators,
Note the ambiguity in (2.8): f(u3+1/2) = f(uh(x3+i/2,t)) is not defined at the cell interfaces x3+i/2, hence we still have quite some freedom in (2.8). This freedom comes from the fact that we have more parameters in the piecewise polynomial solution than equations to define them. It is this freedom which gives us a chance to adopt the successful finite difference nonoscillatory methodology. If we write out the first equation in (2.8),
we can see that it is very similar to a conservative finite difference scheme for the means u. . This suggests that we use h3+i/2 = h(u7+i/2>u++i/2) m P^ace °f /(uj+1/2)) where u-+1,2 = uh(x]t+l,2,t), and h(-,-) is some "average" flux. The only requirement for accuracy is consistency, h(u,u) = f(u), plus Lipschitz continuity of h(-,-). For total variation stability we need more restrictions on h(-,-), and also some modifications on u +1 ,T We will use a Lipschitz continuous "monotone" flux as defined in [6] , i.e., h(-, ■) is nondecreasing in its first argument and nonincreasing in its second argument. See Remark 2.4 below. Scheme (2.8) now reads (2.10)
i.e.,
We recall that h3+1/2 = h(uJ+1/2,u++1/2), where uf+1/2 = uh(xf+1/2,t) are defined by (2.6), i.e., etc. The integrations in (2.10) can be approximated by a suitable quadrature rule, see Remark 2.6 below. For linear problems f(u) = au this is unnecessary, because the integrations can be performed exactly.
We still need to modify o^+1/2 in (2.11) by some local projection limiter to achieve total variation stability. To this end, we write (2.12) uJ+1/2 = uf} + üj, u+_ 1/2 = uf] -u3.
Comparing with (2.6), we see Then (2.10a), the scheme for the means u,-', becomes (2.14) ±uf = "¿-A-M«f + «,,«& -u3+1).
We also consider the Euler forward version of (2.14), (2.15) ("«>)«+» = (ufr -^-A-httuf+ü.r,^ _ sJ+i)"). 
being the (local) Lipschitz coefficients of h(-, ■) with respect to the two arguments. for TVD (see [7] ). Clearly, (2.16), (2.17) and (2.18) imply (2.20). D Since (2.14) and (2.15) are schemes for the means u-, we say the scheme is TVDM (total variation diminishing in the means).
We now try to modify üj and Uj to achieve (2.16). Observe that the middle quantities in (2.16), in smooth regions, are 0(h), so the limiting required is very mild. One simple way to accomplish this is to define, for 6 = 1 in (2. 16 J s ■ mini<¿<" \at "lo
We then define «,+™/2 as in (2.12),
and define scheme (2.10) by using hj+i/2 = Mu7+i/2 'u?'+i/2 )• hence by (2.24)-(2.25), (2.21) again returns the first argument. D The expression (2.25b) is better than (2.25a) in that it is very small except near critical points, hence the correction from (2.22) is minimal but enough to recover accuracy. In practice, we should choose M2 = maxj \uxx\, where J is some neighborhood of smooth critical points of u°(x) in (2.1).
For the correction (2.24) we have the following lemma. We can use hG if / is not too complicated. However, for convex / we suggest using /iLLF or hRF, because of their simplicity and good numerical results (based on our experience in finite difference computations. See also Section 4). D Remark 2.5. Note that even if there are k + 1 degrees of freedom u_-' in (2.10) to compute, for / > 1 we only need to evaluate one integration (by quadrature) to obtain each u-for nonlinear /, and none for linear /, because the hj±i/2 are available from the computation of u}-in (2.10a). In terms of cost, this compares favorably, for multi-dimensional problems, with finite difference methods using cell average formulations (e.g., ENO schemes in [10] , [8] , in which point values are reconstructed from cell averages). D Remark 2.6. To compute the integrations in (2.10) for nonlinear /, quadratures of correct order must be used so that the error of approximating l-iji f(uh(x,t))j-xv\3)(x)dx Ax is 0(hk+1). Considering (2.4), we need a quadrature whose error is 0(hk+l+2), or 0(h2k+2), to work for every /. For example, Simpson's rule (the error is 0(h5)) is enough for k = 1 (second-order scheme), and three-point Gaussian (the error is 0(he)) is needed for k = 2 (third-order scheme). Since we can use hj±i/2 as f(uh(xj±i/2,t)) in the quadratures to save function evaluations, Gauss-Lobatto quadratures, which use end points of the interval as nodes, are preferred. D Remark 2.7. We choo«e degrees of freedom as in (2.5) only for easy presentation. The essential ingredients are the weak formulation (2.7), the choice of spaces (2.2), and the local projection limiting (2.21). Other degrees of freedom can of course be chosen for various purposes, e.g., for some physical considerations, or to save cost. One possibility is to choose point values of uh(x,t) at some Gaussian points as degrees of freedom, to save the cost of evaluating (2.6a) when quadrature is used to approximate the integration. D We now turn our attention to entropy conditions. First we have the following lemma.
LEMMA 2.8. If fj+i/2 = hJ + i/2+Cj+i¡2, where hJ+i/2 is a monotone flux and lcj+i/2l 5: c^a for some fixed c, a > 0, then a TVB scheme u]+l=u»-\(f3+i/2-f3_i/2) is an entropy scheme, i.e., it always converges to entropy solutions. Moreover, for every bounded domain fi, \\u -«*|U-(o,r;(i>(n)) < C(ft)/imin{1'a}/2. S;e'mod) =m(u3,A+uf\^-nf},Sign(u3)(Cha)), License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use Explicitly inserting Cha into the limiter to enforce entropy conditions is not an intrinsic procedure: the parameters C and a cannot be automatically adjusted by the scheme using the numerical solution, but must be tuned for each individual problem, and forcing convergence to entropy solutions is heavily dependent on the choice of C and a. If h is not in the asymptotic regime, inappropriate choices of C and a will either smear the profile too much, or fail to correct a weak entropy violating shock. We note, however, that for a < 1, the accuracy in smooth regions is not affected by the Cha term in any region where ueC1 and |wx| < 2C.
If / in (1.1) is convex, then we can avoid the explicit Cha term by using the following lemma in [20, Theorem 3.1].
LEMMA 2.9 (OSHER). // condition (2.16) is strengthened to (2 30a) fij' "3 + 1 < -
and, when u. ' > u:+i, denoting lßlwf'(w)dw Û3+1/2 = it^FfWï there holds (2.30b)
«}+'! -Uj+i/2 if U) > Uj + i/2 > U)^, üj = Uj+i = 0 otherwise, then scheme (2.14) satisfies one entropy condition with the particular entropy V(u) = u2/2 if f is convex. Hence, for convex f, (2.14) is an entropy scheme. D Unlike (2.29), the limiting in (2.30) does affect accuracy in smooth regions. Moreover, Lemma 2.9 for the Euler forward version (2.15) is not easy to prove. See [22] for a proof of the second-order case.
In our preliminary computations, which include some nonconvex /, we simply use the limiter (2.21)-(2.24) without any entropy corrections and always observed convergence to the correct entropy solution. See [5] and Section 4 for details.
Next we turn to time discretizations of (2.10). This is the easy part because scheme (2.10), unlike most other finite element schemes, is explicit, hence readily amenable to the TVD time discretization techniques for the ODE method of lines introduced in [26] , [27] .
We first rewrite (2.10) in a concise ODE form, (2.31) jtuh = Lh(uh,t), and apply, e.g., the high-order TVD Runge-Kutta methods in [27] :
Here, r is related to the order of the scheme. For r < 4, (2.32) can be made rthorder accurate. We have included the time variable in Lh in case we have a timedependent forcing term or time-dependent boundary conditions, as is the case in Section 3. Scheme (2.32) is TVD (or TVB) under the CFL restriction (2.33) A < Ar = A0 min ^-¡ t,í \ßii\ if the Euler forward version of (2.31) is TVD (or TVB) for A < A0, provided aü > 0, and when ßu < 0, Lh is replaced by Lh where -Lh is a TVD (or TVB) operator approximating (-f(u))x in ut -(f(u))x = 0. For details, see [26] , [27] .
Up to fourth order, the coefficients au,ßn,di are rather simple. etc.
Finally, we turn our attention to the linear stability of the scheme (2.32), (2.10) without using the projection limiter (2.21). In [2] it was proven that the Euler forward version of (2.10) is linearly unconditionally unstable for any fixed CFL number. (The proof is for the second-order case, but it goes through for higher orders.) However, linear stability becomes much better with (2.32), (2.10): LEMMA 2.10. Scheme (2.32), (2.10) is linearly stable under the CFL condition (2.35) Amax|/'(«)| < ^if or k = 1,2 (second-order and third-order schemes).
Proof. See [5] , [2] for the second-order case. The proof for the third-order case is similar but is more technical, and is thus omitted. D
We do not know whether (2.35) is the correct CFL condition for linear stability when k > 3. However, we believe there exist fixed CFL numbers for k > 3 for which (2.32), (2.10) is linearly stable.
We summarize the results of this section in the following proposition, in which "order of accuracy" is in the sense of local truncation errors. (ii) Scheme (2.32), (2.10), with local projection limiting (2.21)-(2.22), is (k + l)th-order accurate, except near critical points, is TVDM and TVB under the CFL condition (2.17) with 0=1, and thus has a convergent subsequence.
(iii) Scheme (2.32), (2.10), with local projection limiting (2.21)-(2.24)-(2.25), is uniformly (k + l)th-order in any region where «e?2, \uxx\ < M2, is TVBM and TVB under (2.17) with 0 = 1, and thus has a convergent subsequence.
(iv) Scheme (2.31), (2.10), with local projection limiting (2.21)-(2.24)-(2.30), is TVBM and TVB, satisfies one entropy condition for the particular entropy V(u) = u2/2 for convex f, hence is convergent to the entropy solution when f is convex.
(v) Scheme (2.32), (2.10), with local projection limiting (2.29)-(2.24)-(2.25), is uniformly (k + l)th-order in any region where u G W2, \ux\ < 2C, \uxx\ < M2, is TVBM and TVB under (2.17) with 0 = 1, satisfies all entropy conditions, hence is convergent to the entropy solution.
Proof. Using the lemmas in this section. To prove TVB from TVBM or TVDM, or to pass entropy conditions from the means t/0' to uh, note (2.27) and (2.6). The accuracy in terms of local truncation errors is an exercise in Taylor expansion. D In practice, we suggest using the schemes in (iii) above.
Initial-Boundary
Value Problems.
In this section we again take d = m = 1 in (1.1) and consider initial-boundary value problems. We solve (1.1) in a < x < b subject to the initial condition (2.1) and suitable boundary conditions at x = a and x = b.
For simplicity, we take b = oo and consider one boundary at x = a only. The case of two boundaries can be treated similarly. It is well known that on the differential equation level, we should prescribe
if f'(u(a,t)) > 0, and prescribe nothing if f'(u(a,t)) < 0. We assume g(t) in (3.1) has bounded variation. We put the boundary at x_i/2 = a. Because of the "local" property of our schemes (2.32)., (2.10) (i.e., higher orders are achieved through more moments within the cell rather than through using many cells), the boundary treatment here is rather simple: we only need to consider prescribing uZ1/2, if necessary, and modifying the local projection limiter (2.21) on the boundary cell j = 0. Comparing with [25] , where a similar boundary treatment was done for high-order wide stencil finite difference TVB schemes, using extrapolation and upwinding, we can see the advantage of finite element methods in dealing with boundaries.
Notice that if a pure upwind monotone flux h(-, ■), for example (2.28a, b, e), is used in (2.10), then when f'(u(a,t)) < 0 there is no need to assign u~_x,2, since h_i/2 = h(uZi/2)OÍ1/2) = /(o7-i/2). For general monotone flux, e.g. (2.28c, d), this is not the case, but uI1/2 will have little effect on /i_i/2 because -h2 » hi, where hi, -h2, as in (2.18), are the local Lipschitz coefficients of h(-, ■) with respect to the two arguments. On the other hand, if f'(u(a, t)) > 0, it is natural to prescribe u~j ,2(t) = g(t). We thus have the following two boundary treatments:
and uZi/2 = uZ1/2(t) = g(t), ü0mod) =m(ü0,A+u0°\2(u00)-g(t))),
We note that in both cases the limiting does not affect accuracy, as is easily revealed by Taylor expansion, i.e., üQm° ' = ü0,u0mo ' = u0 if the solution is smooth near the boundary. The coefficient 2 before the u0 ' -g(t) term in the limiting is chosen for accuracy considerations. Similar to Proposition 2.11, we have PROPOSITION 3.1. Scheme (2.32), (2.10), with local projection limiting (2.21)-(2.24)-(2. 25) , and boundary treatment (3.2a) or (3.2b), is TVBM and TVB, under the CFL condition (2.17) with 0 = 1 for (3.2a) and 0 = 2 for (3.2b).
Proof. We only need to consider (2.15). The only difference between here and Lemma 2.1 is the boundary term -A-hi/2.
Instead of (2.18), we write it, for (3.2a), as (3.3a)
«i -(1 --tHuo + -Aî-ûo if a general monotone flux like (2.28c,d) is used, we need to assume hi/(-h2) < |, which is reasonable for any upwind biased monotone flux, and then limit t¡i in a slightly more restrictive way:
(3.4) S[mod) =m(S1,A+^0),|A_tii0)).
Note that (3.4) does not affect accuracy. We then have Ci/2 > 0, and standard arguments [7] , [25] [5] , we can see the improvements (mainly in smooth region accuracy) by increasing the order of the scheme from 2 to 3; and comparing with [24] , [25] , [27] we can see that the results here are comparable to nonoscillatory finite difference schemes. Example 1. We solve the Burgers' equation with a periodic boundary condition:
The exact solution is smooth up to t = 2/n, then it develops a moving shock which interacts with rarefaction waves. Observe that there is a sonic point. For details, see [10] .
At t = 0.3 the solution is still smooth. We list the errors in Table 1 . Note that we have the full order of accuracy, 3, in both Li and Loo norms.
At t = 21 it the shock just begins to form; at í = 1.1 the reaction between the shock and the rarefaction waves is over, and the solution becomes monotone between the shocks. In Figures 1-4 we can see the excellent behavior of our scheme in both cases. The errors 0.1 away from the shock (i.e., |x-shock location| > 0.1) are listed in Table 2 . These errors are of the same magnitude as in the smooth case of Table 1. This example illustrates the results in Section 2: uniformly high order in smooth regions, including at critical and sonic points, and good shock transitions. D Example 2. We solve the same problem as in Example 1, except that we drop "periodic" and impose boundary conditions:
where v(x,t) is the exact solution of (4.1). Note that (4.2) is well posed, because x = -1 is an inflow and x = 1 an outflow boundary.
We use the boundary treatment (3.2b) for x = -1, and (3.2a) for x = 1. Table 3 contains the errors at t = 0.3. Table 4 contains the errors 0.1 away from the shock, at t = 2/it and t = 1.1. Comparing with Tables 1 and 2 , we see almost identical results. Figures 5-6 are the shock transitions for t = 2/n and t = 1.1. They are also almost identical to Figures 2 and 4 for initial value problems.
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use Burgers' equation, initial value problem (4.1), t = 1.1, Ax = ^.
Since we only compute up to t = 1.1, the g(t) in (4.2c) is still smooth. In order to see the behavior of the boundary treatment (3.2b) when g(t) is discontinuous, we shift (4.2) by 0.2:
where v(x,t) is again the exact solution of (4.1).
Figure 5
Burgers' equation, initial-boundary value problem (4.2), t = f, Ax = ¿.
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FlGURE 6
Burgers' equation, initial-boundary value problem (4.2), t = 1.1, Ax = ¿.
This time, g(t) is discontinuous before t = 1.1. Nevertheless, we see good behavior of our schemes in Figures 7-8 . (Notice that in Figure 7 the shock is only one cell from the boundary.)
This example illustrates the results in Section 3: the boundary treatments (3.2) are accurate and stable even in the presence of a shock emitting from the boundary. D Example 3. Since we do not use any of the entropy enforcing limiters, we use two nonconvex fluxes to test the convergence to entropy solutions of our scheme. In all cases, we see convergence with good resolution to the entropy solutions.
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use This example illustrates that our scheme converges to entropy solutions even for nonconvex flux /. □ We present a general framework, by using one-dimensional scalar initial value problems and initial-boundary value problems as models, of constructing and analyzing a class of TVB discontinuous Galerkin finite element methods for solving conservation laws. This new class of methods differs from most finite element methods in that they are explicit in time, hence can be implemented with high-order TVD Runge-Kutta type time discretizations. By using a local projection limiter, which does not affect accuracy in smooth regions, we can prove TVBM and TVB, hence achieve convergence without oscillations for shock calculations. Comparing with finite difference methods, these methods retain the advantage of finite element methods, i.e., achieving high accuracy by using more information within a cell rather than using a wide stencil, hence are easier to apply for boundary conditions (discussed in this paper) and complicated geometries (will be discussed in future papers). Numerical results are given to illustrate the good convergence behavior in several test problems.
