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Efficient model-free Q-factor approximation in value space
via log-sum-exp neural networks
Giuseppe C. Calafiore, Corrado Possieri
Abstract— We propose an efficient technique for performing
data-driven optimal control of discrete-time systems. In partic-
ular, we show that log-sum-exp (LSE) neural networks, which
are smooth and convex universal approximators of convex func-
tions, can be efficiently used to approximate Q-factors arising
from finite-horizon optimal control problems with continuous
state space. The key advantage of these networks over classical
approximation techniques is that they are convex and hence
readily amenable to efficient optimization.
I. INTRODUCTION
Optimal control is concerned with determining the best
control strategy that minimizes a certain optimization crite-
rion [1], [2]. This branch of control theory finds several ap-
plications spanning from medicine [3] to energy systems [4].
When the dynamics of the plant to be controlled are
known, the classical approach to solve a finite-horizon op-
timal control problem is the so called Dynamic Program-
ming Algorithm. Although such an algorithm provides an
exact solution to the optimal control problem, it may be
extremely time consuming, even for medium-sized problems,
[5]. For this reason a continuing research effort has been
put in determining approximate solutions to optimal control
problem. For instance, [6] proposes an approach based
on optimal control and decision theory, [7] introduces a
policy iteration method based on temporal differences, [8]
provides a reinforced learning approach; see also [9, Sec. 1.5]
and references therein. Another remarkable technique is
the Approximate Dynamic Programming, which, by using
simplified models and approximations, allows one to tackle
large scale, stochastic decision processes [10], [11].
The approach we are proposing in this paper consists in
approximating the Q-factors of the dynamic programming
problem via a novel type of convex neural networks called
LSE-networks, introduced in [12]. The method of approxi-
mating the Q-factors via linear and nonlinear functions has
been proven to be considerably successful; see, e.g., [13] and
references therein. Furthermore, approximating unknown,
possibly non-convex, functions via convex approximators
has been proved successful to solve several classes of op-
timization problems; see, e.g., [14] for the approximation
capabilities of convex algebraic polynomials.
The key advantage of approximating the Q-factors via
LSE networks rather than with classical techniques is that
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the former are capable of approximating any convex function
while possessing the additional and desirable property of
being themselves smooth and convex functions, a feature
which makes them optimized efficiently. In particular, these
networks allow one to perform the optimization on-line,
without requiring any approximation in policy space.
Structure of the paper: In Section II, the dynamic program-
ming algorithm is briefly reviewed following the exposition
in [9]. In Section III, it is shown how the Q-factors arising
from such an algorithm can be approximated via LSE-
networks. Numerical experiments showing the effectiveness
of such a procedure are reported in Section IV. Finally,
conclusions are drawn in Section V.
II. THE DYNAMIC PROGRAMMING ALGORITHM
Consider the discrete-time system
xk+1 = fk(xk, uk), (1)
where k ∈ N is a time index, xk ∈ Rn is the state of the
system at time k, uk ∈ Rm is the control or decision variable,
which has to be selected at each k ∈ N from the set Uk(xk)
that depends on the current state xk, and fk : Rn×Rm → Rn
is a state update map. To this system we associate a cost
function of the form
J(x0, u0, . . . , uN−1) =
N−1∑
k=0
gk(xk, uk) + gN (xN ), (2)
which evaluates the performance of the sequence
{u0, . . . , uN−1} of control inputs when system (1)
is initialized at x0. Our objective is to determine an
optimal sequence {u?0, . . . , u?N−1} that minimizes the cost
function (2) over all sequences {u0, . . . , uN−1} satisfying
the control constraint, thus obtaining
J?(x0) := min
uk∈Uk(xk)
k=0,...,N−1
J(x0, u0, . . . , uN−1).
The approach that is classically employed for solving such a
problem is the Dynamic Programming Algorithm, see, e.g.,
[15]. Such an algorithm constructs sequentially the cost-to-go
functions J?N (xN ), J
?
N−1(xN−1), . . . , J
?
0 (x0) starting from
J?N (xN ) = gN (xN ), ∀xN ,
and, going backwards for κ = N − 1, . . . , 0, letting, ∀xκ,
J?κ(xκ) := min
uκ∈Uκ(xκ)
{
gκ(xκ, uκ) + J
?
κ+1(fκ(xκ, uκ))
}
. (3)
By Bellman’s principle of optimality [16], defining, for κ =
0, . . . , N − 1, the tail cost function Jκ(xκ, uκ, . . . , uN−1) =∑N−1
k=κ gk(xk, uk) + gN (xN ), we have that
J?κ(xκ) =: min
uk∈Uk(xk)
k=κ,...,N−1
Jκ(xκ, uκ, . . . , uN−1). (4)
Therefore, for every initial state x0, the optimal cost
J?(x0) equals J?0 (x0) that is obtained at the last step of
the dynamic programming recursion. Once the functions
J?N (xN ), . . . , J
?
0 (x0) have been determined, the optimal con-
trol sequence can be computed as
u?k ∈ arg min
uk∈Uk(xk)
{
gk(x
?
k, uk) + J
?
k+1(fk(x
?
k, uk))
}
,
where x?k is the solution to system (1) when the control
sequence {u?0, . . . , u?N−1} is applied. Note that the same
algorithm can be used to solve the tail subproblem (4).
An equivalent formulation of the dynamic programming
algorithm [17], [18] can be given in terms of the Q-factors
Qκ(xκ, uκ) := gκ(xκ, uκ) + J
?
κ+1(fκ(xκ, uκ)), (5)
defined for κ = 0, . . . , N . Indeed, by (3), we have J?κ(xκ) =
minuκ∈Uκ(xκ)Qκ(xκ, uκ), and hence the dynamic program-
ming algorithm can be equivalently rewritten in terms of the
Q-factors as
Qκ(xκ, uκ) = gκ(xκ, uκ)
+ min
uκ+1∈Uκ+1(f(xκ,uκ))
Qκ+1(fκ(xκ, uκ), uκ+1),
for κ = N − 1, . . . , 0, starting with
QN (xN , uN ) = gN (xN ), ∀xN . Once the Q-factors
Q0(x0, u0), . . . , QN−1(xN−1, uN−1) have been determined,
the one-step lookahead control u?k at time k ∈ {0, . . . , N−1}
can be obtained on-line as
u?k ∈ arg min
uk∈Uk(xk)
Qk(xk, uk), (6)
where xk denotes the state of system (1) at time k.
III. Q-LEARNING VIA LSE NEURAL NETWORKS
In this section, we show how the Q-factors defined in (5)
can be approximated via LSE neural networks. The key
advantage of using these networks is that they synthesize a
convex function and hence they are readily amenable to effi-
cient optimization. In particular, if the function Qκ(xκ, uκ) is
approximated by an LSE neural network (which synthesizes
the function Q˜κ(xκ, uκ)) and the set Uk(xk) is convex, then
a solution to the minimization problem
u˜?k ∈ arg min
uk∈Uk(xk)
Q˜k(xk, uk), (7)
which has to be solved in order to determine an approximate
u˜?k of u
?
k, can be determined efficiently by using convex
optimization tools [19], such as interior point algorithms
[20] and disciplined convex optimization tools [21], [22].
On the other hand, minimizing a generic non-convex function
usually involves compromises such as long computation time
or sub-optimality of the solution [19]. Moreover, as classical
Q-learning approaches [17], [18], the tool given here can be
also used in a model-free setting; see also [23].
In Section III-A we briefly review LSE networks, whereas,
in Section III-B, we show how these networks can be used
to approximate the Q-factors. Finally, in Section III-C, we
discuss the quality of the determined suboptimal control.
A. LSE neural network
Let LSE (Log-Sum-Exp) be the class of functions ` :
Rn → R that can be written as
`(ξ) = log
(
K∑
k=1
bk exp(α
(k)>ξ)
)
,
for some K ∈ N, bk ∈ R>0, α(k) = [ α(k)1 · · · α(k)n ]> ∈
Rn, k = 1, . . . ,K, where ξ = [ ξ1 · · · ξn ]> is a vector
of variables. Further, given T ∈ R>0, define the class LSET
of functions `T : Rn → R that can be written as
`T (ξ) = T log
(
K∑
k=1
b
1/T
k exp(α
(k)>ξ/T )
)
,
for some K ∈ N, bk ∈ R>0, and α(k) ∈ Rn, k = 1, . . . ,K.
By letting βk
.
= log bk, k = 1, . . . ,K, we have that functions
in the family LSET can be equivalently parameterized as
`T (ξ) = T log
(
K∑
k=1
exp(α(k)
>
ξ/T + βk/T )
)
,
where the βks have no sign restrictions. It may some-
times be convenient to highlight the full parameterization
of `T , in which case we shall write `
(−→α ,β)
T , where
−→α =
(α(1), . . . , α(K)), and β = (β1, . . . , βK).
By [12], functions in LSET are smooth and convex. Fur-
thermore, given a real-valued convex function g(·) defined
on a compact convex set K ⊂ Rn, for all ε > 0 there exists
T ? > 0 such that, for all T ∈ (0, T ?), there exists a function
`T ∈ LSET such that
|`T (ξ)− g(ξ)| 6 ε, for all ξ ∈ K,
i.e., functions in LSET are universal, convex, smooth approx-
imators of convex functions over convex, compact sets; see
Theorem 2 of [12]. Furthermore, as shown in [12], functions
in LSET can be equivalently be represented as feedforward
neural networks with one hidden layer having exponential
activation in the hidden layer and logarithmic activation in
the output neuron (see Fig. 1).
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Fig. 1. An LSE neural network.
These networks can be trained both on-line and off-line by
using classical algorithms, such as the Levenberg-Marquardt
algorithm [24], the gradient descent with momentum [25],
the Fletcher-Powell conjugate gradient [26], or the stochastic
gradient descent [27]. Most of these algorithms make use of
the gradients of the function synthesized by the network with
respect to the parameters, which for LSET network are
∇α(i)`(
−→α ,β)
T (ξ) =
exp(α(i)
>
ξ/T + βi/T ) ξ∑K
k=1 exp(α
(k)>ξ/T + βk/T )
,
∇βi`(
−→α ,β)
T (ξ) =
exp(α(i)
>
ξ/T + βi/T )∑K
k=1 exp(α
(k)>ξ/T + βk/T )
.
B. Convex approximation of the Q-factors
In this subsection, we show how the LSE networks
reviewed in Section III-A can be used to approximate the
Q-factors Qk(xk, uk). Assume to have at one’s disposal
state-control-successor state triples (x(i)k , u
(i)
k , x
(i)
k+1), where
i ∈ {1, . . . , s} denotes the experiment number, and k ∈
{0, . . . , N − 1} denotes the discrete-time in the i-th ex-
periment. By considering the triplets (x(i)N−1, u
(i)
N−1, x
(i)
N ),
i = 1, . . . , s, define the corresponding sample Q-factor
γ
(i)
N−1 := gN−1(x
(i)
N−1, u
(i)
N−1) + gN (x
(i)
N ).
An LSET approximate `
(−→αN−1,βN−1)
T (xN−1, uN−1) of the
Q-factor QN−1(xN−1, uN−1) can be determined by design-
ing the weights −→αN−1 and βN−1 so to minimize
s∑
i=1
δ
(i)
N−1
∥∥∥γ(i)N−1 − `(−→αN−1,βN−1)T (x(i)N−1, u(i)N−1)∥∥∥
+R(−→αN−1, βN−1), (8)
where R(·, ·) is a regularization term that is independent of
γN , and δ
(i)
N−1 is a weighting factor, i = 1, . . . , s. Note that
the problem above can be addressed by using one of the
algorithms recalled in Section III-A.
Once the weights αN and βN have been determined, by
considering the triplets (x(i)N−2, u
(i)
N−2, x
(i)
N−1), i = 1, . . . , s,
define the corresponding approximate sample Q-factor
γ
(i)
N−2 := gN−2(x
(i)
N−2, u
(i)
N−2)
+ min
uN−1∈UN−1(x(i)N−1)
`
(−→αN−1,βN−1)
T (x
(i)
N−1, uN−1). (9)
Note that, differently from γ(i)N−1 that are actually samples
of the Q-factor QN−1(xN−1, uN−1), the values γ
(i)
N−2 are
approximate samples of the Q-factor QN−2(xN−2, uN−2)
due to the fact that `(
−→αN−1,βN−1)
T is used rather than
QN−1(xN−1, uN−1) to compute them. Furthermore, it is
worth stressing that, differently from classical Q-learning
approaches, the second term in the right-hand side (9) can
be easily determined by using convex optimization tools.
Once the approximate samples γ(i)N−2 have been computed,
an LSET approximate `
(−→αN−2,βN−2)
T (xN−2, uN−2) of the Q-
factor QN−2(xN−2, uN−2) can be determined by designing
the weights −→αN−2 and βN−2 so to minimize
s∑
i=1
δ
(i)
N−2
∥∥∥γ(i)N−2 − `(−→αN−2,βN−2)T (x(i)N−2, u(i)N−2)∥∥∥
+R(−→αN−2, βN−2),
where δ(i)N−2 is a weighting factor, i = 1, . . . , s.
By iterating such a procedure backward, we obtain weights
−→α κ and βκ such that the LSE function `(
−→α κ,βκ)
T (xκ, uκ) is
a convex, smooth approximate of the Q-factor Qκ(xκ, uκ),
κ = 0, . . . , N − 1. Hence, once these functions have been
computed, an approximate optimal control u˜?k is given by (7)
with Q˜κ(xκ, uκ) := `
(−→α κ,βκ)
T (xκ, uκ). It is worth pointing
out that, if the set Uκ(xκ) is convex, the problem in (7) is
convex and hence it can be solved efficiently on-line, without
the need of an approximation in policy space.
Note that, as in classical data-driven approaches (see, e.g.,
the one given in [9, Sec. 2.1.4]), the technique given in
this section to approximate Q-factors via convex function
does not require a mathematical model of the system under
consideration, but just samples of its trajectories.
It is worth noticing that, once a new set of triplets
(x
(i+1)
k , u
(i+1)
k , x
(i+1)
k+1 ) is gathered (e.g., by using the ap-
proximate optimal controls obtained by solving (7)), k =
0, . . . , N − 1, the approximate samples
γ(i+1)κ := gκ(x
(i+1)
κ , u
(i+1)
κ )
+ min
uκ+1∈UN−1(xκ+1)
`
(−→α κ+1,βκ+1)
T (x
(i+1)
κ+1 , uκ+1)
can be used to iteratively update the weights −→α κ and βκ by
using, for instance, the stochastic gradient descent algorithm.
Finally, note that if the Q-factors Qκ(xκ, uκ) are convex,
then by Proposition 4 of [12], they can be approximated
with arbitrary precision by letting K be sufficiently large
and T sufficiently small. On the other hand, if the Q-
factors Qκ(xκ, uκ) are not convex, they can however be
approximated in a neighborhood of their minimum by a
convex function by suitably selecting the parameters δ(i)k ,
thus making the proposed Q-learning approach suitable even
in the non-convex case.
C. Quality of the suboptimal control
A predictor of the quality of the suboptimal control that
is usually employed in the literature [9] is the difference
Qk(xk, u˜
?
k)−Qk(xk, u?k),
where u?k is given by (6) and u˜
?
k is given by (7). If the Q-
factor Qk(·, ·) is a convex function, we can guarantee that
this difference can be made arbitrarily small over a compact,
convex set by letting Q˜k(xk, uk) = `
(−→α k,βk)
T (xk, uk). As a
matter of fact, consider the quality index
(Qk(xk, u˜
?
k)−Qk(xk, u?k)) + (Q˜k(xk, u?k)− Q˜k(xk, u˜?k))
= (Q˜k(xk, u
?
k)−Qk(xk, u?k))−(Q˜k(xk, u˜?k)−Qk(xk, u˜?k))
Since u?k and u˜
?
k are given by (6) and (7), we have that
Qk(xk, u˜
?
k)−Qk(xk, u?k) > 0,
Q˜k(xk, u
?
k)− Q˜k(xk, u˜?k) > 0,
for all admissible xk. Hence, by the convex universal ap-
proximation theorem given in [12], it results that, given
a convex compact set C such that (xk, u?k, u˜?k) ∈ C,
there exists T ? ∈ R>0 such that, for all T ∈ (0, T ?),
there exists a function `(
−→α k,βk)
T (xk, uk) in LSET such that,
if Q˜k(xk, u?k) = `
(−→α k,βk)
T (xk, uk), then (Q˜k(xk, u
?
k) −
Qk(xk, u
?
k)) − (Q˜k(xk, u˜?k) − Qk(xk, u˜?k)) < ε, for all
(xk, u
?
k, u˜
?
k) ∈ C. Hence, we have that
Qk(xk, u˜
?
k)−Qk(xk, u?k) 6 ε,
for all (xk, u?k, u˜
?
k) ∈ C, thus guaranteeing good quality of
the suboptimal control obtained via (7), provided that xk lies
in the projection of C onto the xk–coordinates.
It is worth noticing that, in several applications, the Q-
factor Qk(·, ·) are indeed convex functions. For instance,
linear quadratic (LQ) optimal control problems, in which the
function fk(·, ·) and gk(·, ·) are defined as
fk(xk, uk) = Ak xk +Bk uk, (10a)
gk(xk, uk) = x
>
kWk xk + u
>
k Rk uk, (10b)
gN (xN ) = x
>
NWN xN , (10c)
where Wk, k = 0, . . . , N , are symmetric, positive semi-
definite matrices and Rk, k = 0, . . . , N − 1, are symmetric,
positive definite matrices, are characterized by convex Q-
factors. In fact, by [28], letting Pκ be the solution to
Pκ = Wκ +A
>
κ Pκ+1Aκ
−A>κ Pκ+1Bκ(Rκ +B>κ Pκ+1Bκ)−1B>κ Pκ+1Aκ,
starting with PN = WN , κ = N − 1, . . . , 0,
one has J?k (xk) = x
>
k Pk xk, whence Qk(xk, uk) =
[ x>k u
>
k ] Λk [ x
>
k u
>
k ]
>, with
Λk =
[
Wk +A
>
k Pk+1Ak A
>
k Pk+1Bk
B>k Pk+1Ak Rk +B
>
k Pk+1Bk
]
.
Therefore, the Q-factor Qk(xk, uk) is convex due to the
positive semi-definiteness of the matrix Λk, whose Schur
complement [29] equals Pk. More generally, a class of
problems admitting convex Q-factors are those in which the
function fk(·, ·) is defined as in (10a) and the functions
g0(x0, u0), . . . , gN−1(xN−1, uN−1), gN (xN ) are convex. In
fact, in such a case, the function
QN−1(xN−1, uN−1) = gN−1(xN−1, uN−1)
+ gN (AN−1xN−1 +BN−1uN−1)
is the sum of a convex function and of another con-
vex function composed with a linear mapping, whence
it is convex [19]. Furthermore, since J?N−1(xN−1) =
minuN−1 QN−1(xN−1, uN−1), i.e., J
?
N−1 is the inf-
projection of QN−1, it is a convex function. Thus, by
considering the definition of Q-factors in (5) and iterating this
reasoning backward, we obtain that the Q-factor Qk(xk, uk),
k = 0, . . . , N − 1, are convex.
IV. NUMERICAL EXPERIMENTS
In this section, we validate the proposed technique to
perform Q-learning via LSE networks through two numerical
experiments. In particular, in Section IV-A, we show that,
when dealing with linear quadratic optimization problems,
the Q-learning via LSE neural networks perform similarly to
the actual optimal control. On the other hand, in Section IV-
B, we show that, when dealing with a genuinely nonlinear
optimization problem, the Q-learning via LSE neural net-
works perform better than classical Q-learning with quadratic
approximation functions.
A. LQ optimal control of a mechanical system
Consider the mechanical system depicted in Figure 2.
m1 m2
k1
d1
k2
d2
u
Fig. 2. A simple mechanical system.
The dynamics of this system are given by
x˙ =

0 1 0 0
−k1−k2
m1
−d1−d2
m1
k2
m1
d2
m1
0 0 0 1
k2
m2
d2
m2
− k2m2 − d2m2
x+

0
0
0
1
m2
u,
where x(t) ∈ R4 denotes the positions and speeds of the
bodies having masses m1 and m2. Assuming that k1 =
103 N/m, k2 = 2 · 103 N/m, m1 = 0.1 Kg, m2 = 0.15 Kg,
d1 = d2 = 1 N s/m, and that the system is controlled through
an impulsive force applied to the body having mass m2 every
τM = 1 s seconds, its discrete-time dynamics are given by a
system of the form (10a), with
Ak =
[
0.0289 0.0010 0.0475 0.0019−3.0836 0.0226 −6.4323 0.0442
0.0379 0.0013 0.0621 0.0026−4.1300 0.0295 −8.6020 0.0578
]
, Bk =
[
0
0
0
6.6667
]
.
Hence, assume that the objective of the control input u is to
minimize the cost function (2), with N = 8 and with gk and
gN given by (10b) and (10c), where Wk = I , k = 0, . . . , N ,
and Rk = 1, k = 0, . . . , N − 1.
In order to validate the proposed technique, we approxi-
mated the Q-factors of the considered optimization problem
both via LSE networks (K = 10) and via classical polyno-
mial functions. In particular, we first run 100 simulations of
the considered mechanical system by selecting the control
input u and the initial condition x0 of the plant at random
with distributionN (1, 0) andN (I, 0), respectively. Then, we
approximated the Q-factors both via an LSE networks (by
using the technique given in Section III-B) and via second
order polynomials in the variables x1, x2, x3, x4, u, whose
coefficients have been determined through the least absolute
shrinkage and selection operator (LASSO) [30]. Once the
LSE networks and the second order polynomials have been
determined, we picked other 100 initial conditions x0 of the
plant at random with distribution N (I, 0) and we simulated
the behavior of the mechanical system by selecting the input
u according to (7), where Uk(x) = R and the functions Q˜k
are either the polynomials or the functions in LSET obtained
after the first epoch of training. The trajectories of the system
obtained in such a way have then been used, together with
the ones obtained selecting the control input u at random,
to perform a second epoch of training, thus obtaining new
polynomials and new LSET functions that approximate the
Q-factors Q0, . . . , Q8. This procedure has been repeated 6
times, thus obtaining 6 polynomial and 6 LSET approxima-
tions of the Q-factors Q0, . . . , Q8. Finally, we picked other
100 initial conditions x0 at random with distributionN (I, 0),
we simulated the behavior of the mechanical system by
selecting the input u according to (7), with Uk(x) = R and
with Q˜k substituted by either the polynomial or the LSET
approximation of Qk, and we evaluated the corresponding
cost (2). Table I reports the average cost from the application
of the pseudo-optimal control laws and the average optimal
value obtained using classical LQ tools. Note that, in both
the polynomial and LSET cases, the pseudo-optimal inputs
have been obtained assuming that the dynamics of the system
are not known, whereas the application of the LQ methods
required perfect knowledge of both the system and the cost
function.
TABLE I
AVERAGE COSTS OBTAINED BY USING THE CONTROL LAW (7).
Epoch Polynomials LSE networks Optimal solution
1 59.009277 59.0255 59.009277
2 59.009277 59.0112 59.009277
3 59.009277 59.0127 59.009277
4 59.009277 59.0171 59.009277
5 59.009277 59.0125 59.009277
6 59.009277 59.0126 59.009277
As shown by such a table, the pseudo-optimal control law
obtained by using LSE networks has performance similar
to the one obtained by using quadratic polynomials. Note
that, since the considered optimal control problem is of
the form (10), by the reasoning given in Section III-C,
the Q-factors are actually quadratic polynomials and hence
the pseudo-optimal control obtained by using polynomial
approximates is actually optimal. This implies that the perfor-
mance obtained by using LSET networks, although pseudo-
optimal, is very close to the optimal one.
B. Control of lithium ions distribution in the human body
Lithium ions are one of the most used treatments for the
bipolar disorder and for the manic-depressive illness. In [31],
a pharmacokinetic model for the distribution of such ions
in the human body have been obtained from experimental
data. In particular, assuming that the drug is administrated
intravenously every 3 hours, the discrete-time dynamics of
the drug are given by system (10a) with
Ak =
 0.3973 0.1025 0.30540.7061 0.2357 0.3545
0.2607 0.0439 0.6648
 , Bk =
 10.90
0
 ,
where x = [ x1 x2 x3 ]>, x1, x2, and x3 denote the
plasma, the red blood cells, and the muscle cells concentra-
tion of lithium ions, respectively. In order to let the treatment
be effective, the concentrations of ion have to satisfy [32]
0.4 nmol/L 6 x1 6 0.6 nmol/L, (11a)
0.6 nmol/L 6 x2 6 0.9 nmol/L, (11b)
0.5 nmol/L 6 x3 6 0.8 nmol/L. (11c)
If the dynamics of the system are known, then the model
predictive control technique given in [32] can be used to steer
the trajectories of the system to the therapeutic window given
in (11). On the other hand, if the dynamics of the system are
not known, as it will be assumed in the remainder of this
section, it is possible to use Q-learning in order to steer the
trajectories of the system to the therapeutic window given
in (11). Namely, define the function
g(x) =
{
(x1 − 0.5)2, if 0.4 6 x1 6 0.6,
|x1 − 0.5| − 0.0900, otherwise,
+
{
(x2 − 0.75)2, if 0.6 6 x2 6 0.9,
|x2 − 0.75| − 0.1275, otherwise,
+
{
(x3 − 0.65)2, if 0.5 6 x3 6 0.8,
|x1 − 0.65| − 0.1275, otherwise,
which is minimized if x is in the therapeutic window and
consider the cost function (2) with N = 8 (corresponding
to a time window of 24 hours), gk(xk, uk) = g(xk), k =
0, . . . , 7, and gN (xN ) = g(xN ).
The Q-factors corresponding to the optimization problem
have been approximated via both quadratic polynomials
and LSET functions (K = 10). In particular, since the
amount of administered dose should not exceed 5.95 nmol,
we firstly run 100 simulations by selecting the control input
u and the initial condition x0 of the plant at random with
uniform distribution over [0, 1]3 and [0, 5.95], respectively.
Then, we approximated the Q-factors both via an LSE
networks and via second order polynomials in the vari-
ables x1, x2, x3, u, whose coefficients have been determined
through the LASSO. Once the LSE networks and the second
order polynomials have been determined, we picked other
100 initial conditions x0 of the plant at random with uniform
distribution over [0, 1]3 and we simulated the behavior of
the system by selecting the input u according to (7), where
Uk(x) = [0, 5.95] and the functions Q˜k are either the
polynomials or the functions in LSET obtained after the
first epoch of training. These trajectories have then been
used, together with the ones obtained by selecting the input
uniformly at random, to perform a second epoch of training.
This procedure has been repeated 6 times, thus obtaining
6 polynomial and 6 LSET approximations of the Q-factors
Q0, . . . , Q8. Finally, we picked other 100 initial conditions
x0 uniformly at random in [0, 1]3, we simulated the system
behavior by selecting u according to (7), with Uk(x) =
[0, 5.95] and with Q˜k substituted by either the polynomial
or the LSET approximation of Qk, and we evaluated the
cost (2). Table II reports the average cost yield from the
application of the pseudo-optimal control laws and from
the application of the optimal control inputs obtained by
minimizing the cost function (2) through the Matlab function
fmincon assuming perfect knowledge of the system.
TABLE II
AVERAGE COSTS OBTAINED BY USING THE CONTROL LAW (7).
Epoch Polynomials LSE networks Optimal solution
1 3.9925 3.9925 1.04975
2 3.9925 2.4126 1.04975
3 3.9925 2.2527 1.04975
4 3.9925 1.9026 1.04975
5 3.9925 1.6736 1.04975
6 3.9925 1.6430 1.04975
As shown by such a table, the Q-learning algorithm that
uses LSE networks to approximate the Q-factors outperforms
the one using second order polynomial approximates. Fur-
thermore, differently from the pseudo-optimal control laws
gathered using polynomial approximates, the ones obtained
using LSE networks approach, as the number of epochs
increases, the solution found assuming perfect knowledge
of both the system dynamics and the cost function.
V. CONCLUSIONS
A novel method to perform Q-learning has been proposed.
In particular, it has been shown that LSE neural networks
can be used to approximate the Q-factors arising from
finite-horizon optimal control problems with continuous state
space. The key advantage of using these networks is that
they synthesize a convex function and hence are optimized
efficiently, without requiring approximations in policy space.
As other Q-learning strategies, the proposed approach may
suffer of inadequate exploration since the control input is
selected as in (7). However, this issue can be mitigated by
selecting uk at random in Uk(xk) with a small probability.
Future work will deal with the use of different classes of
networks for the approximation of the Q-factors, as, e.g.,
the class of DLSET networks introduced in [33], which are
capable of approximating any continuous functions over con-
vex, compact sets while still possessing a specific difference-
of-convex-functions form that makes them optimizable via
relatively efficient numerical methods [34], and with the use
of these networks to solve infinite horizon optimal control
problems in a data-driven setting by using a receding horizon
approach similar to that used in model predictive control.
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