We present a new approach for computing the voxelized Minkowski sum of two polyhedral objects using programmable Graphics Processing Units (GPUs). We first cull out surface primitives that will not contribute to the final boundary of the Minkowski sum. The remaining surface primitives are then rendered to depth textures along six orthogonal directions to generate an initial solid voxelization of the Minkowski sum. Finally we employ fast flood fill to find all the outside voxels. We generate both solid and surface voxelizations of Minkowski sums without holes and support high volumetric resolution of 1024 3 with low video memory cost. The whole algorithm runs on the GPU and is at least one order of magnitude faster than existing boundary representation (B-rep) based algorithms for computing Minkowski sums of objects with curved surfaces at similar accuracy. It avoids complex 3D Boolean operations and is easy to implement. The voxelized Minkowski sums can be used in a variety of applications including motion planning and penetration depth computation.
INTRODUCTION
The Minkowski sum of two point sets A and B in R n is defined as
(1) * e-mail:{liw|mcmains}@me.berkeley.edu
Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. where a and b denote the coordinate vectors of arbitrary points in A and B, and + denotes vector addition. If A and B represent polygons in R 2 or polyhedra in R 3 , A ⊕ B can be generated by "sweeping" object A along the boundary of object B (or vice versa). This gives another equivalent definition of Minkowski sums, shown below, where Ba denotes the translation of object B by the vector a.
Minkowski sums are a fundamental operation for applications such as solid modeling, motion planning, collision detection, penetration depth computation, and mathematical morphology [23, 17, 28, 25] . Despite the simplicity of its mathematical definition, computing the Minkowski sums of arbitrary polyhedra in R 3 is generally difficult because of its high combinatorial complexity. For polyhedra A and B consisting of m and n facets respectively, although A ⊕ B only has complexity of O(mn) if they are convex, the complexity is O(m 3 n 3 ) if they are concave. Minkowski sums of convex polyhedra can be computed easily and efficiently. Convex hull or Gaussian sphere approaches are commonly used [11, 10] . However, it is much more difficult to compute Minkowski sums of concave polyhedra due to the high combinatorial complexity mentioned above. Most existing algorithms for concave objects fall into two main categories: convex decomposition [29, 13] or convolution [20, 26, 30] . The first approach decomposes the input concave polyhedra into convex pieces, computes all the pairwise Minkowski sums of these convex pieces, and then takes their union. However, the number of pairwise Minkowski sums can be very large (it has quadratic complexity), and computing or even approximating their union robustly is difficult and time-consuming. On the other hand, the convolution-based approach starts with a set of surface primitives that is a superset of the Minkowski sum boundary. These surface primitives are then trimmed and filtered to form the final boundary. The trimming and filtering operations may become very complex since the number of surface primitives also has quadratic complexity and they may intersect each other arbitrarily in 3D space. So both the convex-decomposition and convolution approaches involve many complex 3D computations, and their performance degrades rapidly as the polyhedra complexity increases.
In this paper we present a new approach for computing Minkowski sums of arbitrary polyhedra. Unlike most existing algorithms, which compute either an exact [13, 10, 14, 30] or an approximated [26, 29] boundary representation, our algorithm aims to directly create both a solid and surface voxelization of the Minkowski sum, without having to compute a complete boundary representation. Meanwhile we provide a boundary visualization for display. The volumetric data is stored and computed exclusively on the Graphics Processing Unit (GPU) to utilize its rasterization functionality and parallel computation capacity. The benefits of our voxelization approach include:
• easy implementation: Our approach avoids the complex 3D computations involved in convex-decomposition and convolution approaches.
• high speed : Our algorithm is at least one order of magnitude faster than existing B-rep based algorithms.
• memory efficiency: Our voxelized Minkowski sum only requires 128MB video memory for a resolution of 1024 3 .
• multiresolution: Users can choose different volumetric resolutions according to the tolerance requirements of different applications.
Compared with the boundary representation, our volumetric representation of Minkowski sums is more advantageous in various applications such as collision detection, motion planning and penetration depth computation. It provides immediate collision feedback by simply checking if a certain voxel is set to one or zero. Minkowski sum based motion planners often sample the free configuration space to construct a connectivity roadmap [28, 19] . The solid volumetric data provides such sample points with no need of further computation. To find penetration depth, we only need to compute the shortest distance from the origin to all the surface voxels. We will give some application examples of voxelized Minkowski sums in section 5.
The accuracy of our algorithm is governed by the volumetric resolution. Since we support a relatively high resolution of 1024 3 by using volume encoding (section 4.1), we can achieve an accuracy of 0.085% (measured by the minimum distance from centers of boundary voxels to the actual Minkowski sum boundary, √ 3/2/1024), which is enough for most applications. One limitation of our work is that we don't compute inner holes of a Minkowski sum, i.e., we only identify its outer boundary. Usually in motion planning, we don't need to consider inner holes in Minkowski sums, because they represent locations where the object can be placed without collision, but cannot reach from the outside (Figure 1 ).
RELATED WORK

Minkowski Sums
Ghosh presented a complete computational framework for Minkowski sums of both convex and concave objects where both input objects are represented as "slope diagrams" [11] . The two slope diagrams are merged and their Minkowski sum is recovered from the merged diagram. Unfortunately, the slope diagram operation is complex for concave objects; no general implementation of this algorithm is known. Based on a similar idea, Fogel and Halperin proposed computing Minkowski sums of convex polyhedra using a "Cubical Gaussian Map," where geodesic arcs on the Gaussian sphere are projected to the six faces of a bounding cube [10] . This work was later extended by the first author, directly computing the arrangements of geodesic arcs embedded on the Gaussian sphere [9] , but also limited to convex objects.
Convex-decomposition based approaches can be categorized into exact and approximate algorithms. The exact algorithms allow robust implementation and are able to find low dimensional boundaries, i.e., they are able to identify dangling faces or lines and singular points in the Minkowski sums [4, 14, 13] . However, these algorithms are limited to relatively simple objects because of their performance. To compute the Minkowski sum of two objects with hundreds of triangles, it usually takes tens of minutes [4] . Varadhan and Manocha proposed another convex-decomposition based algorithm to compute an approximated boundary of Minkowski sums [29] . Instead of computing the exact union of pairwise Minkowski sums, they compute a signed distance field and extract its zero iso-surface. Their algorithm provides geometrical and topological guarantees by using an adaptive subdivision algorithm. However, the performance of their algorithm is impacted by the large number of convex pieces after decomposition. The timing reported in their paper shows that computing the distance fields for tens of thousands of pairwise convex Minkowski sums usually takes quite a few minutes.
Convolution-based approaches have also been proposed for computing the boundary of Minkowski sums. It is well known that for two objects the convolution of their boundaries is a superset of the boundary of their Minkowski sum. Guibas and Seidel presented an output sensitive algorithm for computing the convolution of 2D curves [12] . Kaul and Rossignac introduced a set of criteria to cull out facets which are not part of the Minkowski sum boundary [17] . These criteria are also used in this paper for Minkowski sum rendering (section 3.1). Peternell and Steiner studied how to extract the outer boundary from the convolution of two objects with piecewise smooth boundaries and compute a local quadratic approximation [26] . Lien proposed to start with a brute force convolution, and compute facet-facet intersections as 2D arrangements on each facet [20] . Cells from 2D arrangements are then merged and filtered using collision detection tests. Unfortunately the 2D arrangements and collision detection become both time and memory consuming when the size and complexity of the input models increase.
To overcome the computational complexity introduced by 3D operations, some approaches seek to use other lower dimensional representations. Hartquist et al. suggested using "ray representations" (ray-reps) to reduce 3D Minkowski sum computation to 1D Boolean operations [15] . Lien proposed a point-based approach which creates a point set cov-ering the Minkowski sum boundary [18] . Several filters, including the ones introduced in [17] , are used to cull out points that are not on the Minkowski sum boundary.
Some algorithms have also been introduced for handling specific types of objects. Seong et al. presented an algorithm for computing Minkowski sums of surfaces generated by slope-monotone curves [27] . Mühlthaler and Pottmann introduced an explicit parameterization of the convolution of two ruled surfaces [24] . Recently Barki et al. proposed an approach for computing the Minkowski sum of a convex polyhedron and a non-convex polyhedron whose boundary is completely recoverable from three orthogonal projections [1] .
GPU-based Voxelization
Voxelization is the process of generating a volumetric representation for geometric objects. In this section we briefly review several GPU-based voxelization algorithms that are related to the techniques we use in this paper. Voxelization algorithms can be classified into surface voxelization and solid voxelization, depending on whether they voxelize only the boundary surface or the whole interior. Most algorithms described below work for both surface and solid voxelizations. Another classification is binary voxelization where each voxel is represented by 0 or 1 and non-binary voxelization where each voxel is represented by a real value in [0, 1] . In this paper, we only consider binary voxelizations.
Karabassi et al. presented a depth buffer based voxelization algorithm [16] . The object is projected to the six faces of its bounding box and depth information is then read back from the depth buffer and used to reconstruct the object. It works only for an object whose boundary can be completely seen from the six orthogonal directions. In the algorithm proposed by Fang and Chen, the object is rendered slice by slice along the z direction, and each slice is voxelized individually [7] . However, surfaces parallel (or nearly parallel) to the projection direction are not voxelized, and the memory cost for high resolution volume is high since each voxel requires one byte of memory. To solve these problems Dong et al. proposed projecting the model along three orthogonal directions and encoding multiple voxels in one texel [6] .
RENDERING MINKOWSKI SUMS
In this section we introduce a GPU-based algorithm for rendering the outer boundaries of Minkowski sums, without having to compute a correct and complete boundary representation. The voxelization algorithm, with applications to motion planning and penetration depth computation that will be discussed later in section 4 and 5, is built upon the rendering results. The rendering algorithm described here can also be used as a standalone visualization system for 3D Minkowski sums. It can also be directly applied to implement the polyhedron interpolation and morphing introduced in [17] .
We first introduce the terminology used in this section. We assume the two input polyhedra A and B are 2-manifold triangular meshes. Let FA = {fA} and FB = {fB} be the boundary triangle sets, EA = {eA} and EB = {eB} be the edge sets, and VA = {vA} and VB = {vB} be the vertex sets of A and B respectively.
The rendering algorithm first computes a set of surface primitives that is a superset of the Minkowski sum boundary. Surface primitives that do not contribute to the boundary are culled out in parallel on the GPU. The remaining primitives are written to a VBO (Vertex Buffer Object), which is then rendered directly using OpenGL.
Surface Primitive Culling
It has been shown in [17] that any facet on the boundary of A ⊕ B is generated in one of the following three ways: translating a triangle in FA by a vector in VB, translating a triangle in FB by a vector in VA, or sweeping an edge in EA along an edge in EB. We call the triangles formed by the first two methods triangle primitives, and the quadrilaterals formed by the third method quadrilateral primitives.
The counts of all the triangle and quadrilateral primitives are |FA| × |VB| + |VA| × |FB| and |EA| × |EB| respectively. These numbers are as high as millions for two polyhedra with thousands of triangles. It will take a large amount of time and memory to render all these primitives. For example, 1 GB memory will limit the size of A and B to just a few thousands of triangles. Note, however, that a large number of surface primitives lie entirely inside the Minkowski sum and will be hidden during the rendering (see Figure 2 for a 2D example). We can cull out these primitives and render only the remaining ones. As to be shown in Table 1 , this will greatly reduce the number of primitives to be rendered. In addition to these completely hidden primitives, some primitives are trimmed by others and become partially hidden during the rendering ( Figure 2 ). Convolution-based algorithms for computing the Minkowski sum boundary identify and compute all such intersections, but for the purpose of rendering, we allow them to be handled automatically in the graphics pipeline by using the appropriate depth test. In the following we call a surface primitive valid if its intersection with the Minkowski sum boundary has a non-zero area (so a partially trimmed primitive is valid since it has a partial overlap with the Minkowski sum boundary); otherwise we call it invalid. Valid primitives will contribute to the boundary of the Minkowski sum, but invalid ones will not. Note that according to our definition, a surface primitive that only shares an edge or vertex with the Minkowski sum boundary is not valid, because their intersection has an area of zero.
The rendering algorithm developed in this paper is based on several propositions for primitive culling. The first two propositions (Proposition 1 and 2 below) were first introduced in [17] . However, no proof was provided in that paper. These two propositions were used later, also unproved, in other works [18, 20] . In [21] the authors proved similar propositions, but their criterion for triangle primitive culling is weaker than the one stated below (Proposition 1). Here we use a mathematical description and give proofs of these two propositions. Proposition 1. Given fA ∈ FA and vB ∈ VB, with nA the outward facing normal of fA, and e i the i-th incident edge pointing away from vB. If fA ⊕ vB is a valid triangle primitive, then nA · e i ≤ 0, ∀e i .
Since A is a 2-manifold, for any point P inside the triangle fA, we can find a hemisphere HS(P ) with a small radius r, centered at P and entirely inside A, i.e.,
Then we consider the translated hemisphere HS(P )⊕vB and the prism generated by fA ⊕ e k . They locate on different sides of the triangle fA ⊕ vB (shaded in the figure). Since P is inside fA, we can always reduce the radius of HS(P ) such that the other half of the hemisphere HS(P ) ⊕ vB is entirely inside the prism fA ⊕ e k . This means that for each point inside the triangle fA ⊕vB, we can always find a small sphere around it and the sphere is a subset of A ⊕ B (remember that HS(P ) ⊕ vB ⊆ A ⊕ vB ⊆ A ⊕ B and fA ⊕ e k ⊆ A ⊕ B). So fA ⊕ vB will not overlap with the boundary of A ⊕ B. This contradicts the assumption that fA ⊕ vB is valid. Proposition 2. Suppose eA ∈ EA and eB ∈ EB, f 0 and f 1 are the two incident triangles of eA, and e 0 (or e 1 ) is one of the two edges of f 0 (or f 1 ) pointing away from eA. Let f 2 , f 3 , e 2 and e 3 be defined similarly for eB. If eA ⊕ eB is a valid quadrilateral primitive, then either (eA × eB) · e i ≤ 0,
Proof. (By contradiction.) Suppose (eA × eB) · e 0 > 0 and (eA × eB) · e 3 < 0 (the other cases can be proved similarly). We consider the two prisms generated by f 0 ⊕ eB and f 3 ⊕ eA (Figure 3 middle) . They share the quadrilateral eA ⊕ eB (shaded in the figure) and locate on different sides of it. Since both prisms are subsets of A ⊕ B, eA ⊕ eB will not overlap with the boundary of A ⊕ B. This contradicts the assumption that eA ⊕ eB is valid.
The above two propositions only check the relative positions of incident triangles. In this paper we introduce two new propositions that check the orientation of incident triangles. Since the proof of these two propositions are almost identical, we only present the proof of the first.
Proposition 3. Suppose eA ∈ EA and eB ∈ EB. If either eA or eB is a concave edge, then eA ⊕ eB cannot be a valid quadrilateral primitive.
Proof. (By contradiction.) Suppose eA ⊕ eB is valid, then eA ⊕ eB at least partially overlaps with the boundary of A ⊕ B. Then there must exist a point c ∈ eA ⊕ eB, such that c is on the boundary of A ⊕ B but not on any edge or vertex of the boundary (Figure 3 bottom) . Then c is either a local maximum or a local minimum of A⊕B in the direction of eA × eB. Suppose c = a + b, a ∈ eA and b ∈ eB, then both a and b should also be local maximum or minimum of A and B respectively in the direction of eA × eB. This cannot be true if either eA or eB is a concave edge.
Proposition 4. Suppose fA ∈ FA and vB ∈ VB. If vB is a concave vertex, then fA ⊕ vB cannot be a valid triangle primitive.
Proof. As for Proposition 3.
We use Proposition 1 and 4 to cull triangle primitives, and Proposition 2 and 3 to cull quadrilateral primitives. Note that not all the remaining primitives are valid, because the four propositions only give necessary (not sufficient) conditions for valid primitives. However, the number of primitives will be reduced greatly after culling. Table 1 shows several examples of primitive culling. We can see that only about 1% of the total primitives remain after culling. Figure 4 shows a Minkowski sum and its triangle and quadrilateral primitives after culling. 
VBO Generation
To take advantage of back-face culling and still render the surface primitives correctly, we also need to compute their surface normals. From Proposition 1 and 2, we know that the actual normal of a triangle primitive fA ⊕ vB (equivalently fB ⊕vA) is always the same as the outward facing surface normal of fA, and the actual normal of a quadrilateral primitive eA ⊕ eB is either eA × eB (when (eA × eB) · e i ≤ 0, ∀e i ) or −eA × eB (when (eA × eB) · e i ≥ 0, ∀e i ). For implementation, we use a flag array to store the results of the culling test. If a surface primitive is invalid and should be culled out, we set its flag to be 0; otherwise, we set it to be 1 for triangle primitives, and 1 or -1 for quadrilateral primitives, according to whether its surface normal is eA × eB or −eA × eB respectively.
#tri Table 1 : Examples of surface primitive culling. From left to right, each column respectively shows the number of triangles of A and B, the number of triangle primitives before/after culling, the percentage of remaining triangle primitives, the number of quadrilateral primitives before/after culling, the percentage of remaining quadrilateral primitives, and the percentage of total remaining primitives after culling.
Since the number of surface primitives has quadratic complexity, the culling test will become costly in time when the sizes of the models increase. However, it can be easily parallelized since each surface primitive can be treated independently. We implemented the parallel culling test using NVIDIA's CUDA library on a Quadro FX 5800, which has 30 multiprocessors and a "compute capacity" of
To achieve coalesced global memory access [5] , instead of storing the x, y, and z coordinate of each vertex consecutively (x1y1z1x2y2z2...xnynzn), we store all the x coordinates first, followed by all y, and then all z coordinates (x1x2...xny1y2...ynz1z2...zn). Since shared memory is much faster than global memory, we copy the 16 triangles and 16 vertices (or 32 edges) from global memory to the shared memory of each block before we perform the culling test. On average we achieved a three times speedup compared to the unoptimized version by using coalesced global memory and shared memory in our implementation.
After all the culling tests are done, primitives with nonzero flags and their normals are written to the VBO, which is directly rendered using OpenGL.
Rendering Results
We show some results of the above CUDA-based rendering algorithm in Figure 5 . The program runs on a Quadro FX 5800 GPU. We also implemented a sequential version of the same algorithm on a Pentium 4 CPU at 3 GHz, and compared the performance between the CUDA and the CPU implementation (see Table 2 ). Overall the CUDA implementation has a 25 to 30 times speedup over the CPU implementation.
VOXELIZING MINKOWSKI SUMS
In this section we introduce a new algorithm for voxelizing Minkowski sums, which is based on the rendering algorithm discussed in the previous section. Most existing GPU voxelization algorithms utilize the GPU's rasterization functionality to voxelize boundary surfaces, and then perform a parity check via the stencil buffer [22] or bitwise logic operations [7] to fill the interior voxels. However, they cannot be applied to the voxelization of Minkowski sums rendered using the above method, because of the existence of nonboundary surfaces in the interior. These surfaces will also be voxelized and cannot be distinguished from the actual boundary surfaces. The parity check will fail in such a case.
To solve this problem, instead of using parity checks to voxelize the interior, we propose using 3D flood fill to find all the outer voxels (defined as voxels whose centers are outside the Minkowski sum). The flood fill method directly uses the adjacency between neighboring voxels. It runs completely on the GPU and avoids the expensive readbacks between GPU and CPU memories. We first voxelize all the remaining surface primitives after culling (left), including boundary surfaces (solid black lines) and surfaces hidden inside (red lines). The outer dashed black lines represent the view volume. Then we perform an orthogonal fill along the six orthogonal directions (four in 2D) to find a portion of the set of outer voxels (in green, middle). Finally we use flood fill to find all the remaining outer voxels (in yellow, right). Figure 6 gives a 2D illustration of our voxelization algorithm. It consists of three main steps: primitive voxelization, orthogonal fill, and flood fill, as discussed below.
Primitive Voxelization
As the first step of the voxelization algorithm, we voxelize all the remaining surface primitives after culling. This gives an "incorrect" surface voxelization because, as discussed in section 3.1, we don't cull out all the invalid surface primitives. There still exist primitives (or fractions of primitives) hidden inside by the boundary surfaces (see Figure 6 left), which are also voxelized along with the actual boundary primitives. However, this initial surface voxelization can be used later as a barrier to stop the flood fill. We will describe how to construct the final surface voxelization in section 4.3.
Graphics hardware is typically used for surface voxelization using the following technique. Each surface of an input model is projected onto a 2D plane, usually by orthogonal projection. The projected surfaces are rasterized to produce a set of fragments. These fragments contain depth information as well as 2D coordinates in the projection plane, which are used to map each fragment to a corresponding voxel in the 3D volume. In the slicing-based algorithm [7] , each slice is voxelized consecutively by setting a near and far clipping plane. To generate a 1024 3 volume, the object has to be ren- Table 2 : Timing of rendering the Minkowski sums in Figure 5 (including primitive culling and VBO generation). From left to right, each column respectively shows model A and B, number of triangles of A and B, time of the CUDA implementation, time of the CPU implementation, and speedup of CUDA over CPU.
dered 1024 times. This algorithm was improved by encoding each voxel into a single bit of a texel [6] . The benefits are twofold -it reduces both the memory cost and the number of passes needed to render the object. We choose to use this voxelization technique for our surface voxelization due to its efficiency. Instead of using one or multiple 2D textures as in the original algorithm [6] , we use a single 3D texture to simplify the voxel access, which has a 32 bit RGBA format and requires only 128MB video memory for the 1024 3 volumetric resolution. By using Multiple Render Targets (MRT) we can render to 8 color buffers simultaneously. So in total we only need to render the VBO 4 (= 1024/32/8) times in order to voxelize all the surface primitives.
We set the view volume to be a little larger than the bounding box of the Minkowski sum, which can be easily computed by adding the bounding boxes of the two input models, such that all the voxels on the view volume boundary are outer voxels. To be more specific, we enlarge the bounding box of the Minkowski sum by a percentage equal to 2(1 + )/ [n − 2(1 + )], where n is the volumetric resolution and is an infinitesimal number. This guarantees all the outer voxels are connected and can be visited from each other.
We implement the volume encoding through a fragment shader program, which computes an RGBA color for each fragment according to its depth information. The depth of each fragment is passed to the shader program as a texture coordinate, similar to the technique used in [8] for Phong shading.
A common problem of surface voxelization is that surfaces perpendicular (or nearly perpendicular) to the projection plane are not rasterized because their projections have a zero (or near zero) area. This problem was addressed in [6] by projecting the input model along three orthogonal directions and finally compositing the three directional voxelizations. We use the same approach and implement the composition using another fragment shader program. It samples the x and y 3D textures and writes to the z texture. The x and y textures are deleted after composition to free the video memory they use. In our experiments, the primitive voxelization (including three directional projections and texture composition) takes on the order of one second (see Table 3 ).
Orthogonal Fill
The goal of orthogonal fill is to find all the outer voxels that are visible from the outside along the six orthogonal directions (+x, +y, +z, −x, −y, and −z). An example of such voxels is shown in green in Figure 6 . The orthogonal fill is done by rendering the VBO from section 3.2 six times, each time along a different orthogonal direction and under an appropriate depth test. These outer voxels serve as seeds for the later flood fill in section 4.3.
The details of the orthogonal fill algorithm are as follows. We first generate a depth texture and attach it to a framebuffer object for offscreen rendering. Suppose we are rendering the VBO along the axis direction (axis is one of +x, +y, +z, −x, −y, and −z). We first need to rotate the unculled primitives (the VBO) such that axis is aligned with the original +z direction. Then we clear the depth buffer to the maximum depth value 1.0 and set the depth test to GL LESS. Now we render the VBO to the depth texture. After rendering, the depth texture contains the smallest depth along the axis direction sampled at the center of each pixel (Figure 7) . Then we identify all the voxels with a depth (at their centers) no larger than the corresponding stored value in the depth texture as outer voxels, and write an appropriate RGBA color to a 3D texture for each pixel. For example, for the pixel with a smallest depth of 2.7 in Figure 7 , the RGBA color is 11 10 00 00 in binary form. Here we use 1 for outer voxels and 0 otherwise. We only need three such 3D textures for the orthogonal fill -each pair of opposite directions share the same texture. After all six directions are computed, we composite the three directional 3D textures, using the same composition shader program for primitive voxelization (section 4.1). 
Flood Fill
After primitive voxelization and orthogonal fill, we have two 3D textures, one for primitive voxels and the other for the outer voxels found by orthogonal fill. Since these two steps only require three and six passes of rendering respectively and one pass of composition, they run very fast, each taking approximately 1 second for the resolution of 1024 3 (Table 3 ). However, they are "incomplete" voxelizations in that the primitive voxelization includes extra voxels hidden by the boundary surfaces, and the orthogonal fill voxelization contains only a portion of all the outer voxels. Outer voxels that are not visible from outside along any of the six orthogonal directions are not identified by the orthogonal fill process (for example, yellow voxels in Figure 6 ). To find all such outer voxels, we perform a flood fill that builds upon these two incomplete voxelizations.
In the following, we denote the 3D texture from primitive voxelization as T b and the 3D texture from orthogonal fill as To. We use T (i, j, k) to denote the bit in the 3D texture T which represents voxel (i, j, k). We call a voxel the neighbor of another if they share a face (according to this definition, a voxel has at most 6 neighbors).
Flood fill, also called seed fill, is one of the fundamental algorithms in raster graphics. Given a seed pixel inside a closed boundary, it traverses all the pixels connected with it and assigns the desired color to them. Most flood fill algorithms explicitly or implicitly make use of a queue or stack data structure, both of which are difficult to implement efficiently on GPUs. What's more, our flood fill is performed in 3D image space, which increases the computational complexity. Flood fill algorithms are often sped up by filling whole lines instead of individual pixels [3] . However, this technique relies on valid parity check, which we cannot support because of interior surface primitives. In this section, we propose a GPU-based 3D flood fill algorithm. It benefits from the three facts below. First, we use all the outer voxels from orthogonal fill as seeds, which usually have already covered a large portion of outer voxels. Second, we create a "mask" from newly found outer voxels such that we don't need to check every voxel in the next iteration. Third, the algorithm runs in parallel on the GPU, so in one iteration we are able to find a batch of new outer voxels, which represents a new "front." Our flood fill is based on the following two observations: all the outer voxels are connected, and any neighbor of an outer voxel is either an outer voxel or a boundary voxel. Figure 8 shows a 2D illustration of the flood fill process. Outer voxels from orthogonal fill (in green) are used as "seeds" of the flood fill. Each iteration we find new outer voxels (in yellow) by checking the neighbors of existing outer voxels. The process is repeated until we reach the "barrier," the boundary voxels (in red), and no more new outer voxels are found. Now we explain the implementation of flood fill in detail. Some voxels are marked as 1 in both To and T b . As a preprocess, we need to reset them to 0 in To, otherwise the flood fill will incorrectly penetrate into the interior of the object. This preprocess can be easily done by adding T b to To with logical operation GL AND INVERTED. Then we create two temporary 3D textures, Tnew and T mask , to store newly found outer voxels in one iteration and the voxel mask for the next iteration. For the first iteration, we check the neighbors of all the outer voxels in To. If they are neither already identified outer voxels in To nor boundary voxels in T b , we add them to both Tnew and To. Then we add all the neighbors of voxels in Tnew to T mask . We only need to check voxels in T mask in the next iteration. Usually after the first iteration, the number of voxels we need to check will be greatly reduced. After each iteration, we employ an occlusion query to count the number of newly found voxels. If no new voxels are found, the flood fill is terminated and now To contains all the outer voxels. The pseudocode for our flood fill algorithm is given in Algorithm 1. The entire algorithm is implemented using three fragment shaders, for excluding voxels in T b from To, checking neighbor voxels, and creating the mask respectively. After all the outer voxels are identified, it becomes very easy to compute a correct surface voxelization. We only need to find those primitive voxels in T b adjacent to an outer voxel. For example, in Figure 8 , the final outer boundary surface (solid black lines) consists of primitive voxels (red) which have at least one outer voxel (green or yellow) as a neighbor.
The performance of flood fill is determined by the volumetric resolution and object complexity. For a resolution of 512 × 512 × 512, it usually takes less than one second for most of the models we have tested (see Table 3 ). For a resolution of 1024 3 , the time ranges from a few to tens of seconds, depending on how many iterations we need to perform the flood fill. Figure 9 shows the voxelization results of the four Minkowski sums in Figure 5 . The timings under two different resolutions are given in Table 3 for a Quadro FX 5800 GPU. We can see that for complex models with tens or hundreds of thousands of triangles, we can compute their Minkowski sums within one minute. The performance is mainly dominated by VBO generation and flood fill. The VBO generation time is nearly proportional to the sizes of input models, since we need to test every surface primitive. The flood fill time is determined by the "shape complexity" of the Minkowski sum. To be more specific, if a large portion of its boundary surface is "invisible" along all the orthogonal directions from outside, the flood fill will take more time. This can be easily seen by comparing bunny ⊕ ball and Scooby ⊕ torus in Figure 5 . We compared the performance of our voxelization approach with the method proposed by Lien [20] , which, to the best of our knowledge, is the fastest previous implementation for computing general 3D Minkowski sums. We use the same test models as in [20] and report the test results in Table 4 . For Lien's method, we use the timings reported in [20] for comparison, which were obtained on a PC with two Intel Core 2 CPUs at 2.13 GHz. Since our algorithm runs completely on the GPU, its performance is mainly determined by the GPU (Quadro FX 5800) instead of the CPU. From Table 4 , we can see that our approach is at least one order of magnitude faster. Lien's approach handles internal holes and generates exact boundary representations except that it does not produce low dimensional boundaries. Our voxelization approach is an approximate method. However, we can achieve relatively high accuracy by supporting a resolution of 1024 3 . Most test models used here are generated by polygonizing models with curved surfaces. Even a simple curved object like a sphere would need to be polygonized with about 5,000 triangles [2] in order to match the accuracy of the voxelization at a resolution of 1024 3 . We also found, from the source code Lien kindly provided to us for performance testing, that he also used Proposition 3 and 4 for primitive culling. However, they were not covered in his paper.
Voxelization Results and Performance
APPLICATIONS
The algorithm proposed in this paper can be used in a variety of applications including geometric modeling (e.g., offsetting and sweeping), mathematical morphological operations, and assembly/disassembly. In this section we describe its applications in motion planning and penetration depth computation.
Motion Planning
Minkowski sum based motion planners usually involve computing configuration spaces (C-spaces) [23] . Every point in the C-space corresponds to a set of independent parameters that characterize the position and orientation of the rigid object. Free C-space is the set of configurations where the object does not collide with the obstacles. The motion planning problem is then reduced to finding a path in the free C-space connecting the initial and goal configurations. The free C-space is usually computed using Minkowski sums. For P a translating object and Q the union of all the obstacles, the free C-space is the complement of Q ⊕ −P , where −P is P reflected about the origin. In Figure 10 , the free C-space of a plug and an outlet is computed using our voxelization algorithm. This is a challenging problem since the three legs of the plug should go into the three corresponding holes of the outlet. Our algorithm successfully found the narrow passageway in the free C-space.
Penetration Depth Computation
Penetration depth is the minimum translational distance to separate two intersecting objects. Mathematically, the penetration depth dp of two objects A and B is defined as: dp(A, B) = inf d :
Penetration depth is often used in dynamic simulation, haptic rendering, and tolerance verification of CAD models. One can prove that the penetration depth is the same as the shortest distance from the origin to the boundary surface of B ⊕ −A. The vector from the origin to the corresponding closest point also gives the separation direction in which we can translate A away from B.
We use surface voxelization of B ⊕ −A to compute the penetration depth. We compute the distance from the origin to all the surface voxels on each slice, and then perform a reduction to find a minimum distance on this slice. Then we perform another pass of reduction on these minimum distances to find the final minimum distance. Both the reduction and distance computation are implemented using fragment programs. Figure 11 shows an example of our Figure 11 : Penetration depth between an intersecting octopus (8276 triangles) and ball (500 triangles). Center figure shows octopus ⊕ -ball. The red line connects the origin and the closest point on the boundary surface. In the right figure, the ball is translated along the computed vector to separate it from the octopus. The Minkowski sum is computed in 10.13 seconds and the penetration depth is found in 0.15 second (1024 3 resolution).
implementation. Note that since our algorithm only computes outer boundaries, it may give an incorrect result for Minkowski sums with inner holes for applications such as tolerance verification. For haptic rendering, however, the result without inner hole(s) is actually the desired one for calculating separation direction.
CONCLUSIONS
We have presented a new approach for directly computing a voxelization of the Minkowski sum of two polyhedral objects, without having to compute a complete boundary representation. Our voxelization approach avoids complex 3D Boolean operations by utilizing GPU's rasterization functionality. The whole algorithm runs in parallel on the GPU and is at least one order of magnitude faster than existing algorithms at the relatively high resolution of 1024 3 . It is Figure 10 : Application of our voxelized Minkowski sums in motion planning. From left to right: an outlet (2018 triangles), a plug (9262 triangles), a portion of the C-space obstacle outlet ⊕ -plug, and the voxelization of the free C-space (the complement of the C-space obstacle) inside the red bounding box. The voxelization is computed on a Quadro FX 5800 GPU at a resolution of 1024 3 within 7 seconds.
memory efficient and able to handle large geometric models.
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