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The Extended Kalman Filter is a Natural Gradient
Descent in Trajectory Space
Yann Ollivier
Abstract
The extended Kalman filter is perhaps the most standard tool to
estimate in real time the state of a dynamical system from noisy mea-
surements of some function of the system, with extensive practical ap-
plications (such as position tracking via GPS). While the plain Kalman
filter for linear systems is well-understood, the extended Kalman filter
relies on linearizations which have been debated.
We recover the exact extended Kalman filter equations from first
principles in statistical learning: the extended Kalman filter is equal
to Amari’s online natural gradient, applied in the space of trajectories
of the system. Namely, each possible trajectory of the dynamical sys-
tem defines a probability law over possible observations. In principle
this makes it possible to treat the underlying trajectory as the param-
eter of a statistical model of the observations. Then the parameter
can be learned by gradient ascent on the log-likelihood of observations,
as they become available. Using Amari’s natural gradient from infor-
mation geometry (a gradient descent preconditioned with the Fisher
matrix, which provides parameterization-invariance) exactly recovers
the extended Kalman filter.
This applies only to a particular choice of process noise in the
Kalman filter, namely, taking noise proportional to the posterior co-
variance—a canonical choice in the absence of specific model informa-
tion.
Overview. State estimation consists in estimating the current state of
a dynamical system given noisy observations of a function of this system.
Namely, consider a dynamical system with state st, inputs ut and dynamics
f , namely,
st = f(st−1, ut) (1)
and assume we have access to noisy observations yt of some function h of
the system,
yt = h(st, ut) +N (0, R) (2)
with covariance matrix R. One of the main problems of filtering theory is
to estimate the current state st given the observations yt (assuming that f ,
h, R, and the inputs or control variables ut are known).
We prove the exact equivalence of two methods to tackle this problem:
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• The extended Kalman filter, the most standard tool designed to deal
with this problem: it is built in a Bayesian setting as a real-time ap-
proximation of the posterior mean and covariance of the state given
the observations. (We use a particular variant of the filter where the
process noise on st is modeled as proportional to the posterior covari-
ance, Qt ∝ Pt|t−1 in Def. 3 [Nel00, §3.2.2] [Hay01, §5.2.2], a canonical
choice in the absence of further information. This choice introduces
“fading memory” which robustifies the filter [Sim06, §5.5].)
• The online natural gradient, a classical tool from statistical learning
to estimate the parameters of a probabilistic model. Here, the hidden
parameter to be estimated is the whole trajectory s = (st)t>0. Letting
S be the set of trajectories of (1), each possible trajectory s = (st) ∈
S defines a probability distribution p(y|s) on observation sequences
y = (yt)t>1 via the observation model (2). So s can be seen as the
parameter of a probabilistic model on y. Then, in principle, s can be
learned by online gradient descent ln p(yt|s)∂s in the space of trajectories:
each time a new observation yt becomes available, one can re-estimate
s using a gradient step on the log-likelihood of yt knowing s.
The natural gradient descent [Ama98] preconditions the gradient steps
by the inverse Fisher matrix of the model p(y|s) with respect to s. This
is motivated by invariance to changes of variables over which the model
is expressed, and by theorems of asymptotic optimality [Ama98].
We claim that these two methods yield the same estimate of st at time t
(Thm. 5). The same holds in continuous time for the extended Kalman–Bucy
filter (Thm. 17).
This largely extends a previous result by the author, which dealt with
the case f = Id: namely, it was shown in [Oll18] that the natural gradient
descent to estimate the parameter θ of a probabilistic model from observa-
tions yt, is equivalent to applying a Kalman filter to the hidden state st = θ
for all t. Thus the previous result viewed the natural gradient as a particu-
lar case of an extended Kalman filter with “static” dynamics; here we view
the extended Kalman filter as a natural gradient descent in the space of
trajectories, and recover the previous result when f = Id.
This result may contribute to the understanding of the extended Kalman
filter. The use of Kalman-like filters in navigation systems (GPS, vehicle
control, spacecraft...), time series analysis, econometrics, etc. [Sä13], is ex-
tensive to the point it has been described as one of the greater discoveries of
mathematical engineering [GA15]. But while the plain Kalman filter (which
deals with linear f) is exactly optimal, the extended Kalman filter relies on
linear expansions. Variants of the extended filter have been proposed, for
instance using higher-order expansions for certain terms, though with more
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limited use [RG11]. On the other hand, the natural gradient can be con-
structed from first principles. Remarkably, the quite complicated formulas
defining the extended Kalman filter can be derived exactly from its natural
gradient interpretation.
However, two technical points make the precise statement of the corre-
spondence (Theorem 5) more subtle.
First, an important choice when applying the extended Kalman filter is
the choice of system noiseN (0, Q) that is added to the dynamical system (1).
(One may think of the process noise Q in the Kalman filter either as actual
noise in a stochastic system, or as a modeling tool to apply the Kalman filter
when knowledge of the deterministic system f is imperfect; the results below
hold regardless of interpretation.) Often, Q is adjusted by trial and error.
A canonical choice is to take Q proportional to the posterior covariance on
s (Def. 4, [Nel00, §3.2.2] [Hay01, §5.2.2]); this is equivalent to introducing
fading memory into the filter [Sim06, §7.4].
Our result applies only in the latter case; this is certainly a restriction.
Fundamentally, choices such as Q = Id define a preferred basis in state
space, while the extended Kalman filter with Q proportional to the posterior
variance can be expressed in an abstract, basis-free vector space. Since the
natural gradient is basis-invariant, it can only be equivalent to another basis-
invariant algorithm.1
Our results relate the extended Kalman filter with nonzero Q to the
natural gradient over trajectories of the noiseless system (1). The choice
of noise Q for applying the Kalman filter corresponds to different natural
gradient learning rates: the particular choice Q = 0 corresponds to a learn-
ing rate 1/t in the natural gradient, while positive Q correspond to larger
learning rates.
Second, the natural gradient uses quantities expressed in an abstract
Riemannian manifold of trajectories s; still, to perform an actual update
of s, a numerical representation of s has to be used. (The direction of the
natural gradient is parameterization-invariant, but the actual step requires
an explicit parameterization, whose influence vanishes only in the limit of
small learning rates.) The space of trajectories s could be parameterized,
for instance, by the initial state s0, or the state st at any time t provided
f is invertible. The correspondence turns out to be exact if, when the
observation yt becomes available at time t, the natural gradient update uses
the current state st to parameterize of the trajectory s. One one hand this
seems quite natural, and computationally convenient at time t; on the other
hand, it means we are performing a natural gradient descent in a coordinate
system that shifts in time.
1Other choices of Q, such as Q = Id, do have an interpretation as gradient descents in
trajectory space, but using quite artificial preconditioning matrices instead of the Fisher
matrix; we do not develop this point.
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Example: recovering the natural gradient from the extended Kalman
filter for statistical learning problems. The correspondence works
both ways: in particular, it can be used to view the online natural gradient
on a parameter θ of a statistical model, as a particular instance of extended
Kalman filtering. This important example corresponds to f = Id above, and
is the case treated in [Oll18]. We summarize it again for convenience.
Let p(yt|ut, θ) be a statistical model to predict a quantity yt from an
input ut given a parameter θ. We assume that the model can be written as
yt ∼ pobs(yt|h(θ, ut)) where h(θ, ut) is a function that encodes the prediction
on yt, and the noise model pobs is an exponential family with mean parameter
h(θ, ut), such as yt = h(θ, ut) +N (0, R). The function h may be anything,
such as h(θ, ut) = θ⊤ut for a linear model, or a feedforward neural network
with input ut and parameters θ.
A standard approach for this problem would be stochastic gradient de-
scent: updating the parameter θ via gradient descent of ln p(yt|utθ) for each
new observation pair (ut, yt). But the extended Kalman filter can also be
applied to this problem by viewing θ as the hidden state of a static system,
namely, st = θ and f = Id, and treating the yt as observations of θ know-
ing ut. See eg [SW88] for an early example with neural networks. Following
[Oll18], we extend the extended Kalman filter in Def. 3 to cover any exponen-
tial family as the model for yt given h(st, ut): this allows the Kalman filter
to deal with discrete/categorical data yt, for instance, by letting h(θ, ut) be
the list of probabilities of all classes.
The main result from [Oll18] states that the extended Kalman filter for
this problem, is exactly equivalent to the online natural gradient on θ. This
is a corollary of the present work by taking f = Id and st = θ: indeed, with
f = Id we can identify the set of trajectories s ∈ S with their value at any
time, and the gradient descent on s becomes a gradient on θ.
So the online natural gradient for a statistical problem with parameter
θ appears as a particular instance of the extended Kalman filter on a static
system f = Id, while the extended Kalman filter for general f appears as a
particular case of the online natural gradient in the more abstract space of
trajectories.
Does this provide a convergence proof for the extended Kalman
filter, via the theory of stochastic gradient descent? Not really, as
consecutive observations in a dynamical system are not independent and
identically distibuted. The online natural gradient on a dynamical system
is not quite an instance of stochastic gradient descent.
Related work. The role of the information matrix in Kalman filtering
was recognized early [Jaz70, §7.5], and led to the formulation of the Kalman
filter using the inverse covariance matrix known as the “information filter”
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[Sim06, §6.2]. However, except in the static case treated in [Oll18], this does
not immediately translate into an equivalence between extended Kalman
filtering and natural gradient descent, as is clear from the amount of work
needed to prove our results.
Several recent works make a link between Kalman filtering and precon-
ditioned gradient descent in some particular cases. [RRK+92] argue that
for neural networks, backpropagation, i.e., ordinary gradient descent, “is a
degenerate form of the extended Kalman filter”. [Ber96] identifies the ex-
tended Kalman filter with a Gauss–Newton gradient descent for the specific
case of nonlinear regression. [dFNG00] interprets process noise in the static
Kalman filter as an adaptive, per-parameter learning rate, thus akin to a pre-
conditioning matrix. [ŠKT01] uses the Fisher information matrix to study
the variance of parameter estimation in Kalman-like filters, without using a
natural gradient; [BL03] comment on the similarity between Kalman filter-
ing and a version of Amari’s natural gradient for the specific case of least
squares regression; [Mar14] and [Oll15] mention the relationship between
natural gradient and the Gauss–Newton Hessian approximation; [Pat16] ex-
ploits the relationship between second-order gradient descent and Kalman
filtering in specific cases including linear regression; [LCL+17] use a natural
gradient descent over Gaussian distributions for an auxiliary problem aris-
ing in Kalman-like Bayesian filtering, a problem independent from the one
treated here.
[HRW12] interpret the Kalman filter as an online Newton method over a
variable representing the trajectory. Namely, defining the “past trajectory”
of the system as zt := (s1, . . . , st), and denoting the log-likelihood function
by Jt(zt) := 12
∑t
s=1 ‖st − f(st−1, ut)‖
2
Q−1 +
1
2
∑t
s=1 ‖yt − h(st, ut)‖
2
R−1 , they
prove that the Kalman filter can be seen, at each time step, as one step of the
Newton method on zt to find the minimum of Jt. This is somewhat reminis-
cent of the approach taken here. However, the derivation for the nonlinear
case is incomplete (otherwise, this would prove optimality of the extended
Kalman filter even in the nonlinear case). Their result states that assuming
zˆt−1 minimizes Jt−1, then the extended Kalman filter tries to find the state
st that minimizes Jt, via one Newton step. In the linear case, Jt is quadratic,
so this Newton step successfully finds the minimum of Jt, so zˆt minimizes Jt
and the idea can be iterated. Therefore the plain (non-extended) Kalman
filter can be seen as an online Newton method on zt = (s1, . . . , st). However,
if zˆt does not exactly minimize Jt then the extended Kalman filter at time
t + 1 does not coincide with a Newton step anymore. Using the Fisher in-
formation matrix instead of the Hessian, namely, a natural gradient instead
of a Newton method, helps with this issue.
Notation conventions. In statistical learning, the external inputs or re-
gressor variables are often denoted x. In Kalman filtering, x often denotes
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the state of the system, while the external inputs are often u. Thus we will
avoid x altogether and denote by u the inputs and by s the state of the
system.
The variable to be predicted at time t will be yt, and yˆt is the corre-
sponding prediction. In general yˆt and yt may be different objects in that
yˆt encodes a full probabilistic prediction for yt. For Gaussians with known
variance, yˆt is just the predicted mean of yt, so in this case yt and yˆt are the
same type of object. For Gaussians with unknown variance, yˆ encodes both
the mean and second moment of y. For discrete categorical data, yˆ encodes
the probability of each possible outcome y.
The natural gradient descent on parameter θt will use the Fisher matrix
Jt. The Kalman filter will have posterior covariance matrix Pt.
For multidimensional quantities x and y = f(x), we denote by ∂y∂x the
Jacobian matrix of y w.r.t. x, whose (i, j) entry is ∂fi(x)∂xj . This satisfies
the chain rule ∂z∂y
∂y
∂x =
∂z
∂x . With this convention, gradients of real-valued
functions are row vectors, so that a gradient descent takes the form x ←
x− η (∂f/∂x)⊤.
For a column vector u, u⊗2 is synonymous with uu⊤, and with u⊤u for a
row vector.
1 Natural Gradient Descent
A standard approach to optimize the parameter θ of a probabilistic model,
given a sequence of observations (yt), is an online gradient descent
θt ← θt−1 + ηt
∂ ln p(yt|θ)
∂θ
⊤
(3)
with learning rate ηt. This simple gradient descent is particularly suitable
for large datasets and large-dimensional models [BL03], and has become a
staple of current statistical learning, but has several practical and theoretical
shortcomings. For instance, it uses the same non-adaptive learning rate for
all parameter components. Moreover, simple changes in parameter encoding
or in data presentation (e.g., encoding black and white in images by 0/1 or
1/0) can result in different learning performance.
This motivated the introduction of the natural gradient [Ama98]. It is
built to achieve invariance with respect to parameter re-encoding; in particu-
lar, learning become insensitive to the characteristic scale of each parameter
direction, so that different directions naturally get suitable learning rates.
The natural gradient is the only general way to achieve such invariance
[AN00, §2.4].
The natural gradient preconditions the gradient descent with J(θ)−1
where J is the Fisher information matrix [Kul97] with respect to the pa-
rameter θ. For a smooth probabilistic model p(y|θ) over a random variable
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y with parameter θ, the latter is defined as
J(θ) := Ey∼p(y|θ)
[
∂ ln p(y|θ)
∂θ
⊗2
]
= −Ey∼p(y|θ)
[
∂2 ln p(y|θ)
∂θ2
]
(4)
If the model for y involves an input u, then an additional expectation or
empirical average over the input is introduced in the definition of J [AN00,
§8.2] [Mar14, §5].
Intuitively, J captures the change in the distribution pθ when θ changes
infinitesimally, measured by the relative entropy (Kullback–Leibler diver-
gence), namely
KL(pθ+δθ|pθ) =
1
2
δθ⊤J(θ)δθ +O(δθ3) (5)
In particular, this only depends on θ via pθ. Namely, making a change of
variables in the parameters θ of a probabilistic model pθ will not change
KL(pθ+δθ|pθ); the norm δθ⊤J(θ)δθ is a parameter-invariant way to measure
the change of pθ induced by θ, and this turns Θ into a Riemannian manifold
[AN00].
Intuitively the natural gradient is thus the steepest gradient direction in
Kullback–Leibler distance: the natural gradient direction J(θ)−1∂ℓ(θ)/∂θ of
a function ℓ(θ) gives, at first order, the direction δθ with steepest increase
of f for the minimum change KL(pθ+δθ|pθ) of pθ [OAAH17].
However, this comes at a large computational cost for large-dimensional
models: just storing the Fisher matrix already costs O((dim θ)2). Various
strategies are available to approximate the natural gradient for complex mod-
els such as neural networks, using diagonal or block-diagonal approximation
schemes for the Fisher matrix, e.g., [LMB07, Oll15, MCO16, GS15, MG15].
Definition 1 below formally introduces the online natural gradient.
Definition 1 (Online natural gradient). Consider a statistical
model with parameter θ that predicts an output y given an input u, via a
model y ∼ p(y|u, θ). Given observation pairs (ut, yt), the goal is to minimize,
online, the log-likelihood loss function
−
∑
t
ln p(yt|ut, θ) (6)
as a function of θ.
The online natural gradientmaintains a current estimate θt of the param-
eter θ, and a current approximation Jt of the Fisher matrix. The parameter
is estimated by a gradient descent with preconditioning matrix J−1t , namely
Jt ← (1− γt)Jt−1 + γt Ey∼p(y|ut,θ)
[
∂ ln p(y|ut, θ)
∂θ
⊗2
]
(7)
θt ← θt−1 + ηt J
−1
t
(
∂ ln p(yt|ut, θ)
∂θ
)⊤
(8)
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with learning rate ηt and Fisher matrix decay rate γt.
In the Fisher matrix update, the expectation over all possible values
y ∼ p(y|yˆ) can often be computed algebraically (for a given input ut), but
this is sometimes computationally bothersome (for instance, in neural net-
works, it requires dim(yˆt) distinct backpropagation steps [Oll15]). A com-
mon solution [APF00, LMB07, Oll15, PB13] is to just use the value y = yt
(outer product approximation) instead of the expectation over y. Another
is to use a Monte Carlo approximation with a single sample of y ∼ p(y|yˆt)
[Oll15, MCO16], namely, using the gradient of a synthetic sample instead of
the actual observation yt in the Fisher matrix. These latter two solutions are
often confused; only the latter provides an unbiased estimate, see discussion
in [Oll15, PB13].
The online “smoothed” update of the Fisher matrix in (7) reuses Fisher
matrix values computed at previous values of θt and ut, instead of using
the exact Fisher matrix at θt in (8). Such or similar updates are used in
[LMB07, MCO16]. The reason is at least twofold. First, the exact Fisher
matrix involves an expectation over the inputs ut [AN00, §8.2], so using
it would mean recomputing the value of the Fisher matrix on all previous
observations each time θt is updated. Instead, to keep the algorithm online,
(7) reuses values computed on previous observations ut, even though they
were computed using an out-of-date parameter θ. The decay rate γt controls
this moving average over observations (e.g., γt = 1/t realizes an equal-weight
average over all inputs seen so far). Second, the expectation over y ∼
p(y|ut, θ) in (7) is often replaced with a Monte Carlo estimation with only
one value of y, and averaging over time compensates for this Monte Carlo
sampling.
As a consequence, since θt changes over time, this means that the esti-
mate Jt mixes values obtained at different values of θ, and converges to the
Fisher matrix only if θt changes slowly, i.e., if ηt → 0. The correspondence
below with Kalman filtering suggests using γt = ηt.
Natural gradient descent in different charts of a manifold. One
motivation for natural gradient is its invariance to a change of parameter-
ization of the model REF. However, this holds only in the limit of small
learning rates ηt → 0, or in continuous time; otherwise this is true only up
to O(η2t ). Indeed, if θ belongs to a manifold, the object J
−1
t
(
∂ℓt
∂θ
)⊤
is a well-
defined tangent vector at θ, but the additive update θ ← θ − ηt J
−1
t
(
∂ℓt
∂θ
)⊤
is still performed on an explicit parameterization (chart).2 Thus, each time
an explicit update is performed, a coordinate system must be chosen.
2A possible solution is to use the geodesics of the Riemannian manifold defined by the
Fisher metric, but this is rarely convenient except in particular situations where these
geodesics are known explicitly (e.g., [Ben15, Bon13]).
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Thus, from now on we will explicitly separate the abstract points ϑ ∈ Θ
in the abstract parameter manifold Θ, and their expression θ ∈ Rdim(Θ) in a
coordinate system. Likewise, we will denote J the Fisher matrix in a coordi-
nate system, and J the corresponding abstract Fisher metric, a (0, 2)-tensor
on Θ. We will denote pt(yt|ϑ) the probability distribution on observations
at time t knowing the parameter ϑ ∈ Θ, and pt(yt|θ) the same model in a
coordinate system. The loss function to be minimized is −
∑
t ln pt(yt|ϑ).
In particular, when observing yt at time t, the natural gradient direction
with Fisher metric tensor J is
J−1
∂ ln pt(yt|ϑ)
∂ϑ
(9)
where ∂ ln pt(yt|ϑ)∂ϑ is a cotangent vector, which becomes a tangent vector after
applying J −1. Then we would like to consider an update of the type
ϑ← ϑ+ ηt J
−1 ∂ ln pt(yt|ϑ)
∂ϑ
(10)
with learning rate ηt. However, this + sign does not make sense in a manifold,
so we have to apply this in an explicit parameterization (chart), then jump
back to the manifold.3
This is the object of the next definition: at each step, we first jump
to a chart Φ, apply the natural gradient update in that chart, and jump
back to the manifold via Φ−1. For a given chart Φ: Θ → Rdim(Θ) on a
manifold Θ, and an abstract tensor g at ϑ ∈ Θ, we denote the coordinate
expression of g in chart Φ by TΦ(g) (specifying θ is not needed since an
abstract tensor g includes its basepoint information). Given a numerical
tensor g with coordinates expressed in the chart Φ, we denote TϑΦ−1(g) the
corresponding abstract tensor at ϑ ∈ Θ.
Definition 2 (Online natural gradient in charts on a man-
ifold). Let Θ be a smooth manifold. For each t > 1, let pt(y|ϑ) be a
probabilistic model on some variable y, depending smoothly on ϑ ∈ Θ.
For each time t > 1, let Φt : Θ→ Rdim(Θ) be a chart on Θ.
The online natural gradient descent for the observations yt, in the se-
quence of charts Φt, maintains an element ϑt ∈ Θ and a metric tensor Jt at
3This only matters at second order in the learning rate: two different parameteriza-
tions will provide updates differing by O(η2t ). In particular, in continuous time these
considerations disappear, and the continuous-time trajectory
dϑ
dt
= J−1 ∂ ln pt(yt|ϑ)
∂ϑ
(11)
is parameterization-independent.
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ϑt, defined inductively by
θ ← Φt(ϑt−1), J ← TΦt(Jt−1) (12)
Jt ← (1− γt)J + γtTΦt
(
Ey∼pt(y|ϑt−1)
[
∂ ln pt(y|ϑ)
∂ϑt−1
⊗2
])
(13)
θt ← θ + ηt J
−1
t TΦt
(
∂ ln pt(yt|ϑ)
∂ϑt−1
)⊤
(14)
ϑt ← Φ
−1
t (θt), Jt ← TϑtΦ
−1
t (Jt) (15)
with learning rate ηt and Fisher matrix decay rate γt.
If the chart Φt is constant in time, then this reduces to the ordinary
online natural gradient on θt (Lemma 6 below). Indeed, if Φt = Φt+1 then
applying Φ−1t at the last step then applying Φt+1 in the next step cancels
out, so this amounts to just disregarding ϑ and working on θ.
2 Kalman Filtering
One possible definition of the extended Kalman filter is as follows [Sim06,
§15.1]. We are trying to estimate the current state of a dynamical system
st whose evolution equation is known but whose precise value is unknown;
at each time step, we have access to a noisy measurement yt of a quantity
yˆt = h(st) which depends on this state.
The Kalman filter maintains an approximation of a Bayesian posterior on
st given the observations y1, . . . , yt. The posterior distribution after t obser-
vations is approximated by a Gaussian with mean st and covariance matrix
Pt. (Indeed, Bayesian posteriors always tend to Gaussians asymptotically
under mild conditions, by the Bernstein–von Mises theorem [vdV00].) The
Kalman filter prescribes a way to update st and Pt when new observations
become available.
The Kalman filter update is summarized in Definition 3 below. It is built
to provide the exact value of the Bayesian posterior in the case of linear
dynamical systems with Gaussian measurements and a Gaussian prior. In
that sense, it is exact at first order.
Definition 3 (Extended Kalman filter). Consider a dynamical
system with state st, inputs ut and outputs yt,
st = f(st−1, ut) +N (0, Qt), yˆt = h(st, ut), yt ∼ pobs(y|yˆt) (16)
where pobs(·|yˆ) denotes an exponential family with mean parameter yˆ (e.g.,
y = N (yˆ, R) with fixed covariance matrix R).
The extended Kalman filter for this dynamical system estimates the cur-
rent state st given observations y1, . . . , yt in a Bayesian fashion. At each
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time, the Bayesian posterior distribution of the state given y1, . . . , yt is ap-
proximated by a Gaussian N (st, Pt) so that st is the approximate maximum
a posteriori, and Pt is the approximate posterior covariance matrix. (The
prior is N (s0, P0) at time 0.) Each time a new observation yt is available,
these estimates are updated as follows.
The transition step (before observing yt) is
st|t−1 ← f(st−1, ut) (17)
Ft−1 ←
∂f
∂s
∣∣∣∣
(st−1,ut)
(18)
Pt|t−1 ← Ft−1Pt−1F
⊤
t−1+Qt (19)
yˆt ← h(st|t−1, ut) (20)
and the observation step after observing yt is
Et ← sufficient statistics(yt)− yˆt (21)
Rt ← Cov(sufficient statistics(y)|yˆt) (22)
where the sufficient statistics are those of the exponential family pobs (for a
Gaussian model y = N (yˆ, R) with known R these are just the error Et =
yt − yˆt and the covariance matrix Rt = R)
Ht ←
∂h
∂s
∣∣∣∣
(st|t−1,ut)
(23)
Kt ← Pt|t−1H
⊤
t
(
HtPt|t−1H
⊤
t +Rt
)−1
(24)
Pt ← (Id−KtHt)Pt|t−1 (25)
st ← st|t−1 +KtEt (26)
Defining the output noise via an exponential family pobs(y|yˆ) allows for
a straightforward treatment of various output models, such as discrete out-
puts (by letting yˆ encode the probabilities of each class) or Gaussians with
unknown variance. In the Gaussian case with known variance our defini-
tion is fully standard. However, for continuous variables with non-Gaussian
output noise, the definition of Et and Rt above differs from the practice of
modelling non-Gaussian noise via a nonlinear function applied to Gaussian
noise.4
4Non-Gaussian output noise is often modelled in Kalman filtering via a continuous
nonlinear function applied to a Gaussian noise [Sim06, 13.1]; this cannot easily represent
discrete random variables. Moreover, since the filter linearizes the function around the
0 value of the noise [Sim06, 13.1], in that approach the noise is still implicitly Gaussian,
though with a state-dependent variance.
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Definition 4 (Pure fading-memory Kalman filter). The pure
fading-memory Kalman filter consists in taking the process noise Qt propor-
tional to Pt|t−1, so that the noise on the dynamics of st is modeled to be
proportional to the current uncertainty on st. Specifically, given a sequence
of weights αt > 0, we call pure fading-memory extended Kalman filter the
choice
Qt = αtFt−1Pt−1F
⊤
t−1 (27)
so that the transition equation (19) for P becomes
Pt|t−1 ← (1 + αt)Ft−1Pt−1F
⊤
t−1 (28)
and Qt is proportional to Pt|t−1.
In the Bayesian interpretation of the Kalman filter, this amounts to
giving more weights to the likelihood of recent observations: the weight for
the likelihood of previous observations decreases by a factor 1/(1 + αt) at
each step, hence the name “fading memory”. This prevents the filter from
ultimately growing stale and corresponds to larger learning rates for the
natural gradient descent. The choice αt = 0, on the other hand, corresponds
to a learning rate 1/t for the natural gradient descent.
3 Statement of the Correspondence
Notation for the dynamical system. We consider a dynamical
system with state st ∈ R
dim(s), inputs ut ∈ R
dim(u) and dynamics f , namely,
st = f(st−1, ut) (29)
where f is a smooth function from Rdim(s) ×Rdim(u) to Rdim(s). Predictions
yˆt ∈ Rdim(yˆ) are made on observations yt ∈ Rdim(y) via
yˆt = h(st, ut) (30)
where h is a smooth function from Rdim(s) × Rdim(u) to Rdim(yˆ), and the
observation model on yt is
yt ∼ pobs(yt|yˆt) (31)
where pobs is some exponential family with mean parameter yˆt (such as a
Gaussian with mean yˆt and known variance).
We refer to Appendix A for a reminder on exponential families.
Notation for natural gradient on trajectories. Given a dy-
namical system as above and a sequence of inputs (ut)t>1, we denote by
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S the set of trajectories of the dynamical system, i.e., the set of sequences
s = (st)t>0 such that st = f(st−1, ut) for all t > 1.
We also define the chart Φt that parameterizes trajectories by their state
at time t:
Φt : s 7→ st (32)
Each trajectory s = (st)t>0 ∈ S defines a probability distribution on
observations by setting
pt(yt|s) := pobs(yt|yˆt) = pobs(yt|h(Φt(s), ut)) (33)
where yˆt = h(Φt(s), ut) is the prediction made at time t from trajectory s.
Thus, we can apply the general definition of online natural gradient
(Definition 2) to the models pt in the charts Φt: this provides an online
natural gradient descent on s given the observations yt.
Thus, given an initial trajectory s0 (typically defined by its initial state
s00), the online natural gradient descent produces an estimated trajectory s
t
after observing y1, . . . , yt. Let us denote
st := Φt(s
t), st|t−1 := Φt(s
t−1) (34)
the estimated states at time t of the trajectories st and st−1, respectively.
In the notation of Definition 2, the space Θ is S, the parameter ϑt is st, its
expression θt in the chart Φt is st, and the intermediate value θ is st|t−1.
Our goal is to show that these satisfy the same evolution equations as in
the extended Kalman filter. Namely, we will prove the following.
Theorem 5 (Extended Kalman filter as a natural gra-
dient on trajectories). Consider a dynamical system as above, an
initial state s0, a sequence of inputs (ut)t>1, and a sequence of observations
(yt)t>1.
Let st be the state estimated at time t by the pure fading-memory
Kalman filter (Defs. 3 and 4) with observations (yt), initial state s0 and
initial covariance matrix P0.
Let st ∈ S be the trajectory estimated after t steps of the online natural
gradient for the model pt(yt|s) in the chart Φt (Def. 2), initialized at the
trajectory s0 starting at s0 (s
0
0 = s0), and with initial Fisher matrix J0.
Assume that the initializations and hyperparameters (learning rate, fad-
ing memory rate) of the two algorithms are related via
P0 = η0J
−1
0 , ηt = γt,
1
ηt
=
1
1 + αt
1
ηt−1
+ 1 (35)
Then for all t > 0, the trajectory st passes through st at time t:
stt = st (36)
and the Kalman covariance and Fisher matrix satisfy Pt = ηtJ
−1
t .
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Let us give a few examples to illustrate the relation between hyperpa-
rameters: with αt = 0 (no process noise in the Kalman filter), the natural
gradient learning rates must satisfy 1/ηt = 1 + 1/ηt−1, which is satisfied
by ηt = 1/(t + cst). This is the classical asymptotic rate for parameter
identification in statistical theory; on a dynamical system it can be realized
only in the absence of noise in the system. On the other hand, a constant
αt = α > 0 corresponds to a constant gradient learning rate ηt = α1+α (and
any other choice of η0 defines by induction a sequence ηt that tends to this
value).
The extended Kalman filter appears as a natural gradient with the par-
ticular natural gradient setting ηt = γt: namely, the Fisher metric decay rate
is equal to the natural gradient learning rate. This is commented in [Oll18]
for the case f = Id; in short, the natural gradient maintains a second-order
approximation of the log-likelihood of recent observations as a function of
the parameter, and ηt = γt corresponds to using the same decay rate for old
observations in the first-order and second-order terms.
Note that ηt → 1 when α→∞: infinite noise on the process corresponds
to infinite forgetting of the past, and in that case the Kalman filter jumps to
the maximum likelihood estimator for the latest observation (estimated at
second order) [Sim06, p. 212]. With the natural gradient, a learning rate of
1 corresponds to directly jumping to the minimum for quadratic functions
(learning rates above 1 overshoot with the natural gradient).
4 Proof of Theorem 5
The proof considers the online natural gradient from Definition 2 on the
trajectory space of a dynamical system, and gradually makes all elements
more explicit until we are left with the extended Kalman filter.
For the proof, we shall assume that the function f(·, ut) that maps st−1 to
st is invertible; this guarantees that we can indeed parameterize trajectories
by their value st at any time t. In particular, the quantities Ft in the
extended Kalman filter are invertible. Without this assumption we would
have to consider equivalence classes of trajectories having the same value
at time t, as a function of time, which would make notation substantially
heavier. This is not really needed: in the end all terms F−1t vanish from the
expressions, and the statement of Theorem 5 only involves the value st and
Fisher matrix Jt at time t, not the past trajectory back-computed from st.
4.1 Online Natural Gradient in Charts: Explicit Updates
Here we consider the general setting of Definition 2: Θ is a smooth manifold;
for each t > 1, pt(y|ϑ) is a probabilistic model on some variable y, depending
smoothly on ϑ ∈ Θ; for each time t > 1, Φt : Θ→ Rdim(Θ) is some chart on
Θ.
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Lemma 6. Denote
pt(y|θ) := pt(y|Φ
−1
t (θ)) (37)
the expression of the probabilistic model in the chart Φt.
Then the updates (13)–(14) for Jt and θt in the online natural gradient
are equivalent to
Jt ← (1− γt)J + γt Ey∼pt(y|θ)
[
∂ ln pt(y|θ)
∂θ
⊗2
]
(38)
θt ← θ + ηt J
−1
t
∂ ln pt(yt|θ)
∂θ
⊤
(39)
where θ and J are as in (12) above.
In particular, if the chart Φt is the same at all times, then the abstract
online natural gradient reduces to the usual online natural gradient, because
(12) and (15) cancel each other out.
Proof.
This follows by applying Lemma 26 from Appendix B to the function ln pt(y|ϑ).
By studying the effect of a change of chart from applying (15) at one
step and then (12) at the next step, we are ready to obtain fully explicit
expressions for the online natural gradient that do not refer to manifold
points ϑ or abstract tensors. The structure is closer to the extended Kalman
filter.
Lemma 7. Denote
ψt := Φt+1 ◦ Φ
−1
t , Ψt :=
∂ψt(θ)
∂θ
∣∣∣∣
θ=θt
(40)
the change of chart from t to t+1, and its derivative. Also denote pt(y|θ) :=
pt(y|Φ
−1
t (θ)) as in Lemma 6 above.
Then the online natural gradient descent in the charts Φt is equivalent
to
θ ← ψt−1(θt−1) (41)
J ← (Ψ−1t−1)
⊤Jt−1Ψ
−1
t−1 (42)
Jt ← (1− γt)J + γt Ey∼pt(y|θ)
[
∂ ln pt(y|θ)
∂θ
⊗2
]
(43)
θt ← θ + ηt J
−1
t
∂ ln pt(yt|θ)
∂θ
⊤
(44)
Proof.
Consider the effect of following Definition 2: we apply (15) at one step and
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then (12) at the next step. Namely, we go from chart Φt−1 to Φt. The
transformation rule (41) for θ is a direct consequence of this. Similarly, the
transformation rule (42) for J follows from the change of coordinate formula
for a (0, 2)-tensor, given in Lemma 28 in Appendix B, when going from chart
Φt−1 to Φt. The rest is copied from Lemma 6.
4.2 Online Natural Gradient on Trajectories of a Dynamical
System
We now specialize these results to the main situation considered in this text,
that of observations of a dynamical system.
Let us translate Lemma 7 in this setting. We first need to explicit the
function ψt = Φt+1 ◦Φ
−1
t and its derivative Ψt.
Lemma 8. In the setting above, for any time t > 1 and state s ∈ Rdim(s)
we have
Φt(Φt−1(s)) = f(s, ut) (45)
Proof.
Indeed, Φt−1(s) maps s to the trajectory s ∈ S whose state at time t− 1 is
s. Then the state at time t of s is f(s, ut) by definition of S.
It is then immediate to translate Lemma 7 in this setting. Remember
that we apply this lemma to Θ = S, θt = st and θ = st|t−1 by definition.
Corollary 9 (Explicit form of the online natural gradi-
ent for a dynamical system). The online natural gradient descent
for the dynamical system above, in the sequence of charts Φt, is equivalent
to
st|t−1 ← f(st−1, ut) (46)
Ft−1 ←
∂f(st−1, ut)
∂st−1
(47)
yˆt ← h(st|t−1, ut) (48)
J ← (F−1t−1)
⊤Jt−1 F
−1
t−1 (49)
Jt ← (1− γt)J + γt Ey∼pobs(y|yˆt)
[
∂ ln pobs(y|yˆt)
∂st|t−1
⊗2
]
(50)
st ← st|t−1 + ηt J
−1
t
∂ ln pobs(yt|yˆt)
∂st|t−1
⊤
(51)
where the last expressions depend on st|t−1 via yˆt = h(st|t−1, ut).
Proof.
By Lemma 8, the function ψt−1 = Φt◦Φ
−1
t−1 appearing in Lemma 7 is f(·, ut).
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Therefore, its derivative Ψt−1 at point θt−1 = st−1 is
Ψt−1 =
∂f(st−1, ut)
∂st−1
(52)
This provides the updates for st|t−1 and for J in the statement.
Next, the probability distribution pt(y|θ) appearing in Lemma 7 is pt(y|Φ
−1
t (θ))
by definition. Here θ = st|t−1. In our situation, p is defined by (33) namely
pt(y|s) = pobs(y|h(Φt(s), ut)). Therefore, we obtain
pt(y|θ) = pt(y|Φ
−1
t (st|t−1)) (53)
= pobs(y|h(Φt(Φ
−1
t (st|t−1)), ut)) (54)
= pobs(y|h(st|t−1, ut)) (55)
= pobs(y|yˆt) (56)
and this ends the proof.
4.3 The Kalman State Update as a Gradient Step
Here we recall some results from [Oll18] on the Kalman filter. These results
interpret the update step in the Kalman filter as a gradient descent step
preconditioned by the covariance matrix P , and make the relationship with
the Fisher information matrix of the observation model pobs.
This relies on the output noise model pobs(y|yˆ) being an exponential
family. This is satisfied in the most common case, when the model for y is
Gaussian with mean yˆ, but also for other types of model, such as categorical
outputs where yˆ is the vector of probabilities of all classes.
The following statement is Proposition 6 in [Oll18].
Proposition 10 (Kalman filter as preconditioned gradi-
ent descent). The update of the state s in a Kalman filter can be seen
as an online gradient descent on data log-likelihood, with preconditioning
matrix Pt. More precisely, the update (26) is equivalent to
st = st|t−1 + Pt
(
∂ ln pobs(yt|yˆt)
∂st|t−1
)⊤
(57)
where this expression depends on st|t−1 via yˆt = h(st|t−1, ut).
The next proposition is known as the information filter in the Kalman
filter literature, and states that the observation step for P is additive when
considered on P−1 (see [Sim06, (6.33)] or Lemma 9 in [Oll18])
Lemma 11 (Information filter). The update (24)–(25) of Pt in the
extended Kalman filter is equivalent to
P−1t ← P
−1
t|t−1 +H
⊤
tR
−1
t Ht (58)
(assuming Pt|t−1 and Rt are invertible).
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The next result (Lemma 10 from [Oll18]) states that after each obser-
vation, the Fisher information matrix of the latest observation is added to
P−1.
Lemma 12. For exponential families pobs(y|yˆ), the term H⊤tR
−1
t Ht appear-
ing in Lemma 11 is equal to the Fisher information matrix of y with respect
to the state s,
H⊤tR
−1
t Ht = Ey∼pobs(y|yˆt)
[
∂ ln pobs(y|yˆt)
∂st|t−1
⊗2
]
(59)
where this expression depends on st|t−1 via yˆt = h(st|t−1, ut).
By collecting these results into the definition of the Kalman filter, one
gets the following reformulation, which brings it closer to a natural gradient.
Corollary 13. The extended Kalman filter can be rewritten as
st|t−1 ← f(st−1, ut) (60)
Ft−1 ←
∂f
∂s
∣∣∣∣
(st−1,ut)
(61)
Pt|t−1 ← Ft−1Pt−1F
⊤
t−1+Qt (62)
yˆt ← h(st|t−1, ut) (63)
P−1t ← P
−1
t|t−1 + Ey∼pobs(y|yˆt)
[
∂ ln pobs(y|yˆt)
∂st|t−1
⊗2
]
(64)
st ← st|t−1 + Pt
(
∂ ln pobs(yt|yˆt)
∂st|t−1
)⊤
(65)
where the last expressions depend on st|t−1 via yˆt = h(st|t−1, ut).
In the pure fading-memory case, the update for Pt|t−1 is Pt|t−1 ← (1 +
αt)Ft−1Pt−1F⊤t−1. In that situation, comparing this rephrasing of the Kalman
filter with the explicit form of the natural gradient in Corollary 9 makes it
clear that Jt is proportional to the inverse of Pt. This is made precise in the
following statement.
Proposition 14. The Kalman algorithm in Corollary 13 in the pure
fading-memory case, and the natural gradient algorithm in Corollary 9, are
identical under the identification
Pt = ηtJ
−1
t (66)
provided the hyperparameters ηt, γt and αt satisfy the following relations:
ηt = γt,
1
ηt
=
1
1 + αt
1
ηt−1
+ 1 (67)
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In particular, if these algorithms are initialized at the same point (same
s0, and P0 = η0J
−1
0 ), they will remain identical at all times.
Proof.
Define J˜t := ηtP
−1
t ; we want to show that J˜t follows the same evolution
equation as Jt.
If this holds, then the update of st will be identical in the two algorithms,
since one uses Pt and the user uses ηtJ
−1
t to precondition the gradient.
From Corollary 13 in the pure fading-memory case we get
J˜t = ηtP
−1
t (68)
= ηtP
−1
t|t−1 + ηtEy∼pobs(y|yˆt)
[
∂ ln pobs(y|yˆt)
∂st|t−1
⊗2
]
(69)
=
ηt
1 + αt
(F−1t )
⊤P−1t−1F
−1
t + ηtEy∼pobs(y|yˆt)
[
∂ ln pobs(y|yˆt)
∂st|t−1
⊗2
]
(70)
=
ηt
1 + αt
(F−1t )
⊤ J˜t−1
ηt−1
F−1t + ηtEy∼pobs(y|yˆt)
[
∂ ln pobs(y|yˆt)
∂st|t−1
⊗2
]
(71)
while the full update for Jt in Cor. 9 is
Jt = (1− γt)(F
−1
t )
⊤Jt−1F
−1
t + γtEy∼pobs(y|yˆt)
[
∂ ln pobs(y|yˆt)
∂st|t−1
⊗2
]
(72)
Thus, the two updates coincide if
γt = ηt, 1− ηt =
ηt
(1 + αt)ηt−1
(73)
and in this case, if the algorithms are identical at time t − 1 then they
will be identical at time t. This ends the proof of the proposition and of
Theorem 5.
5 Continuous-Time Case: the Kalman–Bucy Fil-
ter as a Natural Gradient
Consider now a continuous-time model of a dynamical system with state s
and control or input ut, with evolution equation
s˙t = f(st, ut), (74)
and we want to learn the current state of the system from observations yt.
As before, the observations are modeled via an observation function h(st, ut)
plus noise,
yt = h(st, ut) +Wt (75)
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where Wt is a white noise process with known covariance matrix Rt.
The continuous-time analogue of the extended Kalman filter for this
situation is the extended Kalman–Bucy filter, which can be described [Wik]
by the two evolution equations (which mix the transition and the observation
steps of the discrete-time case)
s˙t = f(st, ut) +Kt(yt − h(st, ut)) (76)
P˙t = FtPt + PtF
⊤
t −KtHtPt +Qt (77)
where
Ft :=
∂f(st, ut)
∂st
, Ht :=
∂h(st, ut)
∂st
, Kt := PtH
⊤
tR
−1
t (78)
Here Qt is the covariance of the noise used to model the uncertainty on the
transitions of the system (for instance, if f is not known exactly), namely
dst = f(st, ut) dt+ dBt with Bt a Brownian motion with covariance matrix
Qt.
As in the discrete case, we will work with the pure fading-memory variant
of the extended Kalman–Bucy filter, which assumes
Qt = αtPt (79)
where αt > 0 is a hyperparameter. This choice of Qt is canonical in the
absence of further information on the system.
We will recover this filter fully in the course of proving Theorem 17 below,
by starting with an abstract definition of the continuous-time online natural
gradient, and making it explicit until we end up with the Kalman–Bucy
filter.
The proof reveals a feature of the Kalman–Bucy filter: namely, to prop-
erly define it in a manifold setting, a choice of covariant derivative is needed
to transfer the covariance matrix Pt at the current point st, to a new covari-
ance matrix at st+dt; in a manifold this is a non-trivial operation (for the
consequences for Kalman filtering, see for instance the discussion and Fig. 9
in the review [BB18]). This results from the need to keep the algorithm
online, and not recompute the Fisher matrix of past observations when the
parameter is updated.
On the other hand, the evolution of the state st does not depend explicitly
on a covariant derivative (or choice of chart), contrary to the discrete-time
case: in the discrete-time case, a change of chart influences the update of st
only at second order in the learning rate, and this disappears in continuous
time because the learning rates become infinitesimal.
Natural gradient in continuous time. The statistical learning view-
point on this problem is as follows: Each trajectory s = (st)t>0 defines a
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probability distribution on generalized functions5 y = (yt)t>0 in the Wiener
space via the model (75).
The trajectories s of the system may be parameterized via their initial
state s0. Then the problem of estimating s from the observations y becomes
a standard statistical estimation problem of estimating s0, and methods
such as the natural gradient may be applied to optimize s0 knowing the
observations.
Definition 15 (Observation model, instantaneous Fisher
matrix, instantaneous log-likelihood). We call observation model
parameterized by θ in some manifold Θ, a probability distribution on gen-
eralized functions y = (yt)t∈[0;T ] over [0;T ], which is absolutely continuous
with density p(y|θ) with respect to the Wiener measure.
The Fisher information matrix of this model over [0;T ] is
J[0;T ](θ) := Ey∼p(y|θ)
∂ ln p(y|θ)
∂θ
⊗2
(80)
if this quantity exists.
We define the instantaneous Fisher information matrix to capture the
amount of information brought by yt at instant t, as
jt(θ) :=
d
dt
J[0;t](θ) (81)
and the instantaneous log-likelihood of y = (yt)t∈[0;T ], which captures the
likelihood of yt knowing the model, as
ℓt(θ) :=
d
dt
ln p(y[0:t]|θ) (82)
provided these derivatives exist.
The instantaneous log-likelihood ℓt is the continuous-time analogue of the
log-likelihood of the current observation yt used to update the parameter in
Definition 1. Intuitively ℓt is equal to ln p(y[t;t+dt]|θ, y[0;t)). We will formalize
this intuition in Proposition 19 and Corollary 20 below: this corollary shows
5We will call generalized functions the elements of the Wiener space, i.e., a functional
space in which samples of the white noise live. These can be seen, for instance, as random
distributions against which functions can be integrated. Namely, the white noise definition
states that if wt is sampled from a real-valued white noise with unit variance, then for
every deterministic function f , the integral
∫
f(t)wt dt is Gaussian with variance
∫
f(t)2 dt
[Jaz70, Thm 4.1]. Intuitively, the white noise wt takes values (1/
√
dt)N (0, 1) in each
infinitesimal interval of size dt. If Bt =
∫
wt dt is the Brownian motion with derivative
wt, then
∫
f(t)wt dt is the same as the Itô integral
∫
f(t) dBt. For the vector-valued case:
if wt has covariance matrix Rt, then for each vector-valued f the integral
∫
w⊤tf(t) dt is
Gaussian with variance
∫
f(t)⊤Rtf(t) dt.
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that for the model yt = h(st, ut) +Wt, the gradient of this log-likelihood is
given by the error yt − h(st, ut).
The instantaneous Fisher matrix jt is the continuous-time analogue of
the Fisher information matrix on a single observation y ∼ p(y|ut, θ) at time
t used in Definition 1.6
The continuous-time analogue of the online natural gradient descent
(Def. 1) may be defined as follows.
Definition 16 (Online natural gradient in continuous time).
Let y = (yt)t>0 be a continuous function of time. LetD be a covariant deriva-
tive on the manifold Θ. Given an observation model as above, we define the
online natural gradient for learning θ based on the observations y, as the
solution of
DJt
dt
= −γtJt + γt jt(θt) (84)
θ˙t = ηtJ
−1
t
∂ℓt(y|θ)
∂θ
⊤
(85)
initialized at some θ0 ∈ Θ with some positive definite metric tensor J0.
The term −γtJt in the equation introduces a decay factor on J as in the
discrete case.
On the covariant derivative D in the online natural gradient. The
covariant derivative D is the continuous-time analogue of the choice of charts
at each time t used in the discrete case. In the continuous-time case, it
is needed only for Jt, not for θt. Indeed, (85) is a well-defined ordinary
differential equation in the manifold Θ, whose right-hand term is a tangent
vector at θt ∈ Θ (see Lemma 27). 7
On the Kalman filter side of the correspondence, the need to introduce a
covariant derivative or coordinate system for J corresponds to the fact that
the Kalman covariance matrix Pt|t−1 is translated from st|t−1 to st in the
Kalman filter; this translation makes no sense in a Riemannian manifold.
A canonical choice for D would be the Levi-Civita covariant derivative
associated with the metric J(θ). However, this does not result in a conve-
nient algorithm. In the Kalman–Bucy filter, D turns out to be the covariant
6Intuitively this is equal to
dtEy∼p(y|θ)
∂ ln pt(yt|θ)
∂θ
⊗2
(83)
which is formally closer to Def. 1; but this latter expression is not fully rigorous because
samples y ∼ p(y|θ) include white noise and thus have infinite values of yt, which are
compensated by the dt factor. This is why we use the rigorous expression (84) instead.
7We have assumed that the observations yt are ordinary functions, not elements of
the Wiener space; in the latter case, (85) would become a stochastic differential equation,
requiring particular treatment to make it parameterization-independent in the manifold.
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derivative associated with the chart st at time t; in particular, this D is
time-dependent.
The non-online natural gradient would use
θ˙t = ηtJ(θt)
−1∂ ln pt(yt|θ)
∂θ
⊤
(86)
instead, which does not depend on a choice of covariant derivative. However,
the Fisher matrix J(θ) is an average over the time interval [0; t] (from the
statistical learning point of view, the Fisher matrix is an expectation over
inputs ut): using J(θt) would necessitate to recompute an integral over the
past for each new value of θt. Instead, the online version reuses values
computed at previous times instead of recomputing the full Fisher matrix
J(θt) for new values of θt. This is why some way of transferring J from
previous values of θt to the current one is needed.
Thus, the appearance of a covariant derivative in Definition 16 results
from the need for a convenient online algorithm.
The Kalman–Bucy filter as a natural gradient. The correspondence
between the online natural gradient and the Kalman–Bucy filter is expressed
as follows.
Theorem 17. Consider a continuous-time dynamical system with state
st ∈ R
dim(s), inputs ut ∈ R
dim(u) and dynamics f , namely,
s˙t = f(st−1, ut) (87)
where f is a smooth function from Rdim(s) × Rdim(u) to Rdim(s). We assume
that the solutions are regular on some time interval [0;T ] for some open
domain of initial conditions s0 ∈ R
dim(s). Define the prediction model
yt = h(st, ut) +Wt (88)
where h is a smooth function from Rdim(s) ×Rdim(u) to Rdim(y), and Wt is a
white noise process with covariance matrix Rt.
Let Θ be the set of trajectories of the system, parameterized by their
initial condition θ = s0. Thus, each θ ∈ Θ defines a trajectory st(θ) and a
probability distribution on observations y = (yt)t∈[0;T ] via (88). For each
time t > 0, let Dt be the covariant derivative on Θ associated with the chart
θ 7→ st(θ) (namely, the covariant derivative Dt of a tensor is equal to its
ordinary derivative when expressed in the chart st).
Let (yt)t∈[0;T ] be a smooth series of observations. Let θt be the trajectory
at time t inferred by the online natural gradient (Def. 16) with observations
(yt), where the covariant derivative used at time t is Dt.
Then the state st(θt) inferred by the natural gradient at time t, is the
same as the state st inferred at time t by the Kalman–Bucy filter with pure
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fading memory (Qt = αtPt in the Kalman–Bucy equations), provided both
are initialized at the same state s0, with Kalman–Bucy initial covariance
P0 = η0J
−1
0 , and provided the hyperparameters are related via
γt = ηt, η˙t = αtηt − η
2
t (89)
Moreover, the Kalman–Bucy posterior covariance is related to the ex-
pression of the Fisher matrix Jt in chart st via Pt = ηtJ
−1
t .
Let us comment once more on the hyperparameter settings. First, the
extended Kalman–Bucy filter (with fading memory Qt = αtPt) is recovered
as an online natural gradient with parameters γt = ηt for the same reasons
as in the discrete case.
Second, the equation on ηt is satisfied, for instance, if ηt = αt for all
t. Other solutions exist: solutions are better found by writing the equation
on 1/ηt instead of ηt. For instance, the full-memory, noiseless case αt = 0
corresponds to the learning rate ηt = 1/(t + cst), as in the discrete case.
6 Proofs for Continuous Time
The proof proceeds by working out more and more explicit expressions for
the natural gradient, until we end up with the Kalman–Bucy filter.
We first compute an explicit form for the instantaneous log-likelihood
and its gradient, for the case of the model yt = h(st, ut) + Wt. This is
mostly a direct application of the Cameron–Martin theorem [CM44], and
relates the gradient of the instantaneous loss ℓt to the error yt − h(st, ut) at
time t.
Theorem 18 (Cameron–Martin theorem). Let h be a smooth
real-valued function on [0;T ]. Let Wt be a white noise on [0;T ]. Let W be
the Wiener measure (the law of Wt in the Wiener space). Let Wh be the
Wiener measure translated by h, namely, the distribution of h +W in the
Wiener space. Then Wh is absolutely continuous with respect to W, and its
density at a function y = y(t) is
dWh
dW
(y) = exp
(∫
[0;T ]
y(t)h(t) dt−
1
2
∫
[0;T ]
h(t)2 dt
)
(90)
Proof.
This is a rephrasing of Theorem 1 in [CM44]; the statement given here can
be found as Theorem 1.2 in [Kuo75] applied to the abstract Wiener space
on L2([0;T ]) with variance t = 1.
At an informal level, y := h + W is a Gaussian centered at h while
the white noise is a Gaussian centered at 0, so informally the ratio of the
24
probability densities is the ratio of these two Gaussians,
exp
(
−
1
2
∫ T
t=0
(y(t)− h(t))2 dt
)
exp
(
1
2
∫ T
t=0
y(t)2 dt
)
(91)
but rigorously, the quantity
∫ T
t=0 y(t)
2 dt is infinite under the white noise
distribution. However, this quantity cancels out between the two parts of
the expression, resulting in the Cameron–Martin theorem and the expres-
sion (90).
More rigorously, let E be a measurable set in the abstract Wiener space
over L2([0;T ]). Then Wh(E) = W(E − h) by definition of Wh. Therefore,
we can apply Theorem 1.2 in [Kuo75] to −h, which gives the result.
(Note that we express everything over the white noise W instead of the
Brownian motion B =
∫
W , so the norm we use for the Wiener space is
indeed the L2 norm instead of the square norm of derivatives as found for
instance in Theorem 1.1 of [Kuo75].)
Proposition 19 (Instantaneous log-likelihood). Let st(θ) be
a set of trajectories smoothly parameterized by θ ∈ Θ. Consider the proba-
bility distribution on generalized functions y defined by (75), namely, yt =
h(st(θ, ut)) +Wt with Wt a white noise with covariance matrix Rt.
Then this probability distribution has a density p(y|θ) with respect to
the Wiener measure. For continuous functions y, this density satisfies
ln p(y|θ) =
∫ T
t=0
ln pt(yt|θ) dt (92)
where
ln pt(yt|s) := y
⊤
tR
−1
t h(st, ut)−
1
2
h(st, ut)
⊤R−1t h(st, ut) (93)
Consequently, the instantaneous log-likelihood of this model is equal to
ℓt(y|θ) = ln pt(yt|s).
(The probability density pt(yt|θ) does not sum to 1 over yt because pt
is not a probability but a probability density wrt the Wiener measure; the
Wiener measure contains the Gaussian factor on yt.)
Proof.
The probability distribution on y is, by definition, a white noise centered at
h(st(θ), ut), with covariance matrix Rt. After changing variables by R
−1/2
t ,
we can assume without loss of generality that Rt = Id. Then, by applying
Thm. 18 in the vector-valued case, we find that the density of the law of y
with respect to the Wiener measure is
p(y|s) =
exp
(∫ T
t=0
y⊤tR
−1
t h(st, ut) dt−
1
2
∫ T
t=0
h(st, ut)
⊤R−1t h(st, ut) dt
)
(94)
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which proves the claim.
This immediately provides an explicit form for the parameter update
(85) in the definition of the online natural gradient.
Corollary 20 (Gradient of instantaneous log-likelihood).
Let s = (st)t∈[0;T ] be a set of trajectories smoothly parameterized by θ ∈ Θ.
Consider the associated observation model (75) as above.
Then the natural gradient parameter update (85) for this model satisfies
∂ℓt(y|θ)
∂θ
= (yt − h(st(θ), ut))
⊤R−1t
∂h(st, ut)
∂θ
(95)
In particular, the gradient step will try to change the value of h(st, ut)
to reduce the error yt − h(st, ut), as expected.
Proof.
This is a direct consequence of (93).
We now turn to the expression for the Fisher matrix.
Proposition 21 (Instantaneous Fisher matrix). Let s = (st)t∈[0;T ]
be a set of trajectories smoothly parameterized by θ ∈ Θ, and consider the
observation model yt = h(st, ut)+Wt with Wt a white noise with covariance
Rt. Denote
Gt :=
∂st(θ)
∂θ
, Ht :=
∂h(st, ut)
∂st
(96)
Then the Fisher matrix (80) for this model is
J[0:T ](θ) =
∫ T
0
G⊤tH
⊤
tR
−1
t HtGt dt (97)
and in particular, the instantaneous Fisher matrix (81) is equal to
jt(θ) = G
⊤
tH
⊤
tR
−1
t HtGt (98)
In particular, if the trajectories are parameterized by their state st at
time t then Gt = Id (for this particular t), and this is the continuous-time
analogue of Lemma 11.
Lemma 22. Let Wt be a vector-valued white noise on an interval [0;T ],
with covariance matrix Rt. Let f(t) and g(t) be two vector-valued determin-
istic functions on [0;T ]. Then
E
[(∫ T
0
W⊤t f(t) dt
)(∫ T
0
W⊤t g(t) dt
)]
=
∫ T
0
f(t)⊤Rt g(t) dt (99)
(where the integrals are in the Wiener or Itô sense).
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Proof of Lemma 22.
First, consider the case of a real-valued white noise wt with unit variance.
The integral
∫
f(t)wt dt is equal to
∫
f(t) dBt where Bt is the Brownian
motion whose derivative is wt (namely dBt = wt dt). It is known [Jaz70,
(4.23 for deterministic f and g)] that
E
[(∫ T
0
f(t) dBt
)(∫ t
0
g(t) dBt
)]
=
∫ T
0
f(t)g(t) dt (100)
which gives the result for dimension 1 and unit variance.
Now a vector-valued white noise with covariance matrix Rt can be writ-
ten as Wt = R
1/2
t (w
1
t , . . . , w
n
t )
⊤ where the wit are independent real-valued
white noises with unit variance. The result follows by applying the above to
R
1/2
t f(t) and R
1/2
t g(t) and summing over components.
Proof of Proposition 21.
The Fisher matrix for this model is, by (80) and (92),
J[0;t] = Ey∼p(y|θ)


(
∂
∂θ
∫ T
0
ln pt(yt|θ) dt
)⊗2 (101)
and the expression (93) for ∂∂θ ln pt(yt|θ) yields
J[0;t] = Ey∼p(y|θ)


(∫ T
0
(yt − h(st, ut))
⊤R−1t
∂h(st, ut)
∂θ
dt
)⊗2 (102)
Now, the model pt was derived from the observation model (75): under
this model, yt = h(st, ut) +Wt with Wt a white noise with covariance Rt.
Therefore, yt − h(st, ut) =Wt and
J[0;t] = Ey∼p(y|θ)

(∫ T
0
W⊤t R
−1
t
∂h(st, ut)
∂θ
dt
)⊗2 (103)
Now we can apply Lemma 22 to the components of the derivative with
respect to θ, namely
f(t) = R−1t
∂h(st, ut)
∂θi
(104)
and
g(t) = R−1t
∂h(st, ut)
∂θj
(105)
and we find that the (i, j) entry of the Fisher matrix is
∫ T
0
∂h(st, ut)
∂θi
⊤
R−1t
∂h(st, ut)
∂θj
dt (106)
hence the result.
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By putting these two results together, we get a more explicit form of the
natural gradient for sets of trajectories.
Corollary 23. Let s = (st)t∈[0;T ] be a set of trajectories smoothly pa-
rameterized by θ ∈ Θ, and consider the observation model yt = h(st, ut)+Wt
withWt a white noise with covariance Rt (namely, Def. 15 with pt(yt|θ) given
by (93)). Denote
Gt :=
∂st(θ)
∂θ
, Ht :=
∂h(st, ut)
∂st
(107)
Let y = (yt)t∈[0;T ] be a smooth function. Then the online natural gradi-
ent (Def. 16) for this model with observations y satisfies
DtJt
dt
= −γtJt + γtG
⊤
tH
⊤
tR
−1
t HtGt (108)
θ˙t = ηt J
−1
t G
⊤
tH
⊤
tR
−1
t (yt − h(st(θt), ut)) (109)
where in these expressions, Gt is evaluated at θt and Ht at st(θt), and where
Dt is the covariant derivative associated with the chart θ 7→ st(θ).
This result is still somewhat non-explicit due to the covariant derivative
Dt. This will disappear by using st rather than θ as the parameterization
of the trajectories at each time; this is more consistent with an algorithmic
implementation at time t, and with the form of the Kalman–Bucy filter.
Assume that θ 7→ st(θ) is indeed a chart, namely, that st is smooth and
one-to-one on its domain with smooth inverse. (This is the case under the
assumptions of Thm. 17: then st(θ) is the solution of an ordinary differential
equation with initial condition θ = s0, and if the function f defining the
equation is regular, then the mapping from st1 to st2 is a diffeomorphism on
its domain.) This implies that Gt = ∂st(θ)/∂θ is invertible.
Let Jt↓t0 := Tst0(Jt) be the expression of Jt in chart st0 . Since Jt is a
(0, 2)-tensor at θt we have
Jt↓t0 := Tst0(Jt) = (Gt0(θt)
−1)⊤JtGt0(θt)
−1 (110)
by Lemma 28 (where we interpret this as a matrix expression by just viewing
θ as another chart).
We will be particularly interested in Jt↓t, which represents the Fisher
matrix with respect to the current state st rather than θ. For this, we
first have to study how Jt↓t0 evolves when the reference chart t0 changes.
This works most finely when the trajectories parameterized by θ satisfy a
differential equation ∂∂tst(θ) = ft(st(θ)) for some ft, as is the case in the
Kalman–Bucy filter.
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Lemma 24 (Time-varying charts). Let s = (st)t∈[0;T ] be a set of
trajectories smoothly parameterized by θ ∈ Θ. Assume that there exists a
function ft(s) such that
∂st(θ)
∂t
= ft(st(θ)) (111)
and set Ft(s) :=
∂ft(s)
∂s .
Let J be a (0, 2)-tensor at some θ ∈ Θ. Then the expression J↓t0 of J in
the chart st0 evolves as
dJ↓t0
dt0
= −F⊤t0J↓t0 − J↓t0Ft0 (112)
where Ft0 is evaluated at st0(θ).
(Note that Jt↓t0 is an expression in coordinates, so we can take its ordi-
nary derivative without needing covariant derivatives.)
This expression is the continuous-time analogue of (49): it shows that
the transition update Pt|t−1 ← Ft−1Pt−1F
⊤
t−1 in the discrete-time extended
Kalman filter (and likewise the FtPt+PtF⊤t term in the Kalman–Bucy filter)
is just a result of reexpressing the covariance matrix in a coordinate system
corresponding to the current state.
Proof.
By the coordinate expression for a (0, 2)-tensor in chart st0(θ), we have
J↓t0 = (Gt0(θ)
−1)⊤JGt0(θ)
−1 (113)
So we are left with studying the derivative of Gt0(θ). Using
d
dt0
G−1t =
−G−1t0 (
d
dt0
Gt0)G
−1
t0 we find
dJ↓t0
dt0
= −(G˙t0G
−1
t0 )
⊤J↓t0 − J↓t0(G˙t0G
−1
t0 ) (114)
where we have abbreviated G˙t0 =
d
dt0
Gt0 .
Now, the derivative of Gt(θ) with respect to t satisfies
d
dt
Gt(θ) =
∂
∂t
∂
∂θ
st(θ) =
∂
∂θ
∂
∂t
st(θ) (115)
=
∂
∂θ
ft(st(θ)) =
∂ft(st(θ))
∂st
∂st(θ)
∂θ
(116)
= Ft(st(θ))Gt(θ) (117)
or more synthetically, G˙t = FtGt. This proves the claim.
Then the online natural gradient rewrites as follows. Note the similarity
with the Kalman–Bucy filter for the state st, and for the Fisher matrix Jt↓t
(which will ultimately be proportional to hte inverse of Pt).
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Corollary 25 (Explicit online natural gradient). Let s =
(st)t∈[0;T ] be a set of trajectories smoothly parameterized by θ ∈ Θ. Assume
that there exists a function ft(s) such that
∂st(θ)
∂t
= ft(st(θ)) (118)
Consider the observation model yt = h(st, ut) +Wt with Wt a white noise
with covariance Rt (namely, Def. 15 with pt(yt|θ) given by (93)). Denote
Ft(s) :=
∂ft(s)
∂s
, Gt :=
∂st(θ)
∂θ
, Ht :=
∂h(st, ut)
∂st
(119)
and assume that Gt is invertible.
Let y = (yt)t∈[0;T ] be a smooth function. Then the online natural gradi-
ent (Def. 16) for this model with observations y is equivalent to
d
dt
Jt↓t = −F
⊤
t Jt↓t − Jt↓tFt − γtJt↓t + γtH
⊤
tR
−1
t Ht (120)
θ˙t = ηtG
−1
t J
−1
t↓tH
⊤
tR
−1
t (yt − h(st(θt), ut)) (121)
initialized with J0↓0 := (G
−1
0 )
⊤J0G
−1
0 . In these expressions, Ft and Ht are
evaluated at st(θt) while Gt is evaluated at θt.
Moreover the state st(θt) learned at time t satisfies
d
dt
st(θt) = ft(st(θt)) + ηt J
−1
t↓tH
⊤
tR
−1
t (yt − h(st(θt), ut)) (122)
Proof.
Since Jt↓t := (G
−1
t )
⊤JtG
−1
t , the relationship (121) holds by direct substitu-
tion of the equation evolution (109) for θt.
By definition, Dt0 is the covariant derivative associated with the chart
st0 (Def. 29). Its expression is obtained by going into the chart st0 , taking
ordinary derivatives, and going back, namely (Def. 29),
Dt0Jt
dt
= Ts−1t0
(
d
dt
Jt↓t0
)
(123)
By definition of the online natural gradient with covariant derivative
D = Dt at time t, one has, for t0 = t
Dt0Jt
dt
= −γtJt + γtjt(θt) (124)
Therefore, at time t = t0, the expression above for Dt0 yields
d
dt
Jt↓t0 = Tst0
(
Dt0Jt
dt
)
(125)
= Tst0 (−γtJt + γtjt(θt)) (126)
= −γtJt↓t0 + γt(G
−1
t0 )
⊤jtG
−1
t0 (127)
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by definition of Jt↓t0 and by the coordinate expression for (0, 2)-tensors in
chart st0 . Here Gt0 and jt are evaluated at θt.
Prop. 21 provides the expression for the instantaneous Fisher matrix jt,
jt(θ) = G
⊤
tH
⊤
tR
−1
t HtGt (128)
so that for t0 = t, we have (G
−1
t0 )
⊤jtG
−1
t0 = H
⊤
tR
−1
t Ht and
d
dt
Jt↓t0 = −γtJt↓t0 + γtH
⊤
tR
−1
t Ht (129)
at t0 = t.
Now we are interested in Jt↓t; to get its evolution equation we must
differentiate with respect to the two instances of t, one of which captures
the intrinsic change in J and the other the change of chart:
d
dt
Jt↓t =
d
dt
Jt↓t0
∣∣∣∣
t0=t
+
d
dt0
Jt↓t0
∣∣∣∣
t0=t
(130)
We just computed ddtJt↓t0
∣∣∣
t0=t
, and ddt0Jt↓t0
∣∣∣
t0=t
is provided by Lemma 24.
This provides the full evolution equation (120) for Jt↓t in the statement.
To compute the evolution of the state st(θt) learned at time t, let us
decompose
d
dt
st(θt) =
∂st(θ)
∂t
∣∣∣∣
θ=θt
+
∂st(θt)
∂θt
∂θt
∂t
(131)
= ft(st(θt)) +Gtθ˙t (132)
hence the result after substituting for θ˙t.
Proof of Theorem 17.
First, by the assumptions of Theorem 17, the trajectories st satisfy the
evolution equation s˙t = f(st, ut), so we can apply the results above with
ft(st) := f(st, ut), and the definition of Ft is consistent with the notation in
the Kalman–Bucy filter.
Define
Pt := ηtJ
−1
t↓t (133)
so that by definition, the evolution of the state (122) rewrites as
d
dt
st(θt) = ft(st(θt)) + PtH
⊤
tR
−1
t (yt − h(st(θt), ut)) (134)
which is the state evolution equation in the Kalman–Bucy filter. Thus we
are left with checking the evolution equation for Pt.
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We can compute the time derivative of Pt via (120). Using ∂∂tJ
−1
t↓t =
−J−1t↓t (
∂
∂tJt↓t)J
−1
t↓t , a direct computation yields
P˙t = η˙tJ
−1
t↓t − ηtJ
−1
t↓t
(
−F⊤t Jt↓t − Jt↓tFt − γtJt↓t + γtH
⊤
tR
−1
t Ht
)
J−1t↓t (135)
=
η˙t
ηt
Pt + PtF
⊤
t + FtPt + γtPt −
γt
ηt
PtH
⊤
tR
−1
t HtPt (136)
If γt = ηt, this coincides with the Kalman–Bucy evolution equation for
Pt with process noise
Qt =
(
ηt +
η˙t
ηt
)
Pt (137)
which ends the proof.
A Appendix: Reminder on Exponential Families
An exponential family of probability distributions on a variable x (discrete or con-
tinuous), with sufficient statistics T1(x), . . . , TK(x), is the following family of dis-
tributions, parameterized by β ∈ RK :
pβ(x) =
1
Z(β)
e
∑
k
βkTk(x) λ(dx) (138)
where Z(β) is a normalizing constant, and λ(dx) is any reference measure on x,
such as the Lebesgue measure or any discrete measure. The family is obtained by
varying the parameter β ∈ RK , called the natural or canonical parameter. We
will assume that the Tk are linearly independent as functions of x (and linearly
independent from the constant function); this ensures that different values of β
yield distinct distributions.
For instance, Bernoulli distributions are obtained with λ the uniform measure
on x ∈ {0, 1} and with a single sufficient statistic T (0) = 0, T (1) = 1. Gaussian dis-
tributions with a fixed variance are obtained with λ(dx) the Gaussian distribution
centered on 0, and T (x) = x.
Another, often convenient parameterization of the same family is the following:
each value of β gives rise to an average value T¯ of the sufficient statistics,
T¯k := Ex∼pβTk(x) (139)
For instance, for Gaussian distributions with fixed variance, this is the mean, and
for a Bernoulli variable this is the probability to sample 1.
Exponential families satisfy the identities
∂ ln pβ(x)
∂βk
= Tk(x) − T¯k,
∂ lnZ
∂βk
= T¯k (140)
by a simple computation [AN00, (2.33)].
These identities are useful to compute the Fisher matrix Jβ with respect to the
variable β, as follows [AN00, (3.59)]:
(Jβ)ij := Ex∼pβ
[
∂ ln pβ(x)
∂βi
∂ ln pβ(x)
∂βj
]
(141)
= Ex∼pβ
[
(Ti(x) − T¯i)(Tj(x) − T¯j)
]
(142)
= Cov(Ti, Tj) (143)
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or more synthetically
Jβ = Cov(T ) (144)
where the covariance is under the law pβ. That is, for exponential families the
Fisher matrix is the covariance matrix of the sufficient statistics. In particular it
can be estimated empirically, and is sometimes known algebraically.
In this work we need the Fisher matrix with respect to the mean parameter T¯ ,
(JT¯ )ij = Ex∼pβ
[
∂ ln pβ(x)
∂T¯i
∂ ln pβ(x)
∂T¯j
]
(145)
By substituting ∂ ln p(x)
∂α
= ∂ ln p(x)
∂β
∂β
∂α
, the Fisher matrices Jα and Jβ with respect
to parameterizations α and β are related to each other via
Jα =
∂β
∂α
⊤
Jβ
∂β
∂α
(146)
(consistently with the interpretation of the Fisher matrix as a Riemannian metric
and the behavior of metrics under change of coordinates [GHL87, §2.3]). So we
need to compute ∂T¯ /∂β. Using the log-trick
∂Ex∼pf(x) = Ex∼p [f(x) ∂ ln p(x)] (147)
together with (140), we find
∂T¯i
∂βj
=
∂ETi(x)
∂βj
= E
[
Ti(x)(Tj(x)− T¯j)
]
= E
[
(Ti(x)− T¯i)(Tj(x) − T¯j)
]
= (Jβ)ij
(148)
so that
∂T¯
∂β
= Jβ (149)
(see [AN00, (3.32)], where η denotes the mean parameter) and consequently
∂β
∂T¯
= J−1β (150)
so that we find the Fisher matrix with respect to T¯ to be
JT¯ =
∂β
∂T¯
⊤
Jβ
∂β
∂T¯
(151)
= J−1β JβJ
−1
β (152)
= J−1β = Cov(T )
−1 (153)
that is, the Fisher matrix with respect to T¯ is the inverse covariance matrix of the
sufficient statistics.
This gives rise to a simple formula for the natural gradient of expectations with
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respect to the mean parameters. Denoting ∇˜ the natural gradient,
∇˜T¯ Ef(x) := J
−1
T¯
∂Ef(x)
∂T¯
⊤
(154)
= J−1
T¯
∂β
∂T¯
⊤ ∂Ef(x)
∂β
⊤
(155)
= JβJ
−1
β
∂Ef(x)
∂β
⊤
(156)
=
∂Ef(x)
∂β
⊤
(157)
= E
[
f(x)
∂ ln pβ(x)
∂β
]
(158)
= E
[
f(x)(T (x) − T¯ )
]
(159)
= Cov(f, T ) (160)
which in particular, can be estimated empirically.
B Tensors and Charts for Manifolds
We state without proof some classical results from differential geometry.
Lemma 26. Let Θ be a smooth manifold, and let L : Θ → R be a real function
on Θ. Let ϑ ∈ Θ and let v be the derivative of L at ϑ, namely the cotangent vector
v =
∂L(ϑ)
∂ϑ
(161)
Let Φ: Θ→ Rdim(Θ) be a chart on Θ. Then the expression of v in the chart Φ
is
TΦ(v) =
∂ℓ(θ)
∂θ
∣∣∣∣
θ=Φ(ϑ)
(162)
where
ℓ(θ) := L(Φ−1(θ)) (163)
is the expression of L in the chart.
Similarly, the expression of v⊗2 in the chart is ∂ℓ(θ)
∂θ
⊗2
.
Remember that a (0, 2)-tensor can be seen as a map sending a tangent vector
to a cotangent vector; therefore, if invertible, its inverse sends cotangent vectors to
tangent vectors.
Lemma 27. Let J be an invertible (0, 2)-tensor on a manifold Θ, and let v be a
cotangent vector at some ϑ ∈ Θ. Let J and v be respectively the matrix and row
vector representing J and v in a chart. Then the expression of J −1v in the chart
is J−1v⊤.
Lemma 28. Let Θ be a smooth manifold, and let J be a (0, 2)-tensor at some
ϑ ∈ Θ. Let Φ1, Φ2 be two charts on Θ and let ψ := Φ2 ◦ Φ
−1
1 be the change of
chart.
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Let J1 be the matrix representing J in chart Φ1, and likewise for J2. Then
J2 = (Ψ
−1)⊤J1Ψ
−1 (164)
where
Ψ :=
∂ψ(θ)
∂θ
∣∣∣∣
θ=Φ1(ϑ)
(165)
Definition 29 (Covariant derivative associated with a chart).
Let Θ be a smooth manifold and let Φ: Θ → Rdim(Θ) be a chart. The covariant
derivative associated with Φ is the covariant derivative D which coincides with the
usual derivative when expressed in chart Φ. Namely, for any curve (θt) in Θ and
any tensor Zt at θt,
DZt
dt
:= TθtΦ
−1
(
d
dt
TΦ(Zt)
)
(166)
This is indeed a covariant derivative, whose Christoffel symbols in chart Φ are
0.
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