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The description of interacting quantum impurity models in steady-state nonequilibrium is an open
challenge for computational many-particle methods: the numerical requirement of using a finite
number of lead levels and the physical requirement of describing a truly open quantum system are
seemingly incompatible. One possibility to bridge this gap is the use of Lindblad-driven discretized
leads (LDDL): one couples auxiliary continuous reservoirs to the discretized lead levels and represents
these additional reservoirs by Lindblad terms in the Liouville equation. For quadratic models
governed by Lindbladian dynamics, we present an elementary approach for obtaining correlation
functions analytically. In a second part, we use this approach to explicitly discuss the conditions
under which the continuum limit of the LDDL approach recovers the correct representation of
thermal reservoirs. As an analytically solvable example, the nonequilibrium resonant level model is
studied in greater detail. Lastly, we present ideas towards a numerical evaluation of the suggested
Lindblad equation for interacting impurities based on matrix product states. In particular, we
present a reformulation of the Lindblad equation, which has the useful property that the leads can
be mapped onto a chain where both the Hamiltonian dynamics and the Lindblad driving are local
at the same time. Moreover, we discuss the possibility to combine the Lindblad approach with a
logarithmic discretization needed for the exploration of exponentially small energy scales.
I. INTRODUCTION
Quantum impurity models describe discrete local
quantum degrees of freedom coupled to continuous baths
of excitations. They were originally introduced for the
description of magnetic impurities in metals, but in the
last two decades became highly relevant also for describ-
ing transport through quantum dots or nanotubes cou-
pled to metallic leads. While some notable impurity
models are integrable, others are not; hence our interest
here will be directed towards nonperturbative numeri-
cal many-body methods. In experimental work on such
systems it is routine to measure the nonlinear current-
voltage characteristics. However, numerically calculat-
ing such steady-state nonequilibrium properties is a dif-
ficult computational problem that is by no means rou-
tine. Despite much effort and noteworthy progress for
some benchmark problems such as the interacting reso-
nant level model, the Kondo model and the single-level
Anderson impurity model [1–7], the theoretical descrip-
tion of steady-state nonequilibrium can still be regarded
as a major open challenge for computational treatments
of quantum impurity models.
The two key ingredients, local interactions and steady-
state transport, in computational practice lead to a set
of requirements that are hard to reconcile. (i) The pres-
ence of interactions means that the models of interest are
not quadratic; hence their treatment requires many-body
methods. (ii) These methods should be able to reach very
low energy scales since quantum impurity models often
show interesting many-body correlations below a char-
acteristic, exponentially small low-energy scale (e.g., the
Kondo temperature for the Kondo or Anderson models).
(iii) Steady-state transport means that charge flows at a
constant rate in at one side and out on the other. De-
scribing this properly requires dealing with a truly open
quantum system.
For equilibrium situations, where (iii) is not relevant,
two powerful approaches based on matrix product states
(MPS) are available, which both use a discretized descrip-
tion of the leads, formulated in terms of one-dimensional
chains of finite length. The first is Wilson’s numerical
renormalization group (NRG) [8, 9]. It fulfils the re-
quirement (i) as it is based on an iterative diagonaliza-
tion of the full many-body Hamiltonian, and it complies
with condition (ii) by discretizing the leads on a logarith-
mic grid capable of resolving exponentially small energy
scales. The second method is the density matrix renor-
malization group (DMRG), which can be used also in
situations where a logarithmic discretization is not ad-
visable, albeit at the cost of requiring very long chains
to resolve small energy scales. However, both these ap-
proaches treat the impurity plus discretized leads as a
truly closed quantum system and, hence, are fundamen-
tally limited in dealing with the open-system requirement
(iii) [10]. Although there are ideas on how to extend
the use of NRG to situations of steady-state nonequi-
librium [4] and although progress has been made using
time-dependent DMRG (tDMRG) approaches [1–3], it
would be highly desirable to have a versatile strategy
based on MPS methodology that intrinsically overcomes
the discrepancy between the numerical need to discretize
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2the leads on the one hand and the requirement of a truly
open quantum system on the other hand.
During the last few years, a new scheme has been
put forth [11–22] to address this discrepancy. Its main
idea is to introduce additional continuous reservoirs cou-
pled to the discretized leads to render the system truly
open again. Since these additional reservoirs are then
described using Lindblad operators, we will call the ap-
proach Lindblad-driven discretized leads (LDDL). Con-
sider an arbitrary impurity and noninteracting leads enu-
merated by a lead index α. In the thermodynamic limit,
lead α is continuous in energy. This may be coarse-
grained in energy using discrete levels q, such that each
level q now represents an entire energy interval. The
continuum limit will be recovered if each level q is cou-
pled to the remainder of the states in the energy inter-
val it represents, which thus serves as an environmental
reservoir for it. Now, for the description of steady-state
nonequilibrium physics, one has to ensure that each dis-
cretized lead α is held at a fixed temperature Tα and
at a fixed chemical potential µα. In the LDDL scheme,
this is achieved by embedding the system S consisting
of impurity and discretized lead levels q into an envi-
ronment R. This environment consists of one reservoir
Rq for each discrete lead level q, to be associated with
the above-mentioned continuum of levels which that level
represents, and is described by Lindblad driving terms in
the Liouville equation for the density matrix of the sub-
system S. The driving rates involved in these Lindblad
terms have to be chosen such that the occupation num-
bers for the lead levels are driven towards the values that
they would have if the leads were decoupled from the im-
purity, namely fα(εq), where fα(ω) is the Fermi distribu-
tion characterizing lead α, and εq the energy associated
with lead level q.
The initial publications utilizing the LDDL scheme
presented various pieces of evidence that it offers a viable
way for describing nonequilibrium steady-state transport
in quantum impurity models. References [12–16] used it
as a starting point for analytical methods like pertur-
bative and mean-field approaches or the coupled cluster
method in superoperator representations. In these mod-
els, the driving rates occurring in the Lindblad equa-
tion were viewed as phenomenological parameters, and
we adopt the same point of view here. We note, though,
that it should be possible to formally derive these driv-
ing rates using the reaction coordinate method [23–25].
In Refs. [17–19] the LDDL Lindblad equation was eval-
uated based on a method established in Ref. [26]. More
recently, Refs. [20–22] presented an alternative version of
the LDDL approach based on a fit procedure for the Lind-
blad coefficients. Ideas similar to the LDDL approach
have also been applied in the context of spin transport
in quantum chains [27–30]. Furthermore, in close rela-
tion to the LDDL scheme, Refs. [31 and 32] suggest the
use of discrete modes coupled to a continuum bath to
explore analogues of quantum transport in experimental
devices that actually have a reduced number of degrees
of freedom.
The LDDL approach relies on a decomposition of the
bath into a discrete part coupled to the impurity in which
many-body effects can be considered, and a continuous
remainder which reduces finite-size effects. The same
idea also forms the basis of the embedded-cluster approx-
imation [33–35].
Our own long-term interests lie in using the LDDL
scheme as starting point for numerical computations that
seek to solve the Liouville equation for the many-body
density matrix of the system S using MPS methods.
Compared to standard equilibrium calculations, where
one deals with many-body quantum states, solving the
Liouville equation would involve calculating many-body
density matrices, and hence be computationally more de-
manding. Nevertheless, we believe this to be worth the
additional effort, because of the direct, explicit way in
which the LDDL scheme addresses the open-system re-
quirement (iii). Moreover, there has been much recent
progress in MPS-based approaches for solving Liouville
equations describing open quantum systems [27, 36–43],
some of which seem directly suitable for tackling the
Lindblad equation arising in the LDDL scheme. In par-
ticular, already in 2009, transport in spin chains was de-
scribed using a matrix product operator (MPO) ansatz
combined with Lindblad reservoirs [27]. More recently,
an LDDL scheme together with MPOs was used to in-
vestigate the nonequilibrium properties of an Anderson
impurity [22].
In the present paper, which is intended to set the stage
for such future MPS-based works, we address three pre-
liminary but important general questions. (i) How should
the Lindblad rates in the LDDL scheme be chosen in or-
der to properly recover the continuum limit? (ii) Is it
possible to formulate the Lindblad driving terms in such
a way that they remain local when the leads are mapped
to chains with local Hamiltonian dynamics? (iii) Can
the LDDL scheme be used in conjunction with the loga-
rithmic discretization of lead states needed for the explo-
ration of exponentially small energy scales? Questions (i)
and (ii) can actually be addressed fully in the context of
purely non-interacting quantum impurity models. The
reason is that for any quantum impurity model, with or
without local interactions, the lead properties needed to
specify the steady-state dynamics are fully encoded in the
bare (i.e., with zero lead-impurity coupling) steady-state
correlators of that linear combination of lead operators
that couples to the impurity.
To answer question (i), it suffices to identify the Lind-
blad driving conditions that reproduce the bare steady-
state correlators known for continuum leads. Our main
conclusion in this regard is, perhaps not surprisingly, that
the broadening of the discretized levels generated by the
Lindblad driving should be such that the resulting level
width for each level is comparable to the level spacing to
neighboring lead levels. This result is consistent with the
conclusions of previous works utilizing the LDDL scheme,
in particular in Ref. [12], which also addressed the ques-
3tion of how to recover the continuum limit. Questions (ii)
and (iii) have not received much attention previously. We
conclude that both can be answered affirmatively, thus
opening the door towards treating LDDL systems using
MPS-based methods in the near future.
The rest of this paper is organized as follows: first, con-
sidering a completely generic quadratic Lindblad equa-
tion (Sec. II), we present a simple derivation of analytical
formulas for the system’s steady-state correlators. This
reproduces results found previously using rather more
elaborate methods involving superoperators [20, 21]. The
derivation offered here is so elementary that we believe
it to be of general interest (also beyond the context
of quantum impurity models). Second, we use these
results to obtain analytical expressions for the steady-
state lead correlators. These allow us to identify the
choice of Lindblad parameters that ensures that the leads
within the LDDL scheme become equivalent to thermal
reservoirs in the continuum limit, thus answering ques-
tion (i) (Sec. III B and III C). As an explicit example of
a non-interacting impurity model, where the full Liou-
ville equation can be solved analytically, we study the
nonequilibrium resonant level model (RLM) in some de-
tail (Sec. III D and III E). The results obtained by our ele-
mentary treatment are consistent with the ones obtained
previously for this model using the superoperator for-
malism [12] and instructively illustrate under what condi-
tions the continuum limit is recovered. Sections IV and V
are devoted to questions (ii) and (iii) regarding local
Lindblad driving and logarithmic discretization, respec-
tively. Section VI summarizes our conclusions. Finally,
Appendix A discusses some details arising in the con-
text of logarithmic discretization, and in Appendix B, a
fermionic version of the quantum regression theorem is
derived.
II. GREEN’S FUNCTIONS IN THE LINDBLAD
APPROACH
In this section we introduce Green’s functions for sys-
tems that evolve in time under Lindbladian dynamics.
For quadratic systems we derive closed expressions for
the steady-state Green’s functions. This section, there-
fore, is not restricted to impurity models, but the formu-
las derived for quadratic models lay the foundation for
an analytical exploration of the LDDL scheme presented
in Secs. III-V.
A. The Lindblad equation
Consider a system S linearly coupled to a large reser-
voir R which together form a closed quantum system with
Hamiltonian dynamics described by the full Hamiltonian
of system and reservoir, Hfull. Equal-time expectation
values are defined by
〈A(t)〉 = trS,R (A(t) ρfull) = trS,R (Aρfull(t)) , (1)
where A acts on the system S, and the time evolution
of A(t) and of the full density matrix ρfull(t) is given by
(with ~ = 1)
A(t) = eiHfulltAe−iHfullt , (2a)
ρfull(t) = e
−iHfullt ρfull eiHfullt . (2b)
Two-point correlators for operators A and C acting on S
are defined as
〈A(t)C〉 = trS,R (A(t)C ρfull) = trS,R (A%C,full(t)) ,
(3a)
〈CA(t)〉 = trS,R (A(t)ρfullC) = trS,R
(
A%′C,full(t)
)
,
(3b)
where the C-dependent auxiliary operators %C,full(t) and
%′C,full(t) are defined by
%C,full(t = 0) = Cρfull , %
′
C,full(t = 0) = ρfullC , (4a)
%
(′)
C,full(t) = e
−iHfullt %(′)C,full e
iHfullt . (4b)
If the reservoir R is Markovian, its degrees of freedom
can be traced out using quite general assumptions [44].
The resulting equation for the time evolution of the re-
duced density matrix of system S, ρ(t) = trR(ρfull(t)),
known as Lindblad equation [45, 46], can always be writ-
ten in the form [44, 47]
ρ˙(t) = Lρ(t) = −i [H, ρ(t)] +Dρ(t) , (5a)
Dρ(t) =
∑
m
(
2Jmρ(t)J
†
m −
{
J†mJm, ρ(t)
})
. (5b)
The unitary operator H describes the Hamiltonian part
of the dynamics. It is not necessarily equal to that part
of the original full Hamiltonian that acts on system S,
but can contain additional Lamb shifts [cf. Eq. (11) be-
low]. Dρ(t) describes the dissipative part of the time
evolution. The so-called Lindblad operators J act on
system S and are unconstrained otherwise, e.g., are not
normalized. Note that the Lindblad equation is only valid
for t > 0 . By construction, it preserves the positivity and
the trace of the density matrix.
B. Steady-state Green’s functions for quadratic
models
For a system with quadratic Hamiltonian governed by
Lindbladian dynamics with linear Lindblad operators, it
is possible to find closed expressions for steady-state cor-
relation functions, see Eqs. (17) and (25) below. For
example, in Refs. [20 and 21], they were derived using
superoperators. Here, we offer a simple complementary
derivation which utilizes only elementary definitions.
4Our starting point is a quadratic system S coupled
linearly to a quadratic reservoir R. We write the Hamil-
tonian of system S as
H =
∑
mn
hmnL
†
mLn , (6)
with
{
Lm, L
†
n
}
= δmn, {Lm, Ln} = 0. The operators
L
(†)
m will act as normalized Lindblad operators later on.
Furthermore, in contrast to the operators J
(†)
m in Eq. (5),
we now distinguish explicitly between annihilation (Lm)
and creation operators (L†m). To fully characterize the
system’s nonequilibrium steady-state (NESS) physics, we
will be interested in the retarded, advanced and Keldysh
Green’s functions of S in the steady state [48, 49],
GR/A/K(t), and their Fourier transforms, GR/A/K(ω), de-
fined as follows:
GRmn(t) =− i θ(t) 〈
{
Lm(t), L
†
n
}〉
NESS
, (7a)
GAmn(t) = i θ(−t) 〈
{
Lm(t), L
†
n
}〉
NESS
, (7b)
GKmn(t) =− i 〈
[
Lm(t), L
†
n
]〉
NESS
, (7c)
GR/A/Kmn (ω) =
∫ ∞
−∞
dt eiωtGR/A/Kmn (t) , (7d)
with θ(t) the Heaviside step function. Since the steady
state is translationally invariant in time, these Green’s
functions satisfy the relations
GR/A(ω) = GA/R†(ω), GK(t) = −GK†(−t) , (8)
where matrix notation is understood.
Formally, these correlators can be evaluated by inte-
grating out the reservoir R, leading to the following ex-
pressions:
GRexact(ω) =
(
ω − h− ΣRexact(ω)
)−1
, (9a)
GKexact(ω) = G
R
exact(ω)Σ
K
exact(ω)G
A
exact(ω) (9b)
These express the effect of R on S fully in terms of
the retarded and Keldysh component of the self-energy
Σ
R/K
exact(ω), in which all information about the reservoir is
encoded. While for interacting systems the self-energy
will contain additional terms due to the interaction, for
quadratic systems Σ
R/K
exact(ω) simply describes the hy-
bridization between system S and reservoir R and can
therefore be calculated explicitly.
Here, we are interested in the less complete description
that results from making Markovian approximations in
treating the reservoir and encoding its effects only at the
level of a Liouville equation for the system density ma-
trix ρ. For a fully quadratic system, the most general
form of the resulting Lindblad equation is
ρ˙(t) = −i[H˜, ρ(t)]
+
∑
mn
Λ(1)mn
(
2Lnρ(t)L
†
m −
{
L†mLn, ρ(t)
})
+
∑
mn
Λ(2)mn
(
2L†mρ(t)Ln −
{
LnL
†
m, ρ(t)
})
, (10)
where the matrices Λ(1,2) are Hermitian and positive.
The effective Hamiltonian of the system,
H˜ =
∑
mn
h˜mnL
†
mLn =
∑
mn
(
hmn + ∆
Lamb
mn
)
L†mLn (11)
contains the Lamb shift ∆Lamb corresponding to an ef-
fective shift of the energies of the lead levels due to the
traced-out reservoirs.
Let us now look at the time dependence of equal-
time expectation values 〈A(t)〉. Tracing out the reservoir
in Eq. (1) yields 〈A(t)〉 = trS (Aρ(t)), where the time-
evolution of the density matrix ρ(t) = trR (ρfull(t)) of the
system S is now given by the Lindblad equation (10) .
Using Eq. (10) and the cyclicity of the trace, the time-
evolution of equal-time expectation values is given by
i
d
dt
〈A(t)〉 = 〈[A, H˜](t)〉
+ i
∑
mn
Λ(1)mn 〈
(
2L†mALn −
{
A,L†mLn
})
(t)〉
+ i
∑
mn
Λ(2)mn 〈
(
2LnAL
†
m −
{
A,LnL
†
m
})
(t)〉 (12)
where each argument t refers to the full operator enclosed
in the foregoing brackets.
Next we turn to correlators of the form (3). Trac-
ing out the reservoir yields 〈A(t)C〉 = trS (A%C(t)) with
%C(t) = trR(%C,full(t)). Although %C,full(t) and ρfull(t)
have the same Hamiltonian dynamics, the Liouville equa-
tion for %C(t) after tracing out the reservoirs differs by
sign factors from that of ρ(t). This is due to the fact
that the operator C in Eq. (4a) contains an odd number
of fermionic operators, so that the standard version of the
quantum regression theorem[44, 47], which assumes C to
be bosonic, does not apply. The fermionic version of this
theorem, proven in Appendix B, leads to the following
time evolution for %C(t):
%˙C(t) = −i[H˜, %C(t)]
+
∑
mn
Λ(1)mn
(
ζ 2Ln%C(t)L
†
m −
{
L†mLn, %C(t)
})
+
∑
mn
Λ(2)mn
(
ζ 2L†m%C(t)Ln −
{
LnL
†
m, %C(t)
})
, (13)
with ζ = +1(−1) if C contains an even (odd) number
of fermion operators. Using (13) and the cyclicity of the
trace, one obtains the following equation for t > 0
i
d
dt
〈A(t)C〉 = 〈[A, H˜](t)C〉
+ i
∑
mn
Λ(1)mn 〈
(
ζ 2L†mALn −
{
A,L†mLn
})
(t)C〉
+ i
∑
mn
Λ(2)mn 〈
(
ζ 2LnAL
†
m −
{
A,LnL
†
m
})
(t)C〉 . (14)
Analogously, the time dependence of 〈CA(t)〉 can be
obtained using 〈CA(t)〉 = tr (A%′C(t)), where %′C = %C
has the same dynamics as %C , which is given in Eq. (13).
5Starting from Eq. (14) and the analogous equation for
〈CA(t)〉 it is straightforward to set up the equations of
motion for nonequilibrium Green’s functions. The defini-
tions (7a)-(7d) hold for the full system with Hamiltonian
dynamics before tracing out the reservoir R. Therefore,
they are valid for positive and negative times t. However,
the derivation of the Lindblad equation assumes t > 0.
Thus, we will use it to evaluate GR(t) and GK(t) only for
positive times and then use the general relations (8) to
obtain results for negative times.
For the equation of motion of the retarded Green’s
function (7a), one obtains
i
d
dt
GRmn(t) = δ(t)δmn +
∑
k
(
h˜mk − iΛ(+)mk
)
GRkn(t) , (15)
where we defined
Λ(±) = Λ(1) ± Λ(2) . (16)
Fourier transforming we obtain as final result in matrix
notation:
GR(ω) =
(
ω − h˜+ iΛ(+)
)−1
. (17)
The equation of motion of GK(t) for t > 0 is given, via
Eq. (14) and the corresponding equation for 〈CA(t)〉, by
i
d
dt
GK(t) =
(
h˜− iΛ(+)
)
GK(t) , (t > 0) , (18)
with the formal solution
GK(t) = exp
(
−ih˜t− Λ(+)t
)
GK(0) , (t > 0). (19)
For negative times, we use Eq. (8) to obtain
GK(t) =GK(0) exp
(
−ih˜t+ Λ(+)t
)
, (t < 0). (20)
To find an expression for GK(0), we rewrite it as
GK(0) = i1− 2iP (0) , Pmn(t) = 〈Lm(t)L†n(t)〉NESS .
(21)
Since Pmn(t) is an equal-time expectation value, its time
evolution is described by Eq. (12). Its time derivative is
zero in the steady state because then equal-time expec-
tation values are stationary. This implies
0 = i
d
dt
P (t) =
[
h˜, P (t)
]
− i
{
Λ(+), P (t)
}
+ 2iΛ(1) .
(22)
Evaluated at t = 0, this is equivalent to
2Λ(−) =
[
GK(0), h˜
]
+ i
{
Λ(+),GK(0)
}
. (23)
Equation (23) is an implicit relation for GK(0). Calcu-
lating the Keldysh Green’s function in Fourier space we
use Eq. (19) for t > 0 and Eq. (20) for t < 0:
GK(ω) =
∫ ∞
−∞
dt eiωtGK(t)
= i
(
ω − h˜+ iΛ(+)
)−1
GK(0)− iGK(0)
(
ω − h˜− iΛ(+)
)−1
= i
(
ω − h˜+ iΛ(+)
)−1 [
GK(0)
(
ω − h˜− iΛ(+)
)
−
(
ω − h˜+ iΛ(+)
)
GK(0)
] (
ω − h˜− iΛ(+)
)−1
=− i
(
ω − h˜+ iΛ(+)
)−1
2Λ(−)
(
ω − h˜− iΛ(+)
)−1
,
(24)
where we made use of Eq. (23) in the last step. Compar-
ing this with our result for the retarded Green’s function
(17) we get as the final result for the Keldysh Green’s
function
GK(ω) =− iGR(ω) 2Λ(−)GA(ω) , (25)
where we exploited the Hermiticity of Λ(+).
Let us now compare the results of the Lindblad ap-
proach for GR(ω) and GK(ω), Eqs. (17) and (25), to
those of an exact treatment of the full Hamiltonian dy-
namics, Eqs. (9a) and (9b). We observe that the re-
tarded and Keldysh components of the self-energy, which
in the present context of quadratic models describe the
hybridization between system S and reservoir R, are re-
placed by the Lindblad driving rates:
ΣRexact(ω)
Lindblad→ ∆Lamb − iΛ(+) , (26a)
ΣKexact(ω)
Lindblad→ −2iΛ(−) . (26b)
Of course, the matrices Λ(±) are independent of ω and,
therefore, a finite number of Lindblad operators cannot
capture the full ω-dependence of a continuous self-energy
Σexact(ω) in general. Nevertheless, for quantum impurity
models, it will in fact be possible to capture all relevant
information from the reservoirs in terms of suitably cho-
sen Lindblad rates.
In thermal equilibrium, ΣKexact(ω) and Σ
R
exact(ω) are
linked via the fluctuation-dissipation theorem [49]:
ΣKexact(ω) = 2i (1− 2f(ω)) Im
(
ΣRexact(ω)
)
, (27)
with f(ω) being the Fermi distribution function. Hence,
if the Lindblad reservoirs are used to thermalize a sys-
tem, the ratio of the two matrices Λ(±) has to encode the
details of the occupation numbers as will be elaborated
below, see Eq. (39). Let us stress, however, that due to
the fact that a finite number of Lindblad operators can-
not describe the full ω-dependence of the self-energy, the
fluctuation-dissipation theorem is, in general, not obeyed
in the Lindblad approach.
Equations (17) and (25) are the main results of this
section. They allow steady-state Green’s functions for
6quadratic models characterized by a Lindblad equation
to be calculated by simply evaluating matrix equations.
These formulas have been found before [20, 21] using a
superoperator representation. Our derivation has the in-
structive feature of using only the basic definitions and
relations of a Lindblad system together with the defini-
tions of the Green’s functions and their time evolution.
III. A LINDBLAD APPROACH TO IMPURITY
MODELS
Let us now turn to impurity models. We consider
models which consist of an arbitrary impurity coupled
to different noninteracting fermionic leads, labeled by α.
For convenience, we will include the spin index into the
channel index α. For two spinful channels, for exam-
ple, α ∈ {L ↑, L ↓, R ↑, R ↓}, where L and R denote
the left and right channels, respectively. Our aim is the
correct description of all impurity properties in steady-
state nonequilibrium that arises when different leads are
held at different but fixed temperatures or chemical po-
tentials. We consider a Lindblad approach suitable for
such systems and, using the formulas for Green’s func-
tions from the previous section, we will explain in which
limits our Lindblad approach reproduces the correct im-
purity physics. The same Lindblad equation has been
suggested and used in Refs. [12–17]. We revisit it here
to analyze explicitly in which limits the Lindblad equa-
tion reproduces an exact representation of a continuous
reservoir, and to gain a deeper understanding of the re-
sulting hybridization. This will be helpful in finding a
local setup for MPS-based methods in Sec. IV.
A. Hamiltonian for impurity and leads
The Hamiltonian of system S consisting of an impurity,
leads, and impurity-lead-hybridization is given by
H =Himp +Hlead +Hhyb . (28)
The impurity Hamiltonian Himp does not contain lead
operators, but is otherwise arbitrary. In particular, Himp
does not need to be a quadratic Hamiltonian but can
contain interactions. Hlead represents the noninteracting
leads
Hlead =
∑
αk
εαkc
†
αkcαk =
∑
q
εqc
†
qcq , (29)
where q = {α, k} is a composite index. If i = 1 . . .Md
discrete impurity levels couple linearly to these fermionic
leads, the general form of the hybridization between the
impurity and the leads is given by
Hhyb =
Md∑
i=1
∑
q
(
viq d
†
i cq + h.c.
)
. (30)
It is well-known that for quantum impurity models all
lead properties relevant for determining the impurity self-
energy are encoded in the so-called hybridization func-
tion, a matrix of dimension Md which for one lead α is
given by
∆
R/K
ij,α (ω) =
∑
k
viqv
∗
jq g
R/K
qq (ω) . (31a)
Here gR/Kqq (ω) is the bare Green’s function of lead level
q in the absence of the coupling to the impurity. For
the retarded component it suffices to consider only its
imaginary part,
Γij,α(ω) = −Im
(
∆Rij,α(ω)
)
, (31b)
since its real part can be deduced from the Kramers-
Kronig relation. Let us also define the total hybridization
∆
R/K
ij (ω) =
∑
α
∆
R/K
ij,α (ω) , Γij(ω) =
∑
α
Γij,α(ω) .
(32)
By definition, quantum impurity models assume contin-
uous leads (CL), i.e. they assume the spectrum of lead
excitations εq to form a continuum. The bare lead corre-
lators are assumed to describe thermal leads and hence
have the well-known form
gRqq;CL(ω) = (ω − εq + i)−1 , (33a)
gKqq;CL(ω) =− 2i (1− 2fα(ω))pi δ(ω − εq) . (33b)
Here fα(ω) =
[
e(ω−µα)/Tα + 1
]−1
is the Fermi function
for decoupled lead α at temperature Tα and chemical
potential µα. (When the energy argument of the Fermi
function is discrete, as in fα(εq), its index α will be un-
derstood to be the same as in q = {α, k}.) In Eq. (33b),
we introduced the abbreviation
δ(ω − εq) = /pi
(ω − εq)2 + 2
, (34)
which we will use henceforth for a normalized Lorentz
function of width . When taking the continuum limit,
the order of limits is such that the level spacing is sent
to zero first, followed by taking  to zero. Thus, in the
above Eqs. (33) and (34),  is an infinitesimal parameter,
so that δ(ω − εq) becomes a true Dirac delta function.
B. Lindblad equation for impurity models
The goal of the LDDL scheme is to mimic the CL de-
scription as well as possible while using a finite number
of discrete lead levels. [The index q is thus understood
to be discrete within the context of the discrete leads
(DL) in the LDDL scheme, and continuous only when
referring to CL expressions.] However, a finite num-
ber of discrete lead levels is only capable of describing
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FIG. 1. Schematic depiction of the model for two physical
leads α = {L,R}. Each lead level q couples to the impurity
level i with coupling strength viq. The reservoir R = RL+RR
consists of one Lindblad reservoir Rq for each lead level q,
whose Lindblad driving rate is chosen such that it tends to
drive that level’s occupancy towards fα(εq) (though a small
deviation from the latter will be induced by the level-dot cou-
pling, see Sec. III E for details). The value of fα(εq) is symbol-
ized by the degree of filling of the corresponding open circle.
The occupation numbers for the left and right leads differ for
a system in nonequilibrium.
steady-state nonequilibrium if some dissipative dynam-
ics is introduced that ensures that the level occupancies
Nq;DL(t) = 〈c†qcq〉 are driven towards the values fα(εq)
characteristic for the bare, uncoupled leads. The LDDL
scheme achieves this by coupling each physical lead level
q to one auxiliary reservoir Rq, as depicted in Fig. 1,
whose properties are tuned such that the dissipative dy-
namics of the reservoir-level system (without impurity)
drives Nq;DL(t) towards the desired value:
lim
t→∞Nq;DL(t) = fα(εq) . (35)
Technically, we imagine tracing out the auxiliary reser-
voirs and describing their effects on the discrete levels
of the discretized leads using suitably chosen Lindblad
terms in a Liouville equation for the system S consist-
ing of impurity plus physical leads. Note that it is not
possible to use Lindblad terms to describe the dissipative
effects of leads directly coupled to the impurity, because
this coupling can be strong, so that the leads cannot be
treated as a Markovian bath. In contrast, as will become
clear later (see Secs. III C and III E), the couplings be-
tween the proposed Lindblad reservoirs and the lead lev-
els go to zero in the continuum limit of infinitely many
lead levels q. In this case, the approximations made to
obtain the Lindblad equation are justified.
We now specify the Lindblad dynamics intended to
ensure that the occupation of the lead levels is driven to-
wards the steady-state values of Nq;DL(t→∞) = fα(εq).
To this end, we first look at one lead level q without cou-
pling to the impurity (Hq = εqc
†
qcq) but coupled to its
Lindblad reservoir Rq. The dissipative terms in the Li-
ouville equation are of the form
Dρ(t) =λ(1)q
(
2cqρ(t)c
†
q −
{
c†qcq, ρ(t)
})
+λ(2)q
(
2c†qρ(t)cq −
{
cqc
†
q, ρ(t)
})
, (36)
where λ
(1,2)
q is the only entry of the matrix Λ(1,2), which
in the present context is a 1× 1 matrix.
In this case, Eq. (12) (without Lambshift) can be used
to determine the time evolution of the occupation num-
ber Nq;DL(t):
d
dt
Nq;DL(t) = 2λ
(2)
q − 2
(
λ(1)q + λ
(2)
q
)
Nq;DL(t) . (37)
The resultant steady-state value of Nq;DL(t) is given by
lim
t→∞Nq;DL(t) =
λ
(2)
q
λ
(1)
q + λ
(2)
q
. (38)
The requirement in Eq. (35), therefore, leads to
λ(1)q = γq (1− fα(εq)) and λ(2)q = γqfα(εq) . (39)
Here, γq is an overall constant on the right-hand side of
Eq. (37), showing explicitly that γq sets the time scale
needed to reach the steady state. The same result has
been found previously [12] using a super-fermionic repre-
sentation. Equation (39) has a structure reminiscent of
the fluctuation-dissipation theorem (27), with ΣR/K(ω)
replaced by (26) and fα(ω) replaced by fα(εq). This anal-
ogy illustrates the limitation of the Lindblad approach
due to the finite number of Lindblad operators: while the
fluctuation-dissipation theorem contains the full Fermi
function fα(ω), the Lindblad approach contains only the
value at one single frequency, fα(εq). The fluctuation-
dissipation theorem is, therefore, not obeyed by the Lind-
blad approach in general. Note also that the observation
that γq sets the relevant time scale in this context is con-
sistent with the fact that γq plays the role of a decay rate
in the retarded Green’s function (17).
This result for a single level serves as motivation for
choosing the following Lindblad equation for the full
quantum impurity system within the LDDL approach:
ρ˙(t) = −i [H, ρ(t)]
+
∑
q
γq
[
(1− fα(εq))
(
2cqρ(t)c
†
q −
{
c†qcq, ρ(t)
})
+fα(εq)
(
2c†qρ(t)cq −
{
cqc
†
q, ρ(t)
})]
. (40)
H is the Hamiltonian of system S, as defined in (28)-(30),
and the constants γq describe the total strength of the
Lindblad driving on the levels q.
The parameters γq in Eq. (40) are not yet fixed. In
principle, they can be deduced by using the reaction-
coordinate method [23–25] to find an effective represen-
tation of the decoupled leads in terms of a discrete set
of sites, each coupled to its own bath. To this end one
divides the support of the hybridization function into dif-
ferent energy intervals, Γ(ω) =
∑
q Γ
(0)
q (ω), and uses the
reaction coordinate method to replace each of the baths
Γ
(0)
q (ω) by a new lead level coupled to a new bath Γ
(1)
q (ω).
8One then traces out this new bath and finds the dissipa-
tive terms of the Lindblad equation (40), but with de-
rived values of γq. These turn out to be proportional to
the width (say δq) of the energy interval, represented by
level q, thus γq ∼ δq.
In this paper, we prefer to adopt a more phenomeno-
logical point of view, because for a future numerical treat-
ment of the Lindblad setup, it will be useful to be able to
treat γq as a set of phenomenological parameters. (For
example, in Sec. V, we will discuss a logarithmic dis-
cretization scheme for which the choice γq ∼ δq is not
ideal.) In this phenomenological view, the parameters γq
can be chosen in whichever way is convenient subject to
only one requirement: the resulting hybridization func-
tion ∆
R/K
ij,α must faithfully represent the original contin-
uum form defined in Eq. (31a). Since the hybridization
function (together with the impurity Hamiltonian Himp)
fully determines the impurity self-energy, this require-
ment suffices to yield the correct impurity dynamics.
The following subsections will be devoted to exploring
how this requirement can be met. Let us here briefly pre-
view our main conclusions. In subsection III C we argue
that the requirement can be fulfilled by choosing δq . γq,
while keeping γq somewhat smaller than all other phys-
ical energy scales. In the subsequent subsections III D
and III E we then illustrate these statements explicitly
within the context of the nonequilibrium resonant level
model. We find that considerable freedom of choice is
available regarding the relation of δq to γq.
Finally, let us note that the steady-state value of the
difference between the actual and desired occupancies of
lead level q, say δNq;DL = Nq;DL − fα(εq), will in gen-
eral not be zero, due to the coupling of that level to the
impurity. However, we will show in subsection III E that
one can achieve δNq;DL  1 by choosing δq  γq (for all
levels). This in effect corresponds to the continuum limit
of infinitely many lead levels with level spacing zero, in
which case the Lindblad equation (40) becomes an exact
representation of an arbitrary impurity coupled to con-
tinuous leads, with Fermi function occupations fα(ω).
However, we will argue that for the purposes of correctly
describing the hybridization function and hence the im-
purity dynamics it is actually sufficient and computa-
tionally much more practical to choose δq ' γq (i.e. to
fix their ratio to be of order unity).
C. Hybridization
To demonstrate the suitability of the Lindblad equa-
tion (40) it suffices to look at the hybridization functions
∆
R/K
ij,α (ω), which involve only the bare lead Green’s func-
tions g
R/K
qq (ω). The lead Hamiltonian (29) is quadratic
and the Lindblad operators in Eq. (40) linear. Indepen-
dent of whether or not the impurity contains interactions,
we can therefore use the methods established in Section II
to derive an expression for the hybridization functions
within the LDDL setup. We will compare these to the
form obtained when using CL expressions.
The matrix equations (17) and (25) for the lead level
q decoupled from the impurity but including a Lindblad
driving with diagonal matrices Λ
(±)
qq′ = δqq′λ
(±)
q yield the
following expressions for the discretized leads
gRqq;DL(ω) =
(
ω − εq + iλ(+)q
)−1
, (41a)
gKqq;DL(ω) =− 2i
λ
(−)
q
(ω − εq)2 + λ(+)q
2 . (41b)
Here we have
λ(+)q = γq, λ
(−)
q = γq (1− 2fα(εq)) (42a)
and therefore,
gRqq;DL(ω) = (ω − εq + iγq)−1 , (42b)
gKqq;DL(ω) =− 2i (1− 2fα(εq))pi δγq (ω − εq) , (42c)
where δγq (ω − εq) describes a Lorentz function of width
γq, as defined in Eq. (34).
Comparing g
R/K
qq (ω) from the Lindblad approach in
Eq. (42) to the corresponding expressions of the contin-
uous leads in Eq. (33), we note that they have precisely
the same structure, except that the Lindblad approach
introduces an additional broadening γq: the infinitesimal
broadening  in the retarded Green’s function of the con-
tinuous model, (33a), is replaced by a finite broadening
γq in the Lindblad result (42b). Similarly, the Keldysh
component (42c) contains a Lorentz peak of width γq in-
stead of the δ-peak in the result of the continuous model,
(33b). Note that the fact that the Fermi functions of
Eqs. (33b) and (42c) contain different arguments, is irrel-
evant because of the δ-function in Eq. (33b).
The hybridization ∆
R/K
ij,α;DL(ω) defined in (31a) in-
herits this broadening from the free Green’s functions
g
R/K
qq;DL(ω). Explicitly, in the Lindblad approach, the neg-
ative imaginary part of ∆Rij,α;DL(ω) is a sum over a finite
number of Lorentz peaks of width γq:
Γij,α;DL(ω) =
∑
k
viqv
∗
jq pi δγq (ω − εq) . (43)
In comparison, for standard continuous leads one obtains
a sum over an infinite number of infinitely sharp δ-peaks
Γij,α;CL(ω) =
∑
k
viqv
∗
jq pi δ(ω − εq) . (44)
(We use the notation
∑
k both when discussing the LDDL
approach and for continuous leads, taking it to be under-
stood that the continuum limit is implied for the latter,
but not the former.)
Comparing Eqs. (43) and (44), it becomes clear that
ΓDL(ω) will provide a faithful representation of ΓCL(ω)
9if two conditions are satisfied: (i) To correctly explore
the physical information encoded in ΓCL(ω), the level
spacings δq and driving rates γq have to be so small that
the characteristic spectral features of ΓCL(ω) are well re-
solved. (ii) To obtain a smooth function for ΓDL(ω),
free from discretization artifacts, the discrete peak widths
must be comparable to or larger than the level spacing,
δq . γq . (45)
Analogously, this also applies to the Keldysh component
of the hybridization function, ∆Kij,α(ω).
Let us illustrate this with an example. Consider a sin-
gle impurity level coupled to one lead with a continuum
hybridization function of the form
ΓCL(ω) =Γ0 θ(D − |ω|) . (46a)
All energies are expressed in units of the half-band
width D. For a continuous lead in thermal equilibrium
the Keldysh component ∆KCL(ω) is linked to its retarded
component by the fluctuation-dissipation theorem [49]
∆KCL(ω) =2i (1− 2f(ω)) Im
(
∆RCL(ω)
)
. (46b)
In Fig. 2 we show the hybridization function as ob-
tained in the Lindblad approach, which follows from in-
serting Eq. (42) into Eq. (31). This is done for a linear
lead discretization with level spacing δ and choosing the
prefactor of the Lindblad driving to be q-independent,
γq = γ. The black curve represents the exact continuum
hybridization (46). The larger γ, the more the Lorentz
peaks of Eq. (42) are broadened. If γ/δ becomes too
large, this leads to an unwanted smearing of the spectral
features. Not illustrated in the figure, but self-evident, is
the fact that this smearing can be systematically reduced
by reducing the level spacing. Thus, requirement (i) can
be met by choosing both δ and γ much smaller than the
relevant energy scales, here T , while requirement (ii) can
be met by choosing δ . γ.
Having illustrated both conditions (i) and (ii), let us
remark that for equilibrium situations, condition (ii) has
a different status than condition (i). Whereas (i) is es-
sential for getting the physics right, (ii) is needed only
if one is interested in obtaining spectral properties of
the impurity model, such as the local spectral function
Ad(ω) = −Im(GRdd(ω)), that are more or less free from
discretization artifacts. However, many physical observ-
ables, such as the linear conductance G = (∂J/∂V )|V=0
through the dot or the dot occupation Nd, can be ex-
pressed as spectral integrals over Ad(ω) [see Eqs. (56) and
(60a) below]. In such cases, there is no need to avoid dis-
cretization artifacts; in fact, when using the NRG to cal-
culate equilibrium spectral functions, it is routine prac-
tice to represent Ad(ω) as a Lehmann sum over infinitely
sharp δ-peaks. If necessary, it is also known empirically
how to smoothen such spectral functions [9, 50]. To cor-
respondingly calculate Ad;DL(ω) in equilibrium using the
LDDL approach, it would therefore be entirely possible
to choose γq  δq; though this would yield a result for
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FIG. 2. For a single lead with a continuum hybridization func-
tion as defined in Eq. (46), we plot the corresponding Lindblad
result based on Eq. (42) and the definition (31) for different
values of γ , which was chosen to be independent of q . A
linear discretization is used with M = 2D/δ lead levels for
a level spacing of δ = 0.1 . We need vk = v =
√
Γ0δ/pi to
ensure the correct continuum limit ∆CL(ω). The black curve
represents the continuum limit (46a) and (46b), respectively.
All energies are given in units of D.
Ad,DL(ω) bearing discretization artifacts, that would not
matter, because the function is integrated over anyway.
In contrast, for steady-state nonequilibrium, condi-
tion (ii) acquires additional importance, because then
the Lindblad driving rates are needed to stabilize the
nonequilibrium occupation functions in the leads within
the transport window. Technically, they must en-
sure that the Keldysh component of the hybridization
function (which in nonequilibrium is not fixed by the
fluctuation-dissipation theorem) is faithfully represented
as a smooth function in the transport window. To this
end, it is necessary to choose δq . γq within the trans-
port window; as will be illustrated by explicit examples
below, the choice δq ' γq actually suffices.
D. Green’s functions for the resonant level model
The hybridization function fully encapsulates all lead
properties that are relevant for the impurity physics.
Hence, the previous subsection constitutes a demonstra-
tion of the suitability of the suggested Lindblad equa-
tion in the context of quantum impurity models. As a
check, it is instructive to explicitly calculate the impurity
Green’s functions for a specific quadratic model within
the Lindblad approach using the methods established in
Section II. The results can be compared to the Green’s
functions deduced from standard Keldysh techniques us-
ing continuous thermal leads.
The simplest quadratic impurity model is the resonant
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level model (RLM) for spinless fermions,
Himp = εdc
†
dcd ,
Hhyb =
∑
αk
vαkc
†
dcαk + h.c. =
∑
q
vqc
†
dcq + h.c. ,
(47)
where the label d identifies the local level, thus Md = 1
in Eq. (30), and q again abbreviates all lead labels, q =
{αk}. The RLM in the LDDL scheme as well as its con-
tinuum limit have been discussed before [12] using super-
operators. We revisit it here as an illustrative example
of the Green’s function formalism derived in Section II
and to demonstrate once more how the broadening of the
Lindblad reservoirs enters the physics.
Because the RLM is quadratic, we can use equations
(17) and (25) for the full model including the impurity
and immediately write down matrix equations for the re-
tarded Green’s functions and the Keldysh Green’s func-
tions of the full system S. The lead-lead components of
the matrices Λ(+) and Λ(−) are diagonal, Λqq′ = δqq′λ
(±)
q ,
with the diagonal elements given by Eq. (42a). As there
is no Lindblad driving on the impurity, the matrix ele-
ments involving the local level are zero,
Λ
(±)
dd = Λ
(±)
dq = Λ
(±)
qd = 0 . (48)
We first look at the retarded Green’s function
GRmn(t) = −iθ(t) 〈
{
cm(t), c
†
n
}〉 with m,n ∈ {d, q}. The
matrix equation (17) can be rewritten as
1 =
(
ω − h+ iΛ(+)
)
GRDL(ω) . (49)
Writing out the dd, dq, qd and qq′ components of this
matrix equation separately and solving for the different
correlators one readily finds
GRdd;DL(ω) =
(
ω − εd −
∑
q
|vq|2
ω − εq + iγq
)−1
, (50a)
GRdq;DL(ω) =
(
GAqd;DL(ω)
)∗
=
vqG
R
dd;DL(ω)
ω − εq + iγq , (50b)
GRqq′;DL(ω) =
δqq′ + v
∗
qG
R
dq′;DL(ω)
ω − εq + iγq . (50c)
Equation (50a) is consistent with (42b), because the hy-
bridization function ∆RDL(ω) =
∑
q |vq|2gRqq;DL(ω) plays
the role of the impurity self-energy here.
Equation (25) for the Keldysh Green’s function
GKmn(t) = −i 〈
[
cm(t), c
†
n
]〉 simplifies due to the diagonal
structure of Λ(−), leading to
GKdd;DL(ω) = −i
∑
q
GRdq;DL(ω) 2λ
(−)
q G
A
qd;DL(ω)
= −2i |GRdd;DL(ω)|2
∑
q
(1− 2fα(εq)) |vq|2 pi δγq (ω − εq) ,
(51a)
GKqd;DL(ω)
= −i
∑
q′
GRqq′;DL(ω)2γq′ (1− 2fα′(εq′))GAq′d;DL(ω) ,
(51b)
GKqq′;DL(ω)
= −i
∑
q′′
GRqq′′(ω)2γq′′ (1− 2fα′′ (εq′′))GAq′′q′;DL(ω) ,
(51c)
where we used Eq. (50b). Analogous to GKdd;DL(ω) in
Eq. (51a) also GKqd;DL(ω) and G
K
qq;DL(ω) may be ex-
pressed in terms of GRdd;DL(ω) by inserting Eqs. (50) into
Eqs. (51b) and (51c).
Let us now compare the G
R/K
dd (ω) correlators derived
in the Lindblad formalism to the corresponding CL ex-
pressions. The latter are given by
GRdd;CL(ω) =
(
ω − εd −
∑
q
|vq|2
ω − εq + i
)−1
, (52)
GKdd;CL(ω) = 2i Im
(
GRdd;CL(ω)
)×∑
α
(1− 2fα(ω)) Γα;CL(ω)
ΓCL(ω)
(53a)
= − 2i |GRdd;CL(ω)|2
∑
q
(1− 2fα(εq)) |vq|2 pi δ(ω − εq) ,
(53b)
with Γα;CL(ω) defined in (44) and ΓCL(ω) =∑
α Γα;CL(ω). Again, in Eqs. (52) and (53), the contin-
uum limit is understood [as described below Eq. (34)].
Comparing (50a) with (52) and (51a) with (53), we see
explicitly that the LDDL approach reproduces the cor-
rect structure of the Green’s functions, but additionally
broadens the discrete lead levels to have a finite width
γq instead of an infinitesimal width . A similar state-
ment holds also for the G
R/K
qd (ω) and G
R/K
qq′ (ω) Green’s
functions.
E. Current and occupation functions for the
resonant level model
As examples of observables for the RLM, we now cal-
culate the current through the local level, and the occu-
pation number of the local level and the lead levels.
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1. Current
To determine an expression for the current through
the impurity, we calculate the time derivative of the dot
occupation number Nd = 〈c†dcd〉NESS using Eq. (12). This
derivative is, of course, zero, but one can identify the
contributions from the different leads, eN˙d = 0 =
∑
α Jα.
The contribution of the dissipative terms to N˙d vanishes
as there is no Lindblad driving on the impurity itself.
Therefore, with Hhyb;α =
∑
k vq c
†
dcq + h.c., we identify
Jα;DL = −ie 〈
[
c†dcd, Hhyb;α
]〉
NESS
= −ie
∑
k
(
vq 〈c†dcq〉NESS − v∗q 〈c†qcd〉NESS
)
= −e 1
4pi
∫
dω
∑
k
(
vqG
K
qd;DL(ω) + h.c.
)
. (54)
Assume now that we have two leads, α = {L,R},
and their hybridizations are multiples of each other,
Γα(ω) = aαΓ(ω) with aL + aR = 1 [51]. We choose the
discretization of both channels to be identical, εαk = εk.
This implies |vαk|2 = aα|vk|2 with |vk|2 = |vLk|2 + |vRk|2.
In this case, it is also appropriate to set γαk = γk.
Due to JL + JR = 0, we can define the current to be
J = JL = −JR = (aRJL − aLJR). Using Eqs. (50b),
(50c), and (51b), one then finds for the current (with ~
restored):
JDL = −4e
h
∫
dω
∑
k
|vk|2 pi δγk(ω − εk)aLaR
× (fL(εk)− fR(εk)) Im
(
GRdd;DL(ω)
)
. (55)
The corresponding result for continuous leads is given
by [52, 53]
JCL = −4e
h
∫
dω ΓCL(ω)aLaR
× (fL(ω)− fR(ω)) Im
(
GRdd,CL(ω)
)
. (56)
We have seen in Section III C that γk should scale with
the width of the energy interval δk. Therefore, in the
continuum limit of the LDDL approach, the widths
of the Lorentz peaks in Eq. (55), γk, go to zero. In
this case, we can replace fα(εk) by fα(ω) and identify∑
k |vk|2 pi δγk(ω − εk) = ΓDL(ω). Hence, in the contin-
uum limit, the current in the LDDL approach has the
same form as the standard CL description, while for a
finite number of lead levels we recover the broadening
effects discussed before.
Let us illustrate the LDDL current in Eq. (55) with
a few numerical examples and compare it to the exact
current given by Eq. (56). We consider a symmetric con-
tinuum hybridization
aL = aR =
1
2
, ΓCL(ω) = Γ0 θ(D − |ω|) (57a)
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FIG. 3. The current through the local level of the RLM
[Eq. (55)] with linearly discretized leads for several values of
the level spacing δ. The two panels show the same data, but
in the left panel as function of γ/δ and in the right panel
as function of γ/Γ0. This illustrates that the decrease in the
current for small values of γ is a discretization effect while the
decrease for large γ corresponds to an overdriving of the sys-
tem. The correct physics can only be obtained if δ . γ  Γ0.
with equal temperature and symmetrically applied volt-
age
TL = TR = T , V = (µL − µR) = 2µL . (57b)
The values chosen for the different parameters can be
found in the figures, where all energies are given in units
of D .
In Fig. 3 we analyze how the current through the local
level, as given in Eq. (55), depends on the strength of the
Lindblad driving. To this end, we discretize linearly with
level spacing δ and choose γk = γ to be q-independent.
In the left panel, the current is plotted as a function of
γ/δ. In this case, curves obtained with different level
spacing δ coincide for the decrease in current when γ/δ
decreases below' 1, indicating that this decrease is a dis-
cretization effect. Physically, it is obvious that if γ goes
to zero, the Lindblad driving will not be able to maintain
the occupation of the discretized lead levels at the val-
ues of their assigned Fermi functions. Analytically, the
decrease in the current can be explained as follows: in
Eq. (55) the current is expressed as an integral over the
product of two peaked functions [Im(GRdd;DL(ω)) and the
explicit sum over k], whose peak positions do not pre-
cisely coincide. Therefore, if the peaks become too nar-
row, the integral goes to zero. To avoid this drop, one
would have to broaden at least one of the two functions
by hand before calculating the integral or replace the sum
over k by its continuum limit, Γ(ω)(fL(ω)−fR(ω)). Such
a replacement would enable one, in principle, to use ar-
bitrarily small values of γ in Eq. (55) for the RLM. Note,
though, that it will not be possible to send γ → 0 in
Eq. (55) for more general models because a reliable cal-
culation of the nonequilibrium Green’s function GRdd(ω)
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FIG. 4. The current [Eq. (55)] for several different level spacings δ using linearly discretized leads and γq = δ as a function (a)
of voltage V , (b) temperature T , and (c) the level energy εd. For sufficiently small δ, the exact black curve, calculated from the
continuum limit of Eq. (56), is reproduced with a deviation of less than one percent. In (a), one can clearly see discretization
artifacts for δ = 10−2 and δ = 10−3, which vanish where δ/V gets small enough. Analogously, also in (b), it is apparent that
for larger temperatures T , larger level spacings δ can be used, while for small T small level spacings are needed.
will require γ to remain finite. While for the RLM, the
nonequilibrium retarded Green’s function is equal to its
equilibrium counterpart, this is not true in general. One
will therefore need a finite broadening, γ ' δ, to keep the
occupation numbers of the discrete lead levels close to
the corresponding Fermi distribution (see also Sec. III E)
while solving for the steady state of the Lindblad equa-
tion and thereby determining the true nonequilibrium
Green’s function.
The second panel shows the same data as a function of
γ/Γ0. Here, the different curves coincide for the decrease
in the current when γ/Γ0 increases past ' 1, illustrating
that this effect is an inherent property of the Lindblad
equation. It corresponds to an overdriving of the system,
i.e. the Lindblad reservoirs destroy the coherence and
hence suppress the current when γ & Γ0 .
If the ratio δ/Γ0 is small enough, a plateau for δ . γ 
Γ0 appears and the height of this plateau agrees well with
the exact current obtained from Keldysh calculations.
In total, the Lindblad driving rates γq must be small
compared to the physical energy scale Γ0 but larger or
comparable to the level spacing δq. On the other hand,
the level spacing δq has to resolve the energy scale Γ0,
δ . Γ0. Therefore, γq = δq should always be an appro-
priate choice and we will use this choice in the following
examples.
In Figs. 4(a)-(c) the value of γ is fixed to γ = δ and the
current is plotted as a function of voltage V , temperature
T , and level position εd, respectively. For small enough
level spacing, the deviation from the standard continuum
result represented by the black line is less than one per-
cent.
To be more specific, in Fig. 5, we show how the relative
error of the current scales with level spacing δ, using γk =
δ. Extrapolating the data points for small δ towards the
continuum limit δ → 0 using a linear fit yields an offset
of the order of 10−4, demonstrating that the suggested
Lindblad approach becomes exact in the continuum limit.
In order to properly reproduce the dependence of the
current on V , T , and Γ0, the choice of level spac-
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FIG. 5. Relative error of the current for the parameters of Fig.
4(c), at εd = 0. A linear fit, obtained from the data shown
in the inset, yields an offset smaller than 10−4, showing that
the LDDL scheme becomes exact in the continuum limit.
ing must satisfy certain conditions. These can be de-
duced by inspecting Eq. (55), which contains an integral
over the product of Im(GRdd;DL(ω)) and
∑
k |vk|2piδγk(ω−
εk)aLaR (fL(εk)− fR(εk)). For γ = δ, both these func-
tions are smooth. Evidently, δ must be small enough to
resolve the ω dependence of Gdd(ω) and Γ(ω). For the
RLM, this implies that δ  Γ0 is needed. The energy
scale on which (fL(εk)− fR(εk)) varies, is set by temper-
ature and voltage. First, consider the case that temper-
ature is the smallest physical energy scale, T  V,Γ0.
T sets the width of the Fermi function steps. Hence,
one might expect that δ . T is needed. However, δ . V
suffices. The reason is that the Fermi functions are multi-
plied by a smooth function, Im(GRdd(ω)), which varies on
an energy scale Γ0  T ; when integrated over, the result
is independent of T . Note that for V . T this temper-
ature independence is lost because then the two steps of
fL(ω) and fR(ω) are not well separated. Next consider
the case V  T,Γ0. Then (fL(ω)− fR(ω)) varies on
an energy scale given by temperature T , and the voltage
does not need to be resolved. Hence, in summary, δ has
to be chosen small enough to resolve all features of the
spectral function Im(GRdd(ω)) and the larger of the two
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energy scales V and T .
2. Occupation of local level
The current is an observable that illustrates the dy-
namics of the system. As an example of a static property,
we next consider the occupation number of the local level,
Nd = 〈c†dcd〉NESS. Using the Green’s functions (50a) and
(51a) it is given by
Nd;DL =
1
2
+
1
2i
GKdd;DL(0) =
1
2
+
1
4pii
∫
dωGKdd;DL(ω)
=
1
pi
∫
dω|GRdd;DL(ω)|2
∑
q
fα(εq)|vq|2 pi δγq (ω − εq) ,
(58)
where we exploited the sum rule
− 1
2pi
∫
dω|GRdd;DL(ω)|2
∑
q
|vq|2 pi δγq (ω − εq)
=
1
2pi
∫
dω Im
(
GRdd;DL(ω)
)
= −1
2
. (59)
The corresponding result for continuous thermal leads is
given by
Nd;CL =− 1
pi
∫
dω Im
(
GRdd;CL(ω)
)∑
α
fα(ω)
Γα;CL(ω)
ΓCL(ω)
(60a)
=
1
pi
∫
dω|GRdd;CL(ω)|2
∑
α
fα(εq)|vq|2 pi δ(ω − εq) .
(60b)
Analogously to the discussion of the current, the com-
parison of the Lindblad result (58) to (60b) reveals that
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FIG. 6. The occupation number of the local level for the RLM
in the Lindblad approach as given by Eq. (58), as function of a
symmetrically applied voltage. The discretization was chosen
to be linear with different values for the level spacing δ . The
black curve represents the continuum limit of Eq. (60). If the
level spacing δ is small enough compared to the voltage V ,
the exact result is recovered. For δ = 10−2, one can clearly
see discretization artifacts.
the LDDL approach in the continuum limit recovers the
standard result obtained using continuous thermal leads.
For a symmetric hybridization of the form (57), we il-
lustrate these formulas in Fig. 6 where we plot the occu-
pation of the local level given in (58) as function of volt-
age. The discretization is again chosen linear for both
leads and the Lindblad driving is set to the constant
value γq = γ = δ. Again, we find excellent agreement
with the continuum results if the level spacing is chosen
small enough.
3. Occupation of lead level
Finally, we discuss the steady-state occupation Nq;DL
of lead level q. Although our choice for the Lindblad driv-
ing rates [Eq. (39)] is designed to drive Nq;DL towards its
Fermi distribution value, Nq;DL actually differs slightly
from fα(εq), due to the coupling of level q to the im-
purity. Using Eqs. (50) and (51), the difference can be
calculated analogously to Eq. (58), with the result:
δNq;DL = Nq;DL − fα(εq) =
−
∫
dω
pi
|vq|2γq (1− 2fα(εq))
(ω − εq)2 + γ2q
Re
(
GRdd;DL(ω)
ω − εq + iγq
)
−
∫
dω
2pi
∑
q′
γq′ (1− 2fα′(εq′)) |vq|2|vq′ |2 |GRdd;DL(ω)|2(
(ω − εq)2 + γ2q
)(
(ω − εq′)2 + γ2q′
) .
(61)
For the symmetric two-channel RLM as defined in
Eq. (57), assuming that the parameters δq′ and γq′ (for
all q′) are much smaller than all other energy scales, and
δq′ . γq′ , this reduces to
δNq;DL ' −|vq|
2
2γq
Γ0 (fα(εq)− fα¯(εq))
(εq − εd)2 + Γ20
, (62)
with α¯ = R(L) if α = L(R). In this case, therefore,
the deviation is non-zero in the transport window where
fα 6= fα¯, and vanishes completely only for a system in
equilibrium.
Equation (61) is also true for more general impurity
models (with Gdd;DL(ω) depending on the precise form
of Himp). It can be shown that the scaling of δNq,DL
with |vq|2/γq found in Eq. (62) holds independent of the
form of the impurity, again assuming δq′ and γq′ small
enough and δq′ . γq. For typical impurity models, |vq|2
is a smooth function of q whose magnitude scales with
the size of the corresponding energy interval, |vq|2 ∼ δq.
Therefore, if one sends both δq and γq to zero while keep-
ing δq ' γq (i.e. fixing their ratio to be of order unity),
then δNq;DL does not vanish. This is depicted in panel
(a) of Fig. 7.
If one insists on having δNq;DL  1, one may achieve
this by choosing δq  γq (thus ensuring |vq|2/γq  1)
while keeping γq somewhat smaller than all other energy
scales. In fact, this corresponds to the order of limits used
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FIG. 7. The occupation numbers Nq;DL for the left and right
channels of a symmetric RLM as defined in Eq. (57), choos-
ing a linear discretization with level spacing δq = δ and q-
independent broadening γq = γ. In (a), we show Nq;DL for
several values of δ at a fixed ratio δ/γ = 1. If the level spac-
ing is small enough, the exact current is reproduced, although
Nq;DL deviates from the Fermi distribution by a non-zero
amount δNq;DL, which for small enough δ is given by Eq. (62).
In (b), γ is kept fixed at a value that can resolve the physi-
cal relevant energy scales (here Γ0 and V ) while δ is varied.
Reducing δ, Nq;DL approaches the Fermi distribution, but as
soon as δ becomes . γ the accuracy of JDL (taking JCL as
reference) does not improve.
to recover the case of continuous thermal leads: first the
level spacing is sent to zero and the number of lead levels
to infinity while keeping the level broadening fixed and
nonzero; and only subsequently the level broadening is
taken to be infinitesimally small – its only trace in the de-
scription of continuous leads is the infinitesimal damping
factor i in energy denominators, e.g. in Eq. (52). Thus,
for continuous leads one indeed has δNq;CL = 0, as de-
picted in panel (b) of Fig. 7. The physical reason for
this is that if the leads form a true continuum, i.e., the
width of each lead level is larger than the level spacing,
the effect of a single dot level on the occupation of each
individual lead level is negligibly small.
Note, however, that for numerical computations it
would be impractical to use δq  γq, since this would
require using many more lead levels than for the case
δq ' γq. Moreover, when one’s interest is focused only
on impurity properties, it is actually not necessary to
achieve δNq;DL  1: in that case, the precise value of
δNq;DL is irrelevant, as long as the hybridization func-
tion is represented faithfully and is smooth within the
transport window. Indeed, we have shown in Sec. III C
that this can be achieved when using δq ' γq, by sim-
ply taking both to be somewhat smaller than all other
physically relevant energy scales.
IV. LOCAL CHAIN REPRESENTATION OF
THE LINDBLAD EQUATION
The resonant level model is a quadratic model that can
be solved analytically. If the impurity contains interac-
tions and many-particle physics becomes relevant, one
can still use the suggested LDDL approach as it repro-
duces the correct bare hybridization function. However,
in general, the Lindblad equation cannot be solved for its
steady state analytically.
A versatile tool for numerical representations of many-
particle quantum states are the so-called matrix prod-
uct states (MPS) and matrix product operators (MPO)
[54]. Only recently the idea to solve Lindblad equa-
tions numerically based on MPS/MPO has gained at-
tention: One possibility is the explicit time-evolution
of the full density matrix [22, 37]. Alternatively, one
can step down from the level of density matrices to the
level of quantum states at the price of stochastic aver-
aging as in the stochastic quantum trajectory approach
[36, 40, 42, 43, 47, 55]. Which of the two methods is nu-
merically less expensive strongly depends on the model
and its specific parameters [56]. To avoid the explicit
time-evolution one can also target the steady state di-
rectly by solving ρ˙(t) = Lρ(t) = 0 [38, 39].
MPS/MPO methods presuppose models having the
structure of one-dimensional quantum chains. If we
would write our proposed Lindblad setup as a chain by
simply representing each level q = {αk} by one chain
site, this would result in a highly non-local model, in
which each and every chain site couples to the impu-
rity. This non-locality would render standard MPS/MPO
techniques, e.g. for the time-evolution of a state or op-
erator, numerically costly1. In this section, our goal is
therefore to reformulate our Lindblad scheme in such a
way that the Hamiltonian and the Lindblad driving terms
are local when the leads are represented by chains of the
type needed for MPS/MPO calculations, where ‘local’
means that the matrices h and Λ(1,2) only connect sites
on the chains that are very close to each other or are
diagonal all-together.
For equilibrium calculations, it is well-known from
NRG how to map the Hamiltonian of a non-interacting
discretized lead onto a chain in such a way that the result-
ing Hamiltonian is local [8, 9] using a unitary transforma-
tion of the form cq =
∑
l Uqlc
′
l. For our nonequilibrium
LDDL scheme, however, a problem arises: under such
a transformation the Lindblad matrices Λ(1,2) which in
our original formulation are local (Λ
(1,2)
qq′ = δqq′λ
(1,2)
q , i.e.
involving no driving terms that combine cq and c
†
q′ for
1 In specific contexts, the added costs of this non-locality may be
offset by lower entanglement, see Ref. [57]
15
q 6= q′), would become strongly non-local. The reason is
that the transformed Lindblad matrices,
Λ
′(1,2)
ll′ =
∑
q
U∗qlΛ
(1,2)
qq′ Uq′l′ , (63)
would not be diagonal, because the old Lindblad matrices
Λ(1,2), though diagonal, depend on q, e.g., due to the
dependence of the diagonal elements λ
(1,2)
q on the Fermi
function fα(εq).
This problem can be circumvented if the original Lind-
blad rates γq are q-independent. To this end, we will
formulate an equivalent new Lindblad equation that re-
produces the same hybridization function as the one sug-
gested in Sec. III, but is based on new Lindblad matrices
Λ˜(1,2) that are proportional to the identity matrix in their
q indices. They are thus not only local but also invariant
under arbitrary unitary transformations acting on the in-
dex q. This invariance makes it possible to map the leads
onto a chain on which the Hamiltonian is local, without
losing the locality of the dissipative Lindblad terms. We
will thus refer to the new scheme as ‘local setup’, and to
the original one as ‘non-local setup’. The cost for achiev-
ing locality is that each physical lead is replaced by two
auxiliary leads. However, depending on the precise form
of the impurity model, some linear combinations of aux-
iliary lead modes may decouple, thus lowering the cost
again.
Before presenting the technical details of the local
setup, let us describe its main idea. The Lindblad setup
we are aiming for must have Lindblad matrices Λ˜(1,2)
that are proportional to the identity matrix in their q in-
dices. They thus cannot contain any information about
Fermi functions. Moreover, the occupation number to-
wards which such matrices drive any level q is actually
independent of q [see Eq. (38)]. The levels in the local
scheme thus cannot correspond to physical levels; in-
stead, they have the status of auxiliary levels, and Fermi-
function information will have to be encoded in their cou-
pling strengths to the impurity. To see heuristically how
such a Lindblad driving can still be used to mimic ther-
mal leads, we note that a physical level with occupancy
fα(εq) is empty with probability 1−fα(εq) and filled with
probability fα(εq). Now, occupancies of empty or filled
are describable using q-independent diagonal Lindblad
matrices, at the cost of introducing a new index, η = 1
or 2, to distinguish the two cases. (The matrices Λ˜(1,2)
are then proportional to the identity in their q indices for
each η independently. When mapping the system onto a
chain the unitary transformation therefore must not mix
different η, but treat η = 1 and η = 2 as two independent
channels.) In the local setup we thus ‘double’ all levels:
each physical level q from the non-local setup, having en-
ergy εq and impurity coupling strength |viq|2, is replaced
by a pair of two auxiliary levels, q → {qη} with η ∈ {1, 2},
both with the same energy εq. We take the auxiliary level
with η = 1 to have coupling strength |viq|2[1 − fα(εq)]
while being Lindblad-driven towards occupancy zero, and
the auxiliary level with η = 2 to have coupling strength
|viq|2fα(εq) while being Lindblad-driven towards occu-
pancy one. This level-doubling construction is depicted
schematically in Figs. 8(a) and (b). As will be shown
below, the local setup leads to the same hybridization
function as the non-local one, and hence describes the
same impurity physics.
The Hamiltonian and Lindblad equation of the local
setup have the same structure as for the non-local one [cf.
Eqs. (28) to (30) and (40)], but with q replaced by {qη}
and making new choices for the couplings and Lindblad
driving rates. Explicitly, the Hamiltonian and impurity-
lead couplings now take the form
H = Hdot +
∑
qη
[
Md∑
i=1
(
v˜iqηd
†
i c˜qη + h. c.
)
+ εq c˜
†
qη c˜qη
]
,
(64)
v˜iq,η=1 = viq
√
(1− fα (εq)) , v˜iq,η=2 = viq
√
fα (εq) ,
(65)
As before, the Lindblad matrices are chosen diagonal,
with Λ˜
(1,2)
qη,q′η′ = δqq′δηη′ λ˜
(1,2)
qη and the Lindblad equation
reads
ρ˙(t) = −i
[
H˜, ρ(t)
]
+
∑
qη
[
λ˜(1)qη
(
2c˜qηρ(t)c˜
†
qη −
{
c˜†qη c˜qη, ρ(t)
})
+λ˜(2)qη
(
2c˜†qηρ(t)c˜qη −
{
c˜qη c˜
†
qη, ρ(t)
})]
. (66)
Since we want to drive the auxiliary levels with η =
1 (η = 2) towards occupancy zero (one), they should
be Lindblad-driven only by annihilation (creation) oper-
ators, respectively. Using the same Lindblad rates γq for
both, we thus choose
λ˜(1)qη = δη,1 γq, λ˜
(2)
qη = δη,2 γq. (67)
The rates λ˜
(±)
qη = λ˜
(1)
qη ± λ˜(2)qη are then given by
λ˜(+)qη = γq , (68a)
which is independent of η, and
λ˜(−)qη =
{
+γq , for η = 1
−γq , for η = 2 . (68b)
To see that the effect of the leads on the impurity is
indeed the same in the local and non-local schemes, we
note that level-doubling replaces the original hybridiza-
tion function, given by Eq. (31a), by
∆˜
R/K
ij,α (ω) =
∑
kη
v˜iqη v˜
∗
jqη g˜
R/K
qη,qη(ω) , (69)
where the correlators g˜
R/K
qη,qη(ω) are given by Eq. (41) with
q replaced by {qη} and λ(±) by λ˜(±). Eq. (69) yields
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expressions identically equal to the original hybridiza-
tion (31a). For the retarded component this follows from
∑
η
v˜iqη v˜
∗
jqη = viqv
∗
jq . (70a)
Similarly, the Keldysh component is the same as the orig-
inal one since
∑
η
λ˜(−)qη v˜iqη v˜
∗
jqη = λ
(−)
q viqv
∗
jq . (70b)
The last equation explicitly shows how, when passing
from the non-local to the local setup, the Fermi-function
information encoded in the Lindblad rates λ
(−)
q of the
former is shifted into the couplings v˜iqη of the latter.
This is illustrated schematically in Fig. 8(b).
For a uniform discretization in energy space, the rates
γq can be chosen independent of q. Hence, the level-
doubled Lindblad matrices Λ˜(1,2) for each η = 1, 2 are
separately proportional to the identity. Thus, they will
remain so under the linear transformations used to map
impurity models to quantum chains, provided that these
transformations do not mix the two ‘channels’ η = 1 and
η = 2. We have thus found what we were looking for:
an LDDL scheme reproducing the correct hybridization
with Lindblad driving terms that will remain local when
the leads are represented in terms of chains.
At first glance, the local setup comes at a high price,
namely twice as many lead levels as before, due to the
additional label η. This, however, is not the full truth:
for all levels with energies |εk − µα|  Tα, the value
of the Fermi function fα (εq) will be either one or zero.
Therefore, by Eq. (65) either v˜iq,η=1 or v˜iq,η=2 will van-
ish, implying that one of the two corresponding auxiliary
modes, with either η = 1 or 2, will decouple from the
impurity [indicated by grey shading in Fig. 8(b)]. Thus,
the number of impurity-coupled auxiliary levels in each
lead is actually equal to the number of original levels
throughout the energy ranges where the Fermi function
equals 1 or 0, and twice that number only in the inter-
mediate range that encompasses the step in fα(εk). In
particular, for T → 0, this intermediate range shrinks to
zero.
Moreover, the local setup results in a further major
simplification stemming from the fact that its Lindblad
rates λ˜(1,2) are independent of α: depending on the exact
form of the impurity and the coupling to the impurity,
certain linear combinations of auxiliary modes from dif-
ferent leads may decouple. We illustrate this for the case
of two spinless leads α = {L,R} coupled to one spinless
impurity level, using the same discretization for the two
leads, εαk = εk. For such a model, the index i = 1 = d
can be dropped in the coupling matrix elements. Hence,
we can combine the auxiliary modes {Lkη} and {Rkη}
en
er
gy
α=L        α=R           fL (εq )     η=1     η=2          fR (εq )     η=1    η=2              η=1    η=2       
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FIG. 8. Schematic depiction of the level-doubling construc-
tion scheme for two leads, α = L and R, assuming constant
values of viαk. (a) Original levels of the left and right leads,
described by c
(†)
αk operators. (b) After level doubling, each lead
α is represented by two sets of auxiliary levels, distinguished
by η = 1 and 2 and Lindblad-driven towards occupancy 0 and
1, respectively. These levels are described by c˜
(†)
αkη operators,
whose coupling strengths v˜iαkη (indicated by the width of the
horizontal lines) depend on the Fermi function fα(εq) of that
lead (depicted by smooth black curves). For η = 1 (or 2)
all those auxiliary levels decouple for which fα(εq) ≈ 1 (or
0), indicated by grey shading. (c) For a model involving just
a single impurity level, only certain linear combinations of L
and R auxiliary lead operators, the b˜
(†)
kη operators of Eq. (71a),
couple to the impurity; they are depicted here by double lines
representing the couplings v˜Lkη and v˜Rkη, with grey shading
indicating vanishing couplings.
by defining
b˜kη =
1√∑
α |v˜αkη|2
(v˜Lkη c˜Lkη + v˜Rkη c˜Rkη) , (71a)
b˜′kη =
1√∑
α |v˜αkη|2
(v˜Rkη c˜Lkη − v˜Lkη c˜Rkη) . (71b)
Only the b˜kη modes couple to the impurity, whereas the
b˜′kη modes do not. This is completely analogous to what
is done for such models in equilibrium calculations. In
nonequilibrium, however, where fL 6= fR, such a trans-
formation would not have been useful if performed in the
original non-local setup, because the original Lindblad
rates λ(1,2) actually depend on fα, so that transforming
them using (71) would generate a coupling between the
modes b˜kη and b˜
′
kη via the dissipative Lindblad terms. In
the local setup, however, where the λ˜(1,2) are indepen-
dent of α, no such coupling is generated, so that the b˜′kη
modes decouple altogether. We are thus left with only
two impurity-coupled auxiliary channels, with modes b˜k1
and b˜k2, but they have a completely different interpreta-
tion than the two physical leads from which we started,
with modes ckL and ckR. This is illustrated in Fig. 8(c):
it depicts the linear combinations b˜kη in Eq. (71) that
couple to the impurity using double lines. The modes
b˜′kη are omitted as they decouple from the model.
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Figs. 8(c) and 8(a) together nicely summarize the level
count of impurity-coupled auxiliary versus original lev-
els. Within the dynamical window, defined by the energy
range in which fL(εq) 6= fR(εq), the number of impurity-
coupled auxiliary lead levels in the local setup [Figs. 8(c)]
is the same as the number of physical lead levels in the
original non-local setup [Figs. 8(a)], corresponding to a
full two-channel calculation. Outside the dynamical win-
dow, where fL(εq) = fR(εq) = 1 (or 0), the auxiliary
levels corresponding to η = 1 (or 2) decouple from the
impurity (as indicated by grey shading), hence here the
number of impurity-coupled auxiliary levels equals half
the number of original levels. This reduction of levels is
easily understood considering that outside the dynamical
window we effectively have an equilibrium situation (in
that fL(εq) = fR(εq) there) and can therefore use the
same decoupling transformation as that used routinely
in equilibrium calculations. Note also that in the spe-
cial case of T = 0, the modes b˜kη within the dynamical
window are identical to either c˜Lkη or c˜Rkη.
Of course, such a decoupling of modes is not guar-
anteed to occur in general for multi-level models. For
example, it does not happen for a model with more than
one impurity level where each impurity level couples dif-
ferently to the leads.
The operators from the original non-local and new lo-
cal setups, cαk and c˜αkη, are obviously not related by
any unitary transformation (after all, they even differ
in number). Expressions for the currents into the leads
α therefore have to be found using the new Lindblad
equation in the local chain representation. Given the
fact that the lead index α is still a well-defined quan-
tity, this can straightforwardly be done by evaluating
eN˙d = 0 =
∑
α Jα analogously to Sec. III E, resulting
in expressions analogous to Eq. (54), with q → qη and∑
k →
∑
kη. For the above example of one spinless local
mode coupled to two spinless leads, the expectation val-
ues 〈c˜†αkηcd〉NESS needed for the evaluation of the current
can then be expressed in terms of 〈b˜†kηcd〉NESS:
〈c˜†αkηcd〉NESS =
1√∑
α |v˜αkη|2
v˜αkη 〈b˜†kηcd〉NESS , (72)
where we used the fact that the mode b˜′kη decouples from
the impurity level, 〈b˜′†kηcd〉NESS = 0.
For the RLM it is straightforward to verify that Eqs.
(17) and (25) yield the same results for GRdd(ω) and
GKdd(ω) when evaluated within the local setup as in the
original non-local setup [Eqs. (50a) and (51a)]. Analo-
gously, also the results for the current (55) and the oc-
cupation of the local level (58) can easily be reproduced.
Let us note that this concept of representing thermal
leads by “holes” and “particles” with couplings that de-
pend on the Fermi function has also be found using the
thermofield approach [58].
V. LOG-LINEAR DISCRETIZATION
In quantum impurity models it is often of great inter-
est to consider a wide range of different energy scales,
e. g. for models exhibiting Kondo physics. Within the
numerical renormalization group, one therefore uses a
logarithmic discretization, εk ∼ ±DΛ−k with Λ > 1.
This leads to a very efficient description of the renormal-
ization of impurity properties, since much fewer discrete
levels are needed to reach low energy scales than when
discretizing linearly. For such a logarithmic discretiza-
tion it is necessary to have an explicit energy reference,
the physics around which is resolved in greater detail. In
equilibrium, this reference point is defined by the chem-
ical potential. In contrast, in situations of steady-state
nonequilibrium, there is not one single Fermi edge, but
a dynamical window that needs to be described accu-
rately, defined by the energy range contributing to trans-
port. Within this window a logarithmic discretization
does not seem to be appropriate. Therefore a more flex-
ible discretization scheme is desirable [59–61]. Here, we
advocate the use of a ”log-linear” discretization scheme
which is linear within a window sufficiently large com-
pared to the dynamical window and logarithmic for en-
ergies outside this range, similar to the approach used
in Ref. [62]. The underlying rationale is that within the
dynamical window there is no energy scale separation.
Therefore, the discretization should not introduce any
artificial structure to the calculation, and thus be uni-
form. Here, we assume a symmetric setup and therefore
a symmetric range [−E∗, E∗] that is discretized linearly
with level spacing δlin, as depicted in Fig. 9.
We have argued above that the strength of the Lind-
blad driving γq for a given lead level should be compara-
ble to or larger than the width δq of the corresponding en-
ergy interval. Furthermore, γq needs to be q-independent
to permit the mapping onto a local chain that we sug-
gested in Sec. IV. This seems to be incompatible with the
logarithmic discretization scheme, since the latter fea-
tures energy intervals whose widths depend on q. Note,
though, that the logarithmically discretized regime by
construction describes excitations on energy scales much
larger than the energy scales on which transport takes
-D                            -E*     E*                             D
-DΛ-n                           E*- mδlin
                           DΛ-n      
FIG. 9. Sketch of the suggested discretization: the high-
energy intervals are discretized logarithmically, while a win-
dow [−E∗, E∗] large enough compared to the dynamical win-
dow is discretized linearly.
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FIG. 10. (a) and (b) show the current through the local level of the RLM as given by Eq. (55) using a discretization, which is
linear within the dynamical window [−E∗, E∗] and logarithmic outside as a function of E∗. In (a), the voltage is large compared
to temperature and the correct value for the current can only be obtained if E∗ & 1.2µL = −1.2µR . In (b), temperature is
larger than voltage and E∗ & 4T is needed. In (c), the occupation of the local level in the RLM as given by Eq. (58) is shown
as a function of the level position εd, again using the log-linear discretization. For εd & E∗ we see deviations from the CL
result, see Appendix A for details. For all three panels, Λ = 2 and we used γq = γ = δlin for the linear and the logarithmic
states. The number of lead levels is approximately given by Mlin = 2E
∗/δlin plus Mlog = −2log(E∗)/log(Λ).
place. These excitations are not affected by nonequi-
librium physics but are only involved in renormalization
effects, which (as we know from the success of NRG) are
well described even if these levels are not broadened at
all. In other words, the condition δq ' γq is not needed
for energy scales far outside the transport window, but
only for levels that are involved in dissipative effects. We
may thus use a Lindblad driving γq = γ = δlin for the
logarithmically discretized states as well, although this is
much smaller than the widths of the corresponding en-
ergy intervals. Note that this implies that, if one solves
the Lindblad equation numerically using time evolution
or some optimization scheme, the starting state should
be chosen close enough to the steady state (which for
the high-energy states means low enough in energy), be-
cause high-energy modes are barely damped. Also, as
mentioned earlier, the Lindblad driving does not need to
broaden the peak structure arising from the discretiza-
tion. If needed, this broadening of the discrete peak
structure can be done by hand after solving the Lindblad
equation, analogously to the broadening in equilibrium
NRG calculations [9, 50].
Below, we will discuss the implications of the choice
γq = γ = δlin within the RLM, bearing in mind a caveat:
for the RLM the nonequilibrium Green’s function GRdd(ω)
is equal to its equilibrium pendant, which is not true for
general interacting impurity models. Therefore, the RLM
does not allow a fully general check whether the choice
γq = γ = δlin is able to capture all nonequilibrium prop-
erties of the high-energy states occurring in this Green’s
function. This will be left for future studies.
In Figs. 10(a) and 10(b) we plot the current for the
spinless RLM as given in Eq. (55) again using the sym-
metric setup defined in (57) with the same discretization
for both leads. Here, however, we use the suggested dis-
cretization with energy intervals [±Λ−(n−1),±Λ−n] for
n = 1 . . . Nlog, where Nlog is defined by Λ
−Nlog = E∗.
The window [−E∗, E∗] is discretized linearly using 2Nlin
energy intervals of size δlin = E
∗/Nlin. For the prefactor
of the Lindblad driving we use γq = γ = δlin for both
the logarithmically and the linearly discretized energy
intervals. The current is plotted for different values of
Nlog corresponding to different values of E
∗. The level
spacing is kept approximately the same, which means
that more levels are needed for larger E∗. Evidently, if
E∗ is large enough and δlin small enough, it is possible
to reproduce the value for the current that one obtains
in calculations using continuous thermal leads. Further-
more, the two plots illustrate which energy range should
be resolved linearly: In the first panel we have T  V .
Here, the dynamical window is defined by the two chem-
ical potentials and the full current is only recovered if
E∗ & 1.2µL = −1.2µR. In the second panel temperature
becomes the relevant energy scale due to T  V , the
two Fermi functions differ in an energy range defined by
temperature, and therefore E∗ & 4 · T is needed.
Figure 10(c) shows the occupation number of the local
level given in (58) as function of the level position εd.
Only positive values of εd are considered. The occupa-
tion for negative level position εd can be deduced from
this data by Nd(−εd) = 1−Nd(εd). This relation can be
shown both for the Lindblad result (58) as well as for the
result of continuous leads (60). Here, the suggested dis-
cretization only works well for εd . E∗. For εd & E∗, the
Lindblad result for the occupation number deviates from
the value obtained for continuous leads. This deviation
is independent of δlin and shows oscillations that corre-
spond to the logarithmically discretized lead levels. This
indicates that the error stems from the logarithmically
discretized part of the lead.
At first glance, it is not surprising that an error arises
when εd becomes so large that it falls within the logarith-
mic discretized part of the spectrum. In this case, the
energy range around εd where the relevant physics takes
place is not sufficiently resolved. Note though that for
large εd standard NRG calculations using a logarithmic
discretization for the full energy range are able to de-
termine the equilibrium occupation number with a much
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higher accuracy than the LDDL approach with log-linear
discretization. Therefore, a detailed analysis of how this
error comes about and how its effects can be minimized
is offered in Appendix A.
Let us finally comment on the use of the numerical
renormalization group within the LDDL setup. Applying
the mapping onto a local chain as described in Sec. IV,
the hoppings corresponding to the logarithmically dis-
cretized energy range will fall off exponentially, as for
standard NRG Wilson chains[8, 9]. Thus, it should be
possible to construct an effective many-body basis for
this part of the chain using NRG [63, 64]. Assuming
that the nonequilibrium at low energy scales does not af-
fect the high-energy physics, standard NRG truncation
of this basis is justified. For the treatment of the linearly
discretized dynamical window there is no energy-scale
separation and other MPS techniques such as tDMRG
[65–67] have to be used. This approach is in close anal-
ogy to the hybrid NRG-DMRG approach of Ref. [61].
VI. CONCLUSION AND OUTLOOK
In summary, we have explored the suitability of
Lindblad-driven discretized leads for the description of
nonequilibrium steady-state physics in models in which
a correlated impurity is coupled to non-interacting leads
and each lead is independently held at a fixed chemical
potential and temperature. For quadratic models gov-
erned by Lindbladian dynamics we have introduced a
simple approach to calculate steady-state Green’s func-
tions. We have shown that the additional Lindblad reser-
voirs introduce a broadening for the discretized lead lev-
els and that the Lindblad rates can be tuned to provide
an exact representation of thermal reservoirs in the con-
tinuum limit. The approach, therefore, is appropriate for
the description of steady-state nonequilibrium of arbi-
trary impurities of the kind that arises due to an applied
voltage or temperature difference. For the quadratic reso-
nant level with applied voltage, we analytically calculated
the current through the local level and the occupation of
the local level within the Lindblad setup and found per-
fect agreement with the results that one obtains using
standard calculations for continuous thermal leads.
To explore heat current due to an applied temperature
difference, one could study how the energies of the leads
change due to their coupling to the impurity, starting
from H˙L/R to define left and right energy currents, in a
manner similar to the definitions used here for the charge
current.
Finally, we presented first steps towards a future
numerical determination of the steady state using
MPS/MPO methods, showing how the leads can be rep-
resented in terms of chains with the desirable property
that both the Lindblad driving terms and the Hamil-
tonian dynamics are local. We also advocated the use
of a log-linear discretization scheme in this context that
should permit the exploration of exponentially small en-
ergy scales.
Our analysis shows that the LDDL approach con-
stitutes a promising starting point for a systematic
treatment of quantum impurity models in steady-state
nonequilibrium using MPS/MPO-based numerical ap-
proaches. Future work will have to explore which of
these approaches targeting the steady-state solution of
the Lindblad equation turns out to be the most efficient.
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Appendix A: Detailed error analysis for the
log-linear discretization discussed in Section V
In Section V we have seen that for a discretization that
is logarithmic for high energies and linear within the dy-
namical window, the occupation of the local level in the
RLM calculated using the LDDL scheme deviates from
the exact continuum result. This error appears if the po-
sition of the local level εd lies within the logarithmically
discretized energy range. Moreover, this error is inde-
pendent of δlin and shows oscillations that correspond to
the logarithmically discretized lead levels.
To understand where this deviation comes from, we di-
vide the integrand in Eq. (58) into two parts, |GRdd;DL(ω)|2
and
∑
q fα(εk)|vq|2 δγq (ω − εk). These functions have
to be compared to |GRdd;CL(ω)|2 and
∑
α fα(ω)Γα;CL(ω)
in Eq. (60). Assume now that εd  E∗. In this case
GRdd;DL(ω) is non-zero mainly for ω > E
∗. In this ω re-
gion the sum over q consists of tails of Lorentz peaks
stemming from the lead levels with εk below or within
the dynamical window only, while the contribution of all
other levels is exponentially suppressed by fα(εk) ≈ 0.
Hence, for ω > E∗, the sum over q in Eq. (58) is polyno-
mially suppressed by the small peak width γ, whereas the
corresponding expression for continuous leads in (60) is
exponentially suppressed by the Fermi functions fα(ω) .
The small but finite overlap of the Lorentz tails with the
function |GRdd;DL(ω)|2 in (58), which does not exist in the
exact formula (60), is the explanation for the deviation
of the Lindblad result from the CL value.
But why is this error independent of γ = δlin, although
the Lorentz tails obviously scale with γ? The answer lies
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in the peak structure of |GRdd;DL(ω)|2: For |ω| > E∗,
the lead is logarithmically discretized and the Lindblad
broadening γ = δlin is small compared to the size of the
underlying energy intervals. Therefore, |GRdd;DL(ω)|2 con-
tains sharp peaks in this ω region and the peak widths
scale with γ. However, because GRdd;DL(ω) is a physical
Green’s function, the area beneath the real and imagi-
nary parts of this function is represented correctly and
therefore independent of γ. Assuming that the peaks
are well separated, this implies, that the integral over
|GRdd;DL(ω)|2 scales approximately with γ−1 in this loga-
rithmically discretized region. Decreasing δlin = γ, there-
fore, does not reduce the error in the occupation number,
because, while the sum over the tails of the Lorentz func-
tions scales with γ, the area of |GRdd;DL(ω)|2 scales with
γ−1, leaving the total error approximately the same.
In contrast, if εd lies within the dynamical win-
dow, the main contribution of |GRdd;DL(ω)|2 (and there-
fore the main contribution of the integrand) lies within
the linearly discretized window. Here, the peaks of
|GRdd;DL(ω)|2 strongly overlap and therefore the integral
over |GRdd;DL(ω)|2 is γ-independent. In other words, the
integrand is represented as a smooth function within the
linearly discretized window. Hence, if δlin = γ is small
enough to resolve all relevant features, the integrand co-
incides with the exact CL integrand and no error is ob-
served.
The occupation of the local level for negative εd can
be deduced by Nd(−εd) = 1 − Nd(εd). Therefore, for
εd  −E∗ an error analogous to that for εd  E∗ occurs.
One possibility to avoid the error is to re-
place the sum over q by its continuum counterpart:∑
q fα(εk)|vq|2 piδγq (ω − εk)→
∑
α fα(ω)Γα;CL(ω). This
is equivalent to using the standard form of the occupation
number given by the continuum limit of Eq. (60a) but
with the exact Green’s function replaced by the Green’s
function deduced from Lindblad formalism. In general,
i.e. also for interacting models, which cannot be solved
analytically, this procedure corresponds to deducing only
the Green’s function from the Lindblad approach and
then calculating the occupation number using standard
Green’s function techniques. (Note, though, that numer-
ically evaluating GRdd;DL(ω) can be computationally more
demanding than simply evaluating expectation values.
For example, this is the case in the quantum trajectory
approach.)
Why does the error not occur for a linear discretiza-
tion? In fact, it does, but can be scaled down us-
ing more lead levels. When discretizing the full band-
width [−D,D] linearly, |GRdd;DL(ω)|2 is represented by a
smooth function within the full band, because the Lind-
blad broadening is comparable to the size of the energy
intervals everywhere. The area beneath |GRdd;DL(ω)|2,
therefore, does not depend on γ, while the contribution
of the Lorentz tails for large ω can be reduced using a
smaller value of δ = γ. (Note that the number of lead
levels q that we sum over, scales with δ−1 ∼ γ−1. How-
ever, this γ-dependence is canceled by the γ-dependence
of |vq|2 which scales with δ ∼ γ. Therefore, the scal-
ing of
∑
q fα(εk)|vq|2 piδγq (ω− εk) with γ stemming from
the Lorentz tails is preserved.) Nonetheless, also for a
linear discretization, it could be advisable to replace the
sum over q by its continuum representation as described
above to reduce the error for a fixed number of states.
Another question arising immediately is why this kind
of error is not visible in the current. If we look at Eq. (55)
we find two major differences compared to the analysis
of the occupation number above. First, the sum over the
lead levels
∑
k |vk|2 piδγk(ω − εk) (fL(εk)− fR(εk)) con-
tains the difference of Fermi functions instead of a sum.
This implies that only the lead levels corresponding to the
linearly discretized dynamical window contribute, while
the contribution of the logarithmically discretized inter-
vals is exponentially suppressed. Nevertheless, the tails
of the Lorentz peaks in this sum leak out to high values of
|ω|, whereas in the formula for continuous thermal leads
contributions from this ω range are exponentially sup-
pressed. The second and relevant difference is the fact
that, while the sum over k is multiplied by |GRdd;DL(ω)|2
in the formula for the occupation of the local level, it is
multiplied by Im(GRdd;DL(ω)) in the formula for the cur-
rent. Both functions are strongly peaked in the logarith-
mically discretized region, but as explained above, the
integral over Im(GRdd;DL(ω)) is independent of γ, whereas
the integral over |GRdd;DL(ω)|2 scales with γ−1. Due to
this difference the error in the occupation number is in-
dependent of γ while the error in the current is propor-
tional to γ and can therefore be reduced using smaller
δlin = γ. But again, for fixed δlin, it could be possible
to reduce the error of the Lindblad result by using the
continuum analog of the sum over k, analogously to what
was described for the occupation number above.
Appendix B: Quantum regression theorem for
Fermion operators
In this appendix, we derive the Lindblad equation
Eq. (13) for %C(t), in which the operator C from Eq. (4a)
contains an odd number of fermionic operators. It is
an extension of the so-called quantum regression theo-
rem (QRT) [44, 47, 68] to the case of fermionic operators
[69].
1. Time evolution of reduced density matrix
We start by showing that in the fermionic case the
density matrix itself obeys the same Lindblad equa-
tion (10) as for bosons. The usual derivation of the
Lindblad equation within the Born-Markov approxima-
tion (BMA) [44, 47, 68],2 starts from a system-reservoir
2 The same derivation applies for the so-called singular-coupling
limit [44, 47, 68]
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Hamiltonian in the form of a sum of tensor products
of operators acting on the system and reservoir sepa-
rately. For the fermionic case, however, one generally
has a system-reservoir Hamiltonian of the form
HS,R =
∑
α
rαsα + h.c., (B1)
where rα (sα) are reservoir (system) operators containing
an odd number of fermionic operators, i.e.
{sα, rβ} = 0 . (B2)
Since the operators rα and sα anticommute, (B1) can-
not be interpreted as a tensor product between operators
acting independently on the reservoir (HR) and system
(HS) Hilbert spaces. For the sake of clarity, in the present
Appendix it will be convenient to distinguish between
when a particular operator, such as, e. g. sα acts on the
reservoir-system product Hilbert space HRS or just on
one of the two separate spaces. In the latter case, we
will add a hat (“ˆ ”) to the operator. (In the main text
we do not use hats because there nearly all operators act
on the system’s Hilbert space and the few exceptions can
easily be recognized from the context.) For definiteness,
we adopt the convention that product states in HRS are
understood in the following order:
|R〉 ⊗ |S〉 , (B3)
where |R〉 ∈ HR and |S〉 ∈ HS . Due to the properties of
fermion operators we, thus, have the relation
sα = (−1)NˆR ⊗ sˆα , (B4)
rα = rˆα ⊗ IˆS , (B5)
where NR = NˆR⊗IˆS is the operator counting the number
of fermions in the reservoir. With this notation, (B1) can
be written in tensor form as
HS,R =
∑
α
Rˆα ⊗ sˆα . (B6)
where we have introduced
Rˆα ≡ rˆα(−1)NˆR . (B7)
In this form, it is possible to directly apply the stan-
dard BMA derivation of the Lindblad equation [44, 47,
68]. According to that derivation, the expression for its
coefficients depend on the Fourier transforms of the un-
perturbed reservoir correlation functions [44, 47, 68]
Cα,β(t) = trR
(
Rˆ†α(t)Rˆβ ρˆR
)
, (B8)
with Rˆα(t) = e
iHˆRtRˆαe
−iHˆRt. The only requirement is
that one starts with a reservoir-system Hamiltonian in
the form of a tensor product. These correlation functions
can be rewritten as
Cα,β(t) = trR
(
(−1)NˆR(t) rˆ†α(t)rˆβ (−1)NˆR ρˆR
)
= trR
(
rˆ†α(t)rˆβ ρˆR
)
, (B9)
where we have used the fact (−1)NˆR commutes with the
reservoir Hamiltonian 3 and, therefore, it is time inde-
pendent. This means that the Lindblad equation control-
ling the time dependence of the reduced density matrix of
fermionic systems has the same form as for bosonic ones,
including its coefficients Cα,β .
2. Time evolution of fermionic operators
The situation is different when considering correlation
functions for operators of the system, defined as
Gβ,α(t) ≡ trfull
(
s†β(t) sαρfull
)
= trfull
(
s†β (sαρfull)t
)
,
(B10)
where (. . . )t = e
−iHfullt(. . . )eiHfullt indicates density-
matrix-type time evolution as in Eq. (4b). The stan-
dard QRT[44, 47, 68] states that, within the BMA as-
sumptions, the time evolution of operators of the form
%ˆC(t) = trR(Cρfull)t are governed by the same Lindblad
equation as ρˆ(t), namely (5). However, this theorem
holds for operators C of the form C = IˆR ⊗ XˆS . As
discussed above, due to the fermionic anticommutation
rules, sα does not have this form. However, it is possible
to transcribe Eq. (B10) into a form in which the stan-
dard QRT can be applied by using the following scheme
to keep track of fermionic sign factors:
Gβ,α(t) = trfull
(
s†β(−1)N
(
(−1)Nsαρfull
)
t
)
= trfull
(
S†β(−1)NS
(
(−1)NSSαρfull
)
t
)
= trS
(
sˆ†β(−1)NˆS trR
(
(−1)NSSαρfull
)
t
)
,
(B11)
where NS = IˆR ⊗ NˆS counts the number of particles in
the system. In the first line we exploited the fact that
the operator for the total number of particles in system
and reservoir, N = NS + NR, commutes with Hfull. In
the second line we introduced the operator
Sα ≡ (−1)NR sα = IˆR ⊗ sˆα , (B12)
which commutes with the reservoir operators rβ .
Eq. (B11) can be now cast in the form
Gβ,α(t) = trS
(
sˆ†β %ˆα(t)
)
, (B13)
where we introduced
%ˆα(t) ≡ (−1)NˆS trR
(
(−1)NS Sα ρfull
)
t
= (−1)NˆS trR
((
IˆR ⊗ (−1)NˆS sˆα
)
ρfull
)
t
,
(B14)
3 This would hold for a superconductor as well
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which for t = 0 reduces to sˆα applied to the reduced
system density matrix 4:
%ˆα(0) = trR (Sαρfull) = sˆαρˆ . (B15)
Now, the operator multiplied to ρfull in the last line in
(B14) has the required form IˆR⊗ XˆS , so that, within the
usual BMA assumptions, the QRT applies to the time
dependence of the reservoir trace in (B14). Therefore,
the time evolution of %ˆα(t) yields
d
dt
%ˆα(t) = (−1)NˆSL
(
trR
(
(−1)NSSαρfull
)
t
) ≡ L (%ˆα(t)) .
(B16)
Here L differs from Eq. (5) by having a minus sign in
front of the 2Jˆmρˆ(t)Jˆ
†
m term, whenever Jˆm is a fermionic
operator. For the quadratic system discussed in Sec. II,
this leads to Eq. (13).
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