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Abstract
We study stochastic decentralized optimization for the problem of training machine learning models with large-
scale distributed data. We extend the famous EXTRA and DIGing methods with accelerated variance reduction
(VR), and propose two methods, which require the time of O((
√
nκs + n) log
1
ǫ ) stochastic gradient evaluations
and O(
√
κbκc log
1
ǫ ) communication rounds to reach precision ǫ, where κs and κb are the stochastic condition
number and batch condition number for strongly convex and smooth problems, κc is the condition number of the
communication network, and n is the sample size on each distributed node. Our stochastic gradient computation
complexity is the same as the single-machine accelerated variance reduction methods, such as Katyusha, and
our communication complexity is the same as the accelerated full batch decentralized methods, such as MSDA,
and they are both optimal. We also propose the non-accelerated VR based EXTRA and DIGing, and provide
explicit complexities, for example, the O((κs + n) log
1
ǫ ) stochastic gradient computation complexity and the
O((κb + κc) log
1
ǫ ) communication complexity for the VR based EXTRA. The two complexities are also the
same as the ones of single-machine VR methods, such as SAG, SAGA, and SVRG, and the non-accelerated full
batch decentralized methods, such as EXTRA, respectively.
1. Introduction
Emerging machine learning applications involve huge amounts of data samples, and the data are often distributed across
multiple machines for storage and computational reasons. In this paper, we consider the following distributed convex
optimization problem withm nodes, and each node has n local training samples:
min
x∈Rp
m∑
i=1
f(i)(x), where f(i)(x) =
1
n
n∑
j=1
f(i),j(x), (1)
where the local component function f(i),j represents the jth sample of node i, and it is not accessible by any other node
in the communication network. The network is abstracted as a connected and undirected graph G = (V , E), where V =
{1, 2, ...,m} is the set of nodes, and E ⊂ V × V is the set of edges. Nodes i and j can send information to each other
if and only if (i, j) ∈ E . The goal of the networked nodes is to cooperatively solve problem (1) via local computation
and communication, that is, each node i makes its decision only based on the local computations on f(i), for example, the
gradient, and the local information received from its neighbors in the network.
When the local data size n is large, the cost of computing the full batch gradient ∇f(i) at each iteration is expensive. To
address the issue of large-scale distributed data, stochastic decentralized algorithms are often used to solve problem (1),
where each node only randomly samples one component gradient at each iteration (extendable to the mini-batch settings
with more than one randomly selected function). Most decentralized algorithms alternate between computations and com-
munications. Thus, to compare the performance of such methods, two measures are used: the number of communication
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rounds and the number of stochastic gradient evaluations, where one communication round allows each node to send infor-
mation to their neighbors, and one stochastic gradient evaluation refers to computing the randomly sampled∇f(i),j for all
i ∈ V in parallel.
Although stochastic decentralized optimization has been a hot topic in recent years, and several algorithms have been pro-
posed, to the best of our knowledge, in the class of algorithms not relying on the expensive dual gradient evaluations, there
is no algorithm optimal in both the number of communication rounds and the number of stochastic gradient evaluations,
where “optimal” means matching the corresponding lower bounds. In this paper, we extend two famous decentralized
algorithms, that is, EXTRA (Shi et al., 2015) and DIGing (Nedic´ et al., 2017), to the stochastic decentralized optimization.
Furthermore, we propose two accelerated stochastic decentralized algorithms which are optimal in the above two measures.
1.1. Notations and Assumptions
Denote x(i) ∈ Rp to be the local variable for node i. To simplify the algorithm description in a compact form, we introduce
the aggregate objective function f(x) with its aggregate variable x and aggregate gradient∇f(x) as
x =
 x
T
(1)
...
xT(m)
 , f(x) = m∑
i=1
f(i)(x(i)), ∇f(x) =
 ∇f(1)(x(1))
T
...
∇f(m)(x(m))T
 . (2)
Denote x∗ to be one minimizer of problem (1), and let x∗ = 1(x∗)T , where 1 is the column vector of m ones. Denote I
as the identity matrix, and N(i) as the neighborhood of node i. Denote Ker(U) = {x ∈ Rm|Ux = 0} as the kernel space
of matrix U ∈ Rm×m, and Span(U) = {y ∈ Rm|y = Ux, ∀x ∈ Rm} as the linear span of all the columns of U .
We make the following assumptions for the functions in (1).
Assumption 1 Each f(i)(x) is L(i)-smooth and µ-strongly convex. Each f(i),j(x) is L(i),j-smooth and convex.
We say a function g(x) is L-smooth if its gradient satisfies ‖∇g(y)−∇g(x)‖ ≤ L‖y−x‖. Motivated by (Hendrikx et al.,
2020b;a), we define several notations as follows:
Lf = max
i
L(i), L(i) =
1
n
n∑
j=1
L(i),j, Lf = max
i
L(i), κs =
Lf
µ
, κb =
Lf
µ
. (3)
Then, f(x) is also µ-strongly convex and Lf -smooth. It always holds that L(i) ≤ L(i) ≤ nL(i)1, which further gives
Lf ≤ Lf ≤ nLf and κb ≤ κs ≤ nκb. (4)
We follow (Hendrikx et al., 2020a) to call κb the batch condition number, and κs the stochastic condition number, which
are classical quantities in the analysis of batch optimization methods and finite-sum optimization methods. Generally, we
have κs ≪ nκb, see (Allen-Zhu, 2018) for the example and analysis.
In decentralized optimization, communication is often represented as a matrix multiplication with a matrix W . We make
the following assumptions for the weight matrixW associated to the network.
Assumption 2
1. Wi,j 6= 0 if and only if agents i and j are neighbors or i = j. Otherwise,Wi,j = 0.
2. W = WT , I W  σI , andW1 = 1.
We let σ = 0 for EXTRA, and σ =
√
2
2 for DiGing. Assumption 2.2 implies that the singular values of W lie in [σ, 1],
and its largest one σ1(W ) equals 1. Moreover, if the network is connected, we have σ2(W ) < 1, where σ2(W ) means the
second largest singular value. We often use
κc =
1
1− σ2(W ) (5)
1See footnote 14 in (Allen-Zhu, 2018) for the analysis.
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as the condition number of the communication network, which upper bounds the ratio between the largest singular value
and the smallest positive singular value of the gossip matrix (I −W ).
As will be introduced in the next section, we often use κc and κb to describe the number of communication rounds, and κs
for the number of stochastic gradient evaluations in stochastic decentralized optimization.
1.2. Literature Review
In this section, we give a brief review for the decentralized and stochastic methods, and Table 1 sums up the complexities
of the representative ones.
1.2.1. FULL BACH DECENTRALIZED ALGORITHMS
The development of decentralized algorithms has gained significant attention for a long time (Bertsekas, 1983;
Tsitsiklis et al., 1986). The modern distributed gradient descent (DGD) was proposed in (Nedic´ & Ozdaglar, 2009) for
the general network topology, and was further extended in (Nedic´, 2011; Ram et al., 2010a; Yuan et al., 2016). These
algorithms are usually slow due to the diminishing step-size, and suffer from the sublinear convergence even for strongly
convex and smooth objectives. To avoid the diminishing step-size and speed up the convergence, several methods with gra-
dient tracking have been proposed. Typical examples include EXTRA (Shi et al., 2015; Li & Lin, 2020), DIGing (Qu & Li,
2018; Nedic´ et al., 2017), NIDS (Li et al., 2019), and other similar algorithms (Xu et al., 2015; Xin et al., 2018). Especially,
EXTRA and NIDS have the O((κb + κc) log
1
ǫ ) complexity both in communications and full batch gradient evaluations to
solve problem (1) to reach precision ǫ, which is the best among the non-accelerated algorithms. Another typical class of dis-
tributed algorithms is based on the Lagrangian function, and they work with the Fenchel dual. Examples include the dual as-
cent (Terelius et al., 2011; Scaman et al., 2017; Uribe et al., 2018), ADMM (Iutzeler et al., 2016; Makhdoumi & Ozdaglar,
2017; Aybat et al., 2018), and the primal-dual method (Lan et al., 2020; Scaman et al., 2018; Hong et al., 2017; Jakovetic´,
2019). However, the dual-based methods often need to compute the gradient of the Fenchel conjugate of the local functions,
called dual gradient in the sequel, which is expensive.
Nesterov’s acceleration technique is an efficient approach to speed up the convergence of first-order methods, and it has
also been successfully applied to decentralized optimization. Typical examples include the distributed Nesterov gradi-
ent with consensus (Jakovetic et al., 2014), the accelerated distributed Nesterov gradient descent (Qu & Li, 2020), the
multi-step dual accelerated method (MSDA) (Scaman et al., 2017; 2019), accelerated penalty method (Li et al., 2018),
accelerated EXTRA (Li & Lin, 2020), and the accelerated proximal alternating predictor-corrector method (APAPC)
(Kovalev et al., 2020b). Some of these methods have suboptimal computation complexity, and Chebyshev acceleration
(CA) (Arioli & Scott, 2014) is a powerful technique to further reduce the computation cost. Scaman et al. (Scaman et al.,
2017; 2019) proved the O(
√
κcκb log
1
ǫ ) lower bound on the number of communication rounds and the O(
√
κb log
1
ǫ )
lower bound on the number of full batch gradient evaluations, which means that any first-order non-stochastic decentral-
ized methods cannot be faster than these bounds. The MSDA and APAPC methods with CA achieve these lower bounds.
1.2.2. STOCHASTIC ALGORITHMS ON A SINGLE NODE
Stochastic gradient descent (SGD) has been the workhorse in machine learning. However, since the variance of the noisy
gradient will never go to zero, SGD often suffers from the slow sublinear convergence. Variance reduction (VR) was
designed to reduce the negative effect of the noise, which can improve the stochastic gradient computation complexity from
O(1/ǫ) toO((κs+n) log
1
ǫ ). On the other hand, full batchmethods, such as gradient descent, requireO(κb log
1
ǫ ) iterations,
and thus O(nκb log
1
ǫ ) individual gradient evaluations for finite-sum problems with n samples, which may be much larger
than O((n + κs) log
1
ǫ ) when κs ≪ nκb. Representative examples of VR methods include SAG (Schmidt et al., 2017),
SAGA (Defazio et al., 2014), and SVRG (Johnson & Zhang, 2013; Xiao & Zhang, 2014). We can further accelerate the
VR methods to theO((
√
nκs+n) log
1
ǫ ) stochastic gradient computation complexity by Nesterovs acceleration technique.
Examples include Katyusha (Allen-Zhu, 2018) and its extensions in (Zhou et al., 2019; Kovalev et al., 2020a). Other
accelerated stochastic algorithms can be found in (Lan & Zhou, 2018; Lin et al., 2018; Fercoq & Richta´rik, 2015; Lin et al.,
2015). Lan and Zhou (Lan & Zhou, 2018) proved the O((
√
nκs + n) log
1
ǫ ) lower bound for strongly convex and smooth
stochastic optimization, and Katyusha achieves this lower bound.
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Table 1. Comparisons of various state-of-the-art decentralized and stochastic algorithms. See (3) and (5) for the definitions of κb, κs,
and κc. O˜ hides the poly-logarithmic factors. The complexities of Acc-VR-EXTRA and Acc-VR-DIGing hold under some conditions
to restrict the size of κc. Acc-VR-EXTRA-CA and Acc-VR-DIGing-CA remove these restrictions.
Methods
stochastic gradient
computation complexity
communication
complexity
dual
gradient
based ?
Full bach decentralized algorithms
EXTRA
(Shi et al., 2015)
(Li & Lin, 2020)
O
(
n (κb + κc) log
1
ǫ
)
O
(
(κb + κc) log
1
ǫ
)
no
DIGing
(Nedic´ et al., 2017)
(Alghunaim et al., 2020)
O
(
n
(
κb + κ
2
c
)
log 1ǫ
)
O
((
κb + κ
2
c
)
log 1ǫ
)
no
MSDA+CA
(Scaman et al., 2017)
O
(
n
√
κb log
1
ǫ
)
O
(√
κcκb log
1
ǫ
)
yes
OPAPC+CA
(Kovalev et al., 2020b)
O
(
n
√
κb log
1
ǫ
)
O
(√
κcκb log
1
ǫ
)
no
Stochastic algorithms on a single node
VR methods
(Schmidt et al., 2017)
(Defazio et al., 2014)
(Johnson & Zhang, 2013)
O
(
(κs + n) log
1
ǫ
) \ no
Katyusha
(Allen-Zhu, 2018)
O
((√
nκs + n
)
log 1ǫ
) \ no
Stochastic decentralized algorithms
GT-SAGA
(Xin et al., 2020)
O
((
n+ κ2cκ
2
s
)
log 1ǫ
) ((
n+ κ2cκ
2
s
)
log 1ǫ
)
no
GT-SVRG
(Xin et al., 2020)
O
((
n+ κ2cκ
2
s log κc
)
log 1ǫ
) ((
n+ κ2cκ
2
s log κc
)
log 1ǫ
)
o
ADFS
(Hendrikx et al., 2020a)
O
((√
nκs + n
)
log 1ǫ
) (√
κcκb log
1
ǫ
)
yes
DVR+CA
(Hendrikx et al., 2020b)
O
(
(κs + n) log
1
ǫ
) (
κb
√
κc log
1
ǫ
)
no
DVR+Catalyst
(Hendrikx et al., 2020b)
O˜
((√
nκs + n
)
log 1ǫ
)
O˜
(√
κbκc
√
nκb
κs
log 1ǫ
)
no
Lower bounds
(Hendrikx et al., 2020a)
O
((√
nκs + n
)
log 1ǫ
) (√
κcκb log
1
ǫ
) \
Our results for stochastic decentralized optimization
VR-EXTRA O
(
(κs + n) log
1
ǫ
)
O
(
(κb + κc) log
1
ǫ
)
no
VR-DIGing O
(
(κs + n) log
1
ǫ
)
O
((
κb + κ
2
c
)
log 1ǫ
)
no
Acc-VR-EXTRA O
((√
nκs + n
)
log 1ǫ
) (√
κcκb log
1
ǫ
)
no
Acc-VR-DIGing O
((√
nκs + n
)
log 1ǫ
) (
κc
√
κb log
1
ǫ
)
no
Acc-VR-EXTRA+CA O
((√
nκs + n
)
log 1ǫ
) (√
κcκb log
1
ǫ
)
no
Acc-VR-DIGing+CA O
((√
nκs + n
)
log 1ǫ
) (√
κcκb log
1
ǫ
)
no
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1.2.3. STOCHASTIC DECENTRALIZED ALGORITHMS
To address the issue of large-scale distributed data, the authors in (Chen & Sayed, 2012; Ram et al., 2010b) extended the
DGD method to the distributed stochastic gradient descent. To further improve the convergence of stochastic decentralized
algorithms, Mokhtari and Ribeiro(Mokhtari & Ribeiro, 2016) combined EXTRA with SAGA, and proposed the decen-
tralized double stochastic averaging gradient algorithm, Xin et al. (Xin et al., 2019) combined gradient tracking with the
VR technique, and two algorithms are proposed, namely, GT-SATA and GT-SVRG. See (Xin et al., 2020) for a detailed
review for the non-accelerated stochastic decentralized algorithms. Hendrikx et al. (Hendrikx et al., 2020a) proposed an
accelerated decentralized stochastic algorithm called ADFS, which achieves the optimal O(
√
κcκb log
1
ǫ ) communication
complexity. However, ADFS is a dual-based method, and it needs to compute the dual gradient at each iteration, which is
expensive. Recently, Hendrikx et al. (Hendrikx et al., 2020b) further proposed a dual-free decentralized method with vari-
ance reduction, called DVR, which achieves the O(κb
√
κc log
1
ǫ ) communication complexity and the O((κs + n) log
1
ǫ )
stochastic gradient computation complexity. These complexities can be further improved to O˜(
√
κbκc
√
nκb
κs
log 1ǫ ) and
O˜((
√
nκs + n) log
1
ǫ ) by the catalyst acceleration (Lin et al., 2018), respectively, where O˜ hides the poly-logarithmic fac-
torO(log κb). We see that DVR-catalyst achieves the optimal stochastic gradient computation complexity up to log factors.
However, its communication cost is increased by a factor O(
√
nκb
κs
) compared with ADFS, which is always much larger
than 1 in machine learning applications2, and it is of the O(
√
n) order in the worst case. Hendrikx et al. (Hendrikx et al.,
2020a) proved the O((
√
nκs + n) log
1
ǫ ) stochastic gradient computation and the O(
√
κcκb log
1
ǫ ) communication lower
bounds.
1.3. Contributions
Although both the decentralized methods and stochastic methods have a rich literature, and there exist optimal meth-
ods matching the corresponding communication lower bound (MSDA and APAPC for example) and stochastic gradient
computation lower bound (Katyusha for example), respectively, there is no gradient-type stochastic decentralized method
matching the two bounds simultaneously. In this paper we aim to address this issue. Our contributions include:
1. We extend the famous EXTRA and DIGing methods, which have sparked a log of interest in the distributed optimiza-
tion community, to deal with large-scale distributed data by combining them with the powerful VR technique. We
prove the O((κs + n) log
1
ǫ ) stochastic gradient computation complexity and the O((κb + κc) log
1
ǫ ) communication
complexity for VR-EXTRA. The stochastic gradient computation complexity is the same as the single-machine VR
methods, while the communication complexity is the same as the full batch EXTRA method. For VR-DIGing, we es-
tablish theO((κs+n) log
1
ǫ ) stochastic gradient computation complexity and theO((κb+κ
2
c) log
1
ǫ ) communication
complexity. The latter one is a little worse than that of VR-EXTRA on the dependence of κc. Due to the parallelism
acrossm nodes, running VR-EXTRA and VR-DIGing withmn samples is as fast as running the single-machine VR
methods with n samples.
2. To further speed up the convergence, we combine EXTRA and DIGing with the accelerated VR technique. The
proposed Acc-VR-EXTRA achieves the optimal O((
√
nκs + n) log
1
ǫ ) stochastic gradient computation complexity
and the optimal O(
√
κcκb log
1
ǫ ) communication complexity under some mild conditions to restrict the size of κc.
The proposed Acc-VR-DIGing has the optimal O((
√
nκs + n) log
1
ǫ ) stochastic gradient computation complexity
and the O(κc
√
κb log
1
ǫ ) communication complexity with a little worse dependence on κc. The two methods are
implemented in a single loop, and thus they are practical. We further combine Acc-VR-EXTRA and Acc-VR-DIGing
with the Chebyshev acceleration to remove the restrictions on κc, and improve the communication complexity of Acc-
VR-DIGing to be optimal. Our complexities do not hide any poly-logarithmic factor. To the best of our knowledge,
our methods are the first to exactly achieve both the optimal stochastic gradient computation complexity and the
communication complexity in the class of gradient-type methods.
Table 1 summarizes the complexity comparisons to the state-of-the-art stochastic decentralized methods. Our VR-EXTRA
has the same stochastic gradient computation complexity as DVR-CA, but our communication cost is lower than theirs
when κc ≤ O(κ2b). For the accelerated methods, our Acc-VR-EXTRA-CA outperforms DVR-catalyst on the stochastic
2As discussed above for the comparison between the VR methods and gradient descent, the stochastic methods have no advantage
when κs ≈ nκb. We often assume κs ≪ nκb.
Optimal Accelerated Variance Reduced EXTRA and DIGing
gradient computation complexity by the poly-logarithmic factor O(log κb), and our communication cost is also lower than
that of DVR-catalyst by the factorO(
√
nκb
κs
). Although our Acc-VR-EXTRA-CA and Acc-VR-DIGing-CA have the same
complexities as ADFS, our methods are gradient-type methods, while theirs require to compute the dual gradient at each
iteration, which is much more expensive.
2. Non-accelerated Variance Reduced EXTRA and DIGing
We first review the classical EXTRA and DIGing methods in Section 2.1. Then, we develop the variance reduced EXTRA
and DIGing in Sections 2.2 and 2.3. At last, we describe the complexities of the proposed methods in Section 2.4.
2.1. Review of EXTRA and DIGing
A traditional way to analyze the decentralized optimization model is to write problem (1) in the following equivalent
manner:
min
x(1),··· ,x(m)
m∑
i=1
f(i)(x(i)), s.t. x(i) = x(2) = · · · = x(m).
Following (Alghunaim et al., 2020), we further reformulate the above problem as the following linearly constrained prob-
lem:
min
x
f(x) +
1
2α
‖V x‖2, s.t. Ux = 0. (6)
where the symmetric matrices U ∈ Rm×m and V ∈ Rm×m satisfy
Ux = 0⇔ V x = 0⇔ x(1) = · · · = x(m). (7)
Introducing the Lagrangian function, we can apply the basic gradient method with a step-size α in the Gauss−Seidel-
like order to compute the saddle point of problem (6), which leads to the following iterations (Alghunaim et al., 2020;
Nedic´ et al., 2017):
xk+1 = xk − (α∇f(xk) + Uλk + V 2xk) ,
λk+1 = λk + Uxk+1.
(8)
Iteration (8) is a unified algorithmic framework, and different choices of U and V give different methods. Specifically,
when we choose U =
√
I−W
2 and V =
√
I−W
2 , (8) reduces to the famous EXTRA algorithm (Shi et al., 2015), which
consists of the following iterations:
xk+1 = (I +W )xk − I +W
2
xk−1 − α (∇f(xk)−∇f(xk−1)) .
When we chooseU = I−W and V = √I −W 2, (8) reduces to the DiGing (Nedic´ et al., 2017) method with the following
iterations:
sk+1 = W sk +∇f(xk)−∇f(xk−1),
xk+1 = Wxk − αsk+1.
Both EXTRA and DIGing belong to the class of gradient tracking methods, since they all track the difference of gradients
at each iteration.
2.2. Development of the VR-EXTRA and VR-DIGing
Now, we come to combine (8) with the variance reduction technique proposed in SVRG (Johnson & Zhang, 2013).
Specifically, SVRG maintains a snapshot vector wk(i) after several SGD iterations, and keeps an iterative estimator
∇˜f(i)(xk(i)) = ∇f(i),j(xk(i))−∇f(i),j(wk(i)) +∇f(i)(wk(i)) of the full batch gradient for some randomly selected j. When
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Algorithm 1 VR-EXTRA and VR-DIGing
Initialize: α = O( 1max{Lf ,κµ} ), b =
max{Lf ,nµ}
max{Lf ,κµ} , x
0
(i) = w
0
(i), where κ = 2κc for EXTRA, and κ = κ
2
c for DIGing. Let
distribution D(i) be to output j ∈ [1, n] with probability p(i),j = L(i),jnL(i) .
x1(i) = x
0
(i) − α∇0(i) −
∑
j∈N(i) (V
2)ijx
0
(j), and compute w
1
(i) by (9d) ∀i,
for k = 1, 2, ... do
Step 1: Sk(i) ← b independent samples from D(i) with replacement ∀i,
Step 2: Compute∇k(i) by (9a) ∀i,
Step 3: For EXTRA, compute xk+1(i) by
xk+1(i) =
xk(i) +∑
j∈N(i)
Wijx
k
(j)
− 1
2
xk−1(i) +∑
j∈N(i)
Wijx
k−1
(j)
− α(∇k(i) −∇k−1(i) )∀i,
For DIGing, compute xk+1(i) by
sk+1(i) =
∑
j∈N(i)
Wijs
k
(j) +∇k(i) −∇k−1(i) , xk+1(i) =
∑
j∈N(i)
Wijx
k
(j) − αsk+1(i) ∀i,
Step 4: Compute wk+1(i) by (9d) ∀i.
end for
extending EXTRA and DIGing to stochastic decentralized optimization, a straightforward idea is to replace the local gra-
dient ∇f(i)(xk(i)) in (8) by its VR estimator ∇˜f(i)(xk(i)). However, in this way the algorithm needs the same number of
stochastic gradient evaluations and communication rounds to precision ǫ. As summarized in Table 1, our goal is to provide
computation and communication complexities matching those of SVRG and EXTRA/DIGing, respectively, which are not
equal. To address this issue, we use the mini-batch VR technique, that is, select b independent samples with replacement
as a mini-batch S(i), and use this mini-batch to update the VR estimator. Moreover, to simplify the algorithm development
and analysis, we adopt the loopless SVRG proposed in (Kovalev et al., 2020a). Combing the above ideas, we have the
following VR variant of (8) described in a distributed way:
∇k(i) =
1
b
∑
j∈Sk
(i)
1
np(i),j
(
∇f(i),j(xk(i))−∇f(i),j(wk(i))
)
+∇f(i)(wk(i)) ∀i, (9a)
xk+1(i) = x
k
(i) −
α∇k(i) + ∑
j∈N(i)
Uijλ
k
(j) +
∑
j∈N(i)
(V 2)ijx
k
(j)
 ∀i, (9b)
λk+1(i) = λ
k
(i) +
∑
j∈N(i)
Uijx
k+1
(j) ∀i, (9c)
wk+1(i) =
{
xk+1(i) with probability
b
n ,
wk(i) with probability 1− bn ,
∀i, (9d)
where the mini-batch VR estimator update rule (9a) is motivated by (Allen-Zhu, 2018), and the probabilistic update of the
snapshot vector in (9d) is motivated by (Kovalev et al., 2020a), where we update the full batch gradient ∇f(i)(wk+1(i) ) if
wk+1(i) = x
k+1
(i) ; otherwise, we use the old one. Steps (9b) and (9c) come from (8), but replacing the local gradients by their
VR estimators. In steps (9a) and (9d), each node selects Sk(i) and computes w
k+1
(i) independent of the other nodes.
At last, we write (9a)-(9d) in the EXTRA/DIGing style. Similar to (2), we denote
∇k =
 (∇
k
(1))
T
...
(∇k(m))T
 (10)
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to simplify the algorithm description. From steps (9b) and (9c), we have
xk+1 = (2I − U2 − V 2)xk − (I − V 2)xk−1 − α (∇k −∇k−1) (11)
in the compact form. Plugging U =
√
I−W
2 and V =
√
I−W
2 into (11), we have
xk+1 = (I +W )xk − I +W
2
xk−1 − α (∇k −∇k−1) ,
which is the VR variant of EXTRA, called VR-EXTRA. Plugging U = I −W and V = √I −W 2 into (11), we have
xk+1 = 2Wxk −W 2xk−1 − α (∇k −∇k−1) ,
which is further equivalent to the following method, called VR-DIGing,
sk+1 = W sk +∇k −∇k−1,
xk+1 = Wxk − αsk+1.
We see that VR-EXTRA and VR-DIGing are quite similar to the original EXTRA and DIGing. The only difference is
that we replace the local gradients by their VR estimators. Thus, the implementation is as simple as that of the original
EXTRA and DIGing. We give the specific descriptions of VR-EXTRA and VR-DIGing in Algorithm 1 in a distributed
way, including the parameter settings.
2.3. Extension to Large κc
The choice of the mini-batch size b in Algorithm 1 may be smaller than 1 when κ is large, which makes Algorithm 1
meaningless. In fact, b ≥ 1 if and only if κ ≤ max{κs, n}, see the proof of Lemma 6 in Section 4. In this section we
consider the case of κ > max{κs, n}.
Intuitively speaking, when κ is very large such that κg+κ ≥ κs+n, to reach the desiredO((κg+κ) log 1ǫ ) communication
complexity and the O((κs + n) log
1
ǫ ) stochastic gradient computation complexity, as summarized in Table 1, we should
perform less stochastic gradient evaluations than communication rounds at each iteration. This observation motivates us to
introduce some zero samples for each node, that is to say, let f(i),n+1 = · · · = f(i),n′ = 0 for all i, and consider problem
min
x∈Rp
m∑
i=1
f ′(i)(x), where f
′
(i)(x) =
1
n′
n′∑
j=1
f(i),j(x). (12)
We see that problems (12) and (1) are equivalent. To use Algorithm 1 to solve problem (12), we denote
L(i),j =
nµn′ − nL(i)
n′ − n , n < j ≤ n
′ (13)
and let each sample be selected with probability
L(i),j
∑
n′
j=1 L(i),j
. Then, we select the samples in [1, n]with probability
L(i)
µn′ , and
select the zero samples with probability 1 − L(i)µn′ . The zero samples do not spend time to compute the stochastic gradient.
It can be seen that f ′(i)(x) is
nL(i)
n′ -smooth and
nµ
n′ -strongly convex. Define the following notations:
n′ = κ, µ′ =
nµ
n′
, L′f = max
i
nL(i)
n′
=
nLf
n′
, L
′
(i) =
∑n′
j=1 L(i),j
n′
, L
′
f = max
i
L
′
(i). (14)
We can easily check L
′
f = L
′
(i) = nµ, and b =
max{L′f ,n′µ′}
max{L′
f
,κµ′} = 1 since κ ≥ κs ≥ Lfµ . Then, we can use Algorithm 1 to
solve problem (12).
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2.4. Complexities
We prove the convergence of VR-EXTRA and VR-DIGing in a unified framework. From Assumption 2, we have the
following easy-to-identify lemma, where the third inequality in (15) can be proved similar to Lemma 4 in (Li et al., 2018).
Lemma 1 Suppose that Assumption 2 holds with σ = 0 for EXTRA. Let U = V =
√
I−W
2 . Then, we have
‖Ux‖2 ≤ ‖V x‖2, ‖V x‖2 ≤ 1
2
‖x‖2, and ‖Uλ‖2 ≥ 1
κ
‖λ‖2, ∀λ ∈ Span(U), (15)
where κ = 21−σ2(W ) = 2κc. Suppose that Assumption 2 holds with σ =
√
2
2 for DIGing. Let U = I −W and V =√
I −W 2. Then, (15) also holds with κ = 1(1−σ2(W ))2 = κ2c .
Denote the following set of random variables:
S
k = ∪mi=1Sk(i), ξk = {S0,w1, S1,w2 · · · , Sk−1,wk}.
The next theorem gives the communication complexity and stochastic gradient computation complexity of Algorithm (9a)-
(9d) in a unified way.
Theorem 1 Suppose that Assumption 1 holds, U and V satisfy (7) and (15). Assume κ ≤ max{κs, n}. Let α =
1
28max{Lf ,κµ} and b =
max{Lf ,nµ}
max{Lf ,κµ} . Then, Algorithm (9a)-(9d) requires the time of O((κg + κ) log
1
ǫ ) communication
rounds and O((κs + n) log
1
ǫ ) stochastic gradient evaluations to find x
k such that Eξk [‖xk − x∗‖2] ≤ ǫ.
Remark 1 Let’s explain the time of communication rounds and stochastic gradient evaluations. As will be proved in
Lemma 6, Algorithm (9a)-(9d) needs O((κg + κ) log
1
ǫ ) iterations to reach precision ǫ. At each iteration, the algorithm
performs one round of communication, that is, each node i receives information xk(j) and s
k
(j) from its neighbors N(i).
Then, each node i selects Sk(i) randomly and computes∇k(i) with b stochastic gradient evaluations. wk+1(i) is computed with
probability b/n, and each time with n stochastic gradient evaluations. So each node computes b stochastic gradients in
average at each iteration. Since the computation is performed in parallel across all the nodes, we say that each iteration
requires the time of one communication round and b stochastic gradient evaluations in average. By carefully choosing b,
we have O(b(κg + κ) log
1
ǫ ) = O((κs + n) log
1
ǫ ). Thus, we get the O((κg + κ) log
1
ǫ ) communication complexity and the
O((κs + n) log
1
ǫ ) stochastic gradient computation complexity.
Theorem 1 holds under assumption κ ≤ max{κs, n}. Although Algorithm 1 also converges when κ ≥ max{κs, n} with
b = 1, the computation cost increases to O((κg + κ) log
1
ǫ ). We can use the zero-sample strategy described in Section 2.3
to reduce the computation cost to be optimal, as described in the following theorem.
Theorem 2 Suppose that Assumption 1 and conditions (7) and (15) hold. Assume κ > max{κs, n}. Applying Algorithm
1 to solve problem (12), it requires the time of O((κb + κ) log
1
ǫ ) communication rounds and O((κs + n) log
1
ǫ ) stochastic
gradient evaluations to find an ǫ-precision solution of problem (1).
We see that by introducing the zero samples, the complexities in Theorem 2 keep the same as those in Theorem 1. For the
particular VR-EXTRA and VR-DIGing methods, we have the following complexities accordingly, where we replace κ in
Theorems 1 and 2 by 2κc and κ
2
c , respectively.
Corollary 1 Suppose that Assumptions 1 and 2 hold with σ = 0. Use the zero-sample strategy if 2κc ≥ max{κs, n}. Then,
the VR-EXTRAmethod in Algorithm 1 requires the time ofO((κg+κc) log
1
ǫ ) communication rounds andO((κs+n) log
1
ǫ )
stochastic gradient evaluations to find xk such that Eξk [‖xk − x∗‖2] ≤ ǫ.
Corollary 2 Suppose that Assumptions 1 and 2 hold with σ =
√
2
2 . Use the zero-sample strategy if κ
2
c ≥ max{κs, n}.
Then, the VR-DIGing method in Algorithm 1 requires the time of O((κg + κ
2
c) log
1
ǫ ) communication rounds and O((κs +
n) log 1ǫ ) stochastic gradient evaluations to find x
k such that Eξk [‖xk − x∗‖2] ≤ ǫ.
Remark 2
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Algorithm 2 Acc-VR-EXTRA and Acc-VR-DIGing
Initialize: α = O( 1Lf ), b =
√
nmax{Lf ,nµ}
κLf
, θ1 =
1
2
√
κµ
Lf
, θ2 =
Lf
2Lfb
, x0(i) = z
0
(i) = w
0
(i), and λ
0
(i) = 0 for all i. Let
κ = 2κc and U = V =
√
I−W
2 for EXTRA, and κ = κ
2
c , U = I−W , and V =
√
I −W 2 for DIGing. Let distribution
D(i) be to output j ∈ [1, n] with probability p(i),j = L(i),jnL(i) .
for k = 0, 1, 2, ... do
S
k
(i) ← b independent samples from D(i) with replacement ∀i,
Perform steps (16a)-(16f) ∀i,
end for
1. The communication complexity of VR-DIGing has a worse dependence on κc than that of VR-EXTRA. This is because
EXTRA uses U =
√
I−W
2 in problem (6), while DIGing uses U = I −W . From Lemma 1, we see that the different
choice of U gives a different order of κ.
2. From Table 1, we see that EXTRA and VR-EXTRA have the same communication complexity, and DIGing and VR-
DIGing also have the same communication complexity. Thus, extending EXTRA and DIGing to the stochastic decen-
tralized optimization does not need to pay a price of more communication cost.
3. Running VR-EXTRA and VR-DIGing withmn samples needs the time ofO((κs +n) log
1
ǫ ) stochastic gradient evalu-
ations, which is the same as that of running the single-machine VR methods with n samples. On the other hand, when
we run the single-machine VR methods with mn samples, the required time increases to O((κs +mn) log
1
ǫ ). Thus,
the linear speedup is achieved by parallelism when n is larger than κs.
3. Accelerated Variance Reduced EXTRA and DIGing
In this section, we develop the accelerated VR-EXTRA and VR-DIGing methods. Specifically, we combine (8) with the
loopless Katyusha proposed in (Kovalev et al., 2020a), and give the following algorithm (16a)-(16f) in a unified framework.
The parameter setting is given in Algorithm 2.
yk(i) = θ1z
k
(i) + θ2w
k
(i) + (1− θ1 − θ2)xk(i) ∀i, (16a)
∇k(i) =
1
b
∑
j∈Sk
(i)
(
∇f(i),j(yk(i))−∇f(i),j(wk(i))
)
+∇f(i)(wk(i)) ∀i, (16b)
zk+1(i) =
1
1 + µαθ1
µα
θ1
yk(i) + z
k
(i) −
1
θ1
α∇k(i) + ∑
j∈N(i)
Uijλ
k
(j) + θ1
∑
j∈N(i)
(V 2)ijz
k
(j)
 ∀i, (16c)
λk+1(i) = λ
k
(i) + θ1
∑
j∈N(i)
Uijz
k+1
(j) ∀i, (16d)
xk+1(i) = y
k
(i) + θ1
(
zk+1(i) − zk(i)
)
∀i, (16e)
wk+1(i) =
{
xk+1(i) with probability
b
n ,
wk(i) with probability 1− bn ,
∀i. (16f)
We will not write (16a)-(16f) in the EXTRA/DIGing style since the resultant methods are complex, and they are not very
similar to the original EXTRA and DIGing besides the feature of gradient tracking.
In the above algorithm, steps (16a) and (16e) are the Nesterov’s acceleration steps, which are motivated by (Allen-Zhu,
2018; Kovalev et al., 2020a). Steps (16c) and (16d) involve the operation of Ux, which is uncomputable for U =
√
I−W
2
in EXTRA in the distributed environment. Introducing the auxiliary variable λ˜k = Uλk and multiplying both sides of
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(16d) by U leads to
zk+1 =
1
1 + µαθ1
(
µα
θ1
yk + zk − 1
θ1
(
α∇k + λ˜k + θ1V 2zk
))
λ˜k+1 = λ˜k + θ1U
2zk+1
(17)
in the compact form. Then, we only need to compute Wz, which corresponds to the gossip-style communications. For
DIGing, we do not need such auxiliary variables.
3.1. Complexities
Theorem 3 gives the complexities of Algorithm (16a)-(16f) in a unified way, and Corollaries 3 and 4 provide the complexi-
ties for the particular Acc-VR-EXTRA and Acc-VR-DIGing methods, respectively.
Theorem 3 Suppose that Assumption 1 holds, andU andV satisfy (7) and (15). Assume κ ≤ κb and κ ≤ max{nκbκs , n
2κb
κ2s
}.
Let θ1 =
1
2
√
κµ
Lf
, θ2 =
Lf
2Lfb
, b =
√
nmax{Lf ,nµ}
κLf
, and α = 110Lf . Then, Algorithm (16a)-(16f) requires the time of
O(
√
κbκ log
1
ǫ ) communication rounds and O((
√
nκs + n) log
1
ǫ ) stochastic gradient evaluations to find z
k such that
Eξk [‖zk − x∗‖2] ≤ ǫ.
Remark 3
1. If κ > max{nκbκs , n
2κb
κ2s
}, we can take the mini-batch size b = LfLf . Then, Algorithm (16a)-(16f) also converges
with the communication complexity unchanged, but the stochastic gradient computation complexity increases to
O(
√
κL
2
f
µLf
log 1ǫ ). When κ > κb, the convergence is unclear currently.
2. As introduced in Section 1.1, we have κb ≤ κs ≤ nκb, and we always assume κs ≪ nκb in the analysis of stochastic
algorithms. Thus, we can expectmax{nκbκs , n
2κb
κ2s
} to be large for large-scale data. On the other hand, κc depends on
the network scale and connectivity. For example, κc = O(1) for the commonly used Erdo˝s−Re´nyi random graph, and
κc = O(m logm) for the geometric graph. In the worst case, for example, the linear graph or cycle graph, we have
κc = O(m
2) (Nedic´ et al., 2018). Thus, we can also expect κ to be not very large when the number of distributed
nodes is limited and the network is well connected. So we can expect that the assumption κ ≤ max{nκbκs , n
2κb
κ2s
}
always holds for large-scale distributed data, for example, thousands of nodes and each node with millions of data.
Corollary 3 Suppose that Assumptions 1 and 2 hold with σ = 0. Under the assumptions on κ and the parameter settings
in Theorem 3 with κ = 2κc, the Acc-VR-EXTRA algorithm requires the time of O(
√
κbκc log
1
ǫ ) communication rounds
and O((
√
nκs + n) log
1
ǫ ) stochastic gradient evaluations to find z
k such that Eξk [‖zk − x∗‖2] ≤ ǫ.
Corollary 4 Suppose that Assumptions 1 and 2 hold with σ =
√
2
2 . Under the assumptions on κ and the parameter settings
in Theorem 3 with κ = κ2c , the Acc-VR-DIGing algorithm requires the time ofO(κc
√
κb log
1
ǫ ) communication rounds and
O((
√
nκs + n) log
1
ǫ ) stochastic gradient evaluations to find z
k such that Eξk [‖zk − x∗‖2] ≤ ǫ.
From Table 1, we see that the communication complexity and stochastic gradient computation complexity of Acc-VR-
EXTRA are both optimal under some conditions to restrict the size of κc. Similarly, the stochastic gradient computation
complexity of Acc-VR-DIGing is also optimal. However, its communication complexity is worse than the corresponding
lower bound by the O(
√
κc) factor. In the next section, we remove the restrictions on κc by Chebyshev acceleration.
3.2. Chebyshev Acceleration
In this section we remove the restrictions on the size of κc, which comes from the matrix U , as shown in (15). To make κ
small, our goal is to construct a newmatrix Uˆ byU such that Ker(Uˆ) = Span(1) and ‖Uˆλ‖2 ≥ 1c‖λ‖2 for all λ ∈ Span(Uˆ),
where c is a much smaller constant than κ. Moreover, the construction procedure should not take more than O(
√
κ) time.
Then, we only need to replace U and V by Uˆ and some matrix Vˆ in Algorithm (16a)-(16f), where Uˆ and Vˆ satisfy the
relations in (15). We follow (Scaman et al., 2017) to use Chebyshev acceleration to construct Uˆ , which is a common
acceleration scheme to minimize c.
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3.2.1. REVIEW OF CHEBYSHEV ACCELERATION
We first give a brief description of Chebyshev acceleration, which was first used to accelerate distribution optimization in
(Scaman et al., 2017). We first introduce the Chebyshev polynomials defined as T0(x) = 1, T1(x) = x, and Tk+1(x) =
2xTk(x)−Tk−1(x) for all k ≥ 1. Given a positive semidefinite symmetric matrixL ∈ Rm×m such that Ker(L) = Span(1),
denote λ1(L) ≥ λ2(L) ≥ · · · ≥ λn−1(L) > λn(L) = 0 as the spectrum of L. Following the notations in (Scaman et al.,
2017), we define γ(L) = λn−1(L)λ1(L) , c1 =
1−
√
γ(L)
1+
√
γ(L)
, c2 =
1+γ(L)
1−γ(L) , and c3 =
2
λ1(L)+λn−1(L)
. Then, c3L has the spectrum in
[1− c−12 , 1 + c−12 ]. Define
Pt(L) = I − Tt(c2(I − c3L))
Tt(c2)
,
which is a polynomial of degree at most t. It can be checked thatPt(L) is a gossip matrix satisfying Ker(Pt(L)) = Span(1).
Moreover, for the particular choice of t = 1√
γ(L)
, we have
λn−1(Pt(L))
λ1(Pt(L))
≥ 12 and λ1(Pt(L)) ≤ 1+ 2c
t
1
1+c2t1
≤ 2 (Scaman et al.,
2017). In practice, we can compute the operation Pt(L)x by the following procedure (Scaman et al., 2017):
Input: x,
Initialize: a0 = 1, a1 = c2, z
0 = x, z1 = c2(I − c3L)x,
for s = 1, 2, · · · , t− 1 do
as+1 = 2c2a
s − as−1,
zs+1 = 2c2(I − c3L)zs − zs−1.
end for
Output: Pt(L)x = x− ztat .
3.2.2. REMOVE THE RESTRICTIONS ON THE SIZE OF κc
For the particular choice of U = V =
√
I−W
2 , define Uˆ = Vˆ =
1
2
√
Pt(U2). Then, we have ‖Vˆ 2‖2 ≤ 12 and ‖Uˆλ‖2 ≥
1
8‖λ‖2 for all λ ∈ Span(Uˆ)with t = 1√γ(U2) =
1√
1−σ2(W )
=
√
κc. So Uˆ and Vˆ satisfy the relations in (15), and replacing
U and V by Uˆ and V does not destroy the proof of Theorem 3. In the algorithm implementation, we only need to replace
the operations U2z and V 2z in (17) by 14Pt(U
2)z. Moreover, replacing κ by the constant 8 in Theorem 3, we can expect
that the assumptions on κ always hold. Since we needO(
√
κc) time to construct Uˆ at each iteration, so the communication
complexity remains
(√
κbκc log
1
ǫ
)
.
Corollary 5 Suppose that Assumptions 1 and 2 hold with σ = 0. Under the parameter settings in Theorem 3 with
κ = 8, Acc-VR-EXTRA with Chebyshev acceleration (CA) requires the time of
(√
κbκc log
1
ǫ
)
communication rounds and
O((
√
nκs + n) log
1
ǫ ) stochastic gradient evaluations to find z
k such that Eξk [‖zk − x∗‖2] ≤ ǫ.
For the particular choice of U = I−W and V = √I −W 2, define Uˆ = 2−
√
2
4 Pt(U) and Vˆ =
√
I − (I − Uˆ)2. Then, we
have ‖Vˆ 2‖2 ≤ 12 and ‖Uˆλ‖2 ≥ 1256‖λ‖2 for all λ ∈ Span(Uˆ)with t = 1√γ(U) =
√
1−√2/2
1−σ2(W ) ≤
√
κc. Similar to the above
analysis for the Acc-VR-EXTRA-CA method, we have the following complexity corollary. Note that since we replace κ
by the constant 256 in Theorem 3, and using the fact that the construction of Uˆ needs O(
√
κc) time at each iteration, we
can reduce the communication cost from O(κc
√
κb log
1
ǫ ) to O(
√
κbκc log
1
ǫ ).
Corollary 6 Suppose that Assumptions 1 and 2 hold with σ =
√
2
2 . Under the parameter settings of Theorem 3 with
κ = 256, Acc-VR-DIGing-CA requires the time of O(
√
κbκc log
1
ǫ ) communication rounds and O((
√
nκs + n) log
1
ǫ )
stochastic gradient evaluations to find zk such that Eξk [‖zk − x∗‖2] ≤ ǫ.
Remark 4
1. From Table 1, we see that Acc-VR-EXTRA-CA and Acc-VR-DIGing-CA have the same communication complexity as
MSDA, OPAPC, and ADFS, which is optimal.
2. Running Acc-VR-EXTRA-CA and Acc-VR-DIGing-CA with mn samples needs the time of O((
√
nκs + n) log
1
ǫ )
stochastic gradient evaluations, which is the same as that of running the single-machine Katyusha with n samples.
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On the other hand, when we run the single-machine Katyusha with mn samples, the required time increases to
O((
√
mnκs +mn) log
1
ǫ ). Since acceleration takes effect only when κs ≫ mn, the parallelism speeds up Katyusha
by the
√
m factor. On the other hand, when κs ≤ n, the linear speedup is achieved.
3. Although the linear speedup is not achieved when κs ≫ mn, we claim that the O((√nκs + n) log 1ǫ ) stochastic
gradient computation complexity is still optimal. See Corollary 4.3 in (Hendrikx et al., 2020a).
4. We can also combine Chebyshev acceleration with the non-accelerated VR-EXTRA and VR-DIGing, and give the
O
(
(κs + n) log
1
ǫ
)
stochastic gradient computation complexity and the O
((
κb
√
κc
)
log 1ǫ
)
communication complex-
ity, which are the same as those of DVR (Hendrikx et al., 2020b).
4. Proof of Theorems
We prove Theorems 1 and 3 in this section. We first introduce some useful properties.
For L-smooth and convex function f(x), we have
f(y)− f(x)− 〈∇f(x),y − x〉 ≥ 1
2L
‖∇f(y) −∇f(x)‖2. (18)
Let x∗ be the optimal solution of problem (1), then, x∗ is also the optimal solution of the following linearly constrained
convex problem
min
x
f(x), s.t. Ux = 0. (19)
Furthermore, there exists λ∗ ∈ Span(U) such that
∇f(x∗) + 1
α
Uλ∗ = 0. (20)
The existence of λ∗ is proved in (?)Lemma 3.1]shi2015extra. (20) and Ux∗ = 0 are the Karush-Kuhn-Tucker (KKT)
optimality conditions of problem (19).
4.1. Non-accelerated VR-EXTRA and VR-DIGing
We first give a classical property of SVRG (Johnson & Zhang, 2013; Xiao & Zhang, 2014).
Lemma 2 Suppose that Assumption 1 holds, and then for Algorithm (9a)-(9d), we have
ESk
[‖∇k −∇f(xk)‖2] ≤4Lf
b
(
f(xk)− f(x∗) + 1
α
〈
λ∗, Uxk
〉)
+
4Lf
b
(
f(wk)− f(x∗) + 1
α
〈
λ∗, Uwk
〉)
.
(21)
Proof 1 From Lemma D.2 in (Allen-Zhu, 2018), we have
ESk
(i)
[‖∇k(i) −∇f(i)(xk(i))‖2] ≤ 1bEj∼D(i)
[∥∥∥∥ 1np(i),j
(
∇f(i),j(xk(i))−∇f(i),j(wk(i))
)∥∥∥∥2
]
,
where D(i) is defined in Algorithm 1. Using identity ‖a+ b‖2 ≤ 2‖b‖2 + 2‖b‖2 and (18), from Lemma D.2 in (Allen-Zhu,
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2018), we have
ESk
(i)
[‖∇k(i) −∇f(i)(xk(i))‖2]
≤ 2
b
Ej∼D(i)
[∥∥∥∥ 1np(i),j
(
∇f(i),j(xk(i))−∇f(i),j(x∗)
)∥∥∥∥2
]
+
2
b
Ej∼D(i)
[∥∥∥∥ 1np(i),j
(
∇f(i),j(wk(i))−∇f(i),j(x∗)
)∥∥∥∥2
]
≤ 4L(i)
b
(
f(i)(x
k
(i))− f(i)(x∗)−
〈
∇f(i)(x∗), xk(i) − x∗
〉)
+
4L(i)
b
(
f(i)(w
k
(i))− f(i)(x∗)−
〈
∇f(i)(x∗), wk(i) − x∗
〉)
.
From the convexity of f(i)(x), the definitions in (2), (3), and (10), and the fact that S
k
(i) and S
k
(j) are selected independently
for all i and j, we have
ESk
[‖∇k −∇f(xk)‖2] ≤4Lf
b
(
f(xk)− f(x∗)− 〈∇f(x∗),xk − x∗〉)
+
4Lf
b
(
f(wk)− f(x∗)− 〈∇f(x∗),wk − x∗〉) .
From the optimality condition in (20) and Ux∗ = 0, we have the conclusion.
The following property is also useful in the analysis of mini-batch SVRG.
Lemma 3 For Algorithm (9a)-(9d), we have
ESk
[∇k] = ∇f(xk). (22)
Proof 2 From the definition of ∇k(i) in (9a), and the fact that the elements in Sk(i) are selected independently with replace-
ment, we have
ESk
(i)
[∇k(i)] =Ej∼D(i)[ 1np(i),j
(
∇f(i),j(xk(i))−∇f(i),j(wk(i))
)
+∇f(i)(wk(i))
]
=∇f(i)(xk(i)).
Using the definitions in (2) and (10), we have the conclusion.
The next lemma describes a progress in one iteration of (9a)-(9d).
Lemma 4 Suppose that Assumption 1 and conditions (7) and (15) hold. Then, for Algorithm (9a)-(9d), we have
ESk
[
f(xk+1)− f(x∗) + 1
α
〈
λ∗, Uxk+1
〉]
≤
(
1
2α
− µ
2
)
‖xk − x∗‖2 − 1
2α
ESk
[‖xk+1 − x∗‖2]
+
1
2α
(‖λk − λ∗‖2 − ESk[‖λk+1 − λ∗‖2])− 12α‖V xk‖2
+
1
2τ
ESk
[‖∇f(xk)−∇k‖2]− ( 1
4α
− τ + Lm
2
)
ESk
[‖xk+1 − xk‖2]
(23)
for some τ > 0 and Lm = max{Lf , κµ}.
Proof 3 From the Lf -smoothness of f(x) and the definition of Lm, we have
f(xk+1) ≤ f(xk) + 〈∇f(xk),xk+1 − xk〉+ Lm
2
‖xk+1 − xk‖2
= f(xk) +
〈∇f(xk)−∇k,xk+1 − xk〉+ 〈∇k,xk+1 − xk〉+ Lm
2
‖xk+1 − xk‖2
a≤ f(xk) + 1
2τ
‖∇f(xk)−∇k‖2 + τ + Lm
2
‖xk+1 − xk‖2 + 〈∇k,xk+1 − x∗〉+ 〈∇k,x∗ − xk〉 ,
(24)
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where we use Young’s inequality in
a≤. Since
∇k = 1
α
(xk − xk+1)− 1
α
Uλk − 1
α
V 2xk (25)
λk+1 = λk + Uxk+1 (26)
from (9b) and (9c), we have〈∇k,xk+1 − x∗〉
b
=
1
α
〈
xk − xk+1,xk+1 − x∗〉− 1
α
〈
λk, Uxk+1
〉− 1
α
〈
V xk, V xk+1
〉
c
=
1
α
〈
xk − xk+1,xk+1 − x∗〉− 1
α
〈
λ∗, Uxk+1
〉
− 1
α
〈
λk − λ∗, λk+1 − λk〉− 1
α
〈
V xk, V xk+1
〉
=
1
2α
(‖xk − x∗‖2 − ‖xk+1 − x∗‖2 − ‖xk+1 − xk‖2)
+
1
2α
(‖λk − λ∗‖2 − ‖λk+1 − λ∗‖2 + ‖λk+1 − λk‖2)
− 1
2α
(‖V xk‖2 + ‖V xk+1‖2 − ‖V xk − V xk+1‖2)− 1
α
〈
λ∗, Uxk+1
〉
d≤ 1
2α
(‖xk − x∗‖2 − ‖xk+1 − x∗‖2)+ 1
2α
(‖λk − λ∗‖2 − ‖λk+1 − λ∗‖2)
− 1
2α
‖V xk‖2 − 1
4α
‖xk+1 − xk‖2 − 1
α
〈
λ∗, Uxk+1
〉
,
(27)
where we useUx∗ = 0, V x∗ = 0, and the symmetry ofU and V in b=, (26) in c=, ‖λk+1−λk‖2 = ‖Uxk+1‖2 ≤ ‖V xk+1‖2
and ‖V (xk+1 − xk)‖2 ≤ 12‖xk+1 − xk‖2 in
d≤. On the other hand, from (22) and the strong convexity of f(x), we have
ESk
[〈∇k,x∗ − xk〉] = 〈∇f(xk),x∗ − xk〉 ≤ f(x∗)− f(xk)− µ
2
‖xk − x∗‖2. (28)
Plugging (27) and (28) into (24), we have
ESk
[
f(xk+1)
]
≤ f(x∗)− µ
2
‖xk − x∗‖2 + 1
2τ
ESk
[‖∇f(xk)−∇k‖2]
+
1
2α
(‖xk − x∗‖2 − ESk[‖xk+1 − x∗‖2])+ 12α (‖λk − λ∗‖2 − ESk[‖λk+1 − λ∗‖2])
− 1
2α
‖V xk‖2 −
(
1
4α
− τ + Lm
2
)
ESk
[‖xk+1 − xk‖2]− 1
α
ESk
[〈
λ∗, Uxk+1
〉]
.
Rearranging the terms, we have the conclusion.
To prove the linear convergence, we should make the constant before ‖λk − λ∗‖2 in (24) smaller than that before ‖λk+1−
λ∗‖2, which is established in the next lemma.
Lemma 5 Suppose that Assumption 1 and conditions (7) and (15) hold. Let α = 128Lm and λ
0 = 0. Then, for Algorithm
(9a)-(9d), we have
1
2
ESk
[
f(xk+1)− f(x∗) + 1
α
〈
λ∗, Uxk+1
〉]
≤
(
1
2α
− µ
2
)
‖xk − x∗‖2 − 1
2α
ESk
[‖xk+1 − x∗‖2]
+
(
1
2α
− 1− ν
4κLmα2
)
‖λk − λ∗‖2 − 1
2α
ESk
[‖λk+1 − λ∗‖2]
+
Lf
6Lmb
(
f(xk)− f(x∗) + 1
α
〈
λ∗, Uxk
〉
+ f(wk)− f(x∗) + 1
α
〈
λ∗, Uwk
〉)
(29)
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with ν = 31403141 .
Proof 4 From the optimality condition in (20) and the smooth property in (18), we have
f(xk+1)− f(x∗) + 1
α
〈
λ∗, Uxk+1
〉
= f(xk+1)− f(x∗)− 〈∇f(x∗),xk+1 − x∗〉
≥ 1
2Lm
‖∇f(xk+1)−∇f(x∗)‖2
=
1
2Lmα2
‖α∇f(xk+1) + Uλ∗‖2
a
=
1
2Lmα2
∥∥xk+1 − xk + U(λk − λ∗) + V 2xk + α∇k − α∇f(xk) + α∇f(xk)− α∇f(xk+1)∥∥2
b≥ 1− ν
2Lmα2
‖U(λk − λ∗)‖2
− 1
2Lmα2
(
1
ν
− 1
)∥∥xk+1 − xk + V 2xk + α∇k − α∇f(xk) + α∇f(xk)− α∇f(xk+1)∥∥2
c≥ 1− ν
2κLmα2
‖λk − λ∗‖2 −
(
2
Lmα2
+ 2Lm
)(
1
ν
− 1
)
‖xk+1 − xk‖2
− 2
Lm
(
1
ν
− 1
)
‖∇k −∇f(xk)‖2 − 2
Lmα2
(
1
ν
− 1
)
‖V xk‖2,
(30)
where we use (25) in
a
=, ‖a−b‖2 ≥ (1−ν)‖a‖2−( 1ν−1)‖b‖2 in
b≥ for some 0 < ν < 1, (15), ‖∑ni=1 ai‖2 ≤ n∑ni=1 ‖ai‖2,
the Lf -smoothness of f(x), and ‖V 2xk‖2 ≤ ‖V xk‖2 in
c≥. Dividing (30) by 2 and plugging it into (23), we have
1
2
ESk
[
f(xk+1)− f(x∗) + 1
α
〈
λ∗, Uxk+1
〉]
≤
(
1
2α
− µ
2
)
‖xk − x∗‖2 − 1
2α
ESk
[‖xk+1 − x∗‖2]
+
(
1
2α
− 1− ν
4κLmα2
)
‖λk − λ∗‖2 − 1
2α
ESk
[‖λk+1 − λ∗‖2]
+
(
1
2τ
+
1
Lm
(
1
ν
−1
))
ESk
[‖∇f(xk)−∇k‖2]−( 1
2α
− 1
Lmα2
(
1
ν
−1
))
‖V xk‖2
−
(
1
4α
− τ + Lm
2
−
(
1
Lmα2
+ Lm
)(
1
ν
− 1
))
ESk
[‖xk − xk+1‖2].
Letting τ = 12.5Lm, ν =
3140
3141 , and α =
1
28Lm
, such that 12α− 1Lmα2 ( 1ν −1) ≥ 0, 14α− τ+Lm2 −( 1Lmα2 +Lm)( 1ν −1) ≥ 0,
and 12τ +
1
Lm
( 1ν − 1) ≤ 124Lm , and using (21), we have the conclusion.
Now, we are ready to prove Theorem 1.
Lemma 6 Suppose that Assumption 1 and conditions (7) and (15) hold. Let α = 128Lm and λ
0 = 0. Then, Algorithm
(9a)-(9d) needs O((nb +
Lm
µ + κ) log
1
ǫ ) iterations to find x
k such that Eξk
[‖xk − x∗‖2] ≤ ǫ.
1. If κ ≤ max{Lfµ , n}, let b = max{Lf ,nµ}Lm . To find an ǫ-precision solution, Algorithm (9a)-(9d) requires the time of
O((
Lf
µ + κ) log
1
ǫ ) communication rounds and O((
Lf
µ + n) log
1
ǫ ) stochastic gradient evaluations.
2. If κ ≥ max{Lfµ , n}, let b = 1. To find an ǫ-precision solution, Algorithm (9a)-(9d) requires the time of O((Lfµ +
κ) log 1ǫ ) communication rounds and O((
Lf
µ + κ) log
1
ǫ ) stochastic gradient evaluations.
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Proof 5 From step (9d), we have
Ewk+1
(i)
[
f(i)(w
k+1
(i) )−
〈
∇f(i)(x∗), wk+1(i) − x∗
〉]
=
b
n
(
f(i)(x
k
(i))−
〈
∇f(i)(x∗), xk(i) − x∗
〉)
+
(
1− b
n
)(
f(i)(w
k
(i))−
〈
∇f(i)(x∗), wk(i) − x∗
〉)
.
From the definitions in (3) and (10), and the optimality condition in (20), we further have
E
w
k+1
[
f(wk+1) +
1
α
〈
λ∗, Uwk+1
〉]
=
b
n
(
f(xk) +
1
α
〈
λ∗, Uxk
〉)
+
(
1− b
n
)(
f(wk) +
1
α
〈
λ∗, Uwk
〉)
.
(31)
Multiplying both sides of (31) by nb (
1
2 − b10n − Lf6Lmb ) and adding it to (29), taking expectation with respect to ξk, from
the easy-to-identity equation nb (
1
2 − b10n − Lf6Lmb )(1 − bn ) +
Lf
6Lmb
≤ nb (12 − b10n − Lf6Lmb )(1 − b10n ) under the condition
Lf
Lmb
≤ 1, we have
1
2
Eξk+1
[
f(xk+1)− f(x∗) + 1
α
〈
λ∗, Uxk+1
〉]
+
n
b
(
1
2
− b
10n
− Lf
6Lmb
)
Eξk+1
[
f(wk+1)− f(x∗) + 1
α
〈
λ∗, Uwk+1
〉]
+
1
2α
Eξk+1
[‖xk+1 − x∗‖2]+ 1
2α
Eξk+1
[‖λk+1 − λ∗‖2]
≤
(
1
2
− b
10n
)
Eξk
[
f(xk)− f(x∗) + 1
α
〈
λ∗, Uxk
〉]
+
n
b
(
1
2
− b
10n
− Lf
6Lmb
)(
1− b
10n
)
Eξk
[
f(wk)− f(x∗) + 1
α
〈
λ∗, Uwk
〉]
+
(
1
2α
− µ
2
)
Eξk
[‖xk − x∗‖2]+ ( 1
2α
− 1− ν
4κLmα2
)
Eξk
[‖λk − λ∗‖2]
a≤
{
1
2
Eξk
[
f(xk)− f(x∗) + 1
α
〈
λ∗, Uxk
〉]
+
n
b
(
1
2
− b
10n
− Lf
6Lmb
)
Eξk
[
f(wk)− f(x∗) + 1
α
〈
λ∗, Uwk
〉]
+
1
2α
Eξk
[‖xk − x∗‖2]+ 1
2α
Eξk
[‖λk − λ∗‖2]}
×max
{
1− b
5n
, 1− b
10n
, 1− αµ, 1− 1− ν
2κLmα
}
,
where we use the fact f(x) + 1α 〈λ∗, Ux〉 ≥ f(x∗) + 1α 〈λ∗, Ux∗〉 for any x, and 12 − b10n − Lf6Lmb > 0 in
a≤. From the
setting of α, we know the algorithm needs O((nb +
Lm
µ + κ) log
1
ǫ ) iterations to find x
k such that Eξk
[‖xk − x∗‖2] ≤ ǫ.
Case 1. If κ ≤ max{Lfµ , n}, we have κµ ≤ max{Lf , nµ} and b = max{Lf ,nµ}max{Lf ,κµ} ≥
max{Lf ,nµ}
max{Lf ,nµ} = 1, where we
use Lf ≤ Lf ≤ max{Lf , nµ}. On the other hand, since b = max{Lf ,nµ}Lm , we have
Lf
Lmb
=
Lf
max{Lf ,nµ} ≤ 1 and
n
b =
nLm
max{Lf ,nµ} ≤
Lm
µ
b
= max{Lfµ , κ}, where we use Lm = max{Lf , κµ} in
b
=. Then, the communication complexity
is O((
Lf
µ + κ) log
1
ǫ ), and the stochastic gradient computation complexity is O(b(
Lf
µ + κ) log
1
ǫ ) = O((
Lf
µ + n) log
1
ǫ ),
where we use
bLf
µ =
max{Lf ,nµ}Lf
max{Lf ,κµ}µ ≤
max{Lf ,nµ}
µ = max{Lfµ , n}, and bκ = max{Lf ,nµ}κmax{Lf ,κµ} ≤
max{Lf ,nµ}
µ .
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Case 2. If κ ≥ max{Lfµ , n}, letting b = 1, we have LfLmb ≤
Lf
κµ ≤ 1. The communication complexity and stochastic
gradient computation complexity are both O((
Lf
µ + n+ κ) log
1
ǫ ) = O((
Lf
µ + κ) log
1
ǫ ).
Now, we prove Theorem 2, which improves the computation complexity in the case of κ ≥ max{Lfµ , n} by the zero-sample
strategy.
Proof 6 Replacing n, Lf , µ, and Lf in Lemma 6 by n
′, L′f , µ
′, and L
′
f given in (14), respectively, since
L
′
f
µ′ = n
′ = κ,
from the first case in Lemma 6, we have the O((
L′f
µ′ + κ) log
1
ǫ ) = O((
Lf
µ + κ) log
1
ǫ ) communication complexity, and the
O((
L
′
f
µ′ + n
′) log 1ǫ ) = O(κ log
1
ǫ ) stochastic gradient computation complexity.
Since we select the samples in
[
1, n
]
with probability
∑n
j=1 L(i),j
∑
n′
j=1 L(i),j
=
nLf
nµκ , and the zero samples do not spend the compu-
tation time, so the valid number of stochastic gradient evaluations is O(
Lf
µκκ log
1
ǫ ) = O(
Lf
µ log
1
ǫ ). On the other hand,
we compute the full batch gradient with probability bn′ =
1
κ , which takes O(n
1
κκ log
1
ǫ ) = O(n log
1
ǫ ) stochastic gradient
evaluations in total. So the final valid stochastic gradient computation complexity is O((
Lf
µ + n) log
1
ǫ ).
At last, we explain that the zero samples do not destroy the proof of Lemma 6. For the zero sample f(i),j(x) = 0, we have
∇f(i),j(x) = 0. So it also satisfies the convexity and L(i),j-smooth property (18) even for positive L(i),j . We can check
that (21) and (22) also hold. In the proofs of Lemmas 4 and 5, we use the smoothness and strong convexity of f ′(i)(x), as
explained in Section 2.3, which also hold.
4.2. Accelerated VR-EXTRA and VR-DIGing
From Lemma D.2 in (Allen-Zhu, 2018) and similar to Lemma 2, we have
ESk
[‖∇k −∇f(yk)‖2] ≤ 2Lf
b
(
f(wk)− f(yk)− 〈∇f(yk),wk − yk〉) . (32)
Similar to (22), we also have
ESk
[∇k] = ∇f(yk). (33)
The following lemma is the counterpart of Lemma 4, which gives a progress in one iteration of procedure (16a)-(16f).
Lemma 7 Suppose that Assumption 1 and conditions (7) and (15) hold. Let θ1 + θ2 ≤ 1. Then, for Algorithm (16a)-(16f),
we have
ESk
[
f(xk+1)− f(x∗) + 1
α
〈
λ∗, Uxk+1
〉]
≤ (1− θ1 − θ2)
(
f(xk)− f(x∗) + 1
α
〈
λ∗, Uxk
〉)
+ θ2
(
f(wk)− f(x∗) + 1
α
〈
λ∗, Uwk
〉)
+
(
Lf
τb
− θ2
)(
f(wk)− f(yk)− 〈∇f(yk),wk − yk〉)
+
θ21
2α
‖zk − x∗‖2 −
(
θ21
2α
+
µθ1
2
)
ESk
[‖zk+1 − x∗‖2]
+
1
2α
‖λk − λ∗‖2 − 1
2α
ESk
[‖λk+1 − λ∗‖2]− θ21
2α
‖V zk‖2
−
(
θ21
4α
− τθ
2
1 + Lfθ
2
1
2
)
ESk
[‖zk+1 − zk‖2]− µθ1
2
ESk
[‖zk+1 − yk‖2]
(34)
for some τ > 0.
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Proof 7 From the Lf -smoothness of f(x), similar to (24), we have
f(xk+1) ≤ f(yk) + 〈∇f(yk),xk+1 − yk〉+ Lf
2
‖xk+1 − yk‖2
≤ f(yk) + 1
2τ
‖∇f(yk)−∇k‖2 + τ + Lf
2
‖xk+1 − yk‖2 + 〈∇k,xk+1 − yk〉
a
= f(yk) +
1
2τ
‖∇f(yk)−∇k‖2 + τθ
2
1 + Lfθ
2
1
2
‖zk+1 − zk‖2
+ θ1
〈∇k, zk+1 − z∗〉+ θ1 〈∇k, z∗ − zk〉 .
(35)
where we use
xk+1 − yk = θ1(zk+1 − zk) (36)
in
a
=, which is from (16e). Since
∇k = θ1
α
(zk − zk+1) + µ(yk − zk+1)− 1
α
Uλk − θ1
α
V 2zk (37)
λk+1 = λk + θ1Uz
k+1 (38)
from (16c) and (16d), similar to (27), we have
θ1
〈∇k, zk+1 − x∗〉
=
θ21
α
〈
zk − zk+1, zk+1 − x∗〉+ µθ1 〈yk − zk+1, zk+1 − x∗〉
− θ1
α
〈
λk, Uzk+1
〉− θ21
α
〈
V zk, V zk+1
〉
b
=
θ21
α
〈
zk − zk+1, zk+1 − x∗〉+ µθ1 〈yk − zk+1, zk+1 − x∗〉
− θ1
α
〈
λ∗, Uzk+1
〉− 1
α
〈
λk − λ∗, λk+1 − λk〉− θ21
α
〈
V zk, V zk+1
〉
=
θ21
2α
(‖zk − x∗‖2 − ‖zk+1 − x∗‖2 − ‖zk+1 − zk‖2)
+
µθ1
2
(‖yk − x∗‖2 − ‖zk+1 − x∗‖2 − ‖zk+1 − yk‖2)
+
1
2α
(‖λk − λ∗‖2 − ‖λk+1 − λ∗‖2 + ‖λk+1 − λk‖2)
− θ
2
1
2α
(‖V zk‖2 + ‖V zk+1‖2 − ‖V zk+1 − V zk‖2)− θ1
α
〈
λ∗, Uzk+1
〉
c≤ θ
2
1
2α
(‖zk − x∗‖2 − ‖zk+1 − x∗‖2)+ µθ1
2
(‖yk − x∗‖2 − ‖zk+1 − x∗‖2)
+
1
2α
(‖λk − λ∗‖2 − ‖λk+1 − λ∗‖2)− θ21
2α
‖V zk‖2 − θ
2
1
4α
‖zk+1 − zk‖2
− µθ1
2
‖zk+1 − yk‖2 − θ1
α
〈
λ∗, Uzk+1
〉
,
(39)
where we use (38) in
b
=, ‖λk+1 − λk‖2 = ‖θ1Uzk+1‖2 ≤ θ21‖V zk+1‖2 and ‖V (zk+1 − zk)‖2 ≤ 12‖zk+1 − zk‖2 in
c≤.
On the other hand, from (33), we have
θ1ESk
[〈∇k,x∗ − zk〉]
= θ1
〈∇f(yk),x∗ − zk〉
d
=
〈∇f(yk), θ1x∗ + θ2wk + (1− θ1 − θ2)xk − yk〉
= θ1
〈∇f(yk),x∗ − yk〉+ (1− θ1 − θ2) 〈∇f(yk),xk − yk〉+ θ2 〈∇f(yk),wk − yk〉
e≤ θ1f(x∗) + (1− θ1 − θ2)f(xk)− (1 − θ2)f(yk)− µθ1
2
‖yk − x∗‖2 + θ2
〈∇f(yk),wk − yk〉 ,
(40)
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where we use (16a) in
d
=, and the strong convexity of f(x) in
e
=. Plugging (39) and (40) into (35), and using (32), we have
ESk
[
f(xk+1)
]
≤ θ1f(x∗)+ (1− θ1 − θ2)f(xk)+ θ2f(yk)− µθ1
2
‖yk −x∗‖2+ θ2
〈∇f(yk),wk −yk〉
+
Lf
τb
(
f(wk)− f(yk)− 〈∇f(yk),wk − yk〉)
+
θ21
2α
(‖zk−x∗‖2−ESk[‖zk+1−x∗‖2])+ µθ12 (‖yk−x∗‖2−ESk[‖zk+1−x∗‖2])
+
1
2α
(‖λk − λ∗‖2 − ESk[‖λk+1 − λ∗‖2])− θ1α ESk [〈λ∗, Uzk+1〉]
− θ
2
1
2α
‖V zk‖2−
(
θ21
4α
− τθ
2
1 +Lfθ
2
1
2
)
ESk
[‖zk+1− zk‖2]− µθ1
2
ESk
[‖zk+1−yk‖2]
f
= θ1f(x
∗) + (1− θ1 − θ2)f(xk) + θ2f(wk)
+
(
Lf
τb
− θ2
)(
f(wk)− f(yk)− 〈∇f(yk),wk − yk〉)
+
θ21
2α
‖zk − x∗‖2 −
(
θ21
2α
+
µθ1
2
)
ESk
[‖zk+1 − x∗‖2]
+
1
2α
(‖λk − λ∗‖2 − ESk[‖λk+1 − λ∗‖2])
− 1
α
ESk
[〈
λ∗, Uxk+1 − θ2Uwk − (1− θ1 − θ2)Uxk
〉]
− θ
2
1
2α
‖V zk‖2−
(
θ21
4α
− τθ
2
1 +Lfθ
2
1
2
)
ESk
[‖zk+1− zk‖2]− µθ1
2
ESk
[‖zk+1−yk‖2],
where we use (16a) and (16e) in
f
=. Rearranging the terms, we have the conclusion.
Similar to Lemma 5, we establish the smaller constant before ‖λk−λ∗‖2 than that before ‖λk+1−λ∗‖2 in the next lemma.
Lemma 8 Suppose that Assumption 1 and conditions (7) and (15) hold. Choose b such that θ2 =
Lf
2Lfb
≤ 12 . Let θ1 ≤ 12 ,
α = 110Lf , and λ
0 = 0. Then, for Algorithm (16a)-(16f), we have
(
1− θ1
2
)
ESk
[
f(xk+1)− f(x∗) + 1
α
〈
λ∗, Uxk+1
〉]
≤ (1 − θ1 − θ2)
(
f(xk)− f(x∗) + 1
α
〈
λ∗, Uxk
〉)
+ θ2
(
f(wk)− f(x∗) + 1
α
〈
λ∗, Uwk
〉)
+
θ21
2α
‖zk − x∗‖2 −
(
θ21
2α
+
µθ1
2
)
ESk
[‖zk+1 − x∗‖2]
+
(
1
2α
− (1− ν)θ1
4κLfα2
)
‖λk − λ∗‖2 − 1
2α
ESk
[‖λk+1 − λ∗‖2]
(41)
with ν = 127128 .
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Proof 8 From (18) and (20), similar to (30), we have
f(xk+1)− f(x∗) + 1
α
〈
λ∗, Uxk+1
〉
≥ 1
2Lfα2
‖α∇f(xk+1) + Uλ∗‖2
a
=
1
2Lfα2
∥∥αµ(zk+1 − yk) + θ1(zk+1 − zk) + U(λk − λ∗) + θ1V 2zk
+α∇k − α∇f(yk) + α∇f(yk)− α∇f(xk+1)∥∥2
≥ 1− ν
2Lfα2
‖U(λk − λ∗)‖2 − 1
2Lfα2
(
1
ν
− 1
)∥∥αµ(zk+1 − yk) + θ1(zk+1 − zk)
+θ1V
2zk + α∇k − α∇f(yk) + α∇f(yk)− α∇f(xk+1)∥∥2
b≥ 1− ν
2κLfα2
‖λk − λ∗‖2 − 5µ
2
2Lf
(
1
ν
− 1
)
‖zk+1 − yk‖2
− 5θ
2
1
2Lfα2
(
1
ν
− 1
)
‖V zk‖2 − 5
2Lf
(
1
ν
− 1
)
‖∇k −∇f(yk)‖2
−
(
5θ21
2Lfα2
+
5Lfθ
2
1
2
)(
1
ν
− 1
)
‖zk+1 − zk‖2
(42)
where we use (37) in
a
=, (15), the Lf -smoothness of f(x), (36), and ‖V 2zk‖2 ≤ ‖V zk‖2 in
b≥. Multiplying both sides of
(42) by θ12 and plugging it into (34), using (32), we have(
1− θ1
2
)
ESk
[
f(xk+1)− f(x∗) + 1
α
〈
λ∗, Uxk+1
〉]
≤ (1− θ1 − θ2)
(
f(xk)− f(x∗) + 1
α
〈
λ∗, Uxk
〉)
+ θ2
(
f(wk)− f(x∗) + 1
α
〈
λ∗, Uwk
〉)
+
(
Lf
τb
+
5Lfθ1
2bLf
(
1
ν
− 1
)
− θ2
)(
f(wk)− f(yk)− 〈∇f(yk),wk − yk〉)
+
θ21
2α
‖zk − x∗‖2 −
(
θ21
2α
+
µθ1
2
)
ESk
[‖zk+1 − x∗‖2]
+
(
1
2α
− (1− ν)θ1
4κLfα2
)
‖λk − λ∗‖2 − 1
2α
ESk
[‖λk+1 − λ∗‖2]
−
(
θ21
2α
− 5θ
3
1
4Lfα2
(
1
ν
−1
))
‖V zk‖2−
(
µθ1
2
− 5µ
2θ1
4Lf
(
1
ν
−1
))
ESk
[‖zk+1−yk‖2]
−
(
θ21
4α
− τθ
2
1 + Lfθ
2
1
2
−
(
5θ31
4Lfα2
+
5Lfθ
3
1
4
)(
1
ν
− 1
))
ESk
[‖zk+1 − zk‖2].
Letting θ1 ≤ 12 , θ2 = Lf2Lfb , τ = 3Lf , ν = 127128 , andα = 110Lf such that
Lf
τb+
5Lfθ1
2Lf b
( 1ν−1)−θ2 ≤ 0, θ
2
1
2α− 5θ
3
1
4Lfα2
( 1ν−1) ≥ 0,
µθ1
2 − 5µ
2θ1
4Lf
( 1ν − 1) ≥ 0, and θ
2
1
4α − τθ
2
1+Lfθ
2
1
2 − ( 5θ
3
1
4Lfα2
+
5Lfθ
3
1
4 )(
1
ν − 1) ≥ 0, we have the conclusion.
Now, we are ready to prove Theorem 3.
Lemma 9 Suppose that Assumption 1 and conditions (7) and (15) hold. Assume κµLf ≤ 1 and κ ≥ 1. Let θ1 = 12
√
κµ
Lf
,
θ2 =
Lf
2Lfb
, α = 110Lf , and λ
0 = 0.
1. If κ ≤ nLf max{Lf ,nµ}
L
2
f
, let b =
√
nmax{Lf ,nµ}
κLf
. Then, Algorithm (16a)-(16f) requires the time of O(
√
κLf
µ log
1
ǫ )
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communication rounds and O((
√
nLf
µ + n) log
1
ǫ ) stochastic gradient evaluations to find z
k such that Eξk
[‖zk −
x∗‖2] ≤ ǫ.
2. If κ ≥ nLf max{Lf ,nµ}
L
2
f
, let b =
Lf
Lf
. Then, Algorithm (16a)-(16f) requires the time ofO(
√
κLf
µ log
1
ǫ ) communication
rounds and O(
√
κL
2
f
Lfµ
log 1ǫ ) stochastic gradient evaluations to find z
k such that Eξk
[‖zk − x∗‖2] ≤ ǫ.
Proof 9 Let b = max{
√
nLf
κLf
,
√
n2µ
κLf
,
Lf
Lf
}, then we know θ2 = Lf2Lfb ≤ 12 and b ∈
[
1, n
]
, where we use κ ≥ 1 and
µ ≤ Lf ≤ Lf ≤ nLf given in (4). Multiplying both sides of (31) by θ2b
n
− θ120κ
and adding it to (41), we have
(
1− θ1
2
)
ESk
[
f(xk+1)− f(x∗) + 1
α
〈
λ∗, Uxk+1
〉]
+
θ2
b
n − θ120κ
E
w
k+1
[
f(wk+1)− f(x∗) + 1
α
〈
λ∗, Uwk+1
〉]
≤
(
1− θ1 − θ2 + b
n
θ2
b
n − θ120κ
)(
f(xk)− f(x∗) + 1
α
〈
λ∗, Uxk
〉)
+
(
θ2 +
(
1− b
n
)
θ2
b
n − θ120κ
)(
f(wk)− f(x∗) + 1
α
〈
λ∗, Uwk
〉)
+
θ21
2α
‖zk − x∗‖2 −
(
θ21
2α
+
µθ1
2
)
ESk
[‖zk+1 − x∗‖2]
+
(
1
2α
− (1− ν)θ1
4κLfα2
)
‖λk − λ∗‖2 − 1
2α
ESk
[‖λk+1 − λ∗‖2].
(43)
We can easily check that
1− θ1 − θ2 + b
n
θ2
b
n − θ120κ
= 1− θ1 − θ2 + θ2
1− nθ120bκ
= 1− θ1 +
nθ1θ2
20bκ
1− nθ120bκ
a≤ 1− θ1 + θ1
39
= 1− 38
39
θ1,
and
θ2 +
(
1− b
n
)
θ2
b
n − θ120κ
= θ2 +
(
θ1
20κ
− b
n
)
θ2
b
n − θ120κ
+
(
1− θ1
20κ
)
θ2
b
n − θ120κ
=
(
1− θ1
20κ
)
θ2
b
n − θ120κ
,
where we use nθ220bκ =
nLf
40Lfb2κ
≤ nLf40Lfκ
κLf
nLf
= 140 and
nθ1
20bκ ≤ nθ120κ
√
κLf
n2µ =
1
40 in
a≤. Taking expectation with respect to
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ξk on both sides of (43) and rearranging the terms, we have(
1− θ1
2
)
Eξk+1
[
f(xk+1)− f(x∗) + 1
α
〈
λ∗, Uxk+1
〉]
+
θ2
b
n − θ120κ
Eξk+1
[
f(wk+1)− f(x∗) + 1
α
〈
λ∗, Uwk+1
〉]
+
(
θ21
2α
+
µθ1
2
)
Eξk+1
[‖zk+1 − x∗‖2]+ 1
2α
Eξk+1
[‖λk+1 − λ∗‖2]
≤
(
1− 38
39
θ1
)
Eξk
[
f(xk)− f(x∗) + 1
α
〈
λ∗, Uxk
〉]
+
θ2
b
n − θ120κ
(
1− θ1
20κ
)
Eξk
[
f(wk)− f(x∗) + 1
α
〈
λ∗, Uwk
〉]
+
θ21
2α
Eξk
[‖zk − x∗‖2]+ ( 1
2α
− (1− ν)θ1
4κLfα2
)
Eξk
[‖λk − λ∗‖2]
b≤
{(
1− θ1
2
)
Eξk
[
f(xk)− f(x∗) + 1
α
〈
λ∗, Uxk
〉]
+
θ2
b
n − θ120κ
Eξk
[
f(wk)− f(x∗) + 1
α
〈
λ∗, Uwk
〉]
+
(
θ21
2α
+
µθ1
2
)
Eξk
[‖zk − x∗‖2]+ 1
2α
Eξk
[‖λk − λ∗‖2]}
×max
{
1− 3839θ1
1− θ12
, 1− θ1
20κ
,
1
1 + µαθ1
, 1− (1− ν)θ1
2κLfα
}
,
where we use the fact f(x)+ 1α 〈λ∗, Ux〉 ≥ f(x∗)+ 1α 〈λ∗, Ux∗〉 for any x, and bn ≥
√
µ
κLf
≥ θ120κ in
b≤. From the settings
of θ1 and α and the assumption κ ≥ 1, we can easily check 1−
38
39 θ1
1− θ12
≤ 1− 1839θ1 ≤ 1− 1839 θ1κ = O(1−
√
µ
κLf
) due to κ ≥ 1,
1
1+µα
θ1
≤ 1− µα2θ1 = O(1−
√
µ
κLf
), and 1− (1−ν)θ12κLfα = O(1−
√
µ
κLf
). Thus, the algorithm needsO(
√
κLf
µ log
1
ǫ ) iterations
to find zk such that Eξk
[‖zk − x∗‖2] ≤ ǫ. So the communication complexity is O(√κLfµ log 1ǫ ). When b = √nLfκLf , the
stochastic gradient computation complexity is O(b
√
κLf
µ log
1
ǫ ) = O(
√
nLf
µ log
1
ǫ ). When b =
√
n2µ
κLf
, the stochastic
gradient computation complexity is O(b
√
κLf
µ log
1
ǫ ) = O(n log
1
ǫ ). When b =
Lf
Lf
, the stochastic gradient computation
complexity is O(b
√
κLf
µ log
1
ǫ ) = O(
√
κL
2
f
Lfµ
log 1ǫ ).
5. Conclusion
This paper extends the famous EXTRA and DIGing methods with variance reduction. Two accelerated VR based stochas-
tic decentralized algorithms are proposed with the optimal stochastic gradient computation complexity and the optimal
communication complexity. We also propose the non-accelerated VR based EXTRA and DIGing. Our stochastic gradient
computation complexities keep the same as the single-machine VR methods, such as Katyusha and SVRG, and our com-
munication complexities remain the same as the full batch decentralized methods, such as MSDA, EXTRA, and DIGing.
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