In this paper, we propose and analyze a new family of hybridizable discontinuous Galerkin (HDG) methods for second order elliptic problems in two and three dimensions. We use piecewise polynomials of degree k 0 for both the flux and numerical trace, and piecewise polynomials of degree k + 1 for the potential. We show the convergence orders of the flux and the potential in L 2 -norm are k + 1 and k + 2, respectively. What's more, we construct a local postprocessing for the flux, which produces a numerical flux with better conservation.
Introduction
The pioneering works on hybrid (also called mixed-hybrid) finite element methods are due to Pian [31] and Fraejis de Veubeke [26] for the numerical solution of linear elasticity problems.
Here the term "hybrid", as stated in [5, 33] , means "the constraints of displacement continuity and/or traction reciprocity at the inter-element boundaries are relaxed a priori" in the hybrid finite element model. One may refer to [36, 32, 35, 39, 37, 38, 34, 41, 42, 53, 49, 52] and to [47, 45, 50, 28] respectively for some developments of hybrid stress (also called assumed stress) methods and hybrid strain (also called enhanced assumed strain) methods based on generalized variational principles, such as Hellinger-Reissner principle and Hu-Washizu principle. In [7, 54, 8, 51] , stability and convergence were analyzed for several 4-node hybrid stress/strain quadrilateral/rectangular elements. We refer to [9, 11, 10] for the analysis of hybrid methods for 4th order elliptic problems, and to [6, 30, 43, 44] for the analysis for second-order elliptic boundary-value problems. One may see [14, 10, 46, 34] for more references therein on the hybrid methods.
Due to the relaxation of function continuity at the inter-element boundaries, the hybrid finite element model allows for piecewise-independent approximation to the displacement/potential or stress/flux solution, thus leading to a sparse, symmetric and positive definite discrete system through local elimination of unknowns defined in the interior of the elements. This is one main advantage of the hybrid methods. The process of local elimination is also called "static condensation" in engineering literature. In the discrete system, the unknowns are only the globally coupled degrees of freedom of the approximation trace of the " displacement" or "traction" defined only on the boundaries of the elements.
In [18] Cockburn et. al. introduced a unifying framework for hybridization of finite element methods for the second order elliptic problem: Find the potential u and the flux σ such that cσ − ∇u = 0, in Ω
where Ω is a bounded domain in R d (d = 2, 3) with Lipschitz boundary ∂Ω, c(x) ∈ R d×d is a matrix valued function that is symmetric and uniformly positive definite on Ω. f ∈ L 2 (Ω) and
2 (∂Ω). Here hybridization denotes the process to rewrite a finite element method as a hybrid version. The unifying framework includes as particular cases hybridized versions of mixed methods [3, 12, 15] , the continuous Galerkin (CG) method [21] , and a wide class of hybridizable discontinuous Galerkin (HDG) methods. In particular, three new kinds of HDG, or more precisely LDG-H (Local DG-hybridizable), methods were presented in [18] . We refer to [13, 17, 19] for the convergence analysis of several HDG methods. We note that the error analysis in [19] for one of the three HDG methods by [18] is based on the use of a projection operator inspired by the form of the numerical traces of the methods. Following the same idea as in [19] , a unifying framework was proposed [20] to analyze a large class of methods including the hybridized versions of some mixed methods as well as several HDG methods.
As we know, the condition number of a discrete system is of importance, due to its roles in estimating the convergence of iterative algorithms and the sensitivity of the discrete solution to perturbations. In [27] a new technique was developed to study conditioning of the hybridized versions of Raviart-Thomas [3] and Brezzi-Douglas-Marini [12] mixed methods. Following [27] , conditioning of a HDG method was presented in [24] .
In this paper, we develop a new family of HDG methods for problem (1.1). We use piecewise polynomials of degree k for both the flux approximation, σ h , and the numerical trace, λ h , of u, and use piecewise polynomials of degree k + 1 for the potential approximation, u h . We show the convergence orders of σ h and u h in L 2 -norm are k + 1 and k + 2, respectively. Besides, we construct a local postprocessing for the flux, which produces a numerical flux σ * h with better conservation. We also study the conditioning of the proposed HDG method.
We note that the analysis technique used in [19, 20] doesn't apply to our method. We make a simple comparison in Table 1 between the methods in [18, 19] and ours. Since the only globally coupled degrees of freedom in a HDG method are those describing λ h , our method and the third LDG-H method in Table 1 are of the same computation size. We can see that our convergence rate for u h is one order higher than the third method. We mention that in [20] it has been shown that there exists a postprocessing, in element-by-element fashion, for the third method to produce a new potential u * h that converges to u at order k + 2 for k ≥ 1. Table 1 : Several methods fitting in the framework (k 0 )
The rest of this paper is organized as follows. In Section 2.2 we follow the general framework in [18] to give our HDG scheme. Section 3 is devoted to the convergence analysis of the proposed HDG method. Section 4 presents a simple postprocessing. We study in Section 5 the conditioning of the method. Finally Section 6 provides numerical results.
HDG method 2.1 Preliminaries and Notations
We use the standard definitons of Sobolev spaces and their norms( 
We denote by (·, ·) D and ·, · ∂D the L 2 inner-products on L 2 (D) and L 2 (∂D) respectively, and by · D and · ∂T the corresponding L 2 -norms. In particular, (·, ·) and · abbreviate, when D = Ω, (·, ·) Ω and · Ω respectively. For an integer k ≥ 0, we use P k (D) to denote the set of polynomials of degree no greater than k on D.
Assume Ω ⊂ R d is a polygonal. Let T h be a conforming shape-regular triangulation of Ω and F h be the set of all faces of T h . For any T ∈ T h , we denote by h T the diameter of T and set h := max T ∈T h h T . For T ∈ T h and F ∈ F h , let V (T ), M (F ) and W (T ) be local spaces of finite dimensions. Then we define
be the standard L 2 orthogonal projection operator. Then it holds the following well-known approximation result:
Here and in what follows, x y (or x y) denotes that there exists a positive constant C such that x Cy (or x ≥ Cy), where C only depends on c, k, the regularity of T h , or Ω. The notation x ≃ y abbreviates x y x.
Formulations of HDG method
We first introduce a local projection P
It is easy to see
for any face F of T .
Following [18] , the general framework of HDG methods is as follows:
and α T denotes a nonnegative penalty function defined on ∂T .
In this paper we choose the local spaces V (T ), M (F ), W (T ) and the penalty parameter α T as following:
3)
where h F denotes the diameter of F .
Remark 2.1. Different choices of V (T ), M (F ), W (T ) and α T lead to different methods. In [18] , three choices were provided (cf. Table 1) , one of which, namely
, was analyzed in [19] , where α T = O(1).
Remark 2.2. When α T = 0, then the RT-H and BDM-H methods proposed in [18] coincide with the classical hybridized versions of RT element method [3] and BDM element method [12] , respectively.
It is easy to show the following existence and uniqueness result.
Lemma 2.1. The HDG scheme (2.2) with the choices (2.
3 Error analysis
Here v in P M v is understood as its trace on F h for v ∈ H 1 (Ω).
Denote
then we have the following lemma.
Proof. It's straightforward to show the relations
Subtracting (2.2a) and (2.2b) from the above two equations respectively, we obtain (3.3a) and (3.3b). The relation (3.3c) follows from (2.2c) and the fact
We introduce a semi-norm |||·||| :
where
4)
where (3.3b ) and adding the resultant two equations, we obtain
which, together with (3.3c) and the fact e λ h ∈ M 0 h , yields
Thus it follows
In view of Cauchy-Schwarz inequality, we easily derive the following estimates for I 1 and I 2 .
Lemma 3.3. It holds
To estimatie the term I 3 , we need a key result as follows.
Lemma 3.4.
Proof. For any T ∈ T h , from (3.3a) and integration by parts, it follows
which, by taking τ h = ∇e u h , leads to
Since trace inequality and inverse estimate yields
we finally have
which implies (3.7).
Lemma 3.5. It holds
Proof. By the property (2.1) for the projection operator P ∂ T , it holds
which, together with (3.7), implies
Therefore, we have
which completes the proof. 
Now we introduce a "broken" Sobolev space
, for the projection operators P V and P W and any T ∈ T h , it holds the following standard estimates:
Thus, from Lemma 3.6 it follows
As a result, the estimate (3.11), together with triangle inequality, yields the following convergence results for the flux approximation.
In particular, if l u = k + 2, l σ = k + 1, then it holds
Estimation for potential approximation u h
Similarly to [19] , we shall use Aubin-Nitsche's technique of duality argument to derive the error estimation for the potential approximation u h . To this end we introduce the dual problem
in Ω,
where, as defined in (3.2), e u h = u h − P V u. In addition, we assume the following regularity property holds:
We first present a basic equality as follows.
Lemma 3.7. It holds
Proof. From (3.14) we have
which yields
By the continuity of Φ · n and the fact that e λ h | ∂Ω = 0, we obtain
Taking v h = P V φ in (3.3b), we get
Taking µ h = P M φ in (2.2c), we arrive at
which, together with the definitions (3.1)-(3.2), indicates
In light of (3.14), (3.24) and (3.25), it holds
Finally, from (3.23) and (3.26) it follows
The following Lemma shows estimates for the terms Π j for j = 1, 2, · · · , 5.
Lemma 3.8. It holds
27)
28) 
Proof. By noticing
the estimates (3.27)-(3.28) follow from Cauchy-Schwarz inequality, the projection approximation result (2.1) for P W and the regularity assumption (3.15).
Next we go to estimate Π 3 . We have
Using Cauchy-Schwarz inequality, the projection approximation result (2.1) for P W and P ∂ T , and the regularity assumption (3.15) once again, we obtain (3.7) ) These two inequalities, together with (3.32), imply the desired estimate (3.29).
Similarly, we can easily derive the estimates (3.30)-(3.31) by virtue of the properties of the projection operators P V , P M , P ∂ T and the regularity (3.15).
A combination of Lemmas 3.7-3.8 yields the following conclusion. 
(3.33)
From Theorem 3.1 and Lemma 3.9, we easily derive the following convergence theorem for the potential approximation u h .
Remark 3.1. If we set
and choose α T = 1. According to the theory proposed in [19] , for sufficient smooth solution and k > 0, although, the order of convergence for u h is k + 1, there exists an element by element postprocessing to produce a new approximation u * h , the order of convergence of which is k + 2. However, for k = 0, such postprocessing doesn't exist.
Flux postprocessing
In this section we follow the idea in [22, 19] to construct a local postprocessing so as to obtain a new flux approximation σ * h ∈ H(div; Ω). We shall show that σ * h converges at the same order as σ h , while its divergence converges at one higher order than σ h .
We define
where, for any T ∈ T h ,
We note that the existence and uniqueness of σ h follow from the property of the RT elements [40] .
Moreover, we have the following theorem. In addition, it holds
and it holds
Proof. First, by (2.2c) and (4.2b) it's easy to verify that σ * h · n = 0 on any F ∈ F h , which means σ * h ∈ H(div; Ω). From (2.2b) it follows
which, together with integration by parts, yields
Then, in view of (4.2a)-(4.2b), it holds
The thing left is to prove the estimates (4.4)-(4.5). In light of (4.1), Lemma 3.6 and Theorem
3.1, it suffices to show
By (4.2a)-(4.2b), a simple scaling argument yields the estimate
Then, from e u h = u h − P V u and e λ h = λ h − P M u it follows
, which, together with the fact
indicates the desired estimate (4.6). This completes the proof.
Conditioning of HDG method
In this section, we shall first consider the static condensation of the system (2.2) by following the idea in [15, 18] . We turn the system (2.2) into a SPD (symmetric positive definite) system that only involves the trace approximation λ h . Secondly, we shall study the conditioning of the SPD system, which is significant in the construction of efficient solvers.
In what follows we assume, without loss of generality, g = 0 for the sake of simplicity.
"Static condensation" for HDG method
As mentioned before, one main advantage of a hybrid finite element method lies in that the method results in a sparse, symmetric and positive definite discrete system through "static condensation" . This "static conensation" is essentially a process of locally eliminating unknowns defined in the interior of the elements. In that follows we shall show the process of "static condensation"
for the HDG method (2.2) by applying the framework developed in [18] .
For any T ∈ T h , we introduce two local problems as follows.
Local problem 1: For any given
Lemma 5.1. For f ∈ L 2 (T ) and λ ∈ M (∂T ), the local problems (5.1) and (5.2) are well-posed.
Proof. It suffices to show that the homogeneous linear system 3b) , and adding the two resultant equations, we have
which implies
Then, from (5.3a) and the fact that τ · n ∈ M (∂T ) due to (2.3), it follows
which, together with ∇V (T ) ⊂ W (T ), yields ∇u h = 0, or equivalently, u h = constant. As a result, u h = 0 follows from P ∂ T u h = 0. This completes the proof.
This lemma means that we can eliminate the unknowns of (u h , σ h ) in terms of λ h at the element level. The following theorem shows that HDG method (2.2) results in a SPD system.
h × W h to be the solution of the system (2.2), and suppose, for any T ∈ T h , (u λ h , σ λ h ) ∈ V (T ) × W (T ) and (u f , σ f ) ∈ V (T ) × W (T ) to be the solutions of the local problems (5.1) and (5.2), respectively. Then it holds
5)
and λ h ∈ M 0 h is the solution of the system
We omit the proof of this theorem here, since it is just a trivial modification of the proof of Theorem 2.1 in [18] .
Remark 5.1. We note that the system (5.6) leads to a linear system with sparse, symmetric and positive definite matrix, in which only unknowns of λ h are remained. In this sense, the computational size is reduced, and one may use a conjugate gradient method or preconditioned conjugate gradient method to solve the resultant linear system.
Remark 5.2.
Once λ h is obtained, we can compute u h and σ h in an element-by-element fashion.
Main results for conditioning
At first, we introduce some mesh-dependent norms and seminorms as follows. For ∀µ ∈ L 2 (F h ),
We state in Theorems 5.2-5.4 some main results for the conditioning of the system (5.6), and put the proof of Theorem 5.2 in Subsection 5.3.
Theorem 5.3 presents an estimate that characters the conditioning of the system (5.6).
Theorem 5.3. Suppose T h to be quasi-uniform, then it holds
Proof. The conclusion follows from the same routine as in the proof of Theorem 2.3 in [27] .
Theorem 5.4. Suppose T h to be quasi-uniform. If h is sufficiently small, then it holds
Proof. Introduce the standard H 1 -conforming finite element space
Through standard scaling arguments, we have the estimates
On the other hand, it is well-known that the following estimates holds: 
The theorem is proven. 
By scaling arguments we have
µ h h ≃ h d/2 µ h , ∀µ h ∈ M
Proof of Theorem 5.2
It is easy to see that the local problem (5.1) is equivalent to the following problem: For any
Before going on, we list below two well-known estimates which follow from trace inequality and inverse inequality:
For the sake of concision, we will use the above estimates without notification in what follows.
Lemma 5.2. For any given λ ∈ M (∂T ), it holds
Thus we have
which implies (5.20).
Further more, we have the following lemma.
Lemma 5.3. For any given λ ∈ M (∂T ), it holds
Proof. We first show
by (5.20) This estimate, together with
i.e. (5.22) holds.
Second we need to prove 
which leads to
By noticing that the above estimate also indicates 
Numerical experiments
This section provides numerical experiments in two-space dimensions to verify our theoretical results. We consider the problem ( and we set u(x, y) = sin(πx) sin(πy) to be the analytic solution.
We start with an initial mesh shown in Figure 1 with h −1 = 2 and obtain a sequence of refined meshes by bisection. Numerical results are presented in Tables 2-3 for the proposed HDG method (2.2) with k = 0, 1. Table 2 shows the history of convergence for the potential approximation u h and the flux approximation σ h . We can see that for k = 0, which corresponds to the lowest order HDG method, the potential error u − u h is of second-order accuracy, and the flux error σ − σ h is first-order accuracy, while for k = 1, u − u h is of third-order accuracy and σ − σ h is of second-order accuracy. These numerical results are conformable to the error estimates in Theorems 3.1-3.2. Table 3 shows the history of convergence for the postprocessed flux approximation σ * h . We can see that for k = 0, σ − σ * h is of first-order accuracy, and divσ − divσ * h is second-order accuracy, while for k = 1, σ − σ * h is of second-order accuracy and divσ − divσ * h is of thirdorder accuracy. These numerical results are conformable to the error estimates in Theorem 4.1. 
