We show conditions for the existence, continuity, and differentiability of functions defined by Γ s ∞ −∞ f t g t, s dt, where f is a function of bounded variation on R with lim |t| → ∞ f t 0.
Introduction
Let g be a complex function defined on a certain subset of R 2 . Many functions on functional analysis are integrals of the following form:
f t g t, s dt.
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Preliminaries
Let us begin by recalling the definition of Henstock-Kurzweil integral. For finite intervals in R it is defined in the following way. f. In the unbounded case, the Henstock-Kurzweil integral is defined as follows.
Definition 2.2.
Given a gauge function γ : a, ∞ → 0, ∞ , one can say that a tagged partition
Definition 2.3.
A function f : a, ∞ → R is Henstock-Kurzweil integrable on a, ∞ , if there exists A ∈ R such that, for each > 0, there is a gauge γ : a, ∞ → 0, ∞ for which 2.1 is satisfied for all tagged partition P which is δ -fine according to Definition 2.2.
Let f be a function defined on an infinite interval a, ∞ , One can suppose that f is defined on a, ∞ assuming that f ∞ 0. Thus, f is Henstock-Kurzweil integrable on a, ∞ if f extended on a, ∞ is HK-integrable. For functions defined over intervals −∞, a and −∞, ∞ One can makes similar considerations.
Let I be a finite or infinite interval. The space of all Henstock-Kurzweil integrable functions over I is denoted by HK I . This space will be considered with the Alexiewicz seminorm, which it is defined as follows:
where the supremum is being taken over all intervals J contained in I.
Definition 2.4. Let ϕ : I → R be a function, where I ⊆ R is a finite interval. The variation of ϕ over the interval I is defined as follows:
We say that the function ϕ is of bounded variation on I if V I ϕ < ∞. Now if ϕ is a function defined on an infinite interval I, then ϕ is of bounded variation on I, if ϕ is of Given an interval I, the space of all bounded variation functions on I is denoted by BV I . We set BV 0 R {f ∈ BV R | lim |t| → ∞ f t 0}. The following are some classical theorems that are used throughout this paper. The first is given in 2, Lemma 24 and is an immediate consequence of 1, Theorem 10.12, and Corollary H.4 . ii f is of bounded variation on a, ∞ and lim
Then fg ∈ HK a, ∞ .
, P is δ -fine and the tags t i belong to E and
We say that f is ACG δ on a, b , if a, b can be written as a countable union of sets on each of which the function f is AC δ .
If h t, s is a function on R × R, then we use the notation D 2 h for the partial derivative of h with respect to the second component s.
for all s, t ⊆ a, b . In particular,
when H 2 :
Main Results
All results in this paper are based on functions in the vector space BV 0 R . Note that BV 0 R / ⊆ L R , where L R is the space of Lebesgue integrable functions. Indeed, the func-
This type of condition plays a major role in the results of the present work. 
there is K 2 > 0 such that for each t > K 2 ,
Let K max{K 1 , K 2 }. From Theorem 2.5, it follows that for every v ≥ K and every
where the second inequality is true due to 3.4 . This implies, since lim t → ∞ |f t | 0, that
Analogously we have that
Therefore, for each s ∈ B δ 1 s 0 ,
By hypothesis, f is Lebesgue integrable on −K, K , g is bounded, and g t, · is continuous for all t ∈ R. From this it is easy to see, for example using 1, Theorem 12.12 , that Γ K : R → R defined as 
3.16
for all s ∈ a, b . So, for each r > 0, Γ r is HK-integrable on a, b and is bounded for a fixed constant. Moreover, by Theorem 3.1 and Hake's Theorem, then Γ is differentiable at s 0 , and
Proof. It is not difficult to prove, using conditions i , ii , and the Mean Value Theorem, that there exist δ > 0 and M > 0 such that, for each s
Consider a, b ∈ R with s 0 − δ < a < s 0 < b < s 0 δ. In order to show 3.22 , we use Theorem 2.8. The function f t g t, · is differentiable on a, b for each t ∈ R, so f t g t, · is ACG δ on a, b for all t ∈ R. Also, by 3.23 and Theorem 2.6, f · g ·, s is HK-integrable on R for all s ∈ a, b . Then
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On the other hand,
4.7
Thus, since h ∈ L R , dominated convergence theorem implies that 
4.9
Therefore, by Hake's Theorem, f * h s f s h s .
4.10
If f : 0, ∞ → R, then its Laplace transform at z ∈ C is defined as follows:
f t e −zt dt.
4.11
Here, also the Laplace transform is considered as Henstock-Kurzweil integral. 
