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Abstract
A meromorphic transform between complex manifolds is a surjec-
tive mutivalued map with an analytic graph.
Let Fn be a sequence of meromorphic transforms from a compact
Ka¨hler manifold (X,ω) into compact Ka¨hler manifolds (Xn, ωn). Let
σn be an appropriate probability measure on Xn and σ the product
measure of σn, on X :=
∏
n≥1Xn. We give conditions which imply
that for σ-almost every x = (x1, x2, . . .) ∈ X
1
d(Fn)
[(Fn)
∗(δxn)− (Fn)∗(δx′n)]→ 0.
Here δxn is the Dirac mass at xn and d(Fn) the maximal intermediate
degree of Fn.
Using this formalism, we obtain sharp results on the limit distribu-
tion of zeros, for random l holomorphic sections of high powers Ln of
a positive holomorphic line bundle L over a projective manifold X .
We consider also the equidistribution problem for random itera-
tion of correspondences. Assume that fn : Xn−1 −→ Xn are corre-
spondences between k-dimensional compact manifolds and let Fn :=
fn ◦ · · · ◦ f1. We give conditions implying that [d(Fn)−1](Fn)∗ωkn has
a limit. In particular, when f is a meromorphic self correspondence of
topological degree dt of a compact Ka¨hler manifold X , under a hypoth-
esis on the dynamical degrees, we show that d−n
t
(fn)∗ωk converges
to a probability measure µ, satisfying f∗µ = dtµ. Moreover, quasi-
p.s.h. functions are µ-integrable. Every projective manifold admits
such correspondences. When f is a meromorphic map, the measure µ
is exponentially mixing.
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1 Introduction
Une varie´te´ projective de type ge´ne´ral admet au plus un nombre fini
d’endomorphismes me´romorphes dominants [17]. C’est dire que la dynamique
de ces applications est tre`s pauvre. Il est souvent de´licat de construire des
applications me´romorphes d’une varie´te´ compacte dans elle-meˆme. Il n’en
est plus de meˆme de`s qu’on conside`re les correspondances. En effet, si X est
une varie´te´ projective de dimension k et si g et h de´signent deux projections
holomorphes surjectives de X sur Pk, le sous-ensemble analytique
Γ := {(x, y) ∈ X ×X, g(x) = h(y)}
de´finit une correspondance sur X, c.-a`-d. une fonction multivalue´e f :=
h−1 ◦ g. On peut aussi conside´rer h−1 ◦ u ◦ g, ou` u est un endomorphisme
holomorphe de Pk. En choisissant u convenablement, on obtient une cor-
respondance dont la dynamique est tre`s riche (voir aussi [4, 30, 7] pour les
exemples et les applications).
Dans un cadre plus large: celui des transformations me´romorphes, bon
nombre de questions dynamiques, ou de comportements asymptotiques de
pre´images, se rame`nent a` l’e´tude du proble`me suivant.
Soient (X,ω), (Xn, ωn) des varie´te´s ka¨hle´riennes compactes de dimen-
sions respectives k et kn. On conside`re une suite Fn : X −→ Xn d’applications
me´romorphes, de correspondances ou plus ge´ne´ralement de transformations
me´romorphes et on se pose la question de donner des crite`res ve´rifiables
sur les Fn et les Xn assurant que les pre´images F
−1
n (xn) par Fn des points
xn ∈ Xn sont e´quidistribue´es dans X.
Pre´cisons les proble`mes. Une transformation me´romorphe de codimen-
sion l de X dans Xn est la donne´e d’un sous-ensemble analytique Γ
(n)
de dimension pure kn + l de X × Xn, 1 ≤ l ≤ k − 1. On suppose que
les projections π et πn, restreintes a` chaque composante irre´ductible de
Γ(n), sur X et Xn, sont surjectives. Pour xn ∈ Xn ge´ne´rique, la fibre
F−1n (xn) := π(πn|Γ(n))
−1(xn) est de dimension l. Si δxn de´signe la masse de
Dirac en xn, on pose
(Fn)
∗(δxn) := π∗(πn|Γ(n))
∗δxn .
C’est un courant de bidimension (l, l) porte´ par F−1n (xn).
Sans hypothe`se sur les transformations Fn, on ne peut s’attendre a`
trouver en ge´ne´ral une limite des courants (Fn)
∗(δxn), convenablement nor-
malise´s. Mais, Γ(n), les graphes de Fn, e´tant holomorphes, on peut espe´rer
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que dans les cas “inte´ressants”, ge´ne´riquement F ∗n(δxn) et F
∗
n(δx′n), conven-
ablement normalise´s, ont la meˆme re´partition asymptotique. On se pose
deux proble`mes.
Proble`me d’e´quidistribution. Trouver des conditions ve´rifiables, pour
que ge´ne´riquement sur les suites (xn) et (x
′
n)
1
d(Fn)
[
F ∗n(δxn)− F ∗n(δx′n)
] −→ 0
au sens des courants. Ici d(Fn) de´signe la masse d’une fibre ge´ne´rique de
Fn, celle-ci est inde´pendante de la fibre.
Proble`me de convergence. Dans certains cas, trouver la limite de la
suite de courants
1
d(Fn)
F ∗n(δxn).
Un cas particulier du proble`me de convergence est celui ou` on se donne une
suite fn : Xn−1 −→ Xn de correspondances, i.e. une suite de transforma-
tions me´romorphes de codimension 0 entre des varie´te´s Xn−1, Xn de meˆme
dimension. On veut sous des hypothe`ses convenables, trouver la limite de
la suite de mesures
1
d1 . . . dn
(fn ◦ · · · ◦ f1)∗(δx)
et en donner les proprie´te´s. On est dans le cas ou` Fn := fn ◦ · · · ◦ f1, le
nombre de points d’une fibre ge´ne´rique de fn e´tant e´gal a` dn.
Commenc¸ons par une situation e´tudie´e re´cemment par Shiffman et
Zelditch [25] et sur laquelle il existe par ailleurs une vaste litte´rature clas-
sique, ainsi que de nombreux articles re´cents de physiciens. C’est celle des
ze´ros de polynoˆmes ale´atoires. Nous renvoyons a` [25] pour quelques e´le´ments
bibliographiques.
Soit L un fibre´ holomorphe ample sur une varie´te´ projective X. On
munit L d’une me´trique dont la forme de courbure ω est positive. No-
tons H0(X,Ln) l’espace des sections holomorphes de Ln et notons Xn :=
PH0(X,Ln) l’espace projectif associe´. Il est facile de de´finir une transfor-
mation me´romorphe Fn telle que pour sn ∈ Xn, F ∗n(δsn) soit le courant
d’inte´gration [Zsn ] sur l’ensemble des ze´ros de sn. On se donne des mesures
de probabilite´ σn sur Xn et on conside`re la mesure σ produit des σn sur∏
n≥1Xn.
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The´ore`me 1.1 (Shiffman-Zelditch [25]) Lorsque σn est la mesure de
Lebesgue sur Xn pour tout n ≥ 1, on a
1
n
[Zsn ] −→ ω
pour σ-presque tout (sn) ∈
∏
n≥1Xn.
Nous donnons une version abstraite de cet e´nonce´ (the´ore`me 4.1), dans
le cadre des transformations me´romorphes. Notre me´thode fournit des
pre´cisions nouvelles.
1. Si ψ de´signe une forme test de classe C2
σn
(|〈n−1[Zsn ]− ω,ψ〉| ≥ ǫ) ≤ c‖ψ‖C2nmk exp(−ǫαn)
ou` c > 0, m ≥ 0 et α > 0 sont des constantes inde´pendantes de n et de ǫ.
2. On obtient le meˆme re´sultat en prenant pour σn les mesures de
Lebesgue normalise´es sur la partie re´elle de Xn. Ce qui revient a` e´tudier
les ze´ros des ”sections a` coefficients re´els”, par exemple, les ze´ros complexes
des polynoˆmes homoge`nes a` coefficients re´els pour le cas ou` X = Pk.
3. On obtient un the´ore`me d’e´quidistribution, avec des estimations ana-
logues, pour les ze´ros communs de l sections holomorphes:
1
nl
[Zs1n ∩ . . . ∩ Zsln ] −→ ωl.
Il s’agit dans ces re´sultats de re´soudre le proble`me d’e´quidistribution. En
effet, un the´ore`me de Tian-Zelditch [29, 31] (voir le the´ore`me 7.2) implique
que la moyenne des courants n−l[Zs1n ∩ . . . ∩ Zsln ] converge vers ωl quand n
tend vers l’infini.
Dans le cas ge´ne´ral, notre crite`re d’e´quidistribution utilise deux notions:
l’une lie´e a` la croissance des transformations Fn et l’autre a` la ge´ome´trie des
Xn. En particulier si les Xn sont e´gales, seule la croissance des Fn intervient.
Les indicateurs de croissance sont les degre´s interme´diaires d’ordres kn
et kn − 1, classiques en the´orie de distribution des valeurs, associe´s aux Fn:
d(Fn) :=
∫
X
F ∗n(ω
kn
n ) ∧ ωk−l et δ(Fn) :=
∫
X
F ∗n(ω
kn−1
n ) ∧ ωk−l+1.
C’est le comportement de la suite des δ(Fn)d(Fn)
−1 qui joue un roˆle. Obser-
vons que le calcul de d(Fn) et δ(Fn) est cohomologique, d(Fn) est la masse
d’une fibre ge´ne´rique de Fn et par exemple dans le cas de l’espace projectif
δ(Fn) est la masse de l’image re´ciproque d’une droite ge´ne´rique.
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La ge´ome´trie des varie´te´s intervient par l’interme´diaire des meilleures
constantes pour re´soudre ddc dans une classe de cohomologie donne´e. Pour
les extensions ci-dessus du the´ore`me de Shiffman-Zelditch, la proprie´te´ suiv-
ante est cruciale: pour toute fonction ϕ q.p.s.h. sur Pk ve´rifiant ddcϕ ≥
−ωFS et
∫
Pk
ϕdm = 0 on a
max
Pk
ϕ ≤ c(1 + log k).
Ici m est la mesure invariante sur Pk ou sur RPk, ωFS e´tant la forme de
Fubini-Study sur Pk normalise´e par
∫
Pk
ωkFS = 1 et c > 0 est une con-
stante inde´pendante de k. On calcule dans cet exemple que δ(Fn) = 1 et
d(Fn) = O(n). Les estimations des constantes ge´ome´triques pour les varie´te´s
multiprojectives permettent de de´duire la convergence pour les ze´ros com-
muns de plusieurs sections holomorphes. C’est bien suˆr la de´pendance par
rapport a` la dimension qui est importante.
On peut souligner deux autres raisons pour s’inte´resser au comporte-
ment de suites d’applications et pas seulement aux ite´re´s d’une application.
La premie`re est que du point de vue physique, on compose des applications
voisines, et un the´ore`me dans ce cadre est signe de la robustesse du re´sultat.
La seconde est que pour l’ite´ration d’applications birationnelles f , on est
amene´ a` conside´rer le comportement de la suite (fn, f−n). Dans ce cas, on
obtient des re´sultats qui sont beaucoup moins e´vidents si on en conside`re
se´pare´ment les suites fn et f−n.
Les re´sultats ge´ne´raux que nous obtenons sont de´montre´s au paragraphe
4. Nous en donnons des applications dans les paragraphes suivants. Pre´cisons
un cas simple.
The´ore`me 1.2 Soient Fn : X −→ X ′ des transformations me´romorphes de
codimension l entre varie´te´s ka¨hle´riennes compactes de dimensions respec-
tives k et k′. Soient δn, dn leurs degre´s interme´diaires d’ordre k
′ − 1 et k′.
Notons E l’ensemble (exceptionnel) des x′ ∈ X tels que
1
dn
[(Fn)
∗(δx′)− (Fn)∗(ω′k
′
)] ne converge pas vers 0.
(1) Si
∑
δnd
−1
n < +∞ alors E est pluripolaire.
(2) Si
∑
exp(−δ−1n dnt) < +∞ pour tout t > 0 alors E est de mesure de
Lebesgue nulle et de σ-mesure nulle pour toute mesure mode´re´e σ.
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Les mesures de Lebesgue sur X ou sur une sous-varie´te´ analytique totale-
ment re´elle de dimension maximale sont des exemples de mesures mode´re´es.
Dans ce contexte, le cas (1) avec des applications rationnelles Fn de P
k dans
Pk
′
a e´te´ e´tudie´ par Russakovskii-Sodin et Russakovskii-Shiffman [22, 23].
Pour le cas des ite´re´s d’une application holomorphe de Pk voir [11, 26, 3, 8].
Les transformations Fn e´tant ale´atoires, la suite d
−1
n (Fn)
∗(ω′k
′
) n’a pas
de limite en ge´ne´ral. Lorsque les transformations Fn sont les ite´re´s f
n d’une
correspondance f : X −→ X, on obtient le the´ore`me suivant qui fournit une
solution au proble`me de convergence dans ce cas (d’autres variantes de ce
re´sultat pour les ite´rations ale´atoires sont donne´es au paragraphe 5).
The´ore`me 1.3 Soit f : X −→ X une correspondance me´romorphe de degre´
topologique dt sur une varie´te´ ka¨hle´rienne compacte (X,ω) de dimension k.
Supposons que le degre´ dynamique d’ordre k − 1
dk−1 := lim sup
n→∞
(∫
X
(fn)∗ωk−1 ∧ ω
)1/n
ve´rifie dk−1 < dt. Alors la suite µn := d
−n
t (f
n)∗(hnω
k
n) converge vers une
mesure µ f∗-invariante, i.e. f∗µ = dtµ. La convergence est uniforme sur
les hn positives ve´rifiant
∫
hnω
k = 1 et ‖hn‖1/nL2(X) = o(d−1k−1dt). Lorsque
f est une application me´romorphe, la mesure µ est me´langeante a` vitesse
exponentielle. De plus toute fonction q.p.s.h. ϕ est µ-inte´grable (µ est PLB)
et 〈µn, ϕ〉 −→ 〈µ,ϕ〉.
En appliquant les me´thodes de Lyubich [20], Briend-Duval [3] et [8, 7], on
peut montrer que les points pe´riodiques re´pulsifs sont denses dans le support
de µ et que l’ensemble exceptionel E est une re´union finie ou de´nombrable
d’ensembles analytiques. Lorque f est une application rationnelle sur une
varie´te´ projective, V. Guedj [14] a, dans un travail re´cent, construit la mesure
µ et prouve´ les proprie´te´s ci-dessus. Dans [9], nous avons montre´ que µ est
d’entropie maximale log dt. Observons que toute varie´te´ projective admet
des correspondances satisfaisant l’hypothe`se du the´ore`me 1.3.
Notre approche du proble`me d’e´quidistribution ge´ne´ral reprend celle que
nous avons utilise´e pour l’e´tude des applications a` allure polynomiale dans
une varie´te´ de Stein [8]. Ici, apre`s avoir de´fini convenablement les images
re´ciproques F ∗n et les images directes (Fn)∗ des courants, il faut e´valuer
1
d(Fn)
〈
F ∗n(δxn)− F ∗n(ωknn ), ψ
〉
=
1
d(Fn)
〈
δxn − ωknn , (Fn)∗ψ
〉
(1.1)
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pour une forme test lisse ψ de bidegre´ (l, l), la forme de Ka¨hler ωn e´tant
normalise´e par
∫
Xn
ωknn = 1.
L’ide´e est de remplacer (Fn)∗ψ par une autre solution ψn de l’e´quation
ddcψn = dd
c(Fn)∗ψ, c.-a`-d. de retrancher a` (Fn)∗ψ une constante conven-
able. Les mesures δxn et ω
kn
n e´tant de meˆme masse, le membre a` droite
de (1.1) ne change pas lorsqu’on remplace (Fn)∗ψ par ψn. On estime ψn
en fonction de ddc(Fn)∗ψ, d’ou` l’introduction de δ(Fn) qui essentiellement
mesure la masse de ddc(Fn)∗ψ.
Les proprie´te´s de convergence de la suite δ(Fn)[d(Fn)]
−1 ont pour conse´quence
des proprie´te´s de convergence de (1.1) vers 0 sauf sur des ensembles dont
nous pouvons majorer la mesure. Lorsque la se´rie
∑
δnd
−1
n n’est pas con-
vergente (c’est le cas pour la distribution des ze´ros de sections holomorphes
ale´atoires de fibre´s positifs) on est amene´ a` utiliser la notion de mesure
mode´re´e. On obtient graˆce a` cela des re´sultats d’e´quidistribution presque
partout comme au the´ore`me 1.2 en supposant seulement que δnd
−1
n = o(1/ log n).
Cette me´thode de dualite´ permet d’obtenir des estime´es exponentielles
des volumes de l’ensemble des “mauvaises sections” dans le the´ore`me de
Shiffman-Zelditch, ou encore des estime´es de la vitesse de me´lange dans le
the´ore`me 1.3. Bien suˆr, dans les applications, que nous donnons, il faut
calculer les constantes ge´ome´triques ainsi que les degre´s dynamiques.
Revenons sur la solution du proble`me de convergence pour les corre-
spondances: the´ore`me 1.3. On montre que pour toute fonction q.p.s.h.
ϕ, 〈d−nt (fn)∗ωk, ϕ〉 est convergente. Pour cela, e´tant donne´ une fonction
q.p.s.h. ϕ sur X. On pose
b0 :=
∫
ϕωk, ϕ0 = ϕ− b0
et
bn :=
∫
f∗ϕn−1ω
k, ϕn := f∗ϕn−1 − bn.
On a par ite´ration〈
(fn)∗ωk
dnt
, ϕ
〉
= b0 +
b1
dt
+ · · ·+ bn
dnt
+
〈
ωk,
ϕn
dnt
〉
.
Puisque les ϕn sont convenablement normalise´es, on peut estimer ϕn a` l’aide
de ddcϕn et l’hypothe`se dk−1 < dt implique 〈ωk, d−nt ϕn〉 → 0. La “conti-
nuite´” de f∗ implique que |bn| est de l’ordre dnk−1. Ce qui de´montre la
convergence.
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Lorsque f : X −→ X est une application birationnelle on a toujours dt =
1 donc les hypothe`ses du the´ore`me 1.3 ne sont pas ve´rifie´es. Nous obtenons
cependant un re´sultat d’e´quidistribution en conside´rant simultane´ment le
graphe de fn et f−n. On peut alors prendre des intersections de ces graphes
avec des sous-varie´te´s et appliquer notre the´ore`me abstrait. Donnons un
exemple: soit f un automorphisme polynomial re´gulier de Ck [26], notons
d+ le degre´ alge´brique de f et d− celui de f
−1. On montre [26] que le courant
1
(d+)nl(d−)ml
′ [f
−n(ωlFS) ∩ fm(ωl
′
FS)]
tend faiblement vers un courant positif ferme´ Tl,l′ de bidegre´ (l + l
′, l + l′)
lorsque m et n tendent vers l’infini. Les entiers l, l′ admissibles sont de´finis
par les ensembles d’inde´termination de f et f−1. Ce courant Tl,l′ a des
proprie´te´s d’invariance par rapport a` f qui en font un objet dynamique
inte´ressant. Il peut eˆtre obtenu autrement.
Notons Gl la grassmannienne des plans projectifs de dimension k−l dans
Pk. Il existe un ensemble pluripolaire E ⊂ Gl × Gl′ , l ≥ 1, l′ ≥ 1, tel que
pour (x, x′) ∈ Gl ×Gl′ \ E la suite de courants
1
(d+)−nl(d−)−ml
′ [f
−n(Pk−lx ) ∩ fm(Pk−l
′
x′ )]
converge faiblement vers Tl,l′ (voir the´ore`me 6.3).
Pour de´montrer ce re´sultat, on re´sout le proble`me d’e´quidistribution
pour la suite de transformations me´romorphes Fn,m : P
k −→ Gl×Gl′ de´finies
par les relations F−1n,m(x, x
′) = f−n(Pk−lx ) ∩ fm(Pk−l
′
x′ ).
L’article est organise´ de la manie`re suivante. Au paragraphe 2, nous
donnons quelques re´sultats de compacite´ pour les fonctions q.p.s.h. dans
une varie´te´ ka¨hle´rienne compacte. C’est la base de notre approche. On
utilise les fonctions q.p.s.h. pour tester la convergence. Leurs proprie´te´s de
compacite´ jouent un roˆle cle´ dans les estimations.
Nous de´finissons les ope´rations image directe et image re´ciproque des
courants dans les cas que nous utilisons.
Le paragraphe 3 introduit les ope´rations de composition, de produit et
d’intersection, sur les transformations me´romorphes. Nous donnons les es-
timations fondamentales des degre´s interme´diaires d’une compose´e ou d’un
produit de transformations me´romorphes sur les varie´te´s projectives.
Au paragraphe 4 nous de´montrons notre re´sultat de convergence abstrait
(the´ore`me 4.1) sur l’e´quidistribution, pour des transformations me´romorphes
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ge´ne´rales. Nous l’appliquons ensuite aux diverses situations que nous avons
discute´es. Dans un appendice, nous avons rassemble´ quelques proprie´te´s des
ensembles pluripolaires et les estimations des constantes ge´ome´triques qui
nous sont ne´cessaires. Nous introduisons aussi une notion de capacite´ dans
les varie´te´s compactes qui peut eˆtre utile dans d’autres questions.
Dans tout l’article (X,ω), (X ′, ω′) et (Xn, ωn), n ≥ 0 de´signent des
varie´te´s ka¨hle´riennes compactes de dimensions respectives k, k′ et kn. On
suppose que
∫
X′ ω
′k
′
= 1 et
∫
Xn
ωknn = 1 pour tout n ≥ 1. Les constantes
ge´ome´triques r(X,ω), R∗1(X,ω), R
∗
2(X,ω, p) sont de´finies au paragraphe 2.1,
Ri(X,ω, σ), ∆(X,ω, σ, t) au paragraphe 2.2, les degre´s interme´diaires λl(F ),
les degre´s dynamiques dl(F ), le degre´ topologique dt(F ) et A(f) sont de´finis
au paragraphe 3. L’espace projectif Pk est muni de la forme de Fubini-Study
ωFS normalise´e par
∫
ωkFS = 1, de la mesure de probabilite´ invariante ΩFS et
de la mesure de probabilite´ invariante mFS sur sa partie re´elle RP
k. L’espace
multiprojectif Pk,l = Pk × · · · × Pk (l fois) est muni de la forme de Ka¨hler
ωMP, de la mesure de probabilite´ invariante naturelle ΩMP et de la mesure
de probabilite´ invariante naturelle mMP sur sa partie re´elle (voir appendice
pour les de´tails).
2 Pre´liminaires
Dans ce paragraphe, nous donnons quelques proprie´te´s des fonctions q.p.s.h.
sur une varie´te´ ka¨hle´rienne compacte. Nous de´finissons des constantes
ge´ome´triques relatives a` la re´solution de ddc. Nous introduisons les ope´rateurs
image directe et image re´ciproque d’un courant par une application holo-
morphe.
Si S est un courant re´el ferme´ de bidegre´ (r, r) de X, notons cl(S) sa
classe dans le groupe de cohomologie de Dolbeault
Hr,r(X,R) := Hr,r(X,C) ∩H2r(X,R).
On dira que cl(S) ≤ cl(S′) si la classe de S′−S peut eˆtre repre´sente´e par un
courant positif ferme´. Si S, S′ sont des courants positifs ferme´s de bidegre´
(r, r) et si cl(S) ≤ cl(S′), leurs masses ve´rifient ‖S‖ ≤ ‖S′‖, ou` on a pose´
‖S‖ := ∫X S ∧ ωk−r. Lorsque S est positif, sa masse ne de´pend que de la
classe cl(S). Les espaces Lp(X) sont de´finis par rapport a` la forme volume
ωk.
2.1. Fonctions q.p.s.h. et fonctions d.s.h.
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Une fonction ϕ sur X est quasi-plurisousharmonique (q.p.s.h.) si elle est
inte´grable, semi-continue supe´rieurement (s.c.s.) et ve´rifie ddcϕ ≥ −cω au
sens des courants, pour une constante c ≥ 0. Une telle fonction ϕ appartient
a` Lp(X) pour tout p ≥ 1. En effet, localement elle diffe`re d’une fonction
p.s.h. par une fonction lisse. Pour toute suite (ϕn) de fonctions q.p.s.h.
ne´gatives ve´rifiant ddcϕn ≥ −ω, on peut extraire une sous-suite qui, ou
bien, converge dans tout Lp(X), p ≥ 1, vers une fonction q.p.s.h. ϕ ve´rifiant
ddcϕ ≥ −ω, ou bien, converge uniforme´ment vers −∞, [15, p.94].
Proposition 2.1 La famille des fonctions ψ q.p.s.h. ve´rifiant ddcψ ≥ −ω
et l’une des deux conditions de normalisation
max
X
ϕ = 0 ou
∫
X
ϕωk = 0
est compacte dans Lp(X) pour tout p ≥ 1. De plus, ces fonctions sont
borne´es supe´rieurement par une meˆme constante.
De´monstration. Soit (ϕn) une suite de fonctions ve´rifiant l’hypothe`se du
lemme. Notons an := supX ϕn. Aucune sous-suite de (ϕn − an) ne peut
tendre uniforme´ment vers −∞ car supV (ϕn − an) = 0. Par conse´quent, la
suite (ϕn − an) est borne´e dans Lp(X) pour tout p ≥ 1. Les conditions de
normalisation impliquent que
an = 0 ou an
∫
X
ωk = −
∫
X
(ϕn − an)ωk.
Donc la suite (an) est borne´e. Ceci implique que la suite (ϕn) est borne´e
dans Lp(X) et qu’on peut extraire des sous-suites convergentes.

La proposition A.3 de l’appendice fournit des estimations sur les inte´grales∫
X exp(−αϕ)ωk avec α > 0, pour ϕ q.p.s.h.
Proposition 2.2 Il existe une constante r > 0 telle que, pour tout courant
positif ferme´ T de bidegre´ (1, 1) et de masse 1, il existe une (1, 1)-forme
lisse α, qui ne de´pend que de cl(T ), et une fonction q.p.s.h. ϕ ve´rifiant
−rω ≤ α ≤ rω et ddcϕ− T = α.
De´monstration. On choisit des formes re´elles lisses αi de bidegre´ (1, 1)
avec i = 1, . . . ,m telles que les classes cl(αi) engendrent le groupe de coho-
mologie de DolbeaultH1,1(X,R). La famille des courants T de masse 1 e´tant
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compacte, il existe une constante c > 0 inde´pendante de T et des nombres
re´els c1, . . . , cm tels que cl(T ) =
∑
cicl(αi) avec |ci| ≤ c. La dernie`re relation
entraˆıne l’existence d’une fonction q.p.s.h. ϕ telle que ddcϕ = T −∑ ciαi.
Soit r > 0 une constante telle que −rω ≤ ∑ ciαi ≤ rω pour tous les ci
ve´rifiant |ci| ≤ c. La constante r, la forme α :=
∑
ciαi et la fonction ϕ
ve´rifient la proposition.

On dit qu’un sous-ensemble de X est pluripolaire s’il est contenu dans
{ϕ = −∞} ou` ϕ est une fonction q.p.s.h. (voir appendice). On appelle
fonction d.s.h. toute fonction, de´finie hors d’un sous-ensemble pluripolaire,
qui s’e´crit comme diffe´rence de deux fonctions q.p.s.h. Deux fonctions d.s.h.
sur X sont e´gales si elles sont e´gales hors d’un ensemble pluripolaire. No-
tons DSH(X) l’espace des fonctions d.s.h. sur X. On ve´rifie facilement
que, pour une fonction d.s.h. ψ sur X, il existe deux courants T± positifs
ferme´s de bidegre´ (1, 1) tels que ddcψ = T+−T−. On a cl(T+) = cl(T−) et
‖T+‖ = ‖T−‖. Re´ciproquement, d’apre`s la proposition 2.2, si T± sont deux
courants positifs ferme´s de bidegre´ (1, 1) tels que cl(T+) = cl(T−), alors il
existe une fonction ψ d.s.h. sur X telle que ddcψ = T+ − T−. On peut
choisir ψ telle que
∫
X ψω
k = 0.
Notons r(X,ω) la borne infe´rieure des constantes r qui ve´rifient la propo-
sition 2.2. Posons
Q(X,ω) :=
{
ϕ q.p.s.h. sur X, ddcϕ ≥ −r(X,ω)ω
}
(2.1)
Si dimH1,1(X,R) = 1 on a r(X,ω) = 1. C’est le cas si X est l’espace projec-
tif Pk muni de la forme de Fubini-Study ωFS. En ge´ne´ral, on a r(X,ω) ≥ 1.
Pour l’espace multiprojectif Pk,l muni de la forme de Ka¨hler ωMP, on a
r(Pk,l, ωMP) ≤ cl ou` c > 0 est une constante inde´pendante de k (voir appen-
dice A.11).
Remarque 2.3 D’apre`s Kodaira-Spencer [18, p.73], si (Xt) est une famille
lisse de varie´te´s ka¨hle´riennes compactes, alors dimH1,1(Xt,R) est localement
constante et on peut trouver des formes de Ka¨hler ωt sur Xt qui de´pendent
de fac¸on C∞ du parame`tre t. On en de´duit que les constantes r(Xt, ωt) sont
localement majore´es.
Observons que deux fonctions ψ1, ψ2 dans L
1(X) diffe`rent par une con-
stante si et seulement si ddcψ1 = dd
cψ2. Nous de´finissons deux constantes
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positives lie´es a` la re´solution de ddc sur (X,ω) pour des solutions nor-
malise´es. Supposons que
∫
X ω
k = 1. Posons pour tout p ≥ 1
R∗1(X,ω) := sup
ϕ
{
max
X
ϕ, ϕ ∈ Q(X,ω),
∫
ϕωk = 0
}
= sup
ϕ
{
−
∫
ϕωk, ϕ ∈ Q(X,ω),max
X
ϕ = 0
}
(2.2)
R∗2(X,ω, p) := sup
ϕ
{
‖ϕ‖Lp(X), ϕ ∈ Q(X,ω),
∫
ϕωk = 0
}
(2.3)
On verra a` la proposition 2.5, que R∗2(X,ω, 1) ≤ 2R∗1(X,ω).
2.2. Mesures PLB et mesures mode´re´es.
Soit µ une mesure positive sur X. On dira que µ est PLB si les fonctions
q.p.s.h. sont µ-inte´grables. Dans le cas de dimension 1, µ est PLB si et
seulement si elle admet localement un potentiel borne´ [8]. Il est clair que les
mesures PLB ne chargent pas les ensembles pluripolaires de X. On montre
a` la proposition A.1, qu’elles ne chargent pas les sous-ensembles analytiques
propres de X.
Soient c > 0 et α > 0. Nous dirons que µ est (c, α)-mode´re´e si∫
X
exp(−αϕ)dµ ≤ c
pour toute ϕ q.p.s.h. ve´rifiant ddcϕ ≥ −ω et maxX ϕ = 0. On de´duit d’un
re´sultat classique [16, p.105] que la mesure ωk est (c, α)-mode´re´e pour cer-
taines constantes c > 0 et α > 0 (voir proposition A.3). On verra aussi que
les mesures invariantes sur les sous-espaces projectifs re´els RPk de Pk sont
mode´re´es (voir proposition A.9). Si une mesure µ de P1 ve´rifie localement∫
C
|z−ξ|−αdµ(ξ) ≤ A pour une constante A > 0 alors elle est (c, α)-mode´re´e
pour une constante c > 0 convenable. On a note´ z, ξ des coordonne´es affines
sur une carte C ⊂ P1. Il est clair que toute mesure mode´re´e est PLB.
Proposition 2.4 Soit µ une mesure PLB sur X. La famille des fonctions
q.p.s.h. ϕ, ve´rifiant ddcϕ ≥ −ω, et l’une des deux conditions de normalisa-
tion
max
X
ϕ = 0 ou
∫
ϕdµ = 0
est borne´e dans L1(µ) et est borne´e supe´rieurement. De plus, il existe c > 0
inde´pendant de ϕ tel que pour tout t > 0 on ait µ(ϕ < −t) ≤ ct−1.
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De´monstration. Soit (ϕn) une suite de fonctions q.p.s.h. ve´rifiant dd
cϕn ≥
−ω et maxX ϕn = 0. Montrons que (ϕn) est borne´e dans L1(µ). Sinon,
quitte a` extraire une sous-suite, on peut supposer que
∫
ϕndµ ≤ −n2.
Posons Φ :=
∑
n−2ϕn. D’apre`s la proposition 2.1, Φ est une fonction q.p.s.h.
ve´rifiant ddcΦ ≥ −2ω. On a ∫X Φdµ = −∞. Cela contredit que Φ soit µ-
inte´grable.
Soit maintenant (ϕn) une suite de fonctions q.p.s.h. ve´rifiant dd
cϕn ≥
−ω et ∫ ϕndµ = 0. Posons an := maxX ϕn et ϕ˜n := ϕn − an. On a
supX ϕ˜n = 0. D’apre`s la partie pre´ce´dente, (ϕ˜n) est borne´e dans L
1(µ).
Or an = −
∫
ϕ˜ndµ, donc (an) est borne´e et par suite (ϕn) est borne´e dans
L1(µ). On en de´duit aussi que (ϕn) est borne´e supe´rieurement.
La famille de fonctions q.p.s.h. conside´re´es e´tant borne´e dans L1(µ), il
existe c > 0 tel que ‖ϕ‖L1(µ) ≤ c pour tout ϕ dans cette famille. On a donc
µ(ϕ < −t) ≤ t−1‖ϕ‖L1(µ) ≤ ct−1.

Soit µ une mesure de probabilite´ PLB. Il re´sulte de la proposition 2.4
qu’on peut de´finir les meilleures constantes pour la re´solution de ddc, avec
une normalisation associe´e a` µ. Posons
R1(X,ω, µ) := sup
ϕ
{
max
X
ϕ, ϕ ∈ Q(X,ω),
∫
ϕdµ = 0
}
= sup
ϕ
{
−
∫
ϕdµ, ϕ ∈ Q(X,ω),max
X
ϕ = 0
}
(2.4)
R2(X,ω, µ) := sup
ϕ
{
‖ϕ‖L1(µ), ϕ ∈ Q(X,ω),
∫
ϕdµ = 0
}
(2.5)
R3(X,ω, µ) := sup
ϕ
{∣∣∣∣
∫
ϕωk
∣∣∣∣ , ϕ ∈ Q(X,ω),
∫
ϕdµ = 0
}
:= sup
ϕ
{∣∣∣∣
∫
ϕdµ
∣∣∣∣ , ϕ ∈ Q(X,ω),
∫
ϕωk = 0
}
(2.6)
Pour tout t ∈ R, posons
∆(X,ω, µ, t) := sup
ϕ
{
µ(ϕ < −t), ϕ ∈ Q(X,ω),
∫
ϕdµ = 0
}
(2.7)
Proposition 2.5 Soit µ une mesure de probabilite´ PLB sur (X,ω). On a
R2(X,ω, µ) ≤ 2R1(X,ω, µ) et R3(X,ω, µ) ≤ R1(X,ω, µ) + R∗1(X,ω). Si µ
est (c, α)-mode´re´e alors ∆(X,ω, µ, t) ≤ c exp(−αr−1t) ou` r := r(X,ω).
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De´monstration. Soit ϕ une fonction q.p.s.h. telle que ddcϕ ≥ −rω et∫
ϕdµ = 0. Posons m := maxX ϕ. On a m− ϕ ≥ 0 et donc∫
|ϕ|dµ ≤
∫
|ϕ−m|dµ+m =
∫
(m− ϕ)dµ+m
= 2m−
∫
ϕdµ = 2m ≤ 2R1(X,ω, µ).
Donc R2(X,ω, µ) ≤ 2R1(X,ω, µ).
Puisque maxX ϕ−m = 0, d’apre`s (2.2), on a∣∣∣∣
∫
ϕωk
∣∣∣∣ ≤
∫
|ϕ−m|ωk +m =
∫
(m− ϕ)ωk +m
≤ R∗1(X,ω) + R1(X,ω, µ).
Ceci implique que R3(X,ω, µ) ≤ R1(X,ω, µ) + R∗1(X,ω).
Supposons que µ soit (c, α)-mode´re´e. Posons ψ := r−1(ϕ − m). On a
ddcψ ≥ −ω et maxX ψ = 0. Puisque
∫
ϕdµ = 0, on a m ≥ 0 et donc
ψ ≤ r−1ϕ. La mesure µ e´tant (c, α)-mode´re´e, on a
µ(ϕ < −t) = µ(r−1ϕ < −r−1t) ≤ µ(ψ < −r−1t)
≤ exp(−αr−1t)
∫
exp(−αψ)dµ
≤ c exp(−αr−1t).
Donc ∆(X,ω, µ, t) ≤ c exp(−αr−1t).

2.3. Image directe d’un courant.
Soit π une application holomorphe surjective de X dans X ′. Si S est un
courant de bidimension (r, r) de X, avec 0 ≤ r ≤ k, k′, le courant π∗(S) est
de´fini par
〈π∗(S), ψ〉 := 〈S, π∗(ψ)〉
pour toute forme lisse ψ de bidegre´ (r, r) de X ′.
Si S est une forme a` coefficients dans L1(X), π∗(S) l’est aussi. En
effet, on peut supposer que S est re´elle positive; une forme positive est a`
coefficients dans L1(X) si et seulement si, elle de´finit un courant positif de
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masse finie dont les coefficients dans une carte sont des fonctions mesurables.
Les coefficients de π∗(S) sont obtenus par inte´gration sur les fibres qui sont
presque partout de meˆme dimension.
Si les fibres ge´ne´riques de π sont discre`tes, en ge´ne´ral, l’image par π∗
d’une fonction q.p.s.h. n’est pas q.p.s.h., elle est diffe´rence de telles fonc-
tions, d’ou` l’introduction des fonctions d.s.h.
Proposition 2.6 Soient (X,ω) et (X ′, ω′) des varie´te´s ka¨hle´riennes com-
pactes de dimension k. Supposons que pour un point ge´ne´rique x′ ∈ X ′ la
fibre π−1(x′) soit finie et non vide. Alors
(a) L’image de DSH(X) par π∗ est contenue dans DSH(X
′).
(b) L’image de la famille {ϕ q.p.s.h. sur X, ddcϕ ≥ −ω, ∫X ϕωk = 0} par
π∗ est relativement compacte dans L
p(X ′) pour tout p ≥ 1.
De´monstration. (a) Soit ψ une fonction q.p.s.h. dans X. Notons I(π)
l’ensemble des points x′ ∈ X ′ tels que la fibre π−1(x′) ne soit pas finie. Il
est clair que la fonction π∗(ψ) est de´finie hors de l’ensemble I(π) qui est
pluripolaire (voir proposition A.1). Rappelons que pour x′ ∈ X ′ \ I(π) on a
π∗(ψ)(x
′) =
∑
pi(xi)=x′
ψ(xi).
Soient T± des courants positifs ferme´s de bidegre´ (1, 1) tels que ddcψ =
T+ − T−. On a ddcπ∗ψ = π∗(T+) − π∗(T−). Puisque π∗(T±) sont des
courants positifs ferme´s de bidegre´ (1, 1), la fonction π∗(ψ) est d.s.h.
(b) Soit (ψn) une suite de fonctions q.p.s.h. ve´rifiant dd
cψn ≥ −ω et∫
X ψnω
k = 0. D’apre`s la proposition 2.1, cette suite de fonctions est borne´e
dans Lp(X) et est borne´e supe´rieurement. Il faut montrer que la suite des
π∗(ψn) est borne´e dans L
p(X ′). Quitte a` extraire une sous-suite, on peut
supposer que ψn converge ponctuellement vers une fonction ψ hors d’un
ensemble de mesure nulle.
Les fonctions π∗(ψn) sont dans L
p(X ′) et ve´rifient ddcπ∗(ψn) ≥ −π∗(ω).
D’apre`s la proposition 2.2, il existe une fonction ϕ q.p.s.h. sur X ′ ve´rifiant
ddcϕ ≥ π∗(ω)−cω′ ou` c ≥ 0 est une constante. Posons ϕn := π∗(ψn)+ϕ. On
a ddcϕn ≥ −cω′. Montrons que (ϕn) est borne´e dans Lp(X ′). La suite (ϕn)
e´tant borne´e supe´rieurement, il suffit d’observer que ψn converge presque
partout vers ψ et donc, aucune sous-suite de (ϕn) ne converge uniforme´ment
vers −∞. Il en re´sulte que π∗(ψn) est borne´e dans Lp(X ′). On peut en
extraire des sous-suites convergentes.

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2.4. Image re´ciproque d’un courant.
Soit π une application holomorphe surjective de X dans X ′. L’image
re´ciproque π∗(α) d’un courant α sur X ′ est de´finie lorsque π est une sub-
mersion. Si π n’est pas une submersion, on de´finit π∗ dans les cas spe´ciaux
suivants. Lorsque γ est une (p, q) forme a` coefficients dans L∞(X ′), la forme
π∗(γ) est bien de´finie. C’est une forme a` coefficients dans L∞(X). Lorsque
ψ est une fonction d.s.h. sur X ′, si π est surjective, ψ ◦ π est aussi une
fonction d.s.h. sur X; en particulier, on a ψ ◦ π ∈ Lp(X) pour tout p ≥ 1.
On peut de´finir π∗(ψγ) := (ψ ◦ π)π∗(γ).
Proposition 2.7 Soit π : X −→ X ′ une application holomorphe surjective.
L’image par π∗ de la famille{
ϕ q.p.s.h. sur X ′, ddcϕ ≥ −ω′,
∫
X′
ϕω′
k′
= 0
}
est relativement compacte dans Lp(X) pour tout p ≥ 1.
De´monstration. Soit (ψn) une suite borne´e dans L
p(X ′) telle que ddcψn ≥
−ω′. Il suffit de montrer que la suite (π∗(ψn)) est borne´e dans Lp(X).
D’apre`s la proposition 2.1, les fonctions ψn sont borne´es supe´rieurement
par une meˆme constante, il en est donc de meˆme des fonctions π∗(ψn).
De plus, ddcπ∗(ψn) ≥ −π∗(ω′) ≥ −cω1 ou` c := ‖π‖C2 . Quitte a` extraire
une sous-suite, on peut supposer que π∗(ψn) tend vers une fonction ϕ avec
ddcϕ ≥ −cω ou sinon π∗(ψn) tend uniforme´ment vers −∞. Le deuxie`me cas
ne se produit pas car la suite (ψn) est borne´e dans L
p(X ′). On en de´duit
que π∗(ψn) tend vers ϕ dans L
p(X).

De´finissons π∗ pour les courants de bidegre´ (1, 1) lorsque π est surjec-
tive et k ≥ k′. Soit S un courant positif ferme´ de bidegre´ (1, 1) dans X ′,
et soit α une forme lisse de bidegre´ (1, 1) de X ′ cohomologue a` S. Il ex-
iste une fonction q.p.s.h. ψ dans X ′ telle que ddcψ = S − α. Posons
ϕ := ψ ◦ π. On a ddcϕ ≥ −π∗(α). C’est donc une fonction q.p.s.h. On
pose π∗(S) := ddcϕ + π∗(α). C’est un courant positif ferme´ de masse finie.
Cette ope´ration est continue et inde´pendante du choix de α et de ψ [21].
On a aussi cl(π∗(S)) = cl(π∗(α)). Si ψ est une fonction d.s.h. sur X ′ avec
ddcψ = T+ − T−, on a ddcπ∗(ψ) = π∗(T+)− π∗(T−).
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Notons I l’ensemble des points x′ ∈ X ′ tels que dimπ−1(x′) > k − k′.
C’est un sous-ensemble analytique de codimension au moins 2 de X ′ car
dimπ−1(I) est au plus e´gale a` k−1. Soit H un sous-ensemble analytique de
dimension pure l de X ′. Supposons que dimπ−1(H ∩ I) < l + k − k′. Dans
ce cas, on peut de´finir π∗[H] comme le courant d’inte´gration sur π−1(H), il
est alors de meˆme bidegre´ que [H].
Lorque X ′ est une varie´te´ projective et T est un courant positif ferme´
de bidegre´ (r, r), on peut de´finir ”la partie principale” de l’image re´ciproque
de T . On a le lemme suivant.
Lemme 2.8 [9] Soit X ′ une varie´te´ projective munie d’une forme de Ka¨hler
ω′. Il existe une constante c > 0, qui ne de´pend que de (X ′, ω′), telle que pour
tout courant positif ferme´ T de bidegre´ (r, r) sur X ′ on puisse trouver une
suite de courants positifs ferme´s lisses (Tm)m≥1, de bidegre´ (r, r), ve´rifiant
les proprie´te´s suivantes
1. La suite (Tm) converge vers un courant positif ferme´ T
′.
2. T ′ ≥ T , c’est-a`-dire que le courant T ′ − T est positif.
3. On a ‖Tm‖ ≤ c‖T‖ pour tout m ≥ 1.
Remarques 2.9 Observons que l’ensemble des classes cl(S) des courants
S positifs ferme´s de bidegre´ (r, r) de masse 1, est borne´ dans Hr,r(X ′,R). Il
existe donc une constante αX > 0 inde´pendante de S telle que la classe de
αXω
′r − S soit repre´sente´e par une forme lisse positive. On dira que S est
cohomologiquement domine´ par αXω
′r. Les courants Tm dans le lemme 2.8
sont cohomologiquement domine´s par cX‖T‖ω′r ou` cX := cαX .
Soit X ′ une varie´te´ ka¨hle´rienne compacte pour laquelle il existe une
projection holomorphe surjective de X sur une varie´te´ ka¨hle´rienne compacte
homoge`ne de meˆme dimension. Le lemme 2.8 reste alors valable pour tout
courant T qui ne charge pas les sous-ensembles analytiques de X ′.
Soit Ω ⊂ X l’ouvert, Zariski dense, ou` π est une submersion locale. Le
courant (π|Ω)
∗(T ) est bien de´fini, positif, ferme´ sur Ω. Le lemme 2.8 permet
de montrer que (π|Ω)
∗(T ) est de masse finie et donc, d’apre`s Skoda [27], son
prolongement trivial ˜(π|Ω)∗(T ) est positif ferme´ sur X.
Proposition 2.10 [9] Soit T un courant positif ferme´ sur une varie´te´ pro-
jective X ′. Alors (π|Ω)
∗(T ) est de masse finie et l’ope´rateur T 7→ ˜(π|Ω)∗(T )
est semi-continu infe´rieurement. Plus pre´cise´ment, si Tn → T , tout courant
adhe´rent a` la suite ˜(π|Ω)∗Tn est supe´rieur ou e´gal a` ˜(π|Ω)∗T .
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3 Transformations me´romorphes
Dans ce paragraphe, nous de´finissons les ope´rations: composition, produit,
intersection, sur les transformations et les correspondances me´romorphes.
Nous e´tudions l’effet de ces ope´rations sur les degre´s interme´diaires.
3.1. De´finitions.
Notons π1 : X1 × X2 −→ X1 et π2 : X1 × X2 −→ X2, les projections
canoniques de X1 × X2 sur X1 et X2. On appelle m-chaˆıne holomorphe
positive de X1 × X2 toute combinaison finie Γ :=
∑
Γj ou` les Γj sont des
sous-ensembles analytiques irre´ductibles de dimension m de X1×X2. Les Γj
ne sont pas ne´cessairement distincts. D’apre`s un the´ore`me de Lelong [19],
l’inte´gration sur la partie lisse d’une m-chaˆıne holomorphe positive Γ de´finit
un courant positif ferme´ [Γ] de bidimension (m,m) sur X1 ×X2. Notons Γ
l’image de Γ par l’application (x1, x2) 7→ (x2, x1).
Soit l un entier naturel, k1 − k2 ≤ l < k1. On appelle transformation
me´romorphe F de X1 dans X2 toute (k2 + l)-chaˆıne holomorphe positive
Γ =
∑
Γj de X1 × X2 telle que la restriction de πi a` chaque composante
irre´ductible Γj soit surjective, i = 1, 2. On dira que Γ est le graphe de F et
que codim(F ) := l est la codimension de F . La transformation me´romorphe
F de X2 dans X1 associe´e a` la (k2 + l)-chaˆıne holomorphe Γ est appele´e
transformation me´romorphe adjointe de F , elle est de codimension k2−k1+l.
Posons F := π2◦(π1|Γ)−1 et F−1 := π1◦(π2|Γ)−1. Ces ”applications” sont
de´finies sur les sous ensembles de X1 et X2. La fibre F
−1(x2) de x2 ∈ X2
est ge´ne´riquement un sous-ensemble analytique de dimension l de X1.
Notons Ii(F ) := {x ∈ Xi, dimπ−1i (x) > k2 + l − ki}. C’est un sous-
ensemble analytique de codimension au moins 2 de Xi. En effet, s’il e´tait
de codimension 1, le graphe contiendrait un ouvert sur lequel πi ne serait
pas une submersion. On dira que I1(F ) (resp. I2(F )) est le premier (resp.
deuxie`me) ensemble d’inde´termination de F .
De´finissons les ope´rateurs F ∗ et F∗. Soit S un courant de bidegre´ (r, r)
sur X2, k2 + l − k1 ≤ r ≤ k2. On de´finit F ∗(S) := (π1)∗(π∗2(S) ∧ [Γ]). C’est
un courant de bidimension (k2 + l − r, k2 + l − r) porte´ par F−1(supp(S)).
Cet ope´rateur est de´fini dans les deux espaces suivants:
1. L’espace des formes lisses.
2. L’espace engendre´ par les courants [H] ou` H est un sous-ensemble
analytique de dimension pure k2 − r de X2 ve´rifiant dim(π2|Γ)−1(H ∩
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I2(F )) ≤ k2 − r + l − 1.
Conside´rons une re´solution des singularite´s π : Γ˜ −→ Γ [12]. Posons
τi := πi ◦π. On a F = τ2 ◦τ−11 et F−1 = τ1 ◦τ−12 . On a aussi F ∗ = (τ1)∗(τ2)∗
lorsque cet ope´rateur agit sur les courants de´crits ci-dessus.
Posons F∗ := F
∗
= (τ2)∗(τ1)
∗. Observons que lorsque codim(F ) = 0,
l’ope´rateur F∗ agit aussi sur les fonctions q.p.s.h. et donc sur les courants
positifs ferme´s de bidegre´ (1, 1). Dans ce cas, on peut aussi utiliser, a` la place
des applications τi, les fonctions q.p.s.h. sur les sous-ensembles analytiques.
Lorsque S est lisse, le courant F ∗(S) est une forme a` coefficients dans
L1(X). Pour x2 ∈ X2 \I2(F ) le courant F ∗(δx2) est un courant d’inte´gration
sur une l-chaˆıne positive porte´e par F−1(x2).
Pour tout s, k2− k1+ l ≤ s ≤ k2, on appelle degre´ interme´diaire d’ordre
s de F le nombre
λs(F ) :=
∫
X1
F ∗(ωs2) ∧ ωk2+l−s1 =
∫
X2
ωs2 ∧ F∗(ωk2+l−s1 )
=
∫
Γ
π∗1(ω
k2+l−s
1 ) ∧ π∗2(ωs2) (3.1)
Par continuite´, la masse du courant F ∗(δx2), qui se calcule cohomologique-
ment, ne de´pend pas de x2, pour x2 ge´ne´rique dans X2. On en de´duit que
cette masse est e´gale au dernier degre´ interme´diaire λk2(F ) de F .
Finalement, on dira qu’un point (x1, x2) ∈ Γ est ge´ne´rique si la restriction
de πi|Γ a` un voisinage de (x1, x2) est une submersion pour i = 1, 2. Notons
Gen(Γ) l’ensemble de ces points. C’est un ouvert de Zariski dense de Γ.
3.2. Composition de transformations me´romorphes.
Soit F une transformation me´romorphe de codimension l de X1 dans
X2 comme ci-dessus. Soit F
′ une autre transformation me´romorphe de X2
dans X3 associe´e a` une (k3 + l
′)-chaˆıne holomorphe Γ′ =
∑
Γ′j de X2 ×X3.
Supposons que l + l′ < k1.
Conside´rons d’abord le cas ou` Γ et Γ′ sont irre´ductibles. De´finissons la
compose´e Γ′◦Γ des graphes. Notons π1, π2 les projections de X1×X2 surX1
et X2 et π
′
2, π
′
3 les projections de X2×X3 sur X2 et X3. Soient x2 ∈ X2 un
point ge´ne´rique et (x1, x2), (x2, x3) des points ge´ne´riques de Γ ∩ π−12 (z2) et
Γ′∩π′2−1(x2). On peut supposer que (x1, x2) ∈ Gen(Γ) et (x2, x3) ∈ Gen(Γ′).
Soient U ⊂ Gen(Γ) et U ′ ⊂ Gen(Γ′) des petits voisinages de (x1, x2) dans
Gen(Γ) et de (x2, x3) dans Gen(Γ
′). Par de´finition de Gen(Γ) et Gen(Γ′), on
peut supposer que U et U ′ admettent des structures produit U ≃ W1 × V2
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et U ′ ≃ V2 ×W3 ou` V2 de´signe un voisinage de x2 dans X2. Les projections
π2, π
′
2 de U et U
′ sur X2 co¨ıncident avec les projections des produits sur le
facteur V2. Les projections de U sur X1 et de U
′ sur X3 correspondent a`
des applications holomorphes τ : U −→ X1 et τ ′ : U ′ −→ X3.
Le mode`le local de Γ′ ◦ Γ est l’image de W1 × V2 ×W3 dans X1 × X3
par l’application (x1, x2, x3) 7→ (τ(x1, x2), τ ′(x2, x3)). On suppose que cette
image est de dimension k3 + l + l
′. On dira alors que Γ et Γ′ se composent
correctement. Si cette hypothe`se est ve´rifie´e dans les petits ouverts, elle est
ve´rifie´e en tout point ge´ne´rique.
Le graphe Γ′◦Γ de F ′◦F est alors l’adhe´rence de l’ensemble des (x1, x3) ∈
X1 ×X3 pour lesquels il existe x2 ∈ X2 avec (x1, x2) ∈ Gen(Γ) et (x2, x3) ∈
Gen(Γ′) tel qu’aux voisinages de ces points Γ et Γ′ se composent correcte-
ment. Le point (x1, x3) est compte´ avec la multiplicite´ m si m est le nombre
de x2 pour lesquels x1, x2, x3 ve´rifient la proprie´te´ ci-dessus. Puisque Γ et
Γ′ se composent correctement, m est fini.
Dans le cas ou` Γ et Γ′ ne sont pas irre´ductibles, on pose Γ′ ◦ Γ :=∑
Γ′j ◦ Γi en supposant que Γi et Γ′j se composent correctement pour tout
i, j. Observons que Γ′ ◦ Γ est une (k3 + l + l′)-chaˆıne holomorphe et qu’on
a codim(F ′ ◦ F ) = codim(F ) + codim(F ′) = l + l′. Observons aussi que les
transformations de codimension 0 entre varie´te´s de meˆme dimension (c.-a`-d.
les correspondances) se composent toujours correctement.
Proposition 3.1 Soit X2 une varie´te´ projective de dimension k2 munie
d’une forme de Ka¨hler ω2. Alors il existe une constante c > 0, qui ne
de´pend que de (X2, ω2), telle que
λs(F
′ ◦ F ) ≤ cλk2−k3+s−l′(F )λs(F ′)
pour tout s avec k3 − k1 + l+ l′ ≤ s ≤ k3 et pour toutes les transformations
me´romorphes F de (X1, ω1) dans (X2, ω2) et F
′ de (X2, ω2) dans (X3, ω3).
De´monstration. Observons que dans (3.1) les formes e´tant lisses ou a`
coefficients dans L1, les inte´grales peuvent ne porter que sur des ouverts de
mesure totale. Posons S := (F ′)∗(ωs3). C’est un courant positif ferme´ a`
coefficients dans L1(X2) de bidegre´ (r, r) sur X2 ou` r := k2 − k3 + s − l′.
D’apre`s le lemme 2.8 et la remarque 2.9, il existe des courants Sm positifs
ferme´s lisses cohomologiquement domine´s par cX2‖S‖ωr2 qui convergent vers
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un courant S′ ve´rifiant S′ ≥ S. On a
λs(F
′ ◦ F ) =
∫
Gen(Γ)
(π1)
∗(ωk3+l+l
′−s
1 ) ∧ (π2)∗(S)
≤
∫
Gen(Γ)
(π1)
∗(ωk3+l+l
′−s
1 ) ∧ (π2)∗(S′)
≤ lim
m→∞
∫
Γ
(π1)
∗(ωk3+l+l
′−s
1 ) ∧ (π2)∗(Sm)
≤ cX2λs(F ′)
∫
Γ
(π1)
∗(ωk3+l+l
′−s
1 ) ∧ (π2)∗(ωr)
= cX2λk2−k3+s−l′(F )λs(F
′).
La premie`re e´galite´ re´sulte de la description locale de Γ′ ◦Γ, la line´arite´ per-
met ensuite d’utiliser des partitions de l’unite´. Pour la deuxie`me ine´galite´,
on utilise une suite exhaustive de compacts de Gen(Γ).

3.3. Produit et intersection de transformations me´romorphes.
Conside´rons deux transformations me´romorphes F1 : X −→ X1 et F2 :
X −→ X2 de codimensions respectives l1 et l2. On suppose que l1 + l2 ≥ k
et qu’il existe des ouverts, Zariski denses, Ω1 ⊂ X1 et Ω2 ⊂ X2 tels que
F−11 (x1) ∩ F−12 (x2) soit de dimension pure l1 + l2 − k pour tout (x1, x2) ∈
Ω1 × Ω2.
De´finissons le produit F1 • F2. C’est une transformation me´romorphe
de X dans X1 × X2 de codimension l1 + l2 − k dont nous allons de´crire
le graphe. Notons Γ1 =
∑
Γ1i et Γ
2 =
∑
Γ2j les graphes de F1 et F2.
Conside´rons d’abord le cas ou` Γ1 et Γ2 sont irre´ductibles. Le graphe Γ1 •Γ2
de F1 • F2 est alors l’adhe´rence de l’ensemble des (x, x1, x2) ∈ X ×Ω1 ×Ω2
avec x ∈ F−11 (x1)∩F−12 (x2). Dans le cas ge´ne´ral, on pose Γ1•Γ2 :=
∑
Γ1i •Γ2j .
On munit X1 × X2 de la forme de Ka¨hler ω12 := c12(π∗1(ω1) + π∗2(ω2))
ou` π1, π2 sont des projections sur X1 et X2 et c
−k1−k2
12 :=
(k1+k2
k1
)
. Le choix
de c12 implique que
∫
X1×X2
(ω12)
k1+k2 = 1.
Proposition 3.2 Soit X une varie´te´ projective munie d’une forme de Ka¨hler
ω. Il existe une constante c > 0 qui ne de´pend que de (X,ω) telle que pour
tout s ve´rifiant k1 + k2 − 2k + l1 + l2 ≤ s ≤ k1 + k2 on ait
λs(F1 • F2) ≤ ccs12
∑( s
s1
)
λs1(F1)λs2(F2)
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avec k1 − k + l1 ≤ s1 ≤ k1, k2 − k + l2 ≤ s2 ≤ k2 et s1 + s2 = s.
De´monstration. Posons F := F1•F2. On a pour r := k1+k2+l1+l2−k−s
λs(F ) =
∫
X
F ∗(ωs12) ∧ ωr
= cs12
∑
s1,s2
(
s
s1
)∫
X
(F1)
∗(ωs11 ) ∧ (F2)∗(ωs22 ) ∧ ωr (3.2)
La dernie`re e´galite´ se ve´rifie sur des mode`les locaux a` l’aide de partitions de
l’unite´. Estimons l’inte´grale dans (3.2). Posons Si := (Fi)
∗(ωsii ). D’apre`s
le lemme 2.8, il existe des courants lisses Si,m cohomologiquement domine´s
par cX‖Si‖ωsi qui tendent vers un courant S′i ≥ Si. L’inte´grale dans (3.2)
est donc majore´e par
c2X‖S1‖‖S2‖
∫
X
ωk = c2Xλs1(F1)λs2(F2).

Soient G1 : X1 −→ X etG2 : X2 −→ X deux transformations me´romorphes.
On de´finit l’intersection G1 ∩ G2 de G1 et G2 comme l’adjoint G1 •G2 du
produit G1 •G2 lorsque ce produit est bien de´fini. C’est une transformation
me´romorphe de X1×X2 dans X. Pour (x1, x2) ge´ne´rique, (G1∩G2)(x1, x2)
est l’intersection de G1(x1) et G2(x2).
Remarque 3.3 Pour la validite´ des relations de la proposition 3.1 (resp.
proposition 3.2), il suffit de supposer l’existence d’une application holomor-
phe surjective π de X2 (resp. X) dans une varie´te´ ka¨hle´rienne compacte
homoge`ne de meˆme dimension (voir remarques 2.9).
3.4. Familles me´romorphes adapte´es de sous-ensembles analytiques.
Soit F ′ une transformation me´romorphe de codimension l′ de X2 dans
X3 dont le graphe est irre´ductible. Puisque F
′ est surjective , la re´union de
ses fibres Hx3 := F ′−1(x3) est e´gale a` X2. On dira que H = (Hx3) est une
famille adapte´e d’ensembles analytiques de dimension l′. Si x3 n’appartient
pas au deuxie`me ensemble d’inde´termination I2(F
′) de F ′, Hx3 est de di-
mension l′ = codim(F ′). D’apre`s le the´ore`me de Bertini [24, p.141], pour
x3 ge´ne´rique, les composantes de Hx3 sont de multiplicite´ 1. On a donc
[Hx3 ] = (F ′)∗(δx3).
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Comme pre´ce´demment, soit F une transformation me´romorphe de codi-
mension l de X1 dans X2. Supposons que l + l
′ < k1. On dira que H est
F -re´gulie`re si pour x3 ∈ X3 ge´ne´rique, la dimension de F−1(Hx3 ∩ I2(F ))
est strictement plus petite que (l+ l′). Pour un tel x3, le courant F
∗F ′∗(δx3)
est bien de´fini. C’est un courant d’inte´gration sur une chaˆıne holomorphe de
dimension (l+ l′). La famille H est dite re´gulie`re, si elle est F -re´gulie`re pour
toute transformation me´romorphe F d’une varie´te´ X1 dans X2. Les familles
adapte´es de sous-varie´te´s associe´es aux transformations me´romorphes Ψ1,
Ψ2, Ψ3 et Fl,n que nous allons de´crire au paragraphe 3.6 sont re´gulie`res.
Les intersections de familles adapte´es de sous-ensembles analytiques sont
de´finies comme e´tant associe´es aux produits de transformations me´romorphes.
3.5. Correspondances me´romorphes.
Supposons que dimX1 = dimX2 = k. Une correspondance (me´romorphe)
de X1 dans X2 est une transformation me´romorphe f de codimension 0 de
X1 dans X2. Notons Γ =
∑
Γi le graphe de f . La correspondance f de X2
dans X1 associe´e a` Γ est appele´e correspondance adjointe de f .
Lorsque la restriction de π1 a` Γ est injective hors d’un sous-ensemble
analytique, on dira que f est une application me´romorphe surjective. On
dit que f est bime´romorphe si f et son adjoint f sont des applications
me´romorphes surjectives.
Notons D(X1, ω1) l’ensemble des fonctions ψ d.s.h. surX1 pour lesquelles
il existe des courants T± positifs ferme´s de bidegre´ (1, 1) et de masse 1
ve´rifiant ddcψ = T+ − T−. Posons
A(f) := sup
ψ
{∣∣∣∣
∫
X2
f∗(ψ)ω
k
2
∣∣∣∣ , ψ ∈ D(X1, ω1),
∫
ψωk1 = 0
}
(3.3)
D’apre`s les propositions 2.6 et 2.7, cette constante est finie. Elle mesure
combien f∗ perturbe la normalisation
∫
ψωk1 = 0.
Conside´rons le cas ou` X1 = X2 = X. On notera f
n la correspondance
f ◦ · · · ◦ f (n fois). Pour tout 0 ≤ s ≤ k, on de´finit le degre´ dynamique
d’ordre s de f par la formule suivante:
ds(f) := lim sup
n→∞
[
λs(f
n)
]1/n
(3.4)
Le dernier degre´ dynamique dk(f) est e´gal au nombre d’e´le´ments de la fi-
bre f−1(z) pour un point z ge´ne´rique (ce nombre ne de´pend pas de z).
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C’est le degre´ topologique de f , on le note par dt(f). On a aussi d0(f) =
dt(f). Observons que si X est une varie´te´ projective, d’apre`s le lemme 2.8,
λs+s′(f) ≤ cλs(f)λs′(f). Dans ce cas, la suite [λs(f)]1/n converge vers sa
borne infe´rieure infn≥1[λs(f
n)]1/n (voir [9]).
3.6. Exemples.
(a) Notons Pk l’espace projectif complexe et G(k− l+1, k+1) la grass-
mannienne qui parame`tre la famille des sous-espaces projectifs de dimension
k − l de Pk. Pour sˇ ∈ G(k − l + 1, k + 1), soit Pk−l
sˆ
le sous-espace projectif
de dimension k − l correspondant. Posons
Γ1 := {(z, sˆ) ∈ Pk ×G(k − l + 1, k + 1), z ∈ Pk−lsˆ }.
La transformation me´romorphe Ψ1 de P
k dans G(k − l + 1, k + 1) associe´e
a` la varie´te´ Γ1 est de codimension k − l. En effet, si sˆ est un point de
G(k − l + 1, k + 1), Ψ−11 (ˆs) est le sous-espace projectif Pk−lsˆ de Pk.
Donnons une autre manie`re de voir ces transformations me´romorphes.
Soit Pk∗ := G(k, k + 1) le dual de Pk et soit G∗(l, k + 1) la grassmannienne
qui parame`tre les sous-espaces projectifs de dimension l− 1 de Pk∗. Elle est
biholomorphe a` G(k− l+1, k+1). Pour tout sˇ ∈ G∗(l, k+1) notons P(l−1)∗
sˇ
le sous-espace projectif de Pk∗ associe´ a` sˇ. On choisit l points s1, . . . , sl
de P
(l−1)∗
sˇ
qui engendrent P
(l−1)∗
sˇ
. Notons Pk−1si l’hyperplan de P
k associe´
a` si et P
k−l
sˇ
:= Pk−1s1 ∩ . . . ∩ Pk−1sl . Le sous-espace projectif Pk−lsˇ de Pk est
inde´pendant du choix des si.
Posons
Γ2 := {(z, sˇ) ∈ Pk ×G∗(l, k + 1), z ∈ Pk−lsˇ }.
La transformation me´romorphe Ψ2 de P
k dans G∗(l, k + 1) associe´e a` Γ2
est de codimension k − l. Si sˇ est un point de G∗(l, k + 1), Ψ−12 (ˇs) est le
sous-espace projectif Pk−l
sˇ
de Pk.
(b) Conside´rons l’espace multiprojectif Pk,l∗ := Pk∗ × · · · × Pk∗ (l fois).
Posons
Γ3 :=
{
(s, sˇ) ∈ Pk,l∗ ×G∗(l, k + 1),
s = (s1, . . . , sl),P
k−l
sˇ
⊂ Pk−1si pour i = 1, . . . , l
}
.
Notons Πl la transformation me´romorphe de P
k,l∗ dans G∗(l, k+1) associe´e
a` Γ3. C’est une application me´romorphe surjective. Soit Πl son adjoint. La
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compose´e Ψ3 := Πl ◦ Ψ2 est une transformation me´romorphe de Pk dans
Pk,l∗. Pour un point s = (s1, . . . , sl) ge´ne´rique de P
k,l∗, la fibre Ψ−13 (s) est
le sous-espace projectif Pk−ls := P
k−1
s1 ∩ . . . ∩ Pk−1sl de Pk.
(c) Nous allons e´tendre la de´finition des transformations me´romorphes
de (a) et (b) avec, pour espace d’arrive´e, un espace projectif de sections
holomorphes. Conside´rons une varie´te´ projective X et soit L un fibre´ en
droites ample sur X. Pour n ≥ 1, notons H0(X,Ln) l’espace des sections
holomorphes de Ln := L ⊗ · · · ⊗ L (n fois), PH0(X,Ln) l’espace projectif
associe´ et kn la dimension de PH
0(X,Ln). Pour tout s∗ ∈ PH0(X,Ln)∗
notons Hs∗ l’hyperplan projectif de PH
0(X,Ln) associe´ a` s∗. Rappelons que
PH0(X,Ln) est aussi le dual de PH0(X,Ln)∗. Pour tout s ∈ PH0(X,Ln),
notons H∗s l’hyperplan projectif de PH
0(X,Ln)∗ associe´ a` s.
Pour x ∈ X, notons s∗x ∈ PH0(X,Ln)∗ le point tel que l’hyperplan
Hs∗x soit l’ensemble des sections s’annulant en x. Conside´rons l’application
holomorphe Φn de X dans PH
0(X,Ln)∗ de´finie par x 7→ Φn(x) := s∗x.
Puisque L est ample, pour n assez grand, l’application Φn de´finit un plonge-
ment de X dans PH0(X,Ln)∗, c’est le plongement de Kodaira. Observons
que Φ−1n (H
∗
s ∩ Φn(X)) est l’ensemble des ze´ros de s. D’apre`s le the´ore`me
de Bertini [24, p.141], cette intersection est transverse et de´finit une hy-
persurface lisse de X pour tout s hors d’un sous-ensemble analytique de
PH0(X,Ln).
Notons GXl,n la grassmannienne des sous-espaces projectifs de dimen-
sion l − 1 de PH0(X,Ln). On de´finit comme dans (a) une transformation
me´romorphe Ψl,n de PH
0(X,Ln)∗ dans GXl,n. Pour tout point sˇ ∈ GXl,n,
Ψ−1l,n (ˇs) est un sous-espace projectif de dimension kn − l de PH0(X,Ln)∗.
Posons Rl,n := Ψl,n ◦ Φn. C’est une transformation me´romorphe de codi-
mension k − l de X dans GXl,n. Pre´cisons cela.
Notons s1, . . . , sl des points qui engendrent le sous-espace P
l−1
sˇ
de dimen-
sion l−1 de PH0(X,Ln), pour sˇ ∈ GXl,n. Alors Ψ−1l,n (ˇs) est e´gal au sous-espace
projectif H∗s1 ∩ . . . ∩H∗sl de dimension kn − l de PH0(X,Ln)∗. On en de´duit
que R−1l,n (ˇs) est l’ensemble Zsˇ des ze´ros communs des sections s1, . . ., sl. Cet
ensemble ne de´pend pas du choix des si. D’apre`s le the´ore`me de Bertini [24,
p.141], pour sˇ ∈ GXl,n hors d’un sous-ensemble analytique, l’intersection de
Ψ−1l,n (ˇs) avec Φn(X) est transverse. Pour un tel sˇ, Zsˇ est lisse.
Soit Πl,n l’application me´romorphe de P
X
l,n := PH
0(X,Ln)×· · ·×PH0(X,Ln)
(l fois) dans GXl,n de´finie comme dans (b). Soit Πl,n sont adjoint. Posons
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Fl,n := Πl,n ◦ Rl,n. C’est une transformation me´romorphe de X dans PXl,n.
Pour tout s = (s1, . . . , sl) ∈ PXl,n, la fibre F−1l,n (s) est l’ensemble des ze´ros
communs des sections holomorphes s1, . . ., sl de L
n. Pour un s ge´ne´rique,
cette fibre est e´gale a` Zsˇ avec sˇ := Πl,n(s). En particulier, c’est un sous-
ensemble analytique lisse de dimension k − l, sans multiplicite´.
Soient z1, . . . , zm des points de X. Pour n suffisamment grand, on peut
trouver un sous-espace projectif de dimension l de PH0(X,Ln)∗ passant par
Φn(z1), . . . ,Φn(zm). C’est-a`-dire qu’on peut trouver une famille libre de l
sections holomorphes de Ln qui s’annulent simultane´ment en z1, . . . , zm. On
peut de´finir les auto-intersections des transformations me´romorphes Fl,n et
Rl,n, en posant Fl,n,m := Fl,n∩ . . .∩Fl,n (m fois) et Rl,n,m := Rl,n∩ . . .∩Rl,n
(m fois). Ce sont des transformations me´romorphes de Xm dans PXl,n et
dans GXl,n. Un point (z1, . . . , zm) ∈ Xm appartient a` la fibre F−1l,n,m(s) (resp.
R−1l,m,n(ˇs)) si et seulement si Zsˇ passe par z1, . . ., zm.
(d) Soit f une application me´romorphe de Pk dans Pk. Pour e´tudier
les images re´ciproques par fn des sous-espaces de dimension k − l, nous
introduisons les transformations me´romorphes Fn := Ψ2 ◦fn avec Ψ2 de´finie
dans l’exemple (a) On se rame`ne a` l’e´tude des images re´ciproques des points
de G∗(l, k + 1) par Fn.
4 Distribution des pre´images de sous-varie´te´s
Dans ce paragraphe, nous donnons des solutions au proble`me
d’e´quidistribution dans un cadre abstrait. Nous allons, dans les paragraphes
6 et 7, appliquer ces re´sultats aux cas particuliers que nous avons discute´s
dans l’introduction. Des ide´es analogues permettent de construire, au para-
graphe 5, les mesures d’e´quilibre pour les correspondances me´romorphes.
Soit σn une mesure de probabilite´ PLB surXn. On munitX :=
∏
n≥1Xn
de la mesure de probabilite´ σ, e´gale au produit des σn. Conside´rons des
transformations me´romorphes Fn de meˆme codimension l de X dans Xn,
0 ≤ l < k. Soit x = (x1, x2, . . .) ∈ X. Si xn n’appartient pas au deuxie`me
ensemble d’inde´termination I2(Fn) de Fn, le courant T
x
n := (Fn)
∗(δxn) est
bien de´fini. C’est un courant d’inte´gration sur une chaˆıne holomorphe de
dimension l de X. Posons Tn := (Fn)
∗(σn).
Soient δn et dn les degre´s interme´diaires d’ordre kn − 1 et d’ordre kn
de Fn. Posons R1,n := R1(Xn, ωn, σn), R2,n := R2(Xn, ωn, σn) et ∆n(t) :=
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∆(Xn, ωn, σn, t) pour tout t ∈ R (voir paragraphe 2). On a le the´ore`me
suivant.
The´ore`me 4.1 Supposons que la suite (R1,nδnd
−1
n )n≥1 tend vers 0 et que
l’une des deux proprie´te´s suivantes soit satisfaite:
(1) La se´rie
∑
n≥1R2,nδnd
−1
n converge.
(2) La se´rie
∑
n≥1∆n(δ
−1
n dnt) converge pour tout t > 0.
Alors pour σ-presque tout x ∈ X, la suite 〈d−1n (T xn − Tn), ψ〉 tend vers 0
uniforme´ment sur les ensembles borne´s, en norme C2, de (l, l)-formes test
ψ sur X.
Nous allons montrer les estimations utiles en nous limitant a` une trans-
formation me´romorphe F de codimension l, 0 ≤ l ≤ k − 1, de (X,ω) dans
une varie´te´ ka¨hle´rienne compacte (X ′, ω′) de dimension k′. Soit σ′ une
mesure de probabilite´ PLB sur X ′. Posons T˜ := F ∗(ω′k
′
), T := F ∗(σ′) et
T x
′
:= F ∗(δx′) pour tout x
′ ∈ X ′ \ I2(F ).
Soient δ et d les degre´s interme´diaires d’ordre k′ − 1 et d’ordre k′ de
F . Posons Ri := Ri(X
′, ω′, σ′) pour i = 1, 2, 3, ∆(t) := ∆(X ′, ω′, σ′, t) pour
t ∈ R. Pour tout ǫ > 0 de´finissons
E(ǫ) :=
⋃
‖ψ‖
C2(X)≤1
{
x′ ∈ X ′,
∣∣∣〈d−1(T x′ − T ), ψ〉∣∣∣ ≥ ǫ} .
Posons S := F∗(ω
l+1). C’est un courant de bidegre´ (1, 1) sur X ′. Par
de´finition de δ, on a ‖S‖ ≤ δ. D’apre`s la proposition 2.2, il existe une
fonction q.p.s.h. ϕ ve´rifiant∫
X′
ϕdσ′ = 0 et ddcϕ− S ≥ −r(X ′, ω′)δω′ (4.1)
Par de´finition de Ri, on a
ϕ ≤ δR1, ‖ϕ‖L1(σ′) ≤ δR2 et
∣∣∣∣
∫
ϕω′
k′
∣∣∣∣ ≤ δR3.
Lemme 4.2 Soit ψ une (l, l)-forme test de classe C2 sur X. Alors on a
(a)
∫
X′
∣∣∣〈T x′ − T, ψ〉∣∣∣ dσ′(x′) ≤ 2‖ψ‖C2δR2.
(b)
∣∣∣〈T x′ − T, ψ〉∣∣∣ ≤ ‖ψ‖C2(3δR1 − ϕ(x′)).
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(c)
∣∣∣〈T − T˜ , ψ〉∣∣∣ ≤ 2‖ψ‖C2δR3.
(d) σ′(E(ǫ)) ≤ ∆(ǫδ−1d− 3R1).
De´monstration. Nous devons estimer 〈T x′ −T, ψ〉 et 〈T − T˜ , ψ〉. Ecrivons
ddcψ = Ω+ − Ω− avec Ω± des (l + 1, l + 1)-formes positives ferme´es telles
que Ω± ≤ ‖ψ‖C2ωl+1. Posons φ := F∗(ψ) et S± := F∗(Ω±). On a ddcφ =
S+ − S− et 〈T x′ , ψ〉 = φ(x′) pour x′ 6∈ I2(F ). On a aussi S± ≤ ‖ψ‖C2S et
donc ‖S±‖ ≤ ‖ψ‖C2δ.
D’apre`s la proposition 2.2, on peut choisir les fonctions q.p.s.h. ϕ± telles
que
∫
X′ ϕ
±dσ′ = 0 et telles que
−r(X ′, ω′)‖ψ‖C2δω′ ≤ ddcϕ+ − S+ =
= ddcϕ− − S− ≤ r(X ′, ω′)‖ψ‖C2δω′. (4.2)
Par de´finition des Ri on a
ϕ± ≤ ‖ψ‖C2δR1, ‖ϕ±‖L1(σ′) ≤ ‖ψ‖C2δR2,
∣∣∣∣
∫
ϕ±ω′
k′
∣∣∣∣ ≤ ‖ψ‖C2δR3. (4.3)
La fonction φ− (ϕ+ − ϕ−) est constante car elle est pluriharmonique. Par
conse´quent, on a pour x′ 6∈ I2(F )
〈T x′ − T, ψ〉 = 〈δx′ − σ′, φ〉 = 〈δx′ − σ′, ϕ+ − ϕ−〉 (4.4)
Puisque
∫
ϕ±dσ′ = 0, on de´duit de la relation (4.4) que
〈T x′ − T, ψ〉 = ϕ+(x′)− ϕ−(x′).
(a) On a∫
X′
∣∣∣〈T x′ − T, ψ〉∣∣∣ dσ′(x′) = ∫ ∣∣ϕ+(x′)− ϕ−(x′)∣∣ dσ′(x′)
≤ ‖ϕ+‖L1(σ′) + ‖ϕ−‖L1(σ′)
≤ 2‖ψ‖C2δR2.
(b) Posons h := ‖ψ‖C2ϕ− ϕ+. On a par de´finition de ϕ et ϕ+:
ddch− (‖ψ‖C2S − S+) ≥ −2r(X ′, ω′)‖ψ‖C2δω′.
D’une part, la fonction h ve´rifie
∫
X′ hdσ
′ = 0. D’autre part, ‖ψ‖C2S − S+
est un courant positif ferme´ dont la masse est majore´e par ‖ψ‖C2δ. D’ou` on
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de´duit, par de´finition de R1, que supX′ h ≤ 2‖ψ‖C2δR1. On de´duit de cette
ine´galite´ et de (4.3) les ine´galite´s suivantes
‖ψ‖C2ϕ(x′)− 2‖ψ‖C2δR1 ≤ ϕ+(x′) ≤ ‖ψ‖C2δR1.
Avec une estimation analogue pour ϕ−, on obtient finalement∣∣∣〈T x′ − T, ψ〉∣∣∣ = ∣∣ϕ+(x′)− ϕ−(x′)∣∣ ≤ ‖ψ‖C2(3δR1 − ϕ(x′)).
(c) D’apre`s (4.3), on a∣∣∣〈T − T˜ , ψ〉∣∣∣ = ∣∣∣〈σ − ω′k′ , ϕ+ − ϕ−〉∣∣∣ = ∣∣∣〈ω′k′ , ϕ+ − ϕ−〉∣∣∣
≤
∣∣∣〈ω′k′ , ϕ+〉∣∣∣+ ∣∣∣〈ω′k′ , ϕ−〉∣∣∣ ≤ 2δR3.
(d) D’apre`s (b) applique´ au cas ou` ‖ψ‖C2 ≤ 1, l’ensemble E(ǫ) est con-
tenu dans
E′(ǫ) := {x′ ∈ X ′, ϕ(x′) ≤ −ǫd+ 3δR1}.
Par de´finition de ∆(t), les relations (4.1) entraˆınent que
σ′(E(ǫ)) ≤ σ′(E′(ǫ)) ≤ ∆(ǫδ−1d− 3R1).

Fin de la de´monstration du the´ore`me 4.1. Posons Sn := (Fn)∗(ω
l+1).
On a ‖Sn‖ ≤ δn. D’apre`s la proposition 2.2, il existe une fonction q.p.s.h.
ϕn ve´rifiant
∫
Xn
ϕndσn = 0 telle que
ddcϕn − Sn ≥ −r(Xn, ωn)δnωn.
Par de´finition de R1,n et R2,n, on a ϕn ≤ δnR1,n et ‖ϕn‖L1(σn) ≤ δnR2,n.
(1) Conside´rons la fonction re´elle positive Φ sur X
Φ(x) :=
∑
n≥1
d−1n |ϕn(xn)|.
On a ∫
X
Φdσ =
∑
n≥1
d−1n ‖ϕn‖L1(σn) ≤
∑
n≥1
R2,nδnd
−1
n .
Par hypothe`se, la dernie`re se´rie converge, donc Φ(x) est finie σ-presque
partout, et d−1n ϕn(xn) tend vers 0 pour σ-presque tout x ∈ X.
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Fixons x = (xn) ∈ X tel que xn 6∈ I2(Fn) et tel que d−1n ϕn(xn) tende
vers 0. Soit ψ une (l, l)-forme de classe C2 sur X. D’apre`s le lemme 4.2, on
a
|〈T xn − Tn, ψ〉| ≤ ‖ψ‖C2(3δnR1,n − ϕn(xn)).
Comme R1,nδnd
−1
n et d
−1
n ϕn(xn) tendent vers 0, la suite d
−1
n 〈T xn − Tn, ψ〉
tend aussi vers 0 uniforme´ment sur les ensembles borne´s en norme C2 de
(l, l)-formes test ψ sur X.
(2) Posons pour tout ǫ > 0
En(ǫ) :=
⋃
‖ψ‖
C2(X)≤1
{
xn ∈ Xn,
∣∣〈d−1n (T xn − T ), ψ〉∣∣ ≥ ǫ} .
Par hypothe`se, on a R1,n = o(δ
−1
n dn). D’apre`s le lemme 4.2(d), pour n assez
grand, on a
σn(En(ǫ)) ≤ ∆n(ǫδ−1n dn − 3R1,n) ≤ ∆n(ǫδ−1n dn/2) (4.5)
Par hypothe`se, la se´rie
∑
∆(ǫδ−1n dn/2) converge. On en de´duit que la se´rie∑
σn(En(ǫ)) converge pour tout ǫ > 0. Ceci implique la convergence an-
nonce´e.

La proposition suivante permet de comparer les courants obtenus en
prenant les images re´ciproques de σn et de la forme volume ω
kn
n .
Proposition 4.3 Supposons que la suite R3(Xn, ωn, 1)δnd
−1
n tend vers 0.
Alors 〈d−1n (Tn − F ∗n(ωknn )), ψ〉 tend vers 0 uniforme´ment sur les ensembles
borne´s, en norme C2, de (l, l)-formes ψ sur X.
De´monstration. Il suffit d’appliquer le lemme 4.2(c) avec les estimations
comme dans la de´monstration du the´ore`me 4.1.

Posons R∗n := R
∗
2(Xn, ωn, 2). Soient νn = hnω
kn
n et ν
′
n = h
′
nω
kn
n des
mesures de probabilite´ sur Xn ou` hn et h
′
n sont des fonctions dans L
2(Xn).
On a le re´sultat suivant.
The´ore`me 4.4 Supposons que ‖hn − h′n‖L2(Xn) = o(δ−1n dn(R∗n)−1). Alors
la suite
d−1n
〈
(Fn)
∗(νn)− (Fn)∗(ν ′n), ψ
〉
tend vers 0 quand n tend vers l’infini, uniforme´ment sur les ensembles
borne´s, en norme C2, de (l, l)-formes test ψ sur X.
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De´monstration. Utilisons les notations du the´ore`me 4.1. Posons φn :=
(Fn)∗(ψ). Il existe des constantes an et des fonctions q.p.s.h. ϕ
±
n telles que
φn = ϕ
+
n − ϕ−n + an et ‖ϕ±n ‖L2(Xn) ≤ ‖ψ‖C2R∗nδn. Puisque νn et ν ′n ont la
meˆme masse, l’ine´galite´ de Cauchy-Schwarz entraˆıne que
d−1n
∣∣〈(Fn)∗(νn)− (Fn)∗(ν ′n), ψ〉∣∣ = d−1n ∣∣〈(hn − h′n)ωknn , φn − an〉∣∣
≤ d−1n ‖hn − h′n‖L2(Xn)‖φn − an‖L2(Xn)
≤ 2‖ψ‖C2δnd−1n R∗n‖hn − h′n‖L2(Xn).
Par hypothe`se, la dernie`re expression tend vers 0. Ceci implique le the´ore`me.

Remarque 4.5 Dans le cas ou` les (Xn, ωn, σn) appartiennent a` une famille
compacte lisse, les constantes R1,n et R
∗
n sont uniforme´ment borne´es (voir re-
marque 2.3). Les hypothe`ses des the´ore`mes 4.1 et 4.4 ne font alors intervenir
que les degre´s interme´diaires de Fn. Ces degre´s sont calcule´s cohomologique-
ment.
Dans la suite, nous conside´rons des transformations me´romorphes Fn de
X dans une meˆme varie´te´ X ′, c.-a`-d. qu’on suppose que (Xn, ωn) = (X
′, ω′)
pour tout n ≥ 1. Nous avons alors le the´ore`me suivant.
The´ore`me 4.6 Supposons que la se´rie
∑
n≥1 d
−1
n δn converge. Alors il ex-
iste un sous-ensemble pluripolaire E de X ′ tel que pour tout x′ ∈ X ′ \ E la
suite 〈
d−1n ((Fn)
∗(δx′)− (Fn)∗(ω′k
′
)), ψ
〉
tend vers 0 uniforme´ment sur les ensembles borne´s, en norme C2, de (l, l)-
formes test ψ sur X.
De´monstration. Posons r := r(X ′, ω′), R∗1 := R
∗
1(X
′, ω′), R∗2 := R
∗
2(X
′, ω′, 1)
et Sn := (Fn)∗(ω
l+1). On a ‖Sn‖ ≤ δn. D’apre`s la proposition 2.2, il existe
une fonction q.p.s.h. ϕn ve´rifiant∫
X′
ϕnω
′k
′
= 0 et ddcϕn − Sn ≥ −rδnω′.
Par de´finition de R∗1 et R
∗
2, on a ϕn ≤ R∗1δn et ‖ϕn‖L1(X′) ≤ R∗2δn. On en
de´duit que la se´rie
Φ(x′) :=
∑
n≥1
d−1n ϕn(x
′)
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converge vers une fonction q.p.s.h. Posons
E :=
⋃
n≥1
I2(Fn) ∪ (Φ = −∞).
D’apre`s la proposition A.1, c’est un ensemble pluripolaire de X ′. Pour
x′ ∈ X ′ \ E , on a lim d−1n ϕn(x′) = 0. D’apre`s le lemme 4.2(b) applique´ a`
la mesure σ′ := ω′k
′
, la suite 〈d−1n ((Fn)∗(δx′) − (Fn)∗(ω′k
′
)), ψ〉 tend vers 0
uniforme´ment sur les ensembles borne´s, en norme C2, de (l, l)-formes test ψ
sur X.

Remarques 4.7 Supposons que
∑
n≥1 δ
p
nd
−p
n < +∞ pour un p > 1. Soit
ν une mesure de probabilite´ telle que
∫
X |ϕ|pdν < +∞ pour toute fonction
q.p.s.h. ϕ sur X. En conside´rant la se´rie Φp(x
′) :=
∑
n≥1 d
−p
n |ϕn(x′)|p, on
montre comme au the´ore`me 4.6 que pour ν-presque tout x′ ∈ X ′ la suite de
courants d−1n (F
∗
n(δx′)−F ∗n(ω′k
′
)) tend faiblement vers 0. On a e´galement la
convergence uniforme sur les formes borne´es en norme C2.
Soit (cn) une suite de nombres re´els positifs telle que la se´rie
∑
n≥1 cnδn
converge. Alors il existe un sous-ensemble pluripolaire E de X ′ tel que pour
x′ ∈ X ′ \E la suite cn
〈
(Fn)
∗(δx′)− (Fn)∗(ω′k
′
), ψ
〉
tend vers 0 uniforme´ment
sur les ensembles borne´s, en norme C2, de (l, l)-formes test sur X. Dans ce
cas, l’hypothe`se
∑
n≥1 δnd
−1
n < +∞ n’est pas ne´cessaire. La meˆme remarque
est valable pour le the´ore`me 4.1.
The´ore`me 4.8 Soit σ′ une mesure de probabilite´ PLB sur X ′. Supposons
que la se´rie
∑
n≥1∆(X
′, ω′, σ′, tδ−1n dn) converge pour tout t > 0. Alors pour
σ′-presque tout x′ ∈ X ′, la suite 〈d−1n ((Fn)∗(δx′)− (Fn)∗(ω′k
′
)), ψ〉 tend vers
0 uniforme´ment sur les ensembles borne´s, en norme C2, de (l, l)-formes test
ψ sur X.
De´monstration. Soient r := r(X ′, ω′), R∗1 := R
∗
1(X
′, ω′) et ∆(t) :=
∆(X ′, ω′, σ′, t). Posons pour tout ǫ > 0
En(ǫ) :=
⋃
‖ψ‖
C2(X)≤1
{
x′ ∈ X ′,
∣∣∣〈d−1n (F ∗n(δx′)− F ∗n(ω′k′)), ψ〉∣∣∣ ≥ ǫ} .
Le lemme 4.2(d) entraˆıne que
σ′(En(ǫ)) ≤ ∆(ǫδ−1n dn − 3R∗1).
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L’hypothe`se entraˆıne que lim δ−1n dn = +∞ et la se´rie
∑
n≥1∆(ǫδ
−1
n dn−3R∗1)
converge. On en de´duit que la se´rie
∑
n≥1 σ
′(En(ǫ)) converge pour tout
ǫ > 0. Le the´ore`me en de´coule.

Corollaire 4.9 Soit σ′ une mesure de probabilite´ (c, α)-mode´re´e sur X ′ avec
c > 0 et α > 0. Supposons que
∑
n≥1 exp(−δ−1n dnt) converge pour tout t > 0
(par exemple si δnd
−1
n = o(1/ log n)). Alors pour σ
′-presque tout x′ ∈ X ′,
la suite 〈d−1n ((Fn)∗(δx′)− (Fn)∗(ω′k
′
)), ψ〉 tend vers 0 uniforme´ment sur les
ensembles borne´s, en norme C2, de (l, l)-formes test ψ sur X.
De´monstration. Soit r := r(X ′, ω′). La mesure σ′ e´tant (c, α)-mode´re´e,
la proposition 2.5 entraˆıne que
∆(tδ−1n dn) ≤ c exp(−αr−1tδ−1n dn).
Par conse´quent, la se´rie
∑
∆(tδ−1n dn) converge pour tout t > 0. On peut
appliquer le the´ore`me 4.8.

Soit H = (Hy)y∈Y une famille me´romorphe adapte´e de sous-ensembles
analytiques de dimensionm d’une varie´te´ projective X ′ associe´e a` une trans-
formation me´romorphe G : X ′ −→ Y . Supposons que l+m < k et que pour
tout n, H soit Fn-re´gulie`re. Pour y ∈ Y ge´ne´rique, d’apre`s le lemme 2.8,
les courants [λk′−m(Fn)]
−1(Fn)
∗[Hy] sont bien de´finis et de masse borne´e
inde´pendemment de n. On a le corollaire suivant.
Corollaire 4.10 Supposons que la se´rie
∑
n≥1 λk′−m−1(Fn)[λk′−m(Fn)]
−1
converge et que H soit Fn-re´gulie`re pour tout n ≥ 1. Supposons aussi que
X ′ est une varie´te´ projective. Alors la suite de courants
1
λk′−m(Fn)
(
(Fn)
∗[Hy]− (Fn)∗[Hy′ ]
)
tend faiblement vers 0 pour y et y′ hors d’un sous-ensemble pluripolaire E
de Y .
De´monstration. Il suffit d’appliquer le the´ore`me 4.6 et la proposition 3.1
pour les transformations me´romorphes G ◦ Fn (voir aussi remarques 4.7).

Remarque 4.11 LorsqueX, X ′ sont des espaces projectifs,H la famille des
sous-espaces projectifs de X et Fn des applications rationnelles de X dans
X ′, des versions du corollaire 4.10 sont prouve´es par Russakovkii-Sodin [22]
et Russakovskii-Shiffman [23].
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5 Mesures d’e´quilibre de correspondances
Dans ce paragraphe, on suppose que les varie´te´s Xn sont de meˆme dimension
k. Nous e´tudions l’ite´ration ale´atoire d’une suite de correspondances fn :
Xn−1 −→ Xn. Notons dn le degre´ topologique de fn, pour n ≥ 1. Posons
R∗n := R
∗
2(Xn, ωn, 2), An := A(fn) et δn le degre´ interme´diaire d’ordre k− 1
de fn ◦ · · · ◦ f1 (voir de´finitions aux paragraphes 2.1 et 3.5). Soient hn des
fonctions positives dans L2(Xn) telles que
∫
Xn
hnω
k
n = 1. Posons νn := hnω
k
n
et µn := d
−1
1 . . . d
−1
n (fn ◦ · · · ◦ f1)∗(νn). Les mesures de probabilite´ νn e´tant
absolument continues par rapport aux mesures de Lebesgue, les mesures de
probabilite´ µn le sont aussi. On a le the´ore`me suivant.
The´ore`me 5.1 Supposons que δnR
∗
n‖hn‖L2(Xn) = o(d1 . . . dn) et que la se´rie∑
n≥2 d
−1
1 . . . d
−1
n δn−1An converge. Alors la suite de mesures µn tend faible-
ment vers une mesure de probabilite´ PLB µ sur X0. De plus, la mesure µ
est inde´pendante de la suite (hn).
Remarques 5.2 Si les (Xn, ωn, fn)n≥0 appartiennent a` une famille com-
pacte lisse (par exemple une famille finie), les constantes R∗n et An sont
uniforme´ment borne´es en n (voir remarque 2.3). Dans ce cas, il suffit de
supposer que δn‖hn‖L2(X) = o(d1 . . . dn) et que la se´rie
∑
d−11 . . . d
−1
n δn−1
converge. Si les fn sont des applications rationnelles dominantes de degre´
alge´brique sn de P
k dans Pk, on peut majorer δn par (s1 . . . sn)
k−1.
Le the´ore`me 5.1 est aussi valable pour les transformations me´romorphes
fn : Xn−1 −→ Xn de codimension 0 (dans ce cas, on ne suppose pas que les
Xn ont la meˆme dimension).
De´monstration. Soit ϕ une fonction q.p.s.h. sur X0, dd
cϕ ≥ −ω0. Il
nous suffit de montrer que la suite 〈µn, ϕ〉 converge vers une constante cϕ
inde´pendante de (hn) (on posera alors 〈µ,ϕ〉 := cϕ pour ϕ continue).
Posons Fn := fn ◦ · · · ◦ f1, T−0 := ω0 et T+0 := ddcϕ+ω0. Le courant T+0
est positif ferme´ et cohomologue a` ω0. On de´finit par re´currence les nombres
bn et les fonctions ϕn. Posons
b0 :=
∫
X0
ϕωk0 et ϕ0 := ϕ− b0.
D’apre`s les propositions 2.6 et 2.7, on peut poser, pour tout n ≥ 1,
bn :=
∫
Xn
(fn)∗(ϕn−1)ω
k
n et ϕn := (fn)∗(ϕn−1)− bn.
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On a
ddcϕn = T
+
n − T−n avec T±n = (Fn)∗(T±0 ).
De plus
cl(T±n ) = cl((Fn)∗(ω0)) et
∫
Xn
ϕnω
k
n = 0.
On en de´duit que ‖T±n ‖ = ‖(Fn)∗(ω0)‖ = δn.
D’apre`s la proposition 2.2, il existe des fonctions q.p.s.h. ϕ±n ve´rifiant∫
Xn
ϕ±n ω
k
n = 0 et
ddcϕ+n − T+n = ddcϕ−n − T−n ≥ −r(Xn, ωn)δnωn.
Par de´finition de An et R
∗
n, on a∣∣∣∣
∫
Xn
(Fn)∗(ϕ
±
n−1)ω
k
n
∣∣∣∣ ≤ δn−1An et ‖ϕ±n ‖L2(Xn) ≤ δnR∗n (5.1)
On en de´duit que bn ≤ 2δn−1An. L’hypothe`se du the´ore`me implique que la
se´rie
∑
d−11 . . . d
−1
n bn converge. Notons cϕ la somme de cette se´rie.
Dans la suite, on inte´gre seulement sur un ouvert de volume total car les
mesures sont absolument continues par rapport aux mesures de Lebesgue.
On a
〈µn, ϕ〉 = 〈d−11 . . . d−1n f∗1 . . . f∗n(νn), b0 + ϕ0〉
= b0 + 〈d−11 . . . d−1n f∗2 . . . f∗n(νn), (f1)∗(ϕ0)〉
= b0 + 〈d−11 . . . d−1n f∗2 . . . f∗n(νn), b1 + ϕ1〉
= b0 + d
−1
1 b1 + 〈d−11 . . . d−1n f∗2 . . . f∗n(νn), ϕ1〉.
Par re´currence, on obtient
〈µn, ϕ〉 = b0 + d−11 b1 + · · ·+ d−11 . . . d−1n bn + d−11 . . . d−1n 〈νn, ϕn〉. (5.2)
Ve´rifions que 〈µn, ϕ〉 tend vers cϕ. L’ine´galite´ de Cauchy-Schwarz et les
relations (5.1) impliquent que
|〈νn, ϕn〉| = |〈hnωkn, ϕn〉| ≤ ‖hn‖L2(Xn)‖ϕn‖L2(Xn)
≤ ‖hn‖L2(Xn)(‖ϕ+n ‖L2(Xn) + ‖ϕ+n ‖L2(Xn))
≤ 2‖hn‖L2(Xn)δnR∗n.
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Par hypothe`se, la dernie`re expression est d’ordre o(d1 . . . dn). Donc lim〈µn, ϕ〉 =
cϕ.
De´finissons la mesure µ par
〈µ,ϕ〉 := cϕ pour ϕ lisse.
On a montre´ que µn tend faiblement vers µ.
Si ϕ est une fonction q.p.s.h. quelconque, par semi-continuite´ supe´rieure,
on a
〈µ,ϕ〉 ≥ lim sup〈µn, ϕ〉 = cϕ.
Puisque ϕ est borne´e supe´rieurement, elle est µ-inte´grable. Donc µ est PLB.

Nous allons pre´ciser notre re´sultat pour l’ite´ration d’une correspondance
f de degre´ topologique dt de X dans elle-meˆme. D’apre`s la proposition A.1,
les mesures PLB sur X ne chargent pas les sous-ensembles analytiques. On
peut donc de´finir l’image de ces mesures par f∗. On a le corollaire suivant.
Corollaire 5.3 Soit f une correspondance me´romorphe de degre´ topologique
dt sur une varie´te´ ka¨hle´rienne compacte (X,ω). Supposons que le degre´
dynamique d’ordre k − 1 de f ve´rifie dk−1 < dt. Soient hn des fonc-
tions positives ve´rifiant
∫
X hnω
k = 1 et ‖hn‖1/nL2(X) = o(d−1k−1dt). Alors la
suite de mesures µn := d
−n
t (f
n)∗(hnω
k) converge vers une mesure PLB µ
inde´pendante de (hn). De plus, µ ve´rifie la relation d’invariance f
∗(µ) = dtµ
et on a 〈µn, ϕ〉 → 〈µ,ϕ〉 pour toute fonction q.p.s.h. ϕ sur X.
De´monstration. La convergence de (µn) se de´duit du the´ore`me 5.1. Soit
Ω une forme volume lisse telle que
∫
X Ω = 1. Soit ϕ une fonction lisse, on a
〈f∗(µ), ϕ〉 = 〈µ, f∗(ϕ)〉 = lim
n→∞
〈d−nt Ω, (fn+1)∗(ϕ)〉
= dt〈d−n−1t Ω, (fn+1)∗(ϕ)〉 = dt〈µ,ϕ〉.
D’ou` la relation d’invariance.
Soit ϕ une fonction q.p.s.h. sur X avec ddcϕ ≥ −ω. Montrons que
〈µ,ϕ〉 = cϕ. Utilisons les notations du the´ore`me 5.1. Puisque µ est f∗-
invariante, on montre comme pour la relation (5.2) que
〈µ,ϕ〉 = b0 + d−1t b1 + · · ·+ d−nt bn + d−nt 〈µ,ϕ+n − ϕ−n 〉. (5.3)
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D’autre part, puisque
∫
ϕ±n ω
k = 0, d’apre`s la relation (2.6), on a
|〈µ,ϕ±n 〉| ≤ λk−1(fn)R3(X,ω, µ)
ou` λk−1(f
n) est le degre´ interme´diaire d’ordre k − 1 de fn. On en de´duit
que le membre a` droite de (5.3) tend vers cϕ. D’ou` 〈µ,ϕ〉 = cϕ.

Remarques 5.4 Soit f comme au corollaire 5.3. Notons E l’ensemble des
points x ∈ X tels que la suite des mesures µxn := d−nt (fn)∗(δx) ne converge
pas vers la mesure d’e´quilibre µ de f . On montre comme dans [7] (voir aussi
[3, 8]) que E est une union finie ou de´nombrable d’ensembles analytiques
et que les points pe´riodiques re´pulsifs de f sont denses dans le support de
µ. Si le nombre de points pe´riodiques re´pulsifs est d’ordre dnt + o(d
n
t ) alors
ils sont e´quidistribue´s sur le support de µ. Les arguments utilise´s dans [8]
permettent de traiter le cas des varie´te´s ka¨hle´riennes non projectives.
Remarques 5.5 Soit f une application me´romorphe dominante de degre´
topologique dt de X dans X telle que son degre´ dynamique d’ordre k − 1
ve´rifie dk−1 < dt. Lorsque X est projective, Vincent Guedj [14] a re´cemment
construit pour f la mesure d’e´quilibre µ. Il a montre´ que µ est PLB et
me´langeante. Dans [9], nous avons montre´ que cette mesure est d’entropie
maximale log dt. V. Guedj utilise une me´thode de the´orie du potentiel
pour construire µ. Notre construction ci-dessus, par dualite´, donne dans
ce cas deux informations supple´mentaires. D’une part, la suite de mesures
d−nt (f
n)∗(hnω
k) converge vers µ uniforme´ment en (hn); on a aussi la con-
vergence pour toute fonction test q.p.s.h. D’autre part, on obtient une
estimation de la vitesse de me´lange.
The´ore`me 5.6 Soit (X,ω) une varie´te´ ka¨hle´rienne compacte de dimension
k. Soit f une application me´romorphe dominante de degre´ topologique dt de
X dans elle-meˆme. Supposons que son degre´ dynamique d’ordre k−1 ve´rifie
dk−1 < dt. Alors la mesure d’e´quilibre µ de f est me´langeante avec une
vitesse de me´lange d’ordre d−nt (dk−1+ǫ)
n pour tout ǫ > 0. Plus pre´cise´ment,
si ϕ est une fonction de classe C2 et ψ est une fonction borne´e, posons
In(ϕ,ψ) :=
∫
X
ϕ(ψ ◦ fn)dµ−
(∫
X
ϕdµ
)(∫
X
ψdµ
)
.
Il existe c > 0 inde´pendante de ϕ et de ψ telle que
|In(ϕ,ψ)| ≤ cd−nt (dk−1 + ǫ)n‖ϕ‖C2‖ψ‖L∞(µ).
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De´monstration. Puisque ϕ s’e´crit comme diffe´rence de deux fonctions
q.p.s.h., on peut supposer que ϕ est q.p.s.h. avec ddcϕ ≥ −ω. Du fait que
In(ϕ,ψ) = −In(ϕ,−ψ), il suffit de majorer In(ϕ,ψ). Comme In(ϕ,ψ+A) =
In(ϕ,ψ) pour toute constante A, on peut supposer que ψ est positive. On
peut e´galement supposer que ‖ψ‖L∞(µ) = 1. Posons cϕ := 〈µ,ϕ〉. Comme µ
est invariante, on a
In(ϕ,ψ) =
∫
X
(
d−nt (f
n)∗(ϕ) − cϕ
)
ψdµ ≤ ‖d−nt (fn)∗(ϕ) − cϕ‖L1(µ).
On reprend les calculs de´ja` faits au the´ore`me 5.1. On a
d−nt (f
n)∗(ϕ) − cϕ = d−nt ϕ+n − d−nt ϕ−n −
∑
i≥n+1
d−it bi.
Comme au the´ore`me 5.1, on a
|bi| ≤ c1(dk−1 + ǫ)i−1 et ‖ϕ±n ‖L2(X) ≤ c1(dk−1 + ǫ)n
pour une constante c1 > 0. La mesure µ e´tant PLB, d’apre`s la proposition
2.4, il existe une constante c2 > 0 telle que ‖ϕ±n ‖L1(µ) ≤ c2‖ϕ±n ‖L2(X). On en
de´duit que ‖d−nt (fn)∗(ϕ) − cϕ‖L1(µ) ≤ c(dk−1 + ǫ)nd−nt pour une constante
c > 0. Ceci termine la preuve du the´ore`me.

Remarque 5.7 Si f est une correspondance, la mesure µ n’est pas f∗ in-
variante en ge´ne´ral. On a cependant montre´ dans ce cas que
‖d−nt (fn)∗ϕ− cϕ‖L1(µ) ≤ cd−nt (dk−1 + ǫ)n‖ϕ‖C2 .
Exemple 5.8 Nous avons montre´ dans [9] qu’e´tant donne´ une correspon-
dance f d’une varie´te´ projective X, la suite [λl(f
n)]1/n converge vers sa
borne infe´rieure dl(f) = infn[λl(f
n)]1/n. Il en re´sulte que pour ve´rifier
l’hypothe`se du corollaire 5.6, il suffit de montrer que λk−1(f) < dt(f).
On peut donc exhiber pour toute varie´te´ projective X des correspondances
ve´rifiant cette dernie`re ine´galite´. Soient h et g deux projections holomor-
phes surjectives de X sur Pk. Soit u un endomorphisme holomorphe de
degre´ e´leve´ de Pk. Posons f := g ◦ u ◦ h ou` g est l’adjoint de g. C’est une
correspondance sur X. Le lemme 2.8 montre (voir aussi [9, remarques 8])
que
λk−1(f) ≤ cλk−1(g)λk−1(u)λk−1(h)
pour une certaine constante c > 0. Si le degre´ de u est suffisamment e´leve´,
on a λk−1(f) < dt(f). En effet, dt(f) = dt(g)dt(u)dt(h) et dt(u) >> λk−1(u)
si le degre´ de u est suffisamment e´leve´. On trouve dans [9] quelques exemples
d’applications rationnelles ve´rifiant l’hypothe`se du corollaire 5.3.
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6 Distribution des intersections de varie´te´s
Conside´rons des transformations me´romorphes F1,n : X −→ X1 et F2,n :
X −→ X2 de codimensions respectives l1, l2. On suppose que l1 + l2 ≥ k
et que les produits de F1,n et F2,n sont bien de´finis (voir paragraphe 3.3).
Posons Φn := F1,n • F2,n, δi,n := λki−1(Fi,n) et di,n := λki(Fi,n). Rappelons
que Φn est une transformation me´romorphe de codimension l1 + l2 − k de
X dans X1 ×X2.
The´ore`me 6.1 Supposons que la varie´te´ X soit projective et que les se´ries∑
δi,nd
−1
i,n soient convergentes pour i = 1, 2. Alors il existe un sous-ensemble
pluripolaire E de X1×X2 tel que pour tout (x1, x2) ∈ (X1×X2) \E, la suite
de courants
1
d1,nd2,n
(
F ∗1,n(δx1) ∧ F ∗2,n(δx2)− F ∗1,n(ωk11 ) ∧ F ∗2,n(ωk22 )
)
tend faiblement vers 0.
De´monstration. Soit δn le degre´ interme´diaire d’ordre k1 + k2 − 1 de Φn.
D’apre`s, la proposition 3.2, il existe une constante c > 0 telle que
δn ≤ c(δ1,nd2,n + δ2,nd1,n).
Le degre´ interme´diaire d’ordre k1 + k2 de Φn est e´gal a` d1,nd2,n. Il suffit
d’appliquer le the´ore`me 4.6 pour Φn.

Soit f une application bime´romorphe de X dans X et soit f−1 son in-
verse. Soient H+, H− deux familles me´romorphes adapte´es re´gulie`res de
sous-ensembles analytiques de dimensions respectives k − l+ et k − l− avec
l+ + l− ≤ k. Notons P± : X −→ Y ± les transformations me´romorphes
associe´es, d±n les degre´s dynamiques d’ordre l
± de f±n et δ±n les degre´s dy-
namiques d’ordre l± − 1 de f±n.
Corollaire 6.2 Supposons que la varie´te´ X soit projective et que les se´ries∑
δ±n [d
±
n ]
−1 soient convergentes. Alors il existe un sous-ensemble pluripo-
laire E de Y + × Y − tel que pour (a1, b1) et (a2, b2) dans (Y + × Y −) \ E, la
suite de courants
1
d+n d
−
n
(
[f−n(H+a1) ∩ fn(H−b1)]− [f−n(H+a2) ∩ fn(H−b2)]
)
tend faiblement vers 0.
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De´monstration. Posons F±n := P
± ◦ f±n. Ce sont des transformations
me´romorphes de codimension k − l± de X dans Y ±. Notons δn et dn leurs
degre´s interme´diaire d’ordre dimY + + dimY − − 1 et d’ordre dimY + +
dimY −. D’apre`s les propositions 3.1 et 3.2, il existe c > 0 telle que
δn ≤ c(δ+n d−n + δ−n d+) et dn ≤ cd+n d−n .
Il suffit d’appliquer le the´ore`me 6.1 (voir aussi remarques 4.7).

Nous allons expliciter ce re´sultat dans le cadre des automorphismes
re´guliers de Ck introduits par le second auteur [26]. Soit f un automor-
phisme polynomial de Ck. On note aussi f son prolongement en application
birationnelle de Pk dans Pk. Notons I+ (resp. I−) l’ensemble d’inde´termination
de f (resp. de f−1). Ce sont des sous-ensembles analytiques de l’hyperplan
a` l’infini. L’automorphisme f est dit re´gulier si I+ ∩ I− = ∅ (en dimen-
sion 2, les automorphismes re´guliers sont ceux du type He´non). On a alors
dim I++dim I− = k−2. Posons s := dim I++1. Notons d+ et d− les degre´s
alge´briques de f et f−1. Ces degre´s sont lie´s par la relation (d+)
s = (d−)
k−s.
On peut construire deux courants T+, T− positifs ferme´s de bidegre´
(1, 1) de masse 1 de Pk, a` potentiel continu dans Ck et tels que f∗(T+) =
d+T
+, f∗(T−) = d−T
−. Pour 0 ≤ l ≤ s et 0 ≤ l′ ≤ k − s, le courant
Tl,l′ := (T
+)l ∧ (T−)l′ est bien de´fini. Quand l = s, l′ = k − s, on obtient
une mesure de probabilite´ invariante a` support compact dans Ck. On a
e´galement le the´ore`me de convergence suivant:
lim
n,m→∞
(d+)
−nl(d−)
−ml′(fn)∗(ωlFS) ∧ (fm)∗(ωl
′
FS) = Tl,l′ . (6.1)
Notons Gl et Gl′ les grassmanniennes qui parame`trent les sous-espaces
projectifs de dimension k − l et k − l′ de Pk. Notons Pk−lx et Pk−l
′
x′ les sous-
espaces projectifs associe´s aux points x ∈ Gl et x′ ∈ Gl′ . Nous avons le
the´ore`me suivant.
The´ore`me 6.3 Soit f un automorphisme re´gulier de Ck comme ci-dessus.
Il existe un sous-ensemble pluripolaire E de Gl×Gl′ tel que pour tout (x, x′) ∈
(Gl ×Gl′) \ E la suite de courants
(d+)
−nl(d−)
−ml′ [f−n(Pk−lx ) ∩ fm(Pk−l
′
x′ )]
tend faiblement vers le courant invariant Tl,l′ quand n et m tendent vers
l’infini.
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De´monstration. Avec les notations du corollaire 6.2, on a d+n = d
ln
+ , δ
+
n =
d
(l−1)n
+ et des relations semblables pour les inverses. Il suffit d’appliquer le
corollaire 6.2 apre`s avoir inte´gre´ par rapport aux variables a2, b2. On utilise
ensuite la relation (6.1).

Remarque 6.4 On peut obtenir des re´sultats analogues pour les familles
de sous-ensembles analytiques de degre´ quelconque ou pour des applications
rationnelles ou birationnelles f d’une varie´te´ projective X dans elle-meˆme.
7 Ze´ros des sections de fibre´s en droites
Soit X une varie´te´ projective de dimension k et soit L un fibre´ en droites
ample sur X. On munit L d’une me´trique hermitienne h. Pour toute section
holomorphe locale eL de L, on de´finit la norme de eL en chaque point par
‖eL‖h := h(eL, eL)1/2. Soit
c1(h) := −ddc log ‖eL‖h
la forme de courbure de (L, h). Elle repre´sente dans la cohomologie de Rham
la classe de Chern c1(L) ∈ H2(X,Z) de L. Puisque L est ample, on peut
choisir h de sorte que c1(h) soit une (1, 1)-forme strictement positive. La
varie´te´ X est donc munie de la forme de Ka¨hler ω := c1(h) et
∫
X ω
k =
c1(L)
k ∈ Z+.
Le fibre´ Ln est e´galement muni d’une me´trique hermitienne hn, induite
par la me´trique h sur L. Plus pre´cise´ment, hn est de´finie localement par
‖sn‖hn = ‖s‖nh. L’espace H0(X,Ln) des sections holomorphes de Ln est
muni du produit hermitien naturel
〈s1, s2〉 := 1
c1(L)k
∫
X
hn(s1, s2)ω
k (s1, s2 ∈ H0(M,Ln)).
Notons ωFS la me´trique de Fubini-Study de PH
0(X,Ln).
Le lecteur trouvera les autres notations dans l’exemple 3.6(c). La di-
mension kn de PH
0(X,Ln) est donne´e par le polynoˆme de Hilbert dont le
terme dominant est e´gal a` c1(L)
knk/k! [17, p.386]. Rappelons que pour
n assez grand, Φn est le plongement de Kodaira de X dans PH
0(X,Ln)∗,
Ψl,n la transformation me´romorphe naturelle de PH(X,L
n)∗ dans la grass-
mannienne GXl,n des sous-espaces de dimension l de PH
0(X,Ln), Πl,n est la
transformation me´romorphe naturelle de GXl,n dans P
X
l,n := PH
0(X,Ln) ×
· · · × PH0(X,Ln) (l fois) et Fl,n = Πl,n ◦Ψl,n ◦Φn.
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Lemme 7.1 Soient δl,n et dl,n les degre´s interme´diaires d’ordre lkn − 1 et
d’ordre lkn de Fl,n. On a dl,n = n
lc1(L)
k et δl,n = O(n
l−1).
De´monstration. L’invariance des me´triques par l’action du groupe unitaire
implique que
Ψ∗l,nΠ
∗
l,n(ω
lkn
MP) = αl,nω
l
FS et Ψ
∗
l,nΠ
∗
l,n(ω
lkn−1
MP ) = βl,nω
l−1
FS (7.1)
ou` ωMP est la forme ka¨hle´rienne naturelle associe´e a` P
X
l,n (voir appendice
A.3) et αl,n, βl,n sont des constantes positives. On calcule ces constantes
cohomologiquement.
Pour calculer αl,n, on remplace ω
lkn
MP dans (7.1) par une masse de Dirac
δs. Son image Ψ
∗
l,nΠ
∗
l,n(δs) sera le courant d’inte´gration sur un sous-espace
projectif de codimension l de PH(X,Ln)∗ qui est cohomologue a` ωlFS. Ceci
implique que αl,n = 1.
Soit T le courant d’inte´gration sur une droite D × {s2} × · · · × {sl} de
PXl,n. Il est de masse ckn,l (voir (A.3) pour la de´finition de ckn,l). Son im-
age Ψ∗l,nΠ
∗
l,n(T ) est le courant d’inte´gration sur un sous-espace projectif de
codimension l − 1 de PH(X,Ln)∗. La masse de ce dernier courant est e´gale
a` 1. On en de´duit que βl,n = c
−1
kn,l
. En particulier, il est majore´ par une
constante qui ne de´pend que de l (voir (A.3)).
Puisque la classe de Φ∗n(ωFS) est e´gale a` nc1(L), on a
dl,n =
∫
X
Φ∗nΨ
∗
nΠ
∗
l,n(ω
lkn
MP) ∧ ωk−l =
∫
X
Φ∗n(ω
l
FS) ∧ ωk−l = nlc1(L)k
et
δl,n =
∫
X
Φ∗nΨ
∗
nΠ
∗
l,n(ω
lkn−1
MP ) ∧ ωk−l+1 =
∫
X
βl,nΦ
∗
n(ω
l−1
FS ) ∧ ωk−l+1
= βl,nn
l−1c1(L)
k.

On voit que la se´rie
∑
δl,nd
−1
l,n ne converge pas. C’est donc le the´ore`me 4.1(2)
que nous appliquerons.
Le the´ore`me suivant, duˆ a` Zelditch [31], est une ame´lioration d’un the´ore`me
de Tian [29], il donne la convergence en moyenne des courants n−l[Zsn ] avec
sn ∈ PXl,n.
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The´ore`me 7.2 [31] Pour tout r ≥ 0, on a
‖n−lΦ∗n(ωlFS)− ωl‖Cr = O(n−1).
Soient σn des mesures de probabilite´ PLB sur P
X
l,n. Posons R1,n :=
R1(P
X
l,n, ωMP, σn), R3,n := R3(P
X
l,n, ωMP, σn) et ∆n(t) := ∆(P
X
l,n, ωMP, σn, t).
On munit PXl :=
∏
n≥1 P
X
l,n de la mesure σ, produit des σn. Faisons des
hypothe`ses sur les mesures σn.
The´ore`me 7.3 Supposons que la se´rie
∑
n≥1∆n(nt) converge pour tout t >
0. Supposons aussi que R1,n = o(n) et R3,n = o(n). Alors pour σ-presque
tout s = (sn) ∈ PXl , la suite de courants n−l[Zsn ] tend faiblement vers ωl.
De´monstration. Les relations (7.1) et le the´ore`me 7.2 entraˆınent que la
suite des formes n−lF ∗l,n(ω
lkn
MP) tend vers ω
l dans Cr pour tout r ≥ 0. D’apre`s
la proposition 4.3, la suite de courants n−lF ∗l,n(σn) tend faiblement vers
ωl car n−lδl,nR3,n tend vers 0 par hypothe`se. D’apre`s le the´ore`me 4.1(2),
pour σ-presque tout s ∈ PXl , la suite de courants n−l([Zsn ]− F ∗l,n(σn)) tend
faiblement vers 0.

Remarque 7.4 Si au the´ore`me 7.3, on suppose que R3,n = O(log n) alors
il existe des constantes c > 0, α > 0 et m ≥ 0 telles que pour tout ǫ > 0
σn
(
s ∈ PXl , |〈n−l[Zsn ]− ωl, ψ〉| ≥ ǫ
) ≤ c‖ψ‖C2nmk exp(−αǫn).
Cette estimation re´sulte de l’ine´galite´ (4.5), du the´ore`me 7.2 et de la propo-
sition 4.2(c).
Posons GXl :=
∏
n≥1G
X
l,n. Soit Ωl,n la mesure de probabilite´ invariante
sur GXl,n. Notons Ωl la mesure de probabilite´ sur G
X
l , produit des Ωl,n.
Fixons des sous-espaces re´els RPH0(X,Ln) de PH0(X,Ln) invariants par
l’action du groupe orthogonal associe´. Soit RGXl,n la sous-grassmannienne
totalement re´elle de GXl,n correspondante. Soit ml,n la mesure invariante de
masse 1 sur RGXl,n. Notons ml le produit des ml,n qui est une mesure de
probabilite´ sur Gl.
Corollaire 7.5 Soient µl,n := Ωl,n ou ml,n et µl := Ωl ou ml. Alors pour
µl-presque tout sˇ = (ˇsn) ∈ Gl, la suite de courants n−l[Zsˇn ] tend faiblement
vers ωl. De plus, on a
µl,n
(
sˇ ∈ GXl , |〈n−l[Zsˇn ]− ωl, ψ〉| ≥ ǫ
) ≤ c‖ψ‖C2nmk exp(−αǫn)
ou` m ≥ 0, α > 0 et c > 0 sont des constantes inde´pendantes de ǫ.
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De´monstration. Notons RPXl,n := RPH
0(X,Ln) × · · · × RPH0(X,Ln) (l
fois). Notons Ω˜l,n (resp. m˜l,n) la mesure de probabilite´ invariante naturelle
sur PXk,l (resp. sur RP
X
l,n) (voir appendice pour les de´tails) et Ω˜l (resp. m˜l) la
mesure de probabilite´ sur PXl , produit des Ω˜l,n (resp. des m˜l,n). L’invariance
des mesures conside´re´es implique que Π
∗
l,n(Ω˜l,n) = Ωl,n et Π
∗
l,n(m˜l,n) = ml,n.
Soient µ˜l,n = Ω˜l,n ou m˜l,n et µ˜l = Ω˜l ou m˜l. Il suffit de montrer que
pour µ˜-presque tout s = (s1, s2, . . .) ∈ PXl on a n−l[Zsn ]→ ωl et
µ˜l,n
(
s ∈ PXl , |〈n−l[Zsn ]− ωl, ψ〉| ≥ ǫ
) ≤ c‖ψ‖C2nmk exp(−αǫn).
Cela re´sulte du the´ore`me 7.3 et la remarque 7.4. Les estimations sur R1,n,
R3,n et ∆n sont fournies par la proposition A.11. La dimension de P
X
l,n est
de l’ordre nk.

Remarques 7.6 Soit (cn) une suite de nombre re´els positifs ve´rifiant cn =
o(n/ log n). On peut montrer que cn(n
−l[Zsˇ] − ωl) tend vers 0 pour µl-
presque tout sˇ (voir aussi remarques 4.7). Ceci montre que n−l[Zsˇ] − ωl
tend vers 0 a` vitesse ≃ log n/n. Obsevons que la multiplication par cn
revient a` diviser ǫ par cn.
Dans le cas ou` l = 1, Shiffman et Zelditch [25] ont de´montre´ le re´sultat
de convergence n−1[Zsn ] → ω pour Ω1-presque toute suite s = (sn), sn ∈
PH0(X,Ln). Il ont prouve´ une vitesse de convergence majore´e par 1/
√
n.
Corollaire 7.7 Soit U un ouvert de X dont le bord ∂U est de mesure nulle.
Alors pour Ωl-presque tout (resp. ml-presque tout) sˇ = (ˇsn) ∈ GXl on a
lim
n→∞
n−lvol2k−2l(Zsˇn ∩ U) =
k!
(k − l)!vol2k(U).
La de´monstration est laisse´e au lecteur.
Remarque 7.8 Soit (cn) une suite de nombre re´els positifs ve´rifiant cn =
o(n/ log n). On peut montrer (voir remarques 7.6 et 4.7) que
lim
n→∞
cn
[
n−lvol2k−2l(Zsˇn ∩ U)−
k!
(k − l)!vol2k(U)
]
= 0.
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A Appendice: estimations des constantes
A.1. Ensembles pluripolaires, capacite´s, mesures mode´re´es.
Un sous-ensemble E de X est pluripolaire si E ⊂ (ϕ = −∞) ou` ϕ est une
fonction q.p.s.h. On peut supposer ddcϕ ≥ −ω. Observons qu’une re´union
de´nombrable d’ensembles pluripolaires est pluripolaire. On dit que E est
localement pluripolaire si pour tout a ∈ X il existe un voisinage U de a tel
que E ∩U soit pluripolaire dans U . Nous renvoyons a` Demailly [6] pour les
proprie´te´s des fonctions q.p.s.h.
Josefson [13] a montre´ qu’un sous-ensemble localement pluripolaire dans
Ck est pluripolaire. Alexander a e´tendu ce re´sultat a` Pk [1]. Il en re´sulte que
pour toute varie´te´ projective X de dimension k, un ensemble E localement
pluripolaire l’est globalement: il suffit d’utiliser une application holomorphe
surjective π : X −→ Pk. Si ϕ est associe´e a` π(E), π∗ϕ est associe´e a` E.
Il serait utile de montrer ce re´sultat pour toute varie´te´ complexe compacte.
On utilise a` plusieurs reprises le re´sultat suivant.
Proposition A.1 Soit (X,ω) une varie´te´ ka¨hle´rienne compacte de dimen-
sion k. Tout sous-ensemble analytique propre Y ⊂ X est pluripolaire.
De´monstration. On peut supposer que Y est irre´ductible. Si Y est une
hypersurface de X, il existe une fonction q.p.s.h. ϕ telle que ddcϕ = [Y ]−α
ou` α est une (1, 1)-forme lisse cohomologue a` [Y ]. Il est clair que Y = (ϕ =
−∞). La fonction ϕ est lisse sur X \ Y .
Si dimY < k − 1, on construit une varie´te´ lisse X̂ par des e´clatements
successifs le long Y et le long des singularite´s de Y . Notons π la projection
de X̂ sur X. L’ensemble π−1(Y ) est alors une hypersurface de X̂ . D’apre`s
Blanchard [2] X̂ est ka¨hle´rienne.
Soit ψ une fonction q.p.s.h. sur X̂, lisse sur X̂ \ π−1(Y ) telle que
π−1(Y ) = (ψ = −∞). Puisque ddcψ s’e´crit comme diffe´rence de deux
courants positifs ferme´s, lisses sur X̂ \ π−1(Y ), on a π∗ψ = u1 − u2 dans
L1(X) avec ui q.p.s.h. lisses sur X \ Y . On en de´duit que u1 − u2 = π∗(ψ)
sur X \ Y . Puisque π∗ψ(x) tend vers −∞ quand x tend vers Y , on a
Y ⊂ (u1 = −∞) car u2 est borne´e supe´rieurement.

Bien que ce ne soit pas indispensable, introduisons une capacite´ dont
les ensembles de capacite´ nulle sont les ensembles pluripolaires. Cela a e´te´
fait par Alexander pour Pk. Notons π : Ck+1 \ {0} −→ Pk la projection
canonique. Soient S2k+1 la sphe`re unite´ de Ck+1 et σ2k+1 la mesure de
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probabilite´ invariante sur S2k+1. Alexander a pose´ pour un compact K de
Pk:
cap′(K) := inf
f
{
sup
pi−1(K)∩S2k+1
|f |1/n, f polynoˆme homoge`ne de degre´ n
de Ck+1,
∫
S2k+1
(
log |f |1/n − log |z1|
)
dσ2k+1 = 0
}
(A.2)
Etant donne´ un compact K dans une varie´te´ ka¨hle´rienne compacte (X,ω)
nous de´finissons la capacite´ de K par
cap(K) := inf
ϕ
{
exp
(
sup
K
ϕ
)
, ϕ q.p.s.h., ddcϕ ≥ −ω,max
X
ϕ = 0
}
.
Dans Pk toute fonction q.p.s.h. ϕ, ve´rifiant ddcϕ ≥ −ωFS, est limite de
fonctions sur Pk de la forme log |f |1/n− log ‖z‖ ou` f est homoge`ne de degre´
n. En utilisant la proposition A.5 ci-dessous on peut montrer que
cap′(K) ≤ cap(K) ≤
√
ke cap′(K).
Dans la suite nous utilisons plutoˆt la capacite´ cap qui a un sens pour
toute varie´te´ ka¨hle´rienne compacte. Elle peut eˆtre de´finie pour toute varie´te´
complexe compacte hermitienne, en remplac¸ant ω par une forme hermitienne
positive. Avec notre normalisation, on a toujours cap(X) = 1.
Proposition A.2 On a cap(K) = 0 si et seulement si K est pluripolaire.
De´monstration. Il est clair que si K est pluripolaire on a cap(K) = 0. Si
cap(K) = 0, il existe ϕn q.p.s.h., dd
cϕn ≥ −ω, maxK ϕn ≤ −n3, maxX ϕn =
0. D’apre`s la proposition 2.1, la se´rie
∑
n−2ϕn converge ponctuellement vers
une fonction ϕ q.p.s.h. On a K ⊂ (ϕ = −∞).

Proposition A.3 Soit (X,ω) une varie´te´ ka¨hle´rienne compacte de dimen-
sion k. Soit σ la mesure associe´e a` la forme volume ωk. Alors, il existe des
constantes c > 0 et α > 0 telles que la mesure σ soit (c, α)-mode´re´e. Plus
pre´cise´ment,
∫
X exp(−αϕ)ωk ≤ c pour toute fonction ϕ q.p.s.h. ve´rifiant
ddcϕ ≥ −ω et maxX ϕ = 0. En particulier, on a ∆(X,ω, σ, t) ≤ c exp(−αr−1t)
pour tout t ∈ R, ou` r := r(X,ω).
De´monstration. Notons B(a, r) (resp. Br) la boule de C
k de rayon r
centre´e en a (resp. centre´e en 0). Posons ω0 := dd
c‖z‖2 la forme euclidienne
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sur Ck et σ0 := ω
k
0 . Soit Ψn : B4 −→ X une famille finie d’applications
holomorphes injectives telles que les ouverts Ψn(B1) recouvrent X. Soit
A1 > 0, une constante, telle que pour tout n, Ψ
∗
n(ω) ≤ A1ω0 et Ψ∗n(σ) ≤
A1σ0 sur B3.
Pour ϕ comme dans la proposition, posons ϕn := ϕ ◦ Ψn. Il suffit de
montrer que
∫
B1
exp(−α′ϕn)ωk0 ≤ c′ pour c′ > 0, α′ > 0 inde´pendants de ϕ.
D’apre`s la proposition 2.1, il existe une constante A2 > 0 inde´pendante de
ϕ telle que
∫ |ϕ|dσ ≤ A2. On en de´duit que σ(ϕ < −M) ≤ A2M−1 pour
tout M > 0. Fixons un M > 0 assez grand tel que A2M
−1 < σ(Ψn(B1))
pour tout n. La dernie`re relation implique que (ϕ < −M) ne peut con-
tenir Ψn(B1). On peut donc choisir un point an ∈ B1 tel que ϕn(an) =
ϕ(Φn(an)) ≥ −M .
Posons ψn := ϕn + A1(‖z‖2 − 16). C’est une fonction p.s.h. dans B3
ve´rifiant ψn ≤ ϕn. Montrons que
∫
B(an,2)
exp(−α′ψn)ωk0 ≤ c′ avec c′ > 0
et α′ > 0 inde´pendants de ϕ. On a ddcψn ≥ 0, ψn(an) ≥ −M − 16A1 et
ψn ≤ A2 sur B(an, 2) ⊂ B4. Il suffit d’appliquer un the´ore`me de Ho¨rmander
[16, p.97] qui affirme que
∫
B1
exp(−φ)ωk0 ≤ c′ pour toute fonction p.s.h. φ sur
B2 avec φ(0) = 0 et φ ≤ 1. On peut prendre donc α′ = (A2+16A1 +M)−1.

Remarque A.4 Les estimations peuvent eˆtre raffine´es en utilisant les re´sultats
de Skoda [28].
A.2. Estimation des constantes pour Pk.
Notons Sk (resp. S2k+1) la sphe`re unite´ de Rk+1 (resp. de Ck+1) et σk
(resp. σ2k+1) la mesure invariante de masse 1 sur Sk (resp. S2k+1). Soit
π : Ck+1 \ {0} −→ Pk la projection canonique. Notons z = (z0, . . . , zk) les
coordonne´es de Ck+1. On dira qu’une fonction Φ sur Ck+1 est log-homoge`ne
si on a Φ(λz) = log |λ| + Φ(z) pour tout λ ∈ C∗. La fonction log ‖z‖ e´tant
p.s.h. log-homoge`ne, il existe une (1, 1)-forme positive ferme´e ωFS sur P
k
telle que π∗(ωFS) = dd
c log ‖z‖. C’est la forme de Fubini-Study, elle est
invariante par le groupe unitaire.
Notons ΩFS la mesure sur P
k associe´e a` la forme volume ωkFS. C’est la
mesure invariante de masse 1 sur Pk. Soit ϕ une fonction q.p.s.h. sur Pk
ve´rifiant ddcϕ ≥ −ωFS. Posons Φ := ϕ ◦ π + log ‖z‖ et Φ(0) := −∞. C’est
une fonction p.s.h. log-homoge`ne sur Ck+1 ve´rifiant maxS2k+1 Φ = maxPk ϕ
et
∫
S2k+1 Φdσ2k+1 =
∫
Pk
ϕωkFS.
Notons RPk l’image de Rk+1 par π. C’est un sous-espace projectif re´el de
dimension k de Pk. Posons mFS := π∗(σk) ou` σk est la mesure de probabilite´
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sur Sk invariante par le groupe orthogonal. On a aussi maxSk Φ = maxRPk ϕ
et
∫
Sk Φdσk =
∫
ϕdmFS.
Proposition A.5 On a
R∗1(P
k, ωFS) ≤ 1
2
(1 + log k) et R∗2(P
k, ωFS, 1) ≤ 1 + log k.
De´monstration. Rappelons que r(Pk, ωFS) = 1. Soit ϕ une fonction
q.p.s.h. ve´rifiant ddcϕ ≥ −ωFS. La fonction Φ := ϕ ◦ π + log ‖z‖ est p.s.h.,
log-homoge`ne. Elle ve´rifie
∫
Φdσ2k+1 =
∫
ϕωkFS et maxS2k+1 Φ = maxPk ϕ.
Soit m := maxPk ϕ. D’apre`s Alexander [1, Theorem 2.2], on a∫
S2k+1
Φdσ2k+1 ≥ m+
∫
S2k+1
log |z1|dσ2k+1
= m− 1
2
k∑
n=1
1
n
≥ m− 1
2
(1 + log k).
On en de´duit quem ≤ 12(1+log k) si
∫
Pk
ϕωkFS = 0. Par de´finition (2.2), on a
R∗1(P
k, ωFS) ≤ 12(1+log k). D’apre`s la proposition 2.5, on a R∗2(Pk, ωFS, 1) ≤
1 + log k.

La proposition suivante permet d’estimer les inte´grales sur Sk et S2k+1
en fonction d’inte´grales sur des sous-espaces line´aires.
Proposition A.6 Soit h une fonction mesurable positive sur la sphe`re unite´
Sk de Rk+1 (resp. S2k+1 de Ck+1). Soit F un sous-espace re´el (resp. com-
plexe) de dimension m de Rk+1 (resp. de Ck+1), 1 ≤ m ≤ k. Supposons que
pour tout sous-espace re´el (resp. complexe) E de dimension m+1 contenant
F on ait
∫
Sk∩E hdσm ≤ A (resp.
∫
S2k+1∩E hdσ2m+1 ≤ A) ou` A > 0 est une
constante. Alors il existe une constante c > 0 inde´pendante de k,A et h
telle que
∫
Sk hdσk ≤ cAkm/2 (resp.
∫
S2k+1 hdσ2k+1 ≤ cAkm).
De´monstration. Conside´rons d’abord le cas re´el. Soit (x1, . . . , xk+1) le
syste`me de coordonne´es canoniques de Rk+1. Notons Oxi les axes de coor-
donne´es et Ox la demi-droite issue de 0 passant par x. On peut supposer
que F est le sous-espaces engendre´ par les m derniers axes Oxk−m+2, . . .,
Oxk+1.
Utilisons les coordonne´es polaires de Sk. Soit θn l’angle entre Oxn+1 et
la demi-droite issue de 0 passant par le point (x1, . . . , xn+1, 0 . . . , 0), 1 ≤
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n ≤ k. Les angles θn ve´rifient 0 ≤ θn < 2π. Pour tout x ∈ Sk, on a
xn = cos θn−1 sin θn . . . sin θk−1 ou` on a pose´ θ0 := 0. L’e´le´ment d’aire de Sk
en me´trique euclidienne est e´gal a`
|(sin θ2)(sin θ3)2 . . . (sin θk)k−1|dθ1 . . . dθk.
Puisque σk(Sk) = 1, l’e´le´ment d’aire de σk est e´gal a`
ck|(sin θ2)(sin θ3)2 . . . (sin θk)k−1|dθ1 . . . dθk
ou` c−1k est l’aire de Sk en me´trique euclidienne. On a donc [10, 3.2.13]
ck = 2
−1π−(k+1)/2Γ((k + 1)/2).
Evaluons l’inte´grale de h∫
Sk
hdσk(K) = ck
∫
h|(sin θ2)(sin θ3)2 . . . (sin θk)k−1|dθ1 . . . dθk.
Posons θ := (θ1, . . . , θk) et θ
′ := (θ1, . . . , θk−m). Soit π la projection de
[0, 2π[k dans [0, 2π[k−m avec π(θ) := θ′. Par hypothe`se, on a∫
Sk∩pi−1(θ′)
hdσm ≤ A pour tout θ′ ∈ [0, 2π[k−m.
Or cette inte´grale est e´gale a`
cm
∫
Sk∩pi−1(θ′)
h|(sin θk−m+2) . . . (sin θk)m|dθk−m+1 . . . dθk.
Utilisant le the´ore`me de Fubini, on obtient∫
Sk
hdσk ≤ ckc−1m A
∫
[0,2pi[k−m
|(sin θ2) . . . (sin θk−m+1)k−m|dθ1 . . . dθk−m
= Ac−1m ckc
−1
k−m.
Il suffit d’observer que
c−1m ckc
−1
k−m = 2π
1/2Γ((m+ 1)/2)−1Γ((k + 1)/2)Γ((k −m+ 1)/2)−1 ≤ ckm/2
ou` c > 0 est une constante.
La preuve du cas complexe est identique a` celle du cas re´el. Il suffit
d’utiliser les coordonne´es polaires suivantes pour z = (z1, . . . , zk+1) ∈ S2k+1:
zn = cos θn−1 sin θn . . . sin θk−1 exp(iαn)
avec 0 ≤ θn < 2π pour 1 ≤ n ≤ k, θ0 = 0 et 0 ≤ αn < 2π pour 1 ≤ n ≤ k+1.

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Proposition A.7 Il existe des constantes c > 0 et α > 0 inde´pendantes de
k, telles que
∫
Pk
exp(−αϕ)ωkFS ≤ ck pour toute fonction q.p.s.h. ϕ ve´rifiant
ddcϕ ≥ −ωFS et maxPk ϕ = 0. En particulier, on a ∆(Pk, ωFS,ΩFS, t) ≤
ck exp(−αt) pour tout t ∈ R.
De´monstration. Soit ϕ une fonction comme dans la proposition. Soit
a ∈ Pk tel que ϕ(a) = 0. Posons Φ := ϕ ◦ π et Φ(0) = −∞. Soit P1ξ une
droite projective passant par a, F := π−1(a) ∪ {0} et Eξ := π−1(P1ξ) ∪ {0}.
Le plan complexe Eξ contient la droite F . Soient c1 et α les constantes
ve´rifiant la proposition A.7 pour la droite projective (P1, ωFS) (c.-a`-d. que
pour k = 1).
On a pour tout P1ξ ∫
S2k+1∩Eξ
exp(−αΦ)dσ3 ≤ c1.
D’apre`s la proposition A.6, on a∫
Pk
exp(−αϕ)ωkFS =
∫
S2k+1
exp(−αΦ)dσ2k+1 ≤ ck
ou` c > 0 est une constante inde´pendante de k.
On a montre´ que la mesure ΩFS = ω
k
FS est (ck, α)-mode´re´e. Puisque
r(Pk, ωFS) = 1, d’apre`s la proposition 2.5, on a
∆(Pk, ωFS,ΩFS, t) ≤ ck exp(−αt).

La proposition suivante explique pourquoi les estimations pour RPk et
Pk sont essentiellement les meˆmes. Rappelons que dans Pk on a cap(Pk) = 1.
Proposition A.8 Soit cap(RPk) la capacite´ de RPk dans Pk. Alors pour
tout k ≥ 2 et toute fonction ϕ q.p.s.h. sur Pk ve´rifiant ddcϕ ≥ −ωFS et
maxPk ϕ = 0, on a maxRPk ϕ ≥ log cap(RP2). En particulier, cap(RPk) =
cap(RP2) pour tout k ≥ 2.
De´monstration. Soit ϕ comme ci-dessus. Soient a ∈ Pk et b ∈ RPk
tels que ϕ(a) = 0 et ϕ(b) = maxRPk ϕ. Observons que C
k est re´union
des sous-espaces complexes F de dimension 2 ve´rifiant dimR(F ∩ Rk) = 2.
De meˆme Ck+1 est re´union des sous-espaces complexes E de dimension 3
50
contenant une droite re´elle fixe de Rk+1 et ve´rifiant dimR(E ∩ Rk+1) = 3.
Donc Pk est re´union des plans projectifs P de Pk passant par b et ve´rifiant
dimR(P ∩ RPk) = 2. Soit P un tel plan contenant a. Par de´finition de la
capacite´ sur P ≃ P2 pour P ∩ RPk ≃ RP2, on a ϕ(b) ≥ log cap(RP2). Donc
cap(RPk) ≥ cap(RP2). On obtient l’autre ine´galite´ en observant que toute
fonction q.p.s.h. ϕ sur P2 avec ddcϕ ≥ −ωFS se prolonge en fonction q.p.s.h.
ϕ˜ sur Pk avec ddcϕ˜ ≥ −ωFS et maxPk ϕ˜ = maxP2 ϕ (ceci se voit aise´ment
sur le releve´ de ϕ˜ a` Ck+1).

Proposition A.9 Il existe des constantes c > 0 et α > 0 inde´pendantes de
k telles qu’on ait
∫
Pk
exp(−αϕ)dmFS ≤ c
√
k, Ri(P
k, ωFS,mFS) ≤ c(1+log k)
pour i = 1, 2, 3 et ∆(Pk, ωFS,mFS, t) ≤ c
√
k exp(−αt) pour tout t ∈ R.
De´monstration. On peut reprendre la de´monstration de Ho¨rmander [16,
p.98] pour les fonctions ψ sous-harmoniques sur le disque unite´ de C qui
ve´rifient ψ(0) = 0 et ψ ≤ 1. On remplace la mesure de Lebesgue par la
mesure m sur le cercle |z| = 1/2. On trouve ∫ exp(−ψ/2)dm ≤ c1 ou`
c1 > 0 est une constante inde´pendante de ψ. Un argument semblable
a` celui de la proposition A.3 permet de montrer qu’il existe c′ > 0 et
α > 0 telle que dans P1 on a
∫
exp(−α′ϕ)dmFS ≤ c′ pour toute fonc-
tion ϕ q.p.s.h. ve´rifiant ddcϕ ≥ −ωFS et maxP1 ϕ = 0. Le passage a`
Pk avec l’estimation
∫
Pk
exp(−αϕ)dmFS ≤ c
√
k est une simple application
de la proposition A.6 comme dans la proposition A.7. On en de´duit que
∆(Pk, ωFS,mFS, t) ≤ c
√
k exp(−αt) pour tout t ∈ R.
Montrons que R1(P
k, ωFS,mk) ≤ c(1+log k). Soit ϕ une fonction q.p.s.h.
ve´rifiant ddcϕ ≥ −ωFS et maxPk ϕ = 0. D’apre`s (2.4), il suffit de ve´rifier
que − ∫ ϕdmFS ≤ c(1 + log k) pour un c > 0 inde´pendant de k et de ϕ. On
peut supposer que k ≥ 2.
D’apre`s l’estimation
∫
Pk
exp(−αϕ)dmFS ≤ c
√
k ci-dessus, on a pour tout
t0 ≥ 0
−
∫
ϕdmFS ≤ t0 +
∫ +∞
t0
mFS(ϕ < −t)dt ≤ t0 +
∫ +∞
t0
c
√
k exp(−αt)dt
= t0 + c
√
kα−1 exp(−αt0).
Pour t0 = 2
−1α−1 log k, on obtient l’ine´galite´ voulue.
D’apre`s la proposition 2.5 et la proposition A.5, on a Ri(P
k, ωFS,mFS) ≤
c(1 + log k) pour i = 2, 3 et pour une constante c > 0 inde´pendante de k.

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A.3. Espaces produits et espaces multiprojectifs.
On associe a` la varie´te´ X := X1 ×X2 la forme de Ka¨hler
ω := c12(π
∗
1ω1 + π
∗
2ω2)
ou` π1, π2 sont les projections canoniques de X sur X1 et X2 et ou` c12 > 0
est telle que
∫
X ω
k1+k2 = 1. La constante c12 est calcule´e par la formule
c−k1−k212 =
(
k1 + k2
k1
)
.
Conside´rons deux mesures de probabilite´ µ1 sur X1 et µ2 sur X2. Notons
µ le produit de µ1 et µ2. C’est une mesure de probabilite´ sur X. Posons
r := r(X,ω).
Proposition A.10 Soient X, ω, Ω, r et µ comme ci-dessus. Soit R une
constante ve´rifiant R ≥ R1(Xi, ωi, µi) pour i = 1, 2. Supposons qu’il existe
c > 0 et α > 0 telles que ∆(Xi, ωi, µi, t) ≤ c exp(−αt) pour t ∈ R et i = 1, 2.
Alors on a
R1(X,ω, µ) ≤ 2rR+ 2rα−1 log c+ 4α−1r
et
∆(X,ω, µ, t) ≤ 2c exp(αR) exp(−αr−1t/2)
pour tout t ∈ R.
De´monstration. Fixons une fonction ψ sur X = X1 × X2 telle que
maxX ψ = 0 et dd
cψ ≥ −rω. Soit (a1, a2) ∈ X un point tel que ψ(a1, a2) =
0. On veut estimer la µ mesure de l’ensemble E := (ψ < −t) pour t ≥ 0.
Posons
F := {x2 ∈ X2, ψ(a1, x2) < −t/2}
et
Ex2 := {x1 ∈ X1, ψ(x1, x2) < −t}.
De´finissons
E′ :=
⋃
x2∈X2\F
(Ex2 × {x2}).
On a E ⊂ π−12 (F ) ∪E′.
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Estimons la mesure de π−12 (F ). Si ψ1(x2) := ψ(a1, x2), on a maxX2 ψ1 =
ψ1(a2) = 0. Posons ψ2 := ψ1 −
∫
ψ1dµ2. On a
∫
ψ2dµ2 = 0, ψ2 ≥ ψ1 et
ddcψ2 ≥ −rω2. Par de´finition de R1(X2, ω2, µ2), puisque r(X2, ω2) ≥ 1, on
a
−
∫
ψ1dµ2 = max
X2
ψ2 ≤ rR1(X2, ω2, µ2) ≤ rR.
D’ou`
µ2(F ) ≤ µ2(ψ2 ≤ rR− t/2) = µ2(r−1ψ2 ≤ R− r−1t/2)
≤ ∆(X2, ω2, µ2,R− r−1t/2) ≤ c exp(αR− αr−1t/2)
= c exp(αR) exp(−αr−1t/2).
Donc µ(π−12 (F )) ≤ c exp(αR) exp(−αr−1t/2).
Estimons la mesure de E′. Pour x2 ∈ X2\F , posons ψ3(x1) := ψ(x1, x2).
On a ψ3 ≤ 0, maxX1 ψ3 ≥ ψ(a1, x2) ≥ −t/2 et ddcψ3 ≥ −rω1. Posons
ψ4 := ψ3 −
∫
X1
ψ3dµ1. On a
−
∫
ψ3dµ1 ≤ max
X2
ψ4 + t/2 ≤ rR1(X2, ω2, µ2) + t/2 ≤ rR+ t/2.
et
µ1(Ex2) ≤ µ1(ψ4 ≤ rR− t/2) ≤ c exp(αR− αr−1t/2)
= c exp(αR) exp(−αr−1t/2).
D’apre`s le the´ore`me de Fubini, on a µ(E′) ≤ c exp(αR) exp(−αr−1t/2).
On de´duit des estimations pre´ce´dentes que pour tout t ≥ 0
µ(ψ < −t) ≤ 2c exp(αR) exp(−αr−1t/2).
C’est aussi vrai pour tout t ∈ R car ψ ≤ 0. Si ϕ une fonction q.p.s.h.
sur X telle que ddcϕ ≥ −ω et ∫ ϕdµ = 0, on peut appliquer l’estimation
pre´ce´dente a` la fonction ψ := ϕ−maxX ϕ. Cette dernie`re fonction est plus
petite que ϕ et elle ve´rifie maxX ψ = 0. On en de´duit que pour tout t ≥ 0
µ(ψ < −t) ≤ 2c exp(αR) exp(−αr−1t/2).
Donc ∆(X,ω, t) ≤ 2c exp(αR) exp(−αr−1t/2).
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Estimons R1(X,ω, µ). Soit ψ comme ci-dessus, il faut montrer que
−
∫
ψdµ ≤ 2rR+ 2rα−1 log c+ 4α−1r.
On a pour tout t0 ≥ 0
−
∫
ψdµ =
∫ +∞
0
µ(ψ ≤ −t)dt
=
∫ t0
0
µ(ψ ≤ −t)dt+
∫ +∞
t0
µ(ψ ≤ −t)dt
≤
∫ t0
0
dt+
∫ +∞
t0
2c exp(αR) exp(−αr−1t/2)dt
= t0 + 4c exp(αR)α
−1r exp(−αr−1t0/2)
En prenant t0 = 2rR+ 2rα
−1 log c, on obtient
−
∫
ψdµ ≤ 2rR+ 2rα−1 log c+ 4α−1r.

Conside´rons l’espace multi-projectif Pk,l := Pk×· · ·×Pk (l fois). Notons
πi la projection de P
k,l sur le i-e`me facteur. Posons ωMP := ck,l
∑
π∗i (ωFS)
et soit ΩMP la mesure associe´e a` la forme volume ω
kl
MP. La constante ck,l > 0
est choisie de sorte que ΩMP soit une mesure de probabilite´. On a
(ck,l)
−kl =
(
kl
k
)(
kl − k
k
)
. . .
(
2k
k
)
. (A.3)
Observons que ck,l ≤ 1 et que si l est fixe´, ck,l est minore´e par une con-
stante positive inde´pendante de k. Pour cela, il suffit d’utiliser la formule
d’e´quivalence de Stirling n! ≃ √2πnnn exp(−n). Notons mMP la mesure
produit des mFS sur RP
k,l := RPk × · · · × RPk (l fois).
Proposition A.11 Il existe des constantes c > 0, α > 0 et m > 0, qui
ne de´pendent que de l, telles que pour tout k ≥ 1 on ait Ri(Pk,l, ωMP, µ) ≤
c(1 + log k), i = 1, 2, 3, ∆(Pk,l, ωMP, µ, t) ≤ ckm exp(−αt) pour tout t > 0 et
pour µ = ΩMP ou µ = mMP.
De´monstration. Observons que la constante r(Pk,l, ωMP) est majore´e par
l/ck,l. Il suffit d’appliquer les propositions A.5, A.7, A.9 et A.10.

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