Image matching is an inarguably important operation for many practical sophisticated systems in machine vision and medical diagnosis. Many gray-level image matching applications use the sum-of-squared-difference (SSD) or sum-ofabsolute-differences (SAD), which are very sensitive to noise. Almost all images have some kind of noise, which causes the matching tasks significantly difficulty. In this paper we explore a new, less noise sensitive image-matching technique. It uses non linear similarity measure min or median on interest points to find a match. The algorithm has been tested using a range of images with different gaussian noise. The result shows a significant improvement over traditional Euclidean distance measure technique for image matching.
Introduction
Image matching is a common operation in many applications which include object tracking, motion estimation of objects in two successive frames, medical diagnosis [1] , etc. The greatest challenge in matching two images lies in coping with the effects of noise. Noise may be caused by a wide variety of effects, e.g., detector sensitivity variations, transmission or quantization error, environmental variations, etc. Presence of noise in an image is very common due to the nature of image capturing devices.
There are various techniques for image matching. They can be categorized broadly into two classes: low-level (intensity level) image matching, and highlevel matching techniques. Depending on how the features for matching are produced, the matching process can be divided into two types:
Algorithms that deal with pixels directly for matching (low-level), for example cross-correlation techniques. In cross-correlation approaches two points are matched using some distance measure among the neigh-bouring pixels of the two considered pixels. In an ideal situation this distance should be zero for a perfect match. This is not the case in the real world: as we mentioned earlier, the presence of noise is very common in digital images.
The second category of matching uses description by extracted features, for example identifying edges and their relationships. Algorithms of this type highly depend on effective grouping of features and relationships among them.
The second type of matching relies on feature extraction and finding relationships among the extracted features. Finding relationships can be computationally expensive. One of the main disadvantages of cross-correlation or traditional Euclidean distance measures for image matching is that these techniques are significantly sensitive to noise and perturbations. Both of these two categories of matching algorithms may adopt some kind of probabilistic approach-like maximum likelihood image matching [2] .
In this paper we describe a new technique for image matching which uses a nonlinear similarity based technique. Although our approach falls under the heading of low-level image matching technique, we try to improve the matching technique making it less sensitive to noise. Fuzzy logic has been an area of research in engineering since 1965. There are very few works, e.g., [3] , using fuzzy information for image matching. Our algorithm has the flavour of fuzzy logic but does not strictly follow the steps of a fuzzy system, so we do not call it a complete fuzzy system based technique. A brief description of the steps is given in the next paragraph.
For matching two images it is very costly, in terms of time and memory, to match every point. Therefore, most of the matching techniques use a few hundred or so pixels, called interest points (IP) . We first extract IPs from two images and take the few hundred best points for pairing as matches. We use a 7 × 7 Moravec interest operator [4] for extracting IPs. The matching process treats the first image as a template which would be matched to the second. For similarity measures of an interest point the dot products of the normalized vectors, obtained by slicing a 3 × 3 neighborhood in the directions of NS, EW, NE, NW, are calculated. These four features are used to find the degree of similarity between interest points in two images. See Figure 1 .
Our matching technique is based on the basic idea that the overall similarity of two points to be matched depends on the similarity of individual corresponding vectors. The experimental results show that our approach can detect 5 to 10% more correct matches than the traditional Euclidean distance transform measure. In Section 2 some related work is discussed. Section 3 describes our proposed technique; experimental results are shown in Section 4. Some final conclusions are drawn in Section 5.
Related Work
Various approaches have been adopted for image matching (or finding a patch inside an image). One of the techniques uses the Hausdorff Distance [5] for matching. In this approach, edge extraction is usually done with one of the many edge detectors known in the image processing literature, like the Canny edge detector [6] , Laplacian, Sobel, etc. After applying some algorithm that minimizes the Hausdorff Distance between two images, the best match is taken. This approach considers the shape of the objects in an image but does not consider the intensity value and it is feasible to find matches only for objects that exhibit sharp edges.
Another low-level feature-based image matching technique is RIMA [7] which is an extension to distance transform (chamfer) matching. In this technique, edge points are extracted from digital images, converted to binary images, which are distance transformed, and then the distance transform is used for image matching. The matching is estimated by superimposing the distance transform of the template on the distance transform of the source image. RIMA needs to keep a distance-transform image as well as the binary edge map. An advantage of our technique is that it does not use a binary image like RIMA, hence it requires less memory.
Matching algorithms based on fuzzy information are an interesting area of research and some work has been done on this. One piece of work based on fuzzy features is [8] . We claim our approach is somewhat fuzzy, but the significant difference between [8] and our work is that our algorithm does not strictly follow the steps of fuzzy systems. In [8] , the matching task is done by coarseto-fine matching; Fuzzy information is used for fine matching using steps of fuzzy systems like defining membership functions, creating fuzzy rules, etc. We do not use any membership function or fuzzy rules, although it can be a future work as discussed in Section 5. 
Nonlinear Similarity based Matching
The general idea behind this approach is that two unit vectors are very similar if their dot product is very near to unity. This resembles to the fuzzy IF-THEN rule based formulation. In this section we describe our method of interest point extraction, how fuzzy features are extracted and what fuzzy operator is used and the reason behind that.
Interest Point Extraction
For extracting interest points we use a 7 × 7 Moravec operator [4] , slightly modified to reduce directional bias, followed by 3 × 3 non-maximum suppression, with provision for resolving ties. We then choose the strongest few hundred points. However, to reduce the number of points that need to be solved, we first apply a conservative threshold to filter out the weaker interest points. For more details see [9] .
Similarity Measure
In order to find a match we have to have some kind of similarity measure. To formulate such a measurement we consider the 3 × 3 neighborhood of the point of interest and extract four vectors as shown in Fig 1. Let a, rd . We are treating this similarity measure (zero to one) as a fuzzy grade of truth in the proposition that the corresponding vectors match. Using these values, we can take some decision about the degree of similarity of two considered pixels from the two noisy images. Because of noise, pixel values may change and hence the orientation in feature space of the four vectors will also change.
The Combination Operator
For estimating the similarity between two points from two images, we have to have some fuzzy operator. We can have fuzzy rules like: (S We know that traditionally the minimum operator is used for evaluating this AND connective (and maximum is used for OR). But the minimum and maximum operators are not good estimators. Zimmermann and Zysno (1980) revealed through experiments that the minimum operator does not work well as a model of the and connective, producing too conservative (low) results. Therefore they proposed some compensator operator. Let us consider a scenario from our experiment. Assume that the similarity measure along the right diagonal, S ij rd , is small because of some noise in that direction. On the other hand, the remaining three of the similarity measures are very high, because the two pixels are in fact really similar. Then it would be unjust to the three high values if we chose the minimum by using the minimum operator. Hence, we choose the median operator (we take the average of the middle two values), which as its very meaning explains that it is not biased towards any particular directional intensity change (caused by some random noise). Experimental results also conform with our view of choosing the median operator, as will be evident in Section 4. 
Experiments
Our experimental methodology is as follows: We have two images to be matched. We extract the best one hundred interest points from each image. For each interest point in the first image, we find the best match among the interest points in the second image. The best match is determined in three ways: The first way by finding the point with the maximum similarity according to our nonlinear similarity based approach, as laid out in Section 3, using the median to combine the similarities from the four neighborhood slices. The second way is similar, but uses the minimum of the four neighborhood-slice similarities instead of the median. And the third is by finding best match as the point with minimum Euclidean distance, treating the 3 × 3 neighborhood around each point as vector in a 9-dimensional Euclidean space.
For each way we compute the percentage of correct matches. A match is deemed to be correct if it lies within the neighborhood used for computing the interest points, that is, in our case, within three pixel positions of the exactmatch position, for our 7 × 7 Moravec operator. Obviously, computing the percentage of correct matches requires knowing which matches are correct, that is, knowing the "ground truth" for the matching. Figure 2 shows a pair of synthetically generated images (a stereo pair), taken from [10] , for which the true matches are known. Figure 3 shows the percentage of correct matches for each of the three measures, for different levels of added Gaussian noise.
It is difficult and time-consuming to determine the ground truth for many pairs of images. Therefore, as an expedient for obtaining more data for comparisons, we adopt a tactic of matching an image to itself. In this case the ground truth is known trivially: a point should match to itself. Of course, for two identical images, the matching task is far too easy to be a fair basis for evaluation of matching techniques. However, we can make the matching task sufficiently difficult by adding two different sequences of noise respectively to two copies of the same image. This approximates reasonably well two frames from a motion sequence for which the motion just happens to be zero. Since the matching algorithm searches for the best match according to the measure that it is using, and does not "know" the ground truth, this does represent a reasonable task for evaluating matching techniques. perform worse as noise increases, in most cases the proposed technique with median performs noticeably better, in terms of percentage of correct matches, than either of the other matching techniques (the proposed technique with minimum and conventional Euclidean distance). In only a few cases does our matching approach with median perform equally with, or slightly worse than one of the other techniques.
Conclusions
The proposed method is novel. Although it is a little more computationally expensive than matching using a Euclidean distance measure, its matching performance is in most cases appreciably greater. The experimental results show that our approach is less sensitive to noise, which is a common phenomenon in images. For future work, it would be very interesting to investigate in more detail why this method does perform better than euclidean distance measure, and whether the matching performance can be increased using steps of a fuzzy system model. It may be possible to make it more tolerant to noise by following fuzzy steps as done in the noise reduction in images by fuzzy filtering [8] .
