The estimation of the covariance structure from a discretely observed multivariate Gaussian process under asynchronicity and noise is analysed under high-frequency asymptotics. Asymptotic lower and upper bounds for a fundamental parametric model give rise to infinite-dimensional convolution theorems for covariation estimation under asynchronicity, which is an essential estimation problem in finance. A main tool marks the verification of asymptotic Le Cam equivalence between general discrete and continuous Gaussian experiments, which itself is a result of independent interest.
1. Introduction. The present work examines inference on scaling parameters of a conditionally Gaussian process under discrete noisy observations over a closed time interval. While there has been an extensive study of Gaussian shift experiments, there are still many open questions in the field of covariance estimation of Gaussian processes under high-frequency asymptotics. Existing results reveal surprising phenomena, such as unusual convergence rates and unexpected emergences of parameters in the asymptotic covariance of estimators, which calls for a better understanding of how the underlying signal process drives asymptotic quantities of interest. Particularly the multidimensional interplay of estimation targets encumbers the determination and understanding of the geometry of central object, such as asymptotic information. Moreover, for covariance operators that depend on high-dimensional or possibly even infinite-dimensional parameters, the mathematical analysis is far from trivial, which makes corresponding estimation tasks an intriguing and mathematically challenging field.
Things become even more complicated if application-driven generalisations, such as asynchronous and irregular (non-equidistant) observation schemes with varying sample sizes, are considered. Conditionally Gaussian models under asynchronicity play a major role in financial econometrics, where inference is commonly performed conditionally on the underlying volatility process, cf. Mykland [2012] for a general framework. A fundamental estimation problem is the extraction of the quadratic covariation (or integrated covolatility) of a continuous martingale in terms of a Brownian motion under so-called microstructure noise. Several famous approaches exist, e.g. Zhang et al. [2005] , Jacod et al. [2009] , Barndorff-Nielsen et al. [2011] , Bibinger et al. [2014] , Hayashi and Yoshida [2005] and Christensen et al. [2013] , with varying limiting behaviours depending on the employed estimation techniques. These variations make a comparison of the existing approaches difficult. Additionally and importantly, the asymptotic lower bounds are not yet completely understood, even under regular observation schemes. The reason for this lies in the fact that the underlying statistical properties in these models are mathematically highly involved, which can be seen by regarding the derived results on efficiency in the literature. Notable works in the one-dimensional field exist, for a parametric set-up by Gloter and Jacod [2001] , and in a semi-parametric case by Reiß [2011] , whose results are based on the verification of local asymptotic normality (LAN) and use sophisticated arguments such as asymptotic equivalences of experiments. An interesting finding in both cases, parametric and semiparametric, is that due to the noise the optimal rate is of the unusual order n −1/4 . A multidimensional extension of these results marks the semiparametric Cramér-Rao lower bound derived by Bibinger et al. [2014] . As the latter is only provided for synchronous and regular finite samples, in which non-parametric estimators are biased, an asymptotic characterisation of efficiency under asynchronicity is required.
Little is known about efficient estimation if the assumption that the signal is driven by a Brownian motion is dropped. The one-dimensional Cramér Rao bound derived by Sabel and Schmidt-Hieber [2014] is noteworthy, where the signal is given by a fractional Brownian motion, which marks an important and controversially discussed modelling approach in financial literature, cf. Rogers [1997] . However, the appearance of an asymptotic and particularly multidimensional lower bound and its dependence on the Hurst parameter remain an open question. Additionally, to the best knowledge of the author, for 'truly' conditionally Gaussian models there are not yet statements in regard to local asymptotic mixed normality for noisy set-ups.
Estimation of scaling parameters of Gaussian processes under noise also attracts interest in other fields. Related models appear in nonparametric Bayesian problems, where Gaussian process priors subject to an unknown parameter (hyperparameter) are used, cf. Szabó et al. [2013] . The difference in their setting lies in the asymptotic behaviour of the scaling parameter itself, whose estimation is carried-out pathwise. Latent variance estimation can also be found in genetic fields, e.g. Verzelen and Gassiat [2018] . Here, the task of estimating the heritability bears structural similarities to the problems in this work.
The aim of this paper is to provide a general asymptotic theory for Gaussian covariance estimation models. In the following Section 2 the fundamental parametric model is introduced, in which the superposition of a scaled multivariate Gaussian process with additive errors is observed, cf. Definition 2.1. A main contribution of this paper is the universal Convolution Theorem 2.5, which gives a precise asymptotic characterisation of efficient estimation and includes the set-ups of Gloter and Jacod [2001] and Sabel and Schmidt-Hieber [2014] as special cases. Even though an idealised parametric model might not be as such utilisable for practical purposes, its asymptotic lower bounds provide a basic case benchmark for comparing estimation procedures of more general models. Moreover, the insight gained in the fundamental model might be used in far more complex models. This phenomenon resembles the approach with which the second main result, Theorem 2.8, is derived, which marks a semi-parametric convolution theorem for estimating the integrated covolatility matrix. This result not only extends the set-up in Reiß [2011] by multidimensionality and asynchronicity, but also weakens smoothness assumptions to Sobolev regularity β > 1/2.
To obtain a better working basis, asymptotic equivalence between a general discrete and a general continuous Gaussian observation model is established in Section 3. Section 4 contains the main parametric analysis, particularly the verification of Theorem 2.5. The discussion of the conditionally Gaussian set-up is based on results from Clement et al. [2013] . The construction of efficient estimators is followed by further asymptotic equivalences that provide explicit lower bounds for fractional Brownian motion signals. Section 5 concludes this work by the stepwise deduction of Theorem 2.8. Most of the proofs and reviews of several basic mathematical concept can be found in the Appendix.
Methodology and main results.
2.1. Notation. For a precise definition of the considered statistical experiments, spaces of matrix-valued functions are introduced as they appear as canonical parameter sets. For A, B ∈ R v×w and C ∈ R vw×vw , let A, B C := vec(A) ⊤ Cvec(B), and set ·, · := ·, · Ivw , where vec(A) ∈ R vw is the vectorisation of A and I k denotes the identity matrix in R k×k . Denote the corresponding induced norms by · C and · , given that C > 0, i.e. if C is positive-definite.
where H β L := H β L (0). For γ ∈ (0, 1] and N > 0 Hölder spaces are given by
Symmetric co-domains R v×v sym := {A ∈ R v×v : A = A ⊤ } are highlighted by the notation L 2 sym := L 2 (Ω u , R v×v sym ) and H β sym (L) := H β (Ω u , R v×v sym ). It is a basic fact that if β > u/2 for any f ∈ H β (Ω u , R v×w ) a continuous version can be obtained after possibly modifying f on a zero-subset of Ω u . An overview over Sobolev spaces and their embedding properties with respect to Hölder spaces can be found in Triebel [2010] .
2.2. Fundamental parametric model. Consider the d-dimensional discrete observation model generated by the observations (2.1) 1] is such that G ∼ N ⊗d 0,Γ , for a centred Gaussian measure N 0,Γ on L 2 (Ω, R) with covariance operator Γ. It is assumed that G is independent of the errors ε 1 , . . . , ε n which are mutually independent centred normally distributed vectors with covariance η 2 I d . The noise level η > 0 is a nuisance parameter, whereas Σ ∈ R d×d is the parameter of interest. For a fixed real number S > 1 introduce the parameter space
where R d×d + is the set of positive-definite d × d-matrices and the ordering S −1 I d < Σ < SI d is meant with respect to positive definiteness.
An important tool paving the way to asymptotic lower bounds in the present work are several asymptotic equivalences in Le Cam's sense. In order to obtain a mathematically more convenient working basis, consider the continuous analogue of the observations (2.1), given by
where W is a Wiener process independent of G.
Definition 2.1. Let F n = F n (Θ 0 ) := {Q n Σ , Σ ∈ Θ 0 } be the statistical experiment that is generated by the fundamental parametric discrete observation model given in (2.1).
Let further F c n = F c n (Θ 0 ) be the continuous counterpart of F n that is generated by the observation in (2.2).
The approximation error between F n and F c n is quantifiable by the socalled Le Cam ∆-distance, which is shown to converge to zero under the following regularity assumption.
Assumption 2.2-G(β). G(β). G(β). The function (s, t) → Cov(G s , G t ), s, t ∈ [0, 1], lies in H β for some β ∈ (1, 2).
As an important consequence of asymptotic equivalence, LAN-expansions and convolution theorems in F n and F c n coincide. In order to derive a LANexpansion in F c n , a Karhunen-Loève transform ('functional PCA') is performed to obtain a diagonalisation of F c n in the sense that an equivalent sequence of independent Gaussian random vectors
can be regarded. Here, λ = (λ p ) p≥1 denotes the eigenvalue sequence of the covariance operator of Γ.
Definition 2.3. Let F s n = F s n (Θ 0 ) := {P n Σ : Σ ∈ Θ 0 } be the statistical experiment that is generated by the sequence space representation (2.3) of F c n .
As there are infinitely many non-identically distributed vectors Y p it is not clear at all whether a LAN-expansion holds since the sum of infinitely many remainder terms needs to be controlled. For the latter it will be crucial that the behaviour of certain subsequences (λ pn ) n≥1 carries over to the entire sequence (λ p ) p≥1 which can be done under the following.
Assumption 2.4-λ(δ). λ(δ). λ(δ). The eigenvalues λ = (λ p ) p≥1 of Γ are strictlypositive and regularly varying at infinity with index −δ, δ > 1, i.e. it holds that
where ⌊ap⌋ denotes the integer part of ap.
Many prominent Gaussian processes such as the Brownian motion, the Brownian bridge or the fractional Brownian motion satisfy Assumption 2.4λ(δ). For instance, if G denotes a Brownian motion, then the corresponding eigenvalues
are regularly varying with δ = 2. Assumption 2.4-λ(δ) ensures that in the sequence space model F s n a certain LAN-expansion holds. This LAN-expansion carries over to the discrete model (2.1), by asymptotic equivalence between the discrete and the continuous observation model. In particular, for any H ∈ R d×d sym , one has
is the asymptotic Fisher information matrix and Z ∈ R d 2 ×d 2 is twice the so-called symmetriser matrix, which is needed for the sake of normalisation. The underlying rate r n → 0 is given by the relation
which implies that a slow decay of λ implies a fast decay of r n and vice versa. For a further discussion of I(Σ), Z and r n the reader is referred to the Sections 4.2 and A.4. Classical implications in LAN-theory are local asymptotic minimax theorems and convolution theorems. The main results of this work mark statements of the latter kind. For this assume that the target of estimation is of the form ψ(Σ) ∈ R k such that there is a derivative ∇ψ Σ ∈ R k×d 2 in the sense that
holds, for any H ∈ R d×d sym . In the following, sequences of regular estimatorŝ ϑ n of ϑ under the rate r n are regarded, cf. Appendix A.2 for a definition.
Theorem 2.5. Suppose that Assumptions 2.2-G(β) and 2.4-λ(δ) hold. Letθ n be a sequence of regular estimators of a target ψ(Σ) ∈ R k satisfying (2.4). Then for any H ∈ R d×d sym , under Q n Σ+rnH , it holds that
for some distribution R.
The deduction of the above result offers a comprehensive understanding of how efficient estimation, particularly the optimal estimation rate r n and the geometry of the Fisher information matrix, depends on the spectral properties of the signal. Moreover, Theorem 2.5 extends the knowledge of asymptotic lower bounds in a few one-dimensional models to a general class of underlying multidimensional Gaussian processes. A basic example is given if G denotes a d-dimensional Brownian motion. Then efficient regular estimatorsθ n of ϑ = vec(Σ) satisfy
In the one-dimensional case this result coincides with the efficiency statement of Gloter and Jacod [2001] . For d ≥ 1, (2.5) extends and matches asymptotically the Cramér-Rao bound of Bibinger et al. [2014] . As mentioned before, several estimators have been designed for models driven by a Brownian motion or fractional Brownian motion. Often the question whether these estimators are efficient is hard to answer since their asymptotic covariance usually depends on certain quantities linked to the underlying estimation method, e.g. weighting or kernel functions. In this work, based on a universal spectral approach, for any Gaussian process obeying Assumptions 2.2-G(β) and 2.4-λ(δ) regular efficient sequences of estimatorŝ ϑ n are constructed such that
under Q n Σ+rnH , for any H ∈ R d×d sym . In particular, the matching upper bounds imply that the derived lower bounds are sharp.
The existence of efficient estimators gives rise to further asymptotic equivalences that provide more insight into the posed estimation problem. For instance, two sequence space models of type (2.3) are shown to be asymptotically equivalent if and only if the underlying eigenvalue sequences have the same leading terms. This implies that a computation of lower bounds is possible even though the spectral properties of the underlying covariance operator might not be completely known. This phenomenon is illustrated by the derivation of the efficiency statements if G is a fractional Brownian motion, whose underlying eigenvalues
are only known up to the leading term, cf. Chigansky and Kleptsyna [2018] . Precise asymptotic lower bounds for fractional signals have only been known in a one-dimensional non-noisy setting, recently derived by Brouste and Fukasawa [2018] . In the multivariate noisy set-up assume that the Hurst index H obeys H ∈ [1/2, 1) and let Q ∈ R d×d be orthogonal such that Σ = Q ⊤ diag(s j ) 1≤j≤d Q for some positive s 1 , . . . , s d . Theorem 2.5 implies that efficient regular estimators of ϑ = vec(Σ) converge with rate n −1/(4H+2) and that their asymptotic covariance corresponds to
In the one-dimensional case Σ = σ 2 ∈ R + one has Q = 1 and v 1,1 = c H /2Hσ (8H+2)/(2H+1) , and similarly for diagonal matrices Σ ∈ R d×d sym . In particular, the above statement yields the asymptotic extension of the Cramér-Rao bound in Sabel and Schmidt-Hieber [2014] .
The impact of the leading term of λ yields an interesting finding in the particular scenario, in which the signal process is a mixture
of two independent Gaussian processes Z i = (Z i,t ) t∈[0,1] , i = 1, 2. If the covariance operators of Z 1 and Z 2 are diagonalisable by the same basis then the process with smaller decaying eigenvalues completely determines the asymptotic properties of the estimation problem. Therefore one might conjecture for G being a so-called mixed fractional Brownian motion of Hurst index H > 1/2, cf. Cheridito [2001] , that solely the Brownian motion part contributes to the underlying asymptotics.
A further implication of the sharp characterisation of lower bounds via eigenvalues is that moderate changes in the model do not affect the capability of estimating Σ. For instance, it is shown that experiments driven by a Brownian motion and a Brownian bridge not only share the same asymptotic lower bounds (2.5) but are even asymptotically equivalent.
The findings in the parametric setting can also be carried out if Σ is considered to be a random matrix. The derivation of a conditional convolution theorem under random Σ is then an application of a more general result by Clement et al. [2013] , who replace the usage of Le Cam's third Lemma by a regularity condition made on the law of Σ. The Gaussian part of the convolution in the limit law of regular estimators coincides, conditioned on Σ, with the corresponding parametric ones.
2.3. Semi-parametric results under asynchronicity. On the basis of the parametric results asymptotic lower bounds in a more sophisticated model are derived. More precisely, for n = (n 1 , . . . , n d ) ∈ N d consider the asynchronous observation model
where X t = X 0 + t 0 Σ 1/2 (s)dB s denotes a continuous martingale in terms of a d-dimensional standard Brownian motion B = (B t ) t∈[0,1] . The noise variables ε (j) i ∼ N (0, η 2 j ), 1 ≤ i ≤ n j , with η j > 0 known, 1 ≤ j ≤ d, are mutually independent and independent of the signal X = (X t ) t∈ [0, 1] . Assume that Σ belongs to the parameter set
where β > 1/2 and M > 0. Moreover, suppose for the asymptotics n min := min 1≤j≤d n j → ∞ that n min /n j → ν j for some ν j ∈ (0, 1], j = 1, . . . , d.
. . , d, and some γ ∈ (0, 1], N > 0.
Definition 2.7. Let M n = M n (Θ 1 ) := {Q n Σ : Σ ∈ Θ 1 } be the statistical experiment that is generated by the discrete martingale observation model (2.7).
Let further M c n = M c n (Θ 1 ) be the statistical experiment that is generated by the continuous martingale observation model, given by
where the noise level is driven by the matrix-valued function
As in the parametric set-up, M n is approximated by its continuous analogue M c n , which is permitted if Assumption 2.6-F (γ) is ensured. The experiment M c n can be approximated by a simpler version in which Σ and F are piecewise constant with respect to a partition of [0, 1] in m disjoint blocks. Over these blocks a Karhunen-Loéve expansion yields only a correlated Gaussian sequence space model. This can be remedied by dropping an asymptotically negligible frequency such that a sequence space experiment M s ′ n,m is obtained, whose subexperiments under local alternatives
are asymptotically equivalent to the ones of (2.8). Moreover, experiment M s ′ n,m can be rewritten via
n,m , k = 0, . . . , m − 1, is generated by a parametric sequence space model of type (2.3). Therefore the parametric results can be applied simultaneously to M
, such that a LANexpansion with rate n −1/4 min is obtained for M s ′ n,m and thus also for M c n and M n .
To conclude explicit asymptotic lower bounds let the target of estimation be given by
Theorem 2.8. Assume that Assumption 2.6-F (γ) is satisfied and letθ n be a sequence of regular estimators of some target ψ(Σ) as in (2.9) satisfying (2.10). Then for any
for some R and I −1 Σ is given by
The above statement extends the one-dimensional asymptotic efficiency results of Reiß [2011] in various ways. Firstly, the needed Hölder-regularity (1 + √ 5)/4 ≈ 0.81 in Reiß [2011] can be relaxed to Sobolev regularity β > 1/2. This relaxation is achieved by focussing on asymptotically equivalent experiments that share the same semi-parametric lower bounds for targets as in (2.9), whereas Reiß even considers experiments with common asymptotic non-parametric lower bounds. Moreover, the lower bound given in this work allows for multidimensionality of Σ as well as for asynchronicity and therefore extends asymptotically the basic case Cramér-Rao bound given by Bibinger et al. [2014] . Since the local method of moments estimator provided by Bibinger et al. [2014] attains the Gaussian part of the limit distribution of Theorem 2.8, the derived bounds are sharp.
The steps that are taken to establish Theorem 2.8 can be developed analogously if Σ = (Σ t ) t∈[0,1] is treated as a stochastic process. Applying once more the result by Clement et al. [2013] gives a convolution theorem in the conditionally Gaussian set-up. An estimator that attains the corresponding asymptotic stochastic lower bounds is provided by Altmeyer and Bibinger [2015] .
3. Asymptotic equivalence between discrete and continuous observation models.
3.1. General Gaussian models. Asymptotic equivalence results between discrete and continuous Gaussian models in the literature usually consider Gaussian shift models, cf. Brown and Low [1996] , Brown et al. [2002] , Reiß [2008] and Schmidt-Hieber [2014] , or models where the covariance function is driven by a parameter, cf. Reiß [2011] and [Bibinger et al., 2014] . In all these settings the underlying driving Gaussian process is assumed to be known.
In the following, discrete and continuous versions of a universal Gaussian model are introduced that are kept as general as possible in the sense that the unknown parameter consists of the mean and covariance function itself.
For n = (n 1 , . . . , n d ) ∈ N d consider the discrete observation model
Its continuous counterpart is given for (F j ) 1≤j≤d as in Assumption 2.6-F (γ) by
It is assumed that under n min → ∞ one has n j /n min → ν j for some ν j ∈ (0, 1], 1 ≤ j ≤ d. Set n max := max 1≤j≤d n j and denote further by
the covariance functions of X.
Definition 3.1. For a set Θ consisting of parameters of the form θ = (µ, k) let G n and G c n be the general Gaussian experiments that are generated be the observations in (3.1) and (3.2), respectively.
It is evident that F n and M n are just special cases of G n and that G c n includes F c n and M c n .
3.2. Asymptotic equivalence. The construction of asymptotic equivalence in the present work is based on piecewise constant interpolations of the discrete observations in (3.1). In particular, the Le Cam distance can be bounded by the L 2 -approximation errors of piecewise constant versions of θ = (µ, k). Therefore Sobolev balls appear as an appropriate choice of the parameter space Θ.
In particular, D n (Θ) and C n (Θ) are asymptotically equivalent.
The above asymptotic equivalence results hold uniformly over a large class of Gaussian processes. This means that under mild assumptions it is possible to work in a continuous model -even though the distribution of the driving Gaussian process might be completely unknown. Note that the desired regularities α > 1/2 and β > 1 are common sufficient (and often necessary) assumptions among uni-and bi-variate asymptotic equivalence results, cf. for instance Reiß [2008] . The limitations α < 2, β < 2 lie in the nature of piecewise linear interpolations. In order to gain from higher regularities α, β ≥ 2 more derivatives have to be controlled which can be ensured by smoother approximations (e.g. piecewise linear interpolations), but this lies beyond the scope of this work. Theorem 3.2 also applies to more general models in which the noise level η or the number d of observed paths depends on n.
3.3. Examples. Consider the fundamental parametric discrete observation models F n and its continuous analogue F c n , cf. Definition 2.1, where
).
Assumption 2.2-G(β) is met by several well-known processes, such as the Brownian motion, the Brownian bridge or the Ornstein-Uhlenbeck process. Stationary Gaussian processes whose covariance functions depend on |s − t| in a sufficiently smooth way yield additional examples, e.g. processes with Matérn covariance function. Also the discrete and continuous martingale models M n and M c n given in Definition 2.7 are included by Theorem 3.2, even the unknown the unknown parameter Σ is extended to (µ, Σ) by a drift µ ∈ H α L , α ∈ (1/2, 2), as in (3.1) and (3.2). In this particular set-up the Le Cam distance satisfies
In fact, this asymptotic equivalence already holds for Σ with regularities β > 0, and it includes the important class of statistical experiments that are generated by an Itô-process, where µ(t) = t 0 a(s)ds, for a ∈ L 2 (Ω, R d ). Another example is given by so-called integrated processes. For a ddimensional centred Gaussian process G and for Σ ∈ L 2 (Ω, R d×d sym ) let X in G n and G c n be of the form
Then one needs to ensure that the map (s, t) → Cov(X s , X t ), s, t ∈ [0, 1], lies in H β M for some β ∈ (1, 2), M > 0. This is satisfied, for instance, if the covariance function of G is in H β−1 and if Σ belongs to a Hölder ball of regularity β * > β. This setting includes the integrated Brownian motion, which is used as a Gaussian process prior in Bayesian statistics, cf. van der Vaart and van Zanten [2007] , but is also of importance in mechanics, biology and quantum probability, cf. Chen et al. [2003] for a brief literature overview. The result obviously extends to m-fold integrated processes over higher orders m ≥ 2.
For the fractional Brownian motion the following follows immediately by embedding of Hölder functions into Sobolev spaces.
.
for any ε > 0, given that γ > (α − ⌊α⌋) ∨ (2H − 1).
The assumption H ≥ H > 1/2 in case of unknown H is common in the literature. For instance, the rate efficient estimator of H provided by Gloter and Hoffmann [2007] is based on interpolated discrete observations and omits a discretisation effect that calls for H ≥ H > 1/2 as well. Sabel and Schmidt-Hieber [2014] derived the Cramér Rao bounds for estimating σ in F n when µ = 0 and H is known. Their bounds have matching asymptotic counterparts in the model C n for each H ∈ (0, 1). Therefore one might conjecture that F n and F c n are even asymptotically equivalent for any H ∈ (0, 1). However, there may exist testing problems that still separate F n and F c n . A straightforward extension of Corollary 3.3 is obtained, if µ + X in (3.1) and (3.2) denote a fractional Ornstein-Uhlenbeck process, i.e. 
and in case of known H ∈ [1/2, 1) one easily fiends
The constant N is negligible in both of the above convergence orders.
4. Analyis of the fundamental parametric model.
4.1.
Continuous model and sequence space. Consider the continuous and sequence space version F c n and F s n of the fundamental parametric model, which are given in Definitions 2.3 and 2.3, respectively. Assume that Assumption 2.4-λ(δ) holds, for some δ > 1. In the experiment F c n for each
The underlying covariance operator K Σ,n is given by
being the covariance operator of G. For the orthonormal eigenbasis (ϕ p ) p≥1 of Γ and e pi :
The matrix Z := Cov(vec(ZZ ⊤ )) ∈ R d 2 ×d 2 , for Z ∼ N (0, I d ) , is twice the so-called symmetriser matrix and serves as a normalising quantity, see Appendix A.4 for more details. Assumption 2.4-λ(δ) implies square-summability of λ, which ensures that the Fisher information
is finite, for any n ∈ N. Note that the covariance matrix I n (Σ)Z of ∇ℓ n := p≥1 ℓ np grows in n and is not invertible since Z is singular. A crucial quantity is the rate r n → 0 such that the asymptotic Fisher information I(Σ) := r 2 n I n (Σ) is well-defined. The key to finding this rate r n lies in the interplay between the operators diag(Γ) 1≤j≤d and 1 n Id along with the regular variation of λ.
In the following λ will be often more generally identified with some continuously interpolated non-increasing analogue λ : R + → R + . It is well-known in Karamata theory, cf. Bingham et al. [1989] , that the representation
is valid, where L : R + → R + is some slowly varying function. For the covariance matrices C p = Σλ p + η 2 n I d of Y p , p ≥ 1, the impact of Γ and of the noise is (nearly) balanced at the index p n with λ(p n ) = 1 n .
By the following, r n is driven by p n , where r n is assumed to be normalised with respect to scalars, e.g. r n = n −1/4 . where p n is given by λ(p n ) = 1/n. If Q is an orthogonal matrix such that Σ = Q ⊤ diag(s 1 , . . . , s d )Q then the asymptotic Fisher information matrix satisfies
where ζ = lim n→∞ r 2 n p n for r n ∼ p −1/2 n standardized. Moreover, the convergence in (4.4) already holds for I πn (Σ) := p∈πn I np (Σ), whenever π n = [π n , π n ] ∩ N, with π n /p n → 0 and (π n ∧ π n /p n ) → ∞.
By the above statement the rate r n satisfies the relation
with L being the slowly varying function in λ, cf. (4.3). For instance, in the Brownian motion case λ BM p = (p − 1/2) −2 π −2 one has δ = 2, p n = √ n/π + 1/2 and L(p) = (π(2 − 1/(2p))) −2 , which gives r n = n −1/4 and ζ = 1/π. Generally speaking, the rate r n (which will shown to be the optimal rate of estimation) is completely determined by the decay of λ. The slower λ decreases the more observations Y p carry significant information about Σ and the faster Σ can be estimated. Moreover, solely the limiting behaviour of L determines the constant ζ.
A simple calculation, cf. Remark C.1, shows, that the eigenvalues obey v i,j = ζπ 4δ sin(π/δ)η 2/δ · s 1/δ−1 j − s 1/δ−1 i s i − s j and that they are driven by the slope of the power function −x 1/δ−1 between all pairs (s i , s j ). In the one-dimensional case Σ = σ 2 the slope equals the derivative at σ 2 and the Fisher information becomes
Similarly, this applies for d > 1 to all components s i , s j with s i = s j . Sufficient information to estimate Σ efficiently in asymptotics is already provided by those observations Y p in F s n , such that p is subject to an interval π n as in Theorem 4.1. This means that maximal information about Σ is asymptotically contained in (arbitrarily slowly) increasing neighbourhoods of p n within the spectrum of Y t in M c n . This gives canonical choices of truncation indices for spectral estimators of Σ, cf. Section 4.5. 4.3. LAN-expansion and verification of Theorem 2.5. For Σ ∈ Θ 0 consider local alternatives of the form Σ + r n H, H ∈ R d×d sym , where r n is chosen according to Theorem 4.1. Note that Σ + r n H ∈ Θ 0 for n sufficiently large and that the corresponding measures P n Σ+rnH might be defined arbitrarily, whenever Σ + r n H / ∈ Θ 0 . Denote by ∆ H the centred Gaussian process with
where it is noted that I(Σ)Z is positive definite on R d×d sym .
Proposition 4.2. Under Assumption 2.4-λ(δ), for any Σ ∈ Θ 0 the following asymptotic expansion is satisfied in F s n :
Note that ∆ n,H is given by r n vec(H) ⊤ ∇ℓ n (Σ), where ∇ℓ n denotes the score in F s n . Moreover, the remainder obeys ρ n = ρ
(1)
n ] = 0 and Var(ρ (1) n ) ≤r 2 n H 2 Σ −1 2 r 2 n H In(Σ)Z = O(r 2 n ), (4.6) ρ (2) n ≤2r n H Σ −1 r 2 n H In(Σ)Z = O(r n ). . This determines the asymptotic distribution of regular estimators, which is made precise in the following.
To obtain a convolution theorem for F n the very same steps as in the verification of the general convolution Theorem 3.11.2 in van der Vaart and Wellner [2013] can be taken. The only peculiarity to be taken into account is the role of the matrix Z. Assume that the target of estimation is of the form ϑ := ψ(Σ) ∈ R k such that there is a derivative ∇ψ Σ ∈ R k×d 2 in the sense that (2.4) holds. By asymptotic equivalence between F n and F s n , the LAN-property (4.5) also holds for the measures in F n . Thus for an orthonormal basis h 1 , . . . , h d * of vec(R d×d sym ) := {vec(A) : A ∈ R d×d sym } with respect to the inner product ·, · I(Σ)Z , Le Cam's Third Lemma can be applied and yields that the limit distribution of regular estimators is a convolution of some measure with a centred multivariate normal with covariance
4.4. Extension to conditionally Gaussian models. In order to derive a convolution theorem for the fundamental parametric experiment F n , Theorem 1 from Clement et al. [2013] is applied, which requires to check their Assumptions H0-H3. where P Σ+rnH (A) := P Σ (A − r n H), for A being subject to the Borel-σ-field of R d×d sym . Additionally, assume that Assumption 2.4-λ(δ) is satisfied. Assumption 4.3 ensures that, conditioned on Σ, the same theory for asymptotic equivalences between F n , F c n and F s n can be developed. Moreover, Assumptions H0 and H1 from Clement et al. [2013] are satisfied under Assumption 4.3. Denoting by P n σ the law of (Y i ) n i=1 given Σ = σ Proposition 5.3 yields the demanded local asymptotic mixed normality Assumption H2(a), i.e. dP n σ+rnH dP n σ = ∆ n,σ,H + 1 2
where ∆ n,σ,H → ∆ σ,H , under P n σ and ∆ σ,H denotes the centred Gaussian process such that Cov(∆ σ,H 1 , ∆ σ,H 2 ) = H 1 , H 2 I(σ)Z and r n as well as I(·) are as in Theorem 4.1. Continuity of the map σ → I(σ) implies measurability and that it holds for H, H 1 , H 2 ∈ R d×d sym vec(H 1 ), (I(σ + r n H) − I(σ)))vec(H 2 ) L 2 → 0, as n → ∞, hence Condition H2(b) and H2(c) are satisfied. Since I(σ) has full rank and by σ ∈ Θ 0 also Condition H3 holds, where the estimation target is given by ϑ = vec(Σ). Now letθ n be an estimator of ϑ satisfying
for some random vector D Σ . By Theorem 1 of Clement et al. [2013] , the preceding yields that
where conditionally on Σ, R is a random vector independent of N (Σ) and N (Σ) ∼ N (0, 1 4 I(Σ) −1 Z).
4.5.
Estimation. In the following regular estimators will be derived in the sequence space model F s n that obey the central limit theorems from the previous section. For each observation Y p in (2.3) an unbiased estimator of ψ(Σ) = vec(Σ) can be obtained viâ
Sinceθ p , p ≥ 1, are independent it is reasonable to consider a weighted average to reduce variability. For an index set π n as in Theorem 4.1 let the quantity I πn (Σ) := p∈πn I np (Σ) denote a truncated Fisher information matrix. Then, by a Lagrange approach, the choice of weights For a pre-estimateΣ n of Σ an adaptive version ofθ or n is obtained by (4.9)θ ad n := p∈πn W or np (Σ n )ϑ p .
Theorem 4.4. The estimatorθ or n of ψ(Σ) = vec(Σ) is regular and efficient in the sense of Theorem 2.5. If the pre-estimatorΣ n in (4.9) satisfies (4.10)
thenθ ad n is regular and efficient as well. In particular, it holds that
under P n Σ+rnH , for any H ∈ R d×d sym . An estimator that satisfies (4.10) is given byΣ pre n := ⌊r −2 n ⌋ −1 ⌊r −2
The estimatorθ ad n =θ ad n ((Y p ) p≥1 ) constructed in F s n can be obtained in the discrete model F n by the explicit construction via interpolations given in the proof of Theorem 3.2. In particular, for discrete observations (Y i ) n i=1 as in (2.1) an interpolated version (Ȳ t ) t∈[0,1] can be derived, cf. (B.2) . The estimatorθ ad n =θ ad n ((Y ′ p ) p≥1 ) in F n can then be built as in (4.9) on the basis of Y ′ p := ((e pj ,Ȳ )) 1≤j≤d , p ≥ 1, where e pi = (½{i = j}ϕ p ) 1≤j≤d , for (ϕ p ) p≥1 being the eigenfunctions of Γ corresponding to (λ p ) p≥1 , cf. Section 4.1. For the limit distribution of ϑ ad n ((Y ′ p ) p≥1 ) note that for P n := L((Y p ) p≥1 ), P n ′ := L((Y ′ p ) p≥1 ) and f continuous and bounded one has that
where the total variation norm satisfies P n − P n ′ TV → 0, by the proof of Theorem 3.2. In particular, the estimatorθ ad n ((Y ′ p ) p≥1 ) has the same asymptotic properties as its counterpart constructed in F s n and it satisfies the statement of Theorem 4.4. 4.6. Further asymptotic equivalences. The adaptive estimatorθ ad n in (4.9) allows for further asymptotic equivalence statements that completes the asymptotic analysis of the fundamental parametric model F n . By Theorem 4.1 the asymptotically significant information for estimating Σ efficiently in F s n is already contained in the subexperiment F s n,πn that is generated by the observations (Y p ) p∈πn , where π n is as in Theorem 4.1, i.e. π n = [a n p n , b n p n ] ∩ N, a n ↓ 0, b n → ∞.
Clearly, F s n is at least as informative as F s n,πn , but even the reverse can be shown, at least asymptotically. Next the impact of deviations in the underlying eigenvalue sequence λ is investigated. In case that G in (2.2) is a Brownian bridge (BB) or a Brownian motion (BM) the respective underlying eigenvalue sequences λ BB p = (πp) −2 and λ BM p = π −2 (p − 1/2) −2 , respectively, have the same leading term. A natural question is whether the asymptotic properties in these two models coincides. In fact, even a general characterisation of asymptotic equivalence on the basis of the underlying eigenvalue sequence can be given.
Theorem 4.6. For eigenvalue sequences λ and λ ′ satisfying Assumption 2.4-λ(δ) (with possibly different δ) let F s n and F s ′ n , respectively, be sequence space models of type (2.3). Then the following are all equivalent:
n and I ′ (Σ) denote the rate and asymptotic Fisher information in experiment F s ′ n .
Especially for covariance operators whose underlying eigenvalues (λ) p≥1 can only be approximated in asymptotics the above Theorem is of great benefit, cf. (2.6) for the fractional Brownian motion case. The proof of Theorem 4.6 yields further the interesting observation that λ ≥ λ ′ implies that F n is at least as informative as F s ′ n . For instance, observations induced by a Brownian motion B driven model can be transformed to data coming from a fractional Brownian motion B H , for H > 1/2, and vice versa for H < 1/2. Therefore one might conjecture that the capability of estimating Σ in models driven by a sum B + B H of standard and fractional Brownian motion ('mixed fractional Brownian motion') is controlled by the addend with the less smooth trajectories.
5. Semiparametric and random efficiency for continuous martingales under asynchronous observations. 5.1. Locally parametric approximation. In the following, always assume that Assumption 2.6-F (γ) is met for γ > β − 1, such that the asymptotic equivalence (3.3) between the discrete asynchronous martingale model M n and its continuous counterpart M c n holds. A connecting link between the fundamental parametric model 
Definition 5.1. Denote by M c n,m the statistical experiment that is generated by the observation
The Le Cam distance between M c n and M c n,m is bounded by the approximation errors of Σ m and F ′ j,m , as well as by the alignment rate a n := max 1≤j≤d (1 − ν j n j /n min ). As m has to be chosen in the remainder of this is Section such that m = o( √ n min ), the restriction β > 1/2 is evident in view of the following. In particular, if m = o( √ n min ) then M c n and M c n,m are asymptotically equivalent.
5.2.
LAN for correlated and uncorrelated sequence space models. As described in Section 4.1 a continuous experiment can be represented in the sequence space. To this end, consider for I mk := [k/m, (k + 1)/m), k = 0, . . . , m − 1, the L 2 ([0, 1], R)-basis of normalised functions
ϕ pk (t) := √ 2m cos(pπ(tm − k))½ I mk (t), p ≥ 1, k = 0, . . . , m − 1.
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Via e pki = (½ {i=j} ϕ pk ) 1≤j≤d , Gaussian random vectors Y pk := ((e pki , dY m )) 1≤i≤d are obtained for p ≥ 0, k = 0, . . . , m−1, cf. : Σ ∈ Θ 1 } the statistical experiments that are generated by the observations (Y pk ) p≥0,k=0,...,m−1 and (Y pk ) p≥1,k=0,...,m−1 , respectively. It clearly holds that ∆(M c n,m , M s n,m ) = 0 and that M s n,m is more informative than M s ′ n,m . However, the restricted sequence (Y pk ) p≥1,k constitutes a family of independent centred random vectors with covariance
where λ mp := (πpm) −2 and Ξ 2 m,k := Ξ 2 m (k/m). On the contrary, adding the observations (Y 0,k ) k to (Y pk ) p≥1,k yields a family of correlated random vectors. Therefore the advantage of experiment M s ′ n,m over M s n,m lies in its possible representation
n,m is generated by Y pk ∼ N (0, C pk ), p ≥ 1, and is thus similar to the experiment F s n which has been intensively studied in n (Σ) is of the exact same shape as the parametric score in (4.2) with λ mp , C pk and Y pk replacing λ p , C p and Y p , respectively. Therefore the (not Z-normalised) Fisher information in M s ′ n,m is given by the block diagonal matrix
with blocks
As in Theorem 4.1, regular variation of the eigenvalues λ yield that on each block I mk the Fisher information grows with rate √ n min /m. In particular, the optimal estimation rate is n −1/4 min and as in the proof of Theorem 4.1 one finds
where the integrand equals 
where ( 
It remains to show that the LAN-expansion of M s ′ n,m is also valid in the more informative experiment M s n,m . This is the case if the n :
of M s n,m and M s ′ n,m , respectively, are asymptotically equivalent for any r > 0. This means that the lack of information due to the missing observations (Y 0,k ) k in M s ′ n,m has to be asymptotically negligible, which is indeed true given that m = o( √ n min ).
Proposition 5.4. The Le Cam distance between the n −1/4 -localisations of M s n,m and M s ′ n,m satisfies for any r > 0 ∆ M s,loc n,m (H β r (Σ)), M s ′ ,loc n,m (H β r (Σ)) = O(rm/ √ n min ).
In particular, the local experiments are asymptotically equivalent and the LAN-expansion of M s ′ n,m also applies to M s n,m , M c n,m , M c n and M n .
5.3. Verification of Theorem 2.8. In order to establish a convolution theorem, the verification of Theorem 3.11.2 in van der Vaart and Wellner [2013] is once more closely followed. In the initial experiment M n let the target of estimation be given by ψ(Σ) := 1 0 (W (Σ))(t)dt with derivative ∇W · as in (2.10). Sticking to the notation of van der Vaart and Wellner [2013] observe for the asymptotic perturbation error that For U ≥ 1 let L U be a U -dimensional subspace of L 2 sym (R d×d ) and let H 1 , . . . , H U be an orthonormal basis of L U with respect to ·, · I Σ Z,L 2 . Denote byẆ (i) Σ the i-th column of (∇W Σ ) ⊤ and let h u := vec(H u ), u = 1 . . . , U . Then the radius r > 0 in Proposition 5.4 can be chosen large enough such that the LAN-property of Proposition 5.3 holds in M n for the local alternatives r n H u , u = 1, . . . , U . An application of Le Cam's 3rd
Lemma yields that the limit distribution of regular estimators is a convolution of some law with a multivariate centred Gaussian law with covariance U u=1κ (H u )κ(H u ) ⊤ . This implies that the (i, j)-entry of the optimal asymptotic covariance of estimating ψ(Σ+n −1/4 min H) is obtained by a limiting argument via
Conditional
Gaussian semi-parametric model. If an analogue of the condition in (4.8) is imposed, then a conditionally Gaussian result for the martingale set-up M n follows in the same way as in Section 4.4. This gives a convolution decomposition of the limit law, which, conditioned on Σ, has the same Gaussian part as the limit law of the quasi-efficient estimator in this set-up by Altmeyer and Bibinger [2015] .
APPENDIX A: LE CAM EQUIVALENCE, THE MATRIX Z AND REGULAR VARIATION
A.1. The Le Cam ∆-distance. Next some facts of Le Cam theory are given, cf. Le Cam and Yang [2000] and Mariucci [2016] for an overview. For a set of parameters Θ let E = {(X, X , P θ ) : θ ∈ Θ} and F = {(Y, Y, Q θ ) : θ ∈ Θ} be two statistical experiments on Polish spaces. The Le Cam distance between E and F is given by ∆(E, F) = max{δ(E, F), δ(F, E)}, with the one-sided deficiency
where the infimum is taken over all Markov kernels from (X, X ) to (Y, Y). For two experiments with common underlying measurable space one has
Here H(·, ·) denotes the Hellinger distance, which is given for probability measures P, Q with µ-densities f, g by H(P, Q) = ( ( √ f − √ g) 2 dµ) 1/2 . A S. HOLTZ useful property of the (squared) Hellinger distance in case of cylindrical measures on a sequence space is given by
For Gaussian laws P ∼ N (µ 1 , Σ 1 ) and Q ∼ N (µ 2 , Σ 2 ) on R d with invertible covariance matrices Σ 1 , Σ 2 ∈ R d×d it is well-known that
The bound (A.3) can be extended to the infinite-dimensional set-up, in the following sense. Consider experiments of type G i (Θ) = {(X, X , N µ i ,K i : θ ∈ Θ}, where N µ i ,K i is a (possibly cylindrical) Gaussian measure on some Hilbert space X, such that both, the mean µ i ∈ X and the positive selfadjoint covariance operator K i : X → X, are driven by θ. Combining (A.1) and (A.2) with the infinite-dimensional analogue of (A.3) yields
where · HS denotes the Hilbert-Schmidt norm on X and 'a n b n ' means that a n = O(b n ). Finally, a basic fact for integral operators K with kernel k gives (A.5)
A.2. Weak convergence, LAN and regular estimators. Assume that Θ is an open subset of a linear subspace H of some Hilbert space. A sequence of experiments E n = {P n θ : θ ∈ Θ} on Polish spaces is said to converge weakly to an experiment E = {P θ : θ ∈ Θ} if ∆(E n (I), E(I)) → 0, as n → ∞, for any finite I ⊆ Θ. Assume that P θ ≪ P θ ′ and P n θ ≪ P n θ ′ , for any θ, θ ′ ∈ Θ and n ∈ N. Then weak convergence of E n to E is equivalent to
for any finite I ⊆ Θ, for any θ ∈ Θ. This means that verification of the LANproperty for E n with rate r n implies weak convergence of r n -localisations of E n to a normal limit experiment. Since the distance ∆ satisfies the triangular inequality, the LAN-property of the sequence E n carries over to any other sequence of experiments F n whose r n -localisation is asymptotically equivalent to the one of E n (at least for finite parameter subsets).
under P n θ+rnh , with limit distribution L ϑ that does not depend on h ∈ H.
A.3. Regular variation. In the following f and g denote functions from (0, ∞) to itself. A direct consequence from the definition of regularly varying functions is the following.
Proposition A.1. Let f and g be regularly varying with index δ ∈ R. Then 1. f 2 is regularly varying with index 2δ, 2. 1/f is regularly varying with index −δ, 3. f /g is slowly varying.
An important property of regularly varying functions is the following uniformity result that is stated as Theorem 1.5.2 in Bingham et al. [1989] . For Z ∼ N (0, I d ) the matrix Z = Cov(vec(ZZ ⊤ ) is twice the so-called symmetriser matrix, i.e. it has the property Zvec(A) = vec(A + A ⊤ ), see e.g. Abadir and Magnus [2005] . Moreover, the matrix Z commutes with any A ⊗ A ∈ R d 2 ×d 2 , which gives
Note that Z is only positive semi-definite (and therefore not invertible) but positive definite if restricted to the space {vec(A) : A ∈ R d×d sym }.
APPENDIX B: PROOF OF ASYMPTOTIC EQUIVALENCE BETWEEN DISCRETE AND CONTINUOUS OBSERVATION MODEL
Proof of Theorem 3.2. For I n j ,i := ((i − 1)/n j , i/n j ] and g ij (t) :=
Note that observing (B.1) is equivalent to the observations in (3.1) and that
Thus by adding uninformative noise the observation
can be constructed from (B.1). On the other hand, it is easy to see that the law of (Y (j) i ) i=1,...,n j ;j=1...,d coincides with
i.e. observations of type (B.1) can be constructed from (B.2). In particular, (3.1) and the experiments generated by (B.1) and (B.2) are equivalent.
Next it is shown that (3.2) and the experiment generated by (B.2) are asymptotically equivalent. Denote by K and K Ψn the covariance operators of X and Ψ n dW . Then with n max := max 1≤j≤d n j and c 2 η := max 1≤j≤d F ′ j ∞ /η 2 j the bound (K + K Ψn ) −1/2 ≤ √ n max c η Id along with (A.4) and (A.5) gives ∆(D n (Θ), C n (Θ)) = O(ψ n (Θ)) with
and k Πn being the covariance function of Π n X. In particular it suffices to show ψ n (Θ) = o(1) to obtain asymptotic equivalence. For this note that for fixed α ∈ (1/2, 2) all f ∈ H α (Ω, R) vanishing at some x 0 ∈ Ω obey the uniform bound
with c α > 0. This bound can be obtained by contradiction in a similar way as the Poincaré inequality, cf. Chapter 5.8.1 in Evans [2010] . By a scaling argument it can be easily verified that (B.3) yields for intervals Q = [a, a+ε] of length ε > 0 the uniform bound
for all f ∈ H α (Q) vanishing at some x 0 ∈ Q. Note that H β (Q) is defined in an analogous way as H β (Ω). Now with f n := ((µ − Π n µ) j • F −1 j ) 1≤j≤d and F ′ min := min 1≤j≤d min t∈[0,1] F ′ j (t) > 0 the approximation error of µ satisfies
where κ := 2(α − γ) ∈ (0, 4). In particular, (f n | In j ,i ) j lies in ∈ H α (I n j ,i ) having the root i/n j , 1 ≤ i ≤ n j , 1 ≤ j ≤ d. Thus by (B.4), (B.5) and the explicit bounds L ′ ij it follows that
where c α,F depends on α and F only. The statement for c − Π n c 2
follows analogously, where a similar bound as L ′ ij for the case α ∈ (1, 2) is used.
APPENDIX C: PROOFS OF PARAMETRIC RESULTS
C.1. Proofs for asymptotic information and LAN.
Proof of Theorem 4.1. Introduce the matrix
and by Σ ≥ S −1 I d the sum over D np can be bounded by integrals of type
The equality in (C.2) follows from λ(p n ) = n −1 along with dominated convergence over sets (0, y] and [y, ∞) under usage of Theorem A.2 (2) and (3) applied to 1/λ and λ, respectively. Similarly one easily gets
where ζ = lim n→∞ r 2 n p n . It is clear that the same limit is already attained for sums over p ∈ π n , where π n is as in Theorem 4.1.
Remark C.1. To obtain explicit expressions of the integral note that for δ > 1 and b ∈ N the substitution z = (1 + x δ ) −1 gives
where an empty product is set equal to one and B denotes the Beta function whose relation to the Gamma function yields the second equality in (C.3).
The claim now follows with (C.3) and observing that for
Proof of Proposition 4.2. With H n := r n H it is easy to see that
In the following let n be large enough in the sense that
where · 2 denotes the spectral norm. Then a Mercator series expansion applied to the determinant in (C.4) yields
n ) coincides with the mean correction term within vec(H n ) ⊤ ∇ℓ p (Σ) and it holds that
Thus the two main deterministic quantities for the LAN expansion are obtained by the determinant but note that (C.7) appears under the positive sign. For R
where (C.6) and (C.7) were used in the last inequality. Denote the approximation error between the stochastic term in (C.5) and the random part of the score vec(
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Consider the sum of independent random variables ρ
n and with
and using independence the stochastic remainder satisfies
≤r 2 n Σ −1 2 H 2 r 2 n vec(H)I n (Σ)Zvec(H).
It remains to show convergence in distribution. Let π n ⊆ N be an index set as in Theorem 4.1. Then ∇ℓ πn (Σ) := p∈πn ∇ℓ np (Σ) satisfies Cov(r n ℓ πn (Σ)) → I(Σ)Z. Denote by I πn (Σ) the invertible matrix such that I πn (Σ) −1/2 Cov(r n ℓ πn (Σ)) = Z. Bounding 4th moments of Gaussians easily implies the Lyapunov condition, which implies Lindeberg's condition. Theorem 5.12 from Kallenberg [2002] is therefore applicable and gives
The choice of π n further implies Cov(r n p∈π c n ∇ℓ np (Σ)) → 0, hence Slutsky's Lemma applied to r n ℓ n (Σ) = r n p∈πn ∇ℓ np (Σ) + r n p∈π c n ∇ℓ np (Σ) gives the statement.
C.2. Proofs of estimation results. In order to prove Theorem 4.4, elementary bounds are invoked. Let A, B ∈ Θ 0 and C p := Aλ p + η 2 /nI d and 
where the last equality is a consequence of (C.9). With r −2 n I πn (Σ) −1 → I(Σ) −1 , cf. Theorem 4.1, the central limit theorem follows in the same way as for the LAN-result Proposition 4.2.
By Slutsky's Lemma, efficiency forθ ad n follows if θ or n −θ ad n = o P n Σ+rnH (r n ). By assumption, there is some sequence ε n → 0, such that Σ n − (Σ + r n H) = O P n Σ+rnH (ε n ). W.l.o.g. assume thatΣ n ∈ Θ 0 . Then I πn (Σ) −1 = O(r 2 n ), I np (Σ) (S −1 + 1/(λ p n)) −2 , (C.9) and (C.8) yield (C.10) W or np (Σ + r n H) − W ad np (Σ n ) = (S −1 + 1/(λ p n)) −2 O(r 2 n )O P n Σ+rnH (ε n ). Since I np (Σ + r n H) −1 − I np (Σ) −1 r n /(λ p n), uniformly in p ≥ 1, the bound (C.10) and p∈πn I np (Σ) = O(r −2 n ) imply on the event { Σ n − (Σ + r n H) ≤ ε n } that Cov(vec(Σ or n −Σ ad n ))
Consequently, r −1 n vec(Σ or n −Σ ad n ) = o P n Σ+rnH (1) and the claim follows. Finally, note that vec(Σ pre n ) is unbiased. Under the measure P n Σ+rnH it can be easily seen that Cov vec(Σ n − (Σ + r n H)) = ⌊r −2 n ⌋ −4
where an integral approximation as in (C.2) was used. , which will be shown under the localisation approach of Grama and Nussbaum [2002] . Let v n := Sr n log(n) and denote for fixed Σ ∈ Θ 0 by F s,loc n,Σ,vn and F s ′ ,loc n,Σ,vn the localisations that are generated by that are generated by the even and odd indices, respectively.
Comparing F s,even,loc n,Σ,vn with F s ′ ,even,loc n,Σ,vn one sees that whenever λ p ≥ λ ′ p then Y p is at least as informative as Y ′ p . To see this one could consider the equivalent normalisation λ −1/2 p Y p and add uninformative noise to match (λ ′ p ) −1/2 Y ′ p in law. W.l.o.g. assume therefore that λ p < λ ′ p , ∀p ∈ 2N. By adding uninformative and independent N (0, Σ(λ ′ p − λ p ))-noise to Y p obtain the independent sequence Y ′′ p ∼ N (0, Σλ ′ p + v n Hλ p + η 2 n I d ), p ∈ 2N. For a n → 0 such that a n p n → ∞ let π(a n ) := [a n p n , ∞) ∩ 2N. Then Proposition 4.5, the Hellinger bound (A.3) and S −1 I d < Σ give (C.12)
By an integral approximation (cf. the proof of Theorem 4.1) it follows with τ (p) := |λ(p) − λ ′ (p)|/λ(p) = o(1) that v 2 n p∈π(an) (λ p − λ ′ p ) 2 (S −1 λ p + η 2 n ) 2 τ (a n p n ) 2 v 2 n p∈π(an) (S −1 + η 2 /(λ p n)) −2 =O(r 2 τ (a n p n ) 2 log(n) 2 S 4−1/δ η −2/δ ), which along with (A.1) and (C.12) implies (C.13) sup Σ∈Θ 0 ∆(F s,even,loc n,Σ,vn (B r (Σ)), F s ′ ,even,loc n,Σ,vn (B r (Σ))) = o(1).
Let A n = { Σ n − Σ ≤ v n }. Using the same adaptive estimation approach as in (4.9), it can be easily seen that there is an estimatorΣ n constructed in F s,odd n such that P n Σ (A c n ) = o(1), where the latter can be verified by Hoeffding's inequality. Since P n Σ (A c n ) can be controlled uniformly in Σ ∈ Θ 0 , and since on the event A n the bound (C.13) applies, one has ∆(F s n , E n ) = o(1). In the same way ∆(F s ′ n , E n ) = o(1) can be obtained and the first claim follows. Let τ n := max 1≤j≤d n j F ′ j ∞ /η 2 j and observe that the bounds S −1 I d < Σ and Ψ n ≤ τ n I d imply (D.2) S −1 K d BM + τ −1 n Id < K Σ,n .
Let ϕ p (t) = √ 2 sin((p − 1/2)πt), p ≥ 1, be the eigenbasis of the covariance operator K 1 BM . Note that the anti-derivatives Φ p of ϕ p satisfy Φ(1) = 0.
Through e ip := (½ {i=j} ϕ i ) 1≤j≤d , i = 1, . . . , d, p ≥ 1, a basis of L 2 ([0, 1], R d ) is obtained. Integration by parts gives | K Σ e ip , e ip | = 
where E ip denotes the anti-derivative of e ip . In particular, it holds that Finally, the Hölder bound F ′ j,m − F ′ j L 2 ≤ N m −γ and T G 2 n ≤ K Σ,n give
where F ′ := min 1≤j≤d min t∈[0,1] |F ′ j (t)| > 0. With (D.1) the claim follows.
for k = 1, . . . , m − 1, and the conditional covariance K H of (Y 0,k ) k=0,...,m−1 is a R dm×dm -triangular block matrix with block diagonal For Y ′ 0,k the conditional mean and covariance are given by m 0 k and K 0 , respectively. With A n ∼ B n meaning A n B n as well as B n A n regular variation of λ pm as in the proof of Theorem 4.1 yield 
