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1. INTRODUCCIÓN
Este capítulo servirá para situar el ámbito en el que se ha desarrollado el proyecto, se explicará la 
motivación  (tanto  a  nivel  técnico  como  personal)  y  se  explicará  como  se  ha  estructurado  la 
memoria.
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1.1 Introducción
Con el paso de los años se evidencia el crecimiento exponencial del uso de dispositivos de
almacenamiento. Los usuarios consumen datos cada vez con mayor frecuencia debido a: las redes
sociales, vídeos on-line, subida y descarga de contenidos varios propiedad de los propios usuarios,
la industria de los videojuegos, aplicaciones destinadas a otorgar servicios. Todo ello requiere
sistemas de almacenamiento que sean fáciles de usar y que sepan responder a las demandas
actuales.
Para satisfacer las nuevas demandas de almacenamiento, los sistemas deben ser capaces de atender 
grandes  cargas  de  trabajo  con  un  elevado  índice  de  lecturas  y  escrituras  a  un  mismo  dato 
almacenado  de  forma  concurrente,  como  ficheros  de  base  de  datos  o  imágenes  de  máquinas 
virtuales. Otro tipo de datos como documentos, imágenes, y copias de seguridad normalmente se 
crean una vez y se vuelven a acceder a ellos en pocas ocasiones. Datos móviles y aquellos alojados 
vía páginas web han de tener un acceso rápido y asequible mediante aplicaciones y medios web. De 
ahí que un sistema basado en centralizar todo el flujo de datos previamente descrito no es práctico 
ni mucho menos económicamente aceptable.
1.2 Plataformas de almacenamiento actuales
Por ello se ha propuesto una solución basada en un sistema de almacenamiento público alojado en
la  nube (cloud computing).  Este  tipo de sistemas es  capaz  de soportar  altas  cargas  de  trabajo, 
buscando la  fluidez  y  la  consistencia  óptimas  acorde  a  las  necesidades  de  los  usuarios.  En  la 
actualidad encontramos empresas que ofrecen este tipo de servicios como Amazon's Simple
Storage Service,  también conocido como S3 (una sencilla  interfaz de servicios  web que puede 
utilizarse  para  almacenar  y  recuperar  la  cantidad  de  datos  que  desee  a  través  de  Internet) y 
Rackspace  Cloud  Files  (un  servicio  impulsado  por  OpenStack  que  permite  un  fácil  uso  de 
almacenamiento en línea utilizando un sistema de triple redundancia), con una excelente posición 
en este tipo de mercado. Para hacernos una idea de lo atractiva que resulta esta tecnología, comentar 
una serie de datos orientativos. En abril del 2010, Amazon.com reportó que 100 mil millones de 
archivos habían sido almacenados en S3, un 100% de su crecimiento con respecto al año anterior. 
En  octubre  del  2011,  dicha  cantidad  en  S3  había  subido  a  los  566  billones.  Analizadores  de 
tendencias tecnológicas del sitio BuiltWith.com informan de más de 60000 páginas web que sirven 
contenido directamente desde S3. 
En la siguiente ilustración (Figura 1.1) se puede apreciar el precio de almacenamiento en función de 
tramos  de  capacidad/mes  usando  Amazon  S3.  Dichos  precios  pueden  resultar  atractivos  en  un 
principio pero, a medida que aumente la necesidad de incrementar la capacidad de almacenamiento, 
esta solución puede llegar a ser muy costosa en el futuro.
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Fig. 1.1 – Precio de almacenamiento según Amazon S3
Dado que no toda organización puede permitirse utilizar un sistema de almacenamiento público en 
la  nube  como S3 debido a  su  coste,  existe  una  alternativa  llamada OpenStack Object  Storage 
System (en adelante Swift [1]) que es de código libre y que permite a una organización desplegar en 
su propio datacenter un sistema de almacenamiento de ámbito público o privado. Esto otorgará a los 
clientes la posibilidad de tener a su disposición un sistema de almacenamiento en el cloud para su 
uso personal , sin preocuparse de la infraestructura (composición, configuración, localización, etc) y 
tampoco de la integridad y seguridad de la información almacenada. Swift es un servicio altamente 
escalable,  asegura  una  alta  durabilidad  y  permite  almacenar,  obtener  y  eliminar  los  datos 
almacenados  en  contenedores  a  través  de  una  API  cuya  arquitectura  de  software  es  REST 
(REpresentational State Transfer). Además dicha API es similar a la de Amazon S3 y compatible 
con la de Rackspace Cloud Files, lo que permite adaptar la infraestructura de la que se disponga 
para la utilización del servicio a la de estos proveedores.
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La dificultad  en  la  realización  del  proyecto  reside  principalmente  en  dos  aspectos:  conocer  el 
funcionamiento de Swift (montar un entorno apto para aprender cómo operar con la tecnología y 
adquirir un conocimiento básico sobre la misma) y adaptar el servicio como una funcionalidad más 
dentro  de  la  plataforma  de  la  empresa  de  Abiquo,  de  forma  que  no  entorpezca  el  correcto 
funcionamiento del producto y ofrecer la posibilidad de que la tecnología que ofrece Swift  sea 
fácilmente manejable para los clientes a través de la plataforma.
1.3 Motivación
Abiquo es  una empresa internacional  nacida  y con todo el  I+D en Barcelona  que desarrolla  y 
comercializa  una  plataforma  de  Cloud  Computing  para  empresas  con  datacenters  o  hosting 
providers que quieren ofrecer infraestructuras ágiles a sus usuarios. Actualmente estoy trabajando 
como becario en Abiquo, me propuso varias ideas como proyecto final de carrera y una de ellas fue 
la integración de OpenStack Swift en la plataforma. La motivación por la cual decidí escoger este 
proyecto tiene una parte tecnológica y otra personal.
1.3.1 Motivación tecnológica
Por un lado, destacar que OpenStack es un proyecto Open Source, que cuenta con un gran número 
de colaboradores trabajando en el mismo, no sólo desarrolladores sino expertos en otras ramas de la 
informática  como redes y almacenamiento. También mencionar que se trata de un proyecto cuyo 
origen es la NASA y al que, con el paso del tiempo, se le han unido empresas y organizaciones de 
fama mundial como HP, Dell, IBM, etc.
En el proceso de investigación de qué es, en qué consiste y cómo trabaja Swift descubrí que la 
misma librería que usamos en Abiquo para consumir los recursos de nuestra API tenía, entre sus 
proyectos, uno dedicado a la API de Swift. Esta librería llamada Jclouds me será de utilidad para el 
desarrollo del proyecto. Dada la importancia para Abiquo de integrar Swift y el hecho de que el  
producto carecía de una funcionalidad de este tipo, hizo que me decantara por este proyecto.
A medida que avanzaba con la integración tuve la oportunidad de conocer SwiftStack, una empresa 
de San Francisco dedicada a ofrecer Swift a otras empresas como servicio externo y que cuentan 
con una interfaz de usuario que facilita su uso. Contacté con sus fundadores durante el verano de 
2012 y me facilitaron una cuenta en su servicio para preparar el entorno de trabajo, con la idea de 
conocer las limitaciones de Swift operando a través de una plataforma como la de Abiquo.
1.3.2 Motivación personal
Cuando Abiquo me contrató como becario (septiembre del 2011) entré en el departamento de QA 
(Quality Assurance), testeando el producto tanto usando la interfaz de usuario como a través de la  
implementación de pruebas automatizadas que consumían la API. Con el paso del tiempo creció mi 
interés  en  conocer  más  el  trabajo  que  hacían  los  desarrolladores,  cómo  discutían  las  nuevas 
funcionalidades,  cómo  iban  a  encajar  en  la  arquitectura  de  la  plataforma,  la  posterior 
implementación o integración de otras tecnologías en nuestro producto y los problemas a los que se 
enfrentaban. De ahí que cuando acepté realizar este proyecto supe que iba a aprender muchísimo de 
mis  compañeros  de  desarrollo  y  a  expandir  mis  conocimientos  más  a  nivel  de  programador, 
teniendo en cuenta que mi titulación es de sistemas y sentía la necesidad de mejorar mis aptitudes 
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como desarrollador.
1.4 Estructura de la memoria
La estructura de la memoria es la siguiente:
– En el capítulo 2 se definen los objetivos de este proyecto y los requisitos necesarios para 
conseguirlos
– En  el  capítulo  3  se  da  una  breve  introducción  al  cloud  computing,  tecnologías  usadas 
durante el proyecto y una explicación de la arquitectura con la que se trabajará
– En el capítulo 4 se expone el modelo conceptual de la base de datos, se nombran los actores 
que intervienen y los casos de uso que permite la integración
– En  el  capítulo  5  se  explica  cómo  funciona  Swift  y  cómo  se  ha  implementado  sus 
funcionalidades en la API de la plataforma, incluyendo sus diagramas de flujo
– En el capítulo 6 se detalla el entorno de programación utilizado para desarrollar el proyecto, 
así como el sistema operativo y las aplicaciones utilizadas para entender y desarrollar las 
modificaciones
– En el capítulo 7 se realiza la evaluación y el testeo del proyecto
– En el capítulo 8 se explica la planificación final y los motivos por los cuales se ha desviado 
de la inicial
– En el capítulo 9 se proponen varias funcionalidades como alternativas para la expansión del 
proyecto y las conclusiones, tanto a nivel técnico como personal
13
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         2. DESCRIPCIÓN DEL PFC
En este capítulo se declarará punto por punto los objetivos del proyecto (por orden cronológico, 
desde la decisión de los pasos a seguir hasta la culminación de lo acordado), el análisis de requisitos 
(tanto  funcionales  como  no  funcionales),  la  identificación  de  todas  las  tareas  que  conlleva  la 
realización de este proyecto y la planificación del mismo, tanto inicial como final.
14
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2.1 Objetivos del proyecto
El objetivo principal de este proyecto es integrar la tecnología Swift [1] en la plataforma de Abiquo. 
Además,  hay  que implementar  una  serie  de  requisitos  funcionales  que garanticen  una  serie  de 
aspectos que se indicarán en la Sección 2.2.
La plataforma de Abiquo es una herramienta de cloud computing, basada en la Web, que permite la 
construcción, integración y administración de clouds tanto públicos como privados, entrando en la 
categoría  de  IaaS  (Infrastructure  as  a  Service).  Así  pues,  integrar  la  tecnología  Swift  en  esta 
plataforma requiere un conocimiento previo de cómo funciona el producto de la empresa, tanto de 
sus  características  y  funcionalidades  como,  sobre  todo,  de  la  implementación de  la  plataforma 
misma (BBDD, servicios, la API REST a la cual se adaptarán las funcionalidades de Swift, tests de 
integración, etc). Una vez finalizado este objetivo se debe garantizar la correcta estabilidad de la 
plataforma junto con la implementación de Swift.
Abiquo  ha  definido  una  serie  de  requisitos  funcionales  que  permitirán  a  los  usuarios  de  la 
plataforma almacenar sus datos en la infraestructura que la empresa tenga contratada,  sacando el 
máximo rendimiento al proyecto sin perturbar la correcta funcionalidad de la plataforma.
Para lograr todo ello, se han identificado los siguientes objetivos secundarios:
1.- Familiarización e Investigación
En primer lugar hemos hecho un estudio de qué nos ofrece Swift y cómo trabaja. Durante la fase de 
investigación  se  han  adquirido  los  conocimientos  mínimos  sobre  sus  características  y 
funcionamiento  para  obtener  una  base  suficiente  que  permitiese  comenzar  a  operar  con  la 
tecnología. Para ello también se ha utilizado:
- JCLOUDS [2], una librería de código libre que sirve como punto de inicialización en el cloud-
computing y utiliza mayormente Java como lenguaje de programación. Su API otorga libertad para
abstraer funcionalidades de este modelo de prestación de servicios. Es el cliente oficial de Abiquo
para consumir los recursos de la API REST mediante Java.
- SwiftStack [3], un sistema de almacenamiento vía web que me ha servido para entender qué es y
cómo funciona Swift. A través de su interfaz web permite la creación y administración de un
entorno basado en Swift, tanto público como privado, cuyo acceso es posible desde cualquier
dispositivo con conexión a Internet.
2.- Testing
La última parte del proyecto consistirá en una serie de pruebas que notifiquen tanto el correcto 
funcionamiento  del  producto  antes  y  después  de  la  integración  con  Swift  como  el  correcto 
comportamiento siguiendo los casos de uso habituales de dicha integración.
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2.2 Análisis de requisitos funcionales
Los requisitos funcionales de un software definen las características y funcionalidades que éste debe 
cumplir obligatoriamente tras finalizar su proceso de desarrollo. Los pertenecientes a este proyecto 
se pueden dividir en bloques, según al objetivo al que estén destinados:
Comunicación con el servicio
     Dependiendo de si el servicio de almacenamiento Swift se ha contratado a una empresa externa o se 
trata de un servicio privado, el cloud admin de Abiquo (usuario que posee todos los privilegios y 
acceso a todas las funcionalidades de cada empresa de la plataforma) debe encargarse de: 
1. conocer previamente las necesidades de los usuarios de la plataforma y darlos a conocer a la 
empresa  contratada  para  que ésta  haga  las  configuraciones  pertinentes  en  el  sistema de 
almacenamiento, o bien preparar él mismo el sistema siguiendo los parámetros acordados
2. conocer todos los usuarios de la empresa a la que vaya dirigido el servicio y crearle a cada 
uno su cuenta correspondiente en Swift, con los permisos acorde al role al que pertenecen: - 
superadmin (controla  todas  las cuentas  y los elementos de cada una de ellas dentro del 
cluster), storage account admin (administra todos los elementos de una cuenta en concreto) o 
user (opera únicamente con los elementos a los cuales se le ha otorgado acceso)
3. una  vez  que  la  infraestructura  está  preparada,  editar  la  empresa  correspondiente  en  la 
plataforma añadiendo los parámetros necesarios con el fin de que haya conexión al cluster
4. verificar que los parámetros son correctos y que el servicio de blobstorage está habilitado, 
creando el contenedor global de dicha empresa
Interacción con los contenedores
1. el enterprise admin debe ser capaz de acceder al contenedor global de su empresa y de crear 
aquellos necesarios para cada usuario de la misma, siempre y cuando estos usuarios tengan 
permiso para acceder a este servicio desde Abiquo
2. los  contenedores  creados  por  el  enterprise  admin  deben  otorgar  permisos  de  lectura  y 
escritura solamente al usuario al que va dirigido
3. El enterprise admin únicamente tendrá acceso al contenedor global de la empresa y al suyo 
propio, sin posibilidad de listar el contenido de aquellos que pertenecen a otros usuarios
Interacción con los blobs
1. tanto el enterprise admin como un usuario normal deben poder subir contenido no solo a su 
contenedor particular sino al global de la empresa
2. tanto el enterprise admin como un usuario normal deben ser capaces de descargar contenido 
desde su contenedor privado, así como desde el global
3. ni el enterprise admin ni un usuario común deben poder subir o bajar información hacia o 
desde un contenedor que no le pertenezca
Seguridad desde Abiquo
1. Si el cloud admin o el enterprise admin niegan a un usuario el privilegio para acceder al 
servicio de blobstorage desde la plataforma, dicha restricción debe cumplirse
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Integridad de las funcionalidades
Todos los requisitos previamente mencionados se deben cumplir tanto a través de la interfaz gráfica 
como de la API de Abiquo
2.3 Identificación de las tareas y planificación inicial
A continuación se nombran las diferentes tareas que conlleva la realización de este proyecto, junto 
con el  correspondiente diagrama de Gantt  (Figura 2.1) donde se expone la planificación inicial 
sobre la duración del mismo y el tiempo invertido por cada tarea.
– Especificación:  conlleva  reuniones  con  el  responsable  de  definir  las  funcionalidades  de 
Abiquo y los desarrolladores para determinar los requisitos funcionales que formarán parte 
de la integración
– Investigación:  tras  conocer  los  requisitos  funcionales,  el  siguiente  paso  consiste  en 
investigar  qué  es  y  cómo  funciona  Swift,  además  de  un  periodo  de  aprendizaje  de  la 
tecnología para diseñar e implementar los objetivos marcados en la especificación
– Análisis  y  Diseño:  durante  esta  fase  primero  se  analiza  cómo  cubrir  las  necesidades 
detectadas tras la investigación, luego se diseña el correspondiente modelo conceptual y, por 
último, se definen los casos de uso y los actores que intervienen en cada uno de ellos
– Implementación:  siguiendo  las  pautas  anteriores,  esta  etapa  es  la  que  envuelve  todo  el 
proceso de implementación de la integración, añadiendo los métodos necesarios entre las 
diferentes capas de la API de Abiquo
– Testeo:  tras  la  implementación,  se  realizará  una  serie  de  pruebas  dentro  de  un  entorno 
previamente preparado que determinen si  el  desarrollo de la integración cumple con los 
requisitos funcionales acordados
– Documentación: la última tarea corresponde a la documentación de la integración y con ello 
se  cerrará  este  PFC,  excluyendo la  preparación de  la  presentación  y  la  defensa  ante  el 
tribunal
Fig. 2.1 – Diagrama de Gantt, planificación inicial
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3. BACKGROUND TECNOLÓGICO
En este capítulo se dará a conocer una serie de conceptos básicos para tener una visión lo más 
amplia  posible  de  lo  que  es  cloud  computing  y  una  base  sólida  del  ámbito  en  el  que  se  ha 
desarrollado  este  proyecto,  explicando  qué  es  y  cómo  trabaja  OpenStack,  Swift,  SwiftStack, 
Jclouds, la arquitectura RESTful y la API de Abiquo.
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3.1 Cloud Computing
La definición del “cloud computing” (computación en la nube) se entiende como un paradigma que 
permite ofrecer servicios de computación a través de Internet. Se trata de servidores encargados de 
atender  las  peticiones  en  cualquier  momento,  de  modo  que  los  usuarios  puedan  acceder  a  los 
servicios disponibles “en la nube de Internet” sin la necesidad de ser expertos en la gestión de los 
recursos (tanto hardware como software) que usan. Todo ello permite que se pueda tener acceso a su 
información o servicio mediante una conexión a Internet desde cualquier dispositivo móvil o fijo 
ubicado en cualquier parte.
En el ámbito empresarial, el “cloud computing” se ha convertido en un nuevo modelo de prestación 
de  servicios  de  negocio  y  tecnología,  que  permite  al  usuario  acceder  a  una  gran  variedad  de 
servicios estandarizados y responder con ellos acorde a las necesidades de su negocio.
Ventajas:
Entre las ventajas que ofrece el Cloud Computing se puede mencionar: 
– accesibilidad, permitiendo  que  todos  los  empleados  puedan  acceder  a  los  datos  de  la 
empresa sin importar el lugar en el que se encuentren de forma fácil y rápida
– reducción de gastos en infraestructura, mantenimiento y servicios, ya que mediante este tipo 
de tecnología se incurre en un costo sobre consumo total, por lo que se estaría obviando 
gastos en cuanto a compra de equipo, pago a empleados y mantenimiento
– escalabilidad, ya que mediante la infraestructura que ya está implementada, la posibilidad de 
adquirir más servicios o más capacidad es relativamente fácil
– seguridad, manteniendo los datos siempre intactos y dependiendo del proveedor de Cloud y 
del nivel de seguridad que brinde
– ecología, ya que usar la nube en una empresa reduce la huella de carbono al ahorrar recursos 
y componentes que pasan de estar almacenados en componentes físicos a ser virtuales. Se 
ahorra también en consumo de energía con sus beneficios al medio ambiente
Desventajas:
Algunas de las desventajas del Cloud Computing, dependiendo del entorno en el que se utilice esta 
tecnología, son:
– privacidad de los datos, surge como consecuencia del hecho de que nuestra información 
estará en servidores ajenos y no en los nuestros. Por esta razón, la nube se ha ganado esa 
pequeña falta de confianza por parte de los usuarios. Una buena forma de eliminar este 
factor en contra, puede ser el recurrir o contratar un servicio de una empresa sólida y 
confiable en el tema de seguridad
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– dependencia, si una entidad se decide por la nube, significa entregarle sus armas a la 
empresa proveedora ya que será ella quien provea de todas las herramientas útiles para 
funcionar en el mercado
– robo  de  datos  o  hackeo  como  comúnmente  se  le  conoce.  El  hecho  de  que  piratas 
informáticos  decidan  hackear  los  servidores  de  la  empresa  en  donde  se  deposite  la 
información podría afectar de forma drástica y directa
– conectividad:  la  velocidad  de  acceso  a  la  información  y  la  disponibilidad  de  las 
aplicaciones dependen de la velocidad de la conexión a internet. Sin acceso a Internet no 
hay Cloud Computing y este servicio puede caerse en cualquier momento por diversos 
factores
3.1.1 Modelos de Cloud Computing
Los  proveedores  de  computación  en  la  nube  ofrecen  sus  servicios  siguiendo  3  modelos 
fundamentales:  Infrastructure as a service (IaaS – Infraestructura como servicio),  Platform as a 
service (PaaS – Plataforma como servicio) y Software as a service (SaaS – Software como servicio).
La Figura 3.1 muestra una relación de los distintos modelos de cloud computing en base a los 
servicios y características que envuelven a cada uno y que se detallarán a continuación.
Fig. 3.1 – Modelos de Cloud Computing
Infrastructure as a service
La infraestructura como servicio (también llamado en algunos casos hardware as a service, HaaS) 
es  un  medio  de  entregar  almacenamiento  básico  y  capacidades  de  cómputo  como  servicios 
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estandarizados  en  la  red.  De  esta  forma  servidores,  sistemas  de  almacenamiento,  conexiones, 
enrutadores, y otros sistemas se concentran (a veces a través de la tecnología de virtualización) para 
manejar  tipos  específicos  de  cargas  de  trabajo,  desde  procesamiento  en  lotes  (“batch”)  hasta 
aumento de servidor/almacenamiento durante las cargas pico. 
El ejemplo comercial más famoso es Amazon Web Services (AWS), que ofrece una alta variedad de 
servicios en la nube: computación, redes, almacenamiento y distribución de contenido, bases de 
datos,  despliegue  de  recursos  (servidores,  software,  ...),  administración  (herramientas  de 
monitorización, de autenticación, …), entre otros.
Platform as a service
La plataforma como servicio es la encapsulación de una abstracción de un entorno de desarrollo y el 
empaquetamiento de una serie de módulos o complementos que proporcionan, normalmente, una 
funcionalidad horizontal (persistencia de datos, autenticación, mensajería, etc...) . De esta forma, los 
proveedores ofrecen una plataforma computable que incluye sistema operativo (Linux), entorno de 
programación (Perl, Python), base de datos (Mysql) y servidor web (Tomcat). Los programadores 
pueden desarrollar y ejecutar sus soluciones en un arquetipo de plataforma sin preocuparse del coste 
ni la complejidad de adquirir y administrar el hardware y el software que hay en la capa inferior. 
Uno de los ejemplos comerciales más conocidos es Windows Azure, de Microsoft, una plataforma 
en la nube que permite el desarrollo y ejecución de aplicaciones codificadas en varios lenguajes y 
tecnologías como .NET,  Java y PHP. 
Entre los servicios que ofrece, destacan: alojamiento de páginas web, creación y administración de 
máquinas virtuales, servicios en la nube como hospedaje de aplicaciones con carácter tanto público 
(acceso a través de la Web) o privado (proceso de tareas o análisis de datos), almacenamiento de 
datos (base de datos SQL, blob storage), análisis de negocio, autenticación, mensajería, etc.
Software as a service
Este  modelo  engloba  aplicaciones  completas  ofrecidas  como  servicios  (en  demanda,  vía 
multitenencia),  que  resultan  ser  una  única  instancia  del  software  que  se  está  ejecutando  en  la 
infraestructura del proveedor y que son accesibles por múltiples organizaciones de clientes. De esta 
forma los usuarios de la nube evitan la instalación y ejecución de dichas aplicaciones en sus propios 
ordenadores, simplificando mantenimiento y soporte. En este apartado se debe destacar la ventaja 
que ofrece la escalabilidad, clonando diferentes tareas en varias máquinas virtuales en tiempo de 
ejecución para atender la demanda de trabajo a través de balanceadores de carga y todo ello resulta 
transparente para el usuario.
Un ejemplo de este modelo de cloud computing en el mercado es OnLive, una empresa que ofrece 
una plataforma de juegos y sistema de escritorio en la nube. Dicha plataforma opera bajo distintos 
sistemas  operativos  (Microsoft  Windows  para  PC,  Mac  OS  para  Macs,  Android  e  IOS  para 
dispositivos  móviles)  y los juegos que ofrece (alrededor  de 300) se encuentran alojados en los 
servidores de dicha empresa.
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3.1.2 Tipos de Cloud
Cloud público
Aplicaciones públicas en la nube,  almacenamiento y otros recursos son ofrecidos al  público en 
general a través del proveedor de servicios, tanto de forma gratuita o mediante un modelo de pago 
por uso. Las nubes públicas entregan un selecto paquete de procesos de estandarización (estos sin 
ser personalizables), aplicaciones y/o infraestructura de servicios a un precio bastante flexible por 
uso. 
En la mayoría de los casos los proveedores de cloud público (Amazon AWS, Microsoft, Google) 
son dueños de la infraestructura, la administran y ofrecen acceso a través de Internet. 
Las nubes públicas se caracterizan por: total flexibilidad, seguridad y ahorro de la infraestructura; 
no  requiere  de  inversiones;  escalable  en  cualquier  momento  y  sin  límites  de  recursos  o 
disponibilidad. Es ideal para requerimientos variables o de duración determinada.
Cloud privado
Este tipo de cloud permite al cliente aislar totalmente su nube del resto, controlando y explotando el 
100% de los recursos de su infraestructura, la cual puede encontrarse físicamente dentro de sus 
propias instalaciones (modo “InHouse”) o en las instalaciones de su proveedor (subcontratado).
La  realización  de  este  tipo  de  proyectos  requiere  un  cierto  nivel  de  conocimientos  acerca  de 
virtualización  de  un  entorno de  negocio  y  organización  para  discutir  y  evaluar  decisiones  que 
afecten a los recursos existentes. Una vez realizados todos los pasos de forma correcta se puede 
obtener mejoras en el negocio pero hay que tener en cuenta que, cada paso que se avanza en este 
tipo  de  proyectos,  suele  originar  problemas de  seguridad que deben ser  tratados  con la  mayor 
brevedad posible para evitar errores de vulnerabilidad.
Con  este  modelo  de  cloud  el  cliente  es  capaz  de  aislar  su  propia  nube  del  resto,  obteniendo 
exclusividad en sus recursos asignados, con máximas garantías de seguridad y confidencialidad en 
sus sistemas de información.
Cloud híbrido
Este tipo de nube es el resultado de la fusión entre la pública y la privada. El cliente es el que 
gestiona y explota en exclusividad su infraestructura, a la vez que dispone de acceso a los recursos 
del cloud público que administra el proveedor en sus instalaciones.
Este modelo obtiene las ventajas de ambos: el cliente disponer de toda la exclusividad de su propia 
infraestructura, pudiendo ampliar recursos en cualquier momento obteniéndolos de la nube pública, 
además de a modo de ampliación y adaptación progresiva de la propia arquitectura cloud [4].
3.1.3 Comparativa de las plataformas cloud abiertas
En este año 2013 una de las tendencias a mirar de cerca en el panorama del cloud computing será la 
competencia entre las alternativas open source para el almacenamiento en la nube. A continuación 
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se nombrará algunas de las más importantes en ese ámbito:
CloudStack: software open source diseñado para desplegar y administrar grandes cantidades de 
máquinas virtuales a través de diversas redes, comportándose como una plataforma de tipo IaaS, 
altamente  durable  y escalable.  Es  usado por  los  proveedores  de servicio para ofrecer  servicios 
dirigidos al cloud público y por muchas otras compañías cuyo objetivo es el cloud privado o como 
parte de una solución de cloud híbrido [http://cloudstack.apache.org/].
OpenNebula: proyecto open source desarrollado como una solución estándar con el fin de construir 
y administrar data centers virtuales y cloud privados para las empresas. Pertenece al tipo IaaS y sus 
soluciones  se  centran  en  temas  de  redes,  almacenamiento,  virtualización  y  monitorización 
[http://opennebula.org/].
Eucalyptus: software open source para la creación de cloud privados e híbridos compatibles con 
Amazon Web Services (AWS). El objetivo es utilizar la infraestructura virtual para crear recursos en 
la  nube  con  fines  computacionales,  almacenamiento  y  redes,  de  forma  distribuida,  escalable  y 
soportando múltiples hipervisores [http://www.eucalyptus.com/].
3.2 OpenStack
En esta sección se explica qué es OpenStack y se dan las razones por las cuales se ha escogido su  
proyecto de blob storage para la integración en Abiquo.
3.2.1 Descripción
OpenStack [5] es un proyecto de computación en la nube de tipo IaaS (Infrastructure as a Service) 
que cuenta con un enorme equipo de desarrolladores y tecnólogos expertos en la materia, con el fin 
de crear la plataforma ubicua de código abierto para el cloud tanto público como privado. Este 
proyecto  aspira  a  ofrecer  multitud  de  soluciones  para  todo  tipo  de  clouds  siendo  fácil  de 
implementar, masivamente escalable y rico en funcionalidades. La tecnología se basa en una serie 
de proyectos interrelacionados, otorgando varios componentes para una infraestructura en la nube.
Dichos proyectos son:
•OpenStack Compute (code-name Nova): permite a las empresas y proveedores de servicios 
ofrecer bajo demanda recursos computacionales, administrando largas redes de máquinas 
virtuales
•OpenStack Object Storage (code-name Swift): el proyecto de almacenamiento de objetos de 
forma escalable y distribuida
•OpenStack Image Service (code-name Glance): servicio encargado de registrar imágenes de 
máquinas  virtuales  y  que  luego  pueden  ser  almacenadas  tanto  en  simples  sistemas  de 
ficheros como en sistema de almacenamiento de objetos como Swift
•OpenStack Identity (code-name  Keystone): proporciona un sistema de autenticación para 
todos los proyectos dentro de la familia OpenStack 
•OpenStack Dashboard (code-name Horizon): una interfaz de usuario basado en la web para 
los servicios de OpenStack
•OpenStack Networking (code-name Quantum): ofrece diferentes tipos de conectividad de 
redes como servicio entre las interfaces de red de los otros proyectos
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•OpenStack Block Storage (code-name Cinder): proporciona un sistema de almacenamiento 
en  bloque,  altamente  durable,  con  tolerancia  a  fallos  y  recuperable  en  caso  de  que  se 
produzcan errores
3.2.2 Trayectoria
Fundado por Rackspace Hosting y la NASA, ha crecido hasta convertirse en una comunidad de 
desarrolladores  de  software  global  colaborando  en  un  sistema  de  computación  en  la  nube 
estandarizado, escalable y de código libre, con el objetivo de crear y ofrecer servicios de cloud 
computing que corran sobre hardware estandarizado.
OpenStack  es  usado  por  corporaciones,  más  de  150 empresas  (AMD, Intel,  Canonical,  SUSE, 
Linux,  Red  Hat,  Cisco,  Dell,  HP,  IBM,  Yahoo,  ...),  proveedores  de  servicio,  investigadores,  y 
centros de datos que desean un entorno de cloud computing (público o privado) altamente escalable 
y que cuente con el apoyo y el soporte que dispone este proyecto debido a la gran comunidad que 
hay detrás. 
3.2.3 Licencia Apache 2.0
Todo el código está disponible de cara al público bajo la licencia de Apache 2.0, una licencia de 
software libre creada por la Apache Software Foundation (ASF) [6]. Esta licencia otorga al usuario 
del  software  la  libertad  para  usarlo bajo cualquier  propósito,  modificarlo  y distribuir  versiones 
modificadas del software.
En OpenStack creen que un modelo de desarrollo público es el único camino para fomentar un 
cloud estándar altamente solicitado en estos días, eliminar el miedo a que organizaciones privaticen 
esta tecnología y crear un largo ecosistema que abarque a los proveedores de cloud.
3.3 SwiftStack
SwiftStack es una empresa que ofrece un software de almacenamiento definido (Software Defined 
Storage) para sistemas de almacenamiento con objetos. Se ideó para aplicaciones tanto web, móvil 
o como servicio (as a service) y contiene todo lo necesario para configurar, integrar y operar una 
nube privada de almacenamiento basado en OpenStack Swift, tecnología con la que la empresa ha 
estado involucrada desde el primer día.
Las características que lo hicieron un candidato ejemplar durante la etapa de investigación de este 
proyecto son:
– automatización del despliegue: SwiftStack automatiza la instalación de OpenStack Swift, 
desplegando  la  disponibilidad  de  las  zonas  basándose  en  la  topología  del  hardware  y 
descubriendo los discos que la componen
– administración centralizada:  los  nodos de  SwiftStack  son instrumentados  en todas  las 
capas para proporcionar diagnósticos, monitorización y alertas de control, lo cual disminuye 
el  tiempo requerido para resolver  problemas de cuellos de botella  y fallos de hardware. 
Otorga las métricas necesarias para tomar decisiones sobre cómo administrar y escalar el 
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cluster y las herramientas operacionales para ello. Ofrece una visibilidad completa de cada 
parte del sistema, administra las actualizaciones del mismo así como el cluster, los nodos y 
la configuración de red, pone a disposición del cliente gráficas precisas de la monitorización 
de los datos y un fácil manejo de la interfaz de usuario
– administración de la capacidad: SwiftStack orquesta este ámbito tanto cuando se añade 
como cuando se elimina espacio. En el primer caso, se realiza la adición sin interrupción del 
servicio y de forma segura y, cuando se identifica un dispositivo fallido o se debe sustraer un 
nodo, los datos emigran lentamente del mismo. La capacidad del cluster es monitorizada en 
todo momento.
– monitorización:  ofrece  una  monitorización  integrada  específicamente  diseñada  para 
OpenStack Swift, donde la visibilidad de todo el cluster es extensa, alrededor de 500 puntos 
de datos son coleccionados en cada nodo y esto permite a los operadores diagnosticar con 
rapidez problemas en el sistema. Esta funcionalidad se integra con Ganglia [7] y Nagios [8].
En la Figura 3.2 se muestra un ejemplo del proceso de monitorización en el que se detalla el estado 
de cada uno de los elementos que intervienen durante el uso del producto. Estas gráficas permiten al 
usuario obtener información tanto a nivel de cluster como a nivel de un nodo en particular (uso de 
CPU, utilización de memoria, etc), así como la cantidad de espacio disponible en los discos.
Fig. 3.2 – Monitorización de SwiftStack
3.4 Jclouds
Es una librería de código libre que ayuda a dar los primeros pasos en la nube y utiliza el lenguaje de 
programación  Java  o  Clojure  [9].  Su  API  otorga  libertad  para  usar  abstracciones  portátiles  o 
funcionalidades  específicas  de  la  nube,  sus  tests  soportan  30  proveedores  de  cloud y  software 
incluyendo Amazon, GoGrid, Ninefold,  vCloud, OpenStack y Azure entre otros. Además ofrece 
varias abstracciones de API como librerías Java y Clojure. Entre ellas destacamos BlobStore (una 
forma simple de trabajar con diferentes proveedores de almacenamiento junto con un sencillo vista 
25
Integración del proyecto Swift de Openstack en la plataforma cloud de Abiquo
de mapa de contenedores para acceder a los datos) y ComputeService (administra instancias en la 
nube permitiendo arrancar múltiples máquinas a la vez e instalar software en cada una de ellas).
El motivo por el que se optó usar Jclouds para la integración en este proyecto (aparte de que es el 
cliente oficial de Abiquo para consumir la API REST) es que programar contra entornos de cloud 
suele ser complicado y Jclouds se centra en facilitar esta tarea. Sus características son:
– interfaz simple: los comienzos no se basan en usar APIs REST o servicios web. En lugar de 
crear nuevos tipos de objetos, esta librería aprovecha el uso de conceptos como los mapas 
para que el modelo de programación resulte familiar.
– portabilidad en tiempo de ejecución: los drivers de Jclouds permiten operar en entornos 
restringidos como Google App Engine y el número de dependencias es escaso, de ahí que no 
cree conflictos con la aplicación
– trata  con  complejidad  web:  Jclouds  se  encarga  de  problemas  fallos  transitorios  y 
redirecciones que suele provocar la computación en red
– pruebas unitarias: permite implementar tests propios sin preocuparse de la complejidad o 
fragilidad de las conexiones remotas, ya que Jclouds ofrece otras que simulan un entorno en 
la nube como si sus conexiones fuesen reales
– rendimiento:  para personalizar la configuración para que se adapte a las necesidades de 
rendimiento,  Jclouds  ofrece  comandos  asíncronos,  http,  fecha  y  hora  y  encriptación 
sintonizables y módulos de encriptación.
– localización:  ofrece abstracciones  de localización,  de forma que mediante códigos  ISO-
3166 se puede saber el país o provincia donde está corriendo un entorno en la nube
– calidad: cada proveedor es probado con escenarios reales antes de cada publicación 
3.5 Arquitectura Multinivel RESTful
3.5.1 Introducción
En la actualidad es necesario que las aplicaciones Web proporcionen interfaces de navegador de alta 
calidad que usen Asynchronous JavaScript and XML (Ajax) o el kit de herramientas Web de Google 
(GWT),  así  como  también  servicios  web  RESTful  para  las  aplicaciones  cliente  externas. Los 
servicios  web  RESTful  han  surgido  como  una  alternativa  prometedora  distinta  a  los  servicios 
basados en SOAP por su simplicidad y naturaleza liviana, además de la capacidad de transmitir 
datos directamente sobre HTTP. En esta sección se brinda una visión general del concepto REST y 
de los servicios web RESTful y compara a estos últimos con los servicios web basados en SOAP / 
de estilo RPC. También se analizan los frameworks Java™ para la construcción de servicios web 
RESTful  y  una  arquitectura  multinivel  compartida  para  la  construcción tanto  de  servicios  web 
RESTful como de aplicaciones Web dinámicas.
3.5.2 ¿Qué es REST?
La Transferencia de Estado Representacional (REpresentation State Transfer - REST) describe un 
estilo  arquitectónico  de  sistemas  en  red  como,  por  ejemplo,  aplicaciones  Web.  El  término  fue 
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utilizado por primera vez en el año 2000 durante una disertación doctoral por Roy Fielding [10],  
uno de los principales autores de la especificación HTTP. REST está comprendida por una serie de 
limitaciones y principios arquitectónicos. Si una aplicación o diseño cumple con esas limitaciones y 
principios, se considera RESTful.
Uno de los principios REST para las aplicaciones Web es que la interacción entre el cliente y el  
servidor no tiene estado entre solicitudes. Cada solicitud del cliente al servidor debe contener toda 
la información necesaria para comprender la solicitud. El cliente no se dará cuenta si el servidor 
debe  reiniciarse en  ningún momento  entre  las  solicitudes.  Asimismo,  las  solicitudes  sin  estado 
pueden ser respondidas por cualquier servidor disponible y el cliente puede almacenar los datos en 
caché para mejorar su rendimiento.
En el extremo del servidor, el estado y la funcionalidad de la aplicación se dividen en recursos. Un 
recurso es un elemento de interés, una identidad conceptual que se expone a los clientes. Algunos 
ejemplos de recursos son: objetos de aplicaciones, registros de bases de datos, algoritmos, etc. Cada 
uno de ellos es de acceso único a través de una URI (Universal Resource Identifier – identificador 
de recursos universal). Todos comparten una interfaz uniforme para la transferencia de estados entre 
cliente y servidor. Se usan métodos estándar HTTP como GET,  PUT,  POST  y  DELETE.
REST también cuenta con un sistema por capas, el cual implica que un componente no puede ver 
más allá de la capa inmediata con la cual interactúa. Al restringir el conocimiento del sistema a una 
sola  capa,  se  impone  un  límite  en  la  complejidad  del  sistema en  general,  promoviendo  así  la 
independencia de los niveles.
Las limitaciones arquitectónicas REST, generan una aplicación que logra escalar sin problemas a 
grandes cantidades de clientes.  También se reduce la latencia  en la interacción entre clientes y 
servidores.  La  interfaz  uniforme  simplifica  la  arquitectura  general  del  sistema  y  mejora  la 
visibilidad de las interacciones entre subsistemas. REST simplifica la implementación tanto para el 
cliente como para el servidor.
3.5.3 Comparación entre los servicios web RESTful y los servicios web de estilo 
RPC
Hasta hace poco tiempo, los servicios web basados en SOAP (Simple Object Access Protocol) [11] 
construidos con arquitectura de estilo RPC (Remote Procedure Call) [12] representaban el enfoque 
más popular para la implementación de una Arquitectura Orientada a Servicios (SOA). En éste, los 
clientes de un servicio web de estilo RPC envían un sobre con datos como información de métodos 
y argumentos al servidor, sobre HTTP. El servidor abre el sobre y ejecuta los métodos nombrados 
con los argumentos transmitidos. Los resultados del método se reúnen en un sobre y se devuelven al 
cliente como respuesta. El cliente recibe la respuesta y abre el sobre. Todo objeto tiene sus propios 
métodos, que le son únicos, y el servicio web de estilo RPC expone solamente una URI, la cual 
representa el único punto final. Se ignoran la mayor parte de las características HTTP y sólo se 
soporta el método POST.
El enfoque RESTful de los servicios web surge como una alternativa popular por su naturaleza 
liviana y a la capacidad de transmitir datos directamente sobre HTTP. Los clientes se implementan 
usando una gran variedad de lenguajes como programas Java, Perl, Ruby, Python, PHP y Javascript 
(inclusive  Ajax).  Generalmente  se  acede  a  los  servicios  web  RESTful  a  través  de  un  cliente 
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automatizado o una aplicación que actúa en representación del usuario. Sin embargo, la simplicidad 
de estos servicios posibilita la interacción humana directa pudiéndose construir una URL GET con 
el navegador Web y leer el contenido devuelto.
En un servicio web de estilo REST, cada recurso tiene una dirección. Los recursos en sí son los  
objetivos  de  las  llamadas  de  los  métodos  y  todos  los  recursos  comparten  una  misma lista  de 
métodos. Los métodos son estándar; se soportan los métodos HTTP GET, POST, PUT, DELETE, y, 
pueden soportarse los métodos HEADER y OPTIONS.
En  una  arquitectura  de  estilo  RPC,  el  foco  se  establece  en  los  métodos,  mientras  que,  en  la 
arquitectura de estilo REST, el foco está dado en los recursos,—información que se recupera como 
representación y se manipula usando métodos estándar.  Las representaciones de los recursos se 
interconectan mediante hipervínculos que se ubican dentro de la representación.
3.5.4 Arquitectura multinivel para la construcción de servicios web RESTful
Los servicios web RESTful y las aplicaciones Web dinámicas se asemejan en muchos aspectos. 
Suelen proporcionar datos y funciones iguales o muy similares, aunque lo hacen para distintos tipos 
de clientes. Por ejemplo, un sitio Web de un catálogo de comercio electrónico en línea proporciona 
una interfaz de navegador para que los usuarios puedan buscar y ver productos para luego pedirlos. 
Sería útil que este sitio también brindase servicios web para que las empresas, los minoristas y hasta 
los particulares pudieran realizar pedidos de manera automática. 
Los  servicios  web  pueden  beneficiarse  con  la  separación  de  responsabilidades  inherente  a  la 
arquitectura multinivel de la misma manera que lo hacen las aplicaciones Web más dinámicas. Los 
datos y la lógica de negocios pueden compartirse entre clientes tanto automatizados como GUI. Las 
únicas diferencias estarán dadas en la naturaleza del cliente y la capa Presentation (presentación) del 
nivel medio. Además, la separación entre la lógica de negocios y el acceso a los datos posibilita la  
independencia de las bases de datos y proporciona la capacidad de complementación que permite el 
uso de diversos tipos de almacenamiento de datos.
A continuación se explicará con detalle el recorrido a través de una arquitectura multinivel para la 
construcción de servicios web RESTful. En primer lugar contamos con los denominados clientes 
automatizados: Java; scripts de distintos lenguajes como Python, Perl, Ruby, PHP; y herramientas 
de la línea de comandos como Curl. También pertenecen a este grupo los Ajax, Flash, JavaFX, 
GWT, blogs y wikis que se ejecutan dentro del navegador y actúan como consumidores del servicio 
web RESTful, debido a que lo hacen de manera automatizada y en representación del usuario. Los 
clientes de servicios web envían solicitudes HTTP al Resource Request Handler en el nivel Web. 
Las  solicitudes  sin  estado  de  los  clientes  contienen  la  información  de  métodos  en  el 
encabezamiento,  a  saber:  POST,  GET,  PUT  y  DELETE, se  mapearán  hacia  las  operaciones 
correspondientes de los recursos que se encuentran en el Resource Request Handler y cada solicitud 
contiene  toda  la  información  necesaria,  incluso  las  credenciales  que  le  permiten  procesar  la 
solicitud.
Cuando recibe una solicitud de un cliente de servicio web, el Resource Request Handler solicita el 
servicio a la capa Business Logic (lógica de negocios), identifica todas las entidades conceptuales 
que el sistema expone como recursos y asigna una única URI a cada una de ellas. Sin embargo, las 
identidades conceptuales no existen en esta capa, sino que se encuentran en la capa Business Logic. 
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El Resource Request Handler puede implementarse usando Jersey u otro framework como Restlet. 
Hay que tener en cuenta que deberá ser liviano y delegar el trabajo pesado principalmente al nivel 
de negocios.
Ajax y los servicios web RESTful se ajustan naturalmente el uno al otro. Ambos aprovechan las 
tecnologías  Web  de  fácil  disponibilidad  y  los  estándares  como  HTML,  JavaScript,  objetos  de 
navegador,  XML/JSON y HTTP. Por consiguiente,  no hay absolutamente ninguna necesidad de 
comprar, instalar o configurar ningún otro componente de importancia para lograr una interacción 
efectiva entre los front-end de Ajax y los servicios web RESTful. Dichos servicios proporcionan a 
Ajax una API muy sencilla para gestionar las interacciones con los recursos en el servidor.
El cliente del navegador Web actúa como un front-end GUI al brindar funciones de visualización 
usando HTML generado por el  Browser Request Handler en la capa Presentation.  Este handler 
puede implementarse usando modelos MVC (algunos ejemplos Java son: JSF, Struts  o Spring), 
acepta  la  solicitud  del  navegador,  solicita  el  servicio  a  la  capa  Business  Logic,  genera  la 
presentación y le responde al navegador. La presentación debe mostrarse al usuario mediante el 
navegador y no contendrá únicamente el  contenido,  sino también los atributos de visualización 
como HTML y CSS.
Las reglas de negocios se centralizan en la capa Business Logic,  la cual cumple la función de 
intermediario en el intercambio de datos entre la capa Presentation y la capa Data Access. Los datos 
se proporcionan a la capa Presentation como objetos de dominio u objetos de valor. Desacoplar el 
Browser  Request  Handler  y  el  Resource  Request  Handler  de  la  capa  Business  Logic  ayuda  a 
facilitar la reutilización de códigos y conlleva a una arquitectura flexible y extensible. Además, a 
medida  que  van  surgiendo  nuevos  frameworks  REST y  MVC,  se  simplifica  cada  vez  más  la 
implementación sin que sea necesario reescribir la capa Business Logic.
La  capa  Data  Access  brinda  el  nivel  de  almacenamiento  de  datos  a  la  interfaz  y  puede 
implementarse usando el patrón de diseño DAO o bien soluciones de mapeo relacional de objetos 
como  Hibernate,  OJB o  iBATIS.  Otra  alternativa  es  implementar  los  componentes  de  la  capa 
Business y la capa Data Access como componentes EJB con soporte de un contenedor EJB que 
facilite  el  ciclo  de  vida  de  los  componentes  y  gestione  la  persistencia,  las  transacciones  y  las 
asignaciones de recursos. La gran ventaja de esta capa está dada en la separación del código de 
acceso a datos de la lógica de negocios la cual permite el uso de tecnologías de almacenamiento de 
datos dispares. La capa Data Access también puede actuar como un punto de integración para la 
vinculación con otros sistemas, incluso en casos de clientes de otros servicios web.
El nivel de almacenamiento de datos abarca sistemas de bases de datos, servidores LDAP, sistemas 
de  archivos  y  sistemas  de  información  empresarial  como  sistemas  legado,  sistemas  de 
procesamiento de transacciones y sistemas de planificación de recursos empresariales.
En la Figura 3.3 se muestra un ejemplo de arquitectura RESTFul Multinivel donde se aprecia la 
relación de las capas descritas anteriormente y su disposición jerárquica, el papel que juegan dentro 
de la arquitectura y ejemplos de las tecnologías que se utilizan en cada una de ellas.
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Fig. 3.3 – Ejemplo de arquitectura RESTFul Multinivel
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4. ESPECIFICACIÓN
En este capítulo se mostrará el modelo conceptual y se explicará el por qué se ha llegado a esta 
decisión, así como los actores que intervienen en el proyecto, sus casos de uso y una descripción de 
cada uno de ellos.
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4.1 Modelo conceptual
La siguiente ilustración es el modelo conceptual de la integración. Contiene una representación de 
los conceptos del mundo real, no de los conceptos del programa. Tiene como objetivo comprender 
mejor el problema.
Fig. 4.1 – Esquema del modelo conceptual
Las tablas “BlobStorage”, “Allowed Zones”, “Container” y “Container_User” han sido añadidas a 
la  base  de datos  de la  plataforma de Abiquo para  persistir  la  información que  nos  interesa.  A 
continuación se explicará este diseño, sus componentes, las restricciones y el por qué se ha optado 
por él.
- Enterprise
La tabla Enterprise contiene mayormente información que rige las limitaciones del comportamiento 
de sus usuarios en lo que a capacidades de virtualización se refiere.
Esta tabla ya figuraba en la base de datos original y no se ha agregado nada, simplemente figura en  
el modelo para que conste la restricción de que una empresa puede tener como máximo un único 
servicio  de  blobstorage  asociado.  La  razón de  por  qué  se  ha  decidido  esta  restricción  viene  a 
continuación.
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- BlobStorage
Esta tabla contiene los parámetros necesarios para establecer la conexión entre el cluster de Swift y 
la plataforma de Abiquo.
• id: el número identificador del blobstorage
• id_enterprise: relaciona el actual blobstorage con la empresa a la que pertenece, haciendo 
la función de clave externa
• uri: contiene la URI del cluster de Swift que es el encargado de atender las peticiones
• provider: es el proveedor del servicio de almacenamiento, que en la actualidad solo soporta 
Swift  pero  en  el  futuro  se  pretende  que  Abiquo  esté  preparado  para  soportar  otros 
proveedores como Amazon S3
• credentials:  contiene las credenciales, en formato “account:user”, que previamente se han 
configurado  en  el  cluster  de  Swift  y  que  deben  ser  de  un  usuario  de  tipo  “admin”  o 
“superadmin”
• password: perteneciente a los credenciales configurado en Swift
El motivo por el cual se ha restringido que una empresa tenga como máximo un único blobstorage y 
que  a  su  vez  un blobstorage  solo  tenga  una única  empresa  es  para  simplificar  su  uso en  este 
proyecto y evitar posibles conflictos.
- Allowed Zones
Esta tabla se encarga de guardar la información de las zonas disponibles por cada servicio de Swift.  
Las restricciones se limitan a establecer que una zona solo puede pertenecer a un único blobstorage 
y éste  debe tener  como mínimo una zona habilitada.  Cabe hacer  hincapié  en que de ahora  en 
adelante se hablará de zonas disponibles cuando éstas sean consultadas al blobstorage creado y de 
zonas  habilitadas  cuando de la  lista  anterior  se  elija  una  o  varias  para  que  se  creen  y  queden 
persistidas en la base de datos.
• id: el número identificador de la zona
• id_blobstorage: relaciona la zona con su blobstorage correspondiente, es la clave externa de 
esta tabla
• name: el nombre de la zona
- User
La tabla  User contiene datos personales sobre los usuarios  pertenecientes a cada empresa y ya 
figuraba  en  la  base  de  datos  original  de  Abiquo.  No  ha  habido  modificación  alguna  para  el 
desarrollo de este proyecto, simplemente se ha añadido al modelo para reflejar la restricción de que 
un usuario puede tener acceso a uno o varios contenedores,  así  como un contenedor puede ser 
manipulado por uno o varios usuarios. A continuación se argumenta más detalles sobre esta parte de 
la integración.
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- Container
En esta tabla se almacenará información correspondiente con los contenedores a medida que se 
creen  o  eliminen.  Se  ha  decidido  persistir  este  elemento  en  base  de  datos  por  motivos  de 
autorización  y  uso.  Cuando  se  crea  un  contenedor,  el  comportamiento  por  defecto  es  que 
únicamente puede ser usado por el usuario que tenga los privilegios para crearlo, es decir, un “super 
user” o un “storage account admin” (véase apartado 4.2). En nuestro caso este comportamiento 
supone  un  problema,  ya  que  que  un  usuario  normal  debe  tener  conocimiento  y  acceso  a  sus 
contenedores correspondientes. En teoría de base de datos esto caso se conoce como una asociación 
binaria, en la que varios usuarios pueden tener acceso a un mismo contenedor (el de la empresa) o 
al de cada uno, de ahí que esta tabla contenga los siguientes parámetros:
• id: el número identificador del contenedor
• id_user: relaciona el contenedor con el usuario que lo ha creado (clave externa)
• id_allowedzone:  hace referencia a la zona (y a su vez al servicio blobstorage) a la que 
pertenece el contenedor (clave externa)
• name: el nombre del contenedor
Otro motivo por el cual se ha guardado un registro de los contenedores en base de datos es que 
dicho registro simule el comportamiento de una memoria caché: cada vez que se ejecute el método 
de listar los contenedores, en lugar de realizar la petición al clúster se hará es una consulta a base de 
datos. De esta forma se liberará tráfico desde el cliente hasta el sistema de almacenamiento.
 - Container_User
Esta tabla es la clase asociativa resultante de la asociación binaria entre las entidades contenedor y 
usuario. Sus parámetros son las claves externas de la tabla User y Container:
• id_container: el identificador del contenedor (clave externa)
• id_user: identificador del usuario (clave externa)
Los blobs no han sido persistidos en base de datos por cuestiones de sincronización, es decir, el  
propio servicio Swift ya se encarga por sí mismo de almacenar esta información y no se encontró 
motivo alguno para invertir recursos en persistir datos relacionados con los blobs. Hay que recordar 
que el propio Swift ya se encarga de replicar éste y otros componentes a través del cluster. 
4.2 Actores
En un caso de uso, se entiende por actor a todo aquel usuario que accede al sistema para satisfacer 
sus necesidades  a través del  servicio que se le ofrece.  Los actores se dividen según el  rol  que 
tengan, y un actor puede permanecer a varios roles distintos.
Los actores que interactúan tanto en Swift como en Abiquo presentan ciertas similitudes en cuanto a 
jerarquía y competencias.
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En Swift existe tres tipos de usuarios:
• Super user: es capaz de realizar cualquier acción en cualquier cuenta, contenedor u objeto 
que esté creado dentro del cluster
• Storage account admin: puede realizar cualquier acción en cualquier contenedor u objeto 
dentro de su propia cuenta
• User: un usuario normal no puede crear contenedores, listarlos, ver su contenido o realizar 
operaciones de carga/descarga de un objeto. Ese es el comportamiento por defecto de Swift 
pero existe la posibilidad de otorgar permisos de lectura y/o escritura de un contenedor a un 
usuario o conjunto de usuarios. De esta forma sí es posible realizar las acciones anteriores, 
excepto la creación de contenedores. Este último caso esta reservado únicamente para el 
super user o el storage account admin
En Abiquo existe una jerarquía parecida,  aunque los usuarios pueden comportarse de diferentes 
formas gracias a una serie de privilegios que se pueden otorgar tras la creación de dichos usuarios. 
Durante esta creación, el usuario se engloba en un rol, a saber: cloud admin, enterprise admin o 
user.
• Cloud Admin: puede realizar todas las acciones que le permite la plataforma en todos los 
niveles,  ya  sean  estos:  infraestructura,  virtualización,  gestión  de  usuarios,  etc.  En  otras 
palabras, posee todos los privilegios asignables de la plataforma
• Enterprise Admin: puede realizar multitud de acciones dentro de su propia empresa, salvo 
a nivel de infraestructura. A este tipo de usuarios se le puede asignar o arrebatar privilegios 
pero esta acción solo puede hacerla el cloud admin
• User: es el nivel más bajo de la jerarquía en Abiquo, sus privilegios son limitados y pueden 
ser manipulados tanto por el cloud admin como por el enterprise admin de la empresa a la 
que pertenezca
La Figura 4.2 muestra una comparación entre los tipos de usuarios que se encuentran en Swift y los 
que existen en la plataforma de la empresa de Abiquo. Con ello se pretende explicar de una forma 
gráfica la relación entre los diferentes actores que intervienen en el desarrollo de la integración.
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Fig. 4.2 – Diagrama de actores
4.3 Diagrama de los casos de usos
En este apartado se especifica la interacción entre los actores de Abiquo y el sistema Swift. Para 
facilitar la comprensión, los casos de uso se dividirán en 4 grupos que corresponden a los recursos 
principales de esta integración, destacando cada una de las interacciones CRUD (create, retrieve, 
update, delete) de las que son capaces y los usuarios que están autorizados a realizarlas.
4.3.1 BlobStorage
En la Figura 4.3 se muestran los casos de uso pertenecientes al cloud admin relacionados con la  
entidad BlobStorage.
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      Fig. 4.3 – Caso de uso: cloud admin y blobstorage
El cloud admin es el único usuario que puede operar con el blobstorage sin restricciones. Una vez 
conoce los parámetros necesarios para la creación del servicio, puede crear dicho recurso y quedará 
persistido en la  base de datos.  Si  todo ha ido bien aparecerá un mensaje  en los  eventos  de la 
plataforma anunciando que la creación ha sido satisfactoria, en otras palabras, se ha establecido 
conexión con el cluster de Swift. Una vez creado se podrá obtener ese recurso para comprobar los 
parámetros  con  los  que  se  ha  realizado  la  conexión  al  servicio,  así  como  la  oportunidad  de 
modificarlo si algo no ha ido como se esperaba. La modificación será posible únicamente si este 
recurso no tiene asociado zonas habilitadas, es decir, si tras la creación del blobstorage no se ha 
creado ninguna zona en  base  de  datos.  La  operación  de  eliminar  este  recurso  correrá  a  cargo 
únicamente del cloud admin, con diferentes consecuencias:
– si se borra únicamente el blobstorage, éste y sus correspondientes zonas (en el caso de que 
estén  habilitadas)  serán  también  eliminadas  pero  la  información  creada  en  el  cluster 
(contenedores  y  objetos)  quedará  intacta.  Esta  decisión  ha  sido  tomada  como  medida 
preventiva si se da el caso en el que por algún descuido el servicio a una empresa se elimina, 
la  información  en  el  cluster  no  se  va  alterada  y  únicamente  quedaría  restablecer  la 
configuración en la plataforma
– si se borra la empresa directamente en la plataforma, se entiende que ésta ha decidido no 
contar más con los servicios de Abiquo y, por tanto, la información relacionada con dicha 
empresa almacenada en el cluster también desaparecerá.
Las operaciones de modificar y eliminar un blobstorage también serán registradas en los eventos de 
la plataforma.
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4.3.2 Allowed Zones
La Figura 4.4 representa el cloud admin y sus casos de uso correspondientes a la entidad Allowed 
Zone.
Fig. 4.4 – Caso de uso: cloud admin y allowed zones
El cloud admin es el único usuario que puede operar con las allowed zones sin restricciones. Una 
vez creado correctamente el blobstorage, es necesario realizar una petición para ver qué zonas están 
disponibles y, seguidamente, seleccionar aquella o aquellas que se precisen y guardarlas en base de 
datos. Este recurso es fundamental pues sin él nos será imposible operar con contenedores y a su 
vez con objetos.
Además de crear allowed zones, el cloud admin puede realizar operaciones tanto para obtenerlas (y 
así conocer detalles de la(s) misma(s)) o bien eliminarla(s). El hecho de eliminar una allowed zone 
no tiene repercusión alguna directamente en el cluster de Swift.
La opción de modificar una allowed zone no está disponible a través de Abiquo, sencillamente para 
no crear inconsistencia entre las zonas habilitadas por la plataforma y la información almacenada en 
Swift. Por ello, en primer lugar se debe eliminar todas las zonas que ya no se desean habilitar y a 
continuación seleccionar las nuevas de aquellas disponibles por Swift.
Tanto  cuando  se  realiza  una  operación  de  creación  como de  eliminación  de  una  zona,  dichas 
acciones se verán registradas en los mensajes de eventos de la plataforma.
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4.3.3 Contenedores
Las Figuras 4.5, 4.6 y 4.7 muestran respectivamente a los actores cloud admin, enterprise admin y 
user y sus casos de uso relacionados con los Contenedores. 
 
Fig. 4.5 – Caso de uso: cloud admin y contenedores
Fig. 4.6 – Caso de uso: enterprise admin y contenedores
                    Fig. 4.7 – Caso de uso: user y contenedores
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En el caso de los contenedores, tanto el cloud admin como el enterprise admin pueden operar con 
este  recurso  sin  restricciones.  Para  crear  un  contenedor,  lo  único  que  se  necesita  es  tener 
previamente creado un blobstorage y al menos una allowed zone. A partir de ahí las operaciones 
crear, obtener y eliminar contenedores son posibles. 
En  el  caso  de  eliminar  un  contenedor,  éste  desaparecerá  junto  con  todo  su  contenido,  un 
comportamiento diferente a lo que sucede en Swift  ya que esta  operación no se realizará si  el 
contenedor no está vacío. Un usuario normal no tiene acceso a este recurso para las operaciones de 
crear y eliminar a través de la plataforma porque ése es también el comportamiento por defecto en 
Swift. 
Cuando se habla de obtener un contenedor hablamos de listar el contenido dentro del mismo, es 
decir, que muestre los objetos almacenados en él. Se requiere otorgar permisos de lectura/escritura a 
un usuario para que acceda a un contenedor determinado y dichos permisos se otorgarán durante la 
creación  de  dicho  contenedor  (se  explicará  el  proceso  en  el  siguiente  capítulo).  La  opción  de 
modificar  un contenedor no está disponible  por el  propio Swift,  pero a través de Abiquo sí  es 
posible  hacer  una  modificación  en  los  contenedores  en  lo  que  a  la  concesión  de  permisos  de 
lectura/escritura hacia los usuarios se refiere.
Las  acciones  de  creación,  modificación  y  eliminación  de  contenedores  son  registradas  en  los 
mensajes de eventos de la plataforma.
4.3.4 Blobs (objetos)
En la Figuras 4.8, 4.9 y 4.10 se aprecia respectivamente al cloud admin, enterprise admin y user y 
los casos de uso de cada actor correspondientes a la entidad Blob. 
Fig. 4.8 - Caso de uso: cloud admin y blobs
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Fig. 4.9 – Caso de uso: enterprise admin y blobs
Fig. 4.10 – Caso de uso: user y blobs
Los 3 tipos de usuarios están autorizados a operar con blobs sin restricciones. Una vez creado un 
contenedor,  se  puede  proceder  a  las  operaciones  correspondientes  de  un  blob:  crear,  obtener, 
descargar y eliminar.
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Cuando un usuario crea un blob,  se está  hablando de subir  información al  contenedor y a  esa 
información se le asigna el nombre de un blob que servirá como identificador. Tanto ésta como la 
operación de descargar un blob requiere realizar una petición previa a Swift para conocer una serie 
de parámetros que nos permita ejecutar estas acciones. Des esto se hablará con detenimiento más 
adelante.  Una vez dicha información se haya almacenado satisfactoriamente en Swift,  se podrá 
obtener  datos de dicho elemento como su nombre y el  tamaño en bytes  subidos  al  cluster.  La 
operación de eliminación del blob implica la desaparición de la información que éste engloba dentro 
de su correspondiente contenedor en Swift.
Un usuario normal  debe contar  con privilegios de lectura/escritura del  contenedor donde desee 
realizar este tipo de operaciones relacionadas con blobs.
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5. DISEÑO
En este capítulo se explicará el diseño de la integración, la cual requiere un conocimiento de qué es 
y  cómo  funciona  Swift.  Por  tanto  se  dividirá  en  dos  partes:  diseño  de  Swift  y  diseño  de  la  
integración
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5.1 Tecnología Swift
5.1.1 Introducción
Swift es un sistema de almacenamiento de objetos altamente escalable, multiusuario y durable, que 
ha sido diseñado para guardar una gran cantidad de datos de diferentes estructuras a bajo coste.
Cuando se dice “altamente escalable” significa que se puede empezar a trabajar con un pequeño 
número de  nodos y dispositivos e ir aumentando esa cifra hasta conseguir miles de máquinas con 
múltiples petabytes de almacenamiento.  De ahí que Swift  sea escalable de forma horizontal  (la 
escalabilidad vertical  significa el añadir más recursos a un solo nodo en particular dentro de un 
sistema, tal como el añadir memoria o un disco duro más rápido a una computadora).
Swift es usado por más de 500 empresas, compañías en la web y proveedores de servicios en todo el 
mundo. El tipo de datos que suelen ser almacenados son documentos, contenido web, copias de 
seguridad, imágenes de disco e instancias de máquinas virtuales. Originalmente desarrollado como 
el motor de RackSpace Cloud Files, se convirtió en un proyecto de código libre bajo la licencia de 
Apache2 y se unió a OpenStack en el 2010. En la actualidad, con más de 100 empresas y miles de 
desarrolladores  que se encuentran participando en OpenStack,  el  uso de Swift  se  ha disparado 
rápidamente.
Swift no es un sistema de ficheros tradicional o un dispositivo de carácter (raw block device) [13]. 
En su lugar permite almacenar, obtener y borrar objetos (un objeto no es más que un nombre más 
una secuencia de bytes, con sus metadatos asociados) en contenedores (“buckets” en la terminología 
de Amazon S3) a través de una API HTTP RESTful.
La Figura 5.1 muestra la comunicación por la API entre el usuario y Swift usando las peticiones 
GET, PUT y DELETE sobre los datos del usuario. 
       Fig. 5.1 – Comunicación por la API entre usuario y Swift
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Beneficios de Swift para desarrolladores:
– los datos pueden ser directamente servidos sobre Internet
– interfaz HTTP RESTful
– acceso al almacenamiento en minutos, no en días
– un sistema de almacenamiento multitenencia para todas las aplicaciones
– permite centrarse únicamente en el desarrollo y no en la configuración de la infraestructura
– una rica colección de herramientas y librerías
Beneficios para las operaciones de los equipos IT:
– permite usar servidores y discos de bajo coste
– manejo de gran cantidad de datos y casos de uso con mayor facilidad
– habilita nuevas aplicaciones de forma más rápida
– una arquitectura de alta durabilidad
5.1.2 Características
Swift no se puede montar como una carpeta en el sistema operativo. No hay acceso aleatorio dentro 
del contenido de un archivo y puede haber múltiples escrituras concurrentes, de ahí que se vuelva 
inadecuado para aplicaciones transaccionales como bases de datos relacionales para las cuales es 
mejor usar un sistema SAN (Storage Area Network) [14] o un NAS (Networked Attached Storage) 
[15].  Además, como los sistemas de almacenamiento de objetos no proveen bloques de datos como 
un dispositivo de carácter (raw block device) para que un sistema operativo pudiese transformar en 
un sistema de ficheros, Swift tampoco es apropiado para arrancar un sistema operativo.
Las características claves de Swift incluyen:
– todos los objetos tienen URL
– todos los objetos poseen sus propios metadatos
– los desarrolladores interactúan con el sistema de almacenamiento de objetos a través de la 
API HTTP RESTful
– los datos que contienen un objeto pueden estar localizados en cualquier parte del cluster
– el cluster escala añadiendo nodos adicionales, sin sacrificar rendimiento, lo que permite una 
expansión de almacenamiento lineal más efectiva en cuanto a costes se refiere si se compara 
con otro tipo de actualizaciones de infraestructura que resultan más complejas de realizar
– los datos no necesitan ser trasladados a un nuevo sistema de almacenamiento
– nodos adicionales pueden ser añadidos al cluster sin tiempo de inactividad
– nodos y discos que hayan sido dañados pueden ser cambiados sin tiempo de inactividad
– se puede trabajar con hardware estandarizado de industrias como Dell, HP, etc
5.1.3 Escalabilidad
Para soportar miles de usuarios concurrentes las aplicaciones de hoy en día aprovechan las ventajas 
que ofrecen las arquitecturas distribuidas,  usando bases de datos noSQL (CouchDB, Cassandra, 
MongoDB),  sistemas  de  colas/mensajes  distribuidos  (RabbitMQ)  y  sistemas  de  procesamiento 
distribuido  como  Hadoop.  Con  ese  fin,  los  desarrolladores  de  aplicaciones  necesitan  que  sus 
sistemas de almacenamiento escalen de forma acorde con sus productos.
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Swift está diseñado con características de crecimiento lineal, es decir, a medida que el sistema crece 
en su uso y el número de peticiones se incrementan, el rendimiento no disminuye. Para escalar, el  
sistema está diseñado para que aumenta donde es necesario,  añadiendo nodos para aumentar la 
capacidad de almacenamiento, añadiendo nodos que hagan de proxy para atender el incremento de 
peticiones y aumentando la capacidad de red cuando se crea conveniente.
5.1.4 Durabilidad
Para  conseguir  este  nivel  de  durabilidad,  los  objetos  están  distribuidos  por  triplicado 
(comportamiento  por  defecto)  a  través  del  cluster.  Una  operación  de  escritura  tiene  que  ser 
confirmada  en  dos  o  tres  localizaciones  para  ser  considerada  como  satisfactoria.  Procesos  de 
auditoría se ejecutan para garantizar la integridad de los datos, así como replicadores para asegurar 
que existe el número suficiente de copias en el cluster. En el momento en el que un dispositivo falla, 
los datos son replicados a través del cluster para garantizar que las tres copias continúan existiendo.
Además Swift cuenta con el checksum MD5 [16] como método adicional para comprobar que lo 
que la información almacenada en el sistema (tras una operación de descarga) es exactamente lo 
mismo que se ha obtenido. También se aplica el mismo algoritmo a la hora de subir datos al cluster 
(se compara el resultado del MD5 de la operación de carga con el resultado una vez la operación ha  
terminado y, en caso de que ambos resultados no concuerden, el sistema desestima la subida). Este 
tipo de comprobaciones mediante checksum se realizan periódicamente en el sistema para detectar 
que no haya datos corruptos en los discos o que algunos sectores de los discos estén defectuosos. Si  
se da este último caso, Swift se encarga de almacenar esos datos en un directorio de cuarentena para 
mantenerlos vigilados.
Otra  funcionalidad  es  la  habilidad  de  definir  zonas  de  fallos.  Estas  zonas  permiten  al  cluster 
desplegarse en diferentes límites físicos, cada uno de los cuales podría fallar de forma individual. 
Por ejemplo, un cluster puede ser desplegado a través de diferentes centros de datos (datacenters, en 
adelante)  cercanos,  permittiendo  a  dicho  cluster  sobrevivir  a  múltiples  fallos  en  uno  de  esos 
datacenters.
5.1.5 Código libre
Swift trabaja aplica la licencia de Apache 2, ha sido testeado en profundidad bajo pruebas de estrés 
en Rackspace antes de ser lanzado al público y de cara al usuario cuenta con múltiples ventajas 
como: 
– dado que es un proyecto open source, ofrece la opción de trabajar con varios proveedores o 
también como un proyecto DIY (“Do It Yourself”, hágalo usted mismo)
– se puede acceder y compartir múltiples herramientas, juegos de pruebas y soporte con o 
desde otros usuarios u organizaciones que también estén usando Swift
– se trata de un proyecto que crece a grandes velocidades dado la gran cantidad de grupos de 
desarrolladores que están trabajando en él
46
Integración del proyecto Swift de Openstack en la plataforma cloud de Abiquo
5.1.6 Servicio privado o público
Organizaciones  que  no confían  en  depositar  su  información en un servicio  de  almacenamiento 
público propiedad de otra empresa, por razones de económicas (normalmente esta clase de servicio 
se contrata por Gigabytes, el mantenimiento puede ser costoso) e incluso la latencia en la red puede 
llegar a situaciones inaceptables si cantidades enormes de datos deben viajar por Internet. De ahí 
que  estas  organizaciones  prefieran  apostar  por  una solución de ámbito  privado y Swift  es  una 
opción suficientemente válida que satisface las necesidades detectadas.
Si al final se opta por una solución de ámbito público, operadores y proveedores de servicios que 
deseen ofrecer un sistema de almacenamiento similar a Amazon S3, Swift es un candidato más que 
adecuado como producto.
5.1.7 Uso de Swift
5.1.7.1 Comandos básicos
Como Swift posee una API RESTful, todas las comunicaciones se hacen sobre HTTP. Un ejemplo 
de como sería una URL en Swift tendría este aspecto:
http://swift.example.com/v1/account/container/object
Las URLs en Swift tienen cuatro partes fundamentales. Tomando en cuenta el ejemplo anterior, 
destacamos:
– la base: swift.example.com/v1/
– account: una cuenta está determinada por el servidor de autenticación cuando dicha cuenta 
es creada.
– container: los contenedores son espacios de nombres usados para agrupar los objetos dentro 
de su respectiva cuenta
– object:  en  los  objetos  es  donde realmente  residen los  datos  almacenados  en Swift.  Los 
nombres de los objetos pueden contener una  “/”  para que se puedan crear directorios que 
partan de ese punto.
 
Para obtener la lista de los contenedores en una cuenta determinada, se usa el comando GET a partir 
de dicha cuenta:
GET http://swift.example.com/v1/account/
Para crear nuevos contenedores se usa el comando PUT seguido del nuevo contenedor a crear:
PUT http://swift.example.com/v1/account/new_container
Para listar los objetos de un contenedor se usa el comando GET dentro de dicho contenedor:
GET http://swift.example.com/v1/account/container/
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Para crear nuevos objetos se usa el comando PUT seguido del obejto:
PUT http://swift.example.com/v1/account/container/new_object
5.1.7.2 Librerías de cliente
Existe varias librerías de cliente para Swift disponibles, incluyendo:
C#/.NET: http://github.com/rackspace/csharp‐cloudfiles
Java: http://github.com/rackspace/java-cloudfiles
PHP: http://github.com/rackspace/php-cloudfiles
Python: http://github.com/rackspace/python-cloudfiles
Ruby: http://github.com/rackspace/ruby-cloudfiles
5.1.8 Cómo trabaja Swift
5.1.8.1 Componentes
Los  componentes  que  permiten  a  Swift  otorgar  alta  disponibilidad,  alta  durabilidad  y  alta 
concurrencia son:
– servidores proxy: atienden todas las peticiones HTTP entrantes
– los anillos: mapean nombres lógicos de datos con localizaciones en discos
– zonas: cada zona aísla datos de otras zonas. Un fallo en una zona no repercute en el resto del 
cluster porque los datos son replicados a través de todas las zonas
– cuentas y contenedores: cada cuenta y contenedor son bases de datos individuales que son 
distribuidas a través del cluster. Una base de datos que se corresponde a una cuenta contiene 
la lista de contenedores en esa cuenta. Una base de datos que corresponde a un contenedor 
contiene la lista de objetos dentro de ese contenedor
– objetos: los propios datos
– particiones:  una  partición  almacena  objetos,  cuentas  y  contenedores.  Se  considera  una 
especie  de  cubo  (bucket)  intermedio  que  ayuda  a  administrar  localizaciones  donde  se 
encuentran los datos en el cluster
 
5.1.8.2 Servidores proxy
Los servidores proxy son la cara pública de Swift y se encargan de atender todas las peticiones 
HTTP entrantes.  Una  vez  un  servidor  proxy  recibe  una  petición,  él  determinará  el  nodo  de 
almacenamiento basado en la URL del objeto.  También se encarga de coordinar las respuestas, 
administrar los fallos y demás aspectos como fecha y hora.
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Estos servidores pueden ser escalados según la necesidades de las cargas de trabajo lo requieran. Un 
mínimo de dos servidores proxy deben ser desplegados por temas de redundancia, ya que si uno 
falla, el otro tomará el control de las tareas.
5.1.8.3 El anillo
 
El  anillo  mapea  particiones  con  localizaciones  físicas  en  disco.  Cuando  otros  componentes 
necesitan realizar alguna operación relacionada con objetos, contenedores o cuentas, se requiere la 
interacción con el anillo para determinar la localización en el cluster. Debido a que en Swift hay tres 
tipos  de  elementos  que  hay que  guardar  (cuentas,  contenedores  y objetos),  son  necesarios  tres 
anillos para ello y cada uno de ellos puede ser almacenado y administrado en tres conjuntos de 
servidores completamente distintos.
La Figura 5.2 muestra de manera simple la situación del anillo dentro del sistema Swift y cómo 
interactúa con otros elementos, como las particiones y el nodo de almacenamiento.
Fig. 5.2 – Situación del anillo en Swift
El anillo mantiene este mapeo usando zonas, dispositivos, particiones y réplicas. Cada partición en 
el anillo es replicado tres veces por defecto en todo el cluster y las localizaciones para una partición 
son almacenadas en el mapeo mantenido por el anillo. Además este componente es responsable de 
determinar qué dispositivos están disponibles por si se produce algún fallo.
La Figura 5.3 pretende explicar detalladamente cómo funciona el anillo en conjunto con el resto de 
elementos que componen Swift. Mediante una función de hash en MD5, en la que el parámetro de 
entrada es la ruta hasta el objeto (cuenta → contenedor → objeto), se obtiene como resultado una 
secuencia  de bits  con la  que  el  anillo  sabrá en qué  partición  se encuentra  dicho objeto y,  por 
consiguiente,  su  localización  en  el  medio  físico  (es  decir,  el  nodo  de  almacenamiento).  Toda 
información  almacenada  en  Swift  será  replicada  el  número  de  veces  indicado  durante  la 
configuración del cluster (3 veces por defecto).
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Fig. 5.3 – Funcionamiento del anillo dentro de Swift
5.1.8.4 Zonas: fronteras de fallos
Swift utiliza las zonas para aislar las fronteras en caso de fallos. Cada porción de dato reside en 
múltiples zonas. En el nivel más bajo, una zona puede ser un único dispositivo o un grupo formado 
por ellos. Como ejemplo si hubiese cinco servidores de almacenamiento de objetos, entonces cada 
servidor representaría una única zona.  Arquitecturas mayores tendrían uno o múltiples racks de 
servidores de objetos, cada uno representando una zona. El objetivo es permitir al cluster tolerar un 
significante número de fallos en los servidores de almacenamiento.
Como hemos mencionado antes, todo en Swift en almacenado al menos tres veces por defecto. Tres 
zonas deberían ser suficientes para permitir  esta situación, pero consideremos que una de estas 
zonas falla. No habría una cuarta zona para que los datos puedan ser replicadas, dejando únicamente 
dos  copias  para  todos  los  datos  almacenados.  Por  tanto,  es  recomendable  contar  con cuatro  o 
incluso cinco zonas configuradas.
Si una zona cae, los datos son replicados hacia otras disponibles. Teniendo al menos cinco zonas 
deja margen suficiente para soportar el fallo de una zona y se dispondrá de capacidad necesaria para 
replicar los datos a través del sistema.
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La Figura 5.4 muestra un ejemplo de lo que ocurre cuando se produce un fallo en alguna de las 
zonas declaradas por Swift.
Fig. 5.4 – Comportamiento de Swift cuando una zona cae
5.1.8.5 Cuentas y contenedores
Cada cuenta y contenedor es  una  base datos  SQLite  individual  que es  distribuida a  través  del 
cluster. Una cuenta contiene la lista de sus contenedores, así como un contenedor contiene la lista de 
sus objetos.
La Figura 5.5 muestra la relación entre las cuentas de usuario, los contenedores que se crean en 
ellas y los objetos que quedan almacenados finalmente en cada contenedor.
Fig. 5.5 – Contenedores y objetos (blobs)
5.1.8.6 Particiones
Una partición es una colección de datos almacenados, incluyendo cuentas, contenedores y objetos y 
es el núcleo del sistema de replicación.
Hay que pensar  en una partición como un recipiente  que se puede mover  a  través  de un gran 
almacén. Eventos individuales se concentran en ese recipiente, el sistema lo trata como una única 
entidad cada vez que se desplaza por el sistema. De esta forma es más fácil mover ese recipiente si 
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contiene una gran cantidad de información. 
El  sistema  de  replicación  y  las  operaciones  sobre  objetos  (cargar/descargar)  operan  sobre 
particiones. A medida que el sistema escala, el comportamiento continúa siendo predecible dado 
que el número de particiones se mantiene fijo. 
La implementación de una partición es conceptualmente simple. Se trata de un directorio situado en 
un disco con su correspondiente tabla de hash de acuerdo a lo que contiene.
La Figura 5.6 define lo que es una partición y su ubicación entre los elementos con los que se 
relaciona.
Fig. 5.6 – Definición gráfica de particiones
5.1.8.7 Replicación
Para asegurar que haya tres copias de cualquier dato, los replicadores examinan continuamente cada 
partición.  En  cada  partición  local  el  replicador  compara  su  contenido  con  las  copias  que  se 
encuentran en las otras zonas para ver si hay diferencias.
A la pregunta de cómo sabe el replicador  que debe actuar, lo hace examinando hashes. Un fichero 
hash es creado en cada partición,  que contiene a su vez hashes de cada directorio de la propia 
partición y cada uno de estos 3 ficheros hash se comparan. Dada una partición, los ficheros hash de 
cada una de las  copias  contenidas en ella  son comparadas y,  si  dichos ficheros son diferentes, 
significa que es hora de replicar y el directorio que necesita esa replicación se sobrescribe.
La Figura 5.7 muestra un ejemplo del proceso que se realiza Swift cuando se ejecuta una réplica de 
datos entre diferentes nodos de almacenamiento.
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Fig. 5.7 – Ejemplo de un proceso de replicación
5.1.8.8 Cómo se fusionan estos elementos
Para describir  cómo funciona todo esto en conjunto,  vamos a  ir  paso a  paso a  través de unos 
escenarios e introducir los componentes.
Operación de carga (upload)
Un cliente usa la API REST para hacer una petición HTTP para cargar un objeto en un contenedor 
existente. El cluster recibe la petición, en primer lugar el sistema debe saber dónde va a ir ese dato.  
Para ello, el nombre de la cuenta,  el del contenedor y el del objeto se usan para determinar la  
partición donde ese objeto debe residir.
Luego el anillo resuelve qué nodos de almacenamiento contienen las particiones en cuestión. A 
continuación, el dato es enviado a cada uno de los nodos dentro de la partición adecuada. Llegados 
a este punto se requiere un quórum – como mínimo dos de las tres escrituras de las copias deben ser 
exitosas antes de notificar al cliente que la operación se ha realizado sin problemas. Finalmente, la 
base de datos del contenedor es actualizada asíncronamente para reflejar el hecho de que hay un 
objeto nuevo creado en él.
Operación de descarga (download)
Una  petición  para  descargar  un  objeto  es  recibida  por  el  cluster,  siguiendo  la  jerarquía 
cuenta/contenedor/objeto. Por medio del hashing, el nombre de la partición es generado y el anillo 
revela  qué  nodos  contienen  esa  partición.  Se  realiza  una  petición  a  uno  de  esos  nodos  de 
almacenamiento para entregar el objeto y, en caso de fallo, se realizan peticiones a los otros nodos.
La Figura 5.8 otorga una visión global del proceso general de interacción entre usuario y Swift en lo 
que ha subida y descarga de datos se refiere.
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     Fig. 5.8 – Proceso general de un usuario interactuando con Swift
5.1.9 Arquitectura de un cluster de Swift
Arquitecturas complejas de alta escalabilidad requieren de un nivel de acceso (Access Tier). Este 
nivel es el punto principal de un sistema de almacenamiento de objetos, dado que atiende peticiones 
entrantes a la API y mueve datos dentro y fuera del sistema. Se compone (a modo front-end) de 
balanceadores de carga, agentes SSL [17], servicios de autenticación y es donde corre el “cerebro” 
del sistema, los procesos del servidor de proxy.
Un detalle a tener en cuenta es que teniendo todos los procesos de acceso a los servidores del 
sistema en un nivel propio, los accesos de lectura y escritura son escalables independientemente de 
la capacidad de almacenamiento. Por ejemplo, si el cluster está en el Internet público, se requiere de 
procesos ssl y tiene una alta demanda de acceso a los datos, se puede aprovisionar de un mayor 
número de servidores de acceso. En cambio, si el cluster se encuentra en una red privada y se usa 
principalmente por motivos de archivística, solo son necesarios unos pocos servidores de acceso.
Típicamente este nivel comprende una colección de servidores de 1U (unidad de rack) [18]. Estas 
máquinas  usan una cantidad moderada  de RAM y son intensivas  en la  gestión de  operaciones 
entrada/salida en red. 
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La Figura  5.9  muestra  un  ejemplo  de  arquitectura  de  un  cluster  con  Swift,  empezando por  la 
conexión a través de Internet hasta llegar finalmente a los nodos de almacenamiento. 
          Fig. 5.9 – Arquitectura de un cluster de Swift
5.1.9.1 Factores a considerar
Tanto si se quiere usar Swift en el ámbito público como en uno privado que conlleve una gran 
cantidad de tráfico de red, el protocolo SSL será usado para encriptar dicho tráfico hacia el cliente.  
Eso supondrá un aumento considerable de carga para establecer las sesiones, de modo que será 
necesario añadir capacidad en la capa de acceso para atender esta situación. En cambio, SSL no será 
requerido si estamos operando dentro de una red de nuestra confianza.
Otro factor a tener en cuenta son los propios servidores de almacenamiento, donde generalmente las 
configuraciones deben contar en cada una de las zonas con la misma capacidad de almacenamiento. 
Los nodos una cantidad razonable de memoria y de CPU. Los metadatos necesitan estar fácilmente 
disponibles para el rápido retorno de objetos. Los servicios que corren dentro de los almacenes de 
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objetos no solo reciben peticiones entrantes desde el nivel de acceso, sino que también ejecutan 
replicadores y auditores. Estos almacenes pueden estar previstos de una interfaz de 1 gigabit o de 10 
gigabits  de  red,  dependiendo  de  la  esperada  carga  de  trabajo  y  del  rendimiento  que  se  quiera 
conseguir [19].
5.1.9.2 Block Storage vs. Blob Storage
Block Storage
Este tipo de almacenamiento otorga el acceso a lo que viene siendo el “metal puro”, es decir, no 
existe el término “fichero” a este nivel, sino que la información se guarda en bloques de tamaño fijo 
y se accede a ellos a través de un bus de interfaz de bajo nivel como SCSI o ATA, que es accesible a  
través de la red. Se puede entender block storage como un sinónimo tecnológico de SAN (storage 
area network). 
Los clientes acceden a los datos por medio del sistema operativo a nivel de dispositivo, es decir, 
montando el dispositivo remoto como si de un disco físico en local se tratase (por ejemplo, usando 
el comando mount de Linux). Por ello, el usuario final es el responsable de crear las particiones y de 
formatear dicho dispositivo. Los servidores de base de datos suelen usar esta tecnología. 
Blob Storage
Este tipo de almacenamiento no provee acceso a filas de bloques de datos,  ni  tampoco acceso 
basado en ficheros, sino a objetos completos o blobs (binary large objects), expuestos a través de 
una interfaz HTTP con una API REST en la mayoría de los casos. Todos los accesos a los datos por 
parte del cliente se realizan a nivel de usuario, es decir, el sistema operativo desconoce la presencia 
de este sistema de almacenamiento remoto.
Ejemplos de casos de uso de esta tecnología son: copias de seguridad, almacenamiento variado de 
archivos multimedia, contenido estático de páginas web como scripts o imágenes, etc.
5.1.9.3 El Teorema CAP
En teoría de la ciencia computacional, este teorema (también conocido como el teorema de Brewer) 
establece que es imposible para un sistema de cómputo distribuido garantizar simultáneamente:
– consistencia: (consistency)todos los nodos ven la misma información al mismo tiempo
– disponibilidad: (availability) garantizar que toda petición a un nodo recibe la confirmación 
de que se ha resuelto o no satisfactoriamente
– tolerancia  de  fallos:  (partition  tolerance) que  el  sistema  siga  funcionando  aunque  se 
produzca algunas pérdidas de información o fallos parciales en el sistema
 
En el caso de OpenStack Swift, se sacrifica la consistencia en favor de la disponibilidad y de la  
tolerancia de fallos en la red. Esta elección permite al sistema escalar de forma considerable, pero 
también es cierto que en algunos escenarios, algunos datos no puedan ser actualizados a través de 
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todo el sistema. Un ejemplo claro: el resultado de listar un contenedor puede no estar actualizado 
tras  la  escritura de un nuevo objeto,  por ello  Swift  lo que hace es encolar  dicha operación de 
actualización de listado y notificar la escritura como satisfactoria. Este modelo de consistencia se 
conoce como “consistencia eventual”.
5.1.9.4 Sistema de autenticación
Desde  la  creación  de  Swift,  ha  habido  diferentes  soluciones  para  tratar  el  problema  de  la 
autenticación de usuarios. 
Primero se optó por "devauth" pero esta solución se ha quedado obsoleta. Más tarde se apostó por 
un proyecto externo llamado "swauth". 
En la actualidad, solo dos soluciones se mantienen vigentes: "tempauth", que es la elegida para la 
integración de Swift en Abiquo, y "keystone". 
Keystone Auth 
Keystone  es  en  la  actualidad  el  método  de  autenticación  común  para  todos  los  proyectos  de 
OpenStack, es decir, la misma cuenta y credenciales para trabajar con máquinas virtuales puede 
servir para trabajar con un contenedor en Swift. De esta forma se las políticas de autorización se ven 
reforzadas a nivel de servicio y no quedan centralizadas. 
Keystone comprende cuatro componentes básicos: identidad, política, token y catálogo 
- identidad: 
– el tenant (inquilino) es la unidad básica de propiedad y abarca todos los recursos de 
OpenStack (máquina virtual, volumen, contenedor, etc) 
– el usuario que se identifica a través de unas credenciales
– el role que sirve para relacionar tenant con usuario 
- política: 
– un fichero que configura una regla que se utiliza como mecanismo para la autorización y 
que se utiliza en la ejecución de los servicios
- token: 
– un String arbitrario para ser usado en las cabeceras HTTP y que puede ser obtenido 
mediante los servicios
- catálogo: 
– conjunto de servicios de OpenStack: identidad, cómputo, volumen, imágen virtual, ec2, 
etc.
TempAuth 
Este sistema de autenticación se basa en la arquitectura RackSpace, cuyos componentes básicos 
son: 
- la parte de autenticación/autorización puede ser un sistema externo o un subsistema que se ejecuta 
en Swift 
- el usuario de Swift utiliza el token en cada petición 
57
Integración del proyecto Swift de Openstack en la plataforma cloud de Abiquo
- Swift valida cada token usando o bien el sistema externo de autenticación o bien el subsistema y 
guarda el resultado en caché 
- el token no cambia por cada petición que se realice pero sí tiene un tiempo de expiración 
El token puede ser transmitido a Swift usando la cabecera "X-Auth-Token" o "X-Storage-Token", 
ambas tienen el mismo formato, dado que son un String representando el token. Algunos sistemas 
usan tokens UUID, otros un hash MD5 dado un valor único, etc. 
Swift realiza llamadas al sistema de autenticación para que valide el token. Una vez validado, ese 
sistema responde con un valor que corresponde al tiempo de expiración en segundos a partir de ese 
instante. Finalmente, Swift guardará en caché el token hasta que se cumpla dicho plazo. Además el 
token sirve para comprobar los permisos del usuario en cuestión, es decir, si es un superadmin, 
storage account admin o un usuario normal.
5.2 La integración de Swift en Abiquo
La integración ha de encajar con la tecnología descrita. En las siguientes secciones se ofrece una 
descripción en profundidad de cómo está diseñada y por qué se ha hecho así.
5.2.1 Arquitectura RESTful
En  el  apartado  3.5.4  se  ha  explicado  un  caso  general  de  una  arquitectura  multinivel  para  la 
construcción de  servicios  web RESTful.  La  siguiente  ilustración  (Figura  5.10)  muestra  el  caso 
concreto de Abiquo, que servirá para describir cómo se ha realizado la integración paso a paso. 
Concretamente en el caso de Abiquo en la capa del cliente se usa Apache Flex, tecnología con la  
que se implementa la interfaz de usuario. La otra diferencia con respecto al caso del apartado 3.5.4 
reside en la  capa de presentación,  donde en la  plataforma se usa Apache Wink,  un framework 
específico para el desarrollo de servicios web RESTFul.
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     Fig. 5.10 – Arquitectura RESTFul aplicada al caso de Abiquo
5.2.2 Abiquo API
En esta sección se pretende explicar de forma general cómo está diseñada la API de la empresa 
Abiquo [20], en la cual se ha integrado el proyecto Swift.
Se trata de una API REST que usa Apache Wink [21] como framework REST y corre bajo un 
contexto de Spring [22]. Cuando se diseñó el objetivo era el de establecer varias consideraciones 
que no se deberían romper para ofrecer coherencia en el proceso de desarrollo y una guía para los 
nuevos desarrolladores. Dichas consideraciones residen en cómo están definidas las diferentes capas 
de la arquitectura de la API.
Capas:
Capa de recurso:
– ésta es la única que recibe las peticiones HTTP al cliente de la API
– debe llamar a la capa de servicio para delegar la lógica de negocio
– nunca debe llamar a otro método expuesto en la API o clase dentro de esta misma capa
– es la única capa que trata con DTOs (Data Transfer Objects) [23]
– las propiedades que se obtienen de los atributos RESTLink de los DTOs se deben pasar 
a la capa de servicio como parámetros de método
– debe informar mediante Logs a nivel INFO para los métodos POST, PUT y DELETE y 
nunca para los métodos GET
–  un método de la capa de recurso debe devolver únicamente sus DTOs relacionados y 
otras llamadas ejecutadas por acciones deben devolver links
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Capa de servicio:
– es la que implementa la lógica de negocio
– debe llamar a la capa Repo para obtener los objetos persistidos, nunca los DAOs. Es 
más, los DAOs deben permanecer ocultos y cada servidor tiene que ser un único Repo
– debe ofrecer firmas de métodos que puedan ser probados mediante tests unitarios
– no debe tener dependencia de la API REST
– los logs a nivel DEBUG se usan bajo la responsabilidad del desarrollador
– las trazas de los logs serán para los métodos de creación, modificación y eliminación
– trazas de excepciones solo para códigos de error del tipo 5XX (HTTP Status CODE) 
[24]
– se encarga de las validaciones de seguridad y de lógica
– cuando  recupera  una  instancia  a  través  de  un  método  GET,  debe  llamar  a  toda  la 
jerarquía  para  recibir  el  objeto  (ejemplo:  findMachine(Integer  datacetnerId,  Integer 
rackId, Integer machineId))
– debe administrar su propia jerarquía de excepciones
Capa repo:
– esta capa es básicamente un contenedor de DAOs
– los DAOs pueden ser usados por diferentes Repos y cada uno debe usar los DAOs que 
necesite sin problemas
– los métodos de esta capa no pueden ejecutar ninguna lógica de negocio ni validaciones, 
es únicamente un paso intermedio
Capa de DAO:
– debe ser oculta para todas las clases de la plataforma excepto para la capa repo
– a  la  hora  de  hacer  búsquedas  en  base  de datos  se  usan  tanto  Criterias  [25]  o,  para 
peticiones más complejas, NamedQueries [26]
5.2.3 Adaptación de la API para la integración
Para la integración de Swift, se ha tenido que añadir varios elementos en la API para satisfacer los 
requisitos funcionales acordados con la empresa Abiquo. A continuación se nombran los cambios 
efectuados dentro de cada capa correspondiente.
5.2.3.1 Capa de recursos
Contiene los recursos necesarios para recibir las peticiones que tienen como objetivo la creación, 
listado, modificación y eliminación de los componentes necesarios para operar con Swift.
• BlobStoragesResource:  contiene  los  métodos  para  la  creación  (POST)  de  un  servicio 
blobstorage y para obtener (GET) los datos de los servicios previamente creados, en caso de 
que existan. Nota: en la sección 4.1 que como máximo habrá un único servicio por empresa, 
luego  la  operación  para  obtenerlos  todos  se  ha  implementado  por  seguir  las  pautas  de 
programación que se han marcado para el resto de los recursos en la API.
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Métodos:
– getBlobStorages:  dado un identificador de empresa devuelve un BlobStoragesDto, una 
colección de BlobStorageDtos donde cada uno representa un servicio de blobstorage
– createBlobStorage: dado un identificador de empresa y un BlobStorageDto, devuelve un 
BlobStorageDto con el objeto blobstorage creado
• BlobstorageResource:  contiene los métodos para obtener (GET), para modificar (PUT) y 
para borrar (DELETE) los datos de un servicio blobstorage determinado. También existe un 
método para  que un enterprise  admin pueda saber  qué zonas  están  habilitadas  para  ese 
blobstorage, lo que le resultará útil a la hora de crear contenedores (recordar que este tipo de 
usuarios no tiene privilegios para operar con las zonas)
Métodos:
– getBlobStorage:  dado un identificador de empresa y otro de blobstorage, devuelve un 
BlobStorageDto que contiene la información del blobstorage requerido
– getBlobStorageZones:  dado un identificador de empresa y otro de blobstorage, devuelve 
enlaces con información acerca de las zonas habilitadas
– modifyBlobStorage:   dado  un  identificador  de  empresa,  otro  de  blobstorage  y  un 
BlobStorageDto  con  los  nuevos  parámetros  del  blobstorage,  devuelve  un 
BlobStorageDto con la información del blobstorage modificado
– deleteBlobStorage:  dado un identificador de empresa y otro de blobstorage, se elimina 
dicho blobstorage
 
– BlobstorageZonesResource:  contiene  los  métodos  para  la  creación  (POST)  de  una 
allowedzone  y  para  obtener  (GET)  las  allowedzones  de  un  servicio  blobstorage, 
dependiendo de  si  se  quiere saber  qué zonas  están disponibles,  las  que  ya han sido 
creadas o ambos conjuntos
Métodos:
– getAllowedZones:  dado un identificador  de  empresa,  otro  de  blobstorage  y  un valor 
dentro  del  conjunto  {ALL,  ALLOWED,  AVAILABLE}  devuelve  un 
BlobStorageZonesDto,  una  colección  de  BlobStorageZoneDtos  donde  cada  uno 
representa una zona acorde con el valor demandado
– createAllowedZone:   dado  un  identificador  de  empresa,  otro  de  blobstorage  y  un 
BlobStorageZoneDto,  devuelve  un  BlobStorageZoneDto  con  el  objeto  allowedzone 
creado
• BlobstorageZoneResource:  contiene  los  métodos  para  obtener  (GET)  y  para  eliminar 
(DELETE) una allowedzone determinada
Métodos:
– getAllowedZone:   dado  un  identificador  de  empresa,  otro  de  blobstorage  y  otro  de 
allowedzone, devuelve un BlobStorageZoneDto con la allowedzone requerida
– deleteAllowedZone:  dado un identificador  de empresa,  otro de blobstorage y otro de 
allowedzone, elimina la correspondiente allowedzone
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• BlobstorageContainersResource: contiene los métodos para obtener (GET) los contenedores 
existentes en un blobstorage con una allowedzone previamente creada, para crear (POST) 
contenedores nuevos y para que se efectúe una operación de refresco, con el fin de actualizar 
la relación entre contenedores y usuarios que tienen acceso a ellos (véase sección 4.1)
Métodos:
– getContainers:  dado  un  identificador  de  empresa,  otro  de  blobstorage  y  otro  de 
allowedzone,  devuelve  un  BlobStorageContainersDto  que  es  una  colección  de 
BlobStorageContainerDtos donde cada uno representa un contenedor
– getContainersRefresh: dado un identificador de empresa, otro de blobstorage y otro de 
allowedzone, actualiza la relación entre los contenedores actuales y los usuarios que 
tienen permisos para operar con ellos
– createContainer:  dado  un  identificador  de  empresa,  otro  de  blobstorage,  otro  de 
allowedzone y un BlobStorageContainerDto, devuelve un BlobStorageContainerDto con 
el objeto container creado
• BlobstorageContainerResource:  contiene los métodos para obtener (GET) el nombre y los 
usuarios  de  un  contenedor,  para  añadir  o  eliminar  usuarios  (PUT)  y  para  borrar  dicho 
contenedor (DELETE)
Métodos:
– getContainer:  dado  un  identificador  de  empresa,  otro  de  blobstorage,  otro  de 
allowedzone y el nombre de un contenedor, devuelve un BlobStorageContainerDto con 
información del contenedor requerido y enlaces a los usuarios que tienen acceso a él
– modifyContainer:  dado  un  identificador  de  empresa,  otro  de  blobstorage,  otro  de 
allowedzone y el nombre de un contenedor, devuelve un BlobStorageContainerDto con 
la información actualizada del contenedor requerido. En este método se puede modificar 
la cantidad de usuarios que tienen acceso a este contenedor.
– deleteContainer:  dado  un  identificador  de  empresa,  otro  de  blobstorage,  otro  de 
allowedzone y el nombre de un contenedor, elimina el correspondiente contenedor
• BlobsResource:  contiene  los  métodos  para  obtener  (GET)  los  blobs  de  un  contenedor 
determinado y para crearlos (POST). En esta última operación hay que hacer hincapié en 
que en realidad, lo que ocurre al crearlos es que se genera la URI al cluster del blobstorage a 
donde hay que subir el blob, añadiendo el archivo con el que se crea el blob. Esta URI 
contiene la URL del proxy que atiende las peticiones más el contenedor destinatario del blob
Métodos:
– getBlobs: dado un identificador de empresa, otro de blobstorage, otro de allowedzone y 
el nombre de un contenedor, devuelve un BlobsDto que es una colección de BlobDtos 
donde cada uno representa un blob
– createBlob: dado un identificador de empresa, otro de blobstorage, otro de allowedzone 
y  el  nombre  de  un  contenedor,  devuelve  un  TemporaryRedirectDto  con  toda  la 
información necesaria para que el usuario que ejecuta este método pueda subir un blob. 
• BlobResource:  contiene  los  métodos  para  obtener  (GET)  la  información  de  un  blob  en 
concreto o para eliminarlo (DELETE) dentro de un contenedor determinado. Además existe 
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otro  método  para  obtener  (GET)  la  URI  completa  desde  el  cluster  para  descargar  el 
contenido de ese blob en la máquina local desde donde se realiza la petición.
Métodos:
– getBlob: dado un identificador de empresa, otro de blobstorage, otro de allowedzone, el 
nombre de un contenedor y el nombre de un blob, devuelve un BlobDto con información 
acerca del blob requerido.
– getBlob: dado un identificador de empresa, otro de blobstorage, otro de allowedzone, el 
nombre de un contenedor y el nombre de un blob, devuelve un TemporaryRedirectDto 
con los datos necesarios para descargar el blob requerido.
– deleteBlob:  dado un identificador de empresa, otro de blobstorage, otro de allowedzone, 
el nombre de un contenedor y el nombre de un blob, elimina el blob correspondiente
5.2.3.2 Capa de DTOs
Los DTOs son necesarios  para la  comunicación entre  la  capa de recursos y la  de servicios.  A 
continuación se nombrará los diferentes tipos de DTOs y una descripción de los mismos, cuya 
implementación ha sido necesaria para la integración:
– BlobStoragesDto: representa una colección de BlobStorageDtos
– BlobStorageDto:  contiene  los  parámetros  que  crean  un  blobstorage,  es  decir:  id,  uri, 
provider, credentials, password, junto con sus métodos consultores y modificadores
– BlobStorageZonesDto: representa una colección de BlobStorageZoneDtos
– BlobStorageZoneDto:  contiene los parámetros necesarios para crear una allowedzone, es 
decir: id, name, junto con sus métodos consultores y modificadores
– BlobStorageContainersDto: representa una colección de BlobStorageContainerDtos
– BlobStorageContainerDto: contiene los parámetros necesarios para crear un contenedor, es 
decir: name, junto con el método consultor y modificador
– BlobsDto: representa una colección de BlobDtos
– BlobDto: contiene los parámetros que devuelve un blob, es decir: name, lenght, uri, authkey, 
junto con sus métodos consultores y modificadores.
– TemporaryRedirectDto:  contiene los parámetros necesarios para subir y bajar un blob, es 
decir: location y token, con sus métodos consultores y modificadores
5.2.3.3 Capa de servicio
Esta capa implementa la lógica de negocia y es el siguiente paso después de la capa de recursos. A 
continuación se expondrán los métodos que conforman las diferentes partes de este nivel:
• BlobStorageService: en este nivel se encuentran los métodos a los que se llama directamente 
desde la capa de recursos, que son:
– getBlobStorageByEnterprise: dado un identificador de una empresa devuelve un objeto 
blobstorage correspondiente a dicha empresa
– getBlobStorage:  dado un identificador de una empresa y otro de blobstorage, devuelve 
un objeto blobstorage correspondiente a los parámetros de entrada
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– addBlobStorage:  dado un identificador de una empresa y un blobstorageDto, devuelve 
un objeto blobstorage con los parámetros indicados en el Dto.
– createBlobStorage:  recibe  como  parámetros  de  entrada  la  información  del 
blobstorageDto entrante en el método anterior. Dichos parámetros son: enterprise, uri, 
provider,  credentials  y  password.  En  caso  de  que  esta  información  sea  correcta, 
devolverá el objeto blobstorage que se ha persistido en base de datos.
– modifyBlobStorage:  dado  un  identificador  de  empresa,  otro  de  blobstorage  y  un 
blobstorageDto,  devuelve  un objeto  blobstorage  correspondiente  a  los  parámetros  de 
entrada y modificado con la información del Dto. Dicha modificación se verá reflejada 
en base de datos
– deleteBlobStorage: dado un objeto blobstorage, elimina dicho objeto de la base de datos. 
Este  método  deja  intacta  toda  la  información  que  guardaba  ese  blobstorage,  como 
medida preventiva para evitar pérdida de datos en caso de error de configuración por 
parte del usuario responsable (es decir, un usuario con privilegios de cloud admin)
– deleteBlobStorageComplete: dado un objeto blobstorage, elimina dicho objeto de la base 
de datos después de haber borrado todos sus blobs y contenedores. En otras palabras, no 
deja rastro de información tanto en la plataforma de Abiquo como en el propio cluster de 
Swift
– getAllowedZonesByBlobStorage:  dado  un  identificador  de  empresa  y  otro  de 
blobstorage, devuelve una lista de allowedzones creadas en el blobstorage requerido
– getAllowedZoneByBlobStorage: dado un identificador de empresa, otro de blobstorage y 
otro de allowedzone, devuelve la allowedzone requerida
– addAllowedZone:  dado  un  identificador  de  empresa,  otro  de  blobstorage  y  un 
blobstorageZoneDto,  devuelve  una  allowedzone  creada  con  la  información  del  Dto 
entrante
– validateZones:  dado  un  identificador  de  empresa,  otro  de  blobstorage  y  un 
blobstorageZonesDto, verifica para cada una de las zonas del Dto entrante si éstas están 
disponibles en el blobstorage actual. Hay otro método llamado validateZone que hace la 
misma comprobación pero de una única zona
– deleteAllowedZone:  dado un identificador  de empresa,  otro de blobstorage y otro de 
allowedzone, elimina de la base datos la correspondiente zona
– getBlobStorageZonesAvailable: dado un identificador de empresa y otro de blobstorage, 
devuelve una lista con los nombres de las zonas disponibles del blobstorage requerido
– listContainers:  dado  un  identificador  de  empresa,  otro  de  blobstorage  y  otro  de 
allowedzone,  devuelve  una  lista  con  los  nombre  de  los  contenedores  creados  en  el 
blobstorage requerido. Cabe recordar que se precisa al menos de una zona habilitada 
para trabajar con contenedores
– createContainer:  dado  un  identificador  de  empresa,  otro  de  blobstorage,  otro  de 
allowedzone, un nombre para el contenedor y una lista de links, devuelve ese mismo 
nombre  con el  que se ha creado el  contenedor  y se  ha  persistido en  base  de datos, 
otorgando permisos para que pueda ser operado por los usuarios representados en la lista 
de links en los parámetros de entrada
– modifyContainer:  dado  un  identificador  de  empresa,  otro  de  blobstorage,  otro  de 
allowedzone, un nombre de contenedor, una uri, un token y una lista de links, devuelve 
el nombre del contenedor requerido, al cual los usuarios representados por la lista de 
links ahora tienen permisos para operar con él.  La uri representa la ruta completa hacia 
el contenedor dentro del cluster y el token del usuario que invoca la operación (ya sea 
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cloud admin o enterprise admin), es necesario para realizar la modificación.
– getContainer:   dado  un  identificador  de  empresa,  otro  de  blobstorage,  otro  de 
allowedzone y un nombre de contenedor, devuelve el nombre del contenedor requerido 
tras buscarlo en el cluster
– getContainerByName:  dado  un  nombre  de  contenedor,  devuelve  el  objeto  requerido 
desde la base de datos
– getContainerByUser: dado un identificador de empresa, otro de usuario y un nombre de 
contenedor, devuelve desde la base de datos el contenedor requerido perteneciente al 
identificador de usuario requerido
– deleteContainer:  dado  un  identificador  de  empresa,  otro  de  blobstorage,  otro  de 
allowedzone y el nombre de un contenedor, elimina tanto de la base de datos como del  
cluster el contenedor demandado
– modifyContainer:   dado  un  identificador  de  empresa,  otro  de  blobstorage,  otro  de 
allowedzone, el nombre de un contenedor, una URI, un token y una lista de enlaces, 
devuelve el contenedor requerido con la lista de enlaces a los usuarios que ahora tienen 
permisos de lectura y escritura a ese contenedor. Para realizar esta operación es necesaria 
la URI hacia el cluster y el token de autenticación del usuario que está realizando esta 
modificación, es decir, el token de un cloud admin o de un enterprise admin
– refreshStatus:   dado  un  identificador  de  empresa,  otro  de  blobstorage,  otro  de 
allowedzone,  el  nombre  de  un  contenedor,  una  URI  y  un  token,  se  realiza  una 
comprobación entre la base de datos y el cluster para garantizar que tanto la existencia 
de contenedores como los permisos actuales en cada uno de ellos sean iguales tanto 
desde el punto de vista de Swift como de Abiquo
– listBlobs: dado un identificador de empresa, otro de blobstorage, otro de allowedzone y 
el  nombre  de  un  contenedor,  devuelve  una  lista  de  con  los  nombres  de  los  blobs 
actualmente existentes dentro del contenedor requerido
– getBlob:  dado un identificador de empresa, otro de blobstorage, otro de allowedzone, el 
nombre de un contenedor y el nombre de un blob, devuelve el nombre del blob requerido 
junto con el tamaño que ocupa el archivo contenido
– deleteBlob:  dado un identificador de empresa, otro de blobstorage, otro de allowedzone, 
el nombre de un contenedor y el nombre de un blob, elimina en Swift el blob demandado
A continuación se nombrarán unos métodos que también residen en esta capa de servicio pero que 
no son accesibles directamente por ningún tipo de usuarios de Abiquo. Son métodos auxiliares que 
son ejecutados para que realicen subtareas complementarias, con el fin de que se realicen de forma 
satisfactoria las funciones previamente nombradas:
– getBlobSize:  dado  un  identificador  de  empresa,  otro  de  blobstorage,  otro  de 
allowedzone, el nombre de un contenedor y el nombre de un blob, devuelve el tamaño 
del espacio que ocupa el archivo del blob requerido
– getToken: dado un identificador de empresa y otro de blobstorage, devuelve el token de 
autenticación del usuario que ejecuta este método, ya sea cloud admin, enterprise admin 
o user
– getTokenAdmin:  dado un identificador de empresa y otro de blobstorage, devuelve el 
token  de  autenticación  del  enterprise  admin.  Este  token  será  necesario  para  otros 
métodos que requieran de privilegios para operar con contenedores o con blobstorage 
que el user no es capaz de ejecutar
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– getURI:  dado un identificador de empresa y otro de blobstorage, devuelve la URI del 
servicio blobstorage requerido.  Esta URI es la que conecta Abiquo con el  proxy del 
cluster de Swift
– setCors: dado un identificador de blobstorage, un token de autenticación, una URI y el 
nombre de un contenedor, habilita el mecanismo “CORS” para las operaciones de carga 
y descarga de blobs del contenedor requerido desde Abiquo
CORS: Cross-origin resource sharing, es un mecanismo que permite a una página web hacer 
peticiones XMLHttp a otro dominio, en otras palabras, define el camino para que el código 
del  navegador (por  ejemplo,  Javascript)  y  el  servidor,  que se encuentra  en un dominio  
diferente de donde surgen las peticiones, puedan interactuar [27].
Swift soporta peticiones CORS a nivel de contenedores y blobs [28]. En este caso se ha  
optado por que cada vez que se crea un contenedor, a éste se le habilitan las siguientes  
cabeceras para que se pueda operar con él sin problemas: 
– X-Container-Meta-Access-Control-Allow-Origin: *
– X-Container-Meta-Access-Control-Allow-Headers:  X-Auth-Token,  X-Container-Meta-
Access-Control-Allow-Origin,  X-Container-Meta-Access-Control-Expose-Headers,  X-
Account-Meta-Temp-URL-Key, Content-Type, Content-length
– X-Container-Meta-Access-Control-Expose-Headers: X-Auth-Token 
– setTempUrlKey:  dado un identificador de blobstorage, un token de autenticación, una 
URI y un valor, a dicho servicio de blobstorage se le asigna ese valor como metadata con 
el fin de que sea posible realizar la operación de descarga del contenido de un blob en 
concreto desde el navegador. Los detalles de se explicarán en el siguiente capítulo
– getTempUrlKey:  dado un identificador de empresa y otro de blobstorage, devuelve el 
valor  (key) que se le  ha asignado a ese servicio para poder  realizar la  operación de 
descarga del contenido de un blob
– setPermissionsToContainer:  dado  un  identificador  de  blobstorage,  un  token  de 
autenticación, una URI, el nombre de un contenedor, el nombre de una empresa y el 
nombre  de  un  usuario,  otorga  los  permisos  de  lectura  y  escritura  para  el  usuario 
requerido dentro del contenedor indicado
– getTempUrl: dado el identificador de una empresa, otro de blobstorage, un método de la 
API REST (GET, POST, PUT, DELETE), una key y una localización, devuelve la URL 
temporal a la que hay que acceder para descargar el  contenido del blob, que vendrá 
indicado por la localización (el path completo hasta dicho blob dentro del cluster)
Seguidamente se encuentra la capa de abstracción para definir qué tipo de proveedor de blobstorage 
se está usando y, dependiendo del mismo, se usará un conjunto de métodos u otros, englobados en 
otra capa denominada driver. Esta capa de abstracción es la “BlobStorageDriverFactory”  (véase 
ilustración siguiente). Como el proyecto está basado en la integración de Abiquo con Swift,  de 
momento solo se ha implementado el  “SwiftDriver”, usando los métodos de la librería Jclouds y 
que tienen como objetivo comunicarse directamente con el cluster definido en la creación del objeto 
blobstorage, ejerciendo la función encomendada desde la capa BlobStorageService. Dichos métodos 
son:
– checkConnection:  comprueba la  conexión entre  el  objeto blobstorage y el  cluster  de 
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Swift al que hace referencia. Este método se ejecuta cuando se vaya a crear o modificar 
un  servicio,  verificando  que  los  parámetros  para  la  creación  o  modificación  sean 
correctos. Devuelve un valor booleano acorde con el éxito en el establecimiento de la 
conexión
– getAvailableZones: devuelve la lista de las zonas disponibles del servicio Swift
– createContainer:  dado unas credenciales, un password, una allowedzone y un nombre, 
devuelve el contenedor creado con el nombre requerido
– modifyContainerSetPermissions:  dado unas credenciales, un password, un nombre de 
empresa,  un nombre  de usuario,  un nombre  de contenedor,  una URI y un token de 
autenticación, devuelve el nombre del contenedor al que se le ha añadido permisos de 
lectura y escritura para el usuario requerido
– getContainer:  dado  un  nombre,  devuelve  el  nombre  del  contenedor  requerido  tras 
buscarlo en el cluster
– listContainers:  dado  un  objeto  blobstorage,  un  nombre  de  empresa,  un  nombre  de 
usuario y una allowedzone,  devuelve una lista  con los nombres de los  contenedores 
existentes
– deleteContainer:  dado unas credenciales, un password y el nombre de un contenedor, 
devuelve el nombre del contenedor requerido tras haberse eliminado
– listBlobs: dado un objeto blobstorage, un nombre de empresa, un nombre de usuario y 
un nombre de contenedor, devuelve una lista con los nombres de los blobs existentes en 
el contenedor requerido
– getBlob: dado el nombre de un contenedor y el de un blob, devuelve el nombre del blob 
requerido tras buscarlo en el contenedor indicado dentro del cluster
– deleteBlob:  dado unas  credenciales,  un  password,  el  nombre  de  un  contenedor  y  el 
nombre de un blob, devuelve el nombre del blob requerido tras ser eliminado
– getBlobSize:  dado un token, una URI, el nombre de un contenedor y el nombre de un 
blob, devuelve el tamaño del espacio que ocupa el archivo del blob requerido
– getToken:  dado  un  objeto  blobstorage,  un  nombre  de  usuario  y  el  nombre  de  una 
empresa, devuelve el token de autenticación del usuario requerido
– getURI: dado un objeto blobstorage, un nombre de usuario y el nombre de una empresa, 
devuelve la URI hacia el cluster del blobstorage requerido
– setCORS: dado un token de autenticación,  una  URI  y  el  nombre  de un contenedor, 
habilita el mecanismo CORS para el contenedor requerido
– getOwners:  dado un token de autenticación, una URI y el nombre de un contenedor, 
devuelve una lista  con los usuarios que tienen permisos de lectura y escritura a ese 
contenedor
– getTempUrlKey: dado un token de autenticación y una URI, devuelve el valor (key) que 
se le ha asignado al servicio
– setTempUrlKey: dado un token de autenticación, una URI y un valor, se asigna ese valor 
como metadata al servicio
– getTempUrl: dado un método de la API REST (GET, PUT, POST, DELETE), una key y 
una localización, devuelve la URL temporal a la que hay que acceder para descargar el 
contenido del blob, que vendrá indicado por la localización
Finalmente se ha implementado la capa SwiftConnection, cuyo objetivo es operar directamente con 
el cluster a fin de consultar información y establecer configuraciones, manipulando las cabeceras 
necesarias para cumplir las post-condiciones de métodos anteriormente nombrados. Sus métodos:
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– SwiftConnection:  dado  un  objeto  blobstorage,  unas  credenciales  y  un  password, 
devuelve un objeto de esta misma capa. Se trata de un método constructor que crea un 
contexto (usando la librería Jclouds) bajo el cual se opera directamente sobre el cluster 
de Swift
– check: verifica que el actual contexto es válido y que se crea una conexión con el cluster
– getToken:  dado  un  objeto  blobstorage,  un  nombre  de  usuario  y  el  nombre  de  una 
empresa,  devuelve un objeto  ClientResponse con la  respuesta al  acceder  al  token de 
autenticación con los parámetros requeridos
– getBlobSize:  dado un token de autenticación, una URI, un nombre de contenedor y un 
nombre de blob, devuelve un objeto ClientResponse con la respuesta a la petición para 
obtener el tamaño que ocupa el archivo que contiene el blob requerido
– setPermissionsToContainer:  dado un token de autenticación, una URI, un nombre de 
contenedor,  un  nombre  de  empresa  y  un  nombre  de  usuario,  devuelve  un  objeto 
ClientResponse con la respuesta a la petición realizada para modificar los permisos de 
lectura y escritura y otorgarlos al usuario demandado en el contenedor requerido
– setTempUrlKey: dado un token de autenticación, una URI y una key, devuelve un objeto 
ClientResponse con la respuesta a la petición para asignar el valor de la key requerida al 
servicio actual
– getTempUrlKey:  dado  un  token  de  autenticación  y  una  URI,  devuelve  un  objeto 
ClientResponse con  el  resultado  de  la  petición  para  obtener  el  valor  de  la  key  del 
servicio
– setCORS:  dado un token de autenticación,  una  URI  y  el  nombre  de un contenedor, 
devuelve un objeto  ClientResponse con la respuesta a la modificación del contenedor 
requerido  tras  haberle  habilitado  el  mecanismo  CORS,  modificando  las  cabeceras 
pertinentes
– HMAC_SHA1_encode: dado un método de la API REST (GET, POST, PUT, DELETE), 
una key y una localización, devuelve una firma resultante de aplicar un algoritmo de 
encriptación  que  engloba  los  parámetros  de  entrada.  Esta  firma  será  necesaria  para 
obtener  la  URL temporal  de  descarga  de  un  blob.  Los  detalles  de  este  proceso  se 
explicarán en el capítulo siguiente
– getOwners:   dado un token de autenticación, una URI y el nombre de un contenedor, 
devuelve  un  objeto  ClientResponse con  la  respuesta  a  la  petición  para  obtener  los 
usuarios que tienen permisos de lectura y escritura al contenedor requerido
• UserService: esta capa es la que se encarga de gestionar los usuarios de Abiquo y a la que se 
ha añadido métodos necesarios para administrar la relación entre contenedores y usuarios 
que disponen de acceso a los mismos. Dichos métodos son:
– getContainersByUser:  dado  un  identificador  de  usuario,  devuelve  la  lista  con  los 
contenedores a los que el usuario requerido tiene permisos de lectura y escritura
– addContainer:  dado un identificador de empresa,  otro de usuario y el  nombre de un 
contenedor,  devuelve  la  lista  con  los  contenedores  del  usuario  requerido  más  el 
contenedor indicado como parámetro de entrada
– deleteContainer:  dado un identificador de empresa, otro de usuario y el nombre de un 
contenedor,  devuelve  la  lista  con  los  contenedores  del  usuario  requerido  menos  el 
contenedor indicado como parámetro de entrada
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– getUsersByContainer: dado un identificador de contenedor, devuelve la lista de usuarios 
que tienen acceso al contenedor requerido
5.2.3.4 Capa Repo
Esta capa es un contenedor de DAOs y se ha modificado ligeramente, añadiendo métodos para el 
correcto funcionamiento de la integración.
• EnterpriseRep:  esta  sección  es  responsable  de  acceder  a  los  métodos  contenidos  en 
EnterpriseDAO, UserDAO y ContainerDAO. Las modificaciones que ha recibido esta capa 
son:
– getContainersByUser:  dado  un  identificador  de  usuario,  devuelve  la  lista  con  los 
contenedores a los que tiene acceso el usuario requerido
– getUsersByContainer: dado un identificador de contenedor, devuelve la lista de usuarios 
que tienen acceso al contenedor requerido
– getContainerByName: dado un nombre, devuelve el contenedor con el nombre requerido
5.2.3.5 Capa de DAO
Esta capa se encarga de hacer de enlace entre la base de datos y el resto de las otras capas. Para la 
integración se ha implementado los siguientes DAOs:
• BlobStorageDAO: se encarga de hacer búsquedas a la tabla blob_storage en base de datos. 
Sus métodos son:
– findByEnterprise:  dado un identificador  de empresa,  devuelve  un objeto  blobstorage 
correspondiente al servicio que la empresa requerida tiene habilitado
– findById:  dado  un  identificador,  devuelve  un  objeto  blobstorage  acorde  con  el 
identificador requerido
• AllowedZoneDAO: accede directamente a la tabla allowed_zone en base de datos y hace las 
pertinentes búsquedas. Sus métodos son:
– findByBlobStorage:  dado  un  identificador  de  blobstorage,  devuelve  la  lista  con  las 
allowedzones correspondientes al blobstorage requerido
– findByName:  dado un identifacdor de blobstorage y un nombre de zona,  devuelve la 
allowedzone que corresponde a los parámetros requeridos
– findById:  dado  un  identificador,  devuelve  un  objeto  allowedzone  acorde  con  el 
identificador requerido
• ContainerDAO: se encarga de hacer búsquedas a la tabla container. Sus métodos son:
– findByAllowedZone:  dado un identificador  de allowedzone,  devuelve  la  lista  con los 
contenedores que se encuentran en la allowedzone requerida
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– findByName:  dado un nombre,  devuelve el  objeto  container que contiene el  nombre 
requerido
– findById:  dado un identificador,  devuelve el  objeto  container  acorde al  identificador 
requerido
• UserDAO: accede directamente a la tabla user en base de datos para realizar las búsquedas 
necesarias.  Este DAO ya existía en la versión oficial  de Abiquo pero ha sido necesario 
añadir algunos métodos para poder acceder a la tabla container_user:
– findContainersByUser:  dado  un  identificador  de  usuario,  devuelve  la  lista  de 
contenedores a los que tiene acceso el usuario requerido
–  findUsersByContainer:  dado  un  identificador  de  contenedor,  devuelve  la  lista  de 
usuarios que tienen acceso al usuario requerido
5.2.4 Capa del cliente flex
Para poder interactuar con Swift desde el cliente de Abiquo, se ha implementado varios métodos en 
esta capa, la cual es responsable de comunicar la API con la GUI. Nota: las vistas en el cliente las 
ha realizado un compañero de la empresa, responsable de este área.
Dichos métodos son:
– validBlobStorageConfig: dado una sesión de usuario, un identificador de empresa, una URL, 
unos credenciales, un password y un proveedor, se crea un servicio de blobstorage con los 
parámetros requeridos
– getBlobStorage:  dado una sesión de usuario y un identificador  de empresa,  devuelve el 
blobstorage de la empresa requerida
– deleteBlobStorage:  dado  una  sesión  de  usuario,  un  identificador  de  empresa  y  otro  de 
blobstorage, elimina el servicio de blobstorage requerido
– getAvailableZones: dado una sesión de usuario y un identificador de empresa, devuelve una 
lista de las zonas disponibles dentro del blobstorage de la empresa requerida
– addAvailableZone:  dado  una  sesión  de  usuario,  un  identificador  de  empresa,  otro  de 
blobstorage  y  un  nombre  de  zona,  añade  al  servicio  de  blobstorage  requerido  la  zona 
correspondiente al parámetro de entrada
– deleteAvailableZone:  dado  una  sesión  de  usuario,  un  identificador  de  empresa,  otro  de 
blobstorage y otro de zona, elimina la zona requerida
– getContainersByEnterprise:  dado  una  sesión  de  usuario  y  un  identificador  de  empresa, 
devuelve la lista con los contenedores a los que el usuario requerido tiene acceso
– addContainer:  dado una sesión de usuario, un identificador de empresa y un contenedor, 
crea  el  contenedor  del  parámetro  de  entrada  en  el  servicio  blobstorage  de  la  empresa 
requerida
– deleteContainer: dado una sesión de usuario, un identificador de empresa y un contenedor, 
elimina el contenedor requerido del servicio de blobstorage de la empresa requerida
– getObjectsByContainer:  dado  una  sesión  de  usuario,  un  identificador  de  empresa  y  el 
nombre de un contenedor, devuelve una lista con los blobs que existen actualmente dentro 
del contenedor requerido
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– addBlobObject:  dado una sesión de usuario,  un identificador de empresa,  un nombre de 
contenedor  y  un  nombre,  crea  un  blob  con el  nombre  correspondiente  al  parámetro  de 
entrada en el contenedor requerido
– downloadBlobObject: dado una sesión de usuario, un identificador de empresa, un nombre 
de contenedor y un nombre de blob, permite la descarga del blob requerido que reside en el 
contenedor indicado en el parámetro de entrada
– deleteBlobObject:  dado una sesión de usuario, un identificador de empresa, un nombre de 
contenedor  y  un  nombre  de  blob,  elimina  el  correspondiente  blob  del  contenedor 
especificado en el parámetro de entrada
En la Figura 5.11 se puede ver la idea general de cómo funciona la API con los cambios realizados 
para  la  integración  de  Swift  incluidos.  En  ella  se  puede  diferenciar  las  diferentes  capas  que 
componen  la  API  y  su  relación  jerárquica,  la  cual  debe  ser  respetada  para  que  los  diferentes 
elementos que interactúan entre las capas (Resource, DTO, Service, DAO) cumplan su cometido 
para con el correcto funcionamiento, tanto de la plataforma como de la integración.
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Fig. 5.11 – Vista general de la API de Abiquo más la integración con Swift
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Las siguientes ilustraciones (Figuras 5.12 – 5.15) muestran el contenido de cada una de las capas 
que se han modificado durante el desarrollo de la integración. 
Fig. 5.13 – Capa de servicios
Fig. 5.12 – Capa de rescursos
       
Fig. 5.15 – Capa de DAOs
Fig. 5.14 – Capa de DTOs
5.3 Diagramas de flujo
A continuación se expondrá una serie de diagramas de flujo, mostrando cómo funciona en conjunto 
los casos de uso de la integración y detallando lo que sucede en cada operación. Es decir, en este 
capítulo se complementará lo ya nombrado previamente (token de autenticación, valor de la key 
para la descarga de un blob, algoritmo de creación de la URL temporal para dicha descarga, etc …). 
5.3.1 create_blobStorage
El cloud admin es el responsable de crear el servicio de blobstorage para una empresa concreta. 
Para ello, debe tener previamente configurado un cluster y asegurarse de que está operativo. Esto 
quiere decir que se debe cumplir como mínimo los siguientes requisitos: que hay conexión a través 
del proxy (el que atiende las peticiones), las cuentas, sus usuarios y los roles de cada uno están bien 
creados, y los nodos de almacenamiento corresponden a las necesidades pertinentes. 
A continuación pasamos a la capa de servicio, donde se realizará una comprobación de que los 
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parámetros del blobStorageDto estén bien formados y de que no exista en ese momento un servicio 
de blobstorage creado para dicha empresa. Luego tras hacer un intento de conexión al cluster, si éste 
es satisfactorio, se pasará a persistir el objeto blobstorage en base de datos.
El último paso antes de devolver el Dto con la información de la creación del servicio, es habilitar 
en la  cuenta de la empresa,  dentro de Swift,  la  ya mencionada  key.  Ese valor  será uno de los 
parámetros necesarios para,  en el  futuro,  crear la URL temporal que nos permitirá descargar el 
contenido de un blob desde el navegador. En principio se puede utilizar cualquier valor a elección 
del cloud admin, pero por defecto se usará el password de dicho usuario. Para habilitar ese valor a  
través de Abiquo, se requiere del token de autenticación del cloud admin y de la URI al cluster. El 
diagrama de flujo relacionado con este método corresponde a la Figura 5.16.
    Fig. 5.16 – Diagrama de flujo: create_blobstorage
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5.3.2 get_blobStorage
Este  es  el  método  encargado  de  obtener  un  blobstorage  determinado,  el  cual  contendrá  los 
parámetros que se han insertado en el momento de la creación del mismo. 
La Figura 5.17 contiene el diagrama de flujo de este método.
Fig. 5.17 – Diagrama de flujo: get_blobstorage
5.3.3 modify_blobstorage
Este método se encarga de obtener un blobstorage de la base de datos (en caso de que exista),  
cambiar sus parámetros de configuración y, antes de guardar dichos cambios en base de datos, se 
verifica que éstos sean validados realizando una conexión con el cluster de Swift. Nota: únicamente 
es posible la modificación si no existe una allowedzone previamente creada.
La Figura 5.18 muestra el correspondiente diagrama de flujo.
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    Fig. 5.18 – Diagrama de flujo: modify_blobstorage
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5.3.4 delete_blobstorage
Este método busca en base de datos un blobstorage y lo elimina, sin borrar el contenido en el cluster 
correspondiente. El diagrama de flujo corresponde a la Figura 5.19.
Fig. 5.19 – Diagrama de flujo: delete_blobstorage 
5.3.5 get_blobstorageZones
Una vez que el servicio de blobstorage está habilitado, se procederá a la creación de una zona. El 
término “zona” es relativo, dependiendo de las necesidades del cluster. Luego, durante el desarrollo 
del proyecto se ha trabajado con una única zona, para que la integración sea más sencilla. Este será 
el recurso previo para empezar a utilizar los contenedores.
Para saber qué zona se puede añadir, antes hay que saber cuáles están disponibles. Para ello se ha 
implementado este método, encargado de realizar una conexión al cluster de Swift y preguntar por 
el  estado de  este  recurso.  Dependiendo del  parámetro  de  búsqueda que  se  utilice,  se  obtendrá 
diferentes resultados:
– AVAILABLE: mediante esta opción, el método tiene como objetivo preguntar a Swift cuáles 
son las zonas actualmente disponibles. Como ya se ha dicho la integración se ha realizado 
usando la librería de Jclouds y, para este método concreto y dada la configuración actual del 
cluster que se ha utilizado para hacer las pruebas pertinentes, la única zona existente es una 
por defecto a la que se ha llamado “DEFAULT”
– ALLOWED: esta opción permite realizar una búsqueda en base de datos y ver qué zona o 
zonas han sido creadas   
– ALL:  usando  este  parámetro,  se  obtendrá  tanto  las  zonas  creadas  como  las  que  están 
disponibles.  En  caso  de  que  la  misma zona salga  repetida  en  el  resultado,  aquella  que 
contenga un número identificativo corresponderá con la que está persistida en base de datos
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La Figura 5.20 muestra el diagrama de flujo de este método.
    Fig. 5.20 – Diagrama de flujo: get_blobstorageZones
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5.3.6 create_allowedZone
El método responsable de la creación de una zona comprueba que el blobstorage al que vamos a 
añadir  la  zona  realmente  exista  en  base  de  datos  y,  finalmente,  persistirá  dicho recurso previa 
comprobación  con  Swift.  La  Figura  5.21  muestra  el  diagrama de  flujo  correspondiente  a  este 
método.
Fig. 5.21 – Diagrama de flujo: create_allowedZone
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5.3.7 delete_allowedZone
Este método se encarga de buscar en base de datos la zona correspondiente al parámetro de la 
petición y, en caso de que exista, la elimina. La Figura 5.22 ilustra el diagrama de flujo de este 
método.
    Fig. 5.22 – Diagrama de flujo: delete_allowedZone
5.3.8 create_blobstorageContainers
Tanto el cloud admin como el enterprise admin son lo únicos usuarios capaces de realizar esta tarea 
y,  según  los  requisitos  funcionales,  los  usuarios  deben  tener  acceso  como  mínimo  a  dos 
contenedores  (el  de  empresa  y  el  suyo  propio),  siempre  y  cuando  se  mantengan  los  permisos 
otorgados para esta funcionalidad.
Cuando se crea un contenedor, no solo se debe garantizar el acceso a los mismos sino además la 
privacidad del mismo. Es decir, un usuario puede acceder tanto sus contenedores como el de la 
empresa  a  la  que  pertenece,  pero  no  al  de  otra  ni  tampoco  a  los  de  otros  usuarios  (tanto  si 
pertenecen a la misma o a otra empresa). Para conseguir estos objetivos, se explicará paso a paso 
cómo funciona y qué sucede durante este proceso.
El enterprise admin crea un contenedor con el nombre de la empresa, aparece tanto en Swift como 
en la base de datos de Abiquo y tiene como “owner” el creador del mismo (es decir, el enterprise 
admin). Cada vez que se crea un contenedor se debe añadir al Dto un link indicando los usuarios 
que deben tener acceso a él, después se persiste en la tabla “container” de base de datos, en la tabla 
“container_user” se añade una relación entre el identificador de contenedor y el usuario o usuarios 
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que tienen acceso a este recurso y, por último, se accede al contenedor directamente en Swift para 
habilitar los permisos de lectura y escritura a todo usuario reflejado en esa relación. 
Nota: el cloud admin es el usuario que tiene todos los privilegios de Abiquo, luego todo contenedor 
que se crea está asignado tanto al usuario al que iba dirigido como al cloud admin.
La Figura 5.23 muestra el diagrama de flujo de la creación de contenedores.
Fig. 5.23 – Diagrama de flujo: create_blobstorageContainers
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5.3.9 get_blobstorageContainers
Este  método  se  encarga  de  obtener  los  contenedores  existentes  en  el  servicio  de  blobstorage, 
haciendo una petición al cluster de Swift. Esta petición únicamente la puede realizar un usuario con 
privilegios para ello, es decir, el cloud admin o el enterprise admin. La Figura 5.24 corresponde al  
diagrama de flujo de este método.
Fig. 5.24 – Diagrama de flujo: get_blobstorageContainers
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5.3.9.1 get_BlobStorageContainers (modo usuario)
Este método permite a cualquier usuario saber cuáles son los contenedores a los que tiene acceso, 
realizando  una  búsqueda  en  la  base  de  datos  (concretamente  en  la  tabla  “container_user”)  y 
devuelve  una  lista  con los  links  de  los  contenedores  requeridos  para  el  usuario  que  realiza  la 
petición.
La Figura 5.25 ilustra el diagrama de flujo correspondiente a este método.
         Fig. 5.25 – Diagrama de flujo: get_blobstorageContainers (modo usuario)
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5.3.10 get_blobStorageContainer
Una vez se conoce el nombre de un contenedor que realmente exista tanto en Abiquo como en 
Swift, para saber qué usuarios tienen permiso para acceder al mismo, se puede ejecutar este método 
donde  cada  uno  de  los  links  de  la  respuesta  corresponderá  a  un  usuario.  Únicamente  podrán 
ejecutarlo  los  cloud admins y  los  enterprise_admins.  Para obtener  la  información requerida,  el 
método va a buscar a base de datos, en lugar de hacer conexiones al cluster. La Figura 5.26 ilustra el 
diagrama de flujo acorde a este método.
         Fig. 5.26 – Diagrama de flujo: get_blobstorageContainer
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5.3.11 get_ContainersRefresh
Durante el uso del servicio de blobstorage es posible encontrar en algún momento inconsistencia 
entre el estado del cluster y la base de datos de Abiquo, es decir, se puede dar el caso en el que un 
usuario tenga realmente acceso a un contenedor (si se opera directamente con Swift) pero a través 
de la plataforma dicho acceso no se vea reflejado.
Para solucionar este problema y garantizar la relación entre usuarios y contenedores, se ha creado 
este método que hace un listado de todos los contenedores existentes en el cluster, para cada uno de 
ellos comprueba los permisos establecidos y actualiza la base de datos de la plataforma acorde con 
la situación en Swift.  Se requiere permisos de manipulación de contenedores para ejecutar esta 
tarea, es decir, únicamente el cloud admin o el enterprise admin son capaces de ello.
Un ejemplo sería cuando un usuario de la tabla container_user desaparece pero sigue manteniendo 
sus permisos de lectura y escritura para el mismo contenedor en Swift.
La Figura 5.27 contiene el diagrama de flujo correspondiente a este método.
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Fig. 5.27 – Diagrama de flujo: get_ContainersRefresh
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5.3.12 modify_blobStorageContainer
Este método se encarga de modificar los permisos para acceder a un contenedor, es decir, se debe 
añadir o eliminar los links que contienen el identificador de cada usuario al que se le desee otorgar o 
denegar el acceso a dicho contenedor. La Figura 5.28 muestra el diagrama de flujo correspondiente 
a la modificación del contenedor.
       Fig. 5.28 – Diagrama de flujo: modify_blobStorageContainer
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5.3.13 delete_BlobStorageContainer
Este método se encarga de borrar un contenedor, primero de la base de datos de Abiquo y luego del 
cluster de Swift, junto con todos los blobs que hubiese almacenados. Hay una diferencia entre el 
comportamiento de Swift y el  de Abiquo en este caso: la librería de Jclouds permite borrar un 
contenedor  junto  con  su  contenido,  recursivamente,  mientras  que  actuando  directamente  en  el 
cluster éste no lo permite si hay blobs almacenados. La Figura 5.29 representa el diagrama de flujo 
de este método.
Fig. 5.29 – Diagrama de flujo: delete_blobStorageContainer
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5.3.14 create_blob
A continuación se procederá a la creación de un blob,  una tarea que se lleva a cabo de forma 
diferente tanto cuando se ejecuta a través de la API o a través del cliente. La razón es la siguiente: la 
API de Abiquo no puede tolerar la carga de trabajo que implica subir un fichero y más si se trata de  
un  fichero  de  varios  gigabytes.  Eso  sobrecargaría  mucho  el  sistema,  comprometiendo  el 
funcionamiento de la plataforma y de ahí que la responsabilidad de la transferencia de datos hacia 
Swift corresponda a la propia máquina que desea realizar la subida. Dicho de otra forma, la API de 
Abiquo únicamente se hace responsable de ofrecer al usuario la información necesaria para que éste 
sea capaz de crear un blob, en el contenedor que el propio usuario ha solicitado siempre y cuando 
tenga permisos, y de realizar la subida del fichero. 
Por el cliente, el elemento sobre el que recae la carga de trabajo en la transferencia de datos es el 
navegador web que el usuario esté usando en ese momento.
Este  método  se  encarga  de  devolver  al  usuario  un  objeto  TemporaryRedirectDto,  con  la  URI 
completa hacia el contenedor requerido en Swift siguiendo el protocolo HTTP 1.1, Status Code 
Definition 307 Temporary Redirect [29]. 
Este método no tiene notificación en los eventos por la API, debido a que actualmente a través de la 
misma no hay medio de  comprobar  que  realmente  se  ha añadido un blob al  contenedor.  Cabe 
recordar que lo que hace la API es otorgar información para que sea el usuario finalmente el que 
ejecute la subida del archivo.
Nota: es muy recomendable que el nombre del blob contenga el formato que corresponde al archivo 
que se va a subir, de lo contrario a la hora de descargarlo se puede perder dicho formato y puede 
causar errores en el archivo. En el ejemplo de la explicación, cabe observar que el blob contiene el 
formato de la imagen, *.png .
La Figura 5.30 muestra el diagrama de flujo de la creación de un blob.
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                 Fig. 5.30 – Diagrama de flujo: create_blob
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5.3.15 get_blobs
Cualquier usuario puede ejecutar este método para listar los blobs existentes dentro del contenedor 
requerido, realizando una petición al cluster deSwift.
La  respuesta  es  una  colección  de  Dtos  donde  cada  uno  muestra  el  nombre  del  blob,  su  URI 
completa en Swift y el tamaño que ocupa en disco en bytes.
La Figura 5.31 representa el diagrama de flujo de este método.
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Fig. 5.31 – Diagrama de flujo: get_blobs
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5.3.16 get_blob
Este método se encarga de devolver la información necesaria para ello, es decir, devuelve un objeto 
temporaryRedirectDto  con  la  URI  completa  hacia  el  blob  en  el  cluster  de  Swift,  el  token  de 
autenticación del usuario que realiza la acción y la URL temporal para que se pueda descargar el 
archivo, ya sea desde un terminal o desde un navegador web.
 
Esta URL temporal es el resultado de usar HMAC (Hash-based Message Authentication Code [30]) 
para firmar peticiones de servicios web con una clave privada. En el caso concreto de la integración 
de Swift con Abiquo, la firma se compone de la clave privada que se ha añadido (la key) durante la 
creación del blobstorage, la URI hacia el blob en el cluster y un tiempo de expiración por defecto. 
La Figura 5.32 muestra el diagrama de flujo correspondiente a este método.
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        Fig. 5.32 – Diagrama de flujo: get_blob
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5.3.17 delete_blob
Este método se encarga de borrar un blob en el contenedor requerido, realizando una conexión al 
cluster y ejecutando la acción. Todos los usuarios tienen privilegios para ejecutar esta tarea. La 
Figura 5.33 contiene el diagrama de flujo de la eliminación de un blob.
       Fig. 5.33 – Diagrama de flujo: delete_blob
95
Integración del proyecto Swift de Openstack en la plataforma cloud de Abiquo
        6. ENTORNO DE DESARROLLO
Para desarrollar cualquier proyecto informático, un paso muy importante es la elección del entorno 
de desarrollo. Es de vital importancia escoger productos donde su proceso de aprendizaje esté en 
correspondencia  con  el  resultado  obtenido.  Es  por  estos  motivos  por  los  que  se  ha  escogido 
productos  de  una  gran  sencillez,  utilizando  únicamente  las  funcionalidades  necesarias  para  la 
realización del proyecto.
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6.1 Sistema operativo
Para  el  desarrollo  del  proyecto  se  ha  utilizado  el  sistema  operativo  Linux,  en  su  distribución 
Ubuntu. La primera versión que se utilizó fue la 11.10 pero al cabo de un tiempo se actualizó el  
sistema a la  versión 12.04, para evitar  problemas futuros con el  soporte en la actualización de 
paquetes.
6.2 Lenguaje de programación
Para la implementación del código durante la integración se ha utilizado Java (versión 1.6.0_27). 
Este  lenguaje  de  programación  es  el  que  lleva  usando  la  empresa  Abiquo  desde  el  inicio  del 
desarrollo  de  su  plataforma.  Originalmente  Java  fue  desarrollado  por  Sun  Microsystems  y 
posteriormente  adquirido  por  la  empresa  Oracle.  Se  trata  de  un  lenguaje  de  propósito  general,  
orientado a  objetos  y concurrente.  A partir  del  año 2012, Java se ha convertido en uno de los 
lenguajes de programación más populares, especialmente para aplicaciones y servicios de cliente - 
servidor web. 
6.3 Aplicaciones utilizadas
Las  aplicaciones  y  sistemas  operativos  utilizados  durante  todo  el  proceso  de  elaboración  del 
proyecto  han  sido:  Ubuntu  Server  con  Swift  ya  instalado,  Eclipse,  OpenOffice,  Gimp  y  la 
diversidad  de  de  comandos  ofrecidos  por  Linux.  La  razón  por  la  cual  se  han  tomado  estas 
decisiones ha sido por la comodidad y la seguridad resultantes de experiencias pasadas donde ya 
habían formado parte de algún otro proyecto, salvo el caso de Ubuntu Server con Swift que se 
utilizó porque resultaba muy práctico a la hora de montar una infraestructura con la que empezar a 
trabajar.
6.3.1 Ubuntu Server - Swift
– Descripción:  este  sistema operativo contiene el  proyecto  Swift  ya instalado y listo  para 
poder ser utilizado, previa configuración tanto de cuentas y usuarios como de interfaces de 
red para acceder al servicio. Dicho sistema operativo se obtuvo en formato de imagen ISO 
para ser desplegado en el entorno de producción de Abiquo.
– Versión: Ubuntu Server 11.10, Swift 1.7.5
– Empresa: SwiftStack Inc., San Francisco, CA
– Web: http://swiftstack.com/
– Ventajas: este entorno viene con todo lo necesario para empezar a trabajar y, en caso de 
dudas, la página Web de SwiftStack contiene excelentes vídeos a modo de tutorial además 
de la propia documentación de Swift.
– Inconvenientes:  este  ámbito  de  trabajo  depende  de  la  disponibilidad  del  entorno  de 
producción de Abiquo y, en caso de caída del servidor, se suspende la posibilidad de seguir  
operando con él.
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6.3.2 Eclipse
– Descripción: Eclipse es un entorno de desarrollo integrado (IDE) y se ha utilizado para la 
modificación del código y la navegación del mismo.
– Versión: 4.2 (Juno)
– Empresa: Comunidad Open Source
– Web: http://www.eclipse.org/
– Ventajas: permite una navegación sencilla e intuitiva por la estructura de ficheros del código, 
visualizando las funciones según el lenguaje utilizado. Además se trata de una IDE muy 
estandarizada y eso permite una alta probabilidad de encontrar soluciones en Internet en 
caso el caso de que hubiese problemas
– Inconvenientes:  eclipse  por  su  extensa  flexibilidad  se  debe  configurar  con  los  plugins 
necesarios para que se adapte a los requerimientos de desarrollo, que no estén contemplados 
dentro del perfil que tiene por defecto
6.3.3 OpenOffice
– Descripción: paquete ofimático del cual se ha utilizado el módulo de escritura (Writer) para 
la elaboración de la documentación.
– Versión: 3.5.7.2
– Empresa: OpenOffice.org
– Web: http://www.openoffice.org/
– Ventajas: es sencillo de utilizar y rápido de aprender. Otra ventaja es que posee un módulo 
de PostScript que nos permite convertir archivos a PDF con gran fidelidad
– Inconvenientes: Como cualquier programa con interfaz de usuario requiere de un proceso de 
aprendizaje, aunque en este caso el funcionamiento es muy intuitivo
6.3.4 Gimp
– Descripción:  Gimp  es  un  paquete  de  manipulación  gráfica  y  se  ha  utilizado  para  la 
manipulación de imágenes en la elaboración de la memoria
– Versión: 2.6
– Empresa: The GIMP Development Team
– Web: http://www.gimp.org/
– Ventajas: la capacidad de edición de imágenes es amplia y su lenguaje de programación 
ofrece muchas posibilidades de manipulación gráfica
– Inconvenientes: el proceso de aprendizaje puede resultar complejo, con un inicio asequible 
pero un difícil dominio.
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    7. TESTEO DE LA INTEGRACIÓN
Una etapa importante dentro de la elaboración de cualquier proyecto es el análisis y revisión del 
mismo.  Por ello  es importante  realizar  un proceso de testeo de las funcionalidades  que se han 
desarrollado y evaluar cómo se adecuan a los objetivos establecidos. 
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7.1 Descripción del proceso de testeo
Para  comprobar  el  funcionamiento  de  la  integración,  se  ha realizado un sistema de  testeo  que 
consiste en ejecutar una serie de casos de uso en un escenario con dos configuraciones diferentes en 
cuanto  a  capacidad  de  almacenamiento  del  cluster  se  refiere.  En  la  primera  configuración  se 
realizarán intentos de subir y descargar blobs de poco tamaño para comprobar un grado mínimo de 
aceptación de la integración en lo que a casos de uso se refiere. La segunda configuración ha tenido  
como  objetivo  probar  la  subida  y  descarga  de  blobs  de  mayor  tamaño  para  comprobar  si  la 
integración en este punto se comporta de manera aceptable.
7.1.1 Configuraciones del escenario
Las configuraciones aplicadas al escenario donde se han realizado las pruebas son las siguientes: 
Configuración 1:
– # CPU: 1
– RAM: 512 MB
– Disco Duro: 5.00 GB
– Sistema Operativo: Ubuntu Server 11.10
– Almacenamiento externo: volúmenes de Nexenta*
– # Volúmenes: 3
– Capacidad por volumen: 100 MB
Configuración 2:
– # CPU: 1
– RAM: 512 MB
– Disco Duro: 5.00 GB
– Sistema Operativo: Ubuntu Server 11.10
– Almacenamiento externo: volúmenes de Nexenta
– # Volúmenes: 3
– Capacidad por volumen: 16 GB
*Nexenta:  sistema  operativo  de  almacenamiento  basado  en  la  tecnología  OpenSolaris  /  
OpenStorage ZFS,  que  ofrece  servicios  de  almacenamiento  escalable  y  fácil  de  usar  para  las  
empresas [31]
7.1.2 Esquema del proceso de ejecución de los tests
1.   Puesta a punto del cluster: En primer lugar se ha desplegado en el entorno de producción de 
Abiquo una imagen ISO que contiene Ubuntu Server 11.10 con el proyecto de Swift  instalado. 
Dicha  imagen  se  ha  obtenido  de  la  página  web  de  SwiftStack  y,  tras  haber  adquirido  los 
conocimientos  necesarios  para  trabajar  con  este  producto,  se  ha  añadido  las  cuentas  y  sus 
respectivos usuarios que operarán con Swift.
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2.   Creación del servicio de blobstorage en Abiquo: Una vez la conexión con el cluster es fiable, 
se crea el servicio de blobstorage en la plataforma añadiendo los parámetros correspondientes para 
que la empresa (creada por defecto en Abiquo) se pueda comunicar con Swift. Durante este proceso 
se añade también la zona que tenemos disponible por defecto.
3.   Modificación del blobstorage: El cloud admin intenta modificar los parámetros de un servicio 
ya creado pero le resulta imposible debido a que éste ya tiene una zona habilitada.
4.   Creación del contenedor de empresa:  El enterprise admin crea el contenedor para su empresa 
y se encarga de que todos los usuarios de la misma tengan acceso al mismo. A continuación crea 
para cada usuario su contenedor privado.
5.   Operando con los contenedores: Todo miembro de la empresa (ya sea el enterprise admin o un 
usuario  normal)  crea  un  blob  en  el  contenedor  de  la  empresa.  Se  comprueba  que  todos  los 
individuos son capaces de acceder a esos blobs para que puedan ser descargados o eliminados. 
Además cada usuario sube información a su contenedor individual, siendo él el único individuo que 
puede acceder al mismo y manipular dicha información a su antojo. 
En la primera configuración los usuarios se han limitado a subir blobs de poco tamaño (ficheros de 
texto, imágenes, etc) y en la segunda configuración el tamaño de los blobs ha ido aumentando hasta 
subir imágenes de disco de varios gigabytes de capacidad.
6.   Eliminando los contenedores :  El cloud admin elimina contenedores (junto con los blobs 
correspondientes)  y  estos  no  solo  se  eliminan  de  Abiquo  sino  que  también  del  cluster.  Se 
comprueba  que  él  es  el  único  miembro  de  la  plataforma que  es  capaz  de  eliminar.  cualquier 
contenedor. El enterprise admin elimina el contenedor de la empresa, así como el contenido del 
mismo.
7.   Eliminando el servicio de blobstorage: El cloud admin elimina el servicio sin quedar ni rastro 
en  Abiquo  de  su  existencia  y  sin  entorpecer  el  correcto  funcionamiento  de  las  demás 
funcionalidades de la empresa.
Los detalles y resultados de cada una de las pruebas se encuentran al final de la memoria, en el 
apéndice  “Resultados  de  la  integración”,  demostrando que  la  integración  cumple  los  requisitos 
funcionales. Dichas pruebas se han realizado a través de la API y, por cada una de ellas, se muestra 
la ejecución del proceso, la respuesta que devuelve la API en caso de que la operación hay sido 
satisfactoria  y  la  actualización  de  la  base  de  datos  en  el  caso  de  que  sea  necesario.  Las 
demostraciones se han explicado de la forma más clara y detallada posible para que sirva también 
como manual de usuario por si alguien estuviera interesado en probar esta funcionalidad a través de 
la plataforma de la empresa Abiquo en el futuro.
7.2 Casos de uso – Complicaciones
A lo  largo  de  la  integración  se  ha  tenido  especial  consideración  en  garantizar  y  mantener  la 
integridad de la plataforma de Abiquo. Por ello se ha querido respetar la manera en la que la API 
devuelve los mensajes de error cuando una petición no cumple los requisitos para que su resultado 
sea satisfactorio. Esto se ha conseguido siendo lo más específico y claro posible para que el usuario 
que realiza dichas peticiones encuentre en los mensajes de error la ayuda necesaria para que las 
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futuras ejecuciones sean exitosas.
Las mayores dificultades que se han detectado durante la integración han sido las siguientes:
– subida y descarga de blobs a través del navegador web: una vez tomada la decisión de que la 
API no debería soportar la carga de trabajo que supone la transferencia de datos entre el  
usuario y Swift,  llevó un tiempo considerable y una larga lista de intentos en buscar la 
manera de cumplir este requisito. Finalmente, una vez se descubrió que los contenedores de 
Swift soportaban CORS y con código de JavaScript, este objetivo se vio cumplido.
– consistencia  en la relación de contenedores entre  Swift  y usuarios de Abiquo:  el  último 
tramo que faltaba  en la  integración fue  solucionar  el  problema que planteaba cómo los 
usuarios  formales  de  Abiquo  pudiesen  acceder  y  operar  con  sus  contenedores  (tanto  el 
privado como el público de la empresa).  Y no solo eso,  sino que además se buscaba la 
mayor exactitud posible a la hora de garantizar que la información (contenedores y blobs) en 
el cluster de Swift fuese exactamente la misma que otorgaba Abiquo. Finalmente la solución 
consistía en manipular la base de datos de la plataforma, creando las tablas “container” y 
“container_user”,  ganando  con  ello  no  solo  la  consistencia  sino  además  ahorrando 
conexiones innecesarias con Swift, usando la base de datos de memoria cache cuando un 
usuario quiera listar sus contenedores.
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8. PLANIFICACIÓN FINAL Y COSTES
Tras  la  finalización de la  integración se analizarán las variaciones en la  planificación final  del 
proyecto, haciendo un recuento del tiempo que ha transcurrido en comparación con la planificación 
inicial, junto con su análisis de los costes correspondiente. 
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8.1 Complicaciones y variaciones de la planificación inicial
A lo largo del desarrollo del proyecto, se ha detectado una descompensación considerable debido a 
complicaciones  varias  con  respecto  a  la  planificación  inicial.  A continuación  se  detallan  las 
complicaciones que se han presentado y a qué tareas han afectado: 
– funcionalidades  a  través  del  cliente  flex:  a  pesar  de  que  las  funcionalidades  estaban 
disponibles a  través  de la  API,  consideré necesario el  hecho de que también estuviesen 
disponibles a través del cliente. Para ello se tuvo que realizar los cambios necesarios en el 
proyecto correspondiente que se encarga de flex en Abiquo y esperar a que el encargado de 
representar las funcionalidades en la interfaz gráfica dispusiera del tiempo necesario para 
ayudarme  en  esta  parte.  Teniendo  en  cuenta  las  horas  dedicadas  a  esta  tarea  (la 
implementación junto con las posteriores correcciones de errores), el tiempo necesario para 
implementar este requisito se ve reflejado en la franja denominada “2ª Implementación”
– subidas/descargas  de  blobs  a  través  del  navegador  web:  consideré  este  requisito  como 
indispensable ya que los clientes de Abiquo usan (casi en su totalidad) la interfaz gráfica. Se 
suponía una tarea sencilla pero se complicó debido a que el  acceso al  blob a través del 
navegador web siempre daba errores de autorización, hasta que se descubrió la posibilidad 
de usar CORS en los contenedores de Swift. Este hecho provocó una nueva investigación 
(reflejada como “2ª Investigación” en el diagrama) y cambios en la implementación (“2ª 
Implementación”),  en  la  cual  se  añadió  los  métodos  necesarios  para  que  la  gestión  de 
contenedores tomara en cuenta los CORS y su correcto funcionamiento
– relación de contenedores entre Abiquo y Swift: tras haber conseguido que a través de la 
plataforma se pudiese crear, operar y eliminar contenedores, se dio la situación de que los 
usuarios de Abiquo no tenían forma de saber cuales eran sus contenedores, cosa que tanto el 
cloud  admin  como el  enterprise  admin  sí  podían.  Tampoco  había  consistencia  sobre  la 
existencia de contenedores entre el  cluster y la plataforma. Los cambios necesarios para 
solventar esta situación afectaban al diseño (representado en el diagrama como “2º Diseño”) 
y a la implementación (“2ª Implementación”)
– “2ª implementación”: esta tarea se ha extendido más de un mes y medio como resultado de 
los cambios que ha habido que efectuar en el código para satisfacer las necesidades de las 
complicaciones mencionadas, incluyendo la verificación de errores en cada una de ellas y 
que  su  funcionamiento  fuera  acorde  tanto  con  el  resto  de  la  integración  como  con  la 
plataforma de Abiquo en general.
La Figura 8.1 muestra el diagrama de Gantt correspondiente a la planificación final.
        Fig. 8.1 – Diagrama de Gantt, planificación final
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8.2 Planificación final y costes
Tras finalizar la integración, se ha hecho un recuento del tiempo total que ha llevado hacerla. La 
Figura 8.2 muestra un resumen de las tareas llevadas a cabo, los recursos humanos que intervienen 
en cada una de ellas y el tiempo invertido correspondiente.   
Especificación Reuniones para determinar los requisitos funcionales Jefe de Proyecto: 4h
Investigación Toma de contacto y aprendizaje de la tecnología Analista (1/2) y Programador (1/2): 96h
2ª Investigación Subidas/Descargas de blobs a través del navegador web Analista (1/2) y Programador (1/2): 28h
Diseño
Definición del modelo conceptual, 
casos de uso y actores 
correspondientes
Analista: 90h
2º Diseño Relación de contenedores entre Abiquo y Swift Analista: 30h
Implementación
Añadir métodos necesarios en las 
capas de la API de Abiquo y 
corrección de errores
Programador: 450h
2ª 
Implementación
- Implementación de las 
funcionalidades a través del cliente 
flex
- Subidas/Descargas de blobs a 
través del navegador web
- Relación de contenedores entre 
Abiquo y Swift
Diseñador interno: 30h
Programador: 100h
Testeo Ejecución de pruebas dentro de un entorno previamente configurado Tester: 70h
Documentación Redacción y posteriores correcciones Analista (1/3) y Programador (2/3): 140h
Total: 1038h
      Fig. 8.2 – Descomposición de tareas y tiempo invertido
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La Figura 8.3 presenta una relación entre el tipo de recurso y su precio, las horas totales de cada uno 
de ellos y el coste total del proyecto en este ámbito. 
Recurso Salario Horas Coste
Jefe de Proyecto 40 Euros/hora 4h 160 Euros
Analista 40 Euros/hora 228h 9120 Euros
Diseñador interno 30 Euros/hora 30h 900 Euros
Programador 20 Euros/hora 705h 14100 Euros
Tester 20 Euros/hora 70h 1400 Euros
Total: 25680 Euros
Fig. 8.3 – Recursos, salarios y costes
Tras  sumar  el  equipamiento  necesario  para  el  desarrollo  del  proyecto  (unos  600  euros 
correspondientes  al  equipo  informático)  y  teniendo  en  cuenta  que  no  hay  que  pagar  cantidad 
adicional por el software utilizado, ya que éste es open source, el coste total del proyecto asciende a 
26280 euros.
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       9. EXPANSIÓN DEL PROYECTO Y CONCLUSIONES
Tras la finalización del proyecto se llega a una serie de conclusiones, tanto a nivel personal como 
técnico, con el fin de llegar a entender la magnitud e importancia del mismo, así como detectar las 
secciones a mejorar y requisitos que se pueden añadir en el futuro a modo de expansión.
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9.1 Expansión del proyecto
Para hacer que la integración fuese más sencilla, únicamente se ha trabajado con una zona de las 
que puede disponer un cluster según su configuración. De ahí que uno de los puntos a tener en 
cuenta de cara a una posible expansión del proyecto sea la de disponer de una infraestructura acorde 
con las características necesarias para trabajar con varias zonas y forzar la caída de una de ellas para 
comprobar el comportamiento de la plataforma en este punto.
Swift dispone de un servicio de directorios dentro de los contenedores, de forma que un usuario es 
capaz  de  organizar  sus  blobs  asemejándose  a  un  sistema  de  ficheros  parecido  al  que  utilizan 
sistemas operativos  habituales  como Windows o Linux.  Este  servicio sería  un buen requisito  a 
cumplir y ofrecería mayor especialización en el uso de la integración.
La posibilidad de añadir  más proveedores  de blob storage (como por ejemplo Amazon S3)  no 
debería de ser una tarea complicada en el caso de que así se decide en el futuro, ya que la base para  
haya forma parte del actual proyecto. Lo único que se precisa es la implementación de los métodos 
específicos  (Jclouds  cuenta  con  las  librerías  de  varios  proveedores)  y  agruparlas  en  el  driver 
correspondiente en la plataforma de Abiquo.
En el caso de que así se cree conveniente, sería posible añadir una restricción en cuanto al número 
de contenedores que puede tener una empresa o usuario concreto, o bien que dicha restricción se 
centre en la cantidad de espacio que se ocupe en el cluster.
9.2 Conclusiones
Las conclusiones a las que se puede llegar de este proyecto son varias, tanto a nivel técnico como 
personal.
A nivel técnico se puede decir que esta integración ha ayudado a Abiquo a contar en su plataforma 
con una tecnología que se encuentra en alza y que pertenece a un proyecto tan importante y popular 
como OpenStack, lo cual ayudaría a su comunidad de desarrolladores a contar con feedback desde 
el punto de vista de cómo se comporta Swift (un sistema distribuido) integrado en otro sistema 
distribuido como es Abiquo. No solo a la comunidad de OpenStack, sino también al equipo de 
desarrolladores de Jclouds y de SwiftStack. Ambos se pueden aprovechar de esta integración y ver 
cómo sacar mayor rendimiento a Swift. También los clientes de Abiquo se pueden ver motivados y 
beneficiados con la idea de apostar por el uso de esta funcionalidad en la plataforma si cuentan con 
la infraestructura necesaria y desean sacarle partido a la misma en el ámbito del blob storage.
A nivel personal son varias las conclusiones que se sacan de este proyecto. Para empezar y, quizá la 
más importante, he cumplido mi objetivo de adquirir experiencia en un ámbito real de trabajo y de 
ver cómo los conocimientos adquiridos durante mi etapa en la universidad se han visto enriquecidos 
trabajando día tras día con gente que tiene un talento enorme y una amplísima experiencia en el 
mundo del cloud computing, el cual era prácticamente desconocido para mí en el pasado. 
Además la realización de este proyecto me ha dado la oportunidad de conocer y de usar Swift, una 
tecnología que desconocía totalmente y que me ha llevado a descubrir más detalles sobre el cloud 
computing, sus tipos y las plataformas más conocidas hoy en día que ofrecen esta clase de servicios.
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APÉNDICE
En esta sección se darán a conocer los resultados de una serie de tests realizados para comprobar el 
correcto funcionamiento de la integración, mostrando con detalle cómo se han ejecutado, las 
respuestas que devuelve la API y el estado actualizado de la base de datos.
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APÉNDICE
A – Resultados de los tests de la integración
Los resultados vendrán acompañados de demostraciones a través de la API de que realmente la 
implementación y las pertinentes respuestas cumplen con los requisitos funcionales. El entorno en 
el que se va a realizar las pruebas cuenta con una empresa llamada “Abiquotest”, un cloud admin 
“admintest”, un enterprise admin “enteradmin” y tres usuarios corrientes “user1”, “user2” y 
“user3”.
Los parámetros de configuración (IPs, nombres de usuarios, contraseñas, etc) que se muestran a 
continuación son un ejemplo para facilitar y reforzar la comprensión de lo que se va a exponer. La 
configuración utilizada durante la realización de estos tests corresponde a la número dos (véase 
7.1.1 Configuraciones del escenario).
A.1 create_blobstorage
A continuación se expone un ejemplo de configuración de cuentas y usuarios creados en Swift, que 
se usará durante las explicaciones de este capítulo:
proxy-server.conf:
[filter:tempauth]
use = egg:swift#tempauth
user_Abiquotest_admintest = 7a25b0bc04e77a2f7453dd021168cdc2 .admin .reseller_admin 
user_Abiquotest_enteradmin = 555f081c32be546623f9234651356029 .admin 
user_Abiquotest_user1 = 1ce618e7eac4b4a3a6415bdb69f891a9 
user_Abiquotest_user2 = 6d3f2b5e20452110096f018cbf0bdcd9 
user_Abiquotest_user3 = 7dc761fd2150339e7778981dc4b7ecf6 
En el ejemplo, la cuenta es Abiquotest, admintest es el super user, el enteradmin es el storage 
account admin y user1, user2 y user3 son usuarios corrientes. Una vez llegado este punto, para que 
dicho servicio sea accesible a través de Abiquo, el cloud admin debe crear el fichero de 
configuración que contiene los parámetros necesarios para la creación del mismo:
curl --verbose 'http://localhost/api/admin/enterprises/'idEnterprise'/blobstorages' \ 
-X "POST" \ 
-H "Accept: application/vnd.abiquo.blobstorage+xml;version=2.4" \ 
-H "Content-Type: application/vnd.abiquo.blobstorage+xml;version=2.4" \ 
-u admintest:passadmin \ 
-d @blobStorage.xml
blobStorage.xml:
<?xml version="1.0" encoding="UTF-8" standalone="yes"?>
<blobstorage> 
<credentials>Abiquotest:admintest</credentials> 
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<password>7a25b0bc04e77a2f7453dd021168cdc2</password> 
<provider>swift</provider> 
<uri>http://10.60.11.12/auth</uri> 
</blobstorage>
Este fichero es el parámetro de entrada blobStorageDto del método createBlobStorage, que 
contiene los siguientes campos: 
– credentials: Abiquotest que es el nombre de la cuenta que se ha creado en Swift y que 
coincide con el nombre de la empresa creada en Abiquo. El admintest es el nick del cloud 
admin
– password: corresponde a la contraseña del cloud admin, como resultado de una encriptación 
previa
– provider: indica el proveedor actual del servicio blobstorage. En este caso se trata de swift 
pero en el futuro puede ser otro tipo, como S3 de Amazon
– uri: en este campo se inserta la dirección IP del proxy-server del cluster, encargado de 
atender las peticiones
Este es el resultado en base de datos tras la creación del servicio:
mysql> select * from blob_storage; 
+---------------+--------------+-------------------------+----------+----------------------
+----------------------------------+-----------+ 
| idBlobstorage | idEnterprise | uri                     | provider | credentials          | password                        
| version_c | 
+---------------+--------------+-------------------------+----------+----------------------
+----------------------------------+-----------+ 
|             1 |            2 | http://10.60.11.12/auth | swift    | Abiquotest:admintest | 
7a25b0bc04e77a2f7453dd021168cdc2 |         0 | 
+---------------+--------------+-------------------------+----------+----------------------
+----------------------------------+-----------+ 
1 row in set (0.00 sec)
Aquí se muestra el Dto resultante de la creación del blobstorage y la notificación del suceso en la 
API :
HTTP/1.1 201 Creado 
<?xml version="1.0" encoding="UTF-8" standalone="yes"?> 
<blobstorage> 
    <link rel="enterprise" type="application/vnd.abiquo.enterprise+xml" 
href="http://localhost:80/api/admin/enterprises/2"/> 
    <link rel="edit" type="application/vnd.abiquo.blobstorage+xml" 
href="http://localhost:80/api/admin/enterprises/2/blobstorages/1"/> 
    <link rel="blobstoragezones" type="application/vnd.abiquo.blobstoragezones+xml" 
href="http://localhost:80/api/admin/enterprises/2/blobstorages/1/blobstoragezones"/> 
    <link rel="blobstoragezones" type="application/vnd.abiquo.blobstoragezones+xml" 
href="http://localhost:80/api/admin/enterprises/2/blobstorages/1/action/blobstoragezones"/> 
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    <id>1</id> 
    <uri>http://10.60.11.12/auth</uri> 
    <provider>swift</provider> 
    <credentials>Abiquotest:admintest</credentials> 
    <password>7a25b0bc04e77a2f7453dd021168cdc2</password> 
</blobstorage> 
16:31:09.533 INFO  com.abiquo.api.tracer.TracerLogger - Severity: INFO Component: 
BLOBSTORAGE Event: BLOBSTORAGE_CREATE Hierarchy: /admin/enterprises/2/blobstorages 
Performed by admintest from enterprise Abiquotest Message: Created blob storage of type 'swift' at  
'http://10.60.11.12/auth' in enterprise 'Abiquotest' 
16:31:09.964 INFO  c.a.t.eventing.SQLTracerListener - Received message: Severity[INFO], 
Event[BLOBSTORAGE_CREATE], Component[BLOBSTORAGE], Timestamp[1365517869963], 
Description[Created blob storage of type 'swift' at 'http://10.60.11.12/auth' in enterprise 
'Abiquotest'], User[admintest]
Aquí se muestra el estado del cluster, el token del cloud admin, la URI y la key (X-Account-Meta-
Temp-Url-Key) habilitada:
curl -v -H 'X-Storage-User: Abiquotest:admintest' -H 'X-Storage-Pass: 
7a25b0bc04e77a2f7453dd021168cdc2' http://10.60.11.12/auth/v1.0
< HTTP/1.1 200 OK 
< X-Storage-Url: http://10.60.11.12/v1/AUTH_Abiquotest 
< X-Auth-Token: AUTH_tkf360d002c9044d9cbd5d326a12efd612 
< Content-Type: text/html; charset=UTF-8 
< X-Storage-Token: AUTH_tkf360d002c9044d9cbd5d326a12efd612 
< X-Trans-Id: txc7b4407f44aa41cbbcdc774cd50913eb 
curl -v -H 'X-Auth-Token: AUTH_tkf360d002c9044d9cbd5d326a12efd612' 
http://10.60.11.12/v1/AUTH_Abiquotest
< HTTP/1.1 204 No Content 
< Content-Length: 0 
< X-Account-Object-Count: 0 
< X-Timestamp: 1364989286.68887 
< X-Account-Meta-Temp-Url-Key: 7a25b0bc04e77a2f7453dd021168cdc2 
< X-Account-Bytes-Used: 0 
< X-Account-Container-Count: 0 
< Content-Type: text/html; charset=UTF-8 
< Accept-Ranges: bytes 
< X-Trans-Id: tx3a0230bb0e71406d93e53770a4226c38
A.2 - get_blobstorage
Este es el Dto resultante al hacer la petición correspondiente por la API:
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curl --verbose http://localhost:80/api/admin/enterprises/'idEnterprise'/blobstorages/'idBlobStorage'  
-u admintest:passadmin
HTTP/1.1 200 OK 
<?xml version="1.0" encoding="UTF-8" standalone="yes"?> 
<blobstorage> 
    <link rel="blobstoragezones" type="application/vnd.abiquo.blobstoragezones+xml" 
href="http://localhost:80/api/admin/enterprises/2/blobstorages/1/blobstoragezones"/> 
    <link rel="blobstoragezones" type="application/vnd.abiquo.blobstoragezones+xml" 
href="http://localhost:80/api/admin/enterprises/2/blobstorages/1/action/blobstoragezones"/> 
    <link rel="edit" type="application/vnd.abiquo.blobstorage+xml" 
href="http://localhost:80/api/admin/enterprises/2/blobstorages/1"/> 
    <link rel="enterprise" type="application/vnd.abiquo.enterprise+xml" 
href="http://localhost:80/api/admin/enterprises/2"/> 
    <id>1</id> 
    <uri>http://10.60.11.12/auth</uri> 
    <provider>swift</provider> 
    <credentials>Abiquotest:admintest</credentials> 
    <password>7a25b0bc04e77a2f7453dd021168cdc2</password> 
</blobstorage>
A.3 – modify_blobstorage
Para la modificación se ha optado por cambiar las credenciales y el password del servicio, usando 
los valores correspondientes al enterprise admin.
curl --verbose 'http://localhost/api/admin/enterprises/'idEnterprise'/blobstorages/'idBlobStorage'' \ 
        -X "PUT" \ 
        -H "Accept: application/vnd.abiquo.blobstorage+xml;version=2.4" \ 
        -H "Content-Type: application/vnd.abiquo.blobstorage+xml;version=2.4" \ 
        -u admintest:passadmin \ 
        -d '<blobstorage> 
<credentials>Abiquotest:enteradmin</credentials> 
<password>555f081c32be546623f9234651356029</password> 
<uri>http://10.60.11.12/auth</uri> 
<provider>swift</provider> 
        </blobstorage>' | xmlindent -nbe -f
Con lo cual la configuración del blobstorage queda de la siguiente manera:
< HTTP/1.1 200 OK 
<?xml version="1.0" encoding="UTF-8" standalone="yes"?> 
<blobstorage> 
    <link rel="blobstoragezones" type="application/vnd.abiquo.blobstoragezones+xml" 
href="http://localhost:80/api/admin/enterprises/2/blobstorages/1/blobstoragezones"/> 
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    <link rel="blobstoragezones" type="application/vnd.abiquo.blobstoragezones+xml" 
href="http://localhost:80/api/admin/enterprises/2/blobstorages/1/action/blobstoragezones"/> 
    <link rel="edit" type="application/vnd.abiquo.blobstorage+xml" 
href="http://localhost:80/api/admin/enterprises/2/blobstorages/1"/> 
    <link rel="enterprise" type="application/vnd.abiquo.enterprise+xml" 
href="http://localhost:80/api/admin/enterprises/2"/> 
    <id>1</id> 
    <uri>http://10.60.11.12/auth</uri> 
    <provider>swift</provider> 
    <credentials>Abiquotest:enteradmin</credentials> 
    <password>555f081c32be546623f9234651356029</password> 
</blobstorage>
La notificación por la API:
17:22:48.045 INFO  com.abiquo.api.tracer.TracerLogger - Severity: INFO Component: 
BLOBSTORAGE Event: BLOBSTORAGE_MODIFY Hierarchy: 
/admin/enterprises/2/blobstorages/1 Performed by admintest from enterprise Abiquotest Message: 
Modified blob storage for enterprise 'Abiquotest' to type 'swift' and uri 'http://10.60.11.12/auth' 
17:22:48.085 INFO  c.a.t.eventing.SQLTracerListener - Received message: Severity[INFO], 
Event[BLOBSTORAGE_MODIFY], Component[BLOBSTORAGE], Timestamp[1365520968085], 
Description[Modified blob storage for enterprise 'Abiquotest' to type 'swift' and uri 
'http://10.60.11.12/auth'], User[admintest]
El estado de la base de datos:
mysql> select * from blob_storage; 
+---------------+--------------+-------------------------+----------+-----------------------
+----------------------------------+-----------+ 
| idBlobstorage | idEnterprise | uri                     | provider | credentials           | password                   
| version_c | 
+---------------+--------------+-------------------------+----------+-----------------------
+----------------------------------+-----------+ 
|             1 |            2 | http://10.60.11.12/auth | swift    | Abiquotest:enteradmin | 
555f081c32be546623f9234651356029 |         1 | 
+---------------+--------------+-------------------------+----------+-----------------------
+----------------------------------+-----------+ 
A.4 – delete_blobstorage
La ejecución por la API es la siguiente:
curl --verbose 'http://localhost/api/admin/enterprises/'idEnterprise'/blobstorages/'idBlobStorage'' 
-X "DELETE" -H "Accept: application/vnd.abiquo.blobstorage+xml;version=2.4" -H "Content-
Type: application/vnd.abiquo.blobstorage+xml;version=2.4" -u admintest:passadmin
116
Integración del proyecto Swift de Openstack en la plataforma cloud de Abiquo
La respuesta por API, la notificación y el estado de la base de datos:
< HTTP/1.1 204 Sin Contenido 
< Server: Apache-Coyote/1.1 
< Set-Cookie: 
auth=YWRtaW50ZXN0OjEzNjU1MjU5MDI1MDU6YTU0NTUwOWE5OTQzZjQ1YzAwNzllNjY0N
GYyNTQ5OGY6QUJJUVVP; Expires=Tue, 09-Apr-2013 16:45:02 GMT; Path=/api 
< Set-Cookie: JSESSIONID=85CDE82F3658B3D2A005BE4C929FCF64; Path=/api 
< 
  0     0    0     0    0     0      0      0 --:--:-- --:--:-- --:--:--     0 
* Connection #0 to host localhost left intact 
* Closing connection #0 
18:15:02.545 INFO  com.abiquo.api.tracer.TracerLogger - Severity: INFO Component: 
BLOBSTORAGE Event: BLOBSTORAGE_DELETE Hierarchy: 
/admin/enterprises/2/blobstorages/1 Performed by admintest from enterprise Abiquotest Message: 
Deleted blob storage of type 'swift' at 'http://10.60.11.12/auth' from enterprise 'Abiquotest' 
18:15:02.598 INFO  c.a.t.eventing.SQLTracerListener - Received message: Severity[INFO], 
Event[BLOBSTORAGE_DELETE], Component[BLOBSTORAGE], Timestamp[1365524102598], 
Description[Deleted blob storage of type 'swift' at 'http://10.60.11.12/auth' from enterprise 
'Abiquotest'], User[admintest]
mysql> select * from blob_storage; 
Empty set (0.00 sec) 
A.5 – get_BlobstorageZones
La llamada para obtener las zonas disponibles a través de la API y la respuesta:
curl --verbose 
'http://localhost/api/admin/enterprises/'idEnterprise'/blobstorages/'idBlobStorage'/blobstoragezone
s?includeZones=AVAILABLE' -H accept:application/vnd.abiquo.blobstoragezones+xml -u 
admintest:passadmin
HTTP/1.1 200 OK 
< Server: Apache-Coyote/1.1 
< Set-Cookie: 
auth=YWRtaW50ZXN0OjEzNjU1ODU3NDcxOTI6NGQxZTk4NDQyMDFjNzNmMjk1MjQ5YTIzNz
MxZmQ4NTY6QUJJUVVP; Expires=Wed, 10-Apr-2013 09:22:27 GMT; Path=/api 
< Set-Cookie: JSESSIONID=C582C74C90CEAD8F21E48CC071664024; Path=/api 
< Content-Type: application/vnd.abiquo.blobstoragezones+xml 
< Content-Length: 147 
< 
{ [data not shown] 
100   147  100   147    0     0     93      0  0:00:01  0:00:01 --:--:--    93 
* Connection #0 to host localhost left intact 
* Closing connection #0 
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<?xml version="1.0" encoding="UTF-8" standalone="yes"?> 
<blobstoragezones> 
    <blobStoragezone> 
        <name>DEFAULT</name> 
    </blobStoragezone> 
</blobstoragezones> 
A.6 - create_allowedZone
La llamada para la creación de una allowedzone por API:
curl --verbose  
'http://localhost/api/admin/enterprises/'idEnterprise'/blobstorages/'idBlobStorage'/blobstoragezone
s' \ 
        -X "POST" \ 
        -H "Accept: application/vnd.abiquo.blobstoragezone+xml;version=2.4" \ 
        -H "Content-Type: application/vnd.abiquo.blobstoragezone+xml;version=2.4" \ 
        -u admintest:passadmin \ 
        -d '<blobstoragezone> 
             <name>DEFAULT</name> 
     </blobstoragezone>'
La respuesta por API, la notificación y el estado de la base de datos:
< HTTP/1.1 201 Creado 
< Server: Apache-Coyote/1.1 
< Set-Cookie: 
auth=YWRtaW46MTM2NTUzMDYyMTg1NjoyMDk5M2M3NGI5ZDMwMTFmOGU1MTdiNjZkNG
EzNWI2ZTpBQklRVU8; Expires=Tue, 09-Apr-2013 18:03:41 GMT; Path=/api 
< Location: http://localhost:80/api/admin/enterprises/2/blobstorages/2/blobstoragezones/1 
< Set-Cookie: JSESSIONID=41E09E107054E49E70B22381326B9B32; Path=/api 
< Content-Type: application/vnd.abiquo.blobstoragezone+xml;version=2.4 
< Content-Length: 728 
< 
<?xml version="1.0" encoding="UTF-8" standalone="yes"?> 
<blobstoragezone> 
    <link rel="enterprise" type="application/vnd.abiquo.enterprise+xml" 
href="http://localhost:80/api/admin/enterprises/2"/> 
    <link rel="blobstorage" type="application/vnd.abiquo.blobstorage+xml" 
href="http://localhost:80/api/admin/enterprises/2/blobstorages/2"/> 
    <link rel="edit" type="application/vnd.abiquo.blobstoragezone+xml" 
href="http://localhost:80/api/admin/enterprises/2/blobstorages/2/blobstoragezones/1"/> 
    <link rel="blobstoragecontainers" type="application/vnd.abiquo.blobstoragecontainers+xml" 
href="http://localhost:80/api/admin/enterprises/2/blobstorages/2/blobstoragezones/1/blobstoragec
ontainers"/> 
    <id>1</id> 
    <name>DEFAULT</name> 
</blobstoragezone>
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19:33:42.168 INFO  com.abiquo.api.tracer.TracerLogger - Severity: INFO Component: 
ALLOWEDZONE Event: ALLOWEDZONE_CREATE Hierarchy: 
/admin/enterprises/2/blobstorages/2/blobstoragezones Performed by admin from enterprise Abiquo 
Message: Created allowed zone 'DEFAULT' at blob storage '2' 
19:33:42.191 INFO  c.a.t.eventing.SQLTracerListener - Received message: Severity[INFO], 
Event[ALLOWEDZONE_CREATE], Component[ALLOWEDZONE], Timestamp[1365528822191], 
Description[Created allowed zone 'DEFAULT' at blob storage '2'], User[admin]
mysql> select * from allowed_zones; 
+----------------+---------------+---------+-----------+ 
| idAllowedZones | idblobstorage | name    | version_c | 
+----------------+---------------+---------+-----------+ 
|              1 |             2 | DEFAULT |         0 | 
+----------------+---------------+---------+-----------+ 
Si en este momento se hiciera una petición para obtener todas las zonas, es decir, un 
getBlobStorageZones con el parámetro ALL, la respuesta sería la siguiente:
curl --verbose 
'http://localhost/api/admin/enterprises/'idEnterprise'/blobstorages/'idBlobStorage'/blobstoragezone
s?includeZones=ALL' -H accept:application/vnd.abiquo.blobstoragezones+xml -u 
admintest:passadmin
< HTTP/1.1 200 OK 
< Server: Apache-Coyote/1.1 
< Set-Cookie: 
auth=YWRtaW50ZXN0OjEzNjU1ODg4NzA1Mzk6Y2VjNDNmZDI3YzhkM2VjNmNjOTcwNjlkZDAy
MDM2MTE6QUJJUVVP; Expires=Wed, 10-Apr-2013 10:14:30 GMT; Path=/api 
< Set-Cookie: JSESSIONID=DD4DDF645570F4289FC90BFF168A1E6F; Path=/api 
< Content-Type: application/vnd.abiquo.blobstoragezones+xml 
< Content-Length: 212 
< 
{ [data not shown] 
100   212  100   212    0     0   1696      0 --:--:-- --:--:-- --:--:--  1709 
* Connection #0 to host localhost left intact 
* Closing connection #0 
<?xml version="1.0" encoding="UTF-8" standalone="yes"?> 
<blobstoragezones> 
    <blobStoragezone> 
        <name>DEFAULT</name> 
    </blobStoragezone> 
    <blobStoragezone> 
        <id>1</id> 
        <name>DEFAULT</name> 
    </blobStoragezone> 
</blobstoragezones>
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A.7 – delete_allowedZone
curl --verbose 
'http://localhost/api/admin/enterprises/'$idEnterprise'/blobstorages/'$idBlobStorage'/blobstoragezo
nes/'$idAllowedZone'' \ 
        -X "DELETE" \ 
        -H "Accept: application/vnd.abiquo.blobstoragezones+xml;version=2.4" \ 
        -H "Content-Type: application/vnd.abiquo.blobstoragezones+xml;version=2.4" \ 
        -u admintest:passadmin | xmlindent -nbe -f
La respuesta por API, la notificación en los eventos y el estado resultante de base de datos:
< HTTP/1.1 204 Sin Contenido 
< Server: Apache-Coyote/1.1 
< Set-Cookie: 
auth=YWRtaW50ZXN0OjEzNjU1ODc3NDY1NjA6OTYxZmUzYWMyNWJiNThlNGY0YjBhM2IxYm
Q0MmM3YWE6QUJJUVVP; Expires=Wed, 10-Apr-2013 09:55:46 GMT; Path=/api 
< Set-Cookie: JSESSIONID=89DE2B5A67FFE3BE6677821124594875; Path=/api 
< 
  0     0    0     0    0     0      0      0 --:--:-- --:--:-- --:--:--     0 
* Connection #0 to host localhost left intact 
* Closing connection #0
11:25:46.631 INFO  com.abiquo.api.tracer.TracerLogger - Severity: INFO Component: 
ALLOWEDZONE Event: ALLOWEDZONE_DELETE Hierarchy: 
/admin/enterprises/2/blobstorages/2/blobstoragezones/1 Performed by admintest from enterprise 
Abiquotest Message: Deleted allowed zone 'DEFAULT' at blob storage '2' 
11:25:47.218 INFO  c.a.t.eventing.SQLTracerListener - Received message: Severity[INFO], 
Event[ALLOWEDZONE_DELETE], Component[ALLOWEDZONE], Timestamp[1365585947218], 
Description[Deleted allowed zone 'DEFAULT' at blob storage '2'], User[admintest]
mysql> select * from allowed_zones; 
Empty set (0.00 sec)
A.8 – create_blobstorageContainers
La petición por la API para crear un contenedor de empresa es la siguiente:
curl --verbose 
'http://localhost/api/admin/enterprises/'idEnterprise'/blobstorages/'idBlobStorage'/blobstoragezone
s/'idAllowedZone'/blobstoragecontainers' \ 
        -X "POST" \ 
        -H "Accept: application/vnd.abiquo.blobstoragecontainer+xml;version=2.4" \ 
        -H "Content-Type: application/vnd.abiquo.blobstoragecontainer+xml;version=2.4" \ 
        -u enteradmin:passenteradmin \ 
        -d '<blobstoragecontainer> 
            <link rel="owner" type="application/vnd.abiquo.user+xml" 
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href="http://localhost/api/admin/enterprises/'idEnterprise'/users/'idUser'"/> 
            <name>Abiquotest</name> 
            </blobstoragecontainer>'
Y esta es la respuesta que se recibe de la API junto con la notificación en los eventos:
HTTP/1.1 201 Creado 
< Server: Apache-Coyote/1.1 
< Location: 
http://localhost:80/api/admin/enterprises/2/blobstorages/2/blobstoragezones/3/blobstoragecontaine
rs/Abiquotest 
< Set-Cookie: JSESSIONID=E332B17DDE2974AE7AFA40986F957D00; Path=/api 
< Content-Type: application/vnd.abiquo.blobstoragecontainer+xml;version=2.4 
< Content-Length: 1109 
{ [data not shown] 
100  1332  100  1109  100   223    121     24  0:00:09  0:00:09 --:--:--   216 
* Connection #0 to host localhost left intact 
* Closing connection #0 
<?xml version="1.0" encoding="UTF-8" standalone="yes"?> 
<blobstoragecontainer> 
    <link rel="enterprise" type="application/vnd.abiquo.enterprise+xml" 
href="http://localhost:80/api/admin/enterprises/2"/> 
    <link rel="blobstorage" type="application/vnd.abiquo.blobstorage+xml" 
href="http://localhost:80/api/admin/enterprises/2/blobstorages/2"/> 
    <link rel="blobstoragezone" type="application/vnd.abiquo.blobstoragezone+xml" 
href="http://localhost:80/api/admin/enterprises/2/blobstorages/2/blobstoragezones/3"/> 
    <link rel="edit" type="application/vnd.abiquo.blobstoragecontainer+xml" 
href="http://localhost:80/api/admin/enterprises/2/blobstorages/2/blobstoragezones/3/blobstoragec
ontainers/Abiquotest"/> 
    <link rel="action/refresh" type="application/vnd.abiquo.blobstoragecontainers+xml" 
href="http://localhost:80/api/admin/enterprises/2/blobstorages/2/blobstoragezones/3/blobstoragec
ontainers"/> 
    <link rel="blobs" type="application/vnd.abiquo.blobs+xml" 
href="http://localhost:80/api/admin/enterprises/2/blobstorages/2/blobstoragezones/3/blobstoragec
ontainers/Abiquotest/blobs"/> 
    <name>Abiquotest</name> 
</blobstoragecontainer>
13:04:40.733 INFO  com.abiquo.api.tracer.TracerLogger - Severity: INFO Component: 
BLOBSTORAGE_CONTAINER Event: BLOBSTORAGE_CONTAINER_CREATE Hierarchy: 
/admin/enterprises/2/blobstorages/2/blobstoragezones/3/blobstoragecontainers Performed by 
enteradmin from enterprise Abiquotest Message: Created container 'Abiquotest' at blob storage '2' 
in zone 'DEFAULT' from enterprise 'Abiquotest' 
13:04:40.788 INFO  c.a.t.eventing.SQLTracerListener - Received message: Severity[INFO], 
Event[BLOBSTORAGE_CONTAINER_CREATE], Component[BLOBSTORAGE_CONTAINER], 
Timestamp[1365591880788], Description[Created container 'Abiquotest' at blob storage '2' in zone  
'DEFAULT' from enterprise 'Abiquotest'], User[enteradmin] 
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13:04:43.937 INFO  com.abiquo.api.tracer.TracerLogger - Severity: INFO Component: 
BLOBSTORAGE_CONTAINER Event: BLOBSTORAGE_CONTAINER_MODIFY Hierarchy: 
/admin/enterprises/2/blobstorages/2/blobstoragezones/3/blobstoragecontainers Performed by 
enteradmin from enterprise Abiquotest Message: Modified container 'Abiquotest' at blob storage '2'  
from enterprise 'Abiquotest' 
13:04:43.994 INFO  c.a.t.eventing.SQLTracerListener - Received message: Severity[INFO], 
Event[BLOBSTORAGE_CONTAINER_MODIFY], Component[BLOBSTORAGE_CONTAINER], 
Timestamp[1365591883994], Description[Modified container 'Abiquotest' at blob storage '2' from 
enterprise 'Abiquotest'], User[enteradmin]
En este caso la base de datos ha quedado de la siguiente manera:
mysql> select * from container; 
+-------------+--------+---------------+------------+-----------+ 
| idContainer | idUser | idAllowedZone | name       | version_c | 
+-------------+--------+---------------+------------+-----------+ 
|           1 |      4 |             3 | Abiquotest |         0 | 
+-------------+--------+---------------+------------+-----------+ 
1 row in set (0.00 sec)
mysql> select * from container_user; 
+-------------+--------+-----------+ 
| idContainer | idUser | version_c | 
+-------------+--------+-----------+ 
|           1 |      3 |         0 | 
|           1 |      4 |         0 | 
|           1 |      5 |         0 | 
|           1 |      6 |         0 | 
|           1 |      7 |         0 | 
+-------------+--------+-----------+ 
5 rows in set (0.00 sec)
Para comprobar el estado actual del contenedor, se hace petición a Swift y se puede ver el resultado 
tras habilitar los permisos de lectura y escritura a cada usuario de la empresa. Dichos permisos 
corresponden a las cabeceras “X-Container-Read” y “X-Container-Write”. La cabecera “X-
Container-Meta-Access-Control-Allow-Headers” y su contenido está relacionado con los métodos 
para subir y descargar blobs, que se explicarán más adelante.
curl -v -H 'X-Auth-Token: AUTH_tkc85d9d162b7244b8acca70fbd2970e9c' 
http://10.60.11.12/v1/AUTH_Abiquotest/Abiquotest 
* About to connect() to 10.60.11.12 port 80 (#0) 
*   Trying 10.60.11.12... connected 
* Connected to 10.60.11.12 (10.60.11.12) port 80 (#0) 
> GET /v1/AUTH_Abiquotest/Abiquotest HTTP/1.1 
> User-Agent: curl/7.21.6 (x86_64-pc-linux-gnu) libcurl/7.21.6 OpenSSL/1.0.0e zlib/1.2.3.4 
libidn/1.22 librtmp/2.3 
> Host: 10.60.11.12 
> Accept: */* 
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> X-Auth-Token: AUTH_tkc85d9d162b7244b8acca70fbd2970e9c 
> 
< HTTP/1.1 204 No Content 
< Content-Length: 0 
< X-Container-Object-Count: 0 
< X-Container-Write: 
Abiquotest:admintest,Abiquotest:enteradmin,Abiquotest:user1,Abiquotest:user2,Abiquotest:user3 
< Accept-Ranges: bytes 
< X-Container-Meta-Access-Control-Expose-Headers: X-Auth-Token 
< X-Timestamp: 1364995869.24840 
< X-Container-Meta-Access-Control-Allow-Origin: * 
< X-Container-Read: 
Abiquotest:admintest,Abiquotest:enteradmin,Abiquotest:user1,Abiquotest:user2,Abiquotest:user3 
< X-Container-Bytes-Used: 0 
< Content-Type: text/html; charset=UTF-8 
< X-Container-Meta-Access-Control-Allow-Headers: X-Auth-Token,X-Container-Meta-Access-
Control-Allow-Origin,X-Container-Meta-Access-Control-Expose-Headers,X-Account-Meta-Temp-
URL-Key,Content-Type,Content-length 
< X-Trans-Id: txbf360f163d274cb88ea1380596ea096d 
* Connection #0 to host 10.60.11.12 left intact 
* Closing connection #0
A.9 – get_blobstorageContainers
Por la API, se realiza de la siguiente manera:
curl --verbose 
'http://localhost/api/admin/enterprises/'idEnterprise'/blobstorages/'idBlobStorage'/blobstoragezone
s/'idAllowedZone'/blobstoragecontainers' -u enteradmin:passenteradmin
La respuesta queda de la siguiente manera:
< HTTP/1.1 200 OK 
< Server: Apache-Coyote/1.1 
< Set-Cookie: 
auth=ZW50ZXJhZG1pbjoxMzY1NjA5ODkzMTIzOjk4NzNjZWQ2Y2FlNDcyZWYwM2E4NTk4NTg4
MjRjZDdhOkFCSVFVTw; Expires=Wed, 10-Apr-2013 16:04:53 GMT; Path=/api 
< Set-Cookie: JSESSIONID=CB209C0062F2CEEFD501FBEA9128BD7B; Path=/api 
< Content-Type: application/vnd.abiquo.blobstoragecontainers+xml;version=2.4 
< Content-Length: 1156 
{ [data not shown] 
100  1156  100  1156    0     0   1536      0 --:--:-- --:--:-- --:--:--  1539 
* Connection #0 to host localhost left intact 
* Closing connection #0 
<?xml version="1.0" encoding="UTF-8" standalone="yes"?> 
<blobstoragecontainers> 
    <blobstoragecontainer> 
        <link rel="action/refresh" type="application/vnd.abiquo.blobstoragecontainers+xml" 
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href="http://localhost:80/api/admin/enterprises/2/blobstorages/2/blobstoragezones/3/blobstoragec
ontainers"/> 
        <link rel="blobs" type="application/vnd.abiquo.blobs+xml" 
href="http://localhost:80/api/admin/enterprises/2/blobstorages/2/blobstoragezones/3/blobstoragec
ontainers/Abiquotest/blobs"/> 
        <link rel="blobstorage" type="application/vnd.abiquo.blobstorage+xml" 
href="http://localhost:80/api/admin/enterprises/2/blobstorages/2"/> 
        <link rel="blobstoragezone" type="application/vnd.abiquo.blobstoragezone+xml" 
href="http://localhost:80/api/admin/enterprises/2/blobstorages/2/blobstoragezones/3"/> 
        <link rel="edit" type="application/vnd.abiquo.blobstoragecontainer+xml" 
href="http://localhost:80/api/admin/enterprises/2/blobstorages/2/blobstoragezones/3/blobstoragec
ontainers/Abiquotest"/> 
        <link rel="enterprise" type="application/vnd.abiquo.enterprise+xml" 
href="http://localhost:80/api/admin/enterprises/2"/> 
        <name>Abiquotest</name> 
    </blobstoragecontainer> 
</blobstoragecontainers>
A.9.1 - get_BlobStorageContainer (modo usuario)
La llamada por API: 
curl --verbose http://localhost/api/admin/enterprises/2/users/5/action/containers -u 
user1:passuser1
Y la respuesta:
< HTTP/1.1 200 OK 
< Server: Apache-Coyote/1.1 
< Set-Cookie: 
auth=dXNlcjE6MTM2NTc2NDY0NDIxNDo1YjU5MTU3ZDUzNzIyZTQzZGNjNmY5MWEyNjUzM
DQwOTpBQklRVU8; Expires=Fri, 12-Apr-2013 11:04:04 GMT; Path=/api 
< Set-Cookie: JSESSIONID=909F84807297F43FCD9B8CC9A806457E; Path=/api 
< Content-Type: application/vnd.abiquo.links+xml;version=2.4 
< Content-Length: 296 
< Date: Fri, 12 Apr 2013 10:34:04 GMT 
< 
{ [data not shown] 
100   296  100   296    0     0  10316      0 --:--:-- --:--:-- --:--:-- 10571 
* Connection #0 to host localhost left intact 
* Closing connection #0 
<?xml version="1.0" encoding="UTF-8" standalone="yes"?> 
<links> 
    <link title="Abiquotest" rel="blobstoragecontainer" 
type="application/vnd.abiquo.blobstoragecontainer+xml" 
href="http://localhost:80/api/admin/enterprises/2/blobstorages/2/blobstoragezones/3/blobstoragec
ontainers/Abiquotest"/> 
</links>
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De esta forma, el usuario puede acceder a los blobs del contenedor que aparece en la respuesta, 
mediante esta llamada a la API:
curl --verbose 
http://localhost:80/api/admin/enterprises/2/blobstorages/2/blobstoragezones/3/blobstoragecontaine
rs/Abiquotest/blobs -u user1:passuser1
A.10 – get_blobStorageContainer
La llamada por API queda de la siguiente manera:
curl --verbose 
'http://localhost/api/admin/enterprises/'idEnterprise'/blobstorages/'idBlobStorage'/blobstoragezone
s/'idAllowedZone'/blobstoragecontainers/Abiquotest' -u enteradmin:passenteradmin
Y la respuesta:
< HTTP/1.1 200 OK 
< Server: Apache-Coyote/1.1 
< Set-Cookie: 
auth=ZW50ZXJhZG1pbjoxMzY1NjEwNDAyNjM2OjRjOGQyNDRjZDI5ZTk5ZWU3MDZkY2NlZG
FmOGE3ODIzOkFCSVFVTw; Expires=Wed, 10-Apr-2013 16:13:22 GMT; Path=/api 
< Set-Cookie: JSESSIONID=A1708E82EAA7BF5F1CC52495F5337992; Path=/api 
< Content-Type: application/vnd.abiquo.blobstoragecontainer+xml;version=2.4 
< Content-Length: 1703 
{ [data not shown] 
100  1703  100  1703    0     0   3204      0 --:--:-- --:--:-- --:--:--  3207 
* Connection #0 to host localhost left intact 
* Closing connection #0 
<?xml version="1.0" encoding="UTF-8" standalone="yes"?> 
<blobstoragecontainer> 
    <link rel="action/refresh" type="application/vnd.abiquo.blobstoragecontainers+xml" 
href="http://localhost:80/api/admin/enterprises/2/blobstorages/2/blobstoragezones/3/blobstoragec
ontainers"/> 
    <link rel="admintest" type="application/vnd.abiquo.user+xml" 
href="http://localhost:80/api/admin/enterprises/2/users/3"/> 
    <link rel="blobs" type="application/vnd.abiquo.blobs+xml" 
href="http://localhost:80/api/admin/enterprises/2/blobstorages/2/blobstoragezones/3/blobstoragec
ontainers/Abiquotest/blobs"/> 
    <link rel="blobstorage" type="application/vnd.abiquo.blobstorage+xml" 
href="http://localhost:80/api/admin/enterprises/2/blobstorages/2"/> 
    <link rel="blobstoragezone" type="application/vnd.abiquo.blobstoragezone+xml" 
href="http://localhost:80/api/admin/enterprises/2/blobstorages/2/blobstoragezones/3"/> 
    <link rel="edit" type="application/vnd.abiquo.blobstoragecontainer+xml" 
href="http://localhost:80/api/admin/enterprises/2/blobstorages/2/blobstoragezones/3/blobstoragec
ontainers/Abiquotest"/> 
    <link rel="enteradmin" type="application/vnd.abiquo.user+xml" 
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href="http://localhost:80/api/admin/enterprises/2/users/4"/> 
    <link rel="enterprise" type="application/vnd.abiquo.enterprise+xml" 
href="http://localhost:80/api/admin/enterprises/2"/> 
    <link rel="user1" type="application/vnd.abiquo.user+xml" 
href="http://localhost:80/api/admin/enterprises/2/users/5"/> 
    <link rel="user2" type="application/vnd.abiquo.user+xml" 
href="http://localhost:80/api/admin/enterprises/2/users/6"/> 
    <link rel="user3" type="application/vnd.abiquo.user+xml" 
href="http://localhost:80/api/admin/enterprises/2/users/7"/> 
    <name>Abiquotest</name> 
</blobstoragecontainer> 
Se puede verificar que todos los usuarios mostrados en la respuesta corresponden con los que 
aparecen en la tabla container_user:
mysql> select * from container_user; 
+-------------+--------+-----------+ 
| idContainer | idUser | version_c | 
+-------------+--------+-----------+ 
|           1 |      3 |         0 | 
|           1 |      4 |         0 | 
|           1 |      5 |         0 | 
|           1 |      6 |         0 | 
|           1 |      7 |         0 | 
+-------------+--------+-----------+
5 rows in set (0.00 sec)
A.11 - getContainersRefresh
En este ejemplo se comienza por eliminar el user3:
mysql> delete from container_user where idUser = 7; 
Query OK, 1 row affected (0.05 sec) 
mysql> select * from container_user; 
+-------------+--------+-----------+ 
| idContainer | idUser | version_c | 
+-------------+--------+-----------+ 
|           1 |      3 |         0 | 
|           1 |      4 |         0 | 
|           1 |      5 |         0 | 
|           1 |      6 |         0 | 
+-------------+--------+-----------+ 
4 rows in set (0.00 sec) 
Ahora mismo dicho usuario no es capaz de trabajar con el contenedor de su empresa a través de 
Abiquo, luego se procede a ejecutar el método getContainersRefresh, se conecta al cluster, 
comprueba los permisos del contenedor y añade el user3 a la tabla container_user.
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La llamada por API responsable de ejecutar este método es la siguiente:
curl --verbose 
http://localhost:80/api/admin/enterprises/2/blobstorages/2/blobstoragezones/3/blobstoragecontaine
rs/action/refresh -u enteradmin:passenteradmin
La repuesta por API:
HTTP/1.1 204 Sin Contenido 
< Server: Apache-Coyote/1.1 
< Set-Cookie: 
auth=ZW50ZXJhZG1pbjoxMzY1Njc3MTU2NTgyOjk5Nzk1ZWFkODJmNmMxOGIxNTEzZjVkODV
hZjk0ZTM0OkFCSVFVTw; Expires=Thu, 11-Apr-2013 10:45:56 GMT; Path=/api 
< Set-Cookie: JSESSIONID=573B8174101B7FEDA89DD16184F0F895; Path=/api 
  0     0    0     0    0     0      0      0 --:--:--  0:00:57 --:--:--     0 
* Connection #0 to host localhost left intact 
* Closing connection #0
Y se verifica que el usuario ha sido añadido nuevamente a la base de datos:
mysql> select * from container_user; 
+-------------+--------+-----------+ 
| idContainer | idUser | version_c | 
+-------------+--------+-----------+ 
|           1 |      3 |         0 | 
|           1 |      4 |         0 | 
|           1 |      5 |         0 | 
|           1 |      6 |         0 | 
|           1 |      7 |         0 | 
+-------------+--------+-----------+ 
5 rows in set (0.00 sec)
A.12 – modify_blobStorageContainer
Como ejemplo, se creará una cuenta para un nuevo usuario en Swift, se añadirá ese usuario (user4, 
cuyo identificador será el 8) en Abiquo y luego se le otorgará acceso al contenedor de la empresa 
(Abiquotest).
La llamada por la API encargada de ejecutar este método es:
curl --verbose 
'http://localhost/api/admin/enterprises/'idEnterprise'/blobstorages/'idBlobStorage'/blobstoragezone
s/'idAllowedZone'/blobstoragecontainers/'containerName'' \ 
        -X "PUT" \ 
        -H "Accept: application/vnd.abiquo.blobstoragecontainer+xml;version=2.4" \ 
        -H "Content-Type: application/vnd.abiquo.blobstoragecontainer+xml;version=2.4" \ 
        -u enteradmin:passenteradmin \ 
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        -d '<blobstoragecontainer> 
            <link rel="owner" type="application/vnd.abiquo.user+xml" 
href="http://localhost:80/api/admin/enterprises/2/users/3"/> 
            <link rel="owner" type="application/vnd.abiquo.user+xml" 
href="http://localhost:80/api/admin/enterprises/2/users/4"/> 
            <link rel="owner" type="application/vnd.abiquo.user+xml" 
href="http://localhost:80/api/admin/enterprises/2/users/5"/> 
            <link rel="owner" type="application/vnd.abiquo.user+xml" 
href="http://localhost:80/api/admin/enterprises/2/users/6"/> 
            <link rel="owner" type="application/vnd.abiquo.user+xml" 
href="http://localhost:80/api/admin/enterprises/2/users/7"/> 
            <link rel="owner" type="application/vnd.abiquo.user+xml" 
href="http://localhost:80/api/admin/enterprises/2/users/8"/> 
            </blobstoragecontainer>'
La respuesta por la API y la notificación del evento:
HTTP/1.1 200 OK 
< Server: Apache-Coyote/1.1 
< Set-Cookie: 
auth=ZW50ZXJhZG1pbjoxMzY1Njg2MTMwNzI4OmJjZTU2YmQxMGE4MWQwYWViNzNjMDlhN
WJmNGRmZGY0OkFCSVFVTw; Expires=Thu, 11-Apr-2013 13:15:30 GMT; Path=/api 
< Set-Cookie: JSESSIONID=D8A01DEBBFD358C84188B5C727FEBD6A; Path=/api 
< Content-Type: application/vnd.abiquo.blobstoragecontainer+xml;version=2.4 
< Content-Length: 1109 
{ [data not shown] 
100  1947  100  1109  100   838    106     80  0:00:10  0:00:10 --:--:--    61 
* Connection #0 to host localhost left intact 
* Closing connection #0 
<?xml version="1.0" encoding="UTF-8" standalone="yes"?> 
<blobstoragecontainer> 
    <link rel="action/refresh" type="application/vnd.abiquo.blobstoragecontainers+xml" 
href="http://localhost:80/api/admin/enterprises/2/blobstorages/2/blobstoragezones/3/blobstoragec
ontainers"/> 
    <link rel="blobs" type="application/vnd.abiquo.blobs+xml" 
href="http://localhost:80/api/admin/enterprises/2/blobstorages/2/blobstoragezones/3/blobstoragec
ontainers/Abiquotest/blobs"/> 
    <link rel="blobstorage" type="application/vnd.abiquo.blobstorage+xml" 
href="http://localhost:80/api/admin/enterprises/2/blobstorages/2"/> 
    <link rel="blobstoragezone" type="application/vnd.abiquo.blobstoragezone+xml" 
href="http://localhost:80/api/admin/enterprises/2/blobstorages/2/blobstoragezones/3"/> 
    <link rel="edit" type="application/vnd.abiquo.blobstoragecontainer+xml" 
href="http://localhost:80/api/admin/enterprises/2/blobstorages/2/blobstoragezones/3/blobstoragec
ontainers/Abiquotest"/> 
    <link rel="enterprise" type="application/vnd.abiquo.enterprise+xml" 
href="http://localhost:80/api/admin/enterprises/2"/> 
    <name>Abiquotest</name> 
</blobstoragecontainer>
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14:45:40.609 INFO  com.abiquo.api.tracer.TracerLogger - Severity: INFO Component: 
BLOBSTORAGE_CONTAINER Event: BLOBSTORAGE_CONTAINER_MODIFY Hierarchy: 
/admin/enterprises/2/blobstorages/2/blobstoragezones/3/blobstoragecontainers/Abiquotest 
Performed by enteradmin from enterprise Abiquotest Message: Modified container 'Abiquotest' at 
blob storage '2' from enterprise 'Abiquotest' 
14:45:40.958 INFO  c.a.t.eventing.SQLTracerListener - Received message: Severity[INFO], 
Event[BLOBSTORAGE_CONTAINER_MODIFY], Component[BLOBSTORAGE_CONTAINER], 
Timestamp[1365684340958], Description[Modified container 'Abiquotest' at blob storage '2' from 
enterprise 'Abiquotest'], User[enteradmin]
Luego se comprueba que realmente se ha añadido ese usuario a la tabla container_user, indicando 
que posee acceso al contenedor de la empresa:
mysql> select * from container_user; 
+-------------+--------+-----------+ 
| idContainer | idUser | version_c | 
+-------------+--------+-----------+ 
|           1 |      3 |         0 | 
|           1 |      4 |         0 | 
|           1 |      5 |         0 | 
|           1 |      6 |         0 | 
|           1 |      7 |         0 | 
|           1 |      8 |         0 | 
+-------------+--------+-----------+ 
6 rows in set (0.00 sec) 
Y finalmente se verifica en Swift que el contenedor ha añadido al nuevo usuario en los permisos de 
lectura y escritura (cabeceras: X-Container-Read, X-Container-Write)
curl -v -H 'X-Auth-Token: AUTH_tk59e73d831b8448b69834c17cc43ac7d1' 
http://10.60.11.12/v1/AUTH_Abiquotest/Abiquotest
< HTTP/1.1 204 No Content 
< Content-Length: 0 
< X-Container-Object-Count: 0 
< X-Container-Write: 
Abiquotest:admintest,Abiquotest:enteradmin,Abiquotest:user1,Abiquotest:user2,Abiquotest:user3,A
biquotest:user4 
< Accept-Ranges: bytes 
< X-Container-Meta-Access-Control-Expose-Headers: X-Auth-Token 
< X-Timestamp: 1364995869.24840 
< X-Container-Meta-Access-Control-Allow-Origin: * 
< X-Container-Read: 
Abiquotest:admintest,Abiquotest:enteradmin,Abiquotest:user1,Abiquotest:user2,Abiquotest:user3,A
biquotest:user4 
< X-Container-Bytes-Used: 0 
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< Content-Type: text/html; charset=UTF-8 
< X-Container-Meta-Access-Control-Allow-Headers: X-Auth-Token,X-Container-Meta-Access-
Control-Allow-Origin,X-Container-Meta-Access-Control-Expose-Headers,X-Account-Meta-Temp-
URL-Key,Content-Type,Content-length 
< X-Trans-Id: txe32f4699e09f424c911dfb3b13554c63 
* Connection #0 to host 10.60.11.12 left intact 
* Closing connection #0 
A.13 – delete_BlobStorageContainer
Para esta demostración, se ha creado un contenedor para el user4, luego la base de datos queda de la 
siguiente manera:
mysql> select * from container_user; 
+-------------+--------+-----------+ 
| idContainer | idUser | version_c | 
+-------------+--------+-----------+ 
|           1 |      4 |         0 | 
|           1 |      5 |         0 | 
|           1 |      6 |         0 | 
|           1 |      7 |         0 | 
|           1 |      3 |         0 | 
|           2 |      3 |         0 | 
|           1 |      8 |         0 | 
|           2 |      8 |         0 | 
+-------------+--------+-----------+ 
8 rows in set (0.00 sec)
La llamada por API para este método es la siguiente:
curl --verbose 
'http://localhost/api/admin/enterprises/'idEnterprise'/blobstorages/'$idBlobStorage'/blobstoragezon
es/'idAllowedZone'/blobstoragecontainers/'containerName'' \ 
        -X "DELETE" \ 
        -H "Accept: application/vnd.abiquo.blobstoragecontainer+xml;version=2.4" \ 
        -H "Content-Type: application/vnd.abiquo.blobstoragecontainer+xml;version=2.4" \ 
        -u enteradmin:passenteradmin
La respuesta, la notificación en los eventos y la tabla container_user queda de la siguiente manera:
HTTP/1.1 204 Sin Contenido 
< Server: Apache-Coyote/1.1 
< Set-Cookie: 
auth=ZW50ZXJhZG1pbjoxMzY1Njg3NzE4NDczOmU0NmUwODU3ZjRmNmViZDM2NmI4NTk5Y
Tc0ZGE3ZGJjOkFCSVFVTw; Expires=Thu, 11-Apr-2013 13:41:58 GMT; Path=/api 
< Set-Cookie: JSESSIONID=09AC25B15B774834F418FEB5E5B88309; Path=/api 
< Date: Thu, 11 Apr 2013 13:12:02 GMT 
< 
130
Integración del proyecto Swift de Openstack en la plataforma cloud de Abiquo
  0     0    0     0    0     0      0      0 --:--:--  0:00:03 --:--:--     0 
* Connection #0 to host localhost left intact 
* Closing connection #0
15:12:02.293 INFO  com.abiquo.api.tracer.TracerLogger - Severity: INFO Component: 
BLOBSTORAGE_CONTAINER Event: BLOBSTORAGE_CONTAINER_DELETE Hierarchy: 
/admin/enterprises/2/blobstorages/2/blobstoragezones/3/blobstoragecontainers/containertest 
Performed by enteradmin from enterprise Abiquotest Message: Deleted container 'containertest' at 
blob storage '2' from enterprise 'Abiquotest' 
15:12:02.369 INFO  c.a.t.eventing.SQLTracerListener - Received message: Severity[INFO], 
Event[BLOBSTORAGE_CONTAINER_DELETE], Component[BLOBSTORAGE_CONTAINER], 
Timestamp[1365685922369], Description[Deleted container 'containertest' at blob storage '2' from 
enterprise 'Abiquotest'], User[enteradmin]
mysql> select * from container_user; 
+-------------+--------+-----------+ 
| idContainer | idUser | version_c | 
+-------------+--------+-----------+ 
|           1 |      4 |         0 | 
|           1 |      5 |         0 | 
|           1 |      6 |         0 | 
|           1 |      7 |         0 | 
|           1 |      3 |         0 | 
|           1 |      8 |         0 | 
+-------------+--------+-----------+ 
6 rows in set (0.00 sec)
A.14 - create_blob
La llamada a la API para este método es: 
curl --verbose 
'http://localhost/api/admin/enterprises/'idEnterprise'/blobstorages/'idBlobStorage'/blobstoragezone
s/'idAllowedZone'/blobstoragecontainers/'containerName'/blobs' \ 
        -X "POST" \ 
        -H "Accept: application/vnd.abiquo.temporaryredirect+xml" \ 
        -H "Content-Type: multipart/form-data" \ 
        -u user1:passuser1
Con esto, el user1 está solicitando a Abiquo la URI y su token de autenticación para realizar la 
subida de un blob al contenedor solicitado en el parámetro containerName. La respuesta a esta 
petición es la siguiente: 
< HTTP/1.1 307 Redirección Temporal 
< Server: Apache-Coyote/1.1 
< Set-Cookie: 
auth=dXNlcjE6MTM2NTY5MjEyMzUxMzo5N2MxMmQ1YjM2ZGYwYjZkMjRhMTM5YjdhNjJkMjc
131
Integración del proyecto Swift de Openstack en la plataforma cloud de Abiquo
2NDpBQklRVU8; Expires=Thu, 11-Apr-2013 14:55:23 GMT; Path=/api 
< Destination: Must be uploaded to <a 
href="http://10.60.11.12/v1/AUTH_Abiquotest/Abiquotest/">Swift API</a> 
< Location: http://10.60.11.12/v1/AUTH_Abiquotest/Abiquotest/ 
< X-Auth-Token: AUTH_tkc38c6ac5c41e46f18f98e16048b016ff 
< Set-Cookie: JSESSIONID=35C31C6A360C91C715CEEAAD0D799330; Path=/api 
< Content-Length: 0 
  0     0    0     0    0     0      0      0 --:--:-- --:--:-- --:--:--     0 
* Connection #0 to host localhost left intact 
* Closing connection #0
De esta respuesta se descubre que la URI es http://10.60.11.12/v1/AUTH_Abiquotest/Abiquotest/ y 
el token es X-Auth-Token: AUTH_tkc38c6ac5c41e46f18f98e16048b016ff .
Con estos datos, el usuario puede realizar la subida de una imagen ejecutando la siguiente petición:
curl -v -T ~/Descargas/imagen.png -H 'X-Auth-Token: 
AUTH_tkc38c6ac5c41e46f18f98e16048b016ff' 
http://10.60.11.12/v1/AUTH_Abiquotest/Abiquotest/imagen.png
La respuesta de la API:
< HTTP/1.1 100 Continue 
* We are completely uploaded and fine 
< HTTP/1.1 201 Created 
< Last-Modified: Thu, 11 Apr 2013 15:16:24 GMT 
< Content-Length: 0 
< Etag: 59c6805a59ebf638f9c4fb6079c83795 
< Content-Type: text/html; charset=UTF-8 
< X-Trans-Id: tx5b6b2736efb340839d85c2e500013b16 
< Date: Thu, 11 Apr 2013 15:16:25 GMT 
< 
* Connection #0 to host 10.60.11.12 left intact 
* Closing connection #0
Y realizando una comprobación al cluster de Swift, se observa que realmente la imagen se ha 
subido con éxito:
curl -v -H 'X-Auth-Token: AUTH_tkc38c6ac5c41e46f18f98e16048b016ff' 
http://10.60.11.12/v1/AUTH_Abiquotest/Abiquotest
< HTTP/1.1 200 OK 
< Content-Length: 11 
< X-Container-Object-Count: 1 
< Accept-Ranges: bytes 
< X-Container-Meta-Access-Control-Expose-Headers: X-Auth-Token 
< X-Timestamp: 1364995869.24840 
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< X-Container-Meta-Access-Control-Allow-Origin: * 
< X-Container-Bytes-Used: 96436 
< Content-Type: text/plain; charset=utf-8 
< X-Container-Meta-Access-Control-Allow-Headers: X-Auth-Token,X-Container-Meta-Access-
Control-Allow-Origin,X-Container-Meta-Access-Control-Expose-Headers,X-Account-Meta-Temp-
URL-Key,Content-Type,Content-length 
< X-Trans-Id: tx514395e9b00f4358b39b0b2c818efb8b 
< Date: Thu, 11 Apr 2013 15:17:43 GMT 
< 
imagen.png 
* Connection #0 to host 10.60.11.12 left intact 
* Closing connection #0
A.15 – get_blobs
La llamada por API:
curl --verbose 
'http://localhost/api/admin/enterprises/'idEnterprise'/blobstorages/'idBlobStorage'/blobstoragezone
s/'idAllowedZone'/blobstoragecontainers/'containerName'/blobs' -u user1:passuser1
Y la respuesta en este caso concreto:
< HTTP/1.1 200 OK 
< Server: Apache-Coyote/1.1 
< Set-Cookie: 
auth=dXNlcjE6MTM2NTY5NjU2MDY2NTozMTRkNGY0ZmJhNjFkNDgzZjRjNmVkN2YxODIzYmIz
NTpBQklRVU8; Expires=Thu, 11-Apr-2013 16:09:20 GMT; Path=/api 
< Set-Cookie: JSESSIONID=71071D02C1580625CC60DA1B7583C74F; Path=/api 
< Content-Type: application/vnd.abiquo.blobs+xml;version=2.4 
< Content-Length: 1076 
< Date: Thu, 11 Apr 2013 15:39:24 GMT 
< 
{ [data not shown] 
100  1076  100  1076    0     0    264      0  0:00:04  0:00:04 --:--:--   264 
* Connection #0 to host localhost left intact 
* Closing connection #0 
<?xml version="1.0" encoding="UTF-8" standalone="yes"?> 
<blobs> 
    <blob> 
        <link rel="blobstorage" type="application/vnd.abiquo.blobstorage+xml" 
href="http://localhost:80/api/admin/enterprises/2/blobstorages/2"/> 
        <link rel="blobstoragecontainer" type="application/vnd.abiquo.blobstoragecontainer+xml" 
href="http://localhost:80/api/admin/enterprises/2/blobstorages/2/blobstoragezones/3/blobstoragec
ontainers/Abiquotest"/> 
        <link rel="blobstoragezone" type="application/vnd.abiquo.blobstoragezone+xml" 
href="http://localhost:80/api/admin/enterprises/2/blobstorages/2/blobstoragezones/3"/> 
        <link rel="edit" type="application/vnd.abiquo.blob+xml" 
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href="http://localhost:80/api/admin/enterprises/2/blobstorages/2/blobstoragezones/3/blobstoragec
ontainers/Abiquotest/blobs/imagen.png"/> 
        <link rel="enterprise" type="application/vnd.abiquo.enterprise+xml" 
href="http://localhost:80/api/admin/enterprises/2"/> 
        <authkey>AUTH_tkc38c6ac5c41e46f18f98e16048b016ff</authkey> 
        <lenght>96436</lenght> 
        <name>imagen.png</name> 
        <uri>http://10.60.11.12/v1/AUTH_Abiquotest/Abiquotest/imagen.png</uri> 
    </blob> 
</blobs> 
A.16 – get_blob
La llamada a la API:
curl --verbose 
'http://localhost/api/admin/enterprises/'idEnterprise'/blobstorages/'idBlobStorage'/blobstoragezone
s/'idAllowedZone'/blobstoragecontainers/'container'/blobs/'blobname'' \ 
        -X "GET" \ 
        -H "Content-Type: application/vnd.abiquo.blob+xml" \ 
        -u user1:passuser1
Y la respuesta:
< HTTP/1.1 307 Redirección Temporal 
< Server: Apache-Coyote/1.1 
< Set-Cookie: 
auth=dXNlcjE6MTM2NTY5OTQ0MTQwMzo4ZjdjYzRkNjU1OTM0YzRlMzYwNzA1ODJlMDQ2Nz
RmMjpBQklRVU8; Expires=Thu, 11-Apr-2013 16:57:21 GMT; Path=/api 
< Content-lenght: 96436 
< Destination: Must be downloaded from <a 
href="http://10.60.11.12/v1/AUTH_Abiquotest/Abiquotest/imagen.png?
temp_url_sig=330e3cbfce7488a7b07eeb21c58ad97232766ee8&temp_url_expires=136629764564
5">Swift API</a> 
< Location: http://10.60.11.12/v1/AUTH_Abiquotest/Abiquotest/imagen.png 
< TempUrl: http://10.60.11.12/v1/AUTH_Abiquotest/Abiquotest/imagen.png?
temp_url_sig=330e3cbfce7488a7b07eeb21c58ad97232766ee8&temp_url_expires=136629764564
5 
< X-Auth-Token: AUTH_tkc38c6ac5c41e46f18f98e16048b016ff 
< Set-Cookie: JSESSIONID=9A32D8E469C5577D1185D837E47A5A90; Path=/api 
< Content-Length: 0 
< Date: Thu, 11 Apr 2013 16:27:25 GMT 
< 
  0     0    0     0    0     0      0      0 --:--:--  0:00:04 --:--:--     0 
* Connection #0 to host localhost left intact 
* Closing connection #0
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Desde este momento el usuario puede acceder a la URL que indica el campo TempUrl y se iniciará 
la descarga del archivo, en este caso concreto de la imagen.png.
A.17 – delete_blob
La llamada por API:
curl --verbose 
'http://localhost/api/admin/enterprises/'idEnterprise'/blobstorages/'idBlobStorage'/blobstoragezone
s/'idAllowedZone'/blobstoragecontainers/'containerName'/blobs/'blobName'' \ 
        -X "DELETE" \ 
        -H "Accept: application/vnd.abiquo.blob+xml;version=2.4" \ 
        -H "Content-Type: application/vnd.abiquo.blob+xml;version=2.4" \ 
        -u user1:passuser1
La respuesta y la notificación en los eventos: 
< HTTP/1.1 204 Sin Contenido 
< Server: Apache-Coyote/1.1 
< Set-Cookie: 
auth=dXNlcjE6MTM2NTcwMjcxODE5ODo2N2ZmNTM1ODlhM2UzOTViNWFmZTRiOWE5MDQ
2YmM4NTpBQklRVU8; Expires=Thu, 11-Apr-2013 17:51:58 GMT; Path=/api 
< Set-Cookie: JSESSIONID=42D559FC0CE09568E5A72D5873572E97; Path=/api 
< Date: Thu, 11 Apr 2013 17:22:02 GMT 
< 
  0     0    0     0    0     0      0      0 --:--:--  0:00:04 --:--:--     0 
* Connection #0 to host localhost left intact 
* Closing connection #0
19:22:02.094 INFO  com.abiquo.api.tracer.TracerLogger - Severity: INFO Component: 
BLOBSTORAGE_BLOB Event: BLOBSTORAGE_BLOB_DELETE Hierarchy: 
/admin/enterprises/2/blobstorages/2/blobstoragezones/3/blobstoragecontainers/Abiquotest/blobs/i
magen.png Performed by user1 from enterprise Abiquotest Message: Deleted blob 'imagen.png' in 
container 'Abiquotest' at blob storage '2' from enterprise 'Abiquotest' 
19:22:02.713 INFO  c.a.t.eventing.SQLTracerListener - Received message: Severity[INFO], 
Event[BLOBSTORAGE_BLOB_DELETE], Component[BLOBSTORAGE_BLOB], 
Timestamp[1365700922713], Description[Deleted blob 'imagen.png' in container 'Abiquotest' at 
blob storage '2' from enterprise 'Abiquotest'], User[user1]
Y realmente se verifica en el cluster que el blob se ha eliminado:
curl -v -H 'X-Auth-Token: AUTH_tkc38c6ac5c41e46f18f98e16048b016ff' 
http://10.60.11.12/v1/AUTH_Abiquotest/Abiquotest
< HTTP/1.1 204 No Content 
< Content-Length: 0 
< X-Container-Object-Count: 0 
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< Accept-Ranges: bytes 
< X-Container-Meta-Access-Control-Expose-Headers: X-Auth-Token 
< X-Timestamp: 1364995869.24840 
< X-Container-Meta-Access-Control-Allow-Origin: * 
< X-Container-Bytes-Used: 0 
< Content-Type: text/html; charset=UTF-8 
< X-Container-Meta-Access-Control-Allow-Headers: X-Auth-Token,X-Container-Meta-Access-
Control-Allow-Origin,X-Container-Meta-Access-Control-Expose-Headers,X-Account-Meta-Temp-
URL-Key,Content-Type,Content-length 
< X-Trans-Id: txe9f1ec1014ac4b8fbf56c3f59bf89ade 
< Date: Thu, 11 Apr 2013 17:32:18 GMT 
< 
* Connection #0 to host 10.60.11.12 left intact 
* Closing connection #0
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