In a recent paper, Dousse introduced a refinement of Siladić's theorem on partitions, where parts occur in two primary and three secondary colors. Her proof used the method of weighted words and q-difference equations. The purpose of this paper is to give a bijective proof of a generalization of Dousse's theorem from two primary colors to an arbitrary number of primary colors.
Introduction
In this paper, we denote by λ 1 + · · · + λ s a partition of a non-negative integer n. For any x, q ∈ C with |q| < 1, and n ∈ N, we define (x; q) n = n−1
with the convention (x; q) 0 = 1, and
Recall the Rogers-Ramanujan identities [9] , which state that for a ∈ {0, 1}, n≥0 q n(n+a) (q; q) n = 1 (q 1+a ; q 5 ) ∞ (q 4−a ; q 5 ) ∞ · (1.1)
These identities give an equality between the cardinalities of two sets of partitions : the set of partitions of n with parts differing by at least two and greater than a, and the set of partitions of n with parts congruent to 1 + a, 4 − a mod 5. In the spirit of these identities, a q-series or combinatorial identity is said to be of Rogers-Ramanujan type if it links some sets of partitions with certain difference conditions to others with certain congruence conditions. Another well-known example is Schur's partition theorem [11] , which states that the number of partitions of n into parts congruent to ±1 mod 6 is equal to the number of partitions of n where parts differ by at least three and multiples of three differ by at least six.
A rich source of such identities is the representation theory of Lie algebras. This has its origins in work of Lepowsky and Wilson [7] , who proved the Rogers-Ramanujan identities by using representations of the affine Lie algebra sl(2, C) ∼ . Subsequently, Capparelli [4] , Meurman-Primc [8] and others examined related standard modules and affine Lie algebras and found many new Rogers-Ramanujan type identities. Our motivation in this paper is one such identity given by Siladić [12] in his study of representations of the twisted affine Lie algebra A (2) 2 . Theorem 1.1 (Siladić, rephrased by Dousse). The number of partitions λ 1 + · · · + λ s of an integer n into distinct odd parts is equal to the number of partitions of n into parts different from 2 such that λ i − λ i+1 ≥ 5 and Siladić's theorem has recently been refined by Dousse [6] . She was inspired by the original method of weighted words, first introduced by Alladi and Gordon [2] to generalize Schur's partition theorem. Her framework is as follows: we consider parts colored by two primary colors a, b and three secondary colors a 2 , b 2 , ab, with the colored parts ordered by 1 ab < c 1 a < c 1 b 2 < c 1 b < c 2 ab < c 2 a < c 3 a 2 < c 2 b < c 3 ab < c 3 a < c 3 b 2 < c 3 b < c · · · · (1.2)
Note that only odd parts can be colored by a 2 , b 2 . The dilation
leads to the natural order 0 ab < 1 a < 2 b 2 < 3 b < 4 ab < 5 a < 6 a 2 < 7 b < 8 ab < 9 a < 10 b 2 < 11 b < · · · · (1.4)
We then impose the minimal differences according the following table differences define a partial strict order on the set of parts colored by primary and secondary colors. We denote it by ≫ c , so that stating that λ i − λ i+1 respects the minimal difference condition is equivalent to saying that λ i ≫ c λ i+1 . With this coloring, Dousse refined the Siladić theorem as follows: Theorem 1.2 (Dousse) . Let (u, v, n) ∈ N 3 . Denote by D(u, v, n) the set of all the partitions of n, such that no part is equal to 1 ab , 1 a 2 or 1 b 2 , with the difference between two consecutive parts following the minimal conditions in (1.5), and with u equal to the number of parts with color a or ab plus twice the number of parts colored by a 2 , and v equal to the number of parts with color b or ab plus twice the number of parts colored by b 2 . Denote by C(u, v, n) the set of all the partitions of n with u distinct parts colored by a and v distinct parts colored by b. We then have ♯D(u, v, n) = ♯C(u, v, n).
In terms of q-series, we have the equation
Dilating (1.5) by (1.3) gives exactly the minimal difference conditions in Siladić's theorem and (1.7) becomes the generating function for partitions into distinct odd parts, so that Theorem 1.1 is a corollary of Theorem 1.2.
Our purpose here is to build a bijection for a generalization of Dousse's theorem to an arbitrary number of primary colors. We consider a set of m primary colors a 1 < · · · < a m . And we order the parts colored by primary colors in the usual way, first according to size and then according to color (see (2.1)). We also set m 2 secondary colors a i a j with i, j ∈ {1, . . . , m}, in such a way that a i a j only colors parts with the same parity as χ(a i ≤ a j ), where χ(A) = 1 if A is true and χ(A) = 0 if not (see (2.4) ). We then extend the partial order ≫ c to parts colored with primary and secondary colors, which corresponds to minimal difference conditions between the parts (see Section 2.2 and Section 2.3). This leads to the following theorem. Theorem 1.3. Let D(u 1 , . . . , u m , n) denote the set of partitions of n such that parts are ordered by ≫ c , with no part equal to 1 a i a j , and with u i equal to the number of parts colored by a i , a i a j or a j a i with i = j, plus twice the number of parts colored by a 2 i . Let C(u 1 , . . . , u m , n) denote the set of partitions of n with u k distinct parts with color a k . We then have
This may be compared with work of Corteel and Lovejoy [5] 
·
If we take the dilation
, and use the order
induced by the natural ordering after dilation
we have the following corollary in the spirit of Siladić's theorem : Corollary 1.1. Let u, v, w, n be non-negative integers. Let A(u, v, w, n) denote the number of partitions of n with respectively u, v, w parts congruent to 4, 6, 9 mod 10. Let B(u, v, w, n) denote the number of partitions λ 1 + · · · + λ s of n, with
• no part equal to 2, 3, 5, 8 or congruent to 1, 7, 11, 12, 17 mod 20,
• u equal to the number of parts congruent to 0, 3, 4 mod 10 plus twice the number of parts congruent to 18 mod 20,
• v equal to the number of parts congruent to 0, 5, 6 mod 10 plus twice the number of parts congruent to 2 mod 20,
• w equal to the number of parts congruent to 3, 5, 9 mod 10 plus twice the number of parts congruent to 8 mod 20,
• two consecutive parts differing by at least 9 with the additional conditions for 9 ≤ λ i − λ i+1 ≤ 20 according to the table below: 
As an example, for n = 48, for (u, v, w) / ∈ {(2, 0, 0), ( 
The remainder of the paper is organized as follows. In the next section, we discuss the existence of a new color ba different from ab, that will lead to an enumeration of explicit relations for the minimal difference conditions in (1.6). We also indicate how to generalize this to an arbitrary number of primary colors. In Section 3, we will build our bijection, and finally in Section 4, prove its well-definedness.
Preliminaries
In this section, we examine the difference conditions in (1.6) and extend them to an arbitrary number of primary colors.
A new color ba = ab
First, we set a < b for the primary colors. Then for any (k, l, p, q) ∈ N 2 × {a, b} 2 , the usual order > c can be defined by the equivalence
At the same time, by observing (1.6), the resulting table for primary colors is
holds for any (k, l, p, q) ∈ N * 2 × {a, b} 2 . We set
for notational convenience. Note that for p, q ∈ {a, b},
One can observe that the parts colored by a 2 , b 2 , ab can be uniquely divided into two parts k p , l q colored by primary colors such that k p > c l q and
It is then convenient to set another color ba so that for any p, q ∈ {a, b}, pq only colors parts with the same parity as δ pq . Futhermore, the following equality holds :
For example, we no longer have 8 ab but
This means that ab = ba, since ab colors only odd parts and ba only even parts. The above notations allow us to introduce two sets of parts :
• O = Z × {a, b} for parts colored by primary colors, in such a way that k p is represented by (k, p). It represents odd parts in Siladić's theorem.
• E = Z × {a, b} 2 , so that the part (2k + δ pq ) pq is uniquely represented by (k, p, q) (even parts in Siladić's theorem). For example, we have
We remark that we take these sets on Z, while the length of a part belongs to N * . This extension to the integers is meant for easing our bijection in its construction. It is reasonable to set γ, µ to be the functions which map a part of E to the unique parts in
We call γ(k, p, q) and µ(k, p, q) respectively the upper and the lower halves of (k, p, q).
As an example, the part 40 ab considered by Dousse will be in fact the part 40 ba , which we denote (20, b, a) and which is the sum of the unique parts 20 b = (20, b) and 20 a = (20, a) respectively as its upper half γ and its lower half µ.
With this notation, a part (k, p) ∈ O has an actual length k, while a part (l, q, r) ∈ E has 2l + δ qr as its actual length.
Explicit relations for the minimal difference conditions
Since the order ≫ c is defined by the minimal differences between parts in (1.6), we can extend it to
We just saw in the previous section the necessary and sufficient condition (2.2) to have the minimal difference between two parts colored by primary colors. We state it as a lemma.
Now we are going to give analogous conditions for any pair of parts in O × E, E × E, E × O, by giving some explicit expressions of the minimal difference conditions given in (1.6) according to the colors involved.
Proof. The subtable resulting from (1.6) and corresponding to these differences is
and it is exactly equivalent to the expression δ pq + δ qr .
We prove the other lemmas by using the corresponding subtables of (1.6).
Furthermore, the last equality is equivalent to
Condition (2.12) is the most important in our construction. This comes from the fact that comparing two parts in E in terms of ≫ c is the same as comparing the lower half of the first part and the upper half of the second part using > c .
Generalization to an arbitrary number of primary colors
The most important fact in our analysis of the colored parts in the previous subsection is the order between primary colors and not their number. In fact, this extends immediately to a set of primary colors {a 1 , . . . , a m } as follows. After ordering a 1 < · · · < a m , we set
for the parts with primary colors and
for the parts with secondary colors, whose length and color are defined exactly by (2.4), and whose upper and lower halves are defined by (2.6). We can then define the usual order > c described in (2.1) and use the lemmas of Section 2.2 as definitions of ≫ c .
How do we build the bijection?
We build our bijection for Theorem 1.3 in the spirit of the bijective proof of the partition theorem of K. Alladi [1] given by Padmavathamma, R. Raghavendra and B. M. Chandrashekara [10] . The idea was introduced by Bressoud [3] in his bijective proof of Schur's theorem.
The bijection's key operation Λ
Let us define the operation Λ as
The function Λ is invertible with
For two colors a, b, we explicitly have the following table for Λ:
and with the actual lengths
3) By considering the upper and lower halves of the secondary part in E, we have the following transformation for Λ
and a similar transformation for Λ
Here the arrows indicates the number of steps and the direction of the parts' movement during the transformation. In (3.4), the primary part moves two steps forward, while the upper and the lower halves of the secondary part move both one step backward.
Observe that the sum of the part sizes is conserved by Λ and Λ −1 , and the same goes for the sequence of primary colors of the parts. Two more properties of the operation Λ are important in the construction of our bijection.
Proposition 3.1 (Ordering primary and secondary parts). For any
Proof. By (2.9), the left side is equivalent to
while by (2.10), the right side means
This means applying Λ turns a pair not satisfying ≫ c into a new one that does.
Proposition 3.2 (Ordering primary parts and the upper and lower halves of secondary parts). For any
Proof. The left side is equivalent to
and for the right side, we have
Bijective maps
Let us define
• Denote by C the set of partitions with parts in primary colors, i.e with parts in O ′ . We can then view C as the set of all finite decreasing chains of the totally ordered set (O ′ , > c ).
• Let D denote the set of partitions with parts in P ′ such that the colored parts are ordered by ≫ c . Here again, D is the set of all finite decreasing chains of the poset (P ′ , ≫ c ). Observe that a part (k, p, q) ∈ E ′ has an actual length 2k + δ pq ≥ 2, so that there is no secondary part of length 1.
Let Φ be the mapping from C to D and let Ψ be the mapping from D to C.
How to compute Φ : C → D

Let us take any
′ for any i ∈ {1, . . . , s}. As an example, we take
Step 1 (Selection of troublesome pairs of primary parts): First, we identify the consecutive troublesome pairs of parts, i.e (λ i , λ i+1 ) such that λ i ≫ c λ i+1 , by taking consecutively the greatest pairs in terms of length, in such a way that they are disjoint. Recall that λ i > c λ i+1 and λ i ≫ c λ i+1 is equivalent to saying that λ i , λ i+1 are consecutive for > c . In our example, we have λ = 24 a + 17 b + 11 b + 10 a + 9 b + 8 b + 6 a + 5 a + 4 b + 4 a · (3.9)
Then we simply replace them by the corresponding parts in E ′ using (2.4). We denote the resulting partition by λ ′ = λ Step 2 (Ordering primary and secondary parts): As long as there exists i ∈ {1, . . . ,
) ∈ E × O in this order. We say that we cross the primary and secondary parts. By Proposition 3.1, this means that we replace a pair which doesn't respect the order ≫ c by a new one which does. If we proceed in our example by choosing the smallest i at each step, we have We denote by λ ′′ the final result, which exists since the sum of the indices of parts in E strictly decreases by one at each step.
Then set Φ(λ) = λ ′′ . In our example, we obtain
and we easily check that it belongs to D.
We will prove in Section 4 that, during
Step 2, a problem of order can only occur when (λ
and it means that, at each substep, λ
at the end of the process, the resulting partition will be well-ordered by ≫ c , and we will also show that its parts stay positive, so that it belongs to D.
How to compute
We also take the example ν = λ ′′ in the previous part,
Step 1 (Ordering primary parts and upper and lower halves of secondary parts): As long as there exists i ∈ {1, . . . , s −1} such that (ν i , ν i+1 ) ∈ E ×O and µ(
We say that we cross the secondary and primary parts. We denote the final result by ν ′ , which exists since the sum of the indices of the parts in O strictly decreases at each step. One can easily check that if we proceed by taking the greatest i at each step, we have the exact reverse steps as we did before. Step 2 (Splitting secondary parts): We finish by dividing all parts in E into their upper and lower halves and keeping the order. We finally obtain ν ′′ and we set Ψ(ν) = ν ′′ .
In our example, we obtain
and then
We will discuss the uniqueness of the final result, its belonging to C, and the fact that we indeed have Ψ = Φ −1 in Section 4.
Proof of the well-definedness of bijections Φ and Ψ
In the next two subsections, we will show that Φ and Ψ are well-defined, and in the last subsection, we will prove that Ψ = Φ −1 .
Well-definedness of Φ
Proposition 4.1. For any λ ∈ C, the final result after Step 2 is unique and belongs to D. The uniqueness comes from the fact that the result is independent of the order of the crossings of primary and secondary parts in Step 2 (choices of unordered parts)
Let us take any λ = λ 1 + · · · + λ s ∈ C, and set λ i = (l i , c i ) ∈ O ′ for all i ∈ {1, . . . , s}. We also define a function ∆ on {1, . . . , s} 2 as follows,
so that ∆ satisfies Chasles' relation: ∆(i, k) + ∆(k, j) = ∆(i, j). We can also remark that, for any i ≤ j,
Since λ is well-ordered by > c , we then have for all i ∈ {1, . . . , s − 1},
The function ∆ is really important in the sense that it allows us to keep track of the initial positions of parts during the transformations in Step 2.
Selection of troublesome pairs of primary parts: At Step 1, the choice of greatest troublesome pairs is formalized as follows :
• i 1 is the smallest i ∈ {1, . . . , s − 1} such that l i − l i+1 = ∆(i, i + 1),
Thus, I = {i k } can be viewed as the set of indices of upper halves, I + 1 the set of indices for lower halves and J = {1, . . . , s} \ (I ⊔ (I + 1)) the set of indices of parts that stay in O ′ . In fact, I, J are the unique sets satisfying the following conditions :
1. I, I + 1 and J form a set-partition of {1, . . . , s}, 2. for all i ∈ I, λ i and λ i+1 are consecutive for > c , which means that l i − l i+1 = ∆(i, i + 1), 3 . for all j ∈ J ∩ {1, . . . , s − 1}, λ j ≫ c λ j+1 , or equivalently,
If we define α on {1, . . . , s} 2 by
then α satisfies Chasles' relation, and, by (4.3) and (4.4), we have for all i ≤ j ∈ {1, . . . , s}
Then, at the end of Step 1, parts in E ′ are λ i + λ i+1 for i ∈ I, and parts in O ′ are λ j for j ∈ J. With example (3. Ordering primary and secondary parts: The key question is then how do positions of parts in E ′ and O ′ evolve during the crossings in Step 2. We can consider the permutation P of {1, . . . , s}, which indicates new indices of original parts after some applications of Λ (parts in E ′ have two indices), and we have:
• P (i + 1) = P (i) + 1 for all i ∈ I, since the upper and lower halves move together,
• P is increasing on I ⊔ (I + 1) and on J since parts of the same kind never cross,
• P (i) ≤ i for all i ∈ I and P (j) ≥ j for all j ∈ J.
Remark: Since P is a permutation of {1, . . . , s} and is increasing on I ⊔ (I + 1) and J, then P (I) determines P (I + 1) = P (I) + 1 and P (J).
Proposition 4.2 (Uniqueness of the final position). Let φ be the gauge function on
Then for any i ∈ I, the final position (after Step 2) of the original part λ i + λ i+1 satisfies
Proposition 4.3 (Well-ordering of parts). The final result after
Step 2 is in D.
In our example, we have the following table for φ: 
Lemma 4.1 (Vectorial moves). If the original part
Proof. We prove this recursively by using Chasles' relation and observing what happens under the transformation Λ, at position k (with λ
, and using (3.4):
The function φ is decreasing according to J and increasing according to I.
Proof.
• For any j < j ′ ∈ J and i ∈ I, we have by Chasles' relation
But Chasles' relation gives
so that, by (4.2), we obtain φ(j, i) − φ(j ′ , i) ≥ 0 .
• For any j ∈ J and i < i ′ ∈ I, we have by Chasles' relation
Proof of Proposition 4.2. Now, let us suppose that P is the final position.
• Let us suppose that there exist j, i ∈ J ×I such that j < i, P (j) < P (i) and φ(j, i) < 0. By Lemma 4.2 we have that φ(j
Also since P is a bijection on {1, . . . , s} and increasing on J and I, and P (J) + 1 \ P (J) ⊂ P (I), we necessarily have some j ≤ j ′ ∈ J, i ≥ i ′ ∈ I such that P (j ′ ) + 1 = P (i ′ ). We can also observe that j
But we obtain by Lemma 4.1 the following difference in part sizes:
Now, what exactly is P (j ′ )? Since P is increasing on J and I ⊔ (I + 1), and P (j ′ ) + 1 = P (i ′ ), we exactly have
Finally, we obtain that
The difference D is negative, and by (2.9), this implies that λ
, so that P is no longer the final position. The final position is then such that P (i) < P (j) for all (j, i) ∈ J × I with j < i and φ(j, i) < 0.
• As soon as we cross all pairs (j, i) ∈ J × I with j < i and φ(j, i) < 0, we can no longer cross. In fact, if we have P (j) + 1 = P (i), then necessarily j < i and φ(j, i) ≥ 0, and the previous paragraph told us that the lengths' difference (minus ∆(P (j), P (j) + 2)) is exactly φ(j, i), so that by (2.9), λ
In conclusion, the final position for each i ∈ I is such that i − P (i) = |{j ∈ J/j < i , φ(j, i) < 0}| · Proof of Proposition 4.3. Recall that, by Lemma 4.1, the (primary) part originally at position k becomes λ
(a) For any i ∈ I, we have that P (i) + 1 ≤ i + 1, so that by (4.2),
For any j ∈ J, we have that P (j) ≥ j, so that by (4.2) and (4.6)
Parts of the same kind are well ordered by ≫ c .
(a) First, we consider two parts in O ′ . For any j < j ′ ∈ J, we have that P (j) < P (j ′ ), and by Chasles' relation,
Now, we consider two parts in E ′ . For any i < i ′ ∈ I, we have that P (i + 1) = P (i) + 1 < P (i ′ ), and arguing as above, we have
By using (2.12) and (2.1), we obtain that λ
Finally, we show that parts of different kinds are well-ordered. By Proposition 3.1 and Proposition 4.2, we can see that, for any (j, i) ∈ J × I such that j < i, parts λ ′ P (j) and λ
are well-ordered by ≫ c . Let us now consider the case i + 1 < j. We necessarily have that P (i) + 1 ≤ i + 1 < j ≤ P (j) so that P (i) + 1 < P (j). We then obtain
This means by (2.10) that λ Step 2 is unique and belongs to C. In fact, the result is independent of the order of the crossings in Step 1.
Let us consider any ν = ν 1 + · · · + ν t ∈ D. We now set ν = ν
, where we represent all primary parts that appear in ν, by counting both upper and lower halves of each part in E ′ . We will then have as before sets J, I respectively for indices of parts in O ′ , E ′ such that J ⊔ I ⊔ (I + 1) = {1, . . . , s}, where s = t + number of parts in E ′ . We then have ν ′ k = (l k , c k ), and the parts originally in O ′ are ν ′ j = (l j , c j ) for all j ∈ J, and those originally in E ′ are ν
Ordering primary parts and upper and lower halves of secondary parts: We define ∆ on {1, . . . , s} 2 in the same way we did before in (4.1). Since during
Step 1 of Ψ, we apply Λ −1 , then for any position permutation Q of {1, . . . , s}, we have that Q(i+1) = Q(i)+1 and Q(i) ≥ i for all i ∈ I, Q is increasing on I and J, Q(j) ≤ j for all j ∈ J, and finally, an analogue of Lemma 4.1 follows from (3.5).
Lemma 4.3 (Vectorial moves). If the original part
Notice that as in the remark before Proposition 4.2, Q(I) determines the permutation Q since Q is increasing on I ⊔ I + 1 and J. Also, as we did in the previous part, we can state analogous propositions for the uniqueness and the well-ordering of the final position. 
Then for any i ∈ I, the final position (after Step 1) of the part originally at position i satisfies
Proposition 4.6 (Well-ordering of parts). The final result after Step 2 is in C.
Before proving these, let us first consider the function β on {1, . . . , s} 2 as follows:
and we can easily see that β satisfies Chasles' relation. We now state an important lemma that allows us to have an overview on the part sizes' differences at the initial position. We will see that these differences are good enough to retrieve the positivity and well-ordering of the parts at the end of Step 2.
Lemma 4.4 (Part sizes' difference). Let us set
Morever, for all i ≤ i ′ ∈ I ⊔ (I + 1), we have
Proof. Since the functions β and ∆ satisfy Chasles' relation, in order to show (4.12), we just need to prove that for all k ∈ {1, . . . , s − 1},
• If k ∈ I, then k + 1 ∈ I + 1 and
• If k ∈ I + 1 and k + 1 ∈ I, then by (2.11),
• If k ∈ I + 1 and k + 1 ∈ J, then by (2.10),
To show (4.13), we only need to prove it for two consecutive i, i ′ ∈ I ⊔ I + 1. It is easy for i ∈ I, since the following index is i + 1 ∈ I + 1, and l i − l i+1 = ∆(i, i + 1). Now let us take i ∈ I + 1. The next i ′ (if it exists) must necessarily be in I, and by (4.12), we have by definition of β and (4.2) that
, and since l i − l i ′ is an integer, we then have
Proof of Proposition 4.5. With Chasles' relation, we can easily see that ψ is decreasing according to J (by using (4.12)), and increasing according to I (by (4.13)). Let us suppose that Q is the final position of Step 1.
• Suppose that there exist (j, i) ∈ J × I such that j > i, ψ(j, i) > 0 but Q(j) > Q(i).
Then by the same reasoning as in the proof of Proposition 4.2, there exist
. Then we can still apply Λ −1 , and Q is no longer the final position.
We must then cross all pairs (j, i) ∈ J × I such that j > i, ψ(j, i) > 0 before reaching the final position.
• After crossing all such pairs, we cannot cross anymore. In fact, if (j, i) ∈ J × I such that Q(i) + 2 = Q(j), then j > i, ψ(j, i) ≤ 0, and a calculation as above shows that ν
Proof of Proposition 4.6. In
Step 2, we split the secondary parts of the final result in
Step 1. We then obtain a mixed sequence of primary parts, ones coming from the primary parts of the final result whose indices are in Q(J), and others coming from upper and lowers halves of its secondary parts with indices in Q(I ⊔ (I + 1)).
Parts remain in
(a) For any j ∈ J, we have that Q(j) ≤ j, so that by (4.2),
Since Q is increasing on I ⊔ (I + 1), we just need to check for the last i + 1 ∈ I + 1 that l i+1 − ∆(i + 1, Q(i + 1)) > 0. But we have by (4.12) and (4.2) that
Parts coming the same kind are well-ordered.
(a) For any j < j ′ ∈ J, we have that Q(j) < Q(j ′ ), and by Chasles' relation and (4.12),
, and we obtain by (4.13)
Parts coming from different kinds are well-ordered. In fact, by Proposition 3.2 and Proposition 4.5, we can see that, for any (j, i) ∈ J × I such that j > i, we have
Let us now consider the case j < i. We necessarily have that Q(j) ≤ j < i ≤ Q(i) so that Q(j) < Q(i). We then have
We thus obtain ν
To conclude, we observe that the final position is such that the mixed sequence of primary parts are well-ordered as follows: ψ(P (j), P (i)) = (l j + ∆(P (j), j)) − (l i + ∆(P (i), i)) − ∆(P (j), P (i)) = l j − l i − ∆(j, i) ·
We thus conclude by (4.6) that
• for j < i, ψ(P (j), P (i)) ≥ α(j, i) > 0,
• for j > i, ψ(P (j), P (i)) ≤ α(j, i) ≤ 0.
By Proposition 4.5 and Proposition 4.2, we then have for any i ∈ I Q(P (i)) − P (i) = |{j ∈ J/ P (j) > P (i), ψ(P (j), P (i)) > 0}| = |{j ∈ J/ P (j) > P (i), j < i}| = |{j ∈ J/ j < i, φ(j, i) < 0}| = i − P (i) so that Q(P (i)) = i and Q(P (i + 1)) = i + 1. By the remark before Proposition 4.2, we also have Q(P (J)) = J, and since Q and P are increasing, we get Q(P (j)) = j for all j ∈ J. This means by Lemma 4.3 and Lemma 4.1 that Ψ(Φ(λ)) = λ. so that φ(Q(j), Q(i)) ≤ −1 < 0 for any j > i.
With this, by Proposition 4.2 and Proposition 4.5, we obtain that the final position P after Step 2 of Φ is exactly such that, for any i ∈ I, Q(i) − P (Q(i)) = |{j ∈ J/ Q(j) < Q(i), φ(Q(j), Q(i)) < 0}| = |{j ∈ J/ Q(j) < Q(i), j > i}| = |{j ∈ J/ j > i, ψ(j, i) > 0}| = Q(i) − i , so that P (Q(i)) = i. As before, we obtain that P (Q(X)) = X for any X ∈ {I, I + 1, J} and the increasing of P and Q on I ⊔I +1 and J leads to the fact that P •Q = Id {1,...,s} . We then have by Lemma 4.1 that Φ(Ψ(ν)) = ν.
