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ABSTRACT
Newly established breeding programs must undergo population improvement and determine
superior germplasm for deployment in diverse growing environments. More rapid progress
towards these goals may be made by incorporating genomewide selection, or the use of
genomewide molecular markers to predict the merit of unphenotyped individuals. Within the
context of a new two-row barley (Hordeum vulgare L.) breeding program, my objectives
were to i) investigate various methods of updating training population data and their impact
on long-term genomewide recurrent selection, ii) assess genomewide prediction accuracy
with informed subsetting of data across diverse environments, and iii) validate genomewide
predictions of the mean, genetic variance, and superior progeny mean of potential breeding
crossses. My first study relied on simulations to examine the impact on prediction accuracy
and response to selection when updating the training population each cycle with lines selected
based on predictions (best, worst, both best and worst), model criteria (PEVmean and
CDmean), random sampling, or no selections. In the short-term, we found that updating
with the best or both best and worst predicted lines resulted in high prediction accuracy and
genetic gain; in the long-term, all methods (besides not updating) performed similarly. In an
actual breeding program, a breeder may want phenotypic data on lines predicted to be the
best and our results suggest that this method may be effective for long-term genomewide
selection and practical for a breeder. In my second study, a 183-line training population and
50-line offspring validation population were phenotyped in 29 location-year environments for
grain yield, heading date, and plant height. Environmental relationships were measured using
phenotypic data, geographic distance, or environmental covariables. When adding data from
increasingly distant environments to a training set, we observed diminishing gains in prediction
accuracy; in some cases, accuracy declined with additional data. Clustering environments
led to a small, but non-significant gain in prediction accuracy compared to simply using
i
data from all environments. Our results suggest that informative environmental subsets may
improve genomewide selection within a single population, but not when predicting a new
generation under realistic breeding circumstances. Finally, my third study used genomewide
marker effects from the same training population above to predict the mean (µ), genetic
variance (VG), and superior progeny mean (µSP ; mean of the best 10% of lines) of 330,078
possible crosses for Fusarium head blight (FHB) severity, heading date, and plant height.
Twenty-seven of these crosses were developed as validation populations. Predictions of µ and
µSP were moderate to high in accuracy (rMP = 0.46 – 0.69), while predictions of VG were
less accurate (rMP = 0.01 – 0.48). Predictive ability was likely a function of trait heritability,
as rMP estimates for heading date (the most heritable) were highest and rMP estimates for
FHB severity (the least heritable) were lowest. Accurate predictions of VG and µ are feasible,
but, like any implementation of genomewide selection, reliable phenotypic data is critical.
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Preface
In 2013, the University of Minnesota barley breeding program initiated efforts to improve two-
row barley for the Upper Midwest region. Much of the motivation behind this new program
stemmed from demand in the malting and brewing industries for superior cultivars. The craft
brewing segment of this industry, a source of much of this demand, has experienced rapid
growth in the last decade. In that time, the number of breweries in the United States increased
nearly five-fold from about 1,500 to nearly 7,500, almost twice the pre-Prohibition high (Brew-
ers Association, 2018). In Minnesota, the proliferation of breweries has been equally robust,
and the state now boasts 178 such establishments, with an economic impact of more than $2
billion (Brewers Association, 2018).
The introduction of this breeding program coincided with a time of rapid technological
change in the field of plant breeding and genetics. First, the type and size of data has shifted.
The declining cost of genome sequencing has made molecular markers abundant and ubiqui-
tous, while the presence of hand-held computers and unmanned aerial vehicles permits more
rapid and error-free collection of phenotypic data. Second, the changing landscape of data
has necessitated new computational tools to make this data useful for breeders. For instance,
an understanding of bioinformatics analysis pipelines is now necessary to identify molecular
markers from genome sequencing data. Open-source tools for statistical analysis, such as the R
programming language, have become standard for students and practitioners of breeding, and
there is a constant output of new extensions for the language.
With any dissertation project, the technological capacity and contemporary trends dic-
tated the focus of this thesis. The three chapters are all centered around the use of genomewide
molecular markers to make predictions of – and subsequently selections on – breeding mate-
rial that has not yet been phenotyped, in a process called genomewide selection (Meuwissen
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et al., 2001). Much research has been conducted on the theoretical or empirical accuracy of
genomewide predictions of simple genotypic means (Lorenzana and Bernardo, 2009; Heffner
et al., 2011; Asoro et al., 2011; Iwata and Jannink, 2011; Combs and Bernardo, 2013; Lorenz
et al., 2012; Sallam et al., 2015). So, while all chapters in this thesis address questions related to
the implementation of genomewide selection in a newly established breeding program, their fo-
cus is aimed at ancillary topics such as logistical breeding decisions, advanced modeling, and
extensions of marker effects. Chapter 1 describes a simulation study that explored different
methods of updating genomewide selection training data to maintain gain from selection in a
long-term breeding program. Chapter 2 documents the results of a project to strategically sub-
set phenotypic data from a multi-environment dataset to make predictions for locally-adapted
breeding material. Chapter 3 presents an analysis of a new use of genomewide markers: pre-
dicting the genetic variance in breeding populations. Finally, I close with a short epilogue that
frames future directions and new questions that may stem from this work.
I have the utmost gratitude to my adivsor, Dr. Kevin P. Smith, for the years of mentor-
ship. He has consistently created an atmosphere of respect, collaboration, and positivity, and
there are few people who are better-able to maintain perspective and a vision for long-term
goals, especially when best laid plans inevitably go awry.
Many thanks go to Karen Beaubien, Ed Schiefelbein, Dimitri von Ruckert, and
Guillermo Velasquez for their technical assistance in the laboratory and in the field. They
have helped avert distaster on more than one occasion. I thank past and present postdocs
and graduate students of the barley group, including Mohsen Mohammadi, Ana Poets, Jo
Heuschele, Austin Case, Ahmad Sallam, Celeste Falcon, Tyler Tiede, Alexandrea Hemshrot
(née Ollhoff), Lu Yin, John Hill Price, Ian McNish, Becky Zhong, and Alexander Susko, for
stimulating conversation, project assistance, and constant encouragement.
I also thank my committee members, Drs. Rex Bernardo, Candice Hirsch, and Brian
Steffenson, for advice and support related not only to my project, but also to career and life
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goals. I am grateful to many others for productive collaborations and conversations, including
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complete all projects.
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Chapter 1: Evaluating methods of updating training data in long-term genomewide
selection
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INTRODUCTION
The improvement of populations in plant breeding through recurrent selection may benefit
tremendously from genomewide selection. Of particular worth are the high accuracies and
shortened breeding cycles of genomewide selection, which allow for greater genetic gains per
unit time (Bernardo andYu, 2007; Heffner et al., 2009; Lorenz et al., 2011). While genomewide
selection has already been employed in established breeding programs for major cultivated
species (e.g. Asoro et al., 2013; Beyene et al., 2015; Sallam et al., 2015), this tool also has
broad appeal across other species. For instance, breeding programs for tree or perennial crops
with long generation times could find utility in making selections before the plants are ma-
ture enough to phenotype. Additionally, orphan, undomesticated, or unimproved crops may
benefit from rapid breeding progress. Indeed, researchers have already investigated the use
of genomewide selection in species such as apple (Malus x domestica; Kumar et al., 2012),
Eucalyptus (Resende et al., 2012), oil palm (Elaeis guineensis Jacq.; Cros et al., 2015), and
intermediate wheatgrass (Thinopyrum intermedium (Host) Barkworth & D.R. Dewey; Zhang
et al., 2016). The population improvement necessary in newly established breeding programs,
regardless of species, may be expedited through genomewide selection.
Of course, the aforementioned advantages of genomewide selection depend on main-
taining sufficient genetic gain. This requires accurate predictions of the genotypic value of se-
lection candidates based on markers located throughout the genome (Meuwissen et al., 2001).
Accurate predictions depend on reliable phenotypic measurements and sufficient marker data
on a training population. Genomewide marker coverage that captures genomic relationships
between individuals and ensures linkage disequilibrium (LD) between markers and quantita-
tive trait loci (QTL) will lead to higher prediction accuracy, especially when predictions are
applied to selection candidates more distantly related to the training population (Habier et al.,
2007; Lorenz et al., 2011). The predicted genotypic values under these conditions will more
3
closely reflect the true genotypic values, and selection can then act to increase the frequency of
favorable QTL alleles in a population and shift the mean of a population in a desirable direction.
Characteristics of long-term recurrent selection create impediments to maintaining ef-
fective genomewide selection. Over generations, recombination between markers and QTL
will cause LD to decay, while selection and drift will potentially act to generate new LD or
tighten the LD between closely-linked loci (Hill and Robertson, 1968; Lorenz et al., 2011).
Shifts in the pattern of QTL-marker LD, if not captured, will result in decreased prediction
accuracy. This suggests that training populations must be updated during recurrent selection to
maintain prediction accuracy, a notion that is indeed supported by studies using simulations and
empirical data. Studies exploring simulations of recurrent selection in a clonally-propagated
crop (Eucalyptus) and an inbreeding small grain (barley [Hordeum vulgare L.]) both revealed
that the accuracy of genomewide selection was improved by updating the training population
with data from previous breeding cycles (Jannink, 2010; Denis and Bouvet, 2013). Similarly,
using empirical data from an advanced-cycle rye (Secale cereal L.) breeding program, Auinger
et al. (2016) found that aggregating training population data over multiple cycles enhanced pre-
diction accuracy. These investigations all demonstrated the benefit of including previous-cycle
data into a training population, however they did not test different methods of selecting that
data.
Though updating the training population may be required, there are practical consider-
ations in how a breeder selects individuals to fulfill this need. Consider a breeding program
employing genomewide recurrent selection in barley. Each year, the breeder must allocate phe-
notyping resources between testing potential cultivars and population improvement. Though
genomewide selection offers to reduce the overall phenotyping costs of the latter (e.g. through
early-generation selection), promising breeding lines will undoubtedly be included in field tri-
als. Under genomewide selection, it seems a breeder must also contend with the composition
of their training population, placing emphasis on methods to build or maintain this population
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that both maximize prediction accuracy and minimize costs.
Given the resource limitations of practical breeding and the importance of the training
population, it is fitting that much research has been devoted to the composition and design of
such populations. Using data from a North American barley breeding program, Lorenz et al.
(2012) reported reduced prediction accuracy when the training population and selection candi-
dates belonged to separate subpopulations. Multiple studies have found that a training popula-
tion that is more closely related to the selection candidates leads to more accurate predictions
(Asoro et al., 2011; Lorenz and Smith, 2015). Other researchers have suggested more explicit
criteria to determine the optimal training population for a set of selection candidates. Rincent
et al. (2012) described training population design based on minimizing the mean prediction
error variance (PEV) or maximizing the expected reliability of predictions (i.e. generalized
coefficient of determination [CD]). When applied to empirical datasets, several investigations
supported using the expected reliability criterion to optimally construct training populations
(Rincent et al., 2012; Akdemir et al., 2015; Isidro et al., 2015; Rutkoski et al., 2015; Bustos-
Korts et al., 2016a). These studies generally explored the construction of training populations
from a single set of calibration individuals, therefore, the usefulness of this criterion over mul-
tiple breeding cycles to maintain prediction accuracy is unknown.
The objective of this study was to investigate various methods of updating a training
population and their impact on genomewide recurrent selection. Using simulations, we envi-
sioned a breeding program implementing genomewide recurrent selection for an inbreeding,
small grain species (i.e. barley). Six different training population update methods were com-
pared, along with two scenarios of training population composition. We tracked important
variables in breeding, including prediction accuracy, response to selection, and genetic vari-
ance. Additionally, we attempted to explain some of our observations using other parameters,
including persistence of LD phase and genomic relationship.
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METHODS AND MATERIALS
A barley breeding program employing genomewide selection can realistically complete a breed-
ing cycle in a single year (Fig. 1.1). Following this breeding timeline, our experiment simulates
a breeding population undergoing 15 cycles of recurrent genomewide selection.
To incorporate the observed LD structure in barley breeding populations into our sim-
ulations, we used empirical marker data from two North American barley breeding programs:
the University of Minnesota (UMN) and North Dakota State University (NDSU). Marker geno-
types from 768 six-row spring inbred lines at 3,072 bi-allelic SNP loci were obtained from the
Triticeae Toolbox (T3) database (Close et al., 2009; Blake et al., 2016). The genetic map po-
sition of markers was based on the consensus linkage map created by Muñoz-Amatriaín et al.
(2011). Markers with more than 10% missing data and lines with more than 10% missing data
were excluded. Markers were also filtered for redundancy, defined as those located at identical
genetic map positions and with identical allele calls. A 0.01 cM interval was forced between
markers with non-identical allele calls and shared map positions (i.e. due to low genetic map
resolution). We set all heterzyogous genotype calls to missing and imputed missing genotypes
using the mode genotype across all samples. This left a set of 764 breeding lines and 1,590
homozygous markers spanning 1,137 cM.
Genetic Model to Simulate QTL
Each iteration of the simulationwas initiated by randomly selecting L = 100 SNP loci to become
causal QTL, regardless of genetic position or minor allele frequency. Genotypic values for QTL
were drawn from a geometric series, as suggested by Lande and Thompson (1990). At the kth
QTL, the value of the favorable homozygote was ak, the value of the heterozygote was 0, and
the value of the unfavorable homozygote was ak, where a = (1L)/(1 + L). The value of the
first allele of a QTL was randomly assigned to be favorable or unfavorable. Dominance and
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epistasis were assumed absent and higher values of the trait were considered favorable. The
genotypic value of a given individual was calculated as the sum of the effects of QTL alleles
carried by that individual.
Phenotypic values were simulated by adding nongenetic effects to the genotypic val-
ues according to the model yij = gi + ej + ϵij , where yij was the phenotypic value of the
ith individual in the jth environment, gi was the genotypic value of the ith individual, ej was
the effect of the jth environment, and ϵij was the residual effect of the ith individual in the jth
environment. Environmental effects were assumed to be samples of a normally-distributed ran-
dom variable with mean 0 and standard deviation
√
σ2E , where σ2E was eight times the variance
among genotypic values (i.e. σ2G) (Bernardo, 2014). Residual effects were assumed to be sam-
ples of a normally-distributed random variable with mean 0 and standard deviation
√
σ2R, where
σ2R was scaled to achieve a target entry-mean heritability of h2 = 0.5 in the base population.
Phenotyping was assumed to take place in three environments with one replication, therefore
within-environment variance and genotype-by-environment variance were confounded into σ2R.
The variance of environmental effects and the variance of residual effects remained unchanged
over cycles of selection, allowing the heritability to vary. The mean phenotypic value of each
individual over the three environments was used in genomewide prediction.
Base Population and Cycle 1 of Genomewide Selection
The base population (i.e. cycle 0 training population) consisted of genotypic and simulated
phenotypic data on the 764 breeding lines. Based on these simulated phenotypes, the top
fifty UMN lines and the top fifty NDSU lines were intermated between breeding programs to
generate the cycle 1 population. Specifically, fifty crosses were simulated, using each parent
once, and twenty F3-derived lines were generated per cross. Gametes were generated following
Mendelian laws of segregation, with recombination events simulated according to the genetic
map positions of all loci (Muñoz-Amatriaín et al., 2011) and assuming no cross-over interfer-
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ence or mutation. Population development resulted in a pool of 1,000 F3 selection candidates.
The marker data for the training population and selection candidates consisted of geno-
types at all loci except the 100 QTL. This essentially simulated “genotyping” with complete
accuracy. Monomorphic markers and those with a minor allele frequency less than 0.03 were
removed prior to genomewide prediction. Marker effects were predicted using ridge-regression
best linear unbiased prediction (RR-BLUP) according to the model
y = 1µ+ ZTPu+ e, (1.1)
where y was an N × 1 vector of the phenotypic means of N training population lines, 1 was a
N × 1 vector of ones, µ was the grand mean, ZTP was a N × m incidence matrix of training
population genotypes for m markers, u was a m × 1 vector of marker effects, and e was a N
× 1 vector of residuals. Elements of ZTP were 1 if homozygous for the first allele, -1 if ho-
mozygous for the second allele, and 0 if heterozygous. Genotypic values of the F3 selection
candidates were predicted using the equation gˆ = ZSCuˆ, where gˆ was a 1,000 × 1 vector of
predicted genotypic values, ZSC was a 1,000 ×m incidence matrix of selection candidate geno-
types, and uˆ was a m × 1 vector of predicted marker effects. Elements of ZSC were the same
as those in ZTP .
Cycles 2 Through 15 of Genomewide Selection
Subsequent cycles of the simulation consisted of three steps: 1) crossing and population devel-
opment, 2) prediction and selection, and 3) training population updating. These are outlined
in the diagram presented in Fig. 1.2. Parents selected in the previous cycle were randomly in-
termated to form a pool of selection candidates. Again, fifty crosses were simulated and 1,000
F3-derived selection candidates were generated. Prior to predictions, we removed monomor-
phic markers and those with a minor allele frequency less than 0.03 in both the pool of selection
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candidates and in the training population. Since markers could become monomorphic due to
selection or drift, the number of markers used for prediction decreased over breeding cycles.
We predicted marker effects by Eq. 1.1, using phenotypic and genotypic data on the training
population. These marker effects were then used to predict genotypic values of the 1,000 se-
lection candidates, and those with the top 100 predicted genotypic values were designated as
parents for the next cycle. A subset of all selection candidates were then designated as new
additions to the training population according to one of the updating methods described below.
We simulated phenotypes for these additions and merged the phenotypic and genotypic data to
the pool of training population data.
Methods of updating the training population
Seven different methods of updating the training population were explored in the simulations.
For each method, 150 selection candidates from each cycle were selected and added to the
training population. These methods are termed “Top,” “Bottom,” “Random,” “PEVmean,”
“CDmean,” “Tails,” and “No Change” and are described below. For “Top,” “Bottom,” and
“Tails,” selection candidateswere ranked based on predicted genotypic value. The 150 selection
candidates with the highest (“Top”) or lowest (“Bottom”) values were added to the training
population. For the “Tails” method, the 75 selection candidates with the highest values and
the 75 selection candidates with the lowest values were added to the training population. For
“Random,” a random sample of selection candidates were added to the training population, and
for “No Change,” the training population was not updated over breeding cycles.
Two methods involved optimization algorithms previously described by other re-
searchers, specifically “PEVmean” and “CDmean” (Rincent et al., 2012). Using only the
genotypic data on all individuals, these algorithms aim to create a training population by
optimally sampling individuals to be phenotyped in order to predict the value of individuals
that would be unphenotyped. Our intention is similar, except that the individuals we sampled
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to be phenotyped are one cycle removed from the individuals that would be unphenotyped. For
PEVmean, selection candidates were chosen to minimize the mean prediction error variance
(PEV) of the genotypic values. As described in Rincent et al. (2012), the general PEV can
be computed using a matrix of contrasts, C, between the “unphenotyped” individuals and the
mean of the whole population (“phenotyped” and “unphenotyped” individuals). In solving
Henderson’s (1984) equations, the PEV of any contrast can be computed as
PEV (C) = diag
C′
(
Z′MZ+ σ2e
σ2a
A−1
)−1
C
C′C
× σ2e , (1.2)
where Z is an incidence matrix,M is an orthogonal projector (Rincent et al., 2012), andA is
the genomic relationship matrix (described below). For the variance of the residuals (σ2e ), we
used the restricted maximum likelihood estimate of σ2e from the RR-BLUP linear model in Eq.
1.1. The additive genetic variance (σ2g) was calculated by multiplying the number of markers,
Nm, by the restricted maximum likelihood estimate of the variance of marker effects (Bernardo,
2014). The PEVmean was then calculated as PEVmean = mean[diag(PEV (C))].
Similarly, for “CDmean,” candidates were chosen to maximize the reliability of the
predictions, measured as the mean generalized coefficient of determination (CD). This can
also be expressed as the expected reliability of the contrasts (Laloe, 1993; Rincent et al., 2012),
computed as
CD(C) = diag
C′
(
A− σ2e
σ2a
(
Z′MZ+ σ2e
σ2a
A−1
))−1
C
C′C
. (1.3)
The values of σ2e and σ2a were the same as described for Eq. 1.2. The CDmean was then
calculated as CDmean = mean[diag(CD(C))].
We implemented an exchange algorithm similar to that described by Rincent et al.
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(2012), with one modification in the designation of individuals to predict and individuals to
sample for phenotyping. The situation outlined by Rincent et al. (2012) assumes that the geno-
typic data for the individuals to sample and for the individuals to predict is available concur-
rently. In our simulation, this is not the case, since phenotyping of the selections in one cycle
(cycle n) will occur before genotypic data on selection candidates of the next cycle (cycle n +
1) becomes available (Fig. 1.1). We therefore chose the 100 parents of the cycle n + 1 selection
candidates to be a proxy for the unphenotyped individuals, while the entire 1,000 selection can-
didates (including the parents) constituted the population of individuals to be sampled by the
algorithm. To maintain a reasonable computation time, the exchange algorithms were iterated
500 times. Preliminary data showed that a reasonable optimum for either criterion was reached
after 500 iterations (data not shown). The PEVmean or CDmean algorithms were used to select
individuals from the selection candidates to be included in the training population for the next
cycle.
We also considered two scenarios of using the updated training population data. The
first scenario represented a situation where a breeder may want to use all available information,
and in this case, the training population grew by 150 lines in each cycle. This was termed the
“Cumulative” scenario, and over cycles the size of the training population ranged from 764
to 2,864 individuals. In the next scenario, we attempted to control for the effect of training
population size by using a “sliding window” of 764 lines along breeding cycles. Specifically,
in each cycle the 150 new training population additions from the latest breeding cycle took the
place of the 150 training population additions from the earliest breeding cycle. Since the 764
base population lines all constituted cycle 0, these lines were discarded randomly until no base
population lines remained in the training population. Afterwards, lines from earlier cycles were
discarded as lines from later cycles were added. This was termed the “Window” scenario.
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Variables tracked over breeding cycles
To better interpret the observations in the simulations, we tracked a number of additional vari-
ables, including persistence of LD phase, mean realized additive genomic relationship, pre-
diction accuracy, genetic variance, mean genotypic value, inbreeding coefficient, and the fre-
quency of QTL and marker alleles.
The genetic variance in each cycle was calculated as the variance among the genotypic
values of the selection candidates. Prediction accuracy was measured by computing the correla-
tion between the predicted genotypic values of the selection candidates and their true genotypic
values.
We measured the LD between QTL and markers as such: for each and every poly-
morphic QTL in a given population (i.e. the training population or the selection candidates),
we computed the correlation between that QTL and each and every polymorphic marker in
the genome. We calculated persistence of LD phase by first measuring QTL-marker LD in the
training population and in the selection candidates. QTL or markers that were not polymorphic
in either of these populations were excluded. We then computed the correlation between the
measures of QTL-marker LD in the training population and in the selection candidates. This
metric, also known as the “correlation of r,” evaluates whether patterns of QTL-marker LD are
similar between two populations. High correlations of r indicate that QTL-marker LD phases
are consistent, and presumably the predicted marker effects in one population would accurately
represent the marker effects in the second population (de Roos et al., 2008; Toosi et al., 2010).
Additive relationships between lines in the simulation were measured with respect to
the base population. Before initiating the simulations, a matrixPwas calculated as 2(pi−0.5),
where pi is the frequency of the second allele at locus i in the base population. Additionally,
a normalization constant c was calculated as 2∑ pi(1 − pi). Both calculations are described
in VanRaden (2008). To compute additive relationships at any one cycle in the simulation, the
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genotype matrices (including QTL) of the training population and selection candidates were
combined into a matrixM. The matrixPwas subtracted fromM to obtain matrixW. We then
calculated the relationship matrix asA = WW′c . This ensured that the relationship matrix was
scaled to reflect the allele frequencies in the base population (VanRaden, 2008). We calculated
the mean additive relationship as the mean value of the training population-selection candidate
combinations. Inbreeding coefficients for each individual were also calculated from this matrix
as the diagonal elements minus one.
All simulations were performed in R (version 3.3.1, R Core Team, 2018) using the
packages hypred (version 0.5, Technow et al., 2014) and rrBLUP (version 4.4, Endelman,
2011). Each simulation experiment was repeated 250 times. The methods of updating the
training population (i.e. “Top,” “Bottom,” “Random,” “CDmean,” “PEVmean,” “Tails,” and
“No Change”) each constituted an independent experiment. With the two updating scenarios
(i.e. “Window” and “Cumulative”), there were 14 different simulations.
Data Availability
Simulation scripts, starting marker genotypes, and summarized data are provided in the
R package GSSimTPUpdate, available from the GitHub repository https://github.com/
UMN-BarleyOatSilphium/GSSimTPUpdate. Included is a vignette on how to obtain the
marker data from the T3 database.
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RESULTS
Long-term prediction accuracy
Prediction accuracy (Fig. 1.3, Table S1) consistently decreased over cycles of selection for
all methods of updating the training population and in both updating scenarios. Within and
between scenarios, we observed differences among the update methods in the decay rate of
prediction accuracy. A prominent observation was the precipitous decline in accuracy when
not updating the training population (i.e. “No Change”). Early in breeding cycles, prediction
accuracy for this method was similar to the remaining methods, but by cycle five had decayed
beyond the remaining methods. As expected, identical trends were observed for “No Change”
in both updating scenarios.
Among methods of actively updating the training population (i.e. excluding “No
Change”), differences in prediction accuracy were observed in early cycles, but became in-
creasingly similar in later cycles. The “Top” and “Tails” methods resulted in a non-significant,
but noticeable accuracy advantage early on that persisted for several cycles (Fig. 1.3, Table S1).
On the other hand, the “Bottom” method displayed a noticeable disadvantage that persisted for
a similar length of time. The “Random,” “PEVmean,” and “CDmean” methods were highly
comparable and yielded accuracies intermediate of the “Top” and “Bottom” methods. By
cycle ten, the differences between active methods of updating were negligible. These patterns
were observed in both the “Cumulative” and “Window” scenarios.
One noticeable difference between the trends in the “Cumulative” and “Window” sce-
narios was in the rate of prediction accuracy decay. Among the active methods of updating,
the rate of prediction accuracy decay was slightly greater in the “Cumulative” scenario (Fig.
1.3A) compared to the “Window” scenario (Fig. 1.3B). By the fifteenth breeding cycle, the
difference in these decay rates amounted to a difference in prediction accuracy of roughly 0.02
– 0.04.
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Genetic variance and response to selection
Genetic variance among the selection candidates (Fig. 1.4A and 1.4B) similarly decreased
across cycles for all training population update methods. For this variable, however, the rank
amongmethods remained more consistent. That is, compared to the remaining update methods,
the genetic variance in the “Top” and “Tails” methods was consistently less and the genetic vari-
ance in the “Bottom” method was consistently greater. The “Tails” method resulted in slightly
higher genetic variance compared to the “Top” method, however this difference was never sig-
nificant (95% confidence interval). Genetic variance across the “CDmean,” “PEVmean,”, and
“Random” methods was very similar within and between scenarios. Not updating the training
population resulted in genetic variance similar to “CDmean,” “PEVmean,” and “Random” in
early breeding cycles. After seven cycles, however, the loss of genetic variance was abated
compared to remaining methods. By the end of the breeding timeline, the genetic variance
for “No Change” was noticeably and significantly (95% confidence interval) higher than the
remaining methods.
Overall, the mean genotypic value of the selection candidates (Fig. 1.4C and 1.4D)
displayed a similar, but opposite pattern compared to the genetic variance. Updating the train-
ing population by the “Top” or “Tails” methods yielded an advantage in genotypic value, a
trend that became more apparent in later breeding cycles. Conversely, the genotypic values
under the “Bottom” method ranked lowest among the active updating methods. This disadvan-
tage was often slight and non-significant, especially in the “Cumulative” scenario (Fig. 1.4C).
As in the observations of genetic variance, the “CDmean,” “PEVmean,” and “Random” meth-
ods responded similarly. Most noticeable was the rapid plateau in genotypic value under the
“No Change” method, particularly around the eighth breeding cycle. By the end of the breeding
timeline, the “No Change” method appeared to have reached a limit, and although the trajectory
of the remaining methods suggested further increases, their trends implied a limit as well (Fig.
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1.4C and 1.4D). Curiously, the “Top” method was generally superior to the “Tails” method
in the “Cumulative” scenario, however the opposite was true in the “Window” scenario. In
both scenarios, the “Tails” method exhibited a trend suggesting that this method would even-
tually yield selection candidates with an average genotypic value superior to that of the “Top”
method. The trends among the remaining training population update methods were similar in
both updating scenarios.
Drivers of prediction accuracy
Average relationship between training population individuals and selection candidate individ-
uals, as measured by marker information, varied among the update methods (Fig. 1.5A and
1.5B). As expected, the average relationship did not change in either updating scenario when
the training population remained unaltered. Across both scenarios, the relationship generally
remained highest under the “Top” method, lowest under the “Bottom” method, and intermedi-
ate under the “CDmean,” “PEVmean,” “Random,” and “Tails” methods. In the “Cumulative”
scenario (Fig. 1.5A), actively updating the training population resulted in a linear increase
in average relationship for all methods. Additionally, the different update methods, partic-
ularly “Top” and “Bottom,” displayed slight divergence, especially in later breeding cycles.
The “Window” scenario (Fig. 1.5B) presented a more sigmoidal trend, eventually resulting in
slight convergence in average relationship among active update methods. Interestingly, after
cycle 12, the average relationship between the training population and the selection candidates
in the “Tails” method remained greater than that in the “Top” method.
Generally, we observed a curvilinear increasing trend in the level of inbreeding (Fig.
1.5C and 1.5D). The “No Change” method performed similarly in the different updating sce-
narios, but differed markedly from the active updating methods. This method resulted in a
more rapid increase in inbreeding, beginning after the fourth breeding cycle. By the end of
the breeding timeline, the trend had not yet plateaued and suggested that inbreeding would
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continue to increase. Considering the active updating methods, there were slight differences
in inbreeding trends between the two updating scenarios. In the “Cumulative” scenario (Fig.
1.5C), these methods performed similarly, showing no significant differences. Inbreeding was
slightly greater for these methods in this scenario than in the “Window” scenario (Fig. 1.5D). In
this case, differences between the updating methods were more apparent. The “Top” method
displayed noticeably lower levels of inbreeding, particularly after the eighth breeding cycle.
Remaining methods performed similarly between each other.
We noticed consistent trends among methods of updating the training population in the
rate of fixation of QTL (Fig. 1.5E and 1.5F). In both updating scenarios, the “Top” method
maintain a higher number of fixed QTL across breeding cycles, followed by the “CDmean,”
“PEVmean,” “Tails,” and “Random” methods, which performed similarly, followed by the
“Bottom” and “No Change” methods, which also performed similarly. Additionally, we ob-
served that roughly 10% of the QTL became fixed in cycle 1 of the breeding timeline, while
by cycle 15 around 70% of the QTL were fixed. There were two slight, noteworthy differ-
ences in these trends between the updating scenarios. First, active updating methods generally
displayed a higher proportion of fixed QTL in the “Window” scenario (Fig. 1.5E) than in the
“Cumulative” scenario (Fig. 1.5F). Second, the degree of separation between the “Top” method
and the “CDmean,” “PEVmean,” and “Random”methods appeared greater in the “Cumulative”
scenario.
There were marked differences in the persistence of LD phase between the methods
of updating the training population within and between the updating scenarios (Fig. 1.5G and
1.5H). Under the “Cumulative” scenario (Fig. 1.5G), persistence of phase for all update meth-
ods declined quickly in initial cycles, but reached equilibrium around the tenth cycle. The
“Top” and “Tails” methods maintained the highest degree of persistence across breeding cy-
cles, but the “Tails” method trended closer to the other active update methods by cycle twelve.
Furthermore, the initial decay was much lower under the “Top” and “Tails” methods, and the
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equilibrium point was higher than other methods. Persistence of phase under the “Bottom”
method was initially much less than the other active update methods, and although it soon be-
came similar to these methods, it still remained less. The remaining active update methods
were quite similar in this scenario.
In comparison, actively updating the training population under the “Window” scenario
(Fig. 1.5D) yielded increasing persistence of phase over the course of the breeding timeline.
Each of these methods saw a small drop in persistence of phase initially, but after the fifth cycle
values began to increase. Interestingly, none of these methods appeared to reach an equilibrium
point. The disparity between update methods, especially “Top” and “Bottom,” was highly
apparent under this scenario. Conversely, “CDmean,” “PEVmean,” and “Random” resulted in
very similar levels of persistence of phase. Finally, the persistence of phase under the “Tails”
method was initially intermediate of the “Top” method and the “CDmean,” “PEVmean,” and
“Random” methods, however it eventually became more similar to the latter.
Expectedly, the “No Change” method resulted in identical trends in both updating sce-
narios. In the same way as prediction accuracy, we observed a precipitous, exponential decay
in persistence of phase. The trend appeared to reach an equilibrium point at around the same
breeding cycle as the active updating methods in the “Cumulative” scenario. However, this
equilibrium point was much lower than the others.
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DISCUSSION
Updating the training population can be simple and effective
We observed similar patterns in prediction accuracy (Fig. 1.3), mean genotypic value (Fig.
1.4C and 1.4D), and genetic variance (Fig. 1.4A and 1.4B) among active methods of updat-
ing the training population (i.e. excluding “No Change”). The high similarity between these
methods suggests that simply including more recent data in the training population provides a
marked advantage in improving the breeding population in the long-term. This is encouraging
in a practical sense, as any phenotypic information generated on breeding lines, regardless of
how they may have been selected, would probably be helpful in preventing severe long-term
loss in prediction accuracy.
Although we only tested six active methods of updating the training population, we
might expect that any method should outperform doing nothing. Over breeding cycles, includ-
ing recent genotypic and phenotypic information in the training population helps to capture new
LD generated by selection and drift (Hill and Robertson, 1968). Older training population lines
will of course not provide any information on this new LD, however we may presume most or
all selection candidates will share a proportion of this new LD as long as the parents of these
lines are not unrelated. Therefore, even the selection candidates most distantly related to those
chosen as parents will provide informative training data for the next cycle. In the long-term,
we might expect a decrease in the relative importance of how selection candidates are chosen
to add to the training population. Over continued cycles of selection in a closed population,
parents will become increasingly related (Daetwyler et al., 2007), thus the pool of selection
candidates will share a greater proportion of the new, informative LD.
Though it appears updating the training population is favorable regardless of method,
it is worth pointing out differences in the methods we tested. The “Top” method achieved high
prediction accuracy and high mean genotypic value across breeding cycles. These results are
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not entirely surprising, since the candidates selected to update the training population were
mostly those selected as parents for the next cycle (100 of 150). These additions to the training
population will be highly related to the selection candidates in the next cycle, and will there-
fore provide the training population with the most useful information shared through genomic
relationships and QTL-marker LD (Lorenz and Smith, 2015). Indeed, this is readily apparent
in measures of relatedness between the training population and the selection candidates (Fig.
1.5A and 1.5B) and in measures of persistence of LD phase (Fig. 1.5C and 1.5D).
With this in mind, it is not surprising that the “Bottom” method delivers the lowest
prediction accuracy (Fig. 1.3A and 1.3B) and lowest mean genotypic value (Fig. 1.4C and
1.4D), as zero lines added to the training population overlap with the selected parents. This
lack of overlap would suggest that QTL-marker LD information in the training additions and
that observed in the selection candidates will be in high disagreement. Indeed, we observe that
this method produces training populations with the lowest average relationship to the selection
candidates (Fig. 1.5A and 1.5B) and the lowest persistence of LD phase (Fig. 1.5G and 1.5H).
The “Tails” method, as a combination of the “Top” and “Bottom” method, offers some
curious results. Though the prediction accuracy achieved from this method is, for the most
part, not significantly different than that of the “Top” method, it is often higher, leading to low
genetic variance (Fig. 1.4A and 1.4B) and high average genotypic value (Fig. 1.4C and 1.4D).
This is in spite of the observation that under the “Tails” method, the average relationship be-
tween the training population and selection candidates (Fig. 1.5A and 1.5B) and persistence of
LD phase (Fig. 1.5G and 1.5H) are roughly equal or lower than in the “Top”method. A possible
explanation for this observation could be that this method produces training populations that
satisfy different conditions for accurate genomewide predictions. First, 75 of the 150 training
population additions overlap with the 100 selected parents. Just as in the “Top” method, these
additions will be highly related to the selection candidates of the next cycle and contribute use-
ful QTL-marker LD information. The other 75 additions will presumably be more unrelated
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to these selection candidates, leading to the intermediate average relationship (Fig. 1.5A and
1.5B) and often lower persistence of LD phase (Fig. 1.5G and 1.5H). However, these training
population additions may provide information for more reliable predictions. In a study where
the training population was a subset of a larger population, Yu et al. (2016) found that individu-
als in the validation population (i.e. selection candidates) with the highest and lowest predicted
genotypic values had the greatest upper bound for the reliability of those predictions (Karaman
et al., 2016). It may be the case in our simulations that the training population additions in the
“Tails” method had more reliably-predicted genotypic values. This reliability may have led to
better identification of individuals that, when added to the training population, could provide
information that more clearly differentiated the effects of QTL alleles, leading to more accurate
predictions of marker effects. Thus, the “Tails” method may have taken advantage of both high
relatedness and greater genotypic diversity in the training population.
The criterion-based updating methods (“CDmean” and “PEVmean”) performed very
similarly to the “Random” method in prediction accuracy (Fig. 1.3A and 1.3B). This observa-
tion is generally in agreement with previous research (Akdemir et al., 2015; Isidro et al., 2015;
Bustos-Korts et al., 2016a) and may be related to the size of the training population used in
our simulations. In several examples in these studies, the prediction accuracy of a randomly
selected training population was similar to that of a training population selected by the CD-
mean or PEVmean criteria, particularly at larger sizes of the training population. While these
investigations examined training populations ranging from 25 to 300 individuals, our simula-
tions looked at much larger training populations, ranging from 764 to 2,864 individuals. It may
be, then, that as the size of the training population becomes sufficiently large, the performance
of the CDmean and PEVmean criteria becomes more similar to a random sampling. This, of
course, does not suggest that these criteria have no use in selecting training populations. If
these criteria are in fact superior in smaller training populations, they may be advantageous
when performing genomewide selection on a trait that is expensive or low-throughput to phe-
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notype.
It is worth addressing the continued loss in prediction accuracy in all updating meth-
ods and in both updating scenarios. This occurs even as two known components of prediction
accuracy, persistence of LD phase and genomic relationship (de Roos et al., 2008; Toosi et al.,
2010; Lorenz et al., 2011; Lorenz and Smith, 2015; Sallam et al., 2015) stabilize or increase.
The primary reason for these observations is undoubtedly the reduction in heritability as genetic
variance declines over cycles (Fig. 1.4A and 1.4B). Since residual variance remains constant,
the phenotypic data measured on lines becomes increasingly uncorrelated with the true geno-
typic value (Bernardo and Yu, 2007; Bernardo, 2010). Thus, the data included in the training
population will not capture the effects of QTL alleles, decreasing the accuracy of predicted
marker effects. A second potential contributor is the fixation of marker loci over cycles. Since
monomorphic markers are removed prior to model training, fewer markers will be used in later
cycles. Indeed, by cycle 7, on average 55% of the original markers are used, and by cycle
15 this drops to 30% (data not shown). Though previous studies have stated the benefit of
greater marker density (Combs and Bernardo, 2013), many others have noted diminishing re-
turns (Lorenzana and Bernardo, 2009; Heffner et al., 2011; Lorenz et al., 2012). Reasonably
high marker densities were maintained in our simulations, so this is likely not a strong driver
of the decay in prediction accuracy.
The performance of the “Top” method suggests a simple procedure to optimize
genomewide selection in an applied breeding program. Our results indicate that a breeder
may prevent severe loss of prediction accuracy in recurrent selection by updating the training
population to include information on lines that would be selected anyway. Ultimately, this
method should be more cost effective than the others. A breeder would likely desire to evaluate
selected parents in field trials, perhaps for variety development or to gather phenotypic data
to accompany predicted genotypic values. The “Top” method provides an advantage here, as
the number of additional lines to phenotype for updating the training population is minimal.
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The breeder can use this information for dual purposes, using phenotypic data to build a more
accurate training dataset while making informed decisions on potential variety selections.
Although the “Tails” method led to slightly greater prediction accuracy than the “Top”
method, there are at least three reasons why it may not be the most practical method. First, the
difference in prediction accuracy between these methods was generally not significant (Table
S1). Second, the overlap between training population additions and candidates that would
be prioritized for phenotyping by the breeder (i.e. parents and superior lines) is lower, and
therefore, third, because of this lack of overlap, the breeder would expend costly resources on
phenotyping lines that may not provide any utility outside of model training for genomewide
selection.
Encouragingly, empirical data in a barley breeding program supports the “Top” method
in enhancing prediction accuracy. Over a few cycles of recurrent genomewide selection for
yield and deoxynivalenol content (a mycotoxin produced by the fungal pathogen Fusarium
graminearum Schwabe.), Tiede (2017, in prep.) found that updating the training population
improved prediction accuracy. Specifically, including data only on lines selected for favorable
predicted genotypic values in previous cycles enhanced the prediction accuracy in subsequent
cycles. This method was superior to a random selection of lines and was often superior to a
selection based on criteria optimization.
Not updating the training population is unfavorable
It is quite apparent from our simulations that in the long-term, not updating the training pop-
ulation is highly unfavorable. Prediction accuracy decreases rapidly in this case (Fig. 1.3A
and 1.3B), and as a consequence, response to selection also collapses, leading to the observed
plateau in genotypic value (Fig. 1.4C and 1.4D). Here selection is acting on non-genetic noise,
preventing the mean genetic value in the population from changing.
The genetic composition of the breeding populations underscores the negative conse-
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quences of leaving the training population unaltered. Although genetic variance appears to be
preserved in the long-term (Fig. 1.4A and 1.4B), considering the decrease in accuracy and the
plateau in genotypic value, this may be due to a larger number of QTL that remain segregat-
ing. We do indeed observe this (Fig. 1.5E and 1.5F), but given the similarity in the number of
fixed QTL under the “No Change” method and that under the remaining methods, we may also
surmise that a greater proportion of QTL are becoming fixed for unfavorable alleles. We also
observe alarming levels of inbreeding among the selection candidates when not updating the
training population (Fig. 1.5C and 1.5D). This result is not surprising, since previous theory
and simulations into genomewide selection show that more accurate predictions better capture
the Mendelian sampling term (i.e. within-family variance), preventing high rates of inbreeding
(Daetwyler et al., 2007; Jannink, 2010). Although higher inbreeding does not reduce genetic
variance, it invariably will reduce the number of usable, polymorphic markers. Collectively,
this suggests that continued genomewide selection without updating the training population
will impose a lower selection limit on population improvement.
The results of our simulations indicate that severe consequences of not updating the
training population were delayed until later cycles. Although prediction accuracy declines
very rapidly (Fig. 1.3), mean genotypic value and genetic variance track closely with the other
updating methods (Fig. 1.4). It is not until the fifth cycle or later that the impact of an unaltered
training population is readily apparent. This can be encouraging in practical breeding scenarios.
For instance, in a new breeding program, the stock of germplasm with phenotypic data may
be low, and it may be several cycles before enough individual are tested to add to the training
population. Onemay also consider a crop where the time betweenmaking a cross and gathering
phenotypic data on the progeny is long. Several cycles of selection could be performed before
data is available to update the training population. Our results suggest that the same training
population could be used for a small number of cycles without serious detriment. A smaller
and more recent training population may provide long-term advantages
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We observed non-significant, but noticeable differences in prediction accuracy, mean
genotypic value, and genetic variance between the “Cumulative” and “Window” updating sce-
narios. In the short-term, prediction accuracy was slightly greater under the “Cumulative”
scenario for most of the active updating methods, particular the “Top” method (Fig. 1.3A).
However, in the long-term, prediction accuracy was higher when the training population con-
sisted of only more recent data (i.e. the “Window” scenario). Although the trends in genotypic
value suggest that the “Cumulative” scenario is slightly advantageous in the short-term, the
trend under the “Window” scenario suggested that additional gains may be greater (Fig. 1.4D).
Indeed, given the slightly higher prediction accuracy observed at the end of the breeding time-
line for this scenario, we would expect response to selection to be greater in the long-term
(Bernardo, 2010).
In addition to the explanations provided earlier in the discussion, other factors may be
responsible for these observations. Most notable are the differences between updating scenarios
in genomic relationship (Fig. 1.5A and 1.5B) and persistence of LD phase (Fig. 1.5G and
1.5H). Retaining older training data results in lower average relationship between the training
population and the selection candidates (Fig. 1.5A). This is not unexpected, since selection
candidates in earlier cycles will be increasingly unrelated to those in later cycles. Maintaining a
training populationwithmore recent data results in higher average relationship and a higher rate
of increasing relationship (Fig. 1.5B). This result corroborates previous research demonstrating
higher prediction accuracy when retaining individuals in the training population that are more
closely related to the selection candidates (Lorenz and Smith, 2015).
Perhaps most drastic are the differences in persistence of LD phase between updating
scenarios. A training population with older data (i.e. “Cumulative”) results in decayed per-
sistence of LD phase (Fig. 1.5G). Over cycles, recombination breaks down LD and training
population additions capture new LD. Older training data does not reflect this new LD, de-
creasing the persistence of phase. The observed stabilization in Fig. 1.5C could be due to new
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training data capturing as much LD as what is broken down by recombination. Evidence for
this may be seen under the “Window” scenario (Fig. 1.5H), where persistence of LD phase
increases when actively updating the training population. A training population of only recent
data captures the new LD generated by recombination in the previous cycle, but without the
uninformative LD present in older training data. In addition, it may be possible that recent train-
ing additions capture more of the informative new LD than what is lost through recombination,
leading to the observed increase in persistence of phase.
Simulation considerations
It is important to address the limitations of our simulations, including assumptions that could
be violated in a real-life breeding program. First, random mating may be unrealistic, and we
might expect a breeder to impose a more sophisticated procedure for parent selection. For
instance, mating pairs may be prioritized for complementation of favorable values of multi-
ple traits. Additionally, an individual may be used as a parent over multiple breeding cycles,
especially if observed phenotypic values agreed with the predicted genotypic values. More
sophisticated methods of parental selection, such as those based on virtual bi-parental popu-
lations (Bernardo, 2014; Lian et al., 2015; Mohammadi et al., 2015), may be used. These
non-random mating schemes could affect genetic variance or contribute to different patterns of
LD, both of which would impact the accuracy of genomewide prediction. However, incorpo-
rating such nuances into our simulation would likely rest on additional assumptions and would
be intractable to model. Random mating provides a simple approach, and given the recurrent
selection scheme, it is a reasonable assumption. Our simulation also made the assumption that
the breeding population was closed. This is obviously inaccurate in a practical program, as
the exchange and incorporation of new germplasm is common. Realistically, we might expect
prediction accuracy to decrease when adding germplasm from different breeding programs or
subpopulations to the pool of selection candidates (Lorenz et al., 2012). In recurrent selec-
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tion, however, the objective is to improve a population rapidly, so a closed population may be
desirable (Bernardo, 2010).
Other assumptions may not reflect biological reality. First, our simulation forced QTL
to be bi-allelic, but, as noted by Jannink (2010) and suggested in Buckler et al. (2009), many
QTL may have multi-allelic genetic architecture. Second, we assumed the processes of muta-
tion and crossover interference were absent, which is, of course, unrealistic.
Conclusions
In our simulation experiment of recurrent genomewide selection, we confirmed the need to up-
date the training population over breeding cycles. Clearly, the LD between QTL and markers
in the base population is decaying, likely as a result of recombination. When new data is not
added to the training population, the change in LD is not captured, and prediction accuracy
collapses. Among the tested methods of updating the training population, adding the lines pre-
dicted to have the greatest genotypic value (i.e. the “Top” method) is the most attractive. The
desirability of thismethod stems not only from the resulting prediction accuracy and response to
selection, but also from its simplicity and practicality. A breeder will undoubtedly desire to con-
firm the predictions of genotypic value with empirical phenotypic data, especially for the most
promising lines or those selected to become parents. Updating the training population becomes
simple, then, as this new data can be combined with previous training data. This method also
facilitates updating the training model every cycle, likely the best option to capture the changes
in LD as a result of recombination, selection, and drift. Nevertheless, our experiment leaves
room for additional research, including fine-tuning the updating scenarios to choose the most
informative training population from a pool of data. Additionally, optimizing other streams in
the breeding program deserves research, including methods of selecting markers and parents.
Long-term genomewide selection may benefit greatly from such investigations.
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FIGURES
Figure 1.1: Realistically, a cycle of genomewide recurrent selection in barley may only be
one year in length. Crosses are made in the autumn (year n) and progeny undergo single-
seed descent through the following winter and summer. 1) At the F3 generation during the next
autumn (year n+1), lines are genotyped and predicted genotypic value (PGVs) are determined
using training data from the previous cycle. These predictions determine the lines to use as
parents in the next cycle of crosses (blue arrow). 2) Predictions are also used to select lines
to phenotype in the following summer (year n + 2). 3) This phenotypic information is then
incorporated into the training data for the next cycle of predictions and crosses during the
subsequent autumn.
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Figure 1.2: A single breeding cycle in our simulations may be broken down into two main
streams. Blue (solid) indicates steps involving the training population, and red (dashed) in-
dicates steps involving crossing and population development. Green (dotted) indicates the
intermediate step of selection. 1) Fifty crosses are made using 100 randomly intermated par-
ents from the previous cycle. Population development follows and 1,000 selection candidates
are genotyped at the F3 stage. Concurrently, marker effects are estimated using genotypic and
phenotypic data from the training population (TP). 2) The predicted genotypic values of the se-
lection candidates (PGVs) are used in decision-making. 3) The 100 selection candidates with
the highest predicted genotypic values are selected as parents for the next cycle. Additionally,
150 selection candidates are selected based on the six different update methods. These candi-
dates are “phenotyped”, and phenotypic and genotypic data are added to the pool of training
data.
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Figure 1.3: Prediction accuracy over breeding cycles of the simulation. Accuracy was mea-
sured as the correlation between the predicted and true genotypic values of the selection candi-
dates. Point shapes delineate the different methods of updating the training population. Plots
are separated into the Cumulative (A) and Window (B) updating scenarios. Average values
are shown with 95% confidence intervals. To help reduce plot clutter, points for each update
method are given a small, consistent jitter along the x-axis. Because the plotting jitter may
accentuate small differences between updating methods, this data is also provided in Table S1.
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Figure 1.4: Genetic variance (A and B) and genotypic values (C and D) among the selection
candidates over breeding cycles of the simulation. Point shapes delineate the different methods
of updating the training population. Plots are separated into the Cumulative (A andC) andWin-
dow (B and D) updating scenarios. Average values are shown with 95% confidence intervals.
To help reduce plot clutter, points for each update method are given a small, consistent jitter
along the x-axis.
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Figure 1.5: Other variables tracked over the course of the simulations. The average genomic
relationship (A and B) was calculated between the training population and the selection candi-
dates using marker genotypes. Relationships were scaled to reflect the allele frequencies in the
base population. The level of inbreeding (C and D) was measured on the selection candidates
and was derived from the relationship matrix described above. The number of QTL fixed for
an allele (E and F) was measured in the selection candidates. Persistence of LD phase (G and
H) was measured as the correlation of r between the training population and the selection can-
didates. Point shapes delineate the different methods of updating the training population. Plots
are separated into the Cumulative (A, C, E, andG) and Window (B, D, F, andH) updating sce-
narios. Average values are shown with 95% confidence intervals. To help reduce plot clutter,
points for each update method are given a small, consistent jitter along the x-axis.
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Chapter 2: Strategies for subdividing environments in inter-generational genomewide
selection
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INTRODUCTION
Plant breeders routinely test germplasm in a target population of environments to identify
broadly or locally superior genotypes. In such testing, breeders often encounter genotype-
environment interactions (GEIs), or changes in relative genotypic performance across envi-
ronments (Bernardo, 2010). In a plant breeding program, GEIs can be ignored as noise when
selecting for genotypes that are broadly superior; alternatively, a breeder may select genotypes
that are locally or regionally best by exploiting GEI.
Identifying superior genotypes across multiple environments may be accomplish by
appropriate statistical models of GEI. Multiplicative models such as additive main effects and
multiplicative interactions (AMMI) (Gauch and Zobel, 1988) or genotype main effects and
genotype-by-environment interactions (GGE) (Yan et al., 2000) partition terms into genotypic
and environment scores based on singular value decomposition. These models permit the visu-
alization of GEI through biplots and the identification ofmega-environments or clusters (Gauch
and Zobel, 1997; Yan et al., 2000). Other models use factorial regression to identify the sen-
sitivity of genotypes to environmental covariables. A popular version of these models is one
proposed and modified by Yates and Cochran (1938), Finlay and Wilkinson (1963), and Eber-
hart and Russell (1966), which regresses the phenotypic observation of a genotype on the main
effect of the environments. While this model is useful, environmental covariables independent
of phenotypes (i.e. temperature, rainfall, soil conditions, etc.) are more desirable and would
permit the prediction of observed genotypes in unobserved environments (reviewed by van
Eeuwijk et al., 1996).
Just as environmental covariables can be used make predictions for new environments,
genetic covariables can be used to predict new genotypes. An application of this concept is
genomewide selection (GWS), where a training population (TP) of genotyped and phenotyped
individuals is used to predict the genotypic value of a population of new individuals (i.e. selec-
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tion candidates) that have only been genotyped (Meuwissen et al., 2001). Although numerous
studies point to the utility of GWS in plant breeding [e.g. Lorenzana and Bernardo (2009);
Lorenz et al. (2012); Asoro et al. (2013); Rutkoski et al. (2015); Sallam et al. (2015)), stan-
dard models use phenotypic means to predict selection candidates, effectively ignoring GEI.
Recently, several studies have proposed expanded GWS models to account for GEIs by bor-
rowing information across environments (Burgueño et al., 2011, Burgueño et al. (2012); Lado
et al., 2016; Malosetti et al., 2016; Saint Pierre et al., 2016; Cuevas et al., 2017). This method re-
quires phenotypic observations in all environments, restricting the prediction space to observed
environments.
An arguably important goal for GWS in plant breeding is the accurate prediction of new
genotypes in new environments (Bustos-Korts et al., 2016b; Malosetti et al., 2016), though in
practice there are constraints on the accuracy of these predictions. First, the population of new
genotypes will likely be a generation or more removed from the TP (Lorenz and Smith, 2015;
Sallam et al., 2015) and this decreased relatedness will negatively impact prediction accuracy
(Habier et al., 2007). Second, predictions in new environments will require information on
the relationship between these and already observed environments using explicit covariables
(i.e. temperature, rainfall, soil fertility, geographic coordinates, etc.). Previous studies have
examined the use of environmental covariables (ECs) in GWS (Heslot et al., 2014; Jarquín
et al., 2014; Malosetti et al., 2016; Saint Pierre et al., 2016), noting improvements in prediction
accuracy; however, the environments of most interest to a breeder are undoubtedly those in
future years, the conditions of which are obviously difficult to predict (Allard and Bradshaw,
1964).
Instead of using the relationship between environments directly in prediction, this infor-
mation could alternatively be used to assign mega-environments or clusters of environments.
This assignment should ideally reduce GEI variance within clusters, converting it to genetic
variance and leading to a greater response to selection (Atlin et al., 2000). For instance, clus-
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ters may be identified statistically through AMMI or GGE models (Gauch and Zobel, 1997;
Yan et al., 2000), followed by predictions within clusters (Lado et al., 2016); however, since
this approach relies on phenotypic data, predictions of new environments are excluded. In-
stead, clusters could be defined using explicit information from ECs (Atlin et al., 2000; Piepho
and Möhring, 2005; Bustos-Korts et al., 2016b) or through crop simulations based on these
covariables (Löffler et al., 2005), allowing unobserved environments to be included.
In this study, we aimed to compare measures of calculating the distance between envi-
ronments to construct sets of training data that maximize genomewide prediction accuracy. Our
objectives were to assess the effect on prediction accuracy of (i) adding increasingly distant en-
vironments to a training set (TS), and (ii) using a TS of clustered environments. To meet these
objectives, we relied on a multi-environment barley (Hordeum vulgare L.) dataset in which
phenotype data on three quantitative traits were collected (Neyhart et al., 2019). An important
advantage of this dataset is that a distinct TP and pool of selection candidates, or validation
population (VP), were phenotyped together. The VP is one generation of recombination re-
moved from the TP, which is typical of many breeding programs and permits parent-offspring
validation of predictions (Lorenz and Smith, 2015). This is a unique advantage when assessing
multi-environment genomewide predictions, where many studies have hitherto used a single
population or generation.
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METHODS AND MATERIALS
Phenotype and genotype data
We assembled a panel of 233 two-row spring barley breeding lines, including a TP of size 183
and a VP of size 50. Collection of phenotypic and genomewide marker data is described else-
where (Neyhart et al., 2019); however, relevant details are included below. The panel was phe-
notyped (partially or wholly) for grain yield (kg ha-1), heading date (days from planting), and
plant height (cm) in 44 location-year environments between 2015 and 2017. Given our interest
in studying the use of explicit covariables to group environments, we excluded data from five
environments in which trials were conducted under irrigated conditions. We further restricted
our dataset to environment-trait combinations in which data on both the TP and VP were col-
lected and the heritability was greater than 0.1. The total number of retained environments was
23 for grain yield, 26 for heading date, and 27 for plant height (29 unique environments total)
(Fig. 2.1).
Genomewide marker data was generated using genotyping-by-sequencing (Elshire
et al., 2011). Using an in-house pipeline (Neyhart et al., 2019), we initially discovered 235,216
single nucleotide polymorphisms (SNPs), which were subsequently filtered on a minimum
minor allele frequency of 0.05, maximum missing data proportion of 80%, and a maximum
adjacent marker linkage disequilibrium (r2) of 0.95. Additionally, lines with more than 80%
missing marker data were removed. The final marker dataset included 6,361 SNPs, 175 TP
lines, and 48 VP lines. Marker genotypes were imputed using the expectation maximization
algorithm implemented in the rrBLUP R package (Endelman, 2011).
We used a two-step procedure for analyzing phenotypic data (Piepho et al., 2012b).
In the first step, adjusted genotype means were calculated for each trait and environment, de-
scribed in Neyhart et al. (2019). In the second step, phenotypic data were analyzed across all
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environments using the following random effects models:
yijk = µ+ gi + lj + ak + (la)jk + (gl)ij + (ga)ik + (gla)ijk + ϵijk, (2.1)
where yijk is the mean of the ith genotype in the jth location and kth year (calculated from the
first step), gi is the effect of the ith genotype, lj the effect of the jth location, ak the effect of
the kth year, (la)jk, (gl)ij , (ga)ik, and (gla)ijk are the two- and three-way random interactions
between genotype, location, and year, and ϵijk is the associated error. To analyze random
location-year environments, we also fitted the model:
yij = µ+ gi + ej + (ge)ij + ϵij, (2.2)
where yij is the mean of the ith genotype in the jth environment, ej is the random effect of the
jth environment, and (ge)ij is the random effect of genotype-environment interaction. We as-
sumed all random effects were normally distributed with mean zero and proper variance. Resid-
uals were assumed distributed such that ϵij ∼ N(0, σ2ϵR), where σ2ϵ is the residual variance
andR is a diagonal matrix with elements equal to the inverse of the variances of the adjusted
means obtained in the first step. All models were fitted on a per-trait basis, and the significance
of variance components was tested using a likelihood ratio test. Broad-sense heritability across
all environments was computed on an ad hoc basis (Holland et al., 2003).
Characterizing genotype-environment interaction
We analyzed GEI using variance components, correlations between environments, and AMMI
models. These analyses impacted downstream clustering of environments (see below), so to
reflect realistic breeding conditions, we restricted the dataset to only include lines in the TP.
[Results did not change appreciably when using the entire dataset (Fig. S2.8, Table S2.4).]
First, we calculated the proportion of GEI variance due to genetic variance heterogeneity (V ) as
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V = var(σgj), where σgj was the estimated genetic standard deviation in the jth environment
(Li et al., 2018). The contribution of lack of genetic correlation (L) to GEI variance (σ2ge) was
calculated as L = σ2ge − V (Cooper and DeLacy, 1994).
Second, we determined the pairwise genetic correlation between environments using
genotype-environment means (yij). Simple genetic correlations were calculated using the Pear-
son correlation coefficient of genotypes shared between a given pair of environments. Relat-
edly, we calculated the phenotypic distance (PDjj′) between environments as
PDjj′ = (njj′)−1
njj′∑
i=1
(yij − µj
sj
− yij′ − µj′
sj′
), (2.3)
where j and j’ index two different environments, njj′ is the number of genotypes common to
environments j and j’, yi∗ is the mean of the ith genotype in an environment, µ∗ is the mean
of an environment, and s∗ is the observed standard deviation among genotype means in an
environment (Ouyang et al., 1995). This measurement is related to the genetic correlation be-
tween environments (Bernardo, 2010), where a distance near the minimum of 0 indicates little
crossover GEI (high correlation), while a distance near the maximum of 4 implies abundant
crossover GEI (low correlation). Similarly, the distance between locations was calculated us-
ing genotype-location means.
Third, we fitted AMMI models to assess the environmental component of GEI. To cre-
ate a fully balanced two-way table of genotype-environment observations, we fitted a mixed
model to predict missing phenotypic values [50 (1.1%) for heading date and plant height, 65
(1.6%) for grain yield]. As in Lado et al. (2016), the Kronecker product between the realized
additive relationship matrix (VanRaden, 2008) and the estimated environmental correlation
matrix (described above) was used to model the covariance of genotype-environment combina-
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tions. Fitted values from this model were used as responses in the fixed-effect AMMI model:
yij = µ+ gi + ej +
M∑
m=1
λmγimδjm + ϵij, (2.4)
where λm is the singular value of the mth principal component, γim is the eigenvector value
of the ith genotype and mth component, and γim is the eigenvector value of the jth environ-
ment and mth component (Gauch, 2013). Interaction principal component axes (IPCA) were
calculated for genotypes and environments as λ0.5m γim and λ0.5m δjm, respectively. Significant
principal components were determined using a parametric bootstrapping procedure (Forkman
and Piepho, 2014). We then used biplots to visually analyze spatial patterns in the environ-
ments.
Environmental covariables
We queried soil and weather data from publicly available databases to serve as ECs. For each
trial, weather data were obtained from the National Oceanic and Atmospheric Administration
(NOAA) Global Historical Climatology Network. Daily minimum and maximum tempera-
ture and precipitation readings were obtained in each of the ten years preceding a trial year
(e.g. 2005 - 2014 for a 2015 trial) in order to characterize the intermediate-term climate history
of a location. The NOAA weather station closest to the trial location was queried; however, if
a station was missing more than 20% of the data during the 10-year timeframe, the next-closest
weather station was used. The temporal range of weather observations within a given year was
constrained to the average planting and harvest dates of that trial location. We summarized
daily weather observations into ECs defined by O’Donnell and Ignizio (2012), either on an an-
nual basis or in 30-day intervals beginning with the average planting date for a location (Table
S2.3).
Soil characteristic data were obtained from theUnited States Department of Agriculture
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- Natural Resources Conservation Service (Soil Survey Staff, National Resource Conservation
Service, 2018) for trials in the United States and from the Agriculture and Agri-Food Canada -
National Soil DataBase (Soil Landscapes of CanadaWorking Group, 2010) for trials in Canada.
Measures of percent silt, sand, and clay, as well as soil pH and organic matter were obtained
for each soil horizon within the most abundant soil type in each trial location. We calculated
the mean of each soil variable in the topsoil or subsoil, weighted by the proportion of each soil
horizon in each layer. The topsoil layer was defined as 0 - 20 cm below the surface and >20
cm below the surface, respectively (Anderson et al., 2016). Soil data was combined with the
ten-year weather data to create two-way matrices of environments and covariables. In total, 61
ECs were created, which are listed and defined in Table S2.3.
Environmental distance measures and clustering
Geographic distance, phenotypes, and ECs were used to determine environmental relationships
and clusters; we refer to these different sources of data as “distance measures” (Table 2.1). Dis-
tance measures were used as response variables in model-based clustering, implemented in the
mclust package in R (Scrucca et al., 2016), to determine the appropriate number of clusters
and their component environments (Dawson et al., 2013). Models were restricted to exclude
clusters with a single environment. For the great circle distance measure, clustering was per-
formed on the latitude and longitude coordinates of locations, while for phenotypic distance
measurements (between environments or locations), we performed clustering on the first two
principle coordinates of PDjj′ values calculated in Eq. 2.3. The fitted values from AMMI1
models (1 interaction principal component) were used to create clusters by identifying environ-
ments with shared winning genotypes (Gauch and Zobel, 1997; Gauch, 2013). We explored
three methods of selecting ECs to create clusters: i) simply including all ECs; ii) identifying
ECs that were correlated with the environmental effect (ej) from Eq. (Li et al., 2018); and
iii) identifying ECs [scaled to mean zero and squared length unit variance (van Eeuwijk and
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Elgersma, 1993)] that were correlated with the environmental IPCA score (λ0.5m δjm) from Eq.
2.4. For the latter two methods, ECs were first ranked in descending order of the absolute
estimated correlation coefficient; then, forward stepwise regression was used to add ECs, in
this order, until the most appropriate model was determined. Here, ECs are chosen that reflect
the environmental component of linear reaction norm models or the repeatable environmental
portion of GEI (Bernardo, 2010).
We analyzed phenotypic data after clustering using a random effects model modified
from Eq. 2.1 (Atlin et al., 2000):
yijkm = µ+ gi + cm + ak + lj(m) + (la)ij(m) + (gc)im+
(ga)ik + (gl)ij(m) + (gac)ikm + (gla)ijk(m) + ϵijkm,
(2.5)
where cm was the effect of the mth cluster, (gc)im the interaction of the ith genotype and mth
cluster, (gac)ikm the interaction of the ith genotype, kth year, and mth cluster, and other terms
as defined in Eq. 2.1. Subscripts in parentheses denote nesting (e.g. lj(m) is the effect of the jth
location nested in the mth cluster). Again, we assumed that all random effects were normally
distributed with zero mean and proper variance. To assess the effectiveness of clustering, we
calculated the heritability of selection without clustering (H1) and within clusters (H2) using
the following equations (Yan, 2016):
H1 =
σ2g
σ2g +
σ2gc
nc
+
σ2
gl(c)
nl
+ σ
2
ga
na
+ σ
2
gac
ncna
+
σ2
gla(c)
nlna
+ σ2ϵ
nanlnr
, (2.6)
H1 =
σ2g + σ2gc
σ2g + σ2gc + nc(
σ2
gl(c)
nl
+
σ2
gla(c)
nlna
+ σ2ϵ
nanlnr
) + σ
2
ga
na
+ σ
2
gac
ncna
, (2.7)
where nc, nl, na, and nr are the number of clusters, locations, year, and replications, respec-
tively. Generally, if H2 > H1, there is evidence supporting the assignment of environments
into the respective clusters, as the response to selection will be higher within clusters than
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across all environments
The distances measures were also used to rank environments relative to each other.
The phenotypic distance values (PDjj′) were used as is, and the great circle distance between
environments was determined by latitude and longitude coordinates. The environmental main
effect and IPCA1 scores were used to calculate a Euclidean distance between environments
for AMMI. Finally, environmental kinship matrices were calculated using the different ECs
subsets and the “GE-KE” model equation outlined by Malosetti et al. (2016).
Genomewide predictions
We assessed the usefulness of environmental distance measures by comparing prediction accu-
racies when i) using data from all available environments and ii) using a designated subset of
training data environments. Prediction accuracy was assessed via cross-validation (CV) and
parent-offspring validation (POV). We tested two different validation schemes, described in
Jarquin et al. (2017): predictions of observed genotypes in unobserved environments (CV0
and POV0); and predictions of unobserved genotypes in unobserved environments (CV00 and
POV00). Each instance of CV (i.e. for each validation environment, distance measure, and
TS described below) relied on 25 independent realizations of five-fold training-test partitions.
For each partition, predictions of genotypes in the kth fold were generated using data from
the remaining four folds, and predictive ability was measured as the correlation between the
observed phenotypic values and the predicted genotypic values of the entire TP after all folds
were predicted. In the POV schemes, the entire TP was used to predict the genotypic values of
the VP, and predictive ability was measured as above. In all cases, prediction accuracy was cal-
culated by dividing the predictive ability by the square root of the estimated heritability within
the validation environment for which predictions were generated (Dekkers, 2007).
Training sets for genomewide predictions were informed by the ranking or clustering of
environments based on distancemeasures (Fig. 2.2). First, for each validation environment and
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distance measure, we constructed training sets by incrementally adding TP data from environ-
ments, one-at-a-time, in order of increasing distance to that validation environment (Fig. 2.2A).
At each step, the TS was used to assess predictions according to the CV and POV schemes
described above. In addition to the distance measures, for each validation environment, we
generated 25 random environment rankings as a comparison. Estimates of prediction accuracy
were averaged over validation environments. Second, we assessed prediction accuracy within
assigned clustered of environments. For each validation environment within a cluster defined
by a distance measure, we formed training sets composed only of the remaining environments
in that cluster (Fig. 2.2B). Prediction schemes described above were again tested, and accuracy
results were analyzed using a mixed model that accounted for the fixed effects of distance mea-
sure, prediction scheme (CV or POV), and their interaction, and the random effects of cluster
nested within distance measure, validation environment nested within cluster, and NTE nested
within cluster. To test whether the set of environments assigned to a cluster were informative,
we sampled 25 sets of randomly selected environments (in number equivalent to the size of a
cluster) to form a TS. This was repeated for each validation environment and distance measure.
We measured the advantage of informative clusters by subtracting the prediction accuracy of
random sets of training environments from that of the informative set of training environments;
results were analyzed using the same mixed model described above, with the exception that the
random effect of NTE nested within cluster was removed from the model.
For all predictions, we used the following main-effect genomic best linear unbiased
prediction model:
y = 1µ+ Zu+ e, (2.8)
where y is a vector of genotype means in a set of environments (i.e. means from a model
accounting for environment) (Lado et al., 2016), 1 is a matrix of 1s, µ is the grand mean, Z is
an incidence matrix relating y to the vector of random genotypic values, u, and e is a vector
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of residuals. We assumed genotypic values were distributed such that u ∼ N(0, σ2gG), where
G was the realized additive relationship matrix.
The size of our dataset allowed us to compare the results of using all available data
versus a subset that might reasonably be used for time-structured predictions. We considered
two dataset scenarios: a complete set that was used to predict each environment singly (termed
“leave-one-environment-out”, LOEO), and a temporally structured set that included only ob-
servations from 2015 and 2016 (termed “time-forward”, TF). In the latter scenario, data were
used to make predictions of 2017 environments. Relevant data for each scenario were used in
the analyses described above, and the same genomewide prediction schemes (i.e. ranked envi-
ronments and clustering) were tested. These scenarios permit a comparison of outcomes from
using an ideal dataset versus one that would theoretically be available to a breeder looking to
make predictions of future environments.
Data availability
The genotypic and phenotypic data used in this study are publicly available from the
Triticeae Toolbox (https://triticeaetoolbox.org/barley/). Code to replicate the analy-
ses described above and for generating figures is available at the GitHub repository
https://github.com/UMN-BarleyOatSilphium/S2MET_Predictions. All analyses were
performed in R (v. 3.5.1; R Core Team, 2018).
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RESULTS
Analysis of phenotypic data and genotype-environment interactions
Our dataset was highly balanced, with more than 98% of possible genotype-environment com-
binations observed per trait. The mean (and range) of broad-sense heritability estimates within
environments was 0.54 (0.18, 0.86) for grain yield, 0.85 (0.56, 0.98) for heading date, and
0.53 (0.11, 0.88) for plant height. The broad-sense heritability of each trait across all environ-
ments was 0.66 for grain yield, 0.96 for heading date, and 0.91 for plant height. Most variance
components estimated in Eq. 2.1 were significant (P < 0.05; likelihood ratio test; Table 2.4,
Table S2.4), with the exceptions of variance due to year (never significant), location (not signif-
icant for heading date), and genotype-year interaction (rarely significant). Location variance
explained most of the phenotypic variance for grain yield (67%) and plant height (56%), and
little of that for heading date (5.4%), which was mostly explained by location-year (i.e. envi-
ronmental) variation (61%). Genetic variance account for 2.5% of the phenotypic variance of
grain yield, 20% for heading date, and 5.1% for plant height. Most genetic interaction variance
originated from genotype-location-year variation, and genotype-location variance was always
greater than genotype-year variance (Table 2.4, Table S2.4). After decomposing the genotype-
location-year variation into two different sources, we found a lack of genetic correlations was
the primary source of GEI, accounting for 82% of this variance for heading date, 90% for plant
height, and 93% for grain yield.
The mean (and range) of pairwise phenotypic correlations between environments was
0.26 (-0.17, 0.62) for grain yield, 0.71 (0.37, 0.89) for heading date, and 0.33 (-0.024, 0.62) for
plant height. A visual assessment of genetic correlations, in the form of heatmaps (Fig. S2.9),
revealed different patterns among traits. The correlations for heading date were typically high,
and no discernable clusters were apparent in this initial visualization. In contrast, correlations
between environments for grain yield were typically low, but environments tended to group
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loosely together based on location. For plant height, year appeared to determine groupings of
highly correlated environments (Fig. S2.9).
Nearly all principal components were identified as significant in our fitted AMMI mod-
els. We report only the results for the first interaction principal component (i.e. AMMI1), as
it was used for further analysis and environmental clustering (Gauch, 2013). This component
explained 51% of GEI variance for grain yield, 22% for heading date, and 54% for plant height
(Fig. 2.3). Visualization of the AMMI model via biplots confirmed the relative contributions
of genotypic and environmental variance to the total phenotypic variation (Fig. 2.3). For grain
yield and plant height, there was little variation in the genotypic main effect and IPCA1 score
relative to environments; for heading date, there was more variation in main effects but little
variation in the IPCA1 score. In contrast, environments were arranged in a larger space, high-
lighting the relatively larger environmental variance, but also indicating that environmental
IPCA1 scores accounted for more of the genotype-environment interaction effect (as opposed
to the genotypic IPCA1 score).
Environmental characterization and clustering
Twenty-one ECs were determined to be associated with the environmental mean. This ranged
from 2 (heading date) to 6 (plant height) under the leave-one-environment-out (LOEO) sce-
nario, and from 3 (grain yield) to 13 (plant height) under the time-forward (TF) scenario. Simi-
larly, 21 ECs were associated with the environmental IPCA score, and this ranged from 1 (plant
height) to 2 (grain yield / heading date) under LOEO and from 2 (plant height) to 14 (heading
date) under TF (Table S2.5). Some ECs were common to a pair or all three traits within a
scenario and distance measure. For instance, latitude and maximum precipitation in a growing
interval were associated with the environmental mean of at least 2 traits, while precipitation
in the second and fourth growing intervals was associated with the IPCA score for 2 traits.
Generally, associated ECs were unique to a scenario-distance measure-trait combination.
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Phenotype-based distance measures (i.e. PD, LocPD, and AMMI) resulted in relatively
fewer clusters for each trait, while distance measures defined by ECs (i.e. All-EC, Mean-EC,
and IPCA-EC) generally led to a higher number of clusters (Fig. S2.9). Fewer clusters were
assigned when grouping environment by shared winning genotypes (i.e. AMMI) (Gauch and
Zobel, 1997; Gauch, 2013), with two clusters designated for all traits under the leave-one-
environment-out scenario (and grain yield under the time-forward scenario), and only a single
cluster designated for heading date and plant height under the time-forward scenario. Distance
measures that emphasized attributes common to location (i.e. All-EC, Mean-EC, IPCA-EC,
LocPD, and GCD) appeared to have greater overlap (defined as the proportion environment
pairs designated to the same cluster) with each other, and clusters assigned by PD overlapped
strongly with those assigned by AMMI (Fig. S2.9). Interestingly, clusters assigned by the
AMMI measure overlapped more with those assigned by the IPCA-EC measure than any of
the other EC or naïve distance measures (i.e. GCD, All-EC, Mean-EC).
Genomewide predictions
Overall, prediction accuracies under CV or POV were moderate to high when predicting a sin-
gle environment using all available data (Fig. S2.12). Generally, CV prediction accuracies
were higher than POV accuracies, and schemes that relied on information from previously ob-
served genotypes (CV0 and POV0) usually yielded more accurate predictions than schemes
targeting totally unobserved genotypes (CV00 and POV00). Additionally, predictions under
the LOEO scenario were often numerically, but not significantly (P > 0.05, t-test), more accu-
rate than corresponding prediction in the TF scenario. Differences in accuracy between predic-
tion schemes were highly trait-dependent. The differences between CV accuracies and POV
accuracies were marginal when considering grain yield, but differences were significant when
predicting heading date. Notably, the POV predictions tended to be more accurate than CV
predictions for plant height (Fig. S2.12).
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When incrementally adding environments to a TS in order of increasing distance to
a validation environment, the patterns of prediction accuracy (rMG) were dependent on the
trait, prediction scheme, and scenario. Under the LOEO scenario (Fig. 2.4), increasing the
number of TS environments (NTE) generally increased rMG. This was true up until NTE = 5,
after which rMG reached a plateau that roughly equaled the accuracy when using data from all
environments. Notably, we observed a decline in rMG with NTE > 5 under CV schemes and
the AMMI or PD distance measures. For instance, with the PD distance measure, increasing
NTE beyond 5 led to a loss in rMG of up to 0.16 (29%) for grain yield and 0.10 (20%) for
plant height. Under POV schemes, the AMMI and PD distance measures led to slightly higher
rMG, but difference among distance measures were marginal. When training sets were built
by adding environments randomly, rMG increased constantly, eventually reaching the accuracy
when using all environments (Fig. 2.4). Aside from predictions under the POV00 scheme,
the trend in rMG for all distance measures was greater than that for random. Under the TF
scenario (Fig. 2.5), increasing NTE almost always led to a continuous gain in rMG, reaching a
peak only when data from all environment were used. (The exceptions were CV00 for grain
yield and plant height, where the patterns more closely resembled those under LOEO.) We did
not observe much difference between distance measures, though LocPD appeared to yield a
slightly higher rMG than others. Increasing NTE by ordering environments randomly always led
to continued gains in rMG.
Summaries of rMG when clustering environments are displayed in Fig. 2.6 and 2.7.
Under the LOEO scenario (Fig. 2.6), the utility of clustering with each distance measure was
dependent on the trait and prediction scheme. Aside from some notable exceptions, clustering
never led to noticeably greater rMG over using all available data without clustering (Fig. 2.6A).
Predictions of grain yield and plant height assessed using CV schemes, distance measures that
relied on environment-specific phenotypes (i.e. AMMI and PD) yielded a small (< 0.1) increase
in rMG over using all data; however, this gain disappeared under POV schemes. These distance
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measure also appeared to create the most informative clusters, measured as the difference in
rMG compared with a random TS with an equal number of environments (Fig. 2.6B). Indeed,
the AMMI and PD measures led to an advantage in rMG of up to 0.3 for grain yield and almost
0.2 for plant height. For heading date, clustering almost universally led to lower rMG than
using all data, and this pattern did not change under the CV or POV prediction schemes (Fig.
6A). Distance measures for this trait that relied on geographic proximity or ECs (GCD, All-EC,
Mean-EC, and IPCA-EC) led to slightly higher rMG than phenotype-based measures. Clusters
formed from these measures also tended to be more informative than random sets of training
environments (Fig. 2.6B), though the advantage in rMG was miniscule (< 0.1). Under the TF
scenario (Fig. 2.7), the average rMG when clustering was never significantly different than that
when using all available data (Fig. 2.7A), and there was often a loss in rMG when clustering.
Unsurprisingly, distance measures in this scenario never created clusters that were appreciably
more informative than random sets of environments (Fig. 2.7B), particularly under the POV
scheme.
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DISCUSSION
We compared the impact on prediction accuracy of different measures of grouping environ-
ments for creating environment-dependent genomewide prediction training sets. We attempted
to recreate conditions likely to be encountered by a breeder by i) using a separate TP and VP
from related, but distinct, generations, and ii) includingmeasurements of environmental related-
ness that assume the target environments are unobserved. Additionally, we highlighted two sce-
narios that compare an ideal dataset with one restricted to time-forward predictions. This study
therefore takes a novel approach to answering questions of multi-environment genomewide
prediction, one that may be more relatable to a practical breeding program.
Characterization of genotype-environment interactions and environmental relationships
Understanding the magnitude and cause of GEI can inform decisions about how to manage
it. We found that variance attributable to genotype-location-year (σ2gla) interaction contributed
meaningfully to the phenotypic variance of all traits (Table 2.4), and patterns observed within
the TP were generally consistent with those observed within the VP (Fig. S2.8). Though σ2gla
was significant for all traits, it contributed differently to each. For instance, the ratio between
the more readily selectable genetic variance (σ2g) and σ2gla was highest for heading date and
lowest for grain yield. Additionally, the fitted AMMI models revealed that the first interaction
component explained a majority of GEI variation for grain yield and plant height, and little of
that for heading date (Fig. 2.3). These results are consistent with the established understanding
that heading date is relatively simple trait and grain yield a relatively complex trait, with plant
height occupying some intermediate level of complexity (Hockett and Nilan, 1985).
By itself, the presence of GEI does not indicate how it may be managed. Such inter-
actions may be the result of genetic variance heterogeneity across environments or a lack of
genetic correlation between environments (Cooper and DeLacy, 1994). Lack of genetic cor-
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relation is arguably more severe, since it implies cross-over interactions that change the rank
of genotypes between environments (Bernardo, 2010). For all traits, the majority of variation
attributable to GEI was due to this phenomenon. This has two implications for GWS: first, it
indicates that variance homogeneity can reasonably be assumed, allowing for simpler predic-
tion models; and second, it suggests that accuracy should be higher when making predictions
between highly correlated environments.
The tested measures of calculating environmental distance aimed to take advantage of
different sources of data on the environments. Measures that relied on phenotypic data (AMMI,
PD, and LocPD) are arguably more informative for a breeder, but do not necessarily permit
predictions of unobserved environments; meanwhile, measures that used explicit information,
such as geographic location or ECs (GCD, All-EC, Mean-EC, and IPCA-EC), allow new envi-
ronments to be classified, but may sacrifice more useful phenotypic information. We attempted
to resolve that disparity by using measures incorporating ECs that were highly correlated with
the environmental mean or interaction scores (Mean-EC and IPCA-EC, respectively). Both
analyses are similar to factorial regression models used to identify the explicit variables that
explain environmental and GEI effects (reviewed by van Eeuwijk et al., 1996), yet such models
have generally not been used to cluster environments.
There are several breeding advantages and limitations to our ad hoc approach of cluster-
ing environments using ECs. First, we opted to use both soil conditions and a ten-year moving
average of weather observations, which place greater emphasis on the characteristics of loca-
tion, while allowing some variation due to year. Given the larger contribution of location and
genotype-location interaction to total phenotypic variance of all traits (Table 2.4, Fig. S2.8),
this emphasis may be justified, but we obviously lose information on year-specific causal fac-
tors. If years are considering uncorrelated, random realizations, it may be reasonable to ignore
this information; realistically, we might expect a correlation between years in the short-term
(e.g. increasing volatility as a result of climate change), and our approach recognizes this while
52
assigning more weight to location-specific information. Second, we identified relevant ECs
and clustered environments independently for each trait. While it is reasonable to assume that
traits will respond differently to environmental stimuli, breeders select for many traits simulta-
neously, and the deployment of cultivars to certain growing regions is generally not based on
a single trait. We note, however, that the relevant ECs for each of our focal traits exhibit some
overlap (Table S2.5), so it may be possible to select consensus ECs to form clusters for several
traits.
Adding data from increasingly distant environments may reduce accuracy
To determine the impact on prediction accuracy of increasingly larger andmore environmentally-
heterogeneous training sets, we ranked training environments based on their relatedness
(i.e. distance) to a validation environment, incrementally built training sets, and tested
predictions. Similar lines of inquiry have been explored for constructing training sets. Heslot
et al. (2013) used a backwards elimination approach to remove unpredictive environments,
while Lorenz and Smith (2015) instead ranked genotypes in a training population by their
relationship to a VP and sequentially built training sets. Our analysis is more akin to the latter,
where an additional data source describing the relationship among environments (i.e. the
distance measures) was used. In general, we found that adding environments to a TS initially
increases accuracy, but after a certain point, additional environments were not useful and
occasionally reduced rMG. We identified similarities in the trends of rMG under nearly all
circumstances, and we describe this and the impact of trait, distance measure, and prediction
scheme below.
The initial gain in rMG with additional environments in the TS can likely be ascribed
to better estimates of genotypic values with additional data. Here, the gain in precision out-
weighs any noise that may be introduced by error or GEIs. Eventually, however, additional
environments did not provide useful information, and an equilibrium formed between preci-
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sion in estimating genotypic values and noise introduced by GEI. Interestingly, the number of
environments in which this equilibrium was reached – typically five – was consistent across
traits and prediction scenarios (LOEO vs. TF) This is encouraging for practical purposes, as it
suggests that a small, reasonable number of environments is sufficient for accurate predictions.
Among the distance measures tested, AMMI and PD rankings of environments often
led to the greatest advantage in rMG of few, highly related environments over using all avail-
able data. This result was very apparent for the CV prediction schemes, where including more
distant environments led to a precipitous decline in accuracy. Under the AMMI measure, envi-
ronments with similarly repeatable GEI will be considered more related, and the PD measure
defines higher relatedness by higher correlations between environments (Gauch and Zobel,
1997; Bernardo, 2010). Furthermore, the data used to calculate these distance measures was
pulled exclusively from the TP, the population in which CV was performed. This might intro-
duce an upward bias in predictions, so we compared the impact of distance measures between
both CV and POV schemes. In POV, the superiority of the AMMI and PD measures was not
as apparent, and differences between measures in the patterns of rMG were marginal. It is pos-
sible that the VP experienced different GEI than the TP, which might limit the usefulness of
distance measures calculated using observations on the TP; however, we observed little differ-
ence in variance components when analyzing the TP and VP separately (Fig. S2.8), suggesting
that population-specific GEIs do not explain this observation. We suspect lower relatedness
between the TP and VP is responsible, and we elaborate on this below.
Clustering environments marginally improves prediction accuracy
The ideal environment clustering method is one that reduces GEI sufficiently to allow simpler
modeling and predictions of the genotypic mean (Bernardo, 2010). In our study, the same
data employed to rank environments based on distance was used to group environments into
ostensibly homogenous clusters within which genomewide predictions were assessed. While
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there never was a significant gain in rMG from using a subset of TS environments assigned to
a particular cluster as opposed to simply using all available data, some interesting trends were
present. As with sequentially adding TS environments, results were dependent on the trait,
distance measure, and prediction scheme.
Clustering using phenotype-based distance measures (i.e. AMMI, PD, and LocPD) of-
ten yielded numerically higher prediction accuracies compared to other measures. This result is
consistent with expectations, since these measures would inherently attempt to minimize GEI
(in the case of AMMI) or select environments that were highly correlated (in the case of PD
or LocPD) (Bernardo, 2010). As GEI variance in our experiment was due mostly to lack of
correlation between environments (Table 2.4), we might expect both measures to yield similar
clusters. Indeed, the proportion of overlap between clusters assigned by AMMI and PD was
moderate to high (Fig. S2.9). These results suggest that these measures are effective in reduc-
ing GEI, leading to more precise estimates of genotypic values. This is in line with previous
research indicating that training sets composed of environments more related or correlated to a
validation environment allow borrowing of information and improvement of prediction accu-
racy (Burgueño et al., 2012; Lado et al., 2016; Jarquin et al., 2017). Such studies have typically
addressed a single trait, and we note in our investigation that traits may be unevenly impacted.
The target trait for genomewide predictions appeared to influence the advantage in rMG
of using cluster-informed training sets compared with simply using all available data. Predic-
tions of grain yield and plant height were more accurate with clustering based on AMMI and
PD, while rMG of heading date was often detrimentally impacted. Clustering based on the PD
and AMMI measures always led to greater heritability efficiency, defined as the ratio between
the heritability with clustering and that without (Fig. S2.10). For grain yield and plant height,
the advantage of these distance measures was clear, as other measures led to low heritability
efficiencies. Though heading date heritability was improved when clustering using AMMI or
PD, the margin over not clustering was slim, and across all distance measures the heritability
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efficiency was close to unity. This difference among traits may be due to their inherent com-
plexity and preponderance to be influenced by GEIs. Grain yield and plant height are typically
more complex traits that are subject to GEIs, and may therefore benefit most from attempts to
reduce GEI by clustering. In contrast, heading date is highly heritable and less influenced by
environment (Hockett and Nilan, 1985); therefore, clustering may simply reduce the amount of
otherwise informative data for estimating genotypic values, leading to the observed reduction
in accuracy.
TheAMMI distancemeasure, though it often led to higher prediction accuracy, does not
allow for assigning new locations to clusters, a plausible goal for a centralized breeding effort.
An interesting alternative explored in our study was the use of ECs that are correlated with the
environmental interaction PCA score from a fitted AMMImodel (i.e. IPCA-EC). Theoretically,
this measure would identify ECs that explained the repeatable portion of GEI (van Eeuwijk and
Elgersma, 1993; Bernardo, 2010; Gauch, 2013) and then cluster similar environments based
on those ECs. The resulting clusters seemed to confirm this expectation, as they overlapped
with AMMI clusters (Fig. S2.9) and yielded the highest cluster heritability efficiency (Fig.
S2.10) than any other EC-based distance measure. This may help explain why, particularly
for grain yield and plant height, IPCA-EC clustering led to prediction accuracies similar to
those of AMMI and superior to those of other EC-based clustering measures (Fig. 6A and
7A). Nevertheless, such clusters were often not any more informative than random groups of
environments (Fig. 6B and 7B) and occasionally were not informative at all; such was the case
for plant height in the LOEO scenario (Fig. 6A), where the IPCA-EC measure resulted in a
single cluster (Fig. S2.9).
Simply using all data may be preferable when predicting a new generation
Our investigation addressed the realistic breeding scenario of predicting genotypes that are
progeny of a distinct TP. It would be valuable to a breeder to determine, at the early generation
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stage, what lines would be best in specific regions. This could potentially allow for larger
populations to be developed, with selection relying on region-specific predictions instead of
phenotypes (Lorenz et al., 2011). Though much research has focused on comparing different
GWS models that attempt to exploit GEI by modeling interactions or reduce GEI by grouping
environments (Burgueño et al., 2012; Dawson et al., 2013; Heslot et al., 2014; Lado et al., 2016;
Saint Pierre et al., 2016; Jarquin et al., 2017), little work has explored predictions between two
discrete and related populations.
In our study, predictions of an unobserved VP (i.e. POV) were consistently less accu-
rate than predictions within a single TP (i.e. CV). Additionally, we frequently observed that any
measure of grouping environments to reduce GEI that favorably impacted prediction accuracy
under CVwas ineffective under POV.We suspect this is the result of lower relatedness between
the TP and VP than within the TP (Fig. S2.12). Research in GWS has clearly demonstrated
that accurate predictions depend on high relatedness between a TP and VP (Habier et al., 2007;
Lorenz et al., 2012; Wientjes et al., 2013; Lehermeier et al., 2014; Lorenz and Smith, 2015).
Such research has typically focused on predictions of the genotypic value within a single envi-
ronment or by otherwise ignoring GEI. Modeling to exploit or reduce GEI in GWS arguable
adds complexity, and it may be unreasonable to expect that a TP that struggles to predict the
overall value of a distinct VP will also permit accurate predictions when accounting for en-
vironmental context. This may help explain why adding environments to a TS, regardless of
distance measure, generally increased accuracy under POV (Fig. 2.4 and 2.5), and clustering
did not lead to improvements in accuracy over using all available data (Fig. 2.6 and 2.7).
Our results suggest that measures to rank and cluster environments were equivalent to
simply using data from all available environments when predicting a new, unobserved gener-
ation. This has two implications for breeding. First, if phenotypic data is available across a
broad swath of environments, as might be expected in a large breeding program or, in our case,
a coordination among programs, GEIs may be simply be ignored and all data used for predic-
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tions. Second, the few environments needed to achieve useful prediction accuracies (i.e. about
5) likely reflects the number of environments in which a breeding program of small or mod-
erate size will have data. This indicates that accurate predictions of a new generation may be
universally achievable. Simplicity is desirable when implementing GWS, and our results may
be encouraging for a new breeding program or one that is considering using this tool.
This does not necessarily conflict with the body of research that advocates account-
ing for GEI to increase prediction accuracy (Jarquín et al., 2014; Cuevas et al., 2016; Lado
et al., 2016; Saint Pierre et al., 2016; Jarquin et al., 2017). These studies examined a single
population or generation, and the advantage of modeling GEI in GWS was generally realized
when data from incompletely observed genotypes and environments can be borrowed to pre-
dict unobserved combinations (i.e. cross-validation type 2). With this information from prior
research and the results of our investigation, we suggest strategic deployment of more complex
GWS models in different stages of a breeding program. First, a new generation of unobserved
selection candidates may be selected simply based on predictions of their overall genotypic
value. Then, this population can be phenotyped using an appropriately designed partial replica-
tion experiment, and GWS models that borrow information from correlated environments can
be used to predict unobserved genotype-environment combinations. This could permit a less
stringent selection intensity in the first step in exchange for potential identification of superior,
regionally-adapted genotypes in the second. More research is needed to test and validate this
concept.
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FIGURES
Figure 2.1: Phenotypic data was collected in 29 location-year environments across North Amer-
ica. Point size indicates the number of trial years at a specific location.
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Figure 2.2: Distance measures were used to create genomewide prediction training sets. (A)
Possible training environments were ranked in order of decreasing relatedness to a validation
environment, then sequentially added to a training set. (B) Environments were clustered accord-
ing to a distance measure, then predictions were assessed for environments in an unobserved
year (time-forward) or individually (leave-one-environment-out). (C) Prediction accuracy was
assessed using cross-validation (CV) within the training population (Test) and parent-offspring
validation (POV) between the training and test populations (Test).
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Figure 2.3: Biplots from additive main effects and multiplicate interaction (AMMI1) models
illustrate the spatial pattern of the first interaction principal component axis (IPCA1) score
against the genotypic (circles) or environmental (different shape per year) effect. The percent-
age of genotype-environment interaction variance explained by the IPCA1 score is noted in
parentheses.
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Figure 2.4: Prediction accuracy (rMG) generally improved with increasing number of environ-
ments in a training set (NTE) under the leave-one-environment-out scenario, but either reach
a plateau or declined. Environments were added to a training set in order of increasing dis-
tance, defined by a distance measure to a validation environment. rMG was assessed using
cross-validation (CV0 or CV00) and parent-offspring validation (POV0 or POV00). Dashed
lines denote rMG when using all available data in the training set. Plot-in-plot windows for
heading date highlight results on a more easily visualized scale.
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Figure 2.5: Prediction accuracy (rMG) generally improved with increasing number of environ-
ments in a training set (NTE) under the time-forward scenario. Environments were added to
a training set in order of increasing distance, defined by a distance measure to a validation
environment. rMG was assessed using cross-validation (CV0 or CV00) and parent-offspring
validation (POV0 or POV00). Dashed lines denote rMG when using all available data in the
training set. Plot-in-plot windows for heading date highlight results on a more easily visual-
ized scale.
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Figure 2.6: Effect plot of prediction accuracy (rMG) when using data assigned to clusters based
on a distance measure under the leave-one-environment-out scenario. rMG was assessed using
cross-validation (CV0 or CV00) and parent-offspring validation (POV0 or POV00). Error bars
denote a 95% confidence interval and the grey line denote rMG when using all available data in
the training set.
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Figure 2.7: Effect plot of prediction accuracy (rMG) when using data assigned to clusters
based on a distance measure under the time-forward scenario. rMG was assessed using cross-
validation (CV0 or CV00) and parent-offspring validation (POV0 or POV00). Error bars de-
note a 95% confidence interval and the grey line denotes rMG when using all available data in
the training set.
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TABLES
Table 2.1: Names, abbreviations, and descriptions of the distance measures used to characterize
environments, along with an indication of trait-specificity and ability to make predictions of
new environments.
Distance measure Abbreviation Description Trait specific? Enables predictions of
new environments?
Phenotypic distance PD Distance based on
phenotypic correlation of
shared genotypes
Yes No
Location
phenotypic distance
LocPD Similar to PD, but using
phenotype average for
locations
Yes Yes, if location has
been observed
AMMI
mega-environments
AMMI Mega-environments
determined by shared
winning genotypes
Yes No
Great circle
distance
GCD Physical proximity of
locations
No Yes
All environmental
covariables
All-EC All available
environmental covariables
No Yes
Interaction-
correlated
environmental
covariables
IPCA-EC Covariables that are
correlated with the
environmental IPCA score
Yes Yes
Mean-correlated
environmental
covariables
Mean-EC Covariables that are
correlated with the
environmental mean
Yes Yes
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SUPPLEMENTAL FIGURES
Figure 2.8: Heatmap of phenotypic correlations between environments, measured using all 233
barley lines (All), the 183-line training population (Test), or the 50-line test population (Test).
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Figure 2.9: Overlap of clusters created by different distance measures. Off-diagonal elements
measure the proportion of overlap between clusters assigned by two distance measures. Diago-
nal elements measure the number of clusters (and average number of environments per cluster
in parentheses). Clusters were compared under the (A) leave-one-environment out and (B)
time-forward scenarios.
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Figure 2.10: Comparison of heritability estimates when selection is performed across unclus-
tered (circle) or clustered (triangle) environments. Estimates were made for three traits under
the leave-one-environment-out or time-forward scenarios.
69
Figure 2.11: Effect plot of prediction accuracy when using all available data to make predic-
tions. Under the leave-one-environment-out scenario, phenotypic data for all environments –
except for the validation environment – were used in model training. Under the time-forward
scenario, phenotypic data from all environments in 2015 and 2016 were used to predict each
2017 environment. Accuracy was measured using cross-validation [CV; predictions within the
training population (TP)] or parent-offspring validation [POV; TP used to predict the validation
population (VP)]. Numbers correspond to the validation schemes: 0 – predictions of observed
genotypes in unobserved environments; 00 – predictions of unobserved genotypes in observed
environments (see Jarquin et al., 2017 for more detailed definitions). (Note: POCV refers to
predictions of the VP using the smaller TP subsets under CV as a control for TP size).
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Figure 2.12: Comparion of realized marker-based genomic relatedness within the training pop-
ulation (Train) and between the training and test populations (Test). (A) heatmap of genomic
relatedness between individual lines. (B) Average genomic relatedness within the training pop-
ulation and between the training and test populations. Error bars denote one standard deviation.
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SUPPLEMENTAL TABLES
Table 2.2: Estimates of heritability (H) for each trait in each environment. Missing estimates
(“NA”) are due to absent phenotypic data.
H
Environment Grain Yield Heading Date Plant Height
AWI16 0.37 0.80 0.26
AWI17 NA 0.77 0.66
BCW16 0.60 NA NA
BZD15 0.25 0.95 0.88
BZD16 0.18 0.77 0.46
BZD17 0.43 0.90 0.37
CHM16 0.73 0.69 0.67
CHM17 0.34 0.74 0.60
COH17 0.65 NA 0.75
CRM15 0.22 0.89 0.48
CRM16 0.64 0.87 0.11
CRM17 NA 0.92 0.71
EON16 0.66 0.90 NA
EON17 0.85 0.80 0.50
FND16 NA 0.87 0.60
FND17 0.20 0.76 0.79
HNY15 0.31 0.88 0.49
HNY16 NA 0.88 0.47
HNY17 0.75 0.92 0.69
KNY16 NA 0.92 0.51
KNY17 NA 0.64 0.59
MWI16 0.67 0.91 0.62
MWI17 0.68 0.94 0.31
PQC16 0.60 0.89 0.23
PQC17 0.84 NA 0.47
STP16 0.86 0.94 0.31
STP17 0.61 0.98 0.72
WLI16 0.80 0.90 0.75
WLI17 0.71 0.89 0.29
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Table 2.3: Names and descriptions of environmental covariates [see O’Donnell and Ignizio
(2012) for formulae].
Environmental covariable Description
Inti_Prcp Total precipitation (mm) in interval (Int) i
Inti_AvgTemp Average temperature (C) in interval i
Inti_MaxTemp Maximum temperature in interval i
Inti_MinTemp Minimum temperature in interval i
Inti_RangeTemp Average daily temperature range (maximum minus minimum) in interval i
Inti_SeasTemp Seasonality (standard deviation) of daily temperature ranges in interval i
AnnoPrcp Annual total precipitation
MaxPrcp Total precipitation of wettest interval
MinPrcp Total precipitation of driest interval
AnnoAvgTemp Average annual temperature
AnnoMaxTemp Average maximum temperature
AnnoMinTemp Average minimum temperature
AvgRangeTemp Average annual temperature range (maximum minus minimum)
AnnoRangeTemp Peak annual temperature range (annual maximum minus annual minimum)
AnnoSeasTemp Standard deviation of average interval temperature
IsoTemp Isothermality (AvgRangeTemp / AnnoRangeTemp)
MaxTemp Maximum temperature of warmest interval
MinTemp Minimum temperature of coldest interval
ClaySS Clay content (%, by weight) in the subsoil (SS, > 20 cm below surface)
ClayTS Clay content in the topsoil (TS, 0 - 20 cm below surface)
SandSS Sand content (%, by weight) in the subsoil (> 20 cm below surface)
SandTS Sand content in the topsoil (0 - 20 cm below surface)
SiltSS Silt content (%, by weight) in the subsoil (> 20 cm below surface)
SiltTS Silt content in the topsoil (0 - 20 cm below surface)
OrgMatSS Organic matter content (%, by weight) in the subsoil (> 20 cm below surface)
OrgMatTS Organic matter content content in the topsoil (0 - 20 cm below surface)
SoilpHSS pH in the subsoil (> 20 cm below surface)
SoilpHTS pH in the topsoil (0 - 20 cm below surface)
Elevation Meters above sea level
Latitude Latitude
Longitude Longitude
73
Table 2.4: Estimates of variance components and proportion of total variance for each source
of variation in an analysis of phenotypic data on the entire 233-line population (ALL), the 183-
line training population (TP), or the 50-line validation population (VP). The significance of
variance components was determined using a likelihood ratio test.
Variance (percent of total)
Source ALL TP VP
Grain Yield
Genotype 101000*** (2.35%) 106000*** (2.45%) 54500*** (1.36%)
Location 2870000*** (66.5%) 2920000** (67.2%) 2870000*** (71.6%)
Year 0.041 (0%) 0 (0%) 90.7 (0.002%)
Genotype x Location 41200*** (0.955%) 43900*** (1.01%) 40100*** (1%)
Genotype x Year 6000* (0.139%) 5520 (0.127%) 4790 (0.119%)
Location x Year 682000*** (15.8%) 709000*** (16.3%) 645000*** (16.1%)
Genotype x Location x Year 256000*** (5.94%) 260000*** (5.98%) 210000*** (5.25%)
Genetic Heterogeneity† 22900 (8.93%) 20000 (7.7%) 19300 (9.2%)
Lack Of Correlation† 233000 (91.1%) 240000 (92.3%) 191000 (90.8%)
Residual 355000 (8.24%) 303000 (6.96%) 182000 (4.54%)
Heading Date
Genotype 11*** (17%) 13.1*** (20.3%) 3.98*** (6.1%)
Location 6.38 (9.84%) 3.49 (5.41%) 14.7 (22.5%)
Year 1.73 (2.67%) 1.94 (3%) 0.639 (0.98%)
Genotype x Location 0.586*** (0.904%) 0.857*** (1.33%) 0.645** (0.989%)
Genotype x Year 0.217* (0.334%) 0.029 (0.045%) 0 (0%)
Location x Year 37.7*** (58.2%) 39.1*** (60.6%) 40*** (61.3%)
Genotype x Location x Year 7.18*** (11.1%) 6.05*** (9.37%) 5.32*** (8.15%)
Genetic Heterogeneity 1.06 (14.7%) 1.27 (21%) 1.18 (22.2%)
Lack Of Correlation 6.13 (85.3%) 4.78 (79%) 4.13 (77.8%)
Residual 0.001 (0.001%) 0 (0.001%) 0 (0%)
Plant Height
Genotype 9.56*** (5.21%) 9.38*** (5.08%) 10.1*** (5.63%)
Location 97.9*** (53.4%) 103*** (55.6%) 80.9** (45.1%)
Year 11.1 (6.05%) 11.7 (6.31%) 11 (6.15%)
Genotype x Location 1.54*** (0.841%) 1.59*** (0.86%) 1.24 (0.69%)
Genotype x Year 0.075 (0.041%) 0.121 (0.066%) 0.031 (0.017%)
Location x Year 44.1*** (24.1%) 40.9*** (22.1%) 57.6*** (32.1%)
Genotype x Location x Year 19*** (10.4%) 18.5*** (10%) 18.4*** (10.3%)
Genetic Heterogeneity 2.03 (10.7%) 2 (10.8%) 2.41 (13.1%)
Lack Of Correlation 17 (89.3%) 16.5 (89.2%) 16 (86.9%)
Residual 0.02 (0.011%) 0.022 (0.012%) 0.018 (0.01%)
*, **, *** Significant at the 0.05, 0.01, and 0.001 probability levels, respectively.
†No test of significance was performed on these components of variation.
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Table 2.5: Environmental covariables (ECs, Table S2) that were associated with the first in-
teraction principal component axis (IPCA-EC) or environmental mean (Mean-EC), as deter-
mined using multiple linear regression using data under the leave-one-environment-out and
time-forward scenarios.
Environmental covariables
Set Group Grain Yield Heading Date Plant Height
Int4_SeasTemp OrgMatTS Int1_MaxTempEC_IPCA
Int2_Prcp MaxMaxTemp
Latitude Int2_MinTemp SoilpHTS
Int2_RangeTemp Latitude Latitude
MaxPrcp SoilpHSS
MinPrcp Int2_SeasTemp
Int1_SeasTemp
Leave-one-environment-out
EC_Mean
MaxPrcp
Int2_Prcp SiltTS Int4_MaxTemp
Int1_SeasTemp Int1_Prcp OrgMatTS
Int4_MinTemp AnnoMaxTemp
Int2_MaxTemp MaxPrcp
SiltTS Latitude
AnnoMaxTemp ClaySS
Latitude Int2_Prcp
ClaySS Int3_AvgTemp
Int3_AvgTemp SoilpHTS
Int4_Prcp MinPrcp
Int4_Prcp
Int2_RangeTemp
Int4_SeasTemp
EC_IPCA
Int3_RangeTemp
Int1_Prcp Int2_AvgTemp OrgMatTS
Int3_RangeTemp Int1_SeasTemp Int3_MinTemp
SoilpHSS OrgMatTS AnnoAvgTemp
Int1_MaxTemp AnnoMinTemp
AvgRangeTemp
SoilpHTS
MaxPrcp
MinPrcp
Int2_RangeTemp
Int3_AvgTemp
Int4_AvgTemp
Int2_Prcp
Time-forward
EC_Mean
Latitude
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Chapter 3: Validating genomewide predictions of genetic variance in a contemporary
breeding program
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INTRODUCTION
Improving quantitative traits in plants relies on maintaining the response to selection, a func-
tion of trait heritability, selection intensity, and genetic variance (Falconer and Mackay, 1996).
Much breeding research has focused on better selection of individuals in a given population,
chiefly by increasing the heritability or permitting more intense selection, under the implicit
condition of fixed variance (Bernardo, 2010). This emphasis has persisted with the advent of
genomewide selection, or the use of phenotyped individuals with genomewide marker data
to predict the genotypic value of unphenotyped individuals (Meuwissen et al., 2001). While
simulation and empirical studies have confirmed the usefulness of genomewide selection in
plant breeding (Lorenz et al., 2012; Asoro et al., 2013; Combs and Bernardo, 2013; Krchov
et al., 2015; Sallam et al., 2015; Dunckel et al., 2016), such research has primarily addressed
improved selection of progeny from established populations derived from pre-chosen parents.
Beyond improvements to the selection of individuals within a population, the devel-
opment of superior populations, by choosing favorable crosses between parents, would aid in
increasing the response to selection. Ideally, a cross should yield a population with favorable
mean and large genetic variance (Bernardo, 2010). The benefit of such a combination is for-
malized by the usefulness criterion (Schnell and Utz, 1975), or the mean value of the selected
fraction of individuals in a population. The related superior progeny mean (µsp) (Zhong and
Jannink, 2007) of a population can be derived from the expected population mean (µ) and ge-
netic variance (VG), assuming normally distributed trait values: µsp = µ ± i
√
VG, where i is
the standardized selection intensity. (The superior progeny mean is the same as a usefulness
criterion with a heritability of 1.) Simply, among populations with similar mean, those with
larger genetic variance will yield more favorable superior progeny.
The superior progeny mean may be used to prioritize crosses in a breeding program if
the expected mean and genetic variance is known or can be predicted. Such predictions have
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long been sought by plant breeders, albeit with uneven ease and success. Classical quantita-
tive genetics theory predicts the mean of a population of recombinant inbreds as the mean of
the two parents (Bernardo, 2010). The genetic variance of a cross, however, has historically
been difficult to predict. Earlier efforts used comparisons between parents of their phenotypic
distance (Utz et al., 2001), coefficient of coancestry (Souza and Sorrells, 1991), or genetic dis-
tance (Bohn et al., 1999), all with limited or inconsistent success (reviewed in Bernardo (2010)
and Mohammadi et al. (2015)]. The phenotypic distance method, while permitting different
predictions of variance between traits, does not account for the segregation of the underlying
quantitative trait loci (QTL) or markers linked to such loci. The coefficient of coancestry and
genetic distance methods measure whole-genome distance, including potentially neutral loci,
and do not offer trait-specific predictions. The ability to predict the effects of genomewide
markers, coupled with affordable and powerful computing resources, has led to a new method
of predicting genetic variance that is based on simulated bi-parental populations (Bernardo,
2014; Mohammadi et al., 2015). Initial validation research suggests that simulated populations,
or methods that account for the segregation of loci in bi-parental families, are more predictive
of genetic variance than the aforementioned methods based on phenotypic or genetic distance
(Tiede et al., 2015). Though these results are encouraging, further validation work is needed,
especially in the context of applied breeding.
Validating the use of simulated populations to predict the genetic variance of future
crosses in a breeding program would add to the current theoretical evidence supporting its rou-
tine application. In barley (Hordeum vulgare L.), initial predictions suggest that both grain
yield and deoxynivalenol (a mycotoxin produced by the fungal pathogen Fusarium gramin-
earum Schwabe.) content could be improved by selecting crosses with favorable superior
progeny mean, calculated using predictions of the mean and genetic variance of a cross (Mo-
hammadi et al., 2015). Similar evidence was found for quality traits in wheat (Triticum aes-
tivum L.), where low genetic variance may be desirable to restrict the trait value within indus-
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try specifications (Lado et al., 2017). Finally, results from simulations suggest that crosses
selected on the predicted superior progeny mean may lead to greater genetic gain compared to
those selected simply on the predicted mean (Lehermeier et al., 2017).
The objective of this research was to validate predictions of the mean, genetic variance,
and superior progenymean in populations within a contemporary barley breeding program. We
focused on three important quantitative traits in barley: Fusarium head blight (FHB) severity,
heading date (a proxy for flowering time), and plant height. Given the known differences in
genetic architecture and heritability among these traits (Hockett and Nilan, 1985), we hypothe-
sized that predictions would be more accurate for the simple and highly heritable heading date
and less accurate for the more complex FHB severity.
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METHODS AND MATERIALS
Training population
A training population (TP) of 175 two-row barley lines was used for genomewide prediction.
The assembly and genotyping of this population is described in Neyhart et al. (2019) and Chap-
ter 2, and we describe relevant details below. The TP was phenotyped in Crookston, MN and
St. Paul, MN in 2014 and 2015 (four location-year environments total). In each environment,
data was collected in preliminary yield trials, FHB disease trials, or both. We measured FHB
severity (percent diseased kernels), heading date (days from planting), and plant height (cm) in
the disease trials, and we measured all traits, except FHB severity, in the yield trials. Trials in
2014 were planted in a type II modified augmented design (Lin and Poushinsky, 1985), with a
primary check placed in the center of each block and three secondary checks randomly placed
together in a subset of blocks. Trials in 2015 were planted in a similar incomplete block design,
with the exceptions that the primary check was randomly placed in each block and secondary
checks were randomly placed throughout the entire field. Entries were planted as single-row
plots of size 0.46 m2. Disease trials were conducted under spray-inoculated (St. Paul) and grain
spawn-inoculated (Crookston) conditions, and mist irrigation was used in both locations to en-
courage disease development (described in Mesfin et al., 2003, and Massman et al. (2011)).
Due to differences in trial design, a two-step procedure was used to process and ana-
lyze phenotypic data (Piepho et al., 2012a). In the first step, obvious outliers were removed
and observations were adjusted for field spatial variability using the mvngGrAd package in R
(Technow, 2015). Spatially-adjusted phenotypic values were retained if the within-trial vari-
ance was reduced after adjustment. Subsequently, we fitted the following mixed model to
estimate adjusted genotype means on a per-trial and per-trait basis:
yiklm = µ+Gi + rk + cl + bm + ϵiklm, (3.1)
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where yijkl was the observed phenotypic value of the ith genotype in the kth row, lth
column, and mth block, µ was the grand mean in the trial, Gi was the fixed effect of the ith
genotype, rk was the effect of the kth row, cl was the effect of the lth column, bm was the effect
of the mth block, and ϵiklm the associated random error. The effects rk, cl, and bm were all
considered random. When analyzing FHB severity, we included the observed heading date as
a random effect, as plants may avoid higher inoculum load (and therefore may be less severely
diseased), depending on the flowering time (Tiede et al., 2015). Backwards elimination was
used to remove non-significant random effects using a p-value threshold of 0.05.
In the second step, the phenotypic best linear unbiased estimates (BLUEs) for each
genotype in each trial calculated using Eq. 3.1 were used as the response in the following
mixed model:
yij = µ+ gi + tj + (gt)ij + ϵij, (3.2)
where yij was the mean of ith genotype in the jth environment, gi was the fixed effect
of the ith genotype, tj the fixed effect of the jth environment, (gt)ij the random interaction
effect of the ith genotype and jth environment, and ϵij the associated error. To account for
differences in precision, the error was modelled as ϵ ∼ N(0,RVϵ), where R was a diagonal
matrix containing the inverse of the variances of the genotype means estimated in the first step
(Mohring and Piepho, 2009). All models were fitted using the lme4 package in R (Bates et al.,
2015). To avoid “double-shrinkage” of values (Piepho et al., 2012b), BLUEs for each genotype
across all environments were calculated using Eq. 3.2 and subsequently used as phenotypes in
predictions.
Marker data was generated using genotyping-by-sequencing (GBS; Elshire et al., 2011).
Using a custom pipeline (Neyhart et al., 2019) we discovered 235,216 single nucleotide poly-
morphism (SNP) markers, pared to 6,361 markers after filtering on a minimum minor allele
frequency of 0.05 and maximum missing data proportion of 80%. Additionally, lines were
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filtered on a maximum missing marker data proportion of 80% missing marker data. Marker
genotypes were imputed using the expectation maximization algorithm implemented in the
rrBLUP package in R (Endelman, 2011). While the physical genomic positions of these mark-
ers were determined during read-alignment to the barley reference genome (Mascher et al.,
2017), genetic positions are needed tomodel the segregation ofmarkers in simulated bi-parental
populations. To infer genetic map positions, we first obtained physical and genetic map in-
formation on 3,072 array-based SNPs developed during the Barley Coordinated Agricultural
Project (BCAP) (Close et al., 2009). This marker set and genetic map (Muñoz-Amatriaín et al.,
2011) have been used in studies of genomewide selection, association mapping, and popula-
tion genetics of North American barley germplasm (e.g. Lorenz et al., 2012; Pauli et al., 2014;
Poets et al., 2016). Since the TP was selected from the larger collection of two-row BCAP
germplasm, we suspected that the genetic map would closely approximate true recombination
frequencies. Next, local recombination rates, in cM Mb-1, were calculated using the genetic
and physical positions of the 3,072 SNPs, and rates were smoothed using a loess operation
(Thomas Kono, pers. comm.). Finally, the genetic map positions of GBS markers were deter-
mined by linear interpolation, using the physical map position as a predictor and the smoothed
local recombination rate as the estimated slope parameter.
Cross selection, population development, and phenotyping
Simulated bi-parental populations were used to inform the selection of parent combinations
among a pool of 813 candidate lines. These lines were derived from crosses made between
individuals in the TP (described in Neyhart et al., 2019) and were genotyped for the same
6,361 GBS markers. We used the PopVar package in R (Mohammadi et al., 2015) to predict
the mean, variance, and superior progeny mean (denoted µˆ, VˆG, and µˆsp, respectively) for
each of C(813,2) = 330,078 possible non-reciprocal parent combinations. First, phenotypic
and genotypic data on the TP were first used to predict genomewide marker effects using the
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following ridge-regression best linear unbiased prediction (RR-BLUP) model:
y = 1µ+ Zu+ e, (3.3)
where y was a 175 × 1 vector of genotype BLUEs for the TP, 1 was a 175 × 1 vector
of 1s, µ was the grand mean, Z was a 175 × 6,361 matrix of marker genotypes coded as 1,
0, and -1 (homozygous for the reference allele, heterozygous, homozygous for the alternate
allele, respectively), u was a 6,361 × 1 vector of marker effects, and e was a 175 × 1 vector
of residuals. Next, the provided genetic map was used to simulated marker genotypes for
individuals in a recombinant inbred line (RIL) family. The predicted genotypic values (PGVs)
of these individuals were calculated using the simulated marker genotypes and the predicted
marker effects. Markers were assumed to act additively, while dominance (not present due to
complete inbreeding) and epistasis were assumed absent. Finally, themean, variance, andmean
of the bottom 10% of PGVs (lower trait values are favorable) were calculated as predictions of
µˆ, Vgˆ, and µˆsp, respectively.
For each parent combination, we simulated families of 150 individuals 25 times, and
predictions of each parameter were averaged over replicates. The number of replications was
informed from previously published uses of the PopVar package (Mohammadi et al., 2015;
Tiede et al., 2015). We also found little difference between predicted values averaged over
25 replications versus those averaged over 100 replications (data not shown). Fewer replica-
tions reduces the computational burden of the software, which can be immense. On a laptop
computer equipped with 16GB of RAM and a single processor, we generated predictions of
three traits for 25 crosses in ~360 seconds (0.1 hours). Predictions for all 330,078 crosses
were completed after 32 hours on a supercomputing cluster equipped with 62 GB of RAM and
parallelized across 24 processors.
A total of 27 crosses were selected using the predictions of all possible parent combi-
84
nations. Eighteen crosses were selected based on predictions of FHB severity, heading date,
and plant height; these crosses were of interest to the breeder and represented a range of ge-
netic variances for each trait. An additional 9 crosses were selected based on predictions of
traits not validated in this study. Selected parent combinations were mated, and progeny were
self-pollinated via single-seed descent to at least the F3:5 stage and then given line designations.
The final number of lines in each family ranged from 28 to 160, with a median of 90. Eleven
of the families were originally intended for yield trials and were smaller (28-74 lines), while
remaining families were larger (83-160 lines). No intentional selection was imposed during
population development. In total, 2,661 lines were developed across the 27 families, which we
will subsequently refer to as “validation families.”
The validation families were phenotyped in Crookston, MN and St. Paul, MN in 2017
and 2018. Ten of the families were planted exclusively in FHB disease trials, 12 in dryland
trials, and five in both. The 12 families evaluated in dryland trials were phenotyped in 2017 and
remaining families were phenotyped in both 2017 and 2018. All trials were planted in incom-
plete block designs as described above. Disease trials were again inoculated via grain-spawn
(Crookston) or direct spray (St. Paul) and mist-irrigation was used to promote disease develop-
ment. In the disease trials, heading date, plant height, and FHB severity were measured, and the
same traits, except FHB severity, were measured in the dryland trials. When spray-inoculating
disease and scoring severity in St. Paul, we created “inoculation sets” composed of lines at a
similar developmental stage. This was done because of the large range in observed heading
date (about 30 days) and the known association between heading date and disease severity
(Mesfin et al., 2003). These sets were independently inoculated and scored. Though similar
sets were not created in Crookston for inoculation, we grouped lines by maturity (i.e. early and
late) when rating disease.
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Statistical analysis
Phenotypic analysis followed the same two-step procedure described above, with noted
changes. The analysis of per-trial and per-trait genotype means was modeled using Eq. 3.1;
however, when analyzing FHB severity, we modified Eq. 3.1 such that:
yiklmn = µ+Gi + rk + cl + bm + ISn + (bIS)mn +HDi + ϵiklm, (3.4)
The genotypic BLUEs from this first step were used as phenotypes in the second step.
Line means estimated in two different trials in the same environment were averaged. To esti-
mate the empirical family mean and superior progeny mean, we fitted the same model as in
Eq. 3.2 on a per-family basis, where terms were the same as in Eq. 3.2, except that µ was
the family mean. The superior progeny mean was obtained as the mean of the lowest 10%
of genotype BLUEs calculated from this model. We obtained empirical estimates of the fam-
ily genetic variance by modifying this model such that gi was treated as a random effect with
gi ∼ N(0, VG). This modification was also used to calculate broad-sense heritability on a
family-mean basis. We calculated 95% confidence intervals for the estimates of family µ, VG,
and µsp using bootstrapping. For the family mean and variance, 1,000 samples were first sim-
ulated from the per-family model fit, then parameters were re-estimated from the simulated
data. For the superior progeny mean, the genotype BLUEs were sampled 1,000 times with
replacement, and µsp was estimated using each sample.
The accuracy of predicting the mean, genetic variance, and superior progeny mean in
each family was measured by correlating the observation of each parameter with their predic-
tions. (We will refer to such correlations as predictive ability, abbreviated as rMP ) One family
was removed from this analysis due to unreliable marker genotype data for one parent; there-
fore, estimates of predictive ability were based on 14 families for FHB severity and 26 families
for heading date and plant height. The significance of correlation coefficients was determined
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by bootstrapping with 1,000 replicates, and a 95% confidence interval was created using the
25th lowest value (lower bound) and the 975th lowest value (upper bound).
Stronger bias in the predictions of Vgˆ relative to µˆ will alter what crosses are predicted
to have the most desirable µˆsp. The statistical bias of the predicted variance was calculated as
(V¯gˆ − V¯G)/V¯G, where V¯G was the mean, across all families, of the estimated genetic variance,
and V¯gˆ was the mean of the predicted genetic variance. If the bias is negative, the predicted
values are on a lower scale than the observed values, and if the bias is positive, predicted
values are on a higher scale than the observed values. Five families for FHB severity and four
families for plant height were removed when calculating bias due to extremely low estimates of
VG. These low estimates of VG were likely floating point errors, therefore values less than 1 ×
10-7 were considered 0 for the purpose of calculating bias and families with such low estimates
were removed.
Data availability
Data used in this study are publicly available from the Triticeae Toolbox (https://
triticeaetoolbox.org/barley). Scripts to perform the analyses and generate the figures described
herein are available from the GitHub repository: https://github.com/UMN-BarleyOatSilphium/
PopVarVal. A tutorial for accessing relevant data from the Triticeae Toolbox is also available
from this repository. All analyses were performed in R (v. 3.5.1; R Core Team (2018)].
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RESULTS AND DISCUSSION
Training population and cross predictions
Trait heritability in the training population (TP) was moderate to high, with estimates of 0.45
for FHB severity, 0.96 for heading date, and 0.52 for plant height. Genotype means and ranges
(in parentheses) among lines in the TP were 16% (5.1, 39) for FHB severity, 50 days (44,
57) for heading date, and 74 cm (60, 87) for plant height. Genetic variance was significant
for all traits (P < 6 × 10-7; likelihood ratio test), as was genotype-environment interaction
variance (P < 0.05), particularly for FHB severity (P < 5 × 10-18). The relative contribution
of genotype-environment interaction and genetic variance to total phenotypic variance (respec-
tively, in parentheses) was high for FHB severity (83%/18%), low for heading date (7.7%/89%),
and intermediate for plant height (64%/36%). These results are not surprising given prior her-
itability estimates for these traits (Hockett and Nilan, 1985; Massman et al., 2011), and they
provide context when interpreting downstream results.
The relationship between predicted µˆ and Vgˆ, and their relative contribution to varia-
tion in µˆsp, will dictate the importance of Vgˆ when selecting crosses. A distinctly triangular
pattern was observed when comparing µˆ and Vgˆ (Fig. 3.1), where potential crosses with ex-
treme µˆwere accompanied by low Vgˆ , but crosses with an intermediate µˆwere associated with
higher Vgˆ . Among crosses with a common parent, this relationship was approximately linear,
as exemplified in Fig. 3.1. This pattern, based on the idea that lines with similarly extreme
phenotypes will likely share alleles at most QTL influencing a trait, was predicted in theory
(Zhong and Jannink, 2007) and observed in subsequent studies (Bernardo, 2014; Mohammadi
et al., 2015; Lado et al., 2017). The variation in µˆsp explained by µˆ (estimated using linear
regression) ranged from 95% for FHB severity to 97% for plant height. Variation in Vgˆ ex-
plained 6.1% (plant height) to 8.2% (heading date) of that in µˆsp. Combined additively, these
parameters explained more than 99% of the variance in µˆsp for all traits. These proportions did
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not change appreciably when analyzing the predictions of only the selected crosses (data not
shown). While these results are consistent with previous findings (Mohammadi et al., 2015),
the relative importance of µˆ was greater among the predictions in our study. This is likely due
to the absence of selection prior to making predictions, which would have reduced the variance
in µˆ and thereby its contribution to variation in µˆsp (Zhong and Jannink, 2007).
Relationship between estimated family mean and genetic variance
Though relationships between predicted family means and genetic variances were consistent
across traits, different patterns emerged in the empirical estimates of these parameters. The
average estimated family mean (µ) was 25% (21, 31) for FHB severity, 53 days (48, 56) for
heading date, and 82 cm (73, 91) for plant height (Table 3.1). Estimates of genetic variance
(VG) were on-average 5 (%)2 (0, 15) for FHB severity, 2.3 days2 (4.3, 8.6) for heading date,
and 6.4 cm2 (0, 18.4) for plant height. VG was significantly greater than zero in 7 of 15 families
(47%) for FHB severity and 23 of 27 families (85%) for both heading date and plant height.
We did observe a family with an outlying estimate of heading date VG (8.6 days2), and this
family also had the highest estimated of plant height VG (18.4 cm2). Beyond this coincidence,
there was little distinguishing this family from the others, and we have no explanation for why
it might be an outlier. Per-family distributions of genotypic values (Fig. 3.2) suggested that µ
was less variable than VG for FHB severity, but that the opposite was true for heading date. For
plant height, these parameters appeared to be equally variable. Indeed, the ratio of the variance
in VG to the variance in µ was large for FHB severity (3.7), smaller for heading date (0.55) and
roughly even for plant height (0.98). These results are not consistent with the ratio of variance
in predicted Vgˆ to that in µˆ among the selected crosses, which was generally much lower. We
suspect that this inconsistency is likely due to differences in trait heritability and shrinkage of
predicted marker effects, causing a strong negative bias in Vgˆ (discussed below). Nevertheless,
these results have implications for the contributions of µ and VG to superior progeny mean
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(µsp). In our case, VG will have a greater relative impact on variability in µsp for FHB severity
and less so for heading date.
The estimates of trait heritability in the validation families were similar to those in the
TP. Heritability estimates across all individuals in the validation families were 0.11 for FHB
severity, 0.78 for heading date, and 0.74 for plant height. Family-wise estimates of heritability
mirrored these overall estimates, but some variability was present among families (Table 3.1).
For FHB severity, the mean h2 (and range) was 0.10 (0, 0.28), while that for heading date was
0.49 (0.16, 0.84) and that for plant height was 0.41 (0, 0.76). Overall, genetic and genotype-by-
environment variances were significant for all traits (P < 0.005), and the relative contribution
of these variance components was consistent with the observations in the TP. While heritability
estimates for some traits were quite low (e.g. FHB severity), the consistency of these estimates
across populations (training and validation) and years suggests that we may draw conclusions
about these traits at-large.
Relatedness and heritability likely drove predictive ability
Estimates of predictive ability are summarized in Table 3.2) and visualized in Fig. 3.3. The
predictive ability for family mean was moderate to high for all traits (rMP = 0.46-0.62). On
a per-trait basis, these measurements were consistent with the estimates of heritability in the
training population and the validation families, where lower heritability corresponded to lower
predictive ability, as expected from genomewide selection theory (Daetwyler et al., 2008). For
all traits, the predictive ability for genetic variance was always lower than that for µ, ranging
from 0.01 (FHB severity; not significant) to 0.48 (plant height). This is not unexpected, since
any error associated with the predicted marker effect will more strongly influence Vgˆ than µˆ
(Zhong and Jannink, 2007; Lado et al., 2017). These estimates did not change appreciably when
removing families with very low estimates of VG (data not shown). Interestingly, the predictive
abilities of µsp for FHB severity (rMP = 0.69) and plant height (rMP = 0.62) were greater than
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those for µ. We might expect that the predictive ability for µsp would be intermediate of that
for µ and VG (i.e. the pattern observed for heading date), given the relative contributions of the
mean and variance to the superior progeny mean, along with the unequal impact of prediction
error described above. It is worth noting here the small sample size used to estimate predictive
ability (n = 14 or 26). This will naturally lead to higher standard error estimates and larger
confidence intervals for these coefficients (Table 3.2). Thus, this discrepancy could simply be
due to sampling. Overall, these results are consistent with the understood impact of heritability
on prediction accuracy.
In addition to heritability, other well-known drivers of prediction accuracy may be in-
fluencing our results. The size of our training population, at 175 lines, is arguably small for
genomewide predictions. While studies in barley have consistently reported a pattern of di-
minishing returns in prediction accuracy with increasing training population size (Lorenz et al.,
2012; Lorenz and Smith, 2015; Sallam et al., 2015), simulations have indicated that training
population size may be particularly important when predicting VG (Lehermeier et al., 2017).
To our advantage, however, is the close relatedness of the training population to the validation
families, the former being grandparents of the latter. Close relatedness is imperative for predic-
tion accuracy (Habier et al., 2007), and genomewide selection research in barley has confirmed
this (Lorenz et al., 2012; Lorenz and Smith, 2015). The structured pedigree relationships be-
tween the training and validation populations would have permitted alternative methods of
predicting genetic variance, such as those that rely on relationship-based distance; however,
previous research in a similar barley breeding program demonstrated such methods are inferior
to the marker-based method used in this study (Tiede et al., 2015). Nevertheless, we note that
the pedigree structure in our populations may be more reflective of realistic breeding program
conditions, lending weight to the practicality of our findings.
Other factors influencing predictive ability may be unique to the circumstances of pre-
dicting VG. First, the additive genetic variance in a bi-parental family is expected to increase
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with successive generations of inbreeding (Bernardo, 2010). Our predictions assumed families
of completely inbred recombinants, while the validation families in our study were, as per typ-
ical breeding procedures, inbred to at least the F4. It is possible that incomplete inbreeding led
to deviations from the final additive genetic variance in families, reducing the predictive ability.
Further, VG could be upwardly biased due to dominance variance contributed by heterozygous
loci, and such bias may be uneven across validation families. Second, error in the genetic map
may have introduced additional bias in the predictions of covariance between loci, which would
be upwardly biased if the true recombination frequency was greater than that implied by the
genetic map, and vice versa. The impact of this error would likely depend on the genetic ar-
chitecture. Predictions for simpler traits controlled by fewer and potentially larger-effect QTL,
such as heading date and plant height, may be less severely affected, since the additive vari-
ance at each individual locus will account for most of the total genetic variance (Zhong and
Jannink, 2007). In contrast, the covariance between loci may be more important for complex
traits, such as FHB severity, that are influenced by many loci of small effect distributed more
diffusely throughout the genome (Lado et al., 2017).
Implications of bias
An important consideration for selecting crosses based on the predictions of µsp is the bias
in predicting VG (Lian et al., 2015; Tiede et al., 2015). We found that predictions of Vgˆ for
all traits were associated with a strong negative bias, estimated at -95% for FHB severity, -
83% for heading date, and -96% for plant height (Table 3.2). Among traits, these percentages
are consistent with expectations given the estimates of heritability, where more heritable traits
should suffer less bias. Within a given trait, the bias in Vgˆ was relatively consistent across
families (Fig. 3.4). For FHB severity, 8 of 9 families exhibited bias estimates between -90% to
-98%, and for plant height, 19 of 22 families ranged in bias from -90% to -99%. For heading
date, this range was larger, with 21 of 26 families exhibiting bias of -75% to -97%. Beyond trait
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heritability, the estimates of bias we observed are likely due to our small training population
size. Simulations have shown that larger training populations can help yield more unbiased
predictions of genetic variance, particularly when the trait heritability is high (Lehermeier et al.,
2017).
In addition to accuracy, the bias in the predictions of VG is important for effectively
discriminating among crosses. Negative estimates of bias have been reported in previous vali-
dation studies (Lian et al., 2015; Tiede et al., 2015), and this has been attributed to the shrinkage
of marker effects towards zero when heritability is < 1 (Lian et al., 2015). The apparent asso-
ciation of heritability with bias was also reported by Tiede et al. (2015), albeit for a single
trait, but it suggests that more precise training data should help mitigate against this problem.
Though Lian et al. (2015) recommended against the use of genomewide markers and simulated
populations to predict VG out of concern for bias, it is worth noting that as long as it is consis-
tent (and prediction accuracy is sufficient), bias will not change the ranking of potential crosses
based on predicted genetic variance or superior progeny mean (Lehermeier et al., 2017). Given
the relative consistency in bias across families in our analysis, we do not think this prediction
method should be abandoned. Instead, as with any other implementation of genomewide selec-
tion, breeders should carefully consider whether this method will be effective given their trait
of interest and the reliability of phenotypic data.
Confounding effects cloud the predictive ability of FHB severity
The separation of training and validation populations by environment may introduce unaccount-
able genotype-environment interactions and therefore reduce the heritability and predictive abil-
ity of a trait (Bernardo, 2010; Lian et al., 2015). We highlight further analysis of FHB severity,
which may also be influenced by location-specific effects due to management or inoculation
method. We modified Eq. 3.2 and fitted a random effects model to the training population data
that included the main effects of genotype, year, and location, and their two-way and three-
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way interactions. The variance components of genotype, location, and genotype-year-location
interaction were all significant (P < 0.005; likelihood ratio test); therefore, we assessed the
predictive ability of µ, VG and µsp using training and validation data separated by location.
This analysis revealed sharp differences in heritability and predictive ability. While
genotype-environment (i.e. genotype-year) interaction variance was significant within the TP
in both locations (P < 1 × 10-5; likelihood ratio test), genetic variance was only significant in
Crookston, a result apparent in the estimates of heritability (h2 = 0.46, Crookston; h2 = 0.19,
St. Paul). This trend was also observed when analyzing data from the validation families (h2
= 0.27, Crookston; h2 = 0.042, St. Paul). As expected, predictions using data from Crook-
ston were more accurate than those using data from St. Paul (Fig. 3.5). This difference was
quite profound; the predictive ability of µ, VG and µsp was 0.55, 0.67, and 0.35, respectively,
when using Crookston data, but dropped to 0.08, -0.02, and 0.09, respectively, when using
St. Paul data. This drastic difference is undoubtedly the result of more precise phenotypic data
in Crookston, yet the cause of this precision is unknown.
It is possible that the inoculationmethod in Crookston confounded disease severity with
heading date, increasing the observed heritability and predictive ability. In this location, grain-
spawn inoculation is used, where infected grain is spread along the field rows, the pathogen
sporulates from this medium, and infection is promoted. The inoculum is first applied when
the earliest genotypes in the trial reach the heading stage, potentially allowing genotypes with
delayed heading to escape the heaviest inoculum load. Our data suggest this may be the case, as
we observed a stronger negative correlation between FHB severity and heading date in Crook-
ston (-0.60) than in St. Paul (-0.23) for the training population; this trend was also observed in
the validation families (-0.51, Crookston; 0.016, St. Paul). Alternatively, the lower heritability
in St. Paul may be due to differences in environmental conditions following inoculation events,
resulting in inconsistent disease development (Mesfin et al., 2003). These results serve as a
reminder that the context and complexity of a trait should be considered prior to employing
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genomewide selection.
Conclusions
We have shown that, under typical breeding program conditions, the mean, genetic variance,
and superior progeny mean of potential crosses can be accurately predicted using genomewide
markers and simulated populations. The favorable results observed for three relevant quan-
titative traits in barley indicate that this prediction method may be generalized across traits
of varying complexity, though we note that heritability, a usual suspect influencing predic-
tion accuracy, is again crucial for accurate predictions of these parameters in potential crosses.
Though previous validation efforts have indicated mixed support for this method (Lian et al.,
2015; Tiede et al., 2015), they relied on historical breeding data. Recently, Adeyemo and
Bernardo (2019) used a diverse maize training population to predict VG in subsequently devel-
oped populations, however they were unable to validate predictions for three focal traits in a set
of 8 families. Our study adds to this work by validating predictions using a larger sample size
under chronologically realistic breeding program conditions, where predictions are generated
using a dedicated training population and families are subsequently developed.
The application of this method in a breeding program may depend on the objectives of
the breeder or the age of the breeding program. In a young breeding program, populations may
require improvement via recurrent selection, and choosing parent combinations simply based
on µˆmay be sufficient given the large contribution of variation in µˆ to that in µˆsp. Alternatively,
in a mature breeding program where parents are identified for cultivar development, selection
on µˆsp may be advantageous since the variation in µˆ among potential crosses may be narrow.
However, when variation in µˆ is low, strong bias in the predictions of Vgˆ will more severely
limit the variation in µˆsp. At this point, care must be taken to ensure precise phenotypic data
and an adequate training population size to help mitigate this risk. Finally, we emphasize that
this method is computationally inexpensive and relies on data that is likely already available
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to a breeder employing genomewide selection. Predictions of genetic variance and superior
progeny mean, like standard genomewide predictions, can serve as an additional tool for breed-
ers to make decisions.
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FIGURES
Figure 3.1: Across all 330,078 possible bi-parental crosses and the three focal traits, the re-
lationship between predicted family mean and genetic variance formed a triangular pattern.
This pattern is composed of many linear relationships within crosses sharing a common parent.
Crosses with an example parent in common are highlighted.
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Figure 3.2: The distributions of genotype means in the validation families (shaded from blue to
green to yellow in order of ascending mean) varied in their patterns across traits. For Fusarium
head blight (FHB) severity, (Nf = 14 families), families appeared to differ more in variances
than in mean, but this pattern was reversed for heading date (Nf = 26 families). Family mean
and variance appeared to be equally variable for plant height (Nf = 26 families). The distribu-
tion across all individuals in the validation families (shaded in grey) may mask the patterns in
the family-specific distributions.
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Figure 3.3: The estimates of predictive ability (rMP ) for family mean, genetic variance, and
superior progeny mean were variable across three traits: Fusarium head blight (FHB) severity
(Nf = 14 families), heading date (Nf = 26 families), and plant height (Nf = 26 families). Each
point depicts the value of a parameter for a single validation family, and the line depicts a
fitted linear regression line. Asterisks indicate that estimates of rMP are significant at the 0.05
significant level (1,000 bootstrapping samples).
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Figure 3.4: The bias in predicting genetic variance was relatively consistent across the vali-
dation families for a given trait. Families were removed if the observed estimate of genetic
variance was very low (< 1e-7) and likely a floating point error: 5 families were removed for
Fusarium head blight (FHB) severity and 4 families were removed for plant height.
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TABLES
Table 3.1: Number of phenotyped families, and the mean (and range) of the observed family
means (µ), genetic variances (VG), superior progeny means (µsp), and heritabilities (h2) among
the validation families.
Trait Nf µ VG (units2) µsp h2
FHB† Severity 14 25 (21, 31) 4.9 (4.9e-14, 15) 15 (11, 19) 0.1 (1.5e-15, 0.28)
Heading Date 26 52 (48, 56) 2.3 (0.43, 8.6) 49 (44, 53) 0.49 (0.12, 0.84)
Plant Height 26 82 (73, 91) 6.4 (0, 18) 75 (68, 84) 0.41 (0, 0.76)
†FHB Fusarium head blight
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Table 3.2: Estimates of predictive ability (rMP ) (and 95% confidence interval) for the family
mean, genetic variance, and superior progeny mean, along with the average prediction bias of
genetic variance.
Predictive ability (rMP )
Trait r(µ, µˆ) r(VG, Vgˆ) r(µsp, µˆsp) Mean Vgˆ Bias (%)
FHB† Severity 0.46 (0.07, 0.85) 0.01 (-0.36, 0.56) 0.69 (0.28, 0.89) -95
Heading Date 0.62 (0.45, 0.76) 0.39 (0.03, 0.77) 0.56 (0.38, 0.73) -83
Plant Height 0.53 (0.26, 0.74) 0.48 (0.18, 0.7) 0.62 (0.39, 0.8) -96
†FHB Fusarium head blight
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SUPPLEMENTAL FIGURES
Figure 3.5: Predictions and observations of the family mean (µ), genetic variance (VG), and
superior progeny mean (µsp) for Fusarium head blight (FHB) severity among 14 families us-
ing data from Crookston, MN (CRM) or St. Paul, MN (STP). The predictive ability (rMP )
measures the correlation between the predictions and the observations, and is denoted by the
regression line. *Significant at the 0.05 probability level (bootstrapping, 1,000 samples).
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SUPPLEMENTAL TABLES
Table 3.3: Validation family number, parents, number of individuals (Nind), number of phe-
notyping environments (Ne), and heritability (h2) estimates for Fusarium head blight (FHB)
severity, heading date, and plant height. Very low estimates of heritability (i.e. < 1e-7) were
considered floating point errors and given a value of 0. Blanks indicate that the family was not
phenotyped for that trait.
h2
Family Parent 1 Parent 2 Nind Ne FHB Severity Heading Date Plant Height
4130 2MS14-3301-009 2MS14-3312-009 160 4 0 0.72 0.360
4161 2MS14-3307-008 2MS14-3307-024 160 4 0.1 0.56 0.340
4138 2MS14-3301-024 2MS14-3323-011 155 2 0.31 0.540
4135 2MS14-3301-021 2MS14-3335-014 154 4 0 0.75 0.660
4174 2MS14-3340-025 2MS14-3340-030 154 4 0.09 0.58 0.057
4166 2MS14-3323-001 2MS14-3323-011 147 2 0.29 0.450
4133 2MS14-3301-017 2MS14-3323-023 144 2 0.37 0.520
4145 2MS14-3304-030 2MS14-3307-024 131 4 0.061 0.67 0.570
4129 2MS14-3301-008 2MS14-3335-018 118 4 0 0.75 0.760
4142 2MS14-3304-013 2MS14-3307-006 118 4 0.22 0.66 0.420
4159 2MS14-3306-018 2MS14-3336-003 118 4 0.24 0.80 0.630
4175 2MS14-3323-011 2MS14-3341-006 100 4 0.25 0.84 0.740
4134 2MS14-3301-017 2MS14-3339-018 98 2 0.34 0.290
4143 2MS14-3304-013 2MS14-3307-024 90 4 0.28 0.68 0.620
4132 2MS14-3301-017 2MS14-3321-017 86 2 0.24 0.430
4131 2MS14-3301-015 2MS14-3323-011 83 2 0.45 0.300
4146 2MS14-3305-009 2MS14-3305-012 74 2 0.12 0.000
4150 2MS14-3305-009 2MS14-3305-023 71 2 0.23 0.000
4158 2MS14-3306-010 2MS14-3345-025 71 4 0 0.44 0.190
4151 2MS14-3305-009 2MS14-3305-027 63 2 0.12 0.550
4152 2MS14-3305-027 2MS14-3345-022 63 4 0.22 0.34 0.000
4179 2MS14-3306-022 2MS14-3346-008 63 4 0.053 0.63 0.660
4140 2MS14-3303-007 2MS14-3303-013 58 4 0 0.31 0.000
4139 2MS14-3302-026 2MS14-3305-009 57 2 0.44 0.320
4155 2MS14-3302-026 2MS14-3306-005 53 2 0.54 0.700
4154 2MS14-3306-002 2MS14-3346-002 44 4 0 0.79 0.480
4148 2MS14-3302-026 2MS14-3305-012 28 2 0.22 0.520
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Epilogue: Future Research Directions
Research projects rarely answer their intended questions without generating more, and the
aforementioned studies are no exception. Below, I describe several additional lines of inquiry
that extend from my work.
Chapter 1
1. Recent work using empirical data offers support for the “Tails” method (Brandariz and
Bernardo, 2018; Tiede and Smith, 2018), where a selection of lines that are predicted
to be poorest is used to update the training population. A plant breeder might hesitate
to implement this method in practice, as it would require a sacrifice of valuable field
space for phenotyping lines that will never become cultivars. It would be beneficial to
understand the theoretical reason why this method leads to more accurate predictions;
this may lead to modifications of this method that may be more practical to a breeder.
Chapter 2
1. A notable body of research addressing genotype-environment interactions (GEIs) in the
context of genomewide selection has focused on testing models that may or may not ac-
count for GEIs (e.g. Jarquín et al., 2014; Pérez-Rodríguez et al., 2015; Saint Pierre et al.,
2016; Jarquin et al., 2017; Morais Júnior et al., 2018). Generally, the predictive utility of
these models is tested by cross-validation, which may lead to inflated prediction accura-
cies if the training population is composed of a common population of related genotpyes.
Parent-offpring validation, and arguably more useful assessment of predictions, have not
be tested in this model-building framework. This would be a natural extension of work
in Chapter 2.
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2. Only three traits - heading date, grain yield, and plant height - were tested in this study, as
there were the most frequently measured (36-40 environments); however, another four
traits were measured in at least nine environments, and many of these traits are related
to malting quality. The analysis in Chapter 2 could be extended to these traits as well.
3. The training population was pulled from a larger collection of Barley Coordinated Agri-
cultural Project germplasm. As such, both this population and the larger collection were
genotypedwith a 3,072-marker SNP array (Close et al., 2009). It would be possible, then,
to use the extensive phenotypic data on the training population to make “backwards”
predictions of the remaining two-row germplasm. Then, samples from this germplasm
based on predictions could be phenotyped and those predictions validated. As a research
topic, it would be useful to know the accuracy of these predictions, and while this topic
has been addressed previously (see Yu et al., 2016, and Crossa et al. (2016)), the target
germplasm has generally been restricted to unadapted landrances or breeding material.
Practically, it is possible that there are other BCAP genotypes that are better-suited for
theMinnesota breeding program, and such predictions may identify those genotypes that
were overlooked.
4. The highly balanced nature of the dataset could allow for other multi-environment anal-
ysis, such as association mapping for environmentally-sensitive quantitative trait loci
(QTL). One drawback, of course, would be the small population size (n = 233).
Chapter 3
1. The choice of traits for validating predictions of genetic variance was informed by lo-
gistical constraints (i.e. labor, field space, etc.). Higher-priority traits such as grain
yield, malting quality, and deoxynivalenol content (a mycotoxin produced by Fusarium
graminearum) would benefit from accurate predictions of genetic variance and the su-
perior progeny mean. These traits can be resource-intensive (grain yield requires much
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field space and malting quality data is expensive to obtain); it may be ideal to validate
predictions on few families (~8-10) and use alternative measures of accuracy beyond the
correlation coefficient.
2. This study looked only at the traditional bi-parental mating scheme used in the Univer-
sity of Minnesota barley breeding program. The program has typically eschewed more
complicated crosses, such as multi-parent populations, given the longer time period nec-
essary to develop them. Predictions of genetic variance could theoretically be extended
to multi-parent populations, and it may be useful to determine 1) whether the accuracy
of these predictions is similar to those in bi-parental populations, and 2) if informed
selection of multi-parent crosses can justify the longer time requirements for their devel-
opment.
3. The populations and data collected in this study could also be used to compare or val-
idated other cross selection methods, such as the expected maximum haploid value
(Müller et al., 2018), optimum haploid value (Daetwyler et al., 2015), predicted cross
value (Han et al., 2017), and optimal cross selection (Gorjanc et al., 2018).
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