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SUMMARY
The widespread application of wireless services and the requirements of ubiquitous access
have recently triggered rapidly booming energy consumption in wireless communications
networks. Such escalation of energy consumption in wireless networks causes high oper-
ational expenditure from electricity bills for operators, unsatisfactory user experience due
to limited battery capacity of wireless devices, and a large amount of greenhouse gas e-
mission. Green radio (GR), which emphasizes both energy efficiency (EE) and spectral
efficiency (SE), has been proposed as an effective solution and is becoming the mainstream
for future wireless network design. Unfortunately, EE and SE do not always coincide and
may even sometimes conflict. In this dissertation, we focus on energy-efficient transmis-
sion and resource allocation techniques for orthogonal frequency division multiple access
(OFDMA) networks and the joint energy-efficient design of OFDMA and other promising
wireless communications techniques, such as cognitive radio (CR) and two-way relay.
Firstly, we investigate the principles of energy-efficient design for pure OFDMA net-
works. As the first step, we study the fundamental interrelationship between EE and SE
in downlink OFDMA networks and analyze the impacts of channel gain and circuit power
on the EE-SE relationship. We establish a general EE-SE optimization framework, where
the overall EE, SE and per-user quality-of-service (QoS) are all considered. Under this
framework, we find that EE is quasiconcave in SE and decreases with SE when SE is large
enough. These findings are very helpful guidelines for designing energy- and spectral-
efficient OFDMA. To facilitate the application of energy-efficient resource allocation, we
then investigate the energy-efficient resource allocation in both downlink and uplink OFD-
MA networks. For the downlink transmission, the generalized EE is maximized while for
the uplink case the minimum individual EE is maximized, both under prescribed per-user
minimum data rate requirements. For both transmission scenarios, we first provide the
xi
optimal solution and then develop an computationally efficient suboptimal approach by ex-
ploring the inherent structure and property of the energy-efficient design. Then we study
energy-efficient design in downlink OFDMA networks with effective capacity-based delay
provisioning for delay-sensitive traffic. By integrating information theory with the concept
of effective capacity, we formulate and solve an EE optimization problem with statistical
delay provisioning. We also analyze the tradeoff between EE and delay, the relationship be-
tween spectral-efficient and energy-efficient designs, and the impact of system parameters,
including circuit power and delay exponents, on the overall performance.
Secondly, we consider joint energy-efficient design of OFDMA and CR and two-way
relay, respectively, to further enhance the EE and SE of wireless networks. We study
energy-efficient opportunistic spectrum access strategies for an OFDMA-based CR net-
work with multiple secondary users (SUs). Both worst EE and average EE of the SUs
are considered and optimized subject to constraints including maximum transmit power
and maximum interference to primary user (PU) system. For both cases, we first find the
optimal solution and then propose a low-complexity suboptimal alternative. The result-
s show that the energy-efficient CR strategies significantly boost EE compared with the
conventional spectral-efficient CR ones while the low-complexity suboptimal approaches
can well balance the performance and complexity. Then we study energy-efficient resource
allocation for OFDMA-based two-way relay, which aims at maximizing the aggregated
EE utility while provisioning proportional fairness in EE among different terminal pairs.
Different from most exist energy-efficient design, we consider a new circuit power model,
where the dynamic circuit power is proportional to the number of active subcarrier. For low-
complexity solution, we propose an EE-oriented sequential subchannel assignment policy
and discover the sufficient condition for early termination of the sequential subchannel as-
signment without losing the EE optimality. It is found that the energy-efficient transmission
does not necessarily make all the subcarriers active, which is another useful principle for





The global wireless traffic has been approximately doubling each year during the last few
years [1]. The widespread application of wireless services and the requirements of ubiq-
uitous access have triggered rapidly booming energy consumption in wireless communica-
tion networks. The escalation of energy consumption in radio access networks, which take
up more than 70% of the total energy consumption in wireless communications networks
[2], results in high operational expenditure for operators. The large energy consumption at
mobile terminals causes unsatisfactory user experience, considering the limited battery ca-
pacity and and the slow advancement of battery technology [3]. In addition, a large amount
of greenhouse gas emission is generated, as reported that wireless communications account
for more than 9% of the global carbon dioxide emissions originated from information and
communications technologies (ICT) [4]. The rising energy concerns prompt the fast de-
velopment of green radio (GR) [5], which emphasizes energy efficiency (EE) and spectral
efficiency (SE).
Orthogonal frequency division multiple access (OFDMA) [6, 7, 8] has been extensively
studied and proposed for next-generation wireless communications systems, such as 3GPP
LTE [9] and WiMAX [10], partially because of its high SE. Cognitive radio (CR) [11, 12,
13, 14], which enables opportunistic utilization of largely underutilized licensed spectrum,
has also been intensively investigated over the past two decades. Meanwhile, two-way
relay [15, 16, 17, 18] proves to be more spectral-efficient than direct transmission and one-
way relay in many typical scenarios. All these techniques help to increase the SE and
throughput of wireless communications. However, EE performance and energy-efficient
design of them are seldom investigated in literature. To keep pace with GR, it is necessary
for them to guarantee a certain level of EE and well balance EE and SE.
1
On the one hand, to evolve toward the new energy-efficient regime of wireless commu-
nications, it is of great significance to figure out the principles of energy-efficient transmis-
sion in pure OFDMA networks, including the following aspects.
• For point-to-point transmission in an additive white Gaussian noise (AWGN) chan-
nel, the relation between EE and SE is either a cup shape curve without considering
circuit power or a bell shape curve if circuit power is considered [5]. However, EE-
SE interrelationship for OFDMA networks is much more complicated and not clear.
Moreover, the impacts of system parameters such as channel gain and circuit power
on the interrelationship are worth investigating.
• To implement energy-efficient OFDMA, it is necessary to develop optimal and low-
complexity suboptimal resource allocation algorithms for both the downlink and u-
plink of OFDMA networks, where the per-user minimum data rate requirement and
fairness/priority issues are considered.
• Delay provisioning for delay-sensitive high-data-rate services is an important and
challenging issue for future wireless communication networks [19]. Therefore, how
to achieve high EE while ensuring the per-user delay requirement for OFDMA net-
works with delay-sensitive traffic is another important topic.
On the other hand, OFDMA is usually adopted with other advance transmission tech-
niques (e.g., CR and two-way relay) to further boost the system performance. Hence, the
EE of OFDMA networks equipped these techniques should be further exploited.
• To reconcile CR and energy-efficient transmission for high spectrum utilization and
EE simultaneously, it is undoubtedly of great necessity and value to study spectrum
access targeting at EE of SUs in CR. Specifically, it is interesting to study how to
efficiently optimize average EE and worst EE of OFDMA-based CR networks.
2
• Two-way relay can potentially further increase the EE and SE of OFDMA. To de-
velop energy-efficient OFDMA-based two-way relay networks, it is desirable to con-
centrate on energy-efficient joint power and subchannel allocation, including active
subchannel selection, while providing proportional fairness.
1.2 Literature Review
In this section, we review state-of-the-art techniques for energy- and spectral-efficient de-
sign of OFDMA networks and OFDMA-based CR and two relay networks, respectively.
1.2.1 Energy- and Spectral-Efficient Design of OFDMA Networks
1.2.1.1 Energy- and Spectral-Efficiency Tradeoff
During the past decades, EE, which is commonly defined as information bits per unit trans-
mit energy, has been studied from the information-theoretic perspective for various sce-
narios [20]. For an additive white Gaussian noise (AWGN) channel, it is well known
that for a given transmit power, P, and system bandwidth, B, the channel capacity is




bits per real dimension or degrees of freedom (DOF), where N0 is
the noise power spectral density. According to the Nyquist sampling theory, DOF per sec-











From (1.1), it is obvious that ηEE decreases monotonically with R, with (ηEE)max = 1/ (N0 ln 2)
as R → 0, and (ηEE)min = 0 as R → ∞. And EE and SE has a simple tradeoff relationship
as shown in Figure 1.1 [5].
The EE bounds derived from the information-theoretic analysis might not be achieved
in practical systems as a result of performance loss of capacity-approaching channel codes,
imperfect knowledge of channel state information (CSI) [22], cost of synchronization [23],
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and transmission associated electronic circuit energy consumption [24, 25, 26, 27, 28]. A-
mong these factors, electronic circuit energy consumption changes the fundamental trade-
off between EE and data rate. Taking circuit energy consumption into consideration, EE is
redefined as information bits per unit energy (not only transmit energy), where an addition-
al circuit power factor, Pc, needs to be added in the denominator of (1.1). Accordingly, the
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Figure 1.1. Tradeoff between EE and rate in an AWGN channel.
In [29], EE-SE tradeoff with consideration of circuit power has been studied for energy-
constrained wireless multihop networks with a single source-destination pair. It reveals that
the common power (on each hop) strategy yields better EE-SE tradeoff than the common
rate (on each hop) one and at higher rates fewer hops are good for EE while at lower
rates more hops are preferred. For two-hop AWGN relay channels, EE-SE tradeoff for
different relaying strategies with different forwarding methods have been investigated and
compared in [30]. It is demonstrated that at lower rate region noncooperative relaying
outperforms cooperative one in EE while at higher rate region the latter is better. In [31], the
tradeoff between EE and SE in downlink multiuser distributed antenna systems (DAS) is
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revealed. In [32], a multi-criteria optimization method is further proposed to systematically
investigate the relationship between EE and SE in DAS with proportional fairness among
the users. In [33], for the single-user multi-input multi-output (MIMO) Rayleigh fading
channel is characterized by a generic closed-form approximation, which exhibits a greater
accuracy for a wider range of SE values and antenna configurations. Another unified metric
for EE and SE tradeoff design in point to point wireless networks is proposed in [34]. Both
EE and SE are simultaneously optimized through a multi-object optimization problem,
where the Pareto optimal set is further characterized. In [35], the impact of power amplifier
(PA) on the SE-EE tradeoff of orthogonal frequency division multiplex (OFDM) systems is
analyzed. It shows that a practical PA has an SE-EE tradeoff that has a turning point and
decreases sharply after its maximum EE point. However, EE-SE relation for general multi-
user networks, including downlink OFDMA network, is much more complicated and not
clear yet. And how to allocate system resource to tradeoff EE and SE efficiently for these
networks is a nontrivial question.
1.2.1.2 Energy- and Spectral-Efficient Resource Allocation
In OFDMA networks, system resources, such as subcarriers and transmit power, need to
be appropriately allocated to different UEs to achieve high performance. Two most com-
monly used classes of dynamic resource allocation schemes are rate adaptation (RA) that
maximizes the throughput and margin adaptation (MA) that minimizes the total transmit
power [36]. However, neither of them is necessarily energy-efficient evaluated under the
bits-per-Joule metric [3]. Recently, more attention has been paid to energy-efficient de-
sign in OFDMA networks. As a special case of OFDMA systems, energy-efficient OFDM
transmission, which maximizes the EE (i.e., bits-per-Joule) or equivalently minimizes the
energy cost per bit (i.e., Joule-per-bit), has been addressed with consideration of circuit
energy consumption in [26, 37, 28], respectively. It is demonstrated that a unique global
maximum EE exists and can be obtained by the proposed algorithms therein. For multius-
er OFDM or namely OFDMA networks, energy-efficient design is generally much more
5
complicated than the single-UE case. For one special uplink OFDMA transmission with
flat fading channels for UEs, the energy-efficient design is considered and demonstrated to
consume less energy than the traditional fixed power schemes for a fixed amount of bit-
s [27]. In [38], long-time EE is optimized for an uplink OFDMA network with a long
transmission duration. Low-complexity schedulers are derived in closed-form for both
arithmetic and geometric average EE metrics by some approximation. Time domain syn-
chronous OFDM (TDS-OFDM) has a higher spectrum and energy efficiency than standard
cyclic prefix OFDM by replacing the unknown CP with a known pseudorandom noise (PN)
sequence. However, due to mutual interference between the PN sequence and the OFDM
data block, TDS-OFDM cannot support high-order modulation schemes such as 256-QAM
in realistic static channels with large delay spread in fast fading channels. In [39], multiple
inter-block-interference (IBI)-free regions of small size is exploited to realize simultane-
ous multi-channel reconstruction. The proposed OFDM has a higher spectrum and energy
efficiency than CP-OFDM by more than 10% and 20% respectively in typical applica-
tions. In [40], an energy-efficient resource-allocation problem with proportional fairness
for downlink multiuser OFDM systems with distributed antennas is studied. Because of
the nonconvexity of the problem, a low-complexity suboptimal algorithm, which separates
subcarrier allocation and power allocation, is proposed for suboptimal solution. In [41],
resource allocation for energy-efficient communication in multi-cell OFDMA downlink
networks with cooperative base stations (BSs) is studied. The resource allocation problem
for joint energy-efficient BS zero-forcing beamforming (ZFBF) transmission is considered,
which takes into account the circuit power consumption, the limited backhaul capacity, and
the minimum required data rate. The problem in fractional form is transformed into an
equivalent optimization problem in subtractive form, which enables the derivation of an
efficient iterative resource allocation algorithm. In [42], energy-efficient communication in
an OFDMA downlink network with a large number of transmit antennas is studied. The
considered problem is modeled as a non-convex optimization problem which takes into
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account the circuit power consumption, imperfect channel state information at the trans-
mitter (CSIT), and different QoS requirements including a minimum required data rate and
a maximum tolerable channel outage probability. The power allocation, data rate adapta-
tion, antenna allocation, and subcarrier allocation policies are optimized for maximization
of the EE of data transmission. Delay provisioning for delay-sensitive high-data-rate ser-
vices is an important and challenging issue for future wireless communication networks.
Due to the time-varying nature of wireless channels, it is difficult and impractical to impose
a deterministic delay guarantee for services over wireless networks. To address this issue,
the effective capacity [43, 44, 45, 46] has been widely adopted to provide the statistical
delay provisioning to ensure a small steady-state delay violation probability. In [47], EE
in fading channels in the presence of delay constrained QoS constraints is studied. SE and
bit energy tradeoff is analyzed in the low-power and wideband regimes by employing the
effective capacity formulation, rather than the Shannon capacity. Through this analysis,
energy requirements under QoS constraints are identified. The analysis is conducted under
two assumptions: perfect CSI available only at the receiver and perfect CSI available at
both the receiver and transmitter. In particular, it is shown in the low-power regime that the
minimum bit energy required under QoS constraints is the same as that attained when there
are no such limitations. Similarly, in [45], EE of fixed-rate transmissions is further studied
in the presence of queueing constraints and channel uncertainty. However, there is limited
work on the energy-efficient design with delay provisioning for delay-sensitive traffic in the
downlink OFDMA networks.
1.2.2 Energy- and Spectral-Efficient Design of OFDMA-based CR and OFDMA-
based Two-Way Relay Networks
1.2.2.1 Energy- and Spectral-Efficient Design of OFDMA-based CR
Various secondary spectrum access criteria and schemes in CR networks have been devel-
oped for different target objectives, including interference, power, throughput, delay, and
price [48]. To reconcile CR and energy-efficient transmission for high spectrum utilization
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and EE simultaneously, it is undoubtedly of great necessity and value to study spectrum ac-
cess targeting at EE in CR. In [49], energy-efficient sequential sensing of multiple licensed
frequency channels in a single-SU CR network has been studied. In [50], the overall EE
of an OFDM-based CR system is studied under the total power constraint, the interfer-
ence power constraint and the rate constraint. A novel method named waterfilling factors
aided search is proposed to solve the EE optimization problems with multiple constraints.
In [51], the system EE of an OFDM-based CR under the consideration of many practical
limitations, such as transmission power budget of the CR system, interference threshold of
PUs and traffic demands of SUs, is optimized. By exploiting the structure of the problem,
an efficient barrier method is developed for near-optimal solution. In [52], energy-efficient
scheduling in CR, in which a cognitive base station (CBS) makes frequency allocations
to the CRs at the beginning of each frame according to the diversity among CRs’ queues
and channel capacities in terms of number of bits and the channel switching cost from one
frequency to another, is studied. A polynomial-time heuristic algorithm, which allocates
each idle frequency to the CR that attains the highest energy efficiency at this frequency,
is proposed as a low-complexity energy-efficient scheduler. However, there still is limit-
ed work on spectrum access for multiple SUs targeting at the average and/or worst EE in
OFDM-based CR, where the problems will be much more challenging.
1.2.2.2 Energy- and Spectral-Efficient Design of OFDMA-based Two-Way Relay
Two-way relay can potentially increase the overall data rate in half-duplex systems com-
pared with one-way relay [15, 16, 17, 18]. Achievable rate regions for two-way amplify-
and-forward (AF) and decode-and-forward (DF) relay channels are derived in [15]. Power
allocation at the relay to maximize the weighted sum rate of multiple terminal pairs for
two-way relay using frequency and time division multiple access is studied [16]. In [17],
relay selection and power allocation for two-way AF relay to minimize the overall transmit
power of a terminal pair and multiple relays is investigated. In [18], one hybrid one- and
two-way relay transmission scheme is developed, which optimizes the number of bits and
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transmission time to minimize the overall energy consumption. In [53], tone permutation
and power allocation are performed to maximize the sum capacity over an OFDM-based
two-way AF relay. A two-step power allocation approach for OFDM-based two-way AF
relay with overall power constraint rather than individual power constraints for the relay
and the terminal pair is investigated in [54]. In [55], a hierarchical protocol is proposed
for OFDMA-based one- and two-way AF and DF relay, where joint power and subcarrier
allocation is conducted using the Lagrange dual decomposition method. In [56], power
and subcarrier allocation with subcarrier pairing at the relays is studied for OFDMA-based
two-way AF relay, where multiple user terminals communicate with a common base sta-
tion via multiple relays. In [57], the numbers of active subcarriers and the bits transmitted
over each subcarrier at the terminal pair for OFDM-based two-way AF relay, to minimize
the overall power consumption. However, limited work considers energy-efficient resource
allocation, which directly optimizes the EE utility rather than minimizing the overall pow-
er consumption for fixed data rates, for OFDMA-based two-way relay. Moreover, when
active subchannel selection is considered for maximizing EE, the underlying EE optimali-
ty condition for EE-oriented sequential subchannel assignment has not been discovered or
discussed in literature.
1.3 Our Approaches and Thesis Outline
The major goal of this research is to investigate fundamental limits and principles of energy-
efficient design and develop novel schemes to improve the EE of wireless communications
networks. The proposed energy-efficient schemes will be utilized in various application
scenarios, such as resource allocation in OFDMA networks and OFDMA-based CR and
two-way relay networks. With these schemes, the EE of wireless communications networks
will be significantly enhanced.
As the first step, we investigate the fundamental interrelationship between EE and SE
in downlink OFDMA networks. In Chapter 2, we first set up a general EE-SE tradeoff
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framework, where the overall EE, SE and per-user minimum rate requirement are all con-
sidered. We prove that under this framework, EE is quasiconcave in SE and decreases with
SE when SE is large enough. In addition, we discuss some basic properties, such as the
impact of channel power gain and circuit power on the EE-SE relation. We also find a
tight upper bound and a tight lower bound on the EE-SE curve for general scenarios, which
reflect the actual EE-SE relation. We then focus on a special case that priority and fairness
are considered and suggest an alternative upper bound, which is proved to be achievable
for flat fading channels. We also develop a low-complexity but near-optimal resource al-
location algorithm for practical application of the EE-SE tradeoff. The theoretical findings
are verified by numeral results. The proposed resource allocation scheme can achieve a
flexible and desirable tradeoff between EE and SE.
Energy-efficient resource allocation can save lots of energy of radio access networks in
the downlink as well as prolong the battery lifetime and enhance the user experience in the
uplink. In Chapter 3, we study the energy-efficient resource allocation in both downlink
and uplink cellular networks with OFDMA. For the downlink transmission, the general-
ized EE is maximized while for the uplink case the minimum individual EE is maximized,
both under certain prescribed per-user minimum data rate requirement. For both transmis-
sion scenarios, we first provide the optimal solution and then develop a suboptimal but
low-complexity approach by exploring the inherent structure and property of the energy-
efficient design. For the downlink case, by modifying the original problem, we also find a
computationally efficient and numerically tractable upper bound on the EE, which indicates
the performance limit and is demonstrated to be quite tight if the number of subcarriers is
larger than that of users and motivates us to find a near-optimal approach relying on the
quasiconcave relation between the modified EE and transmit power. The proposed energy-
efficient design greatly improves EE compared with the conventional spectral-efficient de-
sign and the low-complexity suboptimal approaches can achieve a promising tradeoff be-
tween performance and complexity.
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Although the schemes proposed in Chapter 3 can deal with real-time traffic, it is not ap-
propriate for elastic traffic with average delay requirement. Delay provisioning for delay-
sensitive high-data-rate services is an important and challenging issue for future wireless
communication networks. In Chapter 4, we study energy-efficient design in downlink
OFDMA networks with effective capacity-based delay provisioning for delay-sensitive
traffic. By integrating information theory with the concept of effective capacity, we for-
mulate an EE optimization problem with statistical delay provisioning, which is a compli-
cated nonconvex combinatorial fractional programming problem. To solve the problem,
we first relax it with an upper bound on the original one and then prove and exploit the
quasiconcave property of the EE-versus-transmit power curve, which facilitates the opti-
mal algorithm development. Then, we demonstrate that the resultant solution is quite close
to the true optimal value when the number of subcarriers is larger than that of the users. We
also analyze the tradeoff between EE and delay, the relationship between spectral-efficient
and energy-efficient designs, and the impact of system parameters, including circuit power
and delay exponents, on the overall performance. The proposed energy-efficient design
scheme greatly improves EE while maintaining the delay requirement.
CR has emerged as one promising technique to achieve high SE. However, EE of CR
is not carefully considered but is important. In Chapter 5, we study energy-efficient oppor-
tunistic spectrum access strategies for an OFDMA-based CR network with multiple SUs.
Both worst EE and average EE are considered and optimized for different emphases and
application scenarios. Since the original optimization issues belong to nonconvex integer
combinatorial fractional program and are essentially NP-hard for an optimal solution, we
use continuous and convex relaxation to modify the problems for somewhat better math-
ematical tractability. For the relaxed worst-EE-based spectrum access problem, we first
demonstrate the joint quasiconcavity of EE on subchannel and power allocation matrices
and then develop a framework to find the optimal solution based on efficient root finding
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and convex optimization. We also develop a low-complexity alternative for suboptimal so-
lution. The relaxed average-EE-based spectrum access problem is still NP-hard and may
have many local optima. We first transform the problem into an equivalent form and in-
troduce a general concave envelope based branch-and-bound (B&B) approach to find the
global optimal solution. We then exploit the underlying properties of the energy-efficient
transmission to speed up the convergence of the B&B approach. Besides, we develop a
low-complexity heuristic approach to find a suboptimal solution. The proposed energy-
efficient spectrum access strategies significantly boost EE compared with the conventional
spectral-efficient spectrum access ones while the low-complexity suboptimal approaches
can well balance the performance and complexity.
Two-way relay proves to be more spectral-efficient than direct transmission and one-
way relay in many typical scenarios. In Chapter 6, we study energy-efficient resource allo-
cation for OFDMA-based two-way relay, maximizing the aggregated EE utility while pro-
visioning proportional fairness in EE among different terminal pairs. The energy-efficient
joint power and subchannel allocation and active subchannel selection problem is mixed-
integer combinatorial and further demonstrates to be nonconvex and NP-hard. To approach
the performance limit, we first find an upper-bound solution relying on continuous relax-
ation and the Lagrange dual method. To reduce the computational complexity, we then
exploit the hidden concavity and the pseudoconcavity in the subproblems for any fixed
subchannel assignment and propose an EE-oriented sequential subchannel assignment pol-
icy. Besides, we discover the sufficient condition for early termination of the sequential
subchannel assignment without losing the EE optimality. The proposed energy-efficient
OFDMA-based two-way relay can achieve much larger EE utility while provisioning pro-




ENERGY- AND SPECTRAL-EFFICIENCY TRADEOFF IN
DOWNLINK OFDMA NETWORKS
In this chapter, we address the EE-SE tradeoff issue in downlink OFDMA networks. We
build a general EE-SE tradeoff framework, prove that EE is quasiconcave in SE, and discuss
the impact of channel power gain and circuit power on the EE-SE relation. We then bound
the EE-SE curve for general scenarios by a double-side approximation process, which relies
on a tight lower bound and upper bound obtained by Lagrange dual decomposition (LDD)
and continuous relaxation, respectively. When priority and fairness are considered, we
obtain an alternative simple upper bound that is even achievable if all users are with flat-
fading channels. To facilitate application of EE-SE tradeoff, we develop a computationally
efficient algorithm for resource allocation as well.
The rest of this chapter is organized as follows. In Section 2.1, we describe the system
model and establish a general framework for EE-SE tradeoff. In Section 2.2, we first prove
the quasiconcavity of the EE-SE curve and analyze the impact of channel power gain and
circuit power on the EE-SE relation. We then obtain a tight upper bound and a lower
bound on EE-SE curve. We also investigate a specific case that priority and fairness are
considered. In Section 2.3, we develop a low-complexity resource allocation algorithm for
EE-SE tradeoff. Then, we present numerical results in Section 2.4. Finally, we conclude
this chapter in Section 2.5.
2.1 Problem Description
In this section, we introduce the system model and the problem formulation.
2.1.1 System Model
We consider the downlink of a single cell OFDMA network consisting of K active users.
The total bandwidth B is equally divided into N subcarriers, each with a bandwidth of
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W = B/N. Let K = {1, 2, · · · ,K} and N = {1, 2, · · · ,N} denote the sets of active users and
all subcarriers, respectively.
In general, one subcarrier can be allocated to multiple users and analysis can be ac-
cordingly modeled in this way. For example, in digital subscriber line (DSL) broadband
access systems, crosstalk (i.e., interference amongst different tones) exists and is thus con-
sidered in plenty of literature [58, 59, 60]. In this chapter, we assume that one subcarrier
is exclusively assigned to at most one user to avoid interference among different users, the
subcarrier frequency spacing is wide enough and inter-subcarrier interference (ICI) can be
ignored, which coincides with the 3GPP LTE standard and related literature.
Denote the transmit power of user k on subcarrier n as pk,n. It is obvious that there is
only one k ∈ K for each n ∈ N such that pk,n > 0. Then, the maximum achievable data rate
of user k on subcarrier n is







where gk,n = |hk,n|
2 is the channel power gain of user k on subcarrier n, hk,n is the corre-
sponding frequency response and is assumed to be accurately known at the transmitter, and
N0 is the single-sided noise spectral density. Consequently, the overall system throughput












respectively, where ρk,n ∈ {1, 0} indicates whether subcarrier n is allocated to user k (by 1)
or not (by 0). Obviously, any feasible subcarrier assignment indictor matrix, ρ = [ρk,n]K×N ,




















respectively, where Pmax represents the peak total transmit power at transmitter.
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Circuit technology has made it possible for circuitry of wireless transceivers to con-
sume different power in different operation modes such as sleep, idle, transmit and receive
modes [3]. In the transmit/active mode of transmitter, besides transmit power, the energy
consumption also includes circuit energy consumption that is incurred by signal processing
and active circuit blocks, such as analog-to-digital converter, digital-to-analog converter,
synthesizer, and mixer [25, 24, 28, 61]. From [28, 61], circuit energy consumption can
be divided into one static (fixed) part and one dynamic part that depends on parameters of
active links. Here the transmission associated circuit consumption is modeled as a linear
function of throughput [28]
Pc = Ps + ξR, (2.4)
where Ps is static circuit power in the transmit mode and ξ is a constant denoting dynamic
power consumption per unit data rate. Obviously, the constant circuit consumption model
used in [25, 24, 26] is a special case that ξ = 0 of the above model. Note that the power loss
cost by power amplifier with efficiency 1
ζ
to generate the transmit power, P, is not counted
in the circuit power, Pc, but will be considered together with transmit power, P, later.
2.1.2 Problem Formulation








respectively, where R, P, and Pc are determined by (2.2) and (2.4), respectively. Through-
out this chapter, EE is defined as transmitted bits per unit energy consumption at the trans-
mitter side, where the energy consumption includes transmission energy consumption (ζP
times transmission time) and circuit energy consumption (Pc times transmission time) of
transmitter in the active mode. Obviously, the larger EE is, the less one transmitted data bit
costs.
To obtain a high EE as well as a desirable SE and guarantee quality-of-service (QoS)
for each user with the limited bandwidth and transmit power resource, it is reasonable
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to maximize EE under a satisfying minimum overall throughput requirement, Ř, and a
series of (minimum) rate requirements, Řk’s, which depend on types of the traffic of the
corresponding users. Since the capability of providing differentiate services is an important
feature for future wireless networks, a heterogeneous traffic model including both real-time
and non-real-time traffic is considered in our work. For users with real-time services [62],
such as video conferencing and online gaming, fixed rates Ři’s are required. For users with
non-real-time services [62], such as file transfers and online video, only minimum rate


























ρk,nrk,n ≥ Ř, (2.6b)
N∑
n=1
ρk,nrk,n = Řk,∀ k ∈ K1, (2.6c)
N∑
n=1
ρk,nrk,n ≥ Řk,∀ k ∈ K2, (2.6d)
whereK1 = {1, 2, · · · ,K0−1} andK2 = {K0,K0+1, · · · ,K} represent the sets of K0−1 (K0 ≥
1) real-time users and K − K0 + 1 non-real-time users among all the K active users, respec-
tively. Without loss of generality, we can further assume that Ř ≥
∑K
k=1 Řk; Otherwise,
(2.6b) can be removed. For specific channel realizations, user and system requirements,
it is possible that (2.6) does not have any feasible solution. In this case, transmitter can
decrease some users’ rate requirements (even to zero) according to their priority and la-
tency requirements, and/or lower the system throughput requirement until (2.6) is feasible.
For simplicity, we assume that all constraints in (2.6) can be satisfied simultaneously and
Ř ≥
∑K
k=1 Řk throughout this chapter.
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2.2 EE-SE Relation
In this section, we will study the EE-SE relation. We first demonstrate the quasiconcavity
of EE in SE, and then discuss the impact of channel power gain and circuit power on the
EE-SE relation. We also derive a tight lower bound and a tight upper bound on the EE-SE
curve based on LDD and continuous relaxation, respectively. We then focus on the case
that priority and fairness are considered.
2.2.1 Fundamentals for EE-SE Relation
The following theorem demonstrates the quasiconcavity of EE, ηEE, in the rate vector, R,
and is proved in Appendix A.1.
Theorem 2.1 For any given rate vector, R = [Rk]K×1, achieved with subcarrier alloca-
tion matrix, ρ ∈ %, and power allocation matrix, P, that satisfy all constraints but not
necessarily including the peak transmit power one in (2.6), the maximum EE, η∗EE (R) =
max
ρ∈%,pk,n≥0
ηEE (R), is strictly quasiconcave in R if there is a sufficiently large number of sub-
carriers.
For any continuous and strictly quasiconcave function, there is always a unique global max-
imum over a finite domain [63, Ch. 8]. Thus, according to Theorem 1, a unique globally
optimal EE of (2.6) always exists.
To facilitate practical application of EE-SE tradeoff, we associate EE with SE directly
by the next theorem, which is proved in Appendix A.2.
Theorem 2.2 For any given SE, ηS E ≥ ŘB , achieved with subcarrier allocation matrix, ρ ∈
%, and power allocation matrix, P, that satisfy all constraints but not necessarily including
the peak transmit power one in (2.6), the maximum EE, η∗EE (ηS E) = maxρ∈%,pk,n≥0
ηEE (ηS E), is
strictly quasiconcave in ηS E if there is a sufficiently large number of subcarriers. Moreover,
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Figure 2.1. EE-SE relation in downlink OFDMA.








































where R̂ is the maximum throughput under all constraints in (2.6), and REE,max is the
throughput that corresponds to the maximum EE, ηmaxEE , under all constraints but not neces-
sarily including the peak transmit power one in (2.6).
Theorem 2.2 demonstrates the quasiconcavity of EE on SE and reconfirms the existence
and the uniqueness of the globally optimal EE, ηoptEE , of (2.6). In contrary to Theorem 2.1,
it is from a uniform SE (or total rate) perspective rather than that of a vector of split user
rates, which makes it easier to track the EE-SE relation.
Figure 2.1 illustrates three possible EE-SE curves discussed in Theorem 2.2. In Case
1, the optimal EE, ηoptEE , is reached when Ropt equals Ř; in Case 2, the optimal EE, η
opt
EE , is
reached when Ropt equals R̂; in Case 3, the optimal EE, η
opt
EE , is reached when Ropt equals
18
REE,max, where Ropt is the optimal throughput of (2.6). Note that ηmaxEE equals η
opt
EE in Cases
1 and 3 while it is greater than the latter in Case 2. Furthermore, Theorem 2.2 offers a
simple and adaptive way to determine online a desirable and feasible minimum throughput
requirement, Ř, in practical situations. Initially, set Ř =
∑K
k=1 Řk. Then, figure out which
one of the three cases occurs. In Case 1, Ř should be eventually set in [
∑K
k=1 Řk, R̂] and the
system will just work at this point once it is determined. In Case 2, Ř should be eventually
set R̂ and the system will just work at this point. In Case 3, Ř should be eventually set in
[REE,max, R̂] and the system will just work at this point. More importantly, as a result of this
quasiconcavity, problem (2.6) can be decomposed into two layers and solved iteratively,




(ii) Outer layer: Find the optimal EE, ηoptEE , by bisection search like the GABS algorithm
in [26].
The corresponding joint inner- and outer-layer optimization (JIOO) algorithm is listed







e iterations to converge to an extent that |ηS E − η
opt
S E | < ε, where dxe de-
notes the smallest integer not less than x [26]. The key of the JIOO algorithm lies in the
inner-layer algorithm that finds η∗EE (ηS E) and
dη∗EE(ηS E)
dηS E
and will be discussed in detail in the
following sections.
The impact of channel power gain and circuit power on the EE-SE relation is summa-





versus-ηS E curve is exclusively referred to as the EE-SE curve throughout this chapter.
Property 2.1 For any fixed SE, the EE is non-decreasing with channel power gain. Con-
sequently, both the optimal EE, ηoptEE , and the global maximum EE, η
max
EE , are non-decreasing
with channel power gain gk,n.
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Table 2.1. Joint Inner- and Outer-layer Optimization (JIOO) Algorithm.
Algorithm JIOO
Input: initial value of SE: η(0)S E =
Ř
B
Output: optimal subcarrier and power allocation matrices, ρopt and Popt
1. η(1)S E = η
(0)







2. if d1 ≤ 0
3. then (∗ Case 1 as shown in Figure 2.1 ∗)
4. return current ρ and P as ρopt, Popt, respectively
5. else (∗ Cases 2 and 3 as shown in Figure 2.1 ∗)
6. η(2)S E ← η
(1)
S E , η
(1)
S E ← κη
(1)
S E , P1 ← P












) − Pcζ and κ > 1, e.g., κ = 2
7. while d1 > 0 && P1 < Pmax
8. do η(2)S E ← η
(1)
S E , η
(1)
S E ← κη
(1)
S E , P1 ← P







9. while no convergence (∗ bisection search ∗)




2 , Popt ← P




















11. if dopt > 0 && Popt < Pmax
12. then η(2)S E ← η
opt
S E
13. else η(1)S E ← η
opt
S E
14. return current ρ and P as ρopt, Popt, respectively
Property 2.2 For any fixed SE, the EE strictly decreases with circuit power. Consequently,
both the optimal EE, ηoptEE , and the global maximum EE, η
max
EE , strictly decrease with the






B , is non-decreasing with the static




B strictly increases with the static circuit power, Ps.
However, both ηoptS E and η
max
S E are independent of the dynamic circuit power factor ξ.
Property 2.1 coincides with intuition. From it, the scheduling of users with better chan-
nel quality, such as users near base stations, helps to improve the system EE as well as
SE. Property 2.2 is sort of unexpected and not that straightforward as for the independence
of ηmaxS E and η
opt
S E on the dynamic circuit power factor ξ. From it, high SE may be utilized
without much loss in EE in the case that static circuit power and/or dynamic circuit power




large dynamic power factor makes the EE-SE curve be low and flat (EE is insensitive to the
change of SE) although it does not impact the locations of ηmaxS E and η
opt
S E .
Property 2.3 The optimal EE, ηoptEE , is not necessarily achieved at ηS E =
Ř
B even if circuit
power, Pc, is zero.
We prove it by a counterexample. Let us consider a virtual downlink OFDMA system













n = 1, 2, · · · ,N, Ř1 = 10, Ř2 = 0, Ř = 10, Pc = 0 and Pmax = 20.
In the case that R = Ř, it is obvious that the optimal scheme is to allocate all subcarriers










In the case that R = 20, it is easy to verify that the optimal scheme is to allocate m1 = 7
subcarriers to user 1 to realize R1 = Ř1 = 10 while allocating m2 = 3 subcarriers to user 2


















< η∗EE (20) ≤ η
opt
EE , which supports Property 2.3.
Property 2.3 indicates that, in the case that transmit power (absolutely) dominates power
consumption, transmitting with minimum power to merely realize the minimum throughput
requirement and guarantee the QoS of each user is not necessarily the most energy-efficient
scheme. In fact, it is easy to verify that both Theorems 2.1 and 2.2 still hold without
considering the circuit power in (2.6). And it is well worth noting that in the single user
case (K = 1), ηoptEE is always achieved at the minimum throughput, which is consistent with
the conclusion in [26] and can be proved similarly.
Note that all conclusions (Theorems and Properties) in Section 2.2.1 expect the inde-
pendence of ηoptS E and η
max
S E on dynamic circuit power factor ξ also hold in a more general
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case that circuit power is a convex function of throughput, which can be similarly proved
following the linear ones.
2.2.2 Bounds on the EE-SE Curve
In this part, upper and lower bounds on the EE-SE curve are studied. As indicated before,
the solution of (2.6) now relies on finding η∗EE (ηS E) and
dη∗EE(ηS E)
dηS E
. Since the exact solution
is too complicated to obtain in reality, we will use LDD to approximately solve it, which
has been used in [64, 65, 66] for similar problems and demonstrated to be quite accurate
with affordable computational complexity. For any given throughput, R ≥ Ř, the Lagrange




































where λ1,n, λ2,k, and λ3 are the introduced Lagrange multipliers, and λ1 = [λ1,1, λ1,2, · · · , λ1,N]T
and λ2 = [λ2,1, λ2,2, · · · , λ2,K]T , respectively. And  is used as a component-wise inequality.
Note that we drop the peak power constraint in (2.6) here since it will be imposed by the
outer-layer processing as shown in the JIOO algorithm.
Problem (2.7) can be decomposed into two layers [64, 65, 66, 67]. In the lower layer,







uk,n = pk,n + λ1,n − λ2,krk,n, if k ∈ K1,
uk,n = pk,n + λ1,n − (λ2,k + λ3)rk,n, if k ∈ K2.
(2.8b)



















Problems (2.8) and (2.9) can be solved by iteratively exchanging information between
them and updating the Lagrange multipliers. In the lower layer, if ρk,n = 1, the transmit



















, if k ∈ K2,
(2.10)
where [x]+ = max(x, 0). Once the above equation is solved for all k ∈ K , pk,n’s are
substituted back into (2.8b), and ρk,n’s are set to 1 only for the user with minimum uk,n while
0 for all the other users. The master problem (2.9) is in charge of determining the Lagrange
multipliers and feeding them back to the N subproblems in the lower layer. Note that
λ1 is actually useless in our optimization, which can be initialized any value and remains
unchanged. The other Lagrange multipliers can be updated using the ellipsoid method [58]


























until convergence, where s(i) is a sufficiently small positive stepsize for the ith iteration.
For example, s(i) can be determined in a diminishing way, such as s(i) = 0.1√
i
[58, 66].
More powerful Lagrange multiplier updating methods can be applied by smoothing the
objective function and using the optimal gradient with further optimized stepsizes, which
may lead to even faster convergence [60]. The topic on advanced Lagrange multiplier
updating techniques is beyond the scope of this work, refer to [60] and references therein
for details. Figure 2.2 sketches the procedure of the LDD algorithm.
Since the primal problem of (2.7) is nonconvex, there can be many local optima and
there is possibly a duality gap when the problem is solved by LDD. Fortunately, it is proved
that strong duality holds and the optimal duality gap goes to zero as the number of subcar-
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Figure 2.2. Structure of the LDD approach.
number of subcarriers as observed by simulation [58, 64, 65, 66, 67, 59, 68]. For example,
in a downlink OFDMA network with 2 users and 33 used data subcarriers, an average dual-
ity gap of less than 10−5 can be achieved [68]. Nevertheless, the duality gap may exist and
be large for particular channel realizations, user and system requirements. To guarantee
the solution feasible, we further find a tight and achievable upper bound on the minimum
transmit power based on the subcarrier allocation strategy derived from the LDD, which is
stated in Theorem 2.1 and proved in Appendix A.4.
Theorem 2.3 For any fixed throughput, R, and any corresponding feasible subcarrier al-
location strategy, ρ = [ρk,n]K,N , the minimum transmit power can be achieved when power
is distributed in a two-stage-water-filling fashion. In the first stage, power is distributed
individually among the subcarriers of each user, Sk, by water-filling, to merely fulfill its
own (minimum) rate requirement, Řk; in the second stage, extra power is then distributed
among all subcarriers of the non-real-time users (each has an initial water level due to the
first phase processing) by water-filling till the throughput, R, is achieved.
According to Theorem 2.3, we can directly conclude that for the subcarrier allocation
strategy derived from the dual decomposition, the transmit power obtained by Theorem 2.3
is an achievable upper bound on the minimum transmit power in the primal problem of
(2.7).
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One the other hand, a lower bound on the minimum transmit power in the primal prob-
lem of (2.7) can be obtained by relaxing the channel allocation indictors ρk,n into continuous
real variables over [0, 1] indicating the portion of subcarrier n used by user k and modifying
(2.1) into [69, 70, 71]




With these manipulations, the primal problem of the modified problem (2.7) is converted
into a convex minimization problem over a convex set, thus, it can be optimally solved
by standard convex optimization techniques such as interior point method. In the optimal
solution, only a small number of subcarriers are shared among users as ρk,n is mostly either
1 or 0 for K  N [70, 71]. Thus, this lower bound on total transmit power is tight when
the number of subcarriers is large enough.
Using the definitions ηEE =
R
P+Pc
and ηS E =
R
B , the upper bound and the lower bound
on the total transmit power, P, correspond to a lower bound and an upper bound on EE,
η∗EE (ηS E), respectively. Now we still need
dη∗EE(ηS E)
dηS E
to implement the JIOO algorithm. The











dR , which is proved in Appendix A.5.































is the minimum transmit power required for throughput










, where p∗k,n represents the transmit
power of user k on subcarrier n corresponding to P∗(R).
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, we can easily and accurately determine its sign given the solution of
the previous transmit power minimization problem. Theorem 2.4 has clear physical in-










where ∆R and ∆P∗(R) are infinitely small increments of throughput and corresponding
transmit power, respectively. For example, if R
ζP∗(R)+ξR+Ps






is positive. This result is in accord with the intuition that if the
additional total power cost of increasing certain amount of throughput is small enough, in-
creasing throughput will enhance EE at the same time. In addition, dP
∗(R)
dR at every specific
R(≥ Ř) depends only on the non-real-time user with the minimum water-level (this indi-
cates it has the maximum derivative) but not on the other non-real-time users and real-time
users. The strict rate constraints for real-time users make them irrelevant to dP
∗(R)
dR at every
specific R although some of them might have better channel quality and thus lead to the
same amount of throughput improvement at a even lower additional transmit power cost
than the best non-real-time user does.
2.2.3 Priority and Fairness Issues
For many practical scenarios, ability to provide different service priority and fairness a-
mong users is important. Therefore, in this part, we incorporate these issues into (2.6).
Let R̃ = R −
∑K
k=1 Řk, then the two rate constraints in (2.6) can be rewritten as
N∑
n=1
ρk,nrk,n = Řk + ωkR̃, ∀k ∈ K , (2.14a)
ωk = 0, ∀ k ∈ K1, (2.14b)
K∑
k=K0
ωk = 1, ωk ≥ 0, ∀ k ∈ K2, (2.14c)
where ωk is the weight factor for user k. We can determine the weights according to user
traffic types, fairness and priority requirements. For users with real-time services, ωi can
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be simply set to zero. For users with non-real time services, we can prioritize them and
enforce certain notations of fairness by adjusting ω j. For example, we can determine ω j by
making user rates proportional to a set of predetermined values among non-real-time users
[72].
No matter what principle of fairness or priority is defined, with correspondingly prede-
termined weight vector,ω, the equivalent problem of (2.6) given the throughput R can be re-












ρk,nrk,n = Řk + ωkR̃,∀ k ∈ K , (2.15b)
Compared with (2.7), this problem is much less complicated because it does not need
to distribute extra rate among different users. Although LDD can be still employed as
before, we can easily derive another upper bound to roughly estimate the EE-SE rela-
tion in this case. Motivated by the BABS algorithm [73] for finding distribution of sub-
carriers in flat-fading channels, we suggest the following transmit-power-lower-bound (T-
PLB) algorithm. The basic idea is to relax problem (2.15) by eliminating the constraints∑K
k=1 ρk,n ≤ 1,∀ n ∈ N , and iteratively assigning the subcarriers until the summation of the
number of assigned subcarriers of all the users,
∑K
k=1 mk, equals N. In initialization, each
user is assigned its optimal subcarrier. Then, in each iteration, each user finds its optimal
subcarrier among its own unobtained ones and calculates the transmit-power saving with
the additional subcarrier. Only the user with the most transmit-power saving will be as-
signed its currently favorite subcarrier in this iteration. Note that some subcarriers may be
assigned to no user while some may be assigned to multiple users. Thus, the result is likely
1Another popular category of resource allocation problems in OFDMA networks is rate adaptation (RA)
that maximizes overall throughput under per-user QoS requirement and system resource constraints [36].
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Table 2.2. Transmit-Power-Lower-Bound (TPLB) Algorithm.
1. Initialize: Sk ← ∅, mk ← 0, Nk ← N , ∀k ∈ K .
2. n̂k ← arg max
n∈N
gk,n, Pk ← f (Rk, {n̂k}), ∀ k ∈ K .
Assign and update: Sk ← {n̂k}, Nk ← Nk \ {n̂k}, mk ← mk + 1, ∀k ∈ K .
3. n̂k ← arg max
n∈Nk
gk,n, ∆Pk ← Pk − f (Rk,Sk ∪ {n̂k}), ∀ k ∈ K .
k̂ ← arg max
k∈K
∆Pk.
Assign and update: Sk̂ ← Sk̂ ∪ {n̂k̂},Nk̂ ← Nk̂ \ {n̂k̂}, mk̂ ← mk̂ + 1, Pk̂ ← Pk̂ − ∆Pk̂.
4. Repeat Step 3 until
∑K
k=1 mk = N.
not feasible or achievable. The procedure of the TPLB algorithm is summarized in Table
2.2 and its property is given in Theorem 2.5 and proved in Appendix A.6.
Theorem 2.5 The transmit power obtained by the TPLB algorithm is indeed a lower bound
on the optimal solution to (2.15). Furthermore, it is achievable if all users are with flat-
fading channels.
According to Theorem 2.5, the more correlation among the subcarriers of each user
is, the tighter the lower bound is. Besides, this algorithm only needs O(NK) times of
water-filling to complete while the LDD method needs at most O(NK/(1/ε2)) times of
water-filling to converge to ε-optimality [60, 67].
On the other hand, the above lower bound on the total transmit power, P, corresponds




implement the JIOO algorithm, we can follow a similar way like the one for the gener-












2.3 Low-complexity Algorithm Design
The LDD can provide a quite accurate solution to (2.15). However, it needs O(NK/(1/ε2))
times of water-filling to converge in the worst case and its complexity is still very high.
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Table 2.3. Maximum-Power-Decrease-First (MPDF) Algorithm.
1. Initialize: KE ← K ; Sk ← ∅,mk ← 0,∀ k ∈ K .
2. Calculate benchmarks: ňk ← arg min
n∈N
gk,n, Pk ← f (Rk, ňk), ∀ k ∈ K .
3. n̂k ← arg max
n∈N













Assign and update: Sk̂ ← Sk̂∪{n̂k̂},N ← N\{n̂k̂}, mk̂ ← mk̂ +1, Pk̂ ← Pk̂−∆Pk̂,KE ← KE \{k̂}.
4. Repeat Step 3 until
∑K
k=1 mk = N or maxk∈K
∆Pk = 0.
Therefore, we investigate a low-complexity but near-optimal algorithm to allocate resource
for EE-SE tradeoff for (2.15) and also for (2.6).
The key idea of our greedy approach is to modify the TPLB algorithm and make it
feasible. Different from the TPLB algorithm that assigns each user a subcarrier at the be-
ginning to ensure the nonempty of its assigned subcarrier set at last, in initialization of this
approach, each user is only virtually assigned its worst subcarrier, and its transmit power
needed in this situation will be used as a benchmark to measure how much power can be
saved if the user is actually assigned a subcarrier when he has none. Then, in each iteration,
each user finds its optimal subcarrier among the unassigned ones (not among its own unob-
tained ones like in TPLB) and calculates its power decrease with the additional subcarrier.
Only the user with the maximum power decrease (transmit-power saving) will be assigned
its currently favorite subcarrier in this iteration. The above iteration process will proceed
until all the subcarriers have been assigned or no user needs additional subcarriers. Note
that to guarantee each user is assigned at least one subcarrier at last, when the the number of
unassigned subcarriers equals the number of users without any subcarriers, the subcarrier
assignment should be implemented among such empty users. This algorithm is referred as
maximum-power-decrease-first (MPDF) and is sketched in Table 2.3.
In Step 3, for such users that their optimal subcarriers in the last iteration are still avail-
able (has not been allocated), there is no need to search for their optimal subcarriers and
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calculate ∆Pk’s this time. This could potentially further reduce computational complexity.
Next, we give a theorem to grasp insight into the MPDF algorithm.
Theorem 2.6 The power required by water-filling with a fixed target rate is convex and
non-increasing with the number of subcarriers assigned if the subcarriers are added in
descending order of the power gains. (The proof is omitted.)
The MPDF algorithm operates in a user-centric fashion, where each user considers
its own optimal available subcarrier each time, and makes assignment decision directly to-
wards minimizing the transmit power. Meanwhile, from Theorem 2.6, the MPDF algorithm
naturally prevents one user getting too many subcarriers since benefit of acquiring subcar-
riers is decreasing. Note that the MPDF algorithm is equivalent to the TPLB algorithm for
flat-fading channels and achieves the optimal result in that case.
Another resource allocation algorithm, i.e., the DPRA algorithm, developed in [74],
works in a subcarrier-centric fashion. It initializes each user’s subcarrier set with all the N
subcarriers and then eliminates one subcarrier from all but one user each time until each
subcarrier remains for only one user. Compared with the DPRA algorithm, our MPDF
algorithm better reflects the impact of good subcarriers by allowing each user to choose his
own optimal one. And more importantly, our algorithm performs water-filling with a small
number of subcarriers and needs no iteration to obtain the water level due to the decreasing
order of channel gain. Both algorithms need O(NK) times of water-filling in total.
2.4 Numerical Results
In this section, we present some simulation results to verify the theoretical analysis and
the effectiveness of the proposed approaches. In our simulation, the frequency spacing be-
tween adjacent subcarriers is 15 kHz and the noise power density is −174 dBm/Hz. The
frequency-selective Rayleigh fading is generated with the ITU Pedestrian-B model [75].
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The rate requirements for real-time users are 200 kbps while the minimum rate require-
ments for non-real-time users are 50 kbps. The fairness notion employed here for non-real-
time users is the partial proportional constraint (PPC) modified from the propotional rate
constraint in [72], where ωK0 : ωK0+1 : · · · : ωK = αK0 : αK0+1 : · · · : αK . For simplicity,
we let αk = Řk log2 ḡk, where ḡk is the geometric mean of the instantaneous channel pow-











efficiency of power amplifier is assumed to be 38%.
Figure 2.3 demonstrates the EE-SE relation in the case that two real-time and four
non-real-time users with an identical average channel-gain-to-noise ratio (CNR) of 20 dB
compete for 72 data subcarriers. Different static circuit power (15, 30 W) and dynamic cir-
cuit power factors (0, 2 W/Mbps) are considered. No maximum transmit power constraint
or specific minimum overall throughput requirement is imposed to investigate the perfor-
mance limit. From Figure 2.3(a), the EE-SE relation has a bell shape curve and is also
quasiconcave, since the upper bound and the lower bound almost perfectly match and they
are in a bell shape. Indeed, this quasiconcavity is the foundation of the proposed JIOO
methodology. It also infers that the LDD approach can serve as an optimal inner-layer
algorithm candidate which leads to the optimal EE-SE relation. Figure 2.3(a) also com-
pares and indicates the influence of circuit power on the EE-SE relation. From there, the
η
opt
EE decreases with the circuit power while the η
opt
S E increases with the static circuit power
but is independent to the dynamic circuit power factor, which is consistent with the Prop-
erty 2.2. Figure 2.3(b) plots the ηoptEE-versus-η̌S E curves corresponding to curves in Figure
2.3(a). It indicates that for the different minimum throughput requirements, Bη̌S E, which
are smaller than or equal to a certain threshold, optimal energy-efficient designs lead to a
same throughput. However, for the minimum throughput requirement that is larger than
the threshold, the most energy-efficient transmission strategy is to operate exactly at the
required minimum throughput.
Next, we evaluate the EE, SE, transmit power, and total power of the JIOO algorithms
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(a) η∗EE-versus-ηS E curves with different circuit power parameters
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(b) ηoptEE-versus-η̌S E curves with different circuit power parameters
Figure 2.3. EE-SE relation obtained by the continuous relaxation, LDD and LDD-based methods.
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with inner-layer algorithm based on the LDD, DPRA and MPDF methods, respectively,
and compare them with the conventional RA resource allocation scheme with PPC2. In
this simulation example, the maximum transmit power is 40 W. The static circuit power
is 15 W and the dynamic circuit power factor is 2 W/Mbps. All users still have the same
average CNR and the ratio of the number of real-times users to the number of non-real-
time users is fixed to be 12 for different number of total users and number of subcarriers.
No specific minimum overall throughput requirement is required as long as the per-user
QoS is ensured. From Figure 2.4(a) and 4(b), for energy-efficient design, EE and SE both
increase with CNR, which is consistent with Property 2.1. From Figures 4(c) and 4(d),
energy-efficient design tends to use less transmit power when the CNR improves; and in the
lower CNR regime the transmit-related power (ζP) dominates the total power consumption
while in the high CNR regime the circuit power (Ps + ξR) does for the energy-efficient
design. It can be seen that compared with the spectral-efficient design, the energy-efficient
design can achieve higher EE with less transmit power and total power at the cost of some
throughput loss. From Figure 2.4, for both cases (N = 72,K = 6 and N = 180,K = 12),
the MPDF-based and DPRA-based JIOO algorithms not only well approach the optimal
EE achieved by the LDD-based JIOO algorithm but also have similar throughput, transmit
power and total power as the latter. From Figure 2.4, the LDD-based, MPDF-based, and
DPRA-based JIOO approaches do not converge to exactly the same operating points with
respect to throughput, transmit power and total power. From subfigures 2.4(c) and 2.4(d),
the transmit power and total power of the LDD-based JIOO approach is slightly larger than
that of the MPDF-based one and that of the DPRA-based one. It is because the LDD-based
JIOO approach also has larger throughput than that of the other two, as shown in subfigure
2.4(b).
2Here the RA resource allocation scheme with PPC maximizes the throughput by utilizing full transmit
power under proportional rate constraint in (15b).
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(a) Comparison of EE
































(b) Comparison of throughput






























(c) Comparison of transmit power




























(d) Comparison of total power
Figure 2.4. Performance comparison with different number of users in the case that N = 180, |K1| :
|K2| = 1 : 2, CNRk = 16 dB, Pmax = 40 W, Ps = 15 W, and ξ = 2 W/Mbps.
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N = 180, K = 12
N = 72, K = 6
(a) Evaluation and comparison of EE

































N = 180, K = 12
N = 72, K = 6
(b) Evaluation and comparison of throughput































N = 180, K = 12
N = 72, K = 6
(c) Evaluation and comparison of transmit power



























N = 180, K = 12
N = 72, K = 6
(d) Evaluation and comparison of total power
Figure 2.5. Performance evaluation and comparison with different CNRs in the case that N = 72,K = 6
and N = 180,K = 12.
Figure 2.5 plots the performance with different number of users at a fixed CNR. It can
be seen that EE and SE do increase but at a modest rate while transmit power increases
very slowly. The explanation of this interesting phenomenon in the example is as follows.
Since the probability for the new active users to have better or poorer instantaneous channel
quality is equal and (minimum) rate constraints and PPC are required, the benefits from the
good users are encumbered by the poor users to a certain extent.
We also include crude average computational time measurements for different methods
using the profile function in Matlab, which is shown in Figure 2.6. Similar configuration
as the one in last example is used. It can be seen that the complexity of the MPDF-based
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Figure 2.6. Complexity comparison of JIOO algorithms in the case that N = 180, |K1| : |K2| = 1 : 2,
CNRk = 16 dB, Pmax = 40 W, Ps = 15 W, and ξ = 2 W/Mbps.
JIOO algorithm is lower than that of the DPRA-based one and that of the LLD-based one,
respectively. In the case with a moderate number of users, i.e., K = 12, the complexity
of the proposed MPDF-based JIOO algorithm is about 33% and 3% of that of the DPRA-
based one and the LLD-based one, respectively. Thus, if the object is EE improvement
with minimal complexity, our MPDF-based method offers an attractive performance to
complexity good tradeoff.
2.5 Conclusion
In this chapter, we have investigated the EE-SE relation in a single cell downlink OFD-
MA network, which is important for designing GR networks that require a better balance
between EE and SE. The EE-SE relation is proved to be a quasiconcave function, and the
impact of channel power gain and circuit power is analyzed. Then a tight lower bound and
a tight upper bound on the EE-SE curve are obtained by LDD and continuous relaxation,
respectively. For the case with priority and fairness consideration, an alternative easily
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derived upper bound and a low-complexity near-optimal resource allocation algorithm are
proposed, respectively. Simulation results confirm the theoretical findings and demonstrate
that the proposed resource allocation algorithm can efficiently approach the desirable EE-




ENERGY-EFFICIENT RESOURCE ALLOCATION IN OFDMA
NETWORKS
In this chapter, we address the energy-efficient resource allocation, including performance
limit and optimal and low-complexity suboptimal algorithms, in both downlink and uplink
of OFDMA networks with frequency-selective fading channels and consideration of QoS
and priority/fainess issues. For the downlink scenario, we model the problem as the max-
imization of generalized EE under QoS requirements while for the uplink we model the
problem as the maximization of the minimum individual EE under QoS requirements. For
both cases, we first give the optimal solution then develop a low-complexity suboptimal
solution by exploring the inherent structure and property of the energy-efficient design. For
the downlink case, we also find a tractable upper bound on EE, which is further demon-
strated to be relatively tight when the number of subcarriers is larger than that of UEs and
is the foundation of a near-optimal approach.
The rest of this chapter is organized as follows. In Section 3.1, we describe the system
model and formulate the optimization problem for both the downlink and uplink cases. In
Section 3.2, the downlink scenario is investigated. We give the optimal solution by exhaus-
tive search for reference, find a numerically tractable upper bound on EE and accordingly
propose an efficient near-optimal approach, then propose a suboptimal approach by exam-
ining the inherent structure of the EE objective function. In Section 3.3, we provide both
the optimal and low-complexity suboptimal solutions for the uplink scenario. Then, we
present numerical results in Section 3.4. Finally, we conclude this chapter in Section 3.5.
3.1 Problem Description
In this section, we introduce the system model of OFDMA networks and formulate the
problems of energy-efficient design.
38
3.1.1 System Description
We consider a single cell OFDMA network, either downlink or uplink, consisting of K
active UEs. The total bandwidth, B, is equally divided into N subcarriers, each with a
bandwidth of W = BN .
Assume that each subcarrier is exclusively assigned to at most one UE each time to
avoid interference among different UEs. Denote the transmit power and the channel fre-
quency response of the kth UE on the nth subcarrier as pk,n and Hk,n, respectively. Then,
the maximum achievable data rate of the kth UE on the nth subcarrier is accordingly







where N0 is the single-sided noise spectral density. Then, the aggregate rate for the kth UE













respectively, where ρk,n ∈ {1, 0} indicates whether or not the nth subcarrier is assigned to
the kth UE, N = {1, 2, · · · ,N} and K = {1, 2, · · · ,K} denote the sets of all subcarriers
and all UEs, respectively. Obviously, a feasible subcarrier assignment indictor matrix,
ρ = [ρk,n]K×N , should satisfy
ρ ∈ % ,
[ρk,n]K×N |∑
k∈K
ρk,n ≤ 1,∀ n ∈ N ; ρk,n ∈ {0, 1},∀ k ∈ K , n ∈ N
 . (3.2)




Sk ⊆ N and Sk
⋂
Sk′ = ∅,∀ k , k′,
where Sk is the set of subcarriers assigned to the kth UE.
For practical systems, the total transmit power of either base station or UE is nonnega-









pk,n≤ Pmax (for downlink case);
∑
n∈N




where Pmax and Pmaxk represent the maximum total transmit power at base station for down-
link transmission and at the kth UE for uplink transmission, respectively. Then, the overall














Besides transmit power, the energy consumption also includes circuit energy consump-
tion incurred by active circuit blocks, such as analog-to-digital converter, digital-to-analog
converter, synthesizer, and mixer [24]. For the downlink transmission, the overall power
consumption at the base station is given by [24]
Ptot = ζP + Pc, (3.4)
where ζ is the reciprocal of the drain efficiency of power amplifier and Pc represents the
circuit power consumption. Similarly, the overall power consumption at the kth uplink UE
is modeled as
Ptotk = ζkPk + P
c
k, (3.5)
where ζk and Pck are the corresponding reciprocal of the drain efficiency of power amplifier
and circuit power consumption, respectively.
3.1.2 EE for Downlink Transmission
We define the generalized EE for the downlink transmission as the weighted totally deliv-







where the predetermined weights, ωk’s, can potentially provide certain level of priority
and/or fairness among the UEs and the generalized EE still reflects the notion of the con-




in [3, 26, 37, 28], where ω1 = ω2 = · · · = ωK = 1.
To provide different service priorities and guarantee QoS for each UE, we consider the
generalized EE under a series of traffic-related minimum rate requirements, Řk’s, and the
peak transmit power, Pmax. The generalized EE optimization problem for the downlink














ρk,nrk,n ≥ Řk,∀ k ∈ K , (3.7b)
where η̂DLEE represents the optimal downlink EE.
3.1.3 EE for Uplink Transmission
Arithmetic and geometric average EE have been proposed as optimization objectives for
uplink energy-efficient design [27, 38]. In this chapter, we optimize the minimum individ-
ual EE instead, which guarantees satisfying EE as much as possible even for the worst UE.





like that in [27]. Mathematically, the EE optimization problem for the uplink transmission














ρk,nrk,n ≥ Řk,∀ k ∈ K . (3.9b)
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3.2 Downlink Transmission
In this section, we will develop the optimal and low-complexity suboptimal approaches for
the energy-efficient resource allocation in the downlink transmission and study the perfor-
mance limit of such energy-efficient design.
3.2.1 Optimal Solution
Problem (3.7) is in general NP-hard for the optimal solution. To obtain insight on the
problem, we first investigate the properties of the case with a given subcarrier assignment,
which are summarized in the following theorem and proved in Appendix B.1.
Theorem 3.1 For any fixed subcarrier assignment indicator matrix ρ ∈ % and its corre-
sponding subcarrier assignment sets Sk’s (∀k ∈ K), the maximum achievable EE at a























pk,n = P, (3.10c)
has the following properties:
(i) η̂(ρ)EE (P) is continuously differentiable and strictly quasiconcave in P,
(ii) η̂(ρ)EE (P) either strictly decreases or first strictly increases and then strictly decreases







1Rk (X, Pk) and R−1k (X,Rk) denote the maximum aggregate data rate achieved by optimally allocating total
power Pk over subcarrier set X and the minimum transmit power required for realizing aggregate rate Rk over























where R̂(ρ)w (P), maxpk,n≥0R
(ρ)




n∈Skrk,n under constraints (3.10b) and













if P = P0
ωkW log2e
µ





is the channel-gain-to-noise ratio (CNR) of the kth UE on the nth sub-
carrier and p̂k,n (n ∈ Sk) is the optimal power on the nth subcarrier for achieving R̂
(ρ)
w (P).






































where (x)+ represents max(x, 0) and µk and µ are intermediate variables.
For any strictly quasiconcave function, there is always a unique global maximum. Thus,
Property (i) guarantees the existence and uniqueness of the global maximum and reveals
the differentiability of η̂(ρ)EE (P). Property (ii) further indicates that the maximum is always
achieved at a finite transmit power. Property (iii) connects the sign of the first derivative
with the relative size of the EE and the scaled reciprocal of the water-filling level. From
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Theorem 3.1, once the subcarrier assignment is fixed, the corresponding optimal power
allocation strategy for (8) can be easily obtained by a derivative-assisted bisection method
that is based on the single-UE water-filling in (3.12), and the multilevel water-filling in
(3.13). The algorithm is named bisection-based power adaptation (BPA) and is sketched
in Table 3.1. The basic idea of the BPA algorithm is to search bidirectionally for the max-
imum of η̂(ρ)EE (P) by utilizing Properties (i), (ii), and (iii). It starts by doing the single-user
water-filling to check the monotonicity of η̂(ρ)EE (P) at P0, which is shown from Line 1 to Line
5. If η̂(ρ)EE (P) is decreasing at P0, the optimal EE is achieved at P0 and the BPA algorithm
terminates; otherwise, it has to find another feasible point at which η̂(ρ)EE (P) is decreasing or
it finds out that η̂(ρ)EE (P) is even increasing at Pmax, which is described from Line 6 to Line
26. Then, it searches for the optimal total transmit power (the corresponding EE is optimal)
between the two boundary points (P(1) and P(2)), which is illustrated from Line 27 to Line
37. In a specific case of K = 1, i.e., the OFDM case, similar problems as (3.7) have been
investigated and solved by the BSAA algorithm in [26], the parameterized convex opti-
mization in [37], and the fixed-point algorithm in [28], respectively. Compared with them,
the proposed BPA algorithm simply provides another approach and perspective, which is
well connected with the mature water-filling technique and is also easy to implement.
The optimal solution to (3.7) can be obtained by applying the BPA algorithm to every
feasible subcarrier assignment ρ ∈ % and then choose the one with the maximum EE.
However, the complexity is extremely high and makes it prohibitive for practical scenarios.
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Table 3.1. Bisection-based Power Adaptation (BPA) Algorithm.
Algorithm BPA
Input: ρ = [ρk,n]K×N , Pc, Pmax; ωk, Řk, ∀ k ∈ K
Output: P = [pk,n]K×N
1. for each UE k ∈ K
2. Do single-user water-filling using (3.12) to get p̌k,n and µk;
3. end




















7. P , [pk,n]K×N ← P(1);
8. return;
9. else
10. P(2) , [p(2)k,n]K×N ← P
(1); P(2) ← P(1);




, where κ > 1, e.g., κ ← 1.5;
12. Do multilevel water-filling with total transmit power P(1)












15. while η̂(ρ),(1)EE <
1
ζ d
(1) && P(1) < Pmax
16. P(2) ← P(1); P(2) ← P(1);





18. Do multilevel water-filling with P(1) using (3.13) to get

























29. Do multilevel water-filling with P using (3.13) to get








; d ← ωkWlog2eµ ;
32. if η̂(ρ)EE <
1
ζ d
33. P(2) ← P; P(2) ← P;
34. else




To facilitate practical application of the optimal energy-efficient design, we will first exploit
and prove the quasiconcave relation between an upper bound on maxρ∈% η̂
(ρ)
EE (P) and total
transmit power, P.
Define ρ̃, %̃, ρ̃k,n, and r̃k,n as follows





ρ̃k,n ≤ 1,∀ n ∈ N ;











Note that when ρ̃k,n approaches zero, ρ̃k,nr̃k,n also tends to be zero (although r̃k,n goes to
infinity), which agrees with that the nth subcarriers is nearly not assigned to the kth UE.
When ρ̃k,n is close to one, ρ̃k,nr̃k,n is close to ρk,nrk,n, which indicates that the nth subcarrier
is almost entirely assigned to the kth UE. Therefore, when ρ̃k,n is close to zero or one, the
approximation of ρk,nrk,n by ρ̃k,nr̃k,n becomes precise. Moreover, ρ̃k,nr̃k,n is easier to deal
with mathematically compared to ρk,nrk,n. As a result of its nice tractability and acceptable
accuracy, such approximation is widely used in literature on OFDMA resource allocation
[70, 71, 69, 46]. We will use ρ̃k,nr̃k,n instead of ρk,nrk,n to represent the rate of the kth UE on
the nth subcarrier in the following modified EE optimization problem.














ρ̃k,nr̃k,n ≥ Řk,∀ k ∈ K . (3.16b)
In (3.16), such fractional ρ̃k,n’s can be either interpreted as frequency domain sharing of
subcarriers [70, 71] or regarded as time domain sharing of subcarriers [69]. Clearly, by
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relaxing ρk,n ∈ {0, 1} to ρ̃k,n ∈ [0, 1] and replacing rk,n with r̃k,n, problem (3.16) always
yields an upper bound on the EE of (3.7), i.e., η̂UBEE ≥ η̂
DL
EE, although it does not necessarily
guarantee a solution where ρ̃k,n is either 0 or 1 and thus the satisfaction of (3.16b) cannot
ensure the feasibility of (3.7b). The properties of the EE upper bound are summarized in
Theorem 2 and proved in Appendix B.2.
Theorem 3.2 The upper bound on the maximum achievable EE, maxρ∈% η̂(ρ)EE (P), at a cer-
tain total transmit power, P, namely,




















pk,n = P, (3.17c)
has the following properties
(i) η̂UBEE (P) is continuously differentiable and strictly quasiconcave in P,


























n∈N ρ̃k,nr̃k,n under constraints












where ρ̃∗ = [ρ̃∗k,n]K×N and P
∗ = [p∗k,n]K×N are the optimal subcarrier and power allocation
matrices for achieving R̂w(P).
Theorem 3.2 demonstrates the quasiconcavity of η̂UBEE (P), which is an upper bound on
the EE that is defined as η̂DLEE (P) , maxρ∈% η̂
(ρ)
EE (P) under constraints (3.7b) and (3.17c),
in the transmit power, P, and implies the existence and the uniqueness of the global max-
imum, i.e., η̂UBEE . More importantly, as a result of the quasiconcavity, problem (3.16) can
be decomposed into two layers and solved iteratively by the joint inner- and outer-layer
optimization as follows
(i) Inner layer: For a given transmit power, P ≤ Pmax, find the maximum EE, η̂UBEE (P),




(ii) Outer layer: Search for the transmit power that results in the maximum, η̂UBEE , by
bisection power search like the bisection power search in the BPA algorithm.
The bisection search in the outer-layer is clear and easy. The key lies in the inner-layer
algorithm that finds η̂UBEE (P) and (the sign of)
dη̂UBEE (P)
dP . For a given total transmit power,
the inner-layer subproblem to find η̂UBEE (P) is equivalent to maximizing the constrained




n∈N ρ̃k,nr̃k,n is proved
to be strictly and jointly concave in ρ̃k,n and pk,n [70], and the constraint set is convex
from Appendix B, the constrained MWSR maximization is in the standard form of a con-
vex programming problem that can be solved by standard numerical methods such as the
interior-point method [76]. When the optimal subcarrier assignment matrix, ρ̃∗, and pow-
er allocation matrix, P∗, for the constrained MWSR maximization problem are obtained,
the sign of the first derivative, dη̂
UB
EE (P)
dP , can be readily determined following Property (iii)
in Theorem 3.2. Hence, problem (3.16) can be successfully solved by the aforementioned
joint inner- and outer-layer optimization.
When η̂UBEE is found, the corresponding optimal ρ̃
opt
k,n ’s are not ensured to be either 0 or 1.
To get a feasible solution to the original downlink EE maximization problem (3.7), we need
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to round the possibly fractional ρ̃optk,n ’s to 0 or 1 and then perform the BPA algorithm to get
the maximum EE for the round-off ρ̃optk,n ’s. Such manipulations may not result in the optimal
solution to (3.7). Luckily, this is rarely a problem when the number of subcarriers is large
compared with the number of UEs and in this case η̂UBEE is quite close to η̂
DL
EE. In fact, the
optimal ρ̃k,n’s for the constrained MWSR maximization problem mostly tend to be either 0
or 1 when K  N [70, 71]. On the other hand, such fine tightness of the EE upper bound





n∈N ρk,nrk,n, instead of the constrained MWSR for maximization
in the inner-layer optimization with an expectation of good performance. This enables us to
precisely solve the original problem (3.7) by the joint inner- and outer-layer optimization
framework with the constrained WSR maximization as the inner-layer subproblem. The
discovery of such fact connects the research on the energy-efficient design to the previous
research on the WSR maximization, such as the Lagrange dual decomposition [77] and the
branch-and-bound method [78], by allowing them to be inner-layer candidate approaches.
3.2.3 Low-Complexity Suboptimal Solution
Although the convex programming is numerically stable, its computational complexity de-
pends on the number of optimizing variables, which can be large if the number of subcar-
riers and/or the number of UEs are/is large. Each inner-layer MWSR maximization needs
at least O(NK(1/δ2)) times of water-filling for δ-optimality [67], i.e., Rw(P) − R̂w(P) < δ,
where Rw(P) is the corresponding solution of the convex programming. And the total com-
plexity of (3.16) also depends on the number of iterations in the outer-layer, NOL, and is
O(NOLNK(1/δ2)). Here, we will first explore the inherent property of (3.7) and then, based
on this property, a novel low-complexity suboptimal algorithm is proposed to solve prob-
lems like (3.7).




















k∈K αk = 1;αk ∈ R
}
.
Theorem 3.3, which is proved in Appendix B.3, illustrates the structure of the optimal
solution in a split form. From it, Corollary 3.1 is readily obtained.














ρk,nrk,n ≥ Řk,∀ k ∈ K . (3.20b)
Assume αopt = [αoptk ]K×1 corresponds to the optimal EE, η̂
DL
EE, in (3.7) and (3.19). Then,
α
opt
k can be intuitively regarded as the portion of static circuit power incurred individually
by the kth UE when the maximum EE is achieved.2 Based on (3.19) and (3.20), instead of
directly optimizing the EE, we can alternatively maximize the minimum individual EE, i.e.,





, under a certain properly chosen
α ∈ α, and expect a satisfying EE.
This idea enables us to split one joint and complex optimization objective in (3.7) into a
series of relatively isolated and simple objectives in (3.19). It makes subcarrier assignment
easier using heuristic algorithms because, for the kth UE, the maximum of its individu-





, depends only on its own parameters and the subcarriers it
will occupy but not on the power adaptation strategies of other UEs. Here, we propose a
greedy subcarrier assignment approach, named, maximizing-EE-lower-bound-based down-
link subcarrier assignment (MDSA) algorithm, which is motivated by the algorithms in
2αk’s may be negative. This is because αkPc is only the “virtual” static circuit power caused by the kth
UE, which is our intuition/imagination but not necessarily the physical fact. The actual total static circuit
power is always Pc.
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[71, 72] and is sketched in Table 3.2. The key idea of the MDSA algorithm is to iterative-
ly assign the subcarriers aiming at maximizing the minimum individual EE, mink∈K ηDLEE,k,
under the QoS requirement. At the beginning, each UE is only virtually assigned its worst
subcarrier and the individual EE in this situation is individually optimized under the QoS
requirement by the single-UE BPA algorithm and will be used as a benchmark to measure
how urgent a UE needs a real subcarrier, which is depicted from Line 1 to Line 4. Then,
in each iteration, the UE with the minimum individual EE takes its most favorite subcarrier
among all unassigned ones into its exclusively occupied subcarrier set and maximizes its
individual EE under the QoS requirement by the single-UE BPA algorithm. The above iter-
ation process will proceed until all subcarriers have been assigned, which is described from
Line 5 to Line 10. Besides, no total transmit power constraint is imposed in the MDSA
algorithm but it will quite likely be spontaneously satisfied when the subcarrier assignment
is finished. This is because: first, with properly chosen α, the eventually optimized indi-
vidual EEs will tend to be of close values.3 If at a certain stage, one UE requires too much
power to guarantee its QoS, then it is likely with a relatively low individual EE and will
ask for more subcarriers later to lower its transmit power and increase its individual EE.
Second, when the EE gain of the energy-efficient design over the spectral-efficient design
is satisfactory, the actually used transmit power for the energy-efficient design should be
much less than the maximum available transmit power.
With the promising subcarrier assignment obtained by the MDSA algorithm, we can
make further improvement by using the BPA algorithm to find the corresponding EE-
optimal power adaptation strategy. The complexity of the MDSA algorithm for a given
α is roughly O(NOLN) times of water-filling.
We then suggest an effective way to determine the initial α for the MDSA algorithm.
Let ḡk , En(gk,n) be the average CNR of the kth UE and Nk be the number of subcarriers
assigned to the kth UE. We deliberately regard that each UE undergoes flat fading with a
3From the proof of Theorem 3, αopt makes all the individual EEs equal when η̂DLEE is achieved.
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Table 3.2. Maximizing-EE-Lower-Bound-Based Downlink Subcarrier Assignment (MDSA) Algorithm.
Algorithm MDSA
Input: ρ = [ρk,n]K×N ← 0K×N ; Sk ← ∅, ∀ k ∈ K ; α← αini
Output: ρ
1. for each UE k ∈ K
2. Find the subcarrier ňk ← arg minn∈N gk,n and calculate






5. while N , ∅
6. Find the UE ǩ ∈ K such that ǩ ← arg min
k∈K
ηDLEE,k;
7. Find the subcarrier n̂ǩ ∈ N such that n̂ǩ ← arg maxn∈N
gǩ,n;





























≥ Řk,∀ k ∈ K , (3.21b)∑
k∈K
Nk = N, (3.21c)∑
k∈K
Pk ≤ Pmax. (3.21d)
By relaxing Nk’s from positive integers to positive real numbers, similar quasiconcave
relation can be proved and thus problem (3.21) can be precisely solved by the aforemen-
tioned joint inner- and outer-layer optimization framework like (3.16). For such a strictly
concave inner-layer MWSR maximization problem, standard convex programming tech-
nique such as the interior-point method can be applied for solution [76]. Let N̄k and P̄k be












,∀ k ∈ K . (3.22)
The advantage of this kind of estimation is that (3.21) is much easier to solve than (3.7) and
(3.16) because the number of variables is only linear in (two times of) the number of UEs
but does not depend on the number of subcarriers, and αini does not need to update (in the
long run) until any of ḡk’s changes (much). The complexity of obtaining αini is not more
than O(NOLK(1/δ2)) [67, 76].
In Table 3.3, the complexity of the aforementioned optimal, near-optimal, and low-
complexity alternative is listed for comparison.
Table 3.3. Complexity Comparison for Downlink Transmission.
Algorithm Complexity
optimal: brute-force search based on BPA O(NOLKN)
near-optimal: JIOO based on convex programming O( 1
δ2
NOLNK)
suboptimal: MDSA + BPA O( 1
δ2
NOLK + NOLN + NOL)
3.3 Uplink Transmission
In this section, we will discuss the uplink EE optimization.
3.3.1 Optimal Solution
Like the downlink case, the uplink problem (3.9) is, in general, a complicated integer pro-
gramming problem. However, once the subcarrier assignment is fixed, the maximization of
EE for each UE can be regarded as a single-UE case of (3.7) and be readily solved by the
BPA algorithm. By exhaustively searching all feasible subcarrier assignments, the optimal






The total complexity is about O(KNOLKN) = O(NOLKN+1) times of water-filling. Neverthe-
less, this kind of brute-force method is usually too computationally expensive to afford.
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3.3.2 Low-Complexity Suboptimal Solution
The formulation of (3.9) appears very similar to that of (3.19) except that the circuit power
is now naturally consumed by each UE individually (α is not introduced) and the trans-
mit power limit for each UE is now separately imposed. Therefore, joint power alloca-
tion across different users are not needed any more. Hence, problem (3.9) can be simi-
larly solved by the MDSA with some modification. The modified subcarrier assignment
approach, named, maximizing-minimum-EE-based uplink subcarrier assignment (MUSA)
algorithm, is illustrated in Table 3.4. The basic idea of the MUSA algorithm is to iterative-
ly assign the subcarriers aiming at maximizing the minimum individual EE, mink∈K ηULEE,k,
under both the QoS requirement and the transmit power constraint. At first, each UE is
also virtually assigned its worst subcarrier for an estimate of its initial EE. For UEs that
are not yet capable of supporting their QoS requirements, their initial EEs are obtained by
transmitting at their respective maximum transmit power. For UEs that are able to satisfy
their QoS requirements, they maximize their EEs under their respective QoS requirements
and transmit power constraints by the single-UE BPA algorithm and use them as their ini-
tial EEs. Such an initialization process is depicted from Line 1 to Line 8. Then, in each
iteration (till all subcarriers are assigned), only the UE with the minimum EE is assigned
its most favorite subcarrier among all unassigned ones for an expected EE improvement.
To ensure that each UE can eventually meet its QoS requirement, the subcarriers are firstly
assigned among the set of UEs that are not yet able to meet their QoS requirements with
their exclusively occupied subcarriers and affordable transmit power. When all UEs are
capable of guaranteeing their QoS with their occupied subcarriers and affordable transmit
power, the remaining subcarriers (if any exists) are then iteratively assigned among the set
of all UEs. This part is depicted from Line 9 to Line 26. In Table 3.5, the complexity of the
aforementioned optimal and low-complexity suboptimal solutions is listed for comparison.
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Table 3.4. Maximizing-minimum-EE-based Uplink Subcarrier Assignment (MUSA) Algorithm.
Algorithm MUSA
Input: ρ = [ρk,n]K×N ← 0K×N ; Sk ← ∅, ∀ k ∈ K ; F ← K , where F is the set of UEs that are not
yet capable of meeting their QoS requirements with their occupied subcarriers and affordable
transmit power
Output: ρ
1. for each UE k ∈ K






















9. while N , ∅
10. if F , ∅
11. Find the UE ǩ ∈ F such that ǩ ← arg min
k∈F
ηULEE,k;
12. Find the subcarrier n̂ǩ ∈N such that n̂ǩ←arg maxn∈N
gǩ,n;



































18. F ← F \ {ǩ};
19. end
20. else
21. Find the UE ǩ ∈ K such that ǩ ← arg min
k∈K
ηULEE,k;
22. Find the subcarrier n̂ǩ ∈N such that n̂ǩ←arg maxn∈N
gǩ,n;
















Table 3.5. Complexity Comparison for Uplink Transmission.
Algorithm Complexity
optimal: brute-force search based on BPA O(NOLKN+1)
suboptimal: MUSA O(NOLN)
3.4 Numerical Results
In this section, we present simulation results to verify benefit of the energy-efficient design
and performance of the low-complexity algorithms. In our simulation, the frequency spac-
ing between adjacent subcarriers is 15 kHz. The frequency-selective Rayleigh fading of
the kth UE is modeled with the ITU Pedestrian-B model [75] with an average CNR of ḡk.
The total bandwidth, 1.08 MHz, is equally divided into 72 orthogonal subcarriers. For the
downlink transmission, there are four UEs each with the same minimum rate requirement
of 100 kbps. The first two UEs are with the same average CNR while the other two UE are
with the same 10 dB higher average CNR.4 The circuit power is 10 W and the maximum
transmit power is 20 W for the base station. For the uplink transmission, there are four UEs
each with the same average CNR and minimum rate requirement of 50 kbps. The circuit
power is 50 mW and the maximum transmit power is 150 mW for each UE. For simplicity,
we assume that the drain efficiency of power amplifier is 38% [61] for both the downlink
and uplink cases.
Figures 3.1 and 3.2 evaluate the EE of the energy-efficient design that optimizes the
generalized EE and the spectral-efficient design that maximizes the WSR with the same
constraints expect for the objectives in the downlink transmission. From them, the energy-
efficient design significantly improves EE compared to the spectral-efficient design. And
the suboptimal energy-efficient scheme based on the MDSA and the BPA algorithms results
in an EE that is at least 90% of the optimal EE. In Figure 3.2 (showing the case with the
unequal UE weights), we also plot the resultant actual/conventional EE corresponding to
the generalized EE of each scheme and find that the actual EE of the EE-suboptimal scheme
4From the following Figure 3.1 to Figure 3.5, the average CNR in the horizontal axis represents the CNR
of the two low CNR UEs.
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is also close to that of the EE-optimal one.
Figure 3.3 plots the throughput corresponding to the EE in Figures 3.1 and 3.2. From it,
the throughput of the energy-efficient design is, as expected, less than that of the spectral-
efficient design. The EE-suboptimal scheme has a slightly larger throughput than the EE-
optimal one.5 Together with Figures 3.1 and 3.2, we find that the maximum EE and the
maximum throughput (or SE) are not necessarily simultaneously achieved, which indicates
a tradeoff relationship between EE and SE as investigated in [79].
Figures 3.4 and 3.5 compare the average individual rate of the low CNR UEs and high
CNR UEs corresponding to EE in Figures 3.1 and 3.2. From Figure 3.4, in such a case with
equal weights, the rate of low CNR UEs is almost fixed at the minimum rate requirement,
100 kbps, while the rate of high CNR UEs increases with the CNR, which is unfair to the
low CNR UEs. However, by adjusting the UE weights, as shown in Figure 3.5, the rate of
low CNR UEs may also increase with the CNR and even become larger than that of the high
CNR UEs. Hence, by properly choosing the UE weights rather than setting them equal for
the energy-efficient design, certain fairness/priority notions can be introduced while still
reflecting the aspects of the conventional EE.
Figures 3.6 and 3.7 illustrate the EE and throughput of the spectral-efficient design in
[71] and the energy-efficient design based on the suboptimal MUSA algorithm, respective-
ly. From them, the performance difference in EE and minimum individual rate between the
energy-efficient design and the spectral-efficient design increase with the CNR, which also
indicates the tradeoff relation between EE and SE for the uplink transmission.
3.5 Conclusion
In this chapter, we have studied the energy-efficient resource allocation in both downlink
and uplink OFDMA networks. For each scenario, we first find the optimal energy-efficient
5Compared with the EE-optimal approach, the throughput improvement of the EE-suboptimal one is at
the cost of more transmit power.
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Figure 3.1. Comparison of the EE for the downlink transmission schemes with ω1 = ω2 = ω3 = ω4 = 1
and ḡ1 = ḡ2 = 110 ḡ3 =
1
10 ḡ4.




























to the generalized EE
Figure 3.2. Comparison of the EE for the downlink transmission schemes with ω1 = ω2 = 2.5, ω3 =















































Figure 3.3. Comparison of the throughput for the downlink transmission schemes with ḡ1 = ḡ2 = 110 ḡ3 =
1
10 ḡ4.
































Figure 3.4. Comparison of the individual data rate for the downlink transmission schemes with ω1 =

































Figure 3.5. Comparison of the individual data rate for the downlink transmission schemes with ω1 =
ω2 = 2.5, ω3 = ω4 = 1, and ḡ1 = ḡ2 = 110 ḡ3 =
1
10 ḡ4.



























Figure 3.6. Comparison of the EE for the uplink transmission schemes with ḡ1 = ḡ2 = ḡ3 = ḡ4.
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Figure 3.7. Comparison of the minimum individual data rate for the uplink transmission schemes with
ḡ1 = ḡ2 = ḡ3 = ḡ4.
resource allocation approach then develop low-complexity suboptimal algorithm by ex-
ploring the inherent structure of the objective function and the feature of energy-efficient
design. For the downlink case, we also obtain a computationally efficient and numerically
tractable EE upper bound, which tends to be rather tight if the number subcarriers is large
compared with that of UEs and is the foundation of a near-optimal solution relying on the
quasiconcave relation between the modified EE and transmit power. Simulation results
show great EE improvement of the energy-efficient design than that of the spectral-efficient
design and the proposed low-complexity algorithms can achieve a promising tradeoff be-
tween performance and complexity.
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CHAPTER 4
ENERGY-EFFICIENT DESIGN FOR DOWNLINK OFDMA WITH
DELAY-SENSITIVE TRAFFIC
In this chapter, we address optimal energy-efficient resource allocation in a downlink net-
work with the consideration of statistical delay guarantees for delay-sensitive traffic and
also include its spectral-efficient design counterpart for comparison and connection. We
model the problems as maximizing effective capacity-based throughput and EE under sta-
tistical delay constraints. We then solve the problems by tackling tractable upper bounds
on the original problems based on continuous and concave relaxations. The intrinsic qua-
siconcavity of EE on transmit power is proved and exploited for solution, which is further
demonstrated to be relatively tight when the number of subcarriers is larger than that of
users. We also study the fundamental tradeoff relation between EE and delay, the con-
nection between spectral-efficient and energy-efficient designs, and the impact of system
parameters including circuit power and delay exponents.
The rest of this chapter is organized as follows. In Section 4.1, we describe the sys-
tem model and formulate the optimization problem. In Section 4.2, we briefly investigate
optimal power and subcarrier allocation for statistical delay-guaranteed spectral-efficient
design and reveal the SE-delay tradeoff relation. In Section 4.3, we study optimal power
and subcarrier allocation for statistical delay-guaranteed energy-efficient design as well as
analyze EE-delay tradeoff. In section 4.4, we address the relationship between spectral-
efficient and energy-efficient designs and the impact of system parameters. Then, we
present numerical results in Section 4.5 and conclude this chapter in Section 4.6.
4.1 Problem Description
In this section, we introduce a system model of downlink OFDMA networks and formulate
the problem of energy-efficient design with statistical delay provisioning.
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4.1.1 System Model
We consider a single cell downlink OFDMA system consisting of K active users with het-
erogeneous services. The total bandwidth W is equally divided into N subcarriers, each
with a bandwidth of B = W/N. We assume that the channel power gain of each user on
each subcarrier is a stationary, ergodic, and uncorrelated discrete-time process and perfect
channel state information (CSI) is available at the receiver while only the probability dis-
tribution of the channel power gain are known at the transmitter for the sake of reducing
CSI feedback overhead of a bunch of subcarriers. For better tractability and simplicity,
we also adopt the frequent assumption in the literature that the channel power gains of all
subcarriers of the same user are independent and ignores the correlation when developing
our scheme.
Assume that each subcarrier is exclusively assigned to at most one user in each time
frame to avoid interference among different users. Denote instantaneous transmit power
and channel power gain of the kth user on the nth subcarrier as pk,n and gk,n, respective-
ly. Then, the maximum instantaneous service/transmission rate of the kth user on the nth
subcarrier in one frame with duration T is accordingly







where N0 is the single-sided noise spectral density. Although the exact value of gk,n is not
known at the transmitter, rateless codes such as Luby transform (LT) and Raptor codes
enable the transmitter to adapt its rate to the channel realization and achieve rk,n without
requiring CSI at the transmitter [47]. For systems without such codes, service rates are
smaller than rk,n, and the results in this chapter can serve as an upper bound on SE and EE,
respectively.
Then, the aggregate service rate for the kth user is Rk =
∑N
n=1 φk,nrk,n, where φk,n ∈ {1, 0}
indicates whether the nth subcarrier is assigned to the kth user or not. Obviously, a feasible
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subcarrier assignment indicator matrix, φ = [φk,n]K×N , should satisfy
φ ∈ Φ ,
{






Denote θk > 0 to be the statistical delay exponent of the kth user. The delay exponent
θk characterizes the steady-state delay violation probability of the kth user by
Pr(Dk ≥ Dmaxk ) ≈ e
−θkckDmaxk , (4.3)
where Dk represents the delay and is a random variable, Dmaxk is the delay bound, and ck is
a constant determined by the arrival and service processes [80].1 Furthermore, in the case
with a constant arrival rate, the steady-state delay violation probability satisfies [81]




where ak is the arrival rate and c̄k is a certain positive constant. Clearly, a larger θ implies
a more stringent delay guarantee and vice versa. Then, as discussed in Appendix A, the
effective capacity, which is the maximum constant arrival rate that the service can support









where E(·) is the expectation operator. Let γk,n ,
gk,n
N0B
be the channel gain-to-noise ratio
(CNR) of the kth user on the nth subcarrier and fk,n(γ) be the probability density distribution
of γk,n. We assume that fk,n(γ) is continuously differentiable in γ, which is true for almost all
practical situations. Therefore, the expectation in (4.5) with respect to the random variables












1From [80], ck equals the rate where the effective bandwidth function, EB(θ), and effective capacity func-
tion, EC(θ), intersect each other, i.e., ck = EB(θ∗) = EC(θ∗).
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In practical networks, the total transmit power, P, of a base station is both nonnegative
and bounded. Thus, any possible power allocation matrix, P = [pk,n]K×N , should be subject
to
P ∈ P ,






where Pmax represents the maximum total transmit power at the transmitter.
Besides transmit power, circuit energy consumption is also included, which is incurred
by active circuit blocks, such as analog-to-digital converter, digital-to-analog converter,
synthesizer, and mixer [24]. The overall power consumption at the base station is given by
[24, 3]2
Ptot = ρP + Pc = ρ
K∑
k=1
Pk + Pc, (4.8)
where 1/ρ is the drain efficiency of power amplifier, Pk =
∑N
n=1 pk,n is the transmit power
for the kth user, and Pc represents the circuit power consumption.
4.1.2 Problem Formulation
For the downlink OFDMA network, the overall effective capacity for a given delay expo-
nent vector θ , [θk]K×1 is E
(θ)




C(θk). Then, the spectral-efficient design can
be established as maximizing the overall effective capacity under the individual statistical
delay constraints
Ê(θ)C , maxφ∈Φ,P∈P







lnE(e−θkφk,nrk,n) ≥ Ak, ∀k, (4.9b)
where Ak is service arrival rate for the kth user. Compared to the conventional spectral-
efficient design that normally maximizes the overall throughput/transmission rate [?, 69, 82,
2From [5], circuit power may change the shape of the EE-versus-rate curve. Thus, it should be modeled
and taken into account when optimizing EE.
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?], this one considers the delay requirement specified by θ and maximizes the throughput
subject to delay requirement.
On the other hand, throughout this chapter the EE for the downlink OFDMA network













T (ρP + Pc)
(bits/Joule) . (4.10)
Compared to the conventional definition of EE as the ratio of the overall throughput/transmission
rate to the totally consumed energy [5, 83, 3], this definition considers the delay require-
ment specified by θ and serves as a delay-guaranteed EE metric. Then, the energy-efficient
design can be formulated into maximizing the EE under the statistical delay guarantees as
follows
η̂(θ)EE , maxφ∈Φ,P∈P







lnE(e−θkφk,nrk,n) ≥ Ak, ∀k. (4.11b)
Problems in (4.9) and (4.11) can be simplified if the channel power gain of different
subcarriers belonging to one user are also identically distributed random processes, which
is true in many practical applications. In this case, gk,n’s for the same user are independent
and identically distributed (i.i.d) and we can simply use fk(γ) to uniformly denote fk,n(γ),
n = 1, 2, · · · ,N. Then, equal power allocation among the occupied subcarriers should be
applied for each user for both the spectral-efficient and energy-efficient designs.3 Let Nk be
the number of occupied subcarriers of the kth user. The power on each occupied subcarrier
of the kth user is Pk/Nk. Then problem (4.9) can be simplified by substituting (4.5) into it
3For any concave function f (x) and variables x1 and x2 such that x1 + x2 = y, we have f (x1) + f (x2) ≤
2 f ( x1+x22 ) = 2 f (y/2), where equality holds if x1 = x2 = y/2. And − lnE(e
−θkφk,nrk,n ) is just a concave function


























≥ Ak, ∀k, (4.12b)
K∑
k=1
Nk = N, Nk ≥ 0, Nk ∈ Z, (4.12c)
K∑
k=1
Pk ≤ Pmax, Pk ≥ 0. (4.12d)




























≥ Ak, ∀k, (4.13b)
K∑
k=1
Nk = N, Nk ≥ 0, Nk ∈ Z, (4.13c)
K∑
k=1
Pk ≤ Pmax, Pk ≥ 0. (4.13d)
The channel gain for the kth user, γk, is subject to the distribution of fk(γ). From (4.9) to
(4.12) and (4.11) to (4.13), the number of optimization variables are reduced from 2NK to
2K.
Mathematically, the problems in (4.9), (4.12), (4.11), and (4.13) may be infeasible if
any of the service arrival rate is positive. In the infeasible cases, the limited transmit power
and subcarrier resources are just not sufficient to support all users’ delay requirement si-
multaneously. For simplicity and with practical consideration, we just assume that these
problems are always feasible throughout this chapter as a result of other procedures, e.g.,
admission control.
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4.2 Delay-Guaranteed Spectral-Efficient Design
In this section, we first introduce a method for achieving the optimal power and subcarrier
allocation for delay-guaranteed spectral-efficient design in (4.9) and (4.12), which will be
helpful to the energy-efficient design. Then, we analyze the SE-delay tradeoff relation.
4.2.1 Optimal Power and Subcarrier Allocation
To achieve spectral-efficient design, we need to solve problem (4.9) to find the optimal
power and subcarrier allocation, which is a combinatorial integer programming problem
and is in general NP-hard. To make it more tractable, continuous relaxation of φk,n and
concave relaxation of E(θ)C (φ, P) to be jointly concave in φ and P are helpful. Motivated by
relaxations in literature such as [70, 71], we similarly modify (4.2), (4.1), and E(θ)C (φ, P)
into
φ̃ ∈ Φ̃ ,






































lnE(e−θkφ̃k,n r̃k,n) ≥ Ak, ∀k. (4.17b)
It is obvious that the following problem (4.17) yields an upper bound on the maximum
overall effective capacity of (4.9), i.e., ̂̃E(θ)C ≥ Ê(θ)C .
From the following Lemma 4.1 that is proved in Appendix C.2, problem (4.17) is in
the standard form of a convex programming that can be solved by techniques such as the
interior-point method [76].
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, in (4.16) is jointly concave in φ̃k,n’s
and pk,n’s.
The optimal φ̃optk,n ’s to obtain
̂̃E(θ)C are not ensured to be integers. To get a feasible solution
to problem (4.9), we need to round the possibly fractional φ̃optk,n ’s to 0 or 1. Such manipula-
tions may not result in the optimal solution to (4.9). Luckily, this is rarely a problem if the
number of subcarriers is large compared with the number of users because the optimal sub-
carrier allocation indicators, φ̃optk,n ’s, almost tend to be either 0 or 1 when K  N [70, 71].
In such a case, ̂̃E(θ)C is quite close to Ê(θ)C .
Similarly, by relaxing Nk’s from integers to fractional numbers, problem (4.12) turns
out to be a convex programming and can be preciously solved by techniques such as the
interior-point method.
4.2.2 SE and Delay Tradeoff Relation
Since EkC(θk) is a strictly decreasing function of θk [84, 46], the following SE-delay tradeoff
relation can be easily proved.
Property 4.1 The maximum overall effective capacity, Ê(θ)C , in (4.9) (and (4.12)) is a strictly
and monotonically decreasing function of all delay exponents, θk’s.
From Property 4.1, we cannot simultaneously improve SE as well as reduce delay, which
agrees with our intuition. If one increases, the other will decrease, and vice versa. And the
SE can be maximized when no delay guarantee is required.
4.3 Delay-Guaranteed Energy-Efficient Design
In this section, we first present the fundamental framework for achieving the optimal power
and subcarrier allocation for delay-guaranteed energy-efficient design in (4.11) and (4.13).
Then, we analyze the EE-delay tradeoff relation, the relationship between the energy-
efficient and spectral-efficient designs, and the impact of system parameters.
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4.3.1 Framework for Optimal Power and Subcarrier Allocation
To achieve energy-efficient design, we need to solve problem (4.11) to find the optimal
power and subcarrier allocation, which is a fractional programming problem and is in
general NP-hard. To make it more tractable, we utilize the same modifications as in the










T (ρP + Pc)
. (4.18)














lnE(e−θkφ̃k,n r̃k,n) ≥ Ak, ∀k. (4.19b)
Obviously, due to the relaxation of φk,n to φ̃k,n and the modification of rk,n into r̃k,n, problem
(4.19) results in an upper bound on the EE of (4.13), i.e, ̂̃η(θ)EE ≥ η̂(θ)EE. For preparation of
solving (4.19), we first define ̂̃E(θ)C (P), ̂̃E(θ)C (P), and Ê(θ)C (P) as follows







under constraint (4.19b). And











n=1 pk,n ≤ P. And
Ê(θ)C (P) , maxφ∈Φ,pk,n≥0
E(θ)C (φ, P) , (4.22)




n=1 pk,n ≤ P. Then, we have the following lemma,
which is proved in Appendix C.3.
Lemma 4.2 The maximum modified effective capacity, ̂̃E(θ)C (P), for a given transmit power
matrix, P, is strictly concave in P. Furthermore, the maximum modified effective capacity,̂̃E(θ)C (P), for a given total transmit power, P, is strictly concave in P.
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Based on Lemma 4.2, we have the following theorem, which reveals the intrinsic property
of (4.19) and is the foundation of the proposed optimal solution framework. It is proved in
Appendix .
Theorem 4.1 The upper bound on the maximum EE, η̂(θ)EE(P) , Ê
(θ)
C (P)/ (T (ρP + Pc)), for
a given total transmit power, P, namely,
̂̃η(θ)EE(P) , ̂̃E(θ)C (P)T (ρP + Pc) , (4.23)
has the following properties
(i) ̂̃η(θ)EE(P) is continuously differentiable and quasiconcave in P,






> 0 if ̂̃η(θ)EE(P) < 1ρT d̂̃E(θ)C (P)dP
= 0 if ̂̃η(θ)EE(P) = 1ρT d̂̃E(θ)C (P)dP
< 0 if ̂̃η(θ)EE(P) > 1ρT d̂̃E(θ)C (P)dP
,




































where φ̃∗k,n’s and p
∗
k,n’s are the optimal power and subcarrier allocation of (4.23), respec-
tively.
Theorem 4.1 demonstrates the quasiconcavity of ̂̃η(θ)EE(P), which is an upper bound on
the EE η̂(θ)EE(P), in the transmit power, P, and implies the existence and the uniqueness of the
global maximum, i.e., ̂̃η(θ)EE, for (4.19). More importantly, as a result of the quasiconcavity,
problem (4.19) can be decomposed into two layers and solved iteratively by the joint inner-
and outer-layer optimization (JIOO) algorithm similar to [85] as follows:
(i) Inner layer: For a given transmit power, P ≤ Pmax, find the maximum EE, ̂̃η(θ)EE(P),





(ii) Outer layer: Search for the transmit power, Popt, that results in the maximum, ̂̃η(θ)EE, by
derivative-aided bisection power search.
The derivative-aided bisection search in the outer-layer is clear and easy according to
(iii) in Theorem 4.1 once the inner-layer problem is solved. The key lies in the inner-layer
algorithm that finds ̂̃η(θ)EE(P) and (the sign of) d̂η̃(θ)EE(P)dP . For a given total transmit power, the
inner-layer problem is equivalent to maximizing the modified effective capacity in (4.21).
As proved in Lemma 4.2, it is in a form of a convex programming problem and thus can
be successfully solved by techniques such as the interior-point method. When the optimal
subcarrier assignment matrix, φ̃∗, and power allocation matrix, P∗, for (4.21) are obtained,
the sign of the first derivative, d̂η̃
(θ)
EE(P)
dP , can be readily determined from (iii) in Theorem 4.1.
Hence, problem (4.19) can be accordingly solved by the aforementioned JIOO algorithm,
which is summarized in Table 4.1.
Like the spectral-efficient design case, the optimal φ̃optk,n ’s to obtain ̂̃η(θ)EE are not neces-
sarily integers. For a feasible solution to the original downlink EE maximization problem
(4.11), we have to round the possibly fractional φ̃optk,n ’s to 0 or 1. Such manipulations may
not lead to the optimal solution to (4.11). Luckily, due to the good tightness of ̂̃E(θ)C (P) on
Ê(θ)C (P) [70, 71], this is rarely a problem if the number of subcarriers is large compared with
the number of users (because the optimal subcarrier allocation indicators, φ̃optk,n ’s, almost
tend to be either 0 or 1) and in such a case ̂̃η(θ)EE is quite close to η̂(θ)EE.
Similarly, we can prove that problem (4.13) also fit the JIOO algorithm and can be well
solved if we relax Nk to fractional numbers Ñk. It is easy to derive the new expression for
































where Ñ∗k is the optimal solution to obtain the corresponding
̂̃E(θ)C (P).
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Table 4.1. JIOO Algorithm.
Algorithm JIOO
1. Solve problem (4.21) or (4.23) with P = Pmax to get the corresponding subcarrier and power






3. then return φ̃∗max and P∗max. (∗ maximum EE is achieved ∗)




max, and P(1) ← P∗max.





n=1 pk,n under constraint (4.19b), to get Pmin and the corresponding ma-




dP ≤ 0 (from (iii) in Theorem 4.1)
7. then return φ̃∗min and P∗min. (∗ maximum EE is achieved ∗)




min, and P(2) ← P∗min.
9. while no convergence
10. do P←P
(1)+P(2)
2 ; solve problem (4.21) or (4.23) to get the corresponding φ̃





12. then P(1) ← P, φ̃(1) ← φ̃∗, and P(1) ← P∗.
13. else P(2) ← P, φ̃(2) ← φ̃∗, and P(2) ← P∗.
14. return φ̃∗ and P∗.
4.3.2 EE and Delay Tradeoff Relation
As discussed in Appendix C.5, the EE-delay tradeoff can be stated in the following proper-
ty.
Property 4.2 The maximum EE, η̂(θ)EE, in (4.11) (and (4.13)) is a strictly and monotonically
decreasing function of all delay exponents, θk’s.
From Property 4.2, we cannot simultaneously improve EE as well as reduce delay, which
agrees with our intuition. If one increases, the other will decrease, and vice versa. And the
EE can be maximized when no delay guarantee is required.
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4.4 Relationship between Spectral-Efficient and Energy-Efficient De-
signs
From the analysis in Sections III and IV, the spectral-efficient design always transmits at
the maximum transmit power regardless of the channel condition while the energy-efficient
design adapts its total transmit power level according to the channel condition. And the
solution of the spectral-efficient design can be viewed as a special case of the JIOO al-
gorithm for the energy-efficient design, which only does the inner-layer optimization once
with P = Pmax and does not implements the outer-layer power search. Thus, the complexity
of the energy-efficient design is basically that of the spectral-efficient design multiplying
the number of outer-layer searches.
From the perspective of system performance in EE and overall effective capacity, spectral-
efficient and energy-efficient designs have the following relationship:
• Overall effective capacity is a concave function of total transmit power and thus spec-
tral efficient design always transmits at the maximum transmit power; EE is a qua-
siconcave function of total transmit power and thus energy-efficient design generally
transmits at some power between the minimum power to ensure delay requirement
and the maximum transmit power (not necessarily at the maximum power or at the
minimum power).
• Spectral-efficient design can be viewed as a special case of energy-efficient design,
where circuit power tends to be infinite or relatively large compared with the maxi-
mum transmit power. In such a case, the transmit power is negligible compared with
the circuit power; thus maximizing SE is just equivalent to maximizing EE.
• A larger delay exponent will lead to a higher operating point of total transmit pow-
er (to ensure more stringent delay requirement) for energy-efficient design. Thus,
energy-efficient design tends to be close to spectral-efficient design in EE and effec-
tive capacity with a large delay exponent.
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• A larger circuit power will result in a higher operating point of total transmit pow-
er for energy-efficient design. Thus, energy-efficient design tends to be close to
spectral-efficient design in EE and effective capacity with a high circuit power. Math-
ematically, this statement is summarized in Property 3 and proved in Appendix C.6.
Property 4.3 The total transmit power, Popt, for achieving the maximum EE, ̂̃η(θ)EE, in (4.19)
is a nondecreasing function of the circuit power, Pc.
4.5 Numerical Results
In this section, we present numerical results to verify the benefit of the energy-efficient
design and compare it with the spectral-efficient design. In the system configuration, the
frequency spacing between adjacent subcarriers is 15 kHz. The frequency-selective fading
is assumed to be with Rayleigh distribution and the subcarriers of the same user are as-
sumed to be subject to i.i.d. frequency-selective fading. The total bandwidth, 0.6 MHz, is
equally divided into 40 non-overlapping subcarriers and the frame duration is 1 ms. There
are four users each with the same average CNR, delay exponent, and minimum effective
capacity requirement of 50 kbps. The circuit power is 5 W and the maximum transmit
power is 20 W for the base station. The drain efficiency of power amplifier is assumed to
be 30%.
Figure 4.1 plots the maximum EE with respective to the total transmit power for both
the aforementioned independent channel and another two types of correlated channel. From
it, the EE is indeed a quasiconcave function of transmit power. It can be seen that the max-
imum EE is not necessarily achieved at the maximum total transmit power. On the other
hand, the solution by rounding off the possible fractional number of subcarriers obtained
from the solution based on the continuous and concave relaxations fits well with the upper
bound. This demonstrates that the continuous and concave relaxations do result in a quite
tight upper bound and can be used for optimal solution. For the correlated channel cases,
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we plot the curves for the ITU Pedestrian-B channel (correlated channel) [75] and anoth-
er extreme case, i.e., identical Rayleigh channel (flat-fading channel). It can be inferred
that correlation of channel does not change the quasiconcave relationship between EE and
transmit power but degrades the EE.
Figures 4.2 and 4.3 evaluate the EE and overall effective capacity of the energy-efficient
and spectral-efficient designs with different delay exponents but with a fixed CNR. From
them, the energy-efficient design significantly improves EE compared to the spectral-efficient
design at the cost of some effective capacity degradation. From the figures, when the de-
lay exponent is relatively small, the EE and the overall effective capacity almost remains
unchanged with the delay exponent. This is because when the delay exponent is small, the
delay requirement is loose and the overall effective capacity is close to Shannon capacity,
which depends on the wireless channel but is independent of the arrival process. However,
when the delay exponent becomes large, the EE and overall effective capacity both decrease
much. And when the delay exponent is relatively large, the overall effective capacity of the
energy-efficient design merely satisfies the minimum effective capacity requirement and
remains unchanged, which can be explained by Property (ii) in Theorem 4.1 and indicates
that EE decreases with the transmit power from the beginning.
Figures 4.4 and 4.5 compare the EE and the overall effective capacity of the energy-
efficient design and the spectral-efficient design with different CNRs. We can also conclude
that the energy-efficient design greatly outperforms the spectral-efficient design in EE and
the large delay exponents reduce the EE and the overall effective capacity.
4.6 Conclusion
In this chapter, we have studied the statistical delay driven energy-efficient design in down-
link OFDMA networks for delay-sensitive traffic and compared it with the spectral-efficient
design. We formulate SE and EE optimization problems with the statistical delay provi-
sioning based on the concept of the effective capacity. To solve the established problems,
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Figure 4.3. Overall effective capacity versus the delay exponent with γk = 15 dB.







































Figure 4.4. EE versus the the average CNR.
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Figure 4.5. Overall effective capacity versus the average CNR.
we resort to continuous and concave relaxations that yield an upper bound on the origi-
nal problems. Then, we prove and exploit the intrinsic quasiconcavity of EE on transmit
power, which implicates the existence of a unique global maximum of EE. We demonstrate
that the resultant upper bound is quite tight when the number of subcarriers is larger than
that of the users. We also analyze the EE-delay tradeoff, the relationship between spectral-
efficient and energy-efficient designs, and the impact of system parameters, such as circuit
power and delay exponents. Numerical results show that the proposed energy-efficient de-




ENERGY-EFFICIENT SPECTRUM ACCESS IN COGNITIVE
RADIOS
In this chapter, we address spectrum access strategies for multiple SUs in OFDM-based
CR, aiming at optimizing the worst EE and the average EE, respectively. As most of single-
transmitter EE problems for cellular networks, they are nonconvex integer combinatorial
fractional optimization issues. However, as a result of different mathematical structure, the
optimization procedures for single-transmitter cellular networks cannot be directly used in
CR networks. For better mathematical tractability, we utilize continuous and convex relax-
ation to modify the problems. For the relaxed worst-EE-based spectrum access problem,
we first prove the joint quasiconcavity of EE on subchannel and power allocation matrices,
which guarantees the global optimization of the established problem, and then develop a
framework to find the optimal solution based on efficient root finding and convex optimiza-
tion. We also develop a low-complexity alternative for suboptimal solution. The relaxed
average-EE-based spectrum access problem is still NP-hard because of the sum-of-ratios
structure and may have many local optima. We first convert it into an equivalent form and
introduce a general concave envelope based branch-and-bound (B&B) approach to find the
global optimal solution. We also exploit the underlying properties of the energy-efficient
transmission to speed up the convergence of the B&B approach. In addition, we develop a
low-complexity heuristic approach for a suboptimal solution.
The rest of the chapter is organized as follows. In Section 5.1, we describe the net-
work model, introduce the definition of EE, and formulate two EE optimization problems
and their modifications. In Sections 5.2 and 5.3, the near-optimal and low-complexity sub-
optimal solutions are investigated for the two problems, respectively. Then, we present
numerical results in Section 5.4. Finally, we conclude this chapter in Section 5.5.
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5.1 Problem Description
In this section, we first introduce the network model and the definition of EE. Then we
formulate the problems of energy-efficient spectrum access and modify them for better
mathematical tractability.
5.1.1 Network Description
We consider an OFDM-based CR network, underlaying another OFDM-based primary net-
work. The K SUs in the CR network have their respective intended receivers or share a
common receiver. Denote the index set of all SUs as K = {1, 2, · · · ,K}. The total licensed
bandwidth is equally divided into non-overlapping subchannels, each with a bandwidth of
W. To protect the PU, the CR network accesses a licensed subchannel for opportunistic
transmission only when it is not currently used by the primary network. To decide the
presence of the primary signal or the availability for opportunistic secondary access on a
subchannel, spectrum sensing [11, 12, 13, 14] needs to be performed by the CR network.
Denote the index set of all subchannels available for secondary access asN , {1, 2, · · · ,N}.
Each available subchannel is exclusively assigned to at most one SU at a time to avoid
interference among different SUs. Each SU can simultaneously transmit on multiple sub-
channels. Let θn,k ∈ {1, 0} be the subchannel allocation indicator and notifies whether
subchannel n ∈ N is assigned to SU by 1 or not by 0. Clearly, a feasible subchannel
assignment indictor matrix, Θ , (θn,k)N,Kn,k=1, should satisfy





θn,k ≤ 1,∀ n∈N ;








Sk ⊆ N and Sk
⋂
Sk′ = ∅,∀ k , k′,
where Sk is the set of subchannels assigned to SU k.
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Denote the transmit power of SU k on subchannel n as pn,k. For each subchannel n ∈ N ,
at most one SU k ∈ K may have a positive transmit power, pn,k > 0, on it while pn,k′ = 0








which cannot exceed the maximum overall transmit power allowed for each SU, pmax.
If there is mis-detection, that is, the PU is using a subchannel while spectrum sensing
ignores the primary signal, CR transmission in this case will interfere with the primary
signal on that subchannel. To protect the primary transmission in this case, we impose a
per subchannel based average interference power constraint for the CR network as follows:∑
k∈K
pn,kḡk ≤ Īth, ∀ n ∈ N , (5.2)
where ḡk is the average channel power gain from SU k to the primary receiver, Īth is the
average maximum tolerable interference level at the active primary receiver on each sub-
channel. From (5.1), at most one term in the summation of (5.2) will be of a positive value.
Hence, Eq. (5.2) basically limits the maximum power that a SU is allowed to transmit on










∣∣∣∣ [p1,k, · · · , pN,k]T ∈Pk,∀k∈K ;∑
k∈K





∣∣∣∣ 0≤ pn,k≤δk,∀n∈N ; pk≤ pmax}.
The average data rate of SU k on subchannel n ∈ N is accordingly





1The constraint (5.2) in P is redundant here and for problems (5.6) and (5.7), but will be necessary for the
relaxed problems (5.11) and (5.12).
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where 1 − q is the posteriori probability of mis-detection. γn,k ,
gn,k
σ2
and gn,k > 0 are
the received channel-gain-to-noise ratio (CNR) and the channel power gain of SU k on
subchannel n, respectively. σ2 is the noise power on each subchannel at the secondary
receiver side. Perfect channel state information of each SU, (γn,k)
N
n=1, is assumed to be
accurately known to the CR network throughout this chapter. Consequently, the average








5.1.2 EE Metrics and Problem Formulation












where pc and 1/ρ are the circuit power and amplifier efficiency of the SU transmitter, re-
spectively. θk , [θ1,k, θ2,k, · · · , θN,k]
T and pk , [p1,k, p2,k · · · , pN,k]
T .
In some application scenarios, we may prefer certain level of absolute fairness with
respect to EE among different SUs and thus guarantee the performance of the worst SU.




where wk is a predetermined positive weight for SU k. The basic idea of the worst-EE-
based spectrum access is to maximize E under the subchannel allocation constraint in (5.1)
and the per subchannel interference and peak transmit power constraint in (5.3). Then, we
have the following worst-EE optimization problem:
(Θo,Po) , arg max
Θ∈Θ,P∈P
E(Θ,P), (5.6)
where Θo, Po, and Eo represent the optimal subchannel and power matrices and the optimal
worst EE, respectively.
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While maximizing the worst EE, E, can provide somewhat absolute fairness with re-
gard to EE among different SUs, the average EE of the CR network is sometimes more





which naturally characterizes the overall EE level of all SUs. This definition is based on the
summation of the weighted EE of all SUs rather than the ratio of the overall weighted rate
of all SUs to the overall power of all SUs because the powers of different SUs in CR cannot
be shared and neither can their rate and EE. Similar to (5.6), we can perform resource
allocation to maximize the average EE as follows:
(Θo,Po) , arg max
Θ∈Θ,P∈P
E(Θ,P), (5.7)
where Θo, Po, and Eo denote the optimal subchannel and power matrices and the optimal
average EE, respectively.
5.1.3 Modifications for Better Mathematical Tractability
The worst-EE and the average-EE problems are both nonconvex integer combinatorial and
NP-hard. Therefore, we first introduce the continuous and concave modification to pro-
vide better mathematical tractability and aid developing low-complexity but near-optimal
approaches. The subchannel allocation indicator, θn,k is binary variable. As in [69, 70], we
relax (θn,k)N,Kn,k=1 ∈ Θ into continuous ones, (ϕn,k)
N,K
n,k=1 ∈ Φ, as
Φ ∈ Φ ,
(ϕn,k)N,Kn,k=1
∣∣∣∣∣∣∣∑k∈K ϕn,k ≤ 1,∀ n ∈ N ;ϕn,k ∈ [0, 1],∀ k∈K , n ∈ N
 . (5.8)
The data rate in (5.4) can be modified accordingly as







The fractional ϕn,k in (5.9) can be interpreted as frequency-domain sharing of a subchannel
[70].
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where ϕk , [ϕ1,k, ϕ2,k, · · · , ϕN,k]
T ∈ Φk and Φk ,
{
(ϕn,k)Nn=1
∣∣∣∣ ϕn,k ∈ [0, 1],∀ n ∈ N}. Then,







Similar to (5.6), based on the modified EE, the relaxed worst-EE-guaranteed problem
is
(Φo, P̃o) , arg max
Φ∈Φ,P∈P
ξ(Φ,P), (5.11)
where Φo, P̃o, and ξo are the optimal subchannel and power allocation matrices and the
resultant optimal worst modified EE, respectively. Similarly, the relaxed average-EE opti-
mization problem is
(Φo, P̃o) , arg max
Φ∈Φ,P∈P
ξ(Φ,P), (5.12)
where Φo, P̃o, and ξo are the optimal subchannel and power allocation matrices and the
resultant optimal average modified EE, respectively.
Apparently, the relaxed problems will always result in an upper bound on the respective
original problems, i.e., ξ
o
≥ Eo and ξo ≥ Eo.
5.2 Worst-EE-Guaranteed Spectrum Access
In this section, we investigate the worst-EE-guaranteed spectrum access in (5.6) and (5.11).
We first provide a near-optimal solution and then develop a low-complexity approach for a
suboptimal solution.
5.2.1 Near-Optimal Solution
Theorem 5.1 The worst modified EE, ξ(Φ,P), under constraints (5.3) and (5.8), is jointly




Theorem 5.1, proved in Appendix D.1, demonstrates the existence of the global optimal
of the relaxed worst-EE problem in (5.11). Moreover, it indicates that a local maximum is
also globally optimal. The next theorem, proved in Appendix D.2, facilitates the optimal
solution of (5.11).
















and η ≥ 0, then
J(η) , min
k∈K
Jk(η) under constraints (5.3) and (5.8), satisfies
Ĵ(η) , max
Φ∈Φ,P∈P
J(η) = 0 iff η = ξ
o
.
Moreover, Ĵ(η) strictly decreases with η and J(η) is jointly concave in Φ and P.
From Theorem 5.2, if Ĵ(η) > 0, then η < ξ
o




can be easily obtained by various root-finding methods to get the root of Ĵ(η) = 0 as long
as the value of Ĵ(η) is accessible for any η ≥ 0. Since J(η) is jointly concave in Φ and
P, Ĵ(η) can be optimally obtained via convex optimization techniques, such as the interior
point method [76]. The procedure of solving the original worst-EE problem in (5.6) near
optimally based on solving the relaxed worst-EE problem in (5.11) is summarized in Table
5.1.
5.2.2 Low-Complexity Suboptimal Solution
The complexity to optimally solve Ĵ(η) is prohibitively high in practice. To shed some light
on the design of low-complexity approaches, we first study the case with a given channel
assignment by introducing the next theorem, which can similarly proved as Theorem 5.1.
Theorem 5.3 For any given subchannel allocation matrix, Θv , [θv1, θ
v






k (pk) , Ek(θ
v
k ,pk), is strictly quasiconcave in pk ∈ Pk and therefore
has a unique global maximum, E(θ
v
k )
k,o , maxpk∈Pk E
(θvk )




k (pk), is quasiconcave in P ∈ P and pk ∈ Pk and has a global maximum.
Moreover, the maximum of the worst EE equals the minimum of the maximum weighted
EE, i.e, E(Θv)o ,maxP∈P E




Table 5.1. Near-Optimal Solution for the Worst-EE-Based Spectrum Access.
1. For the chosen η ≥ 0, solve Ĵ(η) by convex optimization algorithms and get the correspond-























3. Repeat Steps 1-2 till convergence is reached. After converging, Φ∗(ξ
o




are obtained, which lead to an upper bound on Eo.
4. Round off the subchannel allocation matrix, Φ∗(ξ
o
), to a feasible subchannel allocation matrix
Θ∗(ξ
o
) , [θ∗1(ξo), θ
∗
2(ξo), · · · , θ
∗
K(ξo)] ∈ Θ.
5. For each SU k ∈ K , recalculate and update its transmit power vector with the obtained sub-
channel vector, θ∗k(ξo), to reach its maximize individual EE under constraint (5.3), i.e., E
(θ∗k (ξo))
k .




), as the feasible
near-optimal solution.
According to Theorem 5.3, the key of obtaining the maximum of the worst EE, E(Θv)o
lies in getting the maximum EE, E(θ
v
k )




k,o , where S
v
k is the
designated subchannel set for SU k containing the subchannels with θvk,n = 1 in θ
v
k . To get
E
(Svk )
k,o , we resort to the next theorem that can be similarly proved as Theorem 5.2.










under constraint (5.3), satisfies
Ĵ
(Svk )
k (ηk) , maxpk∈Pk
J
(Svk )





k (ηk) strictly decreases with ηk and J
(Svk )
k (ηk) is strictly concave in pk and pk.
From Theorem 5.4, if Ĵ
(Svk )
k (ηk) > 0, then ηk < wkE
(Svk )
k,o ; if Ĵ
(Svk )





k,o can be easily obtained by various root-finding methods, such as Newton’s
method, to get the root of Ĵ
(Svk )
k (ηk) = 0 as long as the value of Ĵ
(Svk )
k (ηk) is accessible for any
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ηk ≥ 0. Since J
(Svk )
k (ηk) is a concave function in pk, Ĵ
(Svk )
k (ηk) is easy to obtain by adjusting
the sum power pk ≤ min(pmax,
∑
n∈Svk
δk) , χk. The procedure for determining the power
level is as follows.
For a given power, pk ≤ χk, we have the optimal power allocation and the corresponding







under constraint (5.3) as follows:
℘n,k = min








(℘n,k + 1/γn,k) ln 2
− ηkρ, (5.14)
where λk ≥ 0 is the parameter (Lagrange multiplier) making
∑
n∈Svk
℘n,k = pk. Based on
(5.13) and (5.14), we can branch the problem of getting Ĵ
(Svk )
k (ηk) into two cases and solve













≥ χk, the optimal sum transmit power is the max-
imum transmit power, i.e., pk = χk. And the optimal transmit power on each sub-
















< χk, the optimal sum transmit power is strictly less
than the maximum transmit power, i.e., 0 ≤ pk < χk. And the optimal transmit power





]+). In particular, if wkqWγn,k ≤
ηkρ ln 2, ∀ n ∈ Svk , the optimal transmit power on each subchannel is pn,k = 0 and the
sum transmit power is pk = 0.
From the above analysis, it takes at most one water-filling to obtain Ĵ
(Svk )
k (ηk).
To facilitate the practical application of the worst-EE optimization in problems (5.6)
and (5.11), we then propose a low-complexity suboptimal approach for getting Ĵ(η) and
2The derivatives of J(S
v
k )
k (ηk) with respect to pk,n at pk,n = 0 and pk,n = δk are defined by the right-hand
derivative and left-hand derivative, respectively.
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Table 5.2. Low-Complexity Suboptimal Solution for the Worst-EE-based Spectrum Access.
1. For the chosen η ≥ 0, set the subchannel set for each SU as an empty set, i.e., Sk ← ∅,∀k ∈ K .
Set the unassigned subchannel set as the set of all available subchannels, i.e., Nus ← N . For
each SU k ∈ K , estimate the value of its Jk(η) using Ĵ
(Svtk )
k (η), i.e., Jk(η) ← Ĵ
(Svtk )
k (η), where






2. For the SU with the minimum Jk, i.e., SU k∗←argmink∈KJk, assign it its best subchannel among
all unassigned subchannels, i.e., Sk∗ ← Sk∗ ∪ {n∗}, where n∗ ← arg maxn∈Nus γn,k∗ . For SU k
∗,
recalculate its Ĵ(Sk∗ )k∗ (η) and updateJk∗ with it, i.e.,Jk∗ ← Ĵ
(Sk∗ )
k∗ (η). Remove subchannel n
∗ from
the unassigned subchannel set, i.e. Nus ← Nus \ {n∗}.
3. Repeat Step 2 till all the subchannels are assigned, i.e., Nus = ∅.













5. Repeat Steps 1-4 till convergence or the stopping criterion is satisfied.
6. For each SU k ∈ K , recalculate and update its transmit power vector with the obtained sub-
channel set, Sk, to reach its maximize EE under constraint (5.3), i.e., E
(Sk)
k,o . Output the resultant
subchannel sets and power allocation matrix, {Sk} and P, as the suboptimal solution.
its root. The basic idea of the proposed low-complexity algorithm is, for a given η, to
iteratively assign the subchannels among the SUs to update {Sk}, aiming at improving the
minimum entry of {Jk(η) , Ĵ
(Sk)
k (η) | k ∈ K}, till all the subchannels are assigned. Then
approximate the value of Ĵ(η) with the resultant maximum entry of {mink∈K Jk(η)} and
adjust η accordingly. Repeat the above procedure till the stopping criterion is satisfied. Note
that the this heuristic approach cannot ensure the convergence of η to any point including
ξ
o
. A stopping criterion, such as stopping when η(t+1) ≤ η(t), is required in practice, where t
is the iteration number. The detailed procedures of the proposed low-complexity algorithm
are summarized in Table 5.2.
5.3 Average-EE-Based Spectrum Access
We address the average-EE-based spectrum access in this section. Since the sum of concave-
convex ratios generally does not have any kind of concavity or monotonicity, there may be
many local optima other than the global one, making the problem quite challenging.
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5.3.1 Optimal Solution
Motivated by [86, 87, 88], we develop a concave envelope based B&B approach to opti-
mally solve an equivalent form of the relaxed average-EE problem in (5.12). Moreover, we
significantly simplify the approach by exploiting some underlying properties of the energy-
efficient transmission.
To set up an equivalent form of problem (5.12), we first define some auxiliary variables:
α , [α1, · · · , αK]T , β , [β1, · · · , βK]T ∈ RK ,
D , B(D)1 × B
(D)






























D(0) , B(0)1 × B
(0)
2 × · · · × B
(0)
K , (5.18)
where r̃maxk , maxpk∈Pk
∑
n∈N
qW log2(1+pn,kγn,k) and p
max
k , min(Nδk, pmax).
Then, we introduce an auxiliary problem that proves to be equivalent to (5.12) under
a certain condition. For any given D ⊆ D(0) (i.e., B(D)k ⊆ B
(0)

























≥βk,∀ k∈K , (5.19b)∑
n∈N
pn,k ≤ αk,∀ k∈K , (5.19c)
Φ ∈ Φ,P ∈ P, (α,β) ∈ D, (5.19d)
where Φ(D)o , P(D)o , α(D)o , and β(D)o are the resultant optimal arguments. It is worth noting that
even though the objective function, HD(Φ,P,α,β), is neither concave nor convex in αk’s
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and βk’s, the feasible region of (5.19) proves to be either a non-empty convex set or an
empty (convex) set.
The following theorem, proved in Appendix D.3, establishes an equivalent relationship
between problem (5.19) and the relaxed average-EE problem in (5.12).
Theorem 5.5 For D = D(0), a global optimal solution to problem (5.19) is also a global
optimal solution to problem (5.12), and vice versa. That is,
ξ(Φ(D(0))o ,P
(D(0))
o ) = ξ(Φo, P̃o),
and there exist α′,β′ satisfying (α′,β′)∈D(0) such that



















Note that problems (5.12) and (5.19) do not necessarily have a unique global optimum,
respectively. Hence, in general, we cannot simply claim Φ(D
(0))
o = Φo or P(D
(0))
o = P̃o. From
Theorem 5.5, we can solve (5.19) instead of directly dealing with (5.12) for the average-
EE-based spectrum access.
Before presenting the B&B algorithm for solving (5.19), we first introduce some funda-
mentals for its two basic processes: bounding and branching. To compute upper bounds for
the bounding process in the B&B algorithm, we approximate the K functions in the form





(αk, βk)’s, which can be readily obtained from Appendix D.4. Since the concave en-
velope [89] of a function is its lowest (or tightest) concave overestimator, we can have a





















which yields an upper bound on the maximum value of problem (5.19) and can be efficient-
ly solved by convex optimization techniques, such as interior-point methods [76]. Then, for
any D ⊆ D(0), we can obtain an upper bound and a feasible lower bound on the maximum







o )︸                     ︷︷                     ︸







o )︸                    ︷︷                    ︸
the maximum in D






o )︸                    ︷︷                    ︸
an upper bound
, (5.22)
if problem (5.19) is feasible forD.
On the other hand, a proper branching/partition strategy is also required for the branch-
ing process in the B&B algorithm. For each survival branch/region (i.e., a region that
needs further investigation), e.g., D, the adopted branching strategy subdivides it into two
branches/subregions, Ḋ and D̈, by bisecting the longest edge of α ofD. The details of the
branching strategy are put in Appendix D.5.
Based on (5.20)-(5.22) and the results in Appendices D.4 and D.5, we can develop a
B&B algorithm to solve problem (5.19). The B&B algorithm for solving problem (5.19)
with D = D(0) consists of three basic processes: bounding, pruning, and branching. For
each survival branch/subregion (e.g., D ⊆ D(0)), the bounding process computes an upper
bound (e.g., ĤD(Φ̂
(D)




o )) and a feasible lower bound (e.g., HD(Φ̂
(D)





on the maximum of (5.19) (e.g., HD(Φ
(D)
o ,P(D)o ,α(D)o ,β(D)o )) by solving (5.21) and plugging




o ) into the original functions, respectively, if
problem (5.21) is feasible for that branch. The pruning process prunes the branches that can
already be excluded from further consideration. For a branch, where either problem (5.21)
is infeasible or its upper bound is less than a feasible lower bound of any other branch,
it can just be pruned at this point of search. The branching process iteratively subdivides
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Table 5.3. Optimal Solution for the Average-EE-Based Spectrum Access based on the proposed B&B
Algorithm.


















o ) by plugging the resultant arguments into the original functions, if prob-
lem (5.21) is feasible for the branch. Otherwise, notate the branch infeasible. Note that the initial
survival branch isD(0).
2) (Pruning process) Prune the infeasible branches and the branches whose upper bounds are



















o ), then pruneD
′).
3) (Branching process) Subdivide each survival branch (e.g.,D) into two branches (e.g., Ḋ and D̈)
based on the branching strategy in Appendix D.5.
4) Repeat Steps 1)-3) till convergence or the stopping criterion is satisfied. Output the resultant




o , as a near-optimal solution (upper
bound) for problem (5.7).
5) Round off the subchannel allocation matrix Φ(D
(0))
o to a feasible one. Recalculate each user’s
transmit power vector to maximize their respective EE.
each survival rectangular region/branch (e.g.,D) into two subregions/branches (e.g., Ḋ and
D̈) based on the branching strategy in Appendix D.5, creating a more refined partition of
each survival branch that is still a possible candidate for the global optimum. The detailed
procedures of the proposed B&B algorithm are summarized in Table 5.3.
The next theorem, proved in Appendix D.6, ensures the global convergence of the pro-
posed B&B approach.
Theorem 5.6 The proposed B&B algorithm converges to the optimal solution to problem
(5.19) withD = D(0). More specifically, the difference of the maximum of all upper bounds





















is a decreasing function of i, where D(i, j) denotes survival branch j ∈ {1, 2, · · · } after the
i-th branching process. And the maximum of the upper bounds and lower bounds both
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In fact, it is unnecessary to setD as large asD(0) to guarantee the equivalence of prob-
lems (5.19) and (5.12). We then further exploit the underlying properties of the energy-
efficient transmission to significantly reduce the initial search space of (α,β) fromD(0) and
thus to reduce the complexity of the proposed B&B algorithm. Next, we first give some
definitions and then reveal some intrinsic properties of the energy-efficient transmission by
Theorem 5.7 as proved in Appendix D.7.
For any given subchannel allocation indicator vector, ϕk ∈ Φk, let pk(ϕk) , [p1,k(ϕk), · · · , pN,k(ϕk)]T
be the transmit power vector in Pk that maximizes the modified EE, ξk(ϕk,pk). That is,
pk(ϕk) ≡ argmaxpk∈Pk
ξk(ϕk,pk). Define pk(ϕk) ,
∑
n∈N







Theorem 5.7 For any two subchannel allocation indicator vectors, ϕ̇k ∈ Φk and ϕ̈k ∈ Φk,
that satisfy the following component-wise inequality condition, i.e., ϕ̇k  ϕ̈k, we always
have pk(ϕ̇k) ≤ pk(ϕ̈k) ≤ pk(1N) and r̃k(ϕ̇k) ≤ r̃k(ϕ̈k) ≤ r̃k(1N), where  denotes the
component-wise inequality and 1N , [1, 1, · · · , 1︸      ︷︷      ︸
N
]T .
Theorem 5.7 implies that, in energy-efficient transmission, a SU tends to transmit at
a higher power and achieve a larger throughput when it occupies larger fractions on all
subchannels. The next theorem, proved in Appendix D.8, helps shrink the original search









o ) to problem (5.19) with D = D






o ) ∈ D̃
(0) ⊆ D(0), where D̃(0) is defined as
D̃(0) , B̃(0)1 × B̃
(0)








∣∣∣∣∣∣ 0 ≤ αk≤ pk(1N), 0≤βk ≤ r̃k(1N)
}
.
Accordingly, D̃(0) is large enough to contain all the optimal solutions for problem (5.19)











of that ofD(0), we may at most reduce the complexity of the original B&B algorithm with-
out losing optimality by a factor of κ if beginning searching with D̃(0) instead of D(0). In
some practical scenarios [79], κ can roughly be (18 )





≈ 12 . Note
that pk(1N) proves to be unique from Theorem 5.3 and can be easily calculated follow-
ing Theorem 5.4 and its subsequent approach. Thus, pk(1N) and r̃k(1N) can also be easily
obtained.
5.3.2 Low-Complexity Suboptimal Solution
To facilitate the development of an even low-complexity heuristic approach, we then present
the following result for the average-EE-based case, which can be similarly proved as The-
orem 5.3.








k (pk), is strictly quasiconcave in pk ∈ Pk and therefore has a unique global
maximum. Moreover, the maximum of the average EE equals the weighted average of the
maximum individual EE, i.e, E
(Θv)










The basic idea of the proposed low-complexity algorithm is to iteratively assign the
subchannels among the SUs till all the subchannels are assigned. Each time only the SU
with the maximum EE improvement if adding its best subchannel among the unassigned
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subchannels acquires that subchannel. The procedures of the low-complexity heuristic


























near−optimal worst−EE (upper bound)





(a) Worst EE versus noise power.































(b) Average EE versus noise power.






















near−optimal worst−EE (upper bound)





(c) Worst rate versus noise power.





























(d) Average rate versus noise power.
Figure 5.1. Performance evaluation and comparison of the worst-EE-based, average-EE-based, worst-
rate-based, and average-rate-based spectrum access strategies.
5.4 Numerical Results
In this section, we present simulation results to verify the benefits of the energy-efficient
design and the performance of the developed algorithms. The frequency spacing of adja-
cent subcarriers is 15 kHz. For each SU, we assume that the maximum transmit power is
100 mW, the circuit power is 50 mW, and the drain efficiency of power amplifier is 38%.
The channel realizations for all subchannles between the SU transmitters and PU receivers
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Table 5.4. Low-Complexity Suboptimal Solution for the Average-EE-Based Spectrum Access.
1. Initialize the subchannel set and EE for each SU as an empty set and zero, i.e., Sk ← ∅ and
Ek ← 0,∀k ∈ K , repsectively. Set the initial unassigned subchannel set as the set of all available
subchannels, i.e., Nus ← N .
2. For each SU k ∈ K , find its best subchannel among all the unassigned subchannels, i.e., n∗k ←
arg maxn∈Nus γn,k, and calculate its maximum weighted EE under constraint (5.3) with subchannel
n∗k added, i.e., wkE
(Sk∪{n∗k})
k,o . For the SU with the maximum weighted EE increament, i.e., SU






, update its EE and assign it its best subchannel, i.e., Ek∗←
wkE
(Sk∗∪{n∗k∗ })
k∗,o and Sk∗ ←Sk∗ ∪ {n
∗
k∗}. Remove subchannel n
∗
k∗ from the unassigned subchannel
set, i.e. Nus ← Nus \ {n∗k∗}.
3. Repeat Step 2 till all the subchannels are assigned, i.e.,Nus = ∅. Output the resultant subchannel
sets and power allocation matrix, {Sk} and P, as the suboptimal solution.
are assumed to be from independent Rayleigh fading with unit power, i.e., E(ḡk) = 1. The
interference power constraint, Īth, is assumed to be 10 mW. The posteriori probability of
mis-detection is 1 − q = 0.05.
For comparison, we also consider spectral-efficient spectrum access strategies aiming at
optimizing worst rate and average rate. The worst-rate-guaranteed and average-rate-based
problems are formulated by replacing the power terms in the denominators of the worst-
EE-guaranteed and average-EE-based problems with one, respectively. The near-optimal
strategies are based on convex optimization, respectively. Note that in the figures, the true
EEs and rates are used by normalizing the weighted EEs by their weights, although the
optimizations are based on the weighted EEs and rates.
In the first scenario, we consider two SUs of equal weights (w1 = w2 = 1) accessing
10 available subchannels. The channel realizations for subchannels between the first SU’s
transmitter and receiver are from independent Rayleigh fading with unit power, while the
other SU’s channel realizations are from independent Rayleigh fading with power of two.
From Figure 5.1(a), the worst EE of the proposed low-complexity worst-EE-guaranteed
spectrum access approach is at least 95% of the upper bound on EE (achieved by Steps 1-3
in Table 5.1) and at least 98% of the round-off result (achieved by Steps 1-5 in Table 5.1).
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From Figure 5.1(b), similar observations can be found for the proposed low-complexity
suboptimal and the B&B-based near-optimal average-EE-based spectrum access. More-
over, from Figure 5.1(a) and 5.1(b), the continuous relaxation does provide a tight upper
bound. From Figure 5.1(c) and 5.1(d), the energy-efficient spectrum access strategies do
not always transmit at the maximum power.
In the second scenario, we consider four SUs with 40 available subchannels. The chan-
nel realizations for all subchannels between the first two SUs’ transmitters and receivers
are from independent Rayleigh fading with unit power, while the other two SUs’ channel
realizations are from independent Rayleigh fading with power of four. We investigate the
impact of weights on the performance of worst-EE-based spectrum access by equal weights
(w1 = w2 = w3 = w4 = 1) and unequal weights (w1 = w2 = 1 and w3 = w4 = 0.4) and
compared their performance with that of the average-EE-based spectrum access with equal
weights (w1 = w2 = w3 = w4 = 1). In Figure 5.2, we plot the average EE of SU 1 and SU
2, and the average EE of SU 3 and SU 4. It can be seen that, for the worst-EE-based in the
case with equal weights, the SUs with lower average CNR have close EE compared to the
SUs with higher CNR and impede the overall or average performance, which is a natural
result of max - min optimization and absolute fairness. By giving the SUs with higher C-
NR smaller weights, they have much higher average EE compared to the SUs with lower
CNR. Hence, by properly choosing the weights, the worst-EE-guaranteed spectrum access
may also have a good balance between the overall or average performance and the worst
performance.
Next, we evaluate the convergence performance of the low-complexity suboptimal
worst-EE-based spectrum access. We also compare the performance of the proposed al-
gorithm with a heuristic algorithm modified from the MUSA algorithm in [85]. The basic
idea of the heuristic algorithm (and MUSA) is to iteratively assign the subchannels among
the SUs, aiming at improving the minimum Ek, till all the subchannels are assigned. Here
we assume that all SUs have equal weights (w1 = w2 = · · · = wK = 1). The channels
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between the SU transmitters and receivers are independent realizations of Rayleigh fading
with unit power. Figure 5.3 plots the performance of the low-complexity suboptimal worst-
EE-based spectrum access with different maximum iteration number, itermax = 1, 2, 3, 4, for
doing Steps 1-4 in Table 5.2. It can be seen that the low-complexity approach converges
quite fast for different number of SUs and subchannels, considering that on average at
most four iterations lead to the best performance of low-complexity approach. Moreover,
the low-complexity worst-EE-based spectrum access with itermax = 2 can trade some EE
for data rate and thus provide a promising tradeoff between worst EE and worst rate. In
addition, the heuristic algorithm [85] is slightly inferior to the proposed low-complexity
algorithm in terms of EE and rate at a similar computational cost. However, compared with
the proposed algorithms, the heuristic algorithm lacks the flexibility of trading off EE and
rate by adjusting the iteration number.




























low−complexity worst−EE with equal weights
low−complexity worst−EE with unequal weights
low−complexity average−EE with equal weights
average EE of SU 3 and SU 4
average EE of SU 1 and SU 2
Figure 5.2. Average EE versus noise power.
Finally, we analyze the complexity of the proposed energy-efficient spectrum access
strategies. Let O(I) denote the complexity of getting the maximum EE for one SU with
99
a given set of assigned subchannels. To get the exact optimal performance for worst-EE-
based and average-EE-based spectrum access, exhaustive search for all KN combinations
of subchannel assignment, each with a complexity of KO(I), is needed. Thus, the opti-
mal complexity of the optimal approaches are O(KN+1I). For every η, the low-complexity
worst-EE-based approach takes (K + N)O(I) for solution. Then, the total complexity is
mη(K + N)O(I), where mη denotes the number of iterations for different η. For the near-
optimal worst-EE-based strategy, the complexity for every η is at least O( 1
ε2
KN)O(I) for
ε-optimality [67], which means the deviation from the true value is less than ε. Then, its
total complexity is at least mηO( 1ε2 KN)O(I). Similarly, the concave envelope based B&B




) till convergence, where m
D̃(0)
denotes the number of visited
branches starting with D̃(0). The low-complexity average-EE-based approach takes a com-
plexity of KO(I) to assign each subchannel, resulting in a total complexity of KNO(I). It
is obvious that the suboptimal approaches have much lower complexity than that of optimal
and near-optimal approaches. The complexity is summarized in Table 5.5.
Table 5.5. Complexity Comparison for Energy-Efficient Spectrum Access Strategies
Energy-Efficient Spectrum Access Complexity
worst-EE-based: optimal by exhaustive search O( KN+1I )
worst-EE-based: near-optimal (in Table 5.1) O( 1
ε2
KNImη )
worst-EE-based: suboptimal (in Table 5.2) O( (K + N)Imη )
average-EE-based: optimal by exhaustive search O( KN+1I )





average-EE-based: suboptimal (in Table 5.4) O( KNI )
5.5 Conclusion
In this chapter, we have studied two types of energy-efficient spectrum access problems in
an OFDM-based CR network. Both problems belong to the nonconvex integer combinato-
rial fractional program and are NP-hard. The worst-EE-based problem proves to be qua-
siconcave after continuous and concave relaxation and can thus be near-optimally solved.
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We also develop a suboptimal alternative to further reduce complexity. The average-EE-
based problem may have many local optima even after continuous and concave relaxation
due to its sum-of-ratios structure. We first convert it into an equivalent form and introduce
a concave envelope based B&B approach to find its optimal solution. We then exploit some
underlying properties of the energy-efficient transmission to speed up the convergence of
the B&B approach. We also develop a low-complexity suboptimal approach. Simulation
results show that the energy-efficient spectrum access strategies significantly improve EE
compared to the conventional spectral-efficient spectrum access while the low-complexity
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(b) Worst rate versus average power.




ENERGY-EFFICIENT OFDMA-BASED TWO-WAY RELAY
In this chapter, we concentrate on energy-efficient joint power and subchannel allocation,
including active subchannel selection, for OFDMA-based two-way relay networks, while
providing proportional fairness in EE among different terminal pairs. Even though our
analysis and methods are based on AF relay, they can be extended to DF or compress-and-
forward (CF) relay. The joint power and subchannel allocation problem is mixed-integer
combinatorial and further turns to be nonconvex and NP-hard. We first find an upper bound
using continuous relaxation and the Lagrange dual method. To reduce the computational
complexity, we then develop a suboptimal alternative by exploiting the the hidden con-
cavity and the pseudoconcavity in the subproblems for any fixed subchannel assignment
and suggesting an EE-oriented sequential subchannel assignment policy. Moreover, we
discover the sufficient condition for early termination of the sequential subchannel assign-
ment without losing the EE optimality. Simulation results demonstrate the energy-efficient
OFDMA-based two-way relay can achieve much larger EE utility while provisioning pro-
portional fairness in EE among different terminal pairs compared to its spectral-efficient
counterpart. Furthermore, the proposed suboptimal approach can achieve a satisfying EE
performance at a relatively low complexity.
The rest of the chapter is organized as follows. In Section 6.1, we describe the system
model, including the two-way relay mechanism and the power consumption model, and
formulate the energy-efficient resource allocation problem for the OFDMA-based two-way
relay. In Section 6.2, an upper bound for the optimization problem is obtained. In Sec-
tion 6.3, a low-complexity suboptimal scheme is developed. Then, simulation results are
presented in Section 6.4. Finally, we conclude this chapter in Section 6.5.
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6.1 System Model and Problem Formulation
In this section, we present the system model and formulate the energy-efficient resource
allocation problem for the OFDMA-based two-way relay network.
6.1.1 System Model
We consider a centralized wireless OFDMA-based two-way relay network shown in Fig-
ure 6.1, which consists of one relay and N pair of terminals, all half-duplex. Terminal
pair n is formed by terminals T ( j)n ’s, j ∈ J , {1, 2}. All the terminal pairs denoted by
N , {1, · · · , n, · · · ,N} orthogonally share I subchannels denoted by I , {1, · · · , i, · · ·, I}
and exchange information within each pair via the intermediate relay. Let Hn denote the
subchannel index set for terminal pair n. Then, Hn
⋂
Hn′ = ∅, for n , n′ ∈ N and⋃
n∈N Hn ⊆ I.
Subchannels for Terminal pair 1
Relay
Multiple-access phase
Broadcast phase Broadcast phase
Multiple-access phase
Figure 6.1. Structure of OFDMA-based two-way relay.
6.1.1.1 Two-Way AF Relay
We study time-division duplexing (TDD) two-phase AF relay strategy, which consists of a
multiple-access phase and a subsequent broadcast phase of the same duration. Channels
for two consecutive phases are assumed to be reciprocal. Denote h( j)n,i to be the channel
coefficient of the link between terminal T ( j)n and the relay on subchannel i.
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In the multiple-access phase, all terminals simultaneously transmit signals intended for
their pairing partners to the relay over the assigned subchannels. If subchannel i is assigned










where x( j)n,i and p
( j)
n,i are the transmitted symbol and transmit power of terminal T
( j)
n on sub-
channel i, respectively. zi ∼CN(0, 1) is the additive white Gaussian noise on subchannel i
at the relay.
After receiving the signal, yi, the relay, which transmits at a power of qi on subchannel









2 , and then broadcasts the amplified signal to
terminal pair n over the same subchannel i in the broadcast phase. The received signals at
terminal T ( j)n on subchannel i in the broadcast phase is















where z( j)n,i ∼ CN(0, 1) is the additive white Gaussian noise at terminal T
( j)
n on subchannel
i. The received signal-to-noise ratio (SNR) at terminal T ( j)n on subchannel i after canceling











































. r( j)n,i represents the received data rate for terminal
T ( j)n on subchannel i. The factor of 12 is because of the use of two orthogonal time-slots for
relay.
The overall received data rate for terminal T ( j)n and the overall data rate for terminal pair












respectively, where ϕn,i ∈ {1, 0} is a binary subchannel assignment indicator informing
whether subchannel i is assigned to terminal pair n (by ϕn,i = 1) or not (by ϕn,i = 0).
6.1.1.2 Power Consumption Model

















> 1 denotes the amplifier efficiency. pSc > 0 represents the static circuit power that
is independent of the number of active subchannels at a terminal while pDc ≥ 0 represents
the dynamic/extra circuit power per active subchannel [90, 57]. Note that if pDc is set zero,
the power consumption model above is reduced to the one in [91, ?, 92]. Then, the total





















In this chapter, the EE of a terminal pair characterizes the number of exchanged information
























We aim to optimize the aggregated EE utility of all terminal pairs with proportional
fairness in EE of different terminal pairs. A typical application scenario is where the user
terminals without external energy sources want to exchange information as much as pos-
sible via a relay station with external energy source. Apparently, the user terminal pairs
prefer high EE to exchange more information while the relay station does not have to. For
simplicity, we assume fixed transmit powers on the active subchannels at the relay, i.e.,




i=1, is predetermined, and focus on the subchannel and power allocation, includ-
ing active subchannel selection, for the terminals. Mathematically, the energy-efficient re-
source allocation provisioning proportional fairness in EE for the OFDMA-based two-way











1T2I · pn ≤ p
max
n , pn  02I,∀n∈N , (6.2c)∑
n∈N
ϕn,i ≤ 1, ϕn,i ∈ {0, 1},∀i∈ I, n∈N , (6.2d)
where ln(·) denotes the natural logarithm function. pn , (pn,i)
I
i=1 is the collection of all
pn,i’s for terminal pair n and p
max




u=1,i=1 is the matrix of subchannel assignment indicators. Constraints in (6.2b)
are due to a simple fact that every feasible rate vector of one terminal pair on a subchannel
lies in the rate region. Constraints in (6.2c) impose the nonnegative and maximum trans-
mit power constraints for all the terminal pairs while constraints in (6.2d) guarantees that
each subchannel is assigned to at most one terminal pair. Note that
∑
n∈N ϕn,i = 0 implies
subchannel i is inactive.
Remark 1: If DF or CF relay is adopted instead of AF, similar energy-efficient OFDMA-
based two-way relay problems can be formulated by replacing the rate region for AF in
(6.2b) by the rate regions for DF [15, 55, 16] and CF [16], respectively.
6.2 Performance Bound for Energy-Efficient OFDMA-Based Two-Way
AF Relay
In this section, we investigate the optimal energy-efficient resource allocation for the OFDMA-
based two-way AF relay.
2Similar to the literature limiting the total transmit power of the terminal pair and the relay [54, 93] or
minimizing the total transmit power of them [17], we restrict the sum of the transmit powers of each terminal
pair. In general, the resultant EE is an upper bound on that of the corresponding problem with individual
transmit power constraints for each terminal pair.
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For the energy-efficient resource allocation problem in (6.2), constraints in (6.2b) can






, which is on the outer boundary of the






























s.t. 1T2I · pn ≤ p
max
n , pn  02I,∀n∈N , (6.4b)∑
n∈N
ϕn,i ≤ 1, ϕn,i ∈ {0, 1},∀i∈ I, n∈N . (6.4c)
Next, we briefly discuss the general mathematical properties of problems (6.2) and




is nonconvex/nonconcave in pn,i. Hence, the entire constraint set of (6.2b)-(6.2d) itself is
nonconvex/nonconcave for problem (6.2) while the constraint set of (6.4b)-(6.4c) as well
as the objective function
∑
n∈N ln Ên are both nonconvex/nonconcave for problem (6.4).
Hence, problems (6.2) and (6.4) are generally nonconvex/nonconcave and are NP-hard
for optimal solutions. To approach the optimal solution to problem (6.4), we can utilize


































and the continuous relaxation of ϕn,i ∈ {0, 1} into ϕn,i ∈ [0, 1] as in [?]. We omit the details
of the Lagrange dual method due to its somewhat standard procedure. In general, the
duality gap between the dual optimal and the primal optimal is nonzero for this problem.
Thus, the dual problem provides an upper bound on the optimal solution for problem (6.4).
Remark 2: Unlike the AF relay case, the rate regions for the DF and CF relay both prove
to be concave in pn,i [55, 16]. Unfortunately, even though each EE term, En, is in the form
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of concave-convex ratio [94], the sum of the coupled concave-convex ratios is generally
nonconvex/noncave. Therefore, the DF or CF problem is also nonconvex/nonconcave like
the AF case.
6.3 Low-Complexity Energy-Efficient OFDMA-Based Two-Way AF
Relay
The complexity of dual method can be high and thus computationally infeasible in practice.
To facilitate the application of energy-efficient OFDMA-based two-way AF relay, we focus
on low-complexity suboptimal solutions for problem (6.4) in this section.
6.3.1 Optimal Energy-Efficient Power Allocation for Fixed Subchannel Allocation
To get insights for developing a low-complexity approach, we first study the optimal energy-
efficient power allocation for fixed subchannel allocation, i.e., {Hn|n ∈ N} is predeter-
mined.
For any given {Hn|n ∈ N} that allows problem (6.4) to have at least one feasible solu-
tion, problem (6.4) can be naturally decoupled into N power alligation subproblems, each
corresponds to one terminal pair, as follows:
Subproblem n : Ê(Hn)n , maxpn
Ên, (6.5a)
s.t. (6.4b), (6.5b)
where Ê(Hn)n represents the optimal EE. Note that ϕn,i = 1 if i ∈ Hn; otherwise, ϕn,i = 0.
To solve problem (6.5), we first reveal some properties of the problem by the following
theorem proved in Appendix E.1.
Theorem 6.1 For any ξn ≥ 0,



















under constraints in (6.5b) satisfies
T (Hn)n (ξn),maxpn




Moreover, T (Hn)n (ξn) strictly decreases with ξn ≥ 0.
Theorem 6.1 suggests a framework for solving problem (6.5). According to Theorem
6.1, if T (Hn)n (ξn) > 0, then ξn < Ê
(Hn)
n ; if T
(Hn)
n (ξn) < 0, then ξk > Ê
(Hn)
n . Therefore, provided that
the value of T (Hn)n (ξn) is available for any ξn ≥ 0, Ê
(Hn)
n can be easily attained by various root-
finding methods, such as the Newton-Raphson method [95], to get the root of T (Hn)n (ξn) = 0.
However, T (Hn,ξn)n (pn) is generally not concave or convex in pn [17], making it difficult to
maximize T (Hn,ξn)n (pn) directly. To obtain T
(Hn)
n (ξn) for any given ξn ≥ 0, we focus on the
following problem:







s.t. 1T|Hn | · pn ≤ p
max
n , pn  0|Hn |, (6.6b)








n,i)i∈Hn denote one optimal pn for
problem (6.6). Cn,i(pn,i) gives the maximum sum rate for terminal pair n on subchannel i



















T denote one optimal pn,i for problem (6.7). Ap-
parently, we can alternatively solve T (Hn)n (ξn) to get T
(Hn)
n (ξn) since T
(Hn)
n (ξn) ≡ T
(Hn)
n (ξn) −
4ξn(pDc |Hn| + p
S
c ).
To solve the problems in (6.6)-(6.7), we introduce some properties of Cn,i(pn,i) and
T
(ξn)
n,i (pn,i) , Cn,i(pn,i) − ξnρpn,i, which are summarized in Theorem 6.2 proved in Appendix
E.2 and Theorem 6.3, respectively.
Theorem 6.2 For any given qi > 0, Cn,i(pn,i) has the following properties:
1. Cn,i(pn,i) is strictly concave and strictly increasing in pn,i ≥ 0.
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where fn,i(x) is defined in (6.9).












































































Aside from revealing the concavity of Cn,i(pn,i), Theorem 6.2 also implicitly offers an
efficient way to solve problem (6.7) or say to get p∗n,i(pn,i). Since fn,i(p
∗
n,i(pn,i)) = 0 is a
quadratic equation of p(1),∗n,i (pn,i) and p
(2),∗
n,i (pn,i) and p
(1),∗
n,i (pn,i) + p
(2),∗
n,i (pn,i) = pn,i, there are
at most two valid solutions to p∗n,i(pn,i) for the third case in (6.8). Counting the other two
cases in (6.8), there are at most four possibilities of p∗n,i(pn,i) in total. Therefore, p
∗
n,i(pn,i)
can be readily determined by ruling out the invalid or inferior ones. Accordingly, dn,i(pn,i)
can also be easily calculated. Moreover, based on Theorem 6.2, the following theorem is
immediate.
Theorem 6.3 For any given ξn ≥ 0 and qn > 0, T
(ξn)
n,i (pn,i) has the following properties:
1. T (ξn)n,i (pn,i) is strictly concave in pk,n ≥ 0.





= dn,i(pn,i) − ξnρ.
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3. If D(ξn)n,i(0) ≤ 0, T
(ξn)
n,i (pn,i) is strictly decreasing in pn,i ≥ 0; otherwise, T
(ξn)
n,i (pn,i) is
strictly increasing in pk,n ≥ 0 till p
(ξn)
n,i , then is strictly decreasing in pn,i, where
D(ξn)n,i(p
(ξn)
n,i ) = 0.
3




n,i (pn,i) is strictly concave in pn. Since constraints in
(6.6b) are affine, problem (6.6) is a concave optimization problem. The partial Lagrangian







− λn(1T|Hn | ·pn − p
max
n ),




n ) = 0, pn,i ≥ 0, λn ≥ 0, (6.10)
dn,i(pn,i) − ξnρ − λn = 0, if pn,i > 0. (6.11)
For a given λn ≥ 0, from (6.11) we have
pn,i =

0 if dn,i(0) ≤ ξnρ+λn
d−1n,i (ξnρ + λn) if dn,i(0) > ξnρ+λn,
(6.12)
where d−1n,i (·) denotes the inverse function of dn,i(·). On the other hand, it is obvious λn =
dn,i(pn,i) − ξnρ = D
(ξn)
n,i (pn,i) for subchannel i such that pn,i > 0. Together with Theorem 6.3,




Then, the unique optimal λn can be easily determined by bisection search in the interval
[0,maxi∈Hn D
(ξn)
n,i(0)]. Specifically, if (6.10) holds for the pn,i’s obtained in (6.12), then the
current λ is the optimal one. Otherwise, if (6.10) does not hold and 1T
|Hn |
·pn−pmaxn > 0, λ should
3 p(ξn)n,i must be finite since the strict concavity of Cn,i(pn,i) enforces its derivative w.r.t pn,i strictly decreasing
and eventually less than ξn. And p(ξn)n,i can be efficiently solved using golden section search [96] or bisection
search as a result of the concavity of T (ξn)n,i (pn,i).
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Table 6.1. Energy-efficient Power Allocation for OFDMA-based two-way AF relay with Fixed Subchan-
nel Assignment.
1. Initialization: ξn ← 0, λn ← 0, λn ← 0, λn ← maxi∈Hn D
(ξn)
n,i(0)
3. while no convergence for ξn
4. while no convergence for λn
5. Calculate pn = (pn,i)i∈Hn using (6.12);
6. if 1T
|Hn |




8. else if 1T
|Hn |
·pn < pmaxn
9. λn ← λn; % the optimal λn should be smaller
10. else
11. λn ← λn; % the optimal λn should be bigger
12. end if
13. λ← 12 (λn + λn); % bisection search
14. end while















18. Ê(Hn)n ← ξn;
be increased; if (6.10) does not hold and 1T
|Hn |
·pn−pmaxn < 0, λ should be decreased. Moreover,




n,i ) < p
max
n , the optimal λn is simply zero. In this
case, the optimal transmit power of terminal pair n on the subchannels simply equal their
respective max(0, p(ξn)n,i ). Note that this case is quite likely the most typical one for the
energy-efficient resource allocation, considering that energy-efficient transmission usually
does not operate at the full transmit power [83, 79, 90, 92]. The procedures for solving
the subproblems for given subchannel assignment (i.e., problem (6.5)) are summarized in
Table 6.1.
To obtain more insights about problem (6.5) such as the structure of the optimal solu-
tion, we further exploit the intrinsic properties of the problem. On the one hand, we can
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where Ê(Hn)n (pn) denotes the maximum EE of terminal pair n given a transmit power vector,








Let p(Hn)n , (p(Hn)n,i )i∈Hn represent one optimal pn for problem (6.14). Then, we have the
following theorem proved in Appendix E.3.
Theorem 6.4 For any givenHn, Ê(Hn)n (pn) is strictly pseudoconcave in pn  0|Hn |. Therefore,
there exits a unique p(Hn)n that attains Ê(Hn)n .
Mathematically, pseudoconcavity is weaker than concavity but stronger than quasiconcav-
ity [97]. Besides the uniqueness of global maximum, strict pseudoconcavity also implies
that [97]: (i) a local maximum is the global maximum; (ii) a solution of the KKT optimal-
ity conditions is the global maximum. These nice properties potentially enable us to solve
problem (6.5) using other approaches, e.g., gradient-based methods.
On the other hand, we can also reformulate problems (6.5) and (6.14) as follows:
Ê(Hn)n ≡ max0≤pn≤pmaxn
Ê(Hn)n (pn), (6.15a)
where Ê(Hn)n (pn) denotes the maximum EE of terminal pair n given a total transmit power,





4pDc |Hn| + 4pSc + ρpn
,
while C(Hn)n (pn) denotes the maximum exchanged rate of terminal pair n given pn, and is a
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concave function of pn as follows:




s.t. 1T|Hn | · pn = pn, pn  0|Hn |. (6.16b)
Let p(Hn)n represent one optimal pn for problem (6.15).4 Note that if C
(Hn)
n (pmaxn ) < r
min
n ,
problem (6.5) is infeasible. Then, we have the following theorem, which can be similarly
proved as the last one.
Theorem 6.5 For any given Hn, E(Hn)n (pn) is strictly pseudoconcave in pn ≥ 0. Therefore,
there exits a unique p(Hn)n that attains Ê
(Hn)
n .
This theorem indicates the E(Hn)n (pn)-versus-pn curve appears like a bell shape, noticing
that E(Hn)n (pn) approaches zero when pn goes to infinity. That is, E
(Hn)
n (pn) first increases with
pn till attaining the maximum, then deceases with pn; however, C
(Hn)
n (pn) simply increases
with pn. This phenomenon implies the possible tradeoff relationship between throughput
and EE for each terminal pair and validates the necessity of studying the energy-efficient
OFDMA-based two-way AF relay.
6.3.2 Low-Complexity Subchannel Allocation
Before introducing the proposed low-complexity subchannel allocation approach, we con-
sider the assignment of subchannels for terminal pair n (n ∈ N) in a sequential manner.
Let i(k)n denote the kth assigned subchannel for terminal pair n. Denote H
(k)
n to be the set













{i(k)n } for k ≥ 1, where H
(0)
n = ∅. Denote I
(k)
n as the set of candidate sub-
channels for the kth subchannel assignment for terminal pair n. Without loss of generality,
we make three assumptions about {I(k)n |k = 1, · · · }’s for sequential subchannel assignment:
1. The initial candidate subchannel sets for each terminal pair is identical to the set of
all subchannels, i.e., I(1)n = I for n ∈ N .
4According to Theorem 6.5, the p(Hn)n defined here is identical to the one defined in Theorem 6.4.
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2. The set of candidate subchannels for later subchannel assignment is a proper subset
of that for earlier subchannel assignment, i.e., I(k+1)n ( I
(k)
n for k ≥ 1.





n for k ≥ 1.5
The last two assumptions are based on the previous assumption that one subchannel can be
assigned to at most one terminal pair.
Next, we define an EE-oriented sequential subchannel assignment policy that will fa-
cilitate the low-complexity subchannel allocation.
Definition 1 Let Pn represent the EE-oriented sequential subchannel allocation policy for
terminal pair n as follows: GivenH (k)n and I
(k+1)
n , Pn determines i
(k+1)
n as











Accordingly, Pn chooses the subchannel that helps get the maximum EE. Furthermore, the
following two properties hold for Pn.
Property 6.1 If Pn is adopted as the subchannel assignment policy for terminal pair n,
C
(H (k)n )
n (pn) increases (not necessarily strictly) with k ≥ 1.
Property 6.2 If Pn is adopted as the subchannel assignment policy for terminal pair n,
Ê
(H (k)n )
n does not necessarily increase with k ≥ 1.
Property 6.1 is due to the fact that every additional subchannel enables a more spectral-
efficient allocation of the same amount of transmit power. As for Property 6.2, if pDc is set
zero in the circuit power model, the energy efficiency of terminal pair n simply increases
(not necessarily strictly) with the number of assigned subchannels, k ≥ 1, because of the









n may be assigned to other terminal pairs.
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same reason as Property 6.1. However, the energy efficiency of terminal pair n may not
necessarily increase with k ≥ 1 when pDc > 0. This is because every additional subchannel
incurs an increment of circuit power of pDc , counteracting the rate improvement from the
additional subchannel. The uncertainty of the monotonicity of Ê(H
(k)
n )
n in k ≥ 1 makes it
difficult to decide whether to assign terminal pair n more subchannels or simply terminate,












certain k′ > k + 1. Fortunately, the following theorem proved in Appendix E.4 and its
derivative corollary can relieve us from the dilemma.
Theorem 6.6 If Pn is adopted as the subchannel assignment policy for terminal pair n and











n , for k′ ≥ k +2.
From Theorem 6.6, an early termination criterion for the EE-oriented sequential subchannel
assignment policy, Pn, without jeopardizing the optimality of the EE of terminal pair n is
immediate as in the following corollary.
Corollary 6.1 If Pn is adopted as the subchannel assignment policy for terminal pair n,






n is satisfied for a certain k ≥ 1. And the maximum EE for terminal









n , where k(n) denotes
the smallest k satisfying that condition.
Based on the discussed EE-oriented sequential subchannel assignment policy with the
sufficient condition for early termination, we propose a low-complexity suboptimal sub-
channel allocation approach for problem (6.4). The basic principle is to sequentially al-
locate the subchannels, aiming to gradually improve the aggregated EE utility among all
terminals pairs till all subchannels are assigned or till none of the terminal pairs prefers
more subchannels. Specifically, follow the EE-oriented sequential subchannel assignment
policy, {Pn|n ∈ N}, at each round of the subchannel assignment to find the most favorite
subchannel (i.e., the subchannel incurring highest EE increment) among the unassigned
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ones for every terminal pair. Then, only the terminal pair with the highest nonnegative
EE utility increment if added its most favorite subchannel is assigned one subchannel this
round, i.e, the most favorite one. In addition, any terminal pair, whose EE utility incremen-
t is negative with its favorite subchannel, can be safely excluded from future subchannel
assignment according to Corollary 1. The pseudocode of the proposed subchannel assign-
ment approach is given in Table 6.2.
Table 6.2. Low-Complexity Subchannel Allocation for the OFDMA-based two-way AF relay.
1. Initialization: N+ ← N ; Ên←δ,Hn←∅,∀n ∈ N ,
where δ is a relatively small positive number.
3. while I , ∅ && N+ , ∅
4. for n ∈ N+
5. for i ∈ I % i.e., I(|Hn |+1)n = I




n by solving problem (6.5);
7. δ(i)n , ln Ê
(i)





10. N+ ← N+ \ {n}; % early termination by Corollary 1
11. else
12. in ← arg max
i∈I
δ(i)n ; % by assignment Policy Pn
13. end if
14. end for





δ(in)n ; % one with highest EE utility increment
19. Hn̄ ← Hn̄
⋃
{in̄}; % assigned a subchannel this round










Next, we roughly analyze the complexity of the proposed suboptimal subchannel allo-
cation algorithm. The major computational burden for each round of assignment comes
from finding the most favorite subchannel and the corresponding EE utility increment
for each terminal pair, i.e., solving problem (6.5). In practice, for terminal pair n ∈ N+
such that n , n̄, Line 5-Line 13 in Table 6.2 do not need to be implemented at the new
round since the required information is the same as that of the last round except for one











In this section, we present simulation results to verify the benefits of the energy-efficient
OFDMA-based two-way AF relay. There are I = 40 subchannels in total, each with a
bandwith of 15 kHz. The maximum transmit power of the relay is 1 W and its transmit
power on any active subchannel is fixed at qi = 1/40 W. For each terminal, the static
circuit power is pSc = 25 mW; the dynamic circuit power for each active subchannel is p
D
c =
0.4 mW; and the power amplifier efficiency is 1
ρ
= 40%. The maximum overall transmit
power of each terminal pair is pmaxn = 200 mW. For simplicity, we assume the average
channel-gain-to-noise ratios (CNRs) (i.e., the large scale fading) for the links between the
two terminals and the relay of a terminal pair are the same. The small scale fading for all
links is assumed to be with Rayleigh distribution of unit average power. We consider the
scenario with four terminal pairs. The first three ones have the same average CNRs for their
links between the relay while the average CNRs of the fourth one is 10 dB higher. Besides
the proposed energy-efficient OFDMA-based two-way AF relay with proportional fairness
in EE, we also include the performance of the energy-efficient scheme without proportional
fairness in EE and the spectral-efficient schemes with and without proportional fairness in
data rate for comparison.
6The worst case is all the I subchannels are assigned.
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EE w/ PF (upper bound)




(a) EE versus CNR






















EE w/ PF (upper bound)




(b) Throughput versus CNR
Figure 6.2. The aggregated EE and rate performance of the energy-efficient schemes with and without
proportional fairness in EE and the spectral-efficient schemes with and without proportional fairness
in rate.
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Figure 6.2 illustrates the aggregated EE (not the aggregated EE utility) and rate of
the energy-efficient OFDMA-based two-way AF relay with and without proportional fair-
ness in EE and the spectral-efficient OFDMA-based two-way AF relay with and without
proportional fairness in rate. The x-axis is the CNR of the terminals with lower average
CNR. It can be seen that the energy-efficient schemes can achieve much larger EE than
the spectral-efficient ones, especially at the high CNR regime. The EE improvement of the
energy-efficient schemes is at the cost of some rate loss compared to the spectral-efficient
ones. And the overall EE degrades if provisioning proportional fairness in EE and rate
for the energy- and spectral-efficient schemes, respectively. In addition, the proposed low-
complexity scheme has close performance compared to the upper bound method.

































Figure 6.3. Normalized number of active subchannels. The x-axis is the CNR of the terminals with
lower average CNR.
Figure 6.3 plots the normalized number of active subchannles. From it, it can be in-
ferred that only a portion of the total subchannels are active at the low and medium CNR
regimes for the energy-efficient schemes. This phenomenon indicates that the benefits of
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adding more subchannels may not be worthy to justify the additional circuit power con-
sumption for active subchannels for energy-efficient transmission. Moreover, it also im-
plies the early termination of subchannel assignment, i.e.,
∑
n∈N |Hn| < N, does happen. In
the high CNR regime, all subchannels tend to be active; however, the total transmit pow-
ers of the energy-efficient schemes are still less than those of the spectral-efficient ones,
considering the rate loss in Figure 6.2(b).

































Figure 6.4. Normalized overall EE distribution among terminal pairs. The EEs are normalized by the
overall EE of the energy-efficient scheme without proportional fairness in EE.
Finally, we compare the fairness in EE of the energy- and spectral-efficient schemes
in Figure 6.4. It can be seen that the terminal pairs with lower CNRs can have larger EE
if proportional fairness in EE is considered for the energy-efficient schemes and even if
proportional fairness in rate is considered for the spectral-efficient scheme.
6.5 Conclusion
In this chapter, we have studied the energy-efficient resource allocation for OFDMA-based
two-way relay, where joint power and subchannel allocation, including active subchannel
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selection, is performed to reconcile the aggregated EE utility and the proportional fairness
in EE among different terminal pairs. Without loss of generality, we set up a general EE op-
timization framework grounded on the AF relay, which can be extended to the DF and CF
cases. The energy-efficient resource allocation problem is mixed-integer combinatorial and
further proves to be nonconvex and NP-hard. In view of the difficulty in finding the global
optimal, we first seek an upper-bound solution using continuous relaxation and the La-
grange dual method. To reduce the complexity, we exploit the the hidden concavity and the
pseudoconcavity in the subproblems for any fixed subchannel assignment and propose an
EE-oriented sequential subchannel assignment policy. Moreover, we discover the sufficient
condition for the early termination of the sequential subchannel assignment without losing
the EE optimality. Simulation results validate the great superiority in EE and proportion-
al fairness of the energy-efficient OFDMA-based two-way relay over its spectral-efficient





In this dissertation, we have studied the fundamental interrelationship between EE an SE
and investigate energy-efficient resource allocation for pure OFDMA networks. We have
also investigated joint energy-efficient design of OFDMA and CR and two-way relay, re-
spectively. The main contributions are summarized as follows.
We have studied the fundamental interrelationship between EE and SE in downlink
OFDMA networks and analyzed the impacts of channel gain and circuit power on the EE-
SE relationship. We have established a general EE-SE optimization framework, where
the overall EE, SE and per-user QoS are all considered. Under this framework, we have
found that EE is quasiconcave in SE and decreases with SE when SE is large enough.
Moreover, we have studied the energy-efficient resource allocation in both downlink and
uplink OFDMA networks. For each scenario, we have found the optimal energy-efficient
resource allocation approach and developed low-complexity suboptimal algorithm by ex-
ploring the inherent structure of the objective function and the feature of energy-efficient
design. For the downlink case, we have also obtained a computationally efficient and nu-
merically tractable EE upper bound, which tends to be rather tight if the number subcarriers
is large compared with that of UEs and is the foundation of a near-optimal solution relying
on the quasiconcave relation between the modified EE and transmit power. In addition,
we have studied the statistical delay driven energy-efficient design in downlink OFDMA
networks for delay-sensitive traffic and compared it with the spectral-efficient design. We
have formulated SE and EE optimization problems with the statistical delay provisioning
based on the concept of the effective capacity. We have proved and exploited the intrinsic
quasiconcavity of EE on transmit power, which implicates the existence of a unique global
maximum of EE. We have demonstrated that the resultant upper bound is quite tight when
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the number of subcarriers is larger than that of the users. We have also analyzed the EE-
delay tradeoff, the relationship between spectral-efficient and energy-efficient designs, and
the impact of system parameters, such as circuit power and delay exponents.
We have also studied two types of energy-efficient spectrum access problems, which re-
spectively optimize worst EE and average EE, in an OFDMA-based CR network. We have
utilized continuous and concave relaxation to near-optimally solve the worst-EE-based
problem. We have also developed a suboptimal alternative to further reduce complexity.
For the average-EE-based problem, we have converted it into an equivalent form and in-
troduced a concave envelope based B&B approach to find its optimal solution. We have
then exploited some underlying properties of the energy-efficient transmission to speed up
the convergence of the B&B approach. We have also developed a low-complexity sub-
optimal approach. Moreover, we have studied the energy-efficient resource allocation for
OFDMA-based two-way relay, where joint power and subchannel allocation, including
active subchannel selection, is performed to reconcile the aggregated EE utility and the
proportional fairness in EE among different terminal pairs. Without loss of generality, we
have set up a general EE optimization framework grounded on the AF relay, which can be
extended to the DF and CF cases. In view of the difficulty in finding the global optimal, we
have seeked an upper-bound solution using continuous relaxation and the Lagrange dual
method. To reduce the complexity, we have exploited the the hidden concavity and the
pseudoconcavity in the subproblems for any fixed subchannel assignment and proposed
an EE-oriented sequential subchannel assignment policy. In addition, we have discovered
the sufficient condition for the early termination of the sequential subchannel assignment
without losing the EE optimality.
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APPENDIX A
PROOF FOR CHAPTER 2
A.1 Proof of Theorem 2.1
Denote the superlevel sets of η∗EE (R) as





| η∗EE (R) ≥ α}.
According to [76], η∗EE (R) is strictly quasiconcave in R if Sα is strictly convex for any real
number α. When α < 0, no points exist on the counter η∗EE (R) = α. When α ≥ 0, Sα is





|αζP∗(R) + αPs + (αξ − 1)R ≤ 0}, where P∗(R) is the
minimum total transmit power needed for any rate vector R that satisfies all constraints but
not necessarily including the peak power one in (2.6). From [64, 59, 58], it is known that
P∗(R) is strictly convex in R, given a sufficiently large number of subcarriers. As a result,
Sα is also strictly convex. Hence, Theorem 1 follows.





3 denote the optimal rate vectors corresponding to the overall throughput
R1, R2, and R3, respectively, and they also satisfy all constraints but not necessarily includ-
ing the peak power one in (2.6). Without loss of generality, assume that R1 < R2 < R3. Let








= λR∗1 + (1 − λ) R
∗
3,
where λ = R3−R2R3−R1 and 0 < λ < 1. Obviously, R2 is also in the feasible region of (2.6)
and its sum rate is R2. From [64, 59, 58], it is known that P∗(R) is strictly convex in R,
































, the minimum transmit power P∗(R) = P∗(R∗),
is strictly convex in R (and ηS E).









≥ β, β ∈ R}.










is the minimum total transmit power needed for





(i.e., P∗(R)) proved above, Sβ






is strictly quasiconcave and has a unique global
maximum.












































indicated in Theorem 2.2. This completes the proof.
A.3 Proof of Properties 2.1 and 2.2
















 BηS EPc+ min
pk,n≥0
ζP(ηS E ,ρ)
. For any given subcarri-




can be minimized when power is distributed in
a two-stage-water-filling fashion as stated in Theorem 2.3 and proved in Appendix D.













increases (but not necessarily strictly)









tends to be strictly higher or remains the same with the increase of gk,n. Denote the new




, ηoptS E and η
max






, η̃optS E and η̃
max






















≤ η̃maxEE . Therefore, both the optimal EE, η
opt
EE ,
and the maximum EE, ηmaxEE , increase with channel power gain gk,n.

















versus-ηS E curve tends to be strictly lower with the increase of Pc. Denote the new (with
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S E , and P̃c respective-























decrease with circuit power Pc.




B , thus it is nature that
η̃
opt
S E ≥ η
opt
S E and η̃
max
S E ≥ η
max






















+ Ps ≤ 0.
Thus, ηmaxS E and η
opt





















































strictly increases with ηS E and Ps < P̃s, we have η
max







increases with ηS E in the region [η
opt
S E , η̃
max

















. Accordingly, we have ηoptS E ≤ η̃
opt
S E . Thus, η
opt
S E and η
max
S E both increase with Ps but
have nothing to do with ξ. Now the proof of Property 2.2 completes.
A.4 Proof of Theorem 2.3
Before proving Theorem ??, we first introduce a lemma as follows.
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Lemma A.1 Let P = ~f (R,S) represents the power needed on each subcarrier by water-
filling to fulfill R over S. For any ∆R ≥ 0, ~f (R + ∆R,S) = ~f (R,S) + P (R,∆R), where
P (R,∆R)  0 is a non-negative power vector. (The proof is omitted.)
Lemma 1 indicates that each dimension of ~f (R,S) is continuous and non-decreasing with
R. Thus, a water-filling process can be generally regard as a series of successive sub-water-
filling processes, where the latter starts filling water from the initial water level obtained by
the former.
Subsequently, we give a brief proof of Theorem 2.3.
Let P∗k be the minimum power for user k of (2.7) given a fixed subcarrier allocation
strategy ρ. First, if
∑K
k=1 Řk = R, it is obvious that P
∗
k’s can be achieved by theorem 1. Note
that only the first stage water-filling is needed.
Second, we consider the case that
∑K
k=1 Řk < R. For each user, its power should be
in a water-filling fashion on its all available subcarriers to guarantee the optimality. That




, where R∗k is the corresponding rate for user k. According to Lemma












. Thus, it indicates that the first stage
water-filling in Theorem 1 does not bring any loss of optimality yet. Further, with all the







’s among all the N subcarriers with water-filling than
distribute them among each user’s own available subcarriers with water-filling to satisfy
the total rate. Since P∗k’s are already optimal as assumed, the second phase processing as
shown in Theorem 2.3 should derive exactly the same results. Now Theorem 2.3 follows.
A.5 Proof of Theorem 2.4
As shown in the proof of Theorem 2.2, with sufficiently many subcarriers, P∗(R) is strcitly
convex in R. Thus, η∗EE (ηS E) is not only quasiconcave but also continuously differentiable
in R. Since lim
∆ηS E→0
















































































A.6 Proof of Theorem 2.5
Let Bk (k = 1, 2, · · · ,K) be the set of subcarriers assigned to user k derived by the TPLB
Algorithm, and |Bk| = lk. Plb =
∑K
k=1 f (Rk,Bk). Let S
∗
k be the set of subcarriers assigned










Ŝ∗k be composed of the m
∗







. Obviously, we have that P̌∗ ≤ P∗. Next, we prove that Plb ≤ P̌∗.
If lk = m∗k for ∀ k, then Plb = P̌
∗ ≤ P∗. Otherwise, ∃i, j such that li > m∗i and l j < m
∗
j. In
this case, we first prove that

















where B(li−1)i is composed of the li − 1 best subcarriers of user i and B
(l j+1)
j is composed of
the l j + 1 best subcarriers of user j.
Without loss of generality, assume that the last t (0 ≤ t ≤ l j) subcarriers of B j are added



















− f (Ri,Bi). And as a result of the convexity









































Thus, (*) holds. And (*) can be similarly extended as follows.

















where 1 ≤ s ≤ li.
On the other hand, {Ŝ∗k} can be easily obtained from {Bk} by reducing the number of
subcarriers of sets such that li ≥ m∗i in backward order but adding the number of subcarriers
such that m∗j ≤ l j in {Bk}. And according to (**), during this process, the total power
required increases. Therefore, Plb ≤ P̌∗ ≤ P∗.
In the case that each user suffers flat-fading, it is obvious that P∗ ≤ Plb ≤ P̌∗ = P∗ since




PROOF FOR CHAPTER 3
B.1 Proof of Theorem 3.1
We first prove that R̂(ρ)w (P) under the constraint (3.10b) is strictly concave and continuously
differentiable in P. With the nature of water-filling, it is easy to prove that the transmit
power on each subcarrier is nondecreasing with the total transmit power. Then we consider




n∈Sk ∆pk,n = ∆P in (B.1), where
(a)
= follows the fact that





∆P → 0 and ∆pk,n ≥ 0. The existence of the limit indicates that R̂
(ρ)
w (P) is continuously
differentiable in P and dR̂
(ρ)
w (P)
dP = maxk∈K ,n∈Sk
ωkWgk,n log2e
1+gk,n p̂k,n
. Accordingly, η̂(ρ)EE (P) is continuously
differentiable in P. Moreover,
ωkWgk,n log2e
1+gk,n p̂k,n




is strictly monotonically decreasing with P. Thus, d
2R̂(ρ)w (P)
dP2 < 0
and R̂(ρ)w (P) is strictly concave in P.
Denote the superlevel sets of η̂(ρ)EE (P) as








EE (P) ≥ β}.
According to [76], η̂(ρ)EE (P) is strictly quasiconcave in P if Sβ is strictly convex for any real
number β. When β < 0, no points exist on the counter η̂(ρ)EE (P) = β. When β ≥ 0, Sβ is








w (P) ≤ 0}. Since R̂
(ρ)
w (P) is strictly





































, where sgn (x) denotes the sign of x. Accordingly,













































































1 + gk,n p̂k,n
.



















, η̂(ρ)EE (P) either
strictly decreases with P if dη̂
(ρ)
EE(P)
dP |P=P0 ≤ 0 or first strictly increases and then strictly de-
creases with P if dη̂
(ρ)
EE(P)
dP |P=P0 > 0. This completes the proof of Property (ii).
Next, we derive (3.12) and (3.13). The basic idea of the power allocation process is
firstly to allocate power to make each UE merely satisfy its rate requirement (Eq. (3.12))
then allocate the remaining power to the subcarriers that can further maximize the WSR
(Eq. (3.13)). It can be straightforwardly realized by the method of Lagrange multiplier.










n∈Sk rk,n − Řk
)
, where λk is the Lagrange multiplier. Then, by differentiating Lk with







1 + gk,n pk,n
= 0.
Then, pk,n = λkW log2e−
1
gk,n






























n∈Sk p̌k,n. Its Lagrangian
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where ν the Lagrange multiplier. Then, by differentiating L with respect to ∆pk,n’s and set-











Then, ∆pk,n = ωkWν ln 2−
1
gk,n
− p̌k,n. Let µ , Wν ln 2 . Note that we require ∆pk,n ≥ 0. Hence, we have
























B.2 Proof of Theorem 3.2
Define R̂w(P) , maxρ̃∈%̃ Rw(ρ̃, P) as the maximum MWSR under the given power allocation
matrix, P, and constraint (3.17b). In [70], Rw(ρ̃, P) without constraint (3.17b) is proved to
be strictly and jointly concave in ρ̃k,n and pk,n. Clearly,
∑
n∈N ρ̃k,nr̃k,n can be expressed in the
form ofRw(ρ̃, P) by lettingωk = 1 andωk′ = 0 for k′ , k. SinceRw(ρ̃, P) without constraint
(3.17b) is strictly and jointly concave in ρ̃k,n and pk,n for any given ωk’s, −
∑
n∈N ρ̃k,nr̃k,n ≤
−Řk in (3.17b) naturally turns out to be a convex constraint. Hence, Rw(ρ̃, P) with constraint
(3.17b) is also strictly and jointly concave in ρ̃k,n and pk,n. Thus, for ρ̃1, ρ̃2, and P1 ,




















> R̂w(Pi) − ε for i = 1, 2. Then, we have
R̂w(θP1+(1−θ)P2) = max
ρ̃∈%̃
















Since (B.2) holds for any ε > 0, R̂w(θP1 + (1 − θ)P2) > θR̂w(P1) + (1 − θ)R̂w(P2). Hence,
R̂w(P) is strictly concave in pk,n.
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Define R̂w(P) , maxpk,n≥0 R̂w(P) under constraints (3.17b) and (3.17c). Let P
∗
j be the




, where j = 1, 2, 3. Without loss of gener-







1 + (1 − ϑ)P
∗
2, where













= ϑR̂w(P1) + (1 − ϑ)R̂w(P2). Thus, R̂w(P) is strictly
concave in P. Accordingly, the quasiconcavity of η̂UBEE (P) in P can be proved in the same
way as Theorem 3.1.
Let ρ̃∗ = [ρ̃∗k,n]K×N and P
∗ = [ρ̃k,n]K×N be the matrices corresponding to R̂w(P), i.e.,




∗, P∗ + ∆P) and R̂(ρ̃
∗+∆ρ̃∗)
w (P) , max∆pk,n≥0 Rw(ρ̃





n∈N ∆pk,n = ∆P > 0. Then we have that R̂
(ρ̃∗)
w (P + ∆P) ≤ R̂w(P + ∆P) and
R̂
(ρ̃∗+∆ρ̃∗)
w (P) ≤ R̂w(P). Thus, we have the inequalities in (B.3).
R̂
(ρ̃∗)
w (P + ∆P) − Rw(ρ̃∗, P∗)
∆P
≤
R̂w(P + ∆P) − R̂w(P)
∆P
≤





It is obvious when ∆P→ 0, we have ∆P∗ → 0 and ∆ρ̃∗ → 0. Using the same approach
as in the proof of Theorem 3.1, we have the equalities in (B.4) and (B.5). In (B.5),
(b)
= is




= is obtained by removing the UEs
whose rates are equal to their minimum rate requirements since they cannot lower power
on their occupied subcarriers (K ∗ denotes the set of UEs whose rates are greater than their
minimum rate requirements with the subcarrier and power allocation matrices ρ̃∗+∆ρ̃∗ and
P∗ + ∆P∗), and (d)= follows the fact that −max
x























































































































































































































































































Combing (B.3), (B.4), (B.5), and (B.6), we have that
lim
∆P→0














. Accordingly, Property (ii) and the remaining parts

















which indicates that for all the UEs whose rates are greater than their rate requirements,
their occupied subcarriers have the same “water-level”.
B.3 Proof of Theorem 3.3
Let ρopt , [ρoptk,n ]K×N and P
opt , [poptk,n ]K×N be the optimal subcarrier and power allocation
















. Obviously, for any fixed ρ ∈ %
































































where α ∈ α. Thus, the RHS cannot exceed the LHS for any α ∈ α. Furthermore, the e-
quality always holds if the RHS uses the same ρ and P as ρopt and Popt that achieve the LHS

















. Clearly, straightforward addition

























PROOF FOR CHAPTER 4
C.1 Preliminaries on Effective Capacity
In this section, we first give the preliminaries on effective capacity for the statistical delay
provisioning.
Statistical delay guarantees in networking with time-varying sources have been ex-
tensively studied by the theory of effective bandwidth [43]. Consider an arrival process
{A(t), t ≥ 0} with A(t) representing the amount of source data (in bits) over the time interval























Using the theory of large deviations, for a queue of infinite buffer size served by a
channel with constant service rate r, the steady-state delay violation probability for a given
delay bound Dmax satisfies
Pr(D ≥ Dmax) ≈ p(r)e−ϑ̃(r)Dmax , (C.3)
where p(r) = Pr(D > 0) is the probability that the buffer is nonempty and ϑ̃(r) = rE−1B (r) is
the delay exponent for the delay violation probability. Therefore, the effective bandwidth
concept provides the the minimum constant service rate rmin for a required delay exponent
ϑ̃req by solving the equation ϑ̃req = rminE−1B (rmin).
Motivated by the theory of the effective bandwidth [43], effective capacity as a d-
ual concept to the effective bandwidth has been proposed to characterize the transmis-
sion/service rate with statistical delay requirement in the scenario where the transmission
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rates for reliable communication over wireless channels are time-varying [43, 44, 45].
Let {R[i], i = 1, 2, · · · } denote a discrete-time stationary and ergodic service process and
S [t] ,
∑t
i=1 R[i] be the corresponding time-accumulated process, where R[i] represents the
amount of data served in the ith time frame. Assume that the Gärtner-Ellis limit of S [t],

































Furthermore, the effective capacity is a monotonically decreasing function of θ [84, 46].
Using the large deviation theory, for a queue of infinite buffer size and supplied by a
source of constant arrival rate µ, the steady-state delay violation probability for a given
delay bound Dmax satisfies [43]
Pr(D ≥ Dmax) ≈ p(µ)e−θ̃(µ)Dmax , (C.7)
where p(µ) = Pr(D > 0) is the probability that the buffer is nonempty and θ̃(µ) = µE−1C (µ)
is the delay exponent for the delay violation probability. Hence, the effective capacity
concept provides the the maximum constant arrival rate µmax for the service process to sup-
port with a required delay exponent θ̃req, which can be obtained by solving the equation
θ̃req = µmaxE−1C (µmax). Let θreq , E
−1
C (µmax). The parameter θ (θreq) instead of θ̃ (θ̃req) ap-
proximately characterizes the steady-state delay violation probability. Clearly, a smaller θ
indicates a looser delay constraint while a larger θ implies a more stringent delay guarantee.
Particularly, when θ approaches zero, the arrival service has no specific delay requirement
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and the effective capacity of the service process converges to the Shannon’s ergodic capac-
ity. On the other hand, as θ goes to infinity, the arrival service cannot tolerate any delay and
the effective capacity becomes zero.
Therefore, the effective capacity of a service process is the maximum constant arrival
rate that the service can support under the statistical delay constraint specified by the delay
exponent θ. It can also be considered as the maximum throughput subject to such a delay
requirement.
C.2 Proof of Lemma 4.1






















is concave in φ̃k,n’s and pk,n’s. Using the same




is further jointly concave in
φ̃k,n’s and pk,n’s. This completes the proof.
C.3 Proof of Lemma 4.2
Define






















































Since (C.8) holds for any ε > 0, ̂̃E(θ)C (λP1+(1−λ)P2) ≥ λ̂̃E(θ)C (P1)+ (1−λ)̂̃E(θ)C (P2). Hence,̂̃E(θ)C (P) is concave in P.
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Let P∗j be the transmit power vector corresponding to
̂̃E(θ)C (P j), where j = 1, 2, 3. With-








δ)P∗3, where δ ,
P3−P2
P3−P1
∈ (0, 1). Clearly, the sum of all components of P2 is equal to P2.
Then, ̂̃E(θ)C (P2) = ̂̃E(θ)C (P∗2) ≥ ̂̃E(θ)C (P2) ≥ δ̂̃E(θ)C (P∗1)+ (1−δ)̂̃E(θ)C (P∗3) = δ̂̃E(θ)C (P1)+ (1−δ)̂̃E(θ)C (P3).
Hence, ̂̃E(θ)C (P) is concave in P. This completes the proof of Lemma 2.
C.4 Proof of Theorem 4.1
Denote the superlevel set of ̂̃η(θ)EE(P) as
Sα =
{
P ≥ 0 |̂̃η(θ)EE(P) ≥ α} .
From [76], ̂̃η(θ)EE(P) is quasiconcave in P if Sα is convex for any real number α. When
α < 0, no points exist on the counter ̂̃η(θ)EE(P) = α. When α ≥ 0, Sα is equivalent to
Sα = {P ≥ 0 |αρP + αPc − Ẽ
(θ)
C (P) ≤ 0}. Since Ẽ
(θ)
C (P) is concave in P, Sα is convex in P.
This completes the proof of Property (i).










= 0. Thus, ̂̃η(θ)EE(P) either decreases with P if d̂η̃(θ)EE(P)dP |P=P0 ≤ 0 or
first increases and then decreases with P if d̂η̃
(θ)
EE(P)
dP |P=P0 > 0, where P0 is the minimum to-


























where sgn (x) denotes the sign of x. And the derivative d
̂̃E(θ)C (P)
dP is derived in (C.9), where
(a) is based on the fact that ln(1 + x) ∼ x when x → 0 while (b) is based on the fact that
ex − 1 ∼ x and log2(1 + x) ∼ x log2 e when x→ 0.
C.5 Proof of Property 4.2
According to [84, 46], η̂(θ)EE(φ, P) is a strictly and monotonically decreasing function of





























































































































inequality. Then, we have that η̂(θ2)EE (φ, P) ≤ η̂
(θ1)






Then, we have that η̂(θ2)EE (φ
∗, P∗) ≤ η̂(θ1)EE (φ





This concludes the proof.
C.6 Proof of Property 4.3
Define ̂̃η(θ, Pc, j)EE (P) , ̂̃η(θ)EE(P) and ̂̃η(θ, Pc, j)EE , ̂̃η(θ)EE, where the circuit power is Pc, j ≥ 0 and
j = 1, 2. Without loss of generality, let Pc,1 < Pc,2. Let Popt, j be the total transmit power
for achieving the maximum EE, i.e., ̂̃η(θ, Pc, j)EE = ̂̃η(θ, Pc, j)EE (Popt, j). Subsequently, we will prove




dP > 0, then we have ̂̃η(θ, Pc,1)EE (Popt,1) < 1ρT d̂̃E(θ)C (Popt,1)dP . Thus, ̂̃η(θ, Pc,2)EE (Popt,1) <̂̃η(θ, Pc,1)EE (Popt,1) < 1ρT d̂̃E(θ)C (Popt,1)dP . Note that ̂̃E(θ)C (P) is independent of Pc, j. Hence, d̂η̃(θ,Pc,2)EE (Popt,1)dP >









dP < 0, then Popt,1 is the minimum transmit power to ensure the delay re-
quirement of all users. Hence, Popt,2 ≥ Popt,1.
To sum up, we have Popt,2 ≥ Popt,1. This completes the proof of Property 3.
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APPENDIX D
PROOF FOR CHAPTER 5






) is jointly concave in ϕk and pk. Denote the superlevel
sets of Ek(θk,pk) as
Sα = {θk  0N,pk  0N | Ek(θk,pk) ≥ α}. (D.1)
According to [76], Ek(θk,pk) is jointly quasiconcave in θk and pk if Sα is jointly convex in
θk and pk for any real number α. When α < 0, no points exist on the counter Ek(θk,pk) =











) + α(pc + ρ
∑
n∈N pn,k)
is jointly convex in θk and pk, Sα is jointly convex in θk and pk. Hence, Ek(θk,pk) is jointly
quasiconcave in θk and pk
Since the unconstrained ξk depends only on ϕk and pk but not other ϕk′ and pk′ for k′ , k,
it is also jointly quasiconcave inΦ and P. Since the constraints in (5.3) and (5.8) consist of
a convex set, ξk(ϕk,pk) under these convex constraints is still jointly quasiconcave inΦ and
P. On the other hand, from [76], nonnegative weighted minimization of quasiconcave func-
tions is still quasiconcave. Hence, the modified worst EE, ξ(Φ,P) = mink∈K wkξk(ϕk,pk),
under constraints in (5.3) and (5.8) is jointly quasiconcave in Φ and P. For any quasicon-
cave function, a local maximum is also a global maximum.






) is jointly concave in ϕk and pk, so is the
unconstrained Jk(η). Since the unconstrained Jk(η) depends only on ϕk and pk but not other
ϕk′ and pk′ for k′ , k, it is also jointly concave in Φ and P. Thus, Jk(η) under the convex
constraints (5.3) and (5.8) is still strictly and jointly concave in Φ and P. On the other
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hand, nonnegative weighted minimization of concave functions is still concave. Hence,
J(η) , mink∈K Jk(η) under constraints (5.3) and (5.8) is jointly concave in Φ and P. And it
is obvious Jk(η) strictly decreases with η ≥ 0 and so do J(η) and Ĵ(η).





(pc + ρ∑n∈N pn,k)
∑n∈NwkqWϕn,k log2(1+pn,kγn,kϕn,k )pc+ρ∑n∈N pn,k − ξo
 ≤ 0,










for at least one SU. Hence, Ĵ(ξ
o
) = 0.
Since Ĵ(η) strictly decreases with η > 0, Ĵ(η) > 0 if η < ξ
o
and Ĵ(η) < 0 if η > ξ
o
. Thus,
we have proved Ĵ(η) = 0 iff η = ξ
o
.
D.3 Proof of Theorem 5.5
D = D(0) is obviously large enough to ensure that, for any Φ ∈ Φ and P ∈ P, there
exists certain (α′′,β′′) ∈ D such that the equalities in (5.19b) and (5.19c) strictly hold.
Apparently, for D = D(0), the equalities in (5.19b) and (5.19c) all strictly hold when the
optimality of problem (5.19) is achieved. Otherwise, we may increase βk or decrease αk for














Moreover, ∃α′,β′ satisfying (α′,β′)∈D(0) such that
ξ(Φo, P̃o) = HD(0)(Φo, P̃o,α′,β′). (D.3)
On the other hand, we always have
ξ(Φ(D(0))o ,P
(D(0))

























D.4 Concave Envelope of h(α, β) = βpc+ρα
The concave envelope of h(α, β) follows the next theorem, which can be similarly proved
as in [89, 86].
Theorem D.1 The concave envelope of the function, h(α, β) = βpc+ρα , on the compact con-
vex set, B , {(α, β) ∈ R2














Moreover, we have hCE
B
(α,β)−h(α, β)→ 0, when α−α→ 0 and β−β→ 0 for any (α, β) ∈ B.
The fundamental definition of concave envelope ensures hCE
B
(α,β) ≥ h(α, β) for every
(α, β) ∈ B and hCE
B
(α,β) is jointly concave in α and β. Another straightforward observa-
tion about the Theorem above is when the rectangular region becomes small, the concave
envelope, hCE
B
(α,β), ensures to be tight for the original function, h(α, β), everywhere in the
region. Apparently, the concave envelope of h(αk, βk) =
βk
pc+ραk
on the rectangular region,
B
(D)





D.5 Branching Strategy for the Proposed B&B Algorithm
For regionD, the longest edge of α is dimension-` as follows:

































































`+1 × · · · × B
(D)
K .






`+1 × · · · × B
(D)
K .
Apparently, Ḋ and D̈ consist of a non-overlapping partition ofD. In other words, we have
Ḋ ∪ D̈ = D and Ḋ ∩ D̈ = ∅.
D.6 Proof of Theorem 5.6
From (D.6), it is easy to check, for a same (α, β), hCE
B
(α,β) is a decreasing function of α
and β while it is an increasing function of α and β. Hence, if shrinking a region, the









a decreasing function of i, since the branching process shrinks D(i, j)’s for all the survival
branches.
On the other hand, the branching process based on the branching strategy in Appendix
D.5 makes the largest edge of α of each survival branch decrease in the order of ( 12 )
i. As the
iteration goes on (i→ ∞), all the survival branches converge to some subregions with their
respective fixed α’s (in fact, α(D)o ’s), making ĤD(i, j)(Φ,P,α,β) → HD(i, j)(Φ,P,α,β) for any β
in the survival subregions. Note that all the regions/branches containing any optimal solu-
tion to (5.19) will never be pruned by the pruning process since their upper bounds are cer-

































o ). In practice, a rea-




















o ) < ε.
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D.7 Proof of Theorem 5.7
Without loss of generality, here we assume ϕk  0TN . That is, ϕn,k > 0 for ∀ n ∈ N . This is
because, for ϕn,k = 0, we can artificially let ϕn,k = τ, where τ is a relatively small positive
number or even τ→ 0+, to make ϕn,k > 0. All the involved optimization results practically







As proved in Theorem 1 [85], for any given ϕk, ξk(ϕk,pk) is strictly quasiconcave in
the total transmit power pk(= 1TN · pk). Let p̂k = [ p̂1,k, · · · , p̂N,k]T be the (optimal) transmit
power vector that maximizes ξk(ϕk,pk) among all the vectors, pk ∈ Pk, which have a total
power of pk. That is,







































Moreover, as a result of the implicit water-filling process when obtaining p̂k in (D.7), we













γn′ ,k p̂n′ ,k
ϕn′ ,k
) . (D.9)
Note that we have assumed that ϕk  0TN at the beginning.



















































































) ,∀n ∈ N+, if pk(ϕk) = pmaxk .
(D.10)








) ,∀n ∈ N+. (D.11)







) with respect to ϕn,k in a
relatively small neighborhood around ϕn,k for n ∈ N+ in (D.12) and (D.13), respectively,
where o(ϕn,k) denotes a higher-order infinitesimal of ϕn,k.










, ∀ n ∈ N , (D.14)








) increases faster than ξ(ϕk)k (pk(ϕk)) with respect to ϕn,k. Hence, if
any ϕn,k increases, one of the first two cases in (D.8) will hold with the previous pk(ϕk),
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indicating increasing the total transmit power will lead to a higher EE. Hence, for ϕ̇k  ϕ̈k,
we have pk(ϕ̇k) ≤ pk(ϕ̈k).





























D.8 Proof of Theorem 5.8
Clearly, since pk(ϕk) ∈ Pk for any indicator vector ϕk ∈ Φk, we have pk(1N) ≤ pmaxk and

























o , and [β
(D(0))






o . Because of the equivalence of (5.12) and (5.19) when D = D





o,k ). Since constraints (5.19b) and (5.19c) must hold when the optimality of










o,k ) = pk(ϕ
(D(0))













PROOF FOR CHAPTER 6
E.1 Proof of Theorem 6.1
Let$(pn) ,
T (Hn ,ξn)n (pn)



























ξn. Under constraints in (6.5b), we obviously have
maxpn $(pn) < 0 if ξn > Ê
(Hn)
n
maxpn $(pn) = 0 if ξn = Ê
(Hn)
n
maxpn $(pn) > 0 if ξn < Ê
(Hn)
n .
Moreover, we further have
T (Hn)n (ξn)=maxpnT
(Hn,ξn)
n (pn)<0 if maxpn$(pn)<0
T (Hn)n (ξn)=maxpnT
(Hn,ξn)
n (pn)=0 if maxpn$(pn)=0
T (Hn)n (ξn)=maxpnT
(Hn,ξn)
n (pn)>0 if maxpn$(pn)>0.
The completes the proof of Theorem 6.1.
E.2 Proof of Theorem 6.2


























2, α , 1 + qi|h
(1)
n,i|




First, we prove the monotonicity of Cn,i(pn,i). Without loss of generality, let 0 ≤ pn,i <







where the strict inequality is from straightforward algebra manipulation while the last in-
equality is based on the simple fact that 1T2 ·
pn,i
pn,i
p∗n,i(pn,i) = pn,i. Therefore, Cn,i(pn,i) <
Cn,i(pn,i) for 0 ≤ pn,i < pn,i.
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Next, we prove the concavity of Cn,i(pn,i). The first-order partial derivative of Rn,i(pn,i)




[ ( j−1)ϑ + |h( j)n,i|2




















(2− j)ϑ + |h( j)n,i|
2































































































































































































































(β+x)2 are both increasing
functions of x > 0.
According to the continuity and the strict monotonicity of Cn,i(pn,i), it can be inferred












































while p(2),∗n,i > 0, the value of Rn,i(p
∗
n,i(pn,i)) can be












. This contradicts the assumption
that p∗n,i(pn,i) is the optimal power vector.
















Hence, together with (E.1), we have








)2 < 0. (E.3)


































where the first equality is based on the chain rule for composite functions while the last
equality is because of p(1),∗n,i (pn,i) + p
(2),∗
n,i (pn,i) = pn,i. Similarly, the second-order derivative of























Using (E.3) and (E.5), we have
d2Cn,i(pn,i)
dp2n,i
< 0 for pn,i > 0.





















where the strict inequality is due to (E.1).





















Therefore, the strict concavity of Cn,i(pn,i) is sustained for all the three possible cases.










Finally, by substituting the expressions of the first-order partial derivatives into the the
three cases, we can almost get the necessary conditions in (6.8) by some simple algebra
manipulations. Slight modifications are needed noticing that Case (i) can possibly occur
with p∗n,i(pn,i) = (pn,i, 0)
T and p∗n,i(pn,i) = (0, pn,i)
T besides p∗n,i(pn,i)  02.
E.3 Proof of Theorem 6.4
We first prove Ê(Hn)n (pn) is strictly quasiconcave in pn  0|Hn |. The superlevel set of Ê
(Hn)
n (pn)
for ω ∈ R is
Gω=
{
pn  0|Hn | | Ê
(Hn)
n (pn) ≥ ω
}
=
pn  0|Hn |
∣∣∣∣∣∣ ω







According to [76], Ê(Hn)n (pn) is strictly quasiconcave in pn  0|Hn | if Gω is strictly convex
for any real number ω. Apparently,
∑
i∈HnCn,i(pn,i) is strictly concave in pn  0|Hn | according
to Theorem 6.2 while ρ
∑
i∈Hn pn,i is affine in pn  0|Hn |. Then, Gω is indeed a strictly convex
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set for ω ∈ R. Therefore, Ê(Hn)n (pn) is strictly quasiconcave in pn  0|Hn |. Moreover, the strict








Apparently, Ê(Hn)n (pn) is continuously differentiable w.r.t pn. To prove the strict pseudo-
concavity of Ê(Hn)n (pn), we need to show that (̃pn − pn)T∇pnÊ
(Hn)
n (pn) < 0 implies Ê(Hn)n (̃pn) <
Ê
(Hn)
n (pn) for any 0|Hn |  pn ≺ p̃n [97]. Suppose that there exist 0|Hn |  pn ≺ p̃n such
that (̃pn − pn)T∇pnÊ
(Hn)
n (pn) < 0 and Ê(Hn)n (̃pn) ≥ Ê(Hn)n (pn). Using Taylor expansion, it is
easy to prove there exist λ̃ ∈ (0, 1) such that Ê(Hn)n (̃λpn + (1− λ̃)̃pn) < Ê
(Hn)
n (pn), based on
(̃pn − pn)T∇pnÊ
(Hn)
n (pn) < 0. Then, Ê(Hn)n (̃λpn+(1−λ̃)̃pn) < Ê
(Hn)
n (pn) ≤ Ê(Hn)n (̃pn). That is,







which contradicts with (E.10). Thus, (̃pn − pn)T∇pnÊ
(Hn)
n (pn) < 0 does imply Ê(Hn)n (̃pn) <
Ê
(Hn)
n (pn) for any 0|Hn |  pn ≺ p̃n. Therefore, Ê
(Hn)
n (pn) is strictly pseudoconcave in pn  0|Hn |.
E.4 Proof of Theorem 6.6
The proof is based on the two equivalent forms of problem (6.5) in (6.14) and (6.15).
Following the notations in (6.14) and (6.15) but simplifying the superscript of H (k)n as k,
let p(k)n , (p(k)n,i )i∈H (k)n and p
(k)
n denote the optimal arguments for problems (6.14) and (6.15)
whenHn = H
(k)
































n } as k ? ik′
for k′ ≥ k + 1. Because of the definition of Pn, we have Ê
(k+1)
n = maxk′≥k+1 Ê
(k?ik′ )
n . Hence,
altogether with the given condition, we have Ê(k)n > Ê
(k?ik′ )
n for k′ ≥ k + 1. That is, we have
























































< Ê(k)n , (E.14)













n ) ≥ 0 over [p
(k)
n , pmaxn ]. The strict inequality in (E.14) has to hold. Otherwise, Eq.













d , where a > 0, b > 0, c > 0, d > 0. That is, there would exist a
certain pn ∈ [p
(k)
n , pmaxn ], which was better than p
(k?ik′ )





































































n for k ≥ k + 2 in three steps.



































< Ê(k)n , (E.16)



















< Ê(k)n , (E.17)





























4pDc k + 4pSc + ρpn
= Ê(k)n . (E.18)




n for k ≥ k + 2.
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