Inverse MEG/EEG problem is known to be ill-posed and no single solution can be found without utilizing some prior knowledge about the nature of signal sources, the way the signals are propagating and finally collected by the sensors. The signals are assumed to have a sparse representation in appropriate domain, e.g. wavelet transform, and spatial locality of sources is assumed, the fact that MEG/EEG data comes from physiological source justifies such assumption. Spatial information is utilized through MEG/EEG forward model, which is used when looking for an inverse solution. Finally, we formulate an optimization problem that incorporates both the sparsity and the locality assumptions, and physical considerations about the model. The optimization problem is solved using an augmented Lagrangian framework with truncated Newton method for the inner iteration.
Introduction

MEG/EEG inverse problem
Neural activities of the brain are accompanied with ionic currents that produce weak magnetic and electric fields. Those fields are non invasively measured by highly sensitive sensors. The data collected on the sensors reflects some distribution of brain activity. The final goal is to localize those activities and possibly recover their time courses. In MEG/EEG inverse problem the brain is modeled as a mesh of voxels, each voxel represents a current dipole source [1] . The inverse problem should be solved given the forward model [3] , [4] and the response of the sensors.
Spatial-temporal approach
The voxels activity can be described by an matrix where N is the number of voxels and T is a number of coefficients that represent the activity of each voxel. Assuming that number of active voxels is relatively small, even if we stay in time domain (the coefficients are time samples), the solution would have a sparse structure. The left plot on Figure 1 depicts time samples of synthetic voxels activity ( voxels, time samples, only 10 voxels are active). It is possible to achieve a sparser representation by applying appropriate transform to time courses of each voxel. A short time Fourier transform and a wavelet transform are known to produce good results when compressing signals from various natural sources [9] . By applying a wavelet transform separately to each voxel in , a much sparser structure is obtained. The right plot on Figure 1 depicts a resulting matrix . Notice, that this view on voxels activity utilizes both temporal and spatial information. Temporal information is utilized once all time courses (in a raw or transformed form) are used to form the matrix S. Spatial information can be utilized by considering a known forward model for MEG/EEG (i.e. the propagation rule that tells what is the response of sensors given voxels activity). Finally, sparsity of the solution is assumed, thus we should be able to achieve a good separation of the sources. Let The MEG/EEG inverse problem can be stated in terms of optimization problem with an objective function of the following general form: 
Problem formulation
We further assume locality of sources. Active sources can be represented by several nonzero coefficients while non-active sources ideally have all-zero coefficients. Hence, we want to give a high penalty for stand-alone coefficients in random locations of matrix S and low penalty for coefficients that represent the same voxel, i.e. belong to the same row of matrix S.
One possible choice is a sum of row-wise L2 norms Let be a row-wise wavelet or other transform coefficients of , which we expect to be sparse for true solution. Denote
the coefficients of the sensor signal X. Our objective can be then reformulated as Note, that both optimization problems with respect to S and with respect to C have identical objective functions (3.2 and 3.3). For convenience, in the further text S will denote a variable of a generic optimization problem, i.e. S will stand for S or C and X will stand for X or Y.
Typically, in an EEG/MEG problem there are thousands of voxels, hundreds of sensors and hundreds of time course samples/coefficients, which results in 10 5 -10 6 optimization variables (matrix or ). This is a large-scale optimization problem, and special optimization techniques should be used. We choose to solve this constrained problem in a framework of augmented Lagrangian. For convenience, in the further text S will stand for and will stand for S % A Ã .
Augmented Lagrangian method
Consider an optimization problem with inequality constraints:
where , 1 is a set of active inequality constraints.
( )
The Lagrangian function of this problem is:
and a matrix of gradients of constraints
. The expression (4.4) can be rewritten in a vector form:
(4.5)
According to Lagrange multipliers theory, if the first Karush-Kuhn-Tucker necessary condition is met (i.e.
, is a minimum of (4.3) and is a regular point), then there exists a unique vector of optimal Lagrange multipliers such that:
are linearly independent.
If the vector of optimal Lagrange multipliers was already known, we could find s by solving the unconstrained optimization problem
algorithm is a numeric implementation of this idea. It iteratively searches both for and for , the saddle point of
The Lagrangian function (4.4) is approximated by an aggregate function of augmented Lagrangian algorithm: An extended version of inequality penalty
, where p is a penalty parameter and µ is the slope at 0, provides a better control over the shape of penalty function and is useful in iterative algorithms such as augmented Lagrangian. 
The actual algorithm
We solve the constrained optimization problem (4.2) in a framework of augmented Lagrangian [5] , [6] . At each iteration, an unconstrained problem should be solved, its objective function is an aggregate of augmented Lagrangian (4.6). This is a large-scale problem and appropriate techniques should be used to solve it.
Truncated Newton method
When dealing with large scale problems, two major obstacles arise. One is that data storage beyond O becomes prohibitively high (N is a number of variables). The other is that computational load needed to find a search direction per iteration should also be ( ) N proportional to N. Thus even if second order derivative information is theoretically available, the explicit calculation may not be feasible. This draws Newton and Quasi Newton methods out of consideration since they both use
Truncated Newton method [2] features linear storage and linear computational load per iteration, while exploiting second order information. All this makes truncated Newton an appealing choice for large scale problems.
At each iteration, a search direction d is found by approximately solving Newton equations ∇ using some iterative method, then a line search along direction d is performed. The line search ensures a global convergence. Newton equations are a linear system with respect to d, which is most effectively optimized by conjugate gradients method. The optimization is "truncated" after a certain (fixed) number of iterations hoping that an approximate solution is sufficiently good. The good thing is that explicit calculation of the Hessian is not needed, only a Hessian-vector product of the form ∇ needs to be calculated for an arbitrary vector .
For line search we use a back tracking method [2] (Armijio rule). This is an inexact method, and it is significantly faster than exact line search methods.
Hessian-vector product calculation
A common way of calculating Hessian-vector product is by one sided finite difference approximation. By rearranging the Taylor expansion of
The resulting finite difference formula is:
This formula calculates a simple approximation of at a cost of just one extra gradient computation, assuming that the gradient at we already have.
This formula is good for numerical analysis when an analytic equation cannot be derived. However, it suffers from some numerical problems. The choice of is rather empirical, a thorough discussion can be found in [2] .
Fortunately, an analytic expression for Hessian-vector product can be derived. This product is still calculated at the cost similar to gradient calculation. The Hessian itself is not calculated and only linear storage is needed. See appendices A.2, A.3 for details.
Simulations
Generated data -simulations input
We generated sparse coefficients that represent a synthetic brain activity. These coefficients can be treated as a result of a preprocessing that produces sparse coefficients when applied to signals originating from a natural source. Such preprocessing may incorporate some sort of wavelet transform.
The synthetic sources activity was further used to obtain a sensors response, which is calculated by , where is an matrix of generated sources, X is an matrix of sensors coefficients and A is an gain matrix of forward model. In these simulations we used MEG forward model publicly available from BrainStorm group [4] .
The sensors response was further spoiled by additive background noise. The ultimate goal of the optimization algorithm is to recover synthetic sources in all conditions, with or without background noise. The resulting sensors response 
Sources recovery
The output of the optimization algorithm is a recovered matrix of coefficients of sources signals. If the optimization would obtain a perfect solution, our quest would end there. However, since the original problem is solved only approximately, we need to further refine the solution by deciding what signals are active according to some criteria.
In this work we used a very simple and straight-forward recovery technique: voxels with signal energy above a predefined threshold were chosen to be active sources. Alternatively, voxels with maximum L1 norm could be chosen. Both techniques produce very similar results.
Results
Figures 6 and 7 depict recovered sources for simulations without noise, while Figures 8 and 9 depict recovered sources for simulations with noise. We can see that without noise all the signals are recovered and localized almost correctly, except for one weak signal that was not located at all. With noisy simulations sources are recovered with distortions but are localized with quality similar to the former case.
Note, that both simulations rejected a signal with the least number of non-zero coefficients, you can see that signal 3 on Figure 3 has only 3 non-zero coefficients. This is an expected behavior, it happens because of the sources locality assumption, which is incorporated into the optimization problem through the third term of objective function. As a result of this assumption signals with small number of non-zero coefficients are suppressed. 
Conclusions
We have explored a spatial-temporal approach for a solution of an inverse MEG/EEG problem. The solution was based on two physiological assumptions: sparsity of wavelet coefficients of the signals and spatial locality of sources. We have formulated a corresponding optimization problem that incorporates the physiological assumptions and forces the forward model response to be close to the observed data.
The simulation results confirm that the framework of optimization problem allows to efficiently utilize the available temporal and spatial information. The simulations showed that the solution of optimization problem is close to generated sources signals even when sensors readings are spoiled with noise. Sparsity assumption proved to be a driving force that takes an optimization to the right solution. The simulations also showed that as a result of sources locality assumption, signals with small number of coefficients might be suppressed. Recall, that this assumption is incorporated into optimization problem through the third term of objective function.
A clear advantage of spatial-temporal approach is that it utilizes as much of the available information as possible. And a framework of optimization problem allows incorporating physiological and physical assumptions and considerations into a single model.
A. Appendices
A.1 Conjugate gradients algorithm
We use conjugate gradients method to approximately solve a set of Newton equations . This set of equations is a linear system of the form , where , , .
Here is the outline of the method:
Although all variables are written with an index of iteration, only the current values of variables have to be stored, except for inner product which has to be remembered from previous iteration.
Note, that a Hessian-vector product should be calculated at each step of the method. This is a potential bottle neck and it should be implemented efficiently. The exact calculation of Hessian-vector product can be found in A.3 and A.4 . . This consideration can be used when setting the maximum number of iterations of the conjugate gradients method.
A.2 Gradient, Hessian and Hessian-vector product of the objective function
The objective function of optimization problem 4.2 can be rewritten as a sum of standard QCQP objective function and a smoothed row-wise L2 norm :
Thus gradient, Hessian and Hesian-vector product can also be expressed as sums:
Gradient and Hessian of ( )
S f q
Recall that denotes a block diagonal matrix of T blocks, each block equals A. The function can be rewritten in the following vector form: Where we denote ( )
. Obviously, a gradient of is just a sum of gradients of l , and a Hessian of
is a block diagonal matrix, where i'th diagonal block is a Hessian of ( )
Let's calculate the gradient, the Hessian and Hessian-vector product for ( ) L2 we get the following expressions for : 
