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Resumen: Este trabajo presenta un estudio sobre el rendimiento de diferentes m¶eto-
dos de selecci¶on de caracter¶³sticas aplicados a la tarea de clasi¯caci¶on de preguntas
en diferentes idiomas. El estudio se ha realizado sobre un corpus paralelo de pregun-
tas en cuatro idiomas: ingl¶es, espa~nol, italiano y catal¶an.
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Abstract: This paper presents a study on the performance of di®erent features
selection methods applied to question classi¯cation in di®erent languages. This study
was carried out on a parallel corpus of questions in four languages: English, Spanish,
Italian, and Catalan.
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1. Introducci¶on
Los sistemas de b¶usqueda de respuestas o
question answering (QA) tienen como ¯nali-
dad encontrar respuestas concretas a necesi-
dades precisas de informaci¶on formuladas por
los usuario mediante lenguaje natural. En los
sistemas de QA, un primer paso para poder
devolver la respuesta solicitada por el usuario
es analizar la pregunta y comprenderla, saber
por qu¶e se nos est¶a preguntando.
La clasi¯caci¶on de preguntas se ha des-
marcado como una tarea en s¶³ misma dentro
del mundo de procesamiento del lenguaje na-
tural y del QA. Su objetivo es identi¯car de
forma autom¶atica qu¶e se nos est¶a preguntan-
do, categorizando las preguntas en diferen-
tes clases sem¶anticas en funci¶on del tipo de
respuesta esperada. As¶³, ante preguntas co-
mo \>Qui¶en invent¶o el tel¶efono?" o \>D¶onde
est¶a el Big Ben?", un sistema de clasi¯caci¶on
de preguntas detectar¶³a que se est¶a pregun-
tando por una persona o un lugar respecti-
vamente.
En la actualidad la gran mayor¶³a de sis-
temas de clasi¯caci¶on de preguntas se basan
en el empleo de t¶ecnicas de aprendizaje au-
tom¶atico (Li y Roth, 2002). Uno de los prin-
cipales problemas que afrontan este tipo de
sistemas es el tama~no del espacio de aprendi-
zaje, compuesto habitualmente por miles de
caracter¶³sticas. Algunas de estas caracter¶³sti-
cas, quiz¶as la inmensa mayor¶³a, son claramen-
te irrelevantes o redundantes para el apren-
dizaje. En la pr¶actica, el funcionamiento de
los algoritmos de aprendizaje puede ser mejo-
rado frecuentemente mediante un proceso de
preselecci¶on de caracter¶³sticas o feature selec-
tion (Cardie, 1996). Numerosos experimen-
tos han demostrado que a~nadir caracter¶³sti-
cas irrelevantes o redundantes provoca un de-
terioro en el funcionamiento de los algoritmos
de aprendizaje (Wang y He, 2004).
El objetivo de este trabajo es la evaluaci¶on
y comparaci¶on de distintos m¶etodos de selec-
ci¶on autom¶atica de caracter¶³sticas para la ta-
rea de clasi¯caci¶on de preguntas dentro de un
contexto multilingÄue. Los objetivos buscados
son varios: determinar la capacidad de estos
m¶etodos para mejorar la precisi¶on del clasi¯-
cador, detectar qu¶e parte del vocabulario del
problema se puede eliminar sin afectar a la
precisi¶on del mismo y, por ¶ultimo, ver c¶omo
var¶³a su rendimiento en cuatro idiomas di-
ferentes (ingl¶es, espa~nol, italiano y catal¶an).
Mientras que en clasi¯caci¶on de textos son di-
versos los estudios realizados sobre la evalua-
ci¶on de m¶etodos de selecci¶on de caracter¶³sti-
cas (Yang y Pedersen, 1997; Forman, 2003),
no existen estudios previos de su aplicaci¶on
a la tarea de clasi¯caci¶on de preguntas ni de
Procesamiento del Lenguaje Natural, Revista nº 44, marzo de 2010, pp 67-74 recibido 20-01-10 revisado 19-02-10 aceptado 04-03-10
ISSN 1135-5948 © 2010 Sociedad Española para el Procesamiento del Lenguaje Natural
su funcionamiento en diferentes idiomas.
En el resto del art¶³culo, la secci¶on 2 descri-
be las t¶ecnicas de selecci¶on de caracter¶³sticas
estudiadas; la secci¶on 3 muestra el sistema
de clasi¯caci¶on empleado; la secci¶on 4 resu-
me los experimentos y resultados obtenidos;
¯nalmente, la secci¶on 5 muestra las conclu-
siones de este trabajo.
2. Selecci¶on de caracter¶³sticas
En muchas situaciones pr¶acticas que se dan
al abordar tareas de clasi¯caci¶on autom¶atica
hay demasiadas caracter¶³sticas de aprendiza-
je que manejar por parte de los algoritmos.
Algunas de estas caracter¶³sticas, quiz¶as la in-
mensa mayor¶³a, son claramente irrelevantes
o redundantes para el aprendizaje. Realizar
una selecci¶on previa de caracter¶³sticas apor-
ta diversos bene¯cios al proceso posterior de
aprendizaje. Uno de ellos es la reducci¶on de
dimensionalidad que se produce al descartar
caracter¶³sticas irrelevantes. Hay muchos algo-
ritmos que no son capaces de manejar espa-
cios de alta dimensionalidad y trabajar con
vectores de caracter¶³sticas de gran tama~no.
Esta reducci¶on de tama~no puede hacer que el
problema sea asequible para algoritmos que
de otra forma no podr¶³an afrontarlo, adem¶as
de mejorar de forma general la velocidad de
c¶omputo a la hora de entrenar y evaluar el
clasi¯cador. Otra ventaja de la selecci¶on de
caracter¶³sticas es la eliminaci¶on de ruido que
se produce al descartar caracter¶³sticas que
realmente no contribuyen al proceso de cla-
si¯caci¶on. Esta reducci¶on permite minimizar
el problema del sobreajuste (over¯tting).
Frente a las aproximaciones manuales de
selecci¶on de caracter¶³sticas, existen t¶ecnicas
que permiten determinar estad¶³sticamente
cu¶ales son las caracter¶³sticas que aportan m¶as
informaci¶on al proceso de aprendizaje. Para
llevar a cabo la selecci¶on se emplea una fun-
ci¶on que mide la importancia de cada carac-
ter¶³stica en la tarea de clasi¯caci¶on, mante-
niendo un subconjunto de las caracter¶³sticas
consideradas m¶as relevantes por dicha fun-
ci¶on. De entre estas funciones podemos des-
tacar el umbral de frecuencia (frequency th-
resholding), information gain (IG), mutual
information (MI) y Â2. En este trabajo va-
mos a centrarnos en el estudio del umbral de
frecuencia, IG y Â2, ya que resultados expe-
rimentales previos han demostrado que MI
funciona signi¯cativamente peor a la hora de
seleccionar caracter¶³sticas en tareas de clasi-
¯caci¶on (Yang y Pedersen, 1997).
El m¶etodo del umbral de frecuencia se ba-
sa en mantener aquellas caracter¶³sticas que
se dan al menos un n¶umero determinado de
veces en el corpus. Este umbral puede refe-
rirse tanto al n¶umero de preguntas en las que
aparece como al n¶umero total de veces que
aparece en la colecci¶on. La asunci¶on detr¶as
de esta t¶ecnica es que las caracter¶³sticas que
ocurren de forma escasa en el corpus no son
relevantes para la predicci¶on de las clases o no
resultan relevantes para el rendimiento global
del sistema. La eliminaci¶on de estas carac-
ter¶³sticas poco frecuentes reduce la dimensio-
nalidad del espacio de aprendizaje, pudiendo
mejorar el funcionamiento del clasi¯cador si
los t¶erminos eliminados introduc¶³an ruido en
la construcci¶on del modelo.
La segunda t¶ecnica estudiada es Â2, em-
pleada en estad¶³stica para evaluar la indepen-
dencia de dos eventos. En selecci¶on de carac-
ter¶³sticas, los dos eventos son la ocurrencia de
una caracter¶³stica y la de una clase. Propor-
ciona una medida de cu¶anto se desv¶³a la fre-
cuencia esperada de la frecuencia observada.
Un valor grande de Â2 indica que la hip¶otesis
de independencia, que implica que los valores
observados y esperados son similares, es inco-
rrecta. La selecci¶on se lleva a cabo ordenando
las caracter¶³sticas en funci¶on del valor de Â2
y escogiendo las m mejor valoradas.
Por ¶ultimo, IG mide el n¶umero de bits de
informaci¶on obtenidos para la predicci¶on de
clases conociendo la presencia o la ausencia
de una caracter¶³stica en una instancia. Pa-
ra la selecci¶on, al igual que suced¶³a con Â2,
se computa IG sobre cada una de las carac-
ter¶³sticas, ordenando la lista resultante y eli-
giendo las m caracter¶³sticas mejor valoradas.
3. Con¯guraci¶on del sistema
En este apartado se describe el sistema de
clasi¯caci¶on de preguntas sobre el que se apli-
caran las distintas t¶ecnicas de selecci¶on de ca-
racter¶³sticas. Como en todo sistema de apren-
dizaje basado en corpus, se deben de¯nir el
algoritmo de aprendizaje, las caracter¶³sticas
de aprendizaje y el corpus de trabajo.
De entre los algoritmos utilizados habi-
tualmente en clasi¯caci¶on de preguntas, SVM
ha destacado por su buen rendimiento en esta
tarea (Zhang y Lee, 2003; Bisbal et al., 2005),
haciendo que nos decantemos por ¶el para con-
¯gurar el sistema de clasi¯caci¶on. Para los
experimentos se ha utilizado la implementa-
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ci¶on de SVM proporcionada por el conjunto
de herramientas de aprendizaje Weka (Wit-
ten y Frank, 2005), empleando el kernel lineal
y el par¶ametro de penalizaci¶on C = 1.
Para mantener la independencia del siste-
ma con respecto a otras herramientas o recur-
sos lingÄu¶³sticos y poder adaptarlo de forma
inmediata a diferentes idiomas, se han em-
pleado como ¶unicas caracter¶³sticas de apren-
dizaje los n-gramas obtenidos del propio cor-
pus de preguntas: unigramas (1-gramas), bi-
gramas (2-gramas), trigramas (3-gramas) y
las combinaciones de unigramas y bigramas
(1+2-gramas), unigramas y trigramas (1+3-
gramas), bigramas y trigramas (2+3-gramas)
y unigramas, bigramas y trigramas (1+2+3-
gramas). El ¶unico preproceso llevado a cabo
sobre el corpus consisti¶o en la transformaci¶on
a min¶usculas y la eliminaci¶on de los signos de
puntuaci¶on.
Por lo que respecta al corpus de traba-
jo, ante la inexistencia de conjuntos adecua-
dos de preguntas para la tarea de clasi¯ca-
ci¶on multilingÄue hemos desarrollado nuestro
propio corpus en cuatro idiomas diferentes:
ingl¶es, espa~nol, italiano y catal¶an. El corpus
en ingl¶es se obtuvo de las preguntas de eva-
luaci¶on de¯nidas para la tarea de QA de las
conferencias TREC, desde 1999 (TREC-8)
hasta 2003 (TREC-12).1 Una vez recopiladas
las preguntas en ingl¶es, se procedi¶o a la tra-
ducci¶on manual de las mismas a los otros tres
idiomas, obteniendo ¯nalmente un corpus pa-
ralelo de 2.393 preguntas. Este corpus fue eti-
quetado con 15 clases diferentes, bas¶andonos
en el primer nivel de la jerarqu¶³a extendida de
entidades nombradas de Sekine (Sekine, Su-
do, y Nobata, 2002), sobre la que se a~nadie-
ron las clases de¯nici¶on y acr¶onimo. ¶Estas
no exist¶³an originalmente en la jerarqu¶³a de
Sekine y fueron incluidas para aumentar la
cobertura de la taxonom¶³a. El acuerdo en el
etiquetado de preguntas (kappa agreement)
entre revisores fue de 0,87.
4. Evaluaci¶on
Se han llevado a cabo cuatro experimentos
diferentes. En primer lugar se ha evaluado el
rendimiento del clasi¯cador SVM con cada
uno de los conjuntos de caracter¶³sticas para
los cuatro idiomas del corpus. Esta evalua-
ci¶on servir¶a para comparar seguidamente el
rendimiento de las tres t¶ecnicas de selecci¶on
1http://trec.nist.gov/data/qa.html.
Caracter¶³stica Ing Esp Ita Cat
1-gramas 3764 4164 4315 4190
2-gramas 8465 8578 8644 8625
3-gramas 10015 10358 9842 10391
1+2-gramas 12229 12742 12959 12815
1+3-gramas 13779 14522 14157 14581
2+3-gramas 18480 18936 18486 19016
1+2+3-gramas 22244 23100 22801 23206
Tabla 1: N¶umero de elementos del vector de aprendizaje
para cada una de las caracter¶³sticas en los cuatro idiomas
del corpus.
Caracter¶³stica Ing Esp Ita Cat
1-gramas 81,64 80,97 79,62 80,54
2-gramas 76,78 75,33 72,68 76,00
3-gramas 54,55 58,10 56,76 62,89
1+2-gramas 81,70 81,17 79,45 81,03
1+3-gramas 80,07 79,66 78,49 79,94
2+3-gramas 75,18 72,70 70,47 74,34
1+2+3-gramas 80,36 80,07 78,39 80,43
Tabla 2: Precisi¶on obtenida con cada una de las carac-
ter¶³sticas. Los mejores valores para cada idioma se mues-
tran en negrita.
de caracter¶³sticas en cada uno de los idiomas.
Para evitar dividir el corpus de preguntas
en un conjunto de evaluaci¶on y otro de en-
trenamiento, en los experimentos se ha rea-
lizado una validaci¶on cruzada equilibrada en
10 particiones (strati¯ed 10-fold cross valida-
tion). Para certi¯car la validez de los resulta-
dos se ha empleado el test estad¶³stico t-test,
que permite minimizar la posibilidad de que
la diferencia de precisi¶on obtenida entre dos
sistemas o con¯guraciones pueda ser fortui-
ta a causa del conjunto de datos empleado
durante el proceso de experimentaci¶on. Pa-
ra valorar los resultados en este tipo de test,
se aporta un grado de con¯anza representado
por el valor p. El grado de con¯anza que se
considera aceptable en experimentaci¶on suele
ser de p < 0; 05 o p < 0; 01, indicando que la
diferencia obtenida entre los sistemas no se
debe al azar con una seguridad del 95% o del
99% respectivamente.
4.1. Con¯guraci¶on original
En este apartado se muestran los resultados
obtenidos con el sistema de¯nido en la sec-
ci¶on 3, sin llevar a cabo ning¶un tipo de selec-
ci¶on de caracter¶³sticas. La tabla 1 muestra el
tama~no del vector de aprendizaje para cada
uno de los idiomas. La precisi¶on obtenida por
el clasi¯cador se muestra en la tabla 2.
Los resultados obtenidos para cada uno de
los idiomas son similares. En el caso de los 1-
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gramas, los resultados para ingl¶es (81,64%)
son ligeramente superiores al resto de idio-
mas, siendo el italiano el que peor resultados
obtiene (79,62%). Esta tendencia se repite de
nuevo para los 2-gramas. En los experimen-
tos con 3-gramas, sin embargo, se obtienen
los peores resultados para el ingl¶es (54,55%),
siendo los mejores resultados los de catal¶an
(62,89%). Las combinaciones de caracter¶³sti-
cas, de forma similar a los experimentos in-
dividuales, obtienen mejores resultados para
ingl¶es que para el resto, siendo el italiano el
idioma con peores resultados por parte del
sistema. La ¶unica excepci¶on es la combina-
ci¶on de 1+2+3-gramas, donde los experimen-
tos en catal¶an son los que mejores resultados
ofrecen. Una explicaci¶on para estas ligeras di-
ferencias de rendimiento es el grado de °exi¶on
verbal y nominal de cada uno de los idiomas
tratados. Este grado de °exi¶on hace que el
n¶umero de n-gramas diferentes que nos pode-
mos encontrar sea mayor para idiomas como
el espa~nol, el italiano y el catal¶an que para el
ingl¶es, lo cual di¯culta la tarea de clasi¯ca-
ci¶on. Para el ingl¶es, por ejemplo, existen un
total de 3764 t¶erminos diferentes en el cor-
pus de preguntas, mientras que para el ita-
liano este n¶umero es de 4315, lo que supone
casi un 15% de incremento con respecto al
anterior.
4.2. Umbral de frecuencia
La cantidad de texto de la que disponemos en
la tarea de clasi¯caci¶on de preguntas es esca-
sa, por lo que la frecuencia de los n-gramas
en el corpus es habitualmente baja. Por es-
ta raz¶on no es conveniente establecer un um-
bral elevado en la eliminaci¶on de t¶erminos en
funci¶on de su frecuencia, ya que la reducci¶on
podr¶³a ser demasiado dr¶astica. En la ¯gura
1 se muestra la evoluci¶on del n¶umero de 1-
gramas, 2-gramas y 3-gramas en el corpus en
ingl¶es dependiendo del umbral de frecuencia.
Se puede observar que, simplemente elimi-
nando aquellos n-gramas que aparecen una
¶unica vez en el corpus, obtenemos una re-
ducci¶on de dimensionalidad notable. Vamos a
centrarnos por ello en estudiar c¶omo afecta al
sistema la eliminaci¶on de aquellos n-gramas
que aparecen una ¶unica vez en el corpus, co-
nocidos como hapax legomena.
La tabla 3 muestra c¶omo var¶³a el n¶umero
de 1-gramas, 2-gramas y 3-gramas al elimi-
nar los hapax legomena del corpus. La tabla
























Figura 1: N¶umero de 1-gramas, 2-gramas y 3-gramas en
el conrpus en ingl¶es dependiendo del umbral de frecuencia
de corte.
Caracter¶³stica Ing Esp Ita Cat
1-gramas 62,81 66,11 68,16 66,18
2-gramas 83,05 80,40 82,64 81,19
3-gramas 91,22 89,08 90,20 88,88
Tabla 3: Porcentaje de reducci¶on de caracter¶³sticas so-
bre el espacio original tras la eliminaci¶on de los hapax le-
gomena.
para 1-gramas en los diferentes idiomas se
sit¶ua entre el 62% y el 68%, para 2-gramas
entre el 80% y el 83%, y para 3-gramas entre
el 88% y el 91%.
Los resultados obtenidos por el sistema
con este tipo de selecci¶on se muestran en la
tabla 4. La comparaci¶on de estos resultados
con respecto a los obtenidos con el sistema
original (tabla 2) se puede ver en la tabla
5. Los s¶³mbolos \À" y \>" indican que los
resultados tras la selecci¶on son signi¯cativa-
mente mejor que los originales con un grado
de con¯anza p < 0; 01 y p < 0; 05 respectiva-
mente. De forma equivalente, \¿" y \<" in-
dican que los resultados tras la selecci¶on son
signi¯cativamente peor que los originales. El
s¶³mbolo \=" indica que no hay una diferencia
signi¯cativa de funcionamiento entre las dos
con¯guraciones.
Esta comparaci¶on revela que la reducci¶on
de dimensionalidad obtiene mejoras signi¯-
cativas para muchos de los tama~nos de n-
gramas y sus combinaciones. La ¶unica excep-
ci¶on es el caso de los 1-gramas, donde hay
una p¶erdida sistem¶atica de rendimiento, que
llega a ser signi¯cativa en el caso del ingl¶es.
Esto se justi¯ca porque con n-gramas de ma-
yor tama~no (y las combinaciones de ¶estos) el
n¶umero de caracter¶³sticas que introducen rui-
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Caracter¶³stica Ing Esp Ita Cat
1-gramas 80,68 80,47 78,56 80,32
2-gramas 76,96 74,28 73,13 75,93
3-gramas 59,41 60,57 59,79 65,57
1+2-gramas 81,74 80,50 78,37 80,12
1+3-gramas 81,38 80,04 78,23 79,94
2+3-gramas 77,25 73,20 72,61 74,90
1+2+3-gramas 81,49 80,11 78,37 79,83
Tabla 4: Precisi¶on obtenida por cada una de las carac-
ter¶³sticas con la eliminaci¶on de hapax legomena.
Caracter¶³stica Ing Esp Ita Cat
1-gramas < = = =
2-gramas = = = =
3-gramas À À À À
1+2-gramas = = = =
1+3-gramas > = = =
2+3-gramas À = À =
1+2+3-gramas = = = =
Tabla 5: Comparaci¶on estad¶³stica de la precisi¶on entre
el experimento original y el experimento de eliminaci¶on de
hapax legomena.
do en la clasi¯caci¶on aumenta de forma con-
siderable. Eliminar aquellos n-gramas poco
frecuentes permite la depuraci¶on del vector
de caracter¶³sticas y la mejora en la precisi¶on
del clasi¯cador. Por ejemplo, para la combi-
naci¶on 1+2+3-gramas en ingl¶es, la precisi¶on
sufre una mejora signi¯cativa (p < 0; 01) pa-
sando de 80,36% a 81,49% y reduciendo el
tama~no del vector de 22244 componentes a
tan s¶olo 3714 (una reducci¶on del 83,39%).
El m¶etodo del umbral de frecuencia suele
ser considerado como una t¶ecnica ad hoc pa-
ra mejorar la e¯ciencia de los clasi¯cadores,
pero no como un criterio fundamentado pa-
ra la selecci¶on de caracter¶³sticas relevantes.
De hecho no suele emplearse como una t¶ecni-
ca agresiva de selecci¶on, ya que los t¶erminos
poco frecuentes se consideran como informa-
tivos en tareas como la recuperaci¶on de infor-
maci¶on y clasi¯caci¶on de textos.
4.3. Â2
Los resultados obtenidos con la selecci¶on me-
diante Â2 se muestran en la ¯gura 2. Por cues-
tiones de espacio se ofrecen s¶olo las gr¶a¯cas
para ingl¶es. La ¯gura 2 (a) muestra la pre-
cisi¶on obtenida por el sistema empleando 1-
gramas y distintas variantes del n¶umero m
de caracter¶³sticas seleccionadas. Se observa
que cualquier reducci¶on llevada a cabo so-
bre el conjunto original (tabla 1) provoca un
deterioro en el rendimiento del sistema. La
¶unica reducci¶on que no implica una p¶erdida
signi¯cativa en la precisi¶on se produce para
m=3500. En la ¯gura 2 (b) vemos los resulta-
dos para 2-gramas. En este caso, conm=7000
se obtiene mejor resultado que en el original
(76,85% frente a 76,78%) aunque esta mejo-
ra no es signi¯cativa. Para el resto de casos
se observa un comportamiento similar al de
los 1-gramas. Con m=5000 se obtiene peor
precisi¶on que en el caso original, aunque es-
ta diferencia no es estad¶³sticamente signi¯ca-
tiva (p < 0; 05). Por tanto, se puede redu-
cir hasta m=5000 sin que haya una p¶erdi-
da de precisi¶on signi¯cativa en el sistema. La
¯gura 2 (c) muestra los resultados para 3-
gramas. Aqu¶³ se obtiene un mejor valor pa-
ra m=8000 (55,50%) aunque este valor no
es signi¯cativamente mejor que para el caso
original (54,55%). Para reducciones mayores,
el sistema tiene una bajada de rendimiento
signi¯cativo con respecto al original. En este
sentido el comportamiento es bastante simi-
lar al caso de 1-gramas y 2-gramas. Con el
resto de idiomas tampoco se obtienen mejo-
ras signi¯cativas empleando esta t¶ecnica so-
bre los conjuntos de caracter¶³sticas mencio-
nados.
En la ¯gura 2 (d) vemos los resultados pa-
ra 1+2-gramas. Aqu¶³ se obtiene un mejor va-
lor para m=7000 (81,82%) aunque este va-
lor no es signi¯cativamente mejor que para
el caso original (81,70%). Se puede reducir
hasta m=5000 sin que el resultado sea sig-
ni¯cativamente peor (p < 0; 01). Los resul-
tados para la combinaci¶on de 1+3-gramas se
puede ver en la ¯gura 2 (e). Aqu¶³ se obtiene
un mejor valor para m=9000 (80,92%) aun-
que este valor no es signi¯cativamente mejor
que para el original (80,08%). Se puede re-
ducir hasta m=6000 sin que el resultado sea
signi¯cativamente peor (p < 0; 01). En la ¯-
gura 2 (f) tenemos los resultados para 2+3-
gramas. Aqu¶³ se obtiene un mejor valor para
m=5000 (76,81%), siendo signi¯cativamente
mejor que para el caso original (75,18%). Se
puede reducir hasta m=3000 sin que el resul-
tado sea signi¯cativamente peor (p < 0; 01).
La ¶ultima combinaci¶on de n-gramas, la
que se obtiene mediante 1+2+3-gramas, me-
rece un estudio m¶as en detalle. En la ¯gura 3
(a) se muestra la precisi¶on obtenida para esta
combinaci¶on en ingl¶es. Se obtiene un m¶aximo
para m=11000 (menos de la mitad de carac-
ter¶³sticas del conjunto original) obteniendo
una precisi¶on de 81,96%, signi¯cativamente
mayor (p > 0; 01) que el experimento origi-




























































































Figura 2: Precisi¶on obtenida con Â2 con distintas reducciones de dimensionalidad en ingl¶es para (a) 1-gramas, (b) 2-
gramas, (c) 3-gramas, (d) 1+2-gramas, (e) 1+3-gramas y (f) 2+3-gramas. Original representa la precisi¶on obtenida en el
experimento original sin selecci¶on.
nal. En la ¯gura 3 (b) podemos ver los re-
sultados para el corpus en espa~nol con estas
mismas caracter¶³sticas. Al igual que suced¶³a
con el corpus en ingl¶es, esta combinaci¶on de
caracter¶³sticas es la que m¶as se bene¯cia de
la aplicaci¶on de Â2 en lo que a ganancia de
rendimiento se re¯ere. Se obtiene un m¶aximo
de precisi¶on (81,28%) con m=12000 carac-
ter¶³sticas, siendo este valor signi¯cativamente
mejor (p < 0; 01) que con el conjunto origi-
nal de 23100 caracter¶³sticas (80,05%). Para el
resto de resultados podemos destacar que con
m=5000 la precisi¶on del sistema no es signi-
¯cativamente peor que para el caso original,
reduciendo el tama~no del vector un 78,35%.
Los resultados para italiano se pueden ver en
la ¯gura 3 (c). En este caso la aportaci¶on de la
selecci¶on es menos efectiva. La m¶axima preci-
si¶on se alcanza con m=12000 (79,47%). Este
valor, sin embargo, no es signi¯cativamente
mejor que el original (78,39%). La ¶unica me-
jora signi¯cativa (p < 0; 05) se consigue para
m=13000, obteniendo un 79,43%. Podemos
reducir hasta m=8000 sin p¶erdida signi¯ca-
















Figura 4: Precisi¶on obtenida con IG para distintas re-
ducciones de dimensionalidad en ingl¶es para la combina-
ci¶on de 1+2+3-gramas. Original representa la precisi¶on
obtenida en el experimento original sin selecci¶on.
tiva (p < 0; 05) de precisi¶on. Por ¶ultimo, la
¯gura 3 (d) muestra los resultados para ca-
tal¶an. La m¶axima precisi¶on se alcanza con
m=11000 (81,25%), obteniendo una mejora
signi¯cativa (p < 0; 05) con respecto al valor
original (80,43%). Se puede conseguir reducir
el n¶umero de caracter¶³sticas hasta m=5000
sin que haya una p¶erdida signi¯cativa de pre-
cisi¶on (p < 0; 05) con respecto al original.
4.4. Information Gain
Tras repetir los experimentos realizados con
Â2, el comportamiento ofrecido por IG ha re-
sultado pr¶acticamente equivalente al m¶eto-
do anterior. Como ejemplo, la ¯gura 4 mues-
tra la precisi¶on obtenida por el sistema sobre
el corpus en ingl¶es empleando la combina-
ci¶on 1+2+3-gramas. Se observa un m¶aximo
para m=11000, obteniendo una precisi¶on de
81,96%, signi¯cativamente mayor (p < 0; 01)
que el experimento original. Se puede obser-
var que la gr¶a¯ca obtenida con IG es pr¶acti-
camente id¶entica a la obtenida con Â2 en la
¯gura 3 (a), solap¶andose para la mayor¶³a de
valores de m. En ning¶un caso existe una di-
ferencia estad¶³sticamente signi¯cativa entre
ambos m¶etodos.
5. Conclusiones
En este trabajo se ha presentado un estudio
sobre la selecci¶on de caracter¶³sticas aplicada
a la tarea de clasi¯caci¶on autom¶atica de pre-
guntas en un contexto multilingÄue. Se ha de-
¯nido un sistema basado en SVM y n-gramas,
experimentando sobre un corpus de pregun-
tas en cuatro idiomas diferentes: ingl¶es, es-
pa~nol, italiano y catal¶an.
La primera t¶ecnica de selecci¶on estudiada
ha sido el umbral de frecuencia, que consis-
te en eliminar las caracter¶³sticas que apare-
cen de forma limitada en el corpus. Concre-
tamente, se han eliminado aquellos n-gramas
que aparec¶³an una ¶unica vez en el conjunto de
preguntas (hapax legomena). Pese a su sim-
plicidad, esta t¶ecnica ha conseguido reducir
considerablemente la dimensionalidad del es-
pacio nativo de caracter¶³sticas, mejorando el
rendimiento del sistema para todos los vec-
tores de caracter¶³sticas con excepci¶on de los
1-gramas. El mejor resultado obtenido para
ingl¶es (81,74% para 1+2-gramas) ha supera-
do al original (81,70%), aunque esta diferen-
cia no ha sido estad¶³sticamente signi¯cativa.
En cualquier caso, esta forma de selecci¶on ha
conseguido descartar el 76,82% de las carac-
ter¶³sticas del vector original en este idioma.
Se han empleado otras dos t¶ecnicas de se-
lecci¶on, Â2 e IG, m¶as so¯sticadas que la an-
terior. Los experimentos realizados han de-
mostrado que ambas obtienen resultados muy
similares, mejorando los valores conseguidos
con la t¶ecnica del umbral de frecuencia. Los
resultados han sido especialmente buenos pa-
ra la combinaci¶on 1+2+3-gramas (81,96%).
Se ha obtenido una mejora signi¯cativa para
todos los idiomas con respecto a los experi-
mentos originales, reduciendo el tama~no del
vector de caracter¶³sticas a menos de la mitad
del inicial. La mejora obtenida sugiere que es-
tos m¶etodos de selecci¶on consiguen efectiva-
mente mantener los mejores n-gramas para la
clasi¯caci¶on, mejorando el rendimiento ¯nal
del sistema. Pese a que los mejores resultados
con IG y Â2 (81,96% en ingl¶es) han superado
a los mejores resultados originales (81,70%),
esta diferencia no es signi¯cativa. Como ya
mencionamos m¶as arriba, la selecci¶on de ca-
racter¶³sticas proporciona dos bene¯cios. En
primer lugar, elimina caracter¶³sticas ruidosas
y mejora el rendimiento del sistema. Aunque
esta mejora es patente en los experimentos
realizados no es estad¶³sticamente signi¯cati-
va con respecto a los resultados originales. En
segundo lugar, la selecci¶on de caracter¶³sticas
reduce el n¶umero de caracter¶³sticas de apren-
dizaje y el coste computacional del entrena-
miento y evaluaci¶on del clasi¯cador. A dife-
rencia del umbral de frecuencia, IG y Â2 son
procesos computacionalmente costosos, por
lo que debe valorarse cu¶ando el coste de llevar
a cabo la selecci¶on compensa la reducci¶on de
coste que se produce durante el aprendizaje






























































Figura 3: Precisi¶on obtenida con Â2 para distintas reducciones de dimensionalidad para la combinaci¶on 1+2+3-gramas
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