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Abstract
We prove the invariance principle for a random Lorentz-gas particle in 3 dimensions under
the Boltzmann-Grad limit and simultaneous diffusive scaling. That is, for the trajectory of
a point-like particle moving among infinite-mass, hard-core, spherical scatterers of radius
r, placed according to a Poisson point process of density %, in the limit % → ∞, r → 0,
%r2 → 1 up to time scales of order T = o(r−2 |log r|−2). To our knowledge this represents the
first significant progress towards solving this problem in classical nonequilibrium statistical
physics, since the groundbreaking work of Gallavotti (1969) [14, 15, 16], Spohn (1978) [25, 26]
and Boldrighini-Bunimovich-Sinai (1983) [3]. The novelty is that the diffusive scaling of
particle trajectory and the kinetic (Boltzmann-Grad) limit are taken simulataneously. The
main ingredients are a coupling of the mechanical trajectory with the Markovian random
flight process, and probabilistic and geometric controls on the efficiency of this coupling.
MSC2010: 60F17; 60K35; 60K37; 60K40; 82C22; 82C31; 82C40; 82C41
Key words and phrases: Lorentz-gas; invariance principle; scaling limit; coupling; ex-
ploration process.
1 Introduction
We consider the Lorentz gas with randomly placed spherical hard core scatterers in Rd. That
is, place spherical balls of radius r and infinite mass centred on the points of a Poisson point
process of intensity % in Rd, where rd% is sufficiently small so that with positive probability
there is free passage out to infinity, and define t 7→ Xr,%(t) ∈ Rd to be the trajectory of a point
particle starting with randomly oriented unit velocity, performing free flight in the complement
of the scatterers and scattering elastically on them. A major problem in mathematical statistical
physics is to understand the diffusive scaling limit of the particle trajectory
t 7→ X
r,%(Tt)√
T
, as T →∞. (1)
Indeed, the Holy Grail of this field of research would be to prove the invariance principle (i.e.
weak convergence to a Wiener process with nondegenerate variance) for the sequence of processes
in (1) in either the quenched or annealed setting (discussed in section 1.1). For extensive
discussion and historical background see the surveys [26, 7, 22] and the monograph [27].
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The same problem in the periodic setting, when the scatterers are placed in a periodic array
and randomness comes only with the initial conditions of the moving particle, is much better
understood, due to the fact that in the periodic case the problem is reformulated as diffusive
limit of particular additive functionals of billiards in compact domains and thus heavy artillery
of hyperbolic dynamical systems theory is efficiently applicable. In order to put our results in
context, we will summarize very succinctly the existing results, in section 1.4.
There has been, however, no progress in the study of the random Lorentz gas informally
described above, since the ground-breaking work of Gallavotti [14, 15, 16], Spohn [25, 26] and
Boldrighini-Bunimovich-Sinai [3] where weak convergence of the process t 7→ Xr,%(t) to a con-
tinuous time random walk t 7→ Y (t) (called Markovian flight process) was established in the
Boltzmann-Grad (a.k.a. low density) limit r → 0, %→∞, rd−1%→ 1, in compact time intervals
t ∈ [0, T ], with T <∞, in the annealed [14, 15, 16, 25, 26], respectively, quenched [3] setting.
Our main result (see Theorem 2 in subsection 1.3) proves the invariance principle in the
annealed setting if we take the Boltzmann-Grad and diffusive limits simultaneously : r → 0,
% → ∞, rd−1% → 1 and T = T (r) → ∞. Thus while the diffusive limit (1) with fixed r and
% remains open, this is the first result proving convergence for infinite times in the setting of
randomly placed scatterers, and hence it is a significant step towards the full resolution of the
problem in the annealed setting.
1.1 The random Lorentz gas
We define now more formally the random Lorentz process. Place spherical balls of radius r and
infinite mass centred on the points of a Poisson point process of intensity % in Rd, and define
the trajectory t 7→ Xr,%(t) ∈ Rd of a particle moving among these scatterers as follows:
- If the origin is covered by a scatterer then Xr,%(t) ≡ 0.
- If the origin is not covered by a scatterer then t 7→ Xr,%(t) is the trajectory of a point-like
particle starting from the origin with random velocity sampled uniformly from the unit
sphere Sd−1 and flying with constant speed between successive elastic collisions on any
one of the fixed, infinite mass scatterers.
The randomness of the trajectory t 7→ Xr,%(t) (when not identically 0) is due to two sources:
the random placement of the scatterers and the random choice of initial velocity of the moving
particle. Otherwise, the dynamics of the moving particle is fully deterministic, governed by
classical Newtonian laws. With probability 1 (with respect to both sources of randomness) the
trajectory t 7→ Xr,%(t) is well defined.
Due to elementary scaling and percolation arguments
P
(
the moving particle is not trapped in a compact domain
)
= ϑd(%r
d), (2)
where ϑd : R+ → [0, 1] is a percolation probability which is (i) monotone non-increasing; (ii)
continuous except for one possible jump at a positive and finite critical value uc = uc(d) ∈ (0,∞);
(iii) vanishing for u ∈ (uc,∞) and positive for u ∈ (0, uc); (iv) limu→0 ϑd(u) = 1. We assume
that %rd < uc. In fact, in the Boltzmann-Grad limit considered in this paper (see (3) below) we
will have %rd → 0.
As discussed above, the Holy Grail of this field is a mathematically rigorous proof of the
invariance principle of the processes (1) in either one of the following two settings.
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(Q) Quenched limit : For almost all (i.e. typical) realizations of the underlying Poisson point
process, with averaging over the random initial velocity of the particle. In this case, it is
expected that the variance of the limiting Wiener process is deterministic, not depending
on the realization of the underlying Poisson point process.
(AQ) Averaged-quenched (a.k.a. annealed) limit : Averaging over the random initial velocity of
the particle and the random placements of the scatterers.
1.2 The Boltzmann-Grad limit
The Boltzmann-Grad limit is the following low (relative) density limit of the scatterer configu-
ration:
r → 0, %→∞, %rd−1 → vd−1, (3)
where vd−1 is the area of the (d − 1)-dimensional unit disc. In this limit the expected free
path length between two successive collisions will be 1. Other choices of lim %rd−1 ∈ (0,∞) are
equally legitimate and would change the limit only by a time (or space) scaling factor.
It is not difficult to see that in the averaged-quenched setting and under the Boltzmann-
Grad limit (3) the distribution of the first free flight length starting at any deterministic time,
converges to an EXP (1) and the jump in velocity after the free flight happens in a Markovian
way with transition kernel
P
(
vout ∈ dv′
∣∣ vin = v) = σ(v, v′)dv′, (4)
where dv′ is the surface element on Sd−1 and σ : Sd−1×Sd−1 → R+ is the normalised differential
cross section of a spherical hard core scatterer, computable as
σ(v, v′) =
1
4vd−1
∣∣v − v′∣∣3−d . (5)
Note that in 3-dimensions the transition probability (4) of velocity jumps is uniform. That is,
the outgoing velocity vout is uniformly distributed on S2, independently of the incoming velocity
vin.
It is intuitively compelling but far from easy to prove that under the Boltzmann-Grad limit
(3) {
t 7→ Xr,%(t)
}
⇒
{
t 7→ Y (t)
}
, (6)
where the symbol ⇒ stands for weak convergence (of probability measures) on the space of
continuous trajectories in Rd, see [1]. The process t 7→ Y (t) on the right hand side is the
Markovian random flight process consisting of independent free flights of EXP (1)-distributed
length, with Markovian velocity changes according to the scattering transition kernel (4). A
formal construction of the process t 7→ Y (t) is given in section 2.1. The limit (6), valid in any
compact time interval t ∈ [0, T ], T < ∞, is rigorously established in the averaged-quenched
setting in [14, 15, 16, 25, 26], and in the quenched setting in [3]. In [25] more general point
processes of the scatterer positions, with sufficiently strong mixing properties are considered.
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The limiting Markovian flight process t 7→ Y (t) is a continuous time random walk. Therefore,
by taking a second, diffusive limit after the Boltzmann-Grad limit (6), Donsker’s theorem (see
[1]) yields indeed the invariance principle,{
t 7→ T−1/2Y (Tt)
}
⇒
{
t 7→W (t)
}
, (7)
as T → ∞, where t 7→ W (t) is the isotropic Wiener process in Rd of non-degenerate variance.
The variance of the limiting Wiener processW can be explicitly computed but its concrete value
has no importance.
The natural question arises whether one could somehow interpolate between the double
limit of taking first the Boltzmann-Grad limit (6) and then the diffusive limit (7) and the plain
diffusive limit for the Lorentz process, (1). Our main result, Theorem 2 formulated in section 1.3
gives a positive partial answer in dimension 3. Since our results are proved in three-dimensions
from now on we formulate all statements in d = 3 rather than general dimension.
1.3 Results
In the rest of the paper we assume % = %(r) = pir−2 and drop the superscript % from the notation
of the Lorentz process.
Our results (Theorems 1 and 2 formulated below) refer to a coupling – joint realisation
on the same probability space – of the Markovian random flight process t 7→ Y (t), and the
quenched-averaged (annealed) Lorentz process t 7→ Xr(t). The coupling is informally described
later in this section and constructed with full formal rigour in section 2.2.
The first theorem states that in our coupling, up to time T  r−1, the Markovian flight and
Lorentz exploration processes stay together.
Theorem 1. Let T = T (r) be such that limr→0 T (r) =∞ and limr→0 rT (r) = 0. Then
lim
r→0
P
(
inf{t : Xr(t) 6= Y (t)} ≤ T ) = 0. (8)
Although, this result is subsumed by our main result, it shows the strength of the coupling
method employed in this paper. In particular, with some elementary arguments it provides a
much stronger result than [14, 15, 16, 25] which state the weak limit (6) (which follows from
(8)) for any fixed T < ∞. On the other hand the proof of this "naïve" result sheds some light
on the structure of proof of the more sophisticated Theorem 2, which is our main result.
Theorem 2. Let T = T (r) be such that limr→0 T (r) =∞ and limr→0 r2 |log r|2 T (r) = 0. Then,
for any δ > 0,
lim
r→0
P
(
sup
0≤t≤T
|Xr(t)− Y (t)| > δ
√
T
)
= 0, (9)
and hence {
t 7→ T−1/2Xr(Tt)
}
⇒
{
t 7→W (t)
}
, (10)
as r → 0, in the averaged-quenched sense. On the right hand side of (10) W is a standard
Wiener process of variance 1 in R3.
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Indeed, the invariance principle (10) readily follows from the invariance principle for the
Markovian flight process, (7), and the closeness of the two processes quantified in (9). So, it
remains to prove (9). This will be the content of the larger part of this paper, sections 4-7.
The point of Theorem 2 is that the Boltzmann-Grad limit of scatterer configuration (3)
and the diffusive scaling of the trajectory are done simultaneously, and not consecutively. The
memory effects due to recollisions and shading are controlled up to the time scale T = T (r) =
o(r−2 |log r|−2).
Remarks on dimension:
(1) Our proof is not valid in 2-dimensions for two different reasons:
(a) Probabilistic estimates at the core of the proof are valid only in the transient dimen-
sions of random walk, d ≥ 3.
(b) A subtle geometric argument which will show up in sections 6.4-6.6 below, is valid
only in d ≥ 3, as well. This is unrelated to the recurrence/transience dichotomy
and it is crucial in controlling the short range recollision and shading events in the
Boltzmann-Grad limit (3).
(2) The fact that in d = 3 the differential cross section of hard spherical scatterers is uniform
on S2, c.f. (4), (5), facilitates our arguments, since, in this case, the successive velocities
of the random flight process Y (t) form an i.i.d. sequence. However, this is not of crucial
importance. The same proofs could also be carried out for other differential cross sections,
at the expense of more extensive arguments. We are not going to these generalisations
here. Therefore the proofs presented in this paper are valid exactly in d = 3.
Remark on time scales: In order to compare our time scale with existing results on weak
coupling diffusive limits, cf [19, 11, 12] (see subsection 1.4 below for some details), we define the
kinetic time scale of the problem
Tkin := %
1/d = r−(d−1)/d. (11)
This is the space-time scale on which the kinetic limits [14, 15, 16, 25, 3, 18, 13, 9] hold,
if formulated as scaling limit of the microscopic trajectory. This time scale is the reference
to which the time scale of validity of the diffusive limit should be gauged. In terms of the
microscopic time our diffusive limit holds for time scales up to
Tdiff = TkinT (12)
with
T = o
(
T
2d/(d−1)
kin (log Tkin)
−2
)
= o
(
T 3kin(log Tkin)
−2) . (13)
This is to be compared with time scales of the similar-in-spirit classical [19], respectively, quan-
tum [11, 12], weak coupling diffusive limits, cf. (16).
The proof of Theorems 1 and 2 will be based on a coupling (that is: a joint realisation on the
same probability space) of the Markovian flight process t 7→ Y (t) and the averaged-quenched
realisation of the Lorentz process t 7→ Xr(t), such that the maximum distance of their positions
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up to time T be small order of
√
T . The Lorentz process t 7→ Xr(t) is realised as an exploration
of the environment of scatterers. That is, as time goes on, more and more information is revealed
about the position of the scatterers. As long as Xr(t) traverses yet unexplored territories, it
behaves just like the Markovian flight process Y (t), discovering new, yet-unseen scatterers with
rate 1 and scattering on them. However, unlike the Markovian flight process it has long memory,
the discovered scatterers are placed forever and if the process Xr(t) returns to these positions,
recollisions occur. Likewise, the area swept in the past by the Lorentz exploration process Xr(t)
– that is: a tube of radius r around its past trajectory – is recorded as a domain where new
collisions can not occur. For a formal definition of the coupling see section 2.2. Let their velocity
processes be U(t) := Y˙ (t) and V r(t) := X˙r(t). These are almost surely piecewise constant jump
processes. The coupling is realized in such a way, that
(A) At the very beginning the two velocities coincide, V r(0) = U(0).
(B) Occasionally, with typical frequency of order r mismatches of the two velocity processes
occur. These mismatches are caused by two possible effects:
◦ Recollisions of the Lorentz exploration process with a scatterer placed in the past.
This causes a collision event when V r(t) changes while U(t) does not.
◦ Scatterings of the Markovian flight process Y (t) in a moment when the Lorentz
exploration process is in the explored tube, where it can not encounter a not-yet-seen
new scatterer. In these moments the process U(t) has a jump discontinuity, while
the process V r(t) stays unchanged. We will call these events shadowed scatterings of
the Markovian flight process.
(C) However, shortly after the mismatch events described in item (B) above, a new jointly
realised scattering event of the two processes occurs, recoupling the two velocity processes
to identical values. These recouplings occur typically at an EXP (1)-distributed time after
the mismatches.
V r(t) V r(t)
U(t)
U(t)
Figure 1: The above image shows a recollision (left) and a shadowing event
(right). Note that after each event U and V r are no longer coupled. However
at the next scattering, if possible, the velocities are recoupled. On the
right-hand-side the virtual scatterer drawn in dotted line is shadowed. That
is: it is physically not present in the mechanical trajectory.
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Summarizing: The coupled velocity processes t 7→ (U(t), V r(t)) are realized in such a way that
they assume the same values except for typical time intervals of length of order 1, separated
by typical intervals of lengths of order r−1. Other, more complicated mismatches of the two
processes occur only at time scales of order r−2 |log r|−2. If all these are controlled (this will be
the content of the proof) then the following hold:
Up to T = T (r) = o(r−1), with high probability there is no mismatch whatsoever between U(t)
and V r(t). That is,
lim
r→0
P
(
inf{t : V r(t) 6= U(t)} < T ) = lim
r→0
P
(
inf{t : Xr(t) 6= Y (t)} < T ) = 0. (14)
In particular, the invariance principle (10) also follows, with T = T (r) = o(r−1), rather than
T = T (r) = o(r−2 |log r|−2). As a by-product of this argument a new and handier proof of the
theorem (6) of [14, 15, 16, 25, 26] also drops out.
Going up to T = T (r) = o(r−2 |log r|−2) needs more argument. The ideas exposed in the outline
(A), (B), (C) above lead to the following chain of bounds:
max
0≤t≤1
∣∣∣∣Xr(Tt)√T − Y (Tt)√T
∣∣∣∣ = 1√T max0≤t≤1
∣∣∣∣∫ Tt
0
(V r(s)− U(s)) ds
∣∣∣∣
≤ 1√
T
∫ T
0
|V r(s)− U(s)| ds  1√
T
Tr =
√
Tr.
In the  step we use the arguments (B) and (C). Finally, choosing in the end T = T (r) = o(r−2)
we obtain a tightly close coupling of the diffusively scaled processes t 7→ Xr(Tt)/√T and
t 7→ Y (Tt)/√T , (9), and hence the invariance principle (10), for this longer time scale. This
hand-waving argument should, however, be taken with a grain of salt: it does not show the
logarithmic factor, which arises in the fine-tuning.
1.4 Summary of related work
In order to put our results in context we succinctly summarize the related most important results
in the mathematically rigorous treatment of diffusion in the Lorentz gas. As Hendrik Lorentz’s
seminal paper [21] – where he proposes the periodic setting of what we call today the Lorentz
gas for modelling diffusion and transport in solids – was published in 1905, and due to the large
amount of work done in this field, we can not strive for exhaustion, and mention only a (possibly
subjective) selection of the mathematically rigorous results. For more comprehensive historical
overview we refer the reader to the survey papers [7, 22, 26] and the monograph [27].
Scaling limit of the periodic Lorentz gas
As already mentioned, diffusion in the periodic setting is much better understood than in the
random setting. This is due to the fact that diffusion in the periodic Lorentz gas can be reduced
to the study of limit theorems of some particular additive functionals of billiard flows in compact
domains. Heavy tools of hyperbolic dynamics provide the technical arsenal for the study of these
problems.
The first breakthrough was the fully rigorous proof, by Bunimovish and Sinai [4], of the in-
variance principle (diffusive scaling limit) for the Lorentz particle trajectory in a two-dimensional
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periodic array of spherical scatterers with finite horizon. (Finite horizon means that the length of
the straight path segments not intersecting a scatterer is bounded from above.) This result was
extended by Chernov [6], to higher dimensions, under a still-not-proved technical assumption
on singularities of the corresponding billiard flow.
In the case of infinite horizon (e.g. the plain Zd arrangement of the spherical scatterers
of diameter less than the lattice spacing) the free flight distribution of a particle flying in a
uniformly sampled random direction has a heavy tail which causes a different type of long time
behaviour of the particle displacement. The arguments of Bleher [2] indicated that in the two-
dimensional case super-diffusive scaling of order
√
t log t is expected. For the Lorentz-particle
displacement in the 2-dimensional periodic case with infinite horizon, a central limit theorem
with this anomalous scaling was proved with full rigour by Varjú and Sz’asz [28] and Dolgopyat
and Chernov [8]. The periodic infinite horizon case in dimensions d ≥ 3 remains open.
Boltzmann-Grad limit of the periodic Lorentz gas
The Boltzmann-Grad limit in the periodic case means spherical scatterers of radii r  1 placed
on the points of the hypercubic lattice r(d−1)/dZd. The particle starts with random initial
position and velocity sampled uniformly and collides elastically on the scatterers. For a full
exposition of the long and complex history of this problem we quote the surveys [17, 22] and
recall only the final, definitive results.
In Caglioti-Golse [5] and Marklof-Strömbergsson [23] it is proved that in the Boltzmann-
Grad limit the trajectory of the Lorentz particle in any compact time interval t ∈ [0, T ] with
T <∞ fixed, converges weakly to a non-Markovian flight process which has, however, a complete
description in terms of a Markov chain of the successive collision impact parameters and, con-
ditionally on this random sequence, independent flight lengths. (For a full description in these
terms see [24].) As a second limit, the invariance principle is proved for this non-Markovian
random flight process, with superdiffusive scaling
√
t log t, in Marklof-Tóth [24]. Note that in
this case the second limit doesn’t just drop out from Donsker’s theorem as it did in the random
scatterer setting. The results of [5] are valid in d = 2 while those of [23] and [24] in arbitrary
dimension.
Interpolating between the plain scaling limit in the infinite horizon case (open in d ≥ 3) and
the kinetic limit, by simultaneously taking the Boltzmann-Grad limit and scaling the trajectory
by
√
T log T , where T = T (r) → ∞ with some rate, would be the problem analogous to our
Theorem 1 or Theorem 2. This is widely open.
The weak coupling limit
The weak coupling is physically a different limiting procedure for obtaining diffusion of moving
particle among fixed scatterers. In conformity with the usual notation of the weak coupling
literature we will use the scaling parameter ε → 0. Infinite mass fixed scatterers are again
placed on the points of a Poisson point process of density % = ε−d in Rd. However, now it
is assumed that the compactly supported and spherically symmetric scattering potential U of
radius r = ε, centred at the scatterer positions, is smooth and bounded rather than hard core.
Note that % = ε−d, r = ε means just a linear spatial scaling by a factor ε. In this limit, rather
than scaling down excessively the radius of support, the strength of the potential is scaled.
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Newton’s equations of motion for the kinetically scaled particle are
X˙ε(t) = V ε(t), V˙ ε(t) = −∇U ε(Xε(t))
in the potential field
U ε(x) =
∑
q∈ω
ε1/2U (ε−1(x− q)),
where ω is the realisation of the Poisson point process of intensity % = ε−d.
From the work of Kesten and Papanicolaou [18] it follows that
V ε(t)⇒ V (t), Xε(t)⇒X (t) :=
∫ t
0
V (s)ds, (15)
where the limiting velocity process V (t) is a homogeneous diffusion (i.e. Brownian motion) on
the surface of Sd−1 and the weak convergence is meant in the space of continuous trajectories
endowed with uniform topology on compact time intervals, cf [1]. See also the survey [26].
Taking a second, diffusive limit, T−1/2X (Tt) → W (t), the displacement process converges to
Brownian motion, as T →∞.
The simultaneous kinetic and diffusive limit in this context is done by Komorowski and
Ryzhik in [19] where it is proved that in dimension d ≥ 3, up to time scales
T = T (ε) = ε−κ = T κkin, κ ∈ (0, κ0), κ0 > 0. (16)
the diffusive limit
T−1/2Xε(Tt)⇒W (t) (17)
holds. In (16) κ0 is small (possibly, very small) and positive, its numerical value is not specified
and difficult to determine from the various technical estimates.
To our knowledge this was the first case when diffusive limit was rigorously established
beyond the kinetic time scale in a context which includes the random Lorentz gas. We also
note that the results in [18] and [19] are formulated in more general context of spatially ergodic
random potential fields with regularity conditions assumed. This covers weak coupling of the
Random Lorentz gas as particular case. Our main Theorem 2 should be compared with this
result. In particular, the time scale of validity of the diffusive limit (16) is to be compared with
the time scale (13) up to which our Theorem 2 is valid.
The quantum Lorentz gas
The quantum versions of the weak coupling and low dentity limits for the random Lorentz gas
were considered in Erdős-Yau [13], respectively, Eng-Erdős [9], where the long time evolution of
a quantum particle interacting with a random potential is studied. It is proved that the phase
space density of the quantum evolution converges weakly to the solution of the linear Boltzmann
(or, Langevin) equation, with diffusive, respectively, hopping scattering kernels. These results
are the quantum analogues of the classical (i.e. non-quantum) kinetic limits of [18] (for weak
coupling), respectively, [14, 15, 16, 25, 26] (for low density).
In the weak coupling setup the simultaneous kinetic and diffusive scaling limit, formally
analogous to [19] was done by Erdős-Salmhofer-Yau [11, 12] where it is proved that under a
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scaling limit similar to (16), (17) the time evolution of the spatial density of the quantum
particle weakly coupled with the fixed scatterers converges to the solution of the heat equation.
In this case the numerical value of the upper bound on the scaling exponent κ is specified in
d = 3 as κ0 = 1/370 (see Theorem 2.2 in [11]).
For a comprehensive survey of the kinetic and kinetic-diffusive limits in the quantum case
see also [10].
Miscellaneous
Looking into the future: Liverani investigates the periodic Lorentz gas with finite horizon with
local random perturbations in the cells of periodicity: a basic periodic structure with spherical
scatterers centred on Zd with extra scatterers placed randomly and independently within the cells
of periodicity, [20]. This is an interesting mixture of the periodic and random settings which
could succumb to a mixture of dynamical and probabilistic methods, so-called deterministic
walks in random environment.
1.5 Structure of the paper
The rest of the paper is devoted to the rigorous statement and proof of the arguments exposed
in (A), (B), (C) above. Its overall structure is as follows:
- Section 2: We construct the Markovian flight and Lorentz exploration processes and thus
lay out the coupling argument which is essential moving forward. Moreover, we will also
introduce an auxiliary process, Z, a short-sighted or forgetful version of X which somehow
interpolates between the processes Y and X.
- Section 3: We prove Theorem 1. We go through the proof of this statement as it is both
informative for the dynamics, and the proof of Theorem 2 in its full strength will follow
partially similar lines, however with substantial differences.
Sections 4-7 are fully devoted to the proof of Theorem 2, as follows:
- Section 4: We break up the process Z into independent legs of exponentially tight lengths.
From here we state two propositions which are central to the proof. They state that
(i) with high probability the process X does not differ from Z in each leg;
(ii) with high probability, the different legs of the process Z do not interact (up to times
of our time scales).
- Section 5: We prove the proposition concerning interactions between legs.
- Section 6: We prove the proposition concerning coincidence, with high probability, of the
processes X and Z within a single leg. This section is longer than the others, due to the
subtle geometric arguments and estimates needed in this proof.
- Section 7: We finish off the proof of Theorem 2.
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2 Construction
2.1 Ingredients and the Markovian flight process
Let ξj ∈ R+ and uj ∈ R3, j = −2,−1, 0, 1, 2, . . . , be completely independent random variables
(defined on an unspecified probability space (Ω,F ,P)) with distributions:
ξj ∼ EXP (1), uj ∼ UNI(S2), (18)
and let
yj := ξjuj ∈ R3. (19)
For later use we also introduce the sequence of indicators
j := 1{ξj < 1}, (20)
and the corresponding conditional exponential distributions EXP (1|1) := distrib(ξ |  = 1),
respectively, EXP (1|0) = distrib(ξ |  = 0), with distribution densities
(e− 1)−1e1−x1{0 ≤ x < 1}, respectively, e1−x1{1 ≤ x <∞}.
We will also use the notation  := (j)j≥0 and call the sequence  the signature of the i.i.d.
EXP (1)-sequence (ξj)j≥0.
The variables ξj and uj will be, respectively, the consecutive flight length/flight times and
flight velocities of the Markovian flight process t 7→ Y (t) ∈ R3 defined below.
Denote, for n ∈ Z+, t ∈ R+,
τn :=
n∑
j=1
ξj , νt := max{n : τn ≤ t}, {t} := t− τνt . (21)
That is: τn denotes the consecutive scattering times of the flight process, νt is the number of
scattering events of the flight process Y occurring in the time interval (0, t], and {t} is the length
of the last free flight before time t.
Finally let
Yn :=
n∑
j=1
ξjuj =
n∑
j=1
yj , Y (t) := Yνt + {t}uνt+1.
We shall refer to the process t 7→ Y (t) as the Markovian flight process. This will be our
fundamental probabilistic object. All variables and processes will be defined in terms of this
process, and adapted to the natural continuous time filtration (Ft)t≥0 of the flight process:
Ft := σ(u0, (Y (s))0≤s≤t).
Note that the processes n 7→ Yn, t 7→ Y (t) and their respective natural filtrations (Fn)n≥0,
(Ft)t≥0, do not depend on the parameter r.
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We also define, for later use, the virtual scatterers of the flight process t 7→ Y (t). For n ≥ 0,
let
Y ′k := Yk + r
uk − uk+1
|un − uk+1| = Yk + r
Y˙ (τ−k )− Y˙ (τ+k )∣∣∣Y˙ (τ−k )− Y˙ (τ+k )∣∣∣ , k ≥ 0,
S Yn := {Y ′k ∈ R3 : 0 ≤ k ≤ n}, n ≥ 0.
Here and throughout the paper we use the notation f(t±) := limε↓0 f(t± ε).
The points Y ′n ∈ R3 are the centres of virtual spherical scatterers of radius r which would have
caused the nth scattering event of the flight process. They do not have any influence on the
further trajectory of the flight process Y , but will play role in the forthcoming couplings.
2.2 The Lorentz exploration process
Let r > 0, and % = %(r) = pir−2. We define the Lorentz exploration process t → X(t) =
Xr(t) ∈ R3, coupled with the flight process t 7→ Y (t), adapted to the filtration (Ft)t≥0. The
process t 7→ X(t) and all upcoming random variables related to it do depend on the choice of
the parameter r (and %), but from now on we will suppress explicit notation of dependence upon
these parameters.
The construction goes inductively, on the successive time intervals [τn−1, τn), n = 1, 2, . . . .
Start with [Step 1] and then iterate indefinitely [Step 2] and [Step 3] below.
[Step 1] Start with
X(0) = X0 = 0, V (0
+) = u1, X
′
0 := r
u0 − u1
|u0 − u1| S
X
0 = {X ′0}.
Note that the trajectory of the exploration process X begins with a collision at time
t = 0. This is not exactly as described previously but is of no consequence and aids the
later exposition.
Go to [Step 2].
[Step 2] This step starts with given X(τn−1) = Xn−1 ∈ R3, V (τ+n−1) ∈ S2 and S Xn−1 = {X ′k : 0 ≤
k ≤ n− 1} ⊂ R3 ∪ {F}, where
◦ F is a fictitious point at infinity, with infx∈R3 |x−F| = ∞, introduced for book-
keeping reasons;
◦ |Xn−1 −X ′k| ∈ (r,∞] for 0 ≤ k < n− 1, and
∣∣Xn−1 −X ′n−1∣∣ ∈ {r,∞}.
The trajectory t 7→ X(t), t ∈ [τn−1, τn), is defined as free motion with elastic collisions
on fixed spherical scatterers of radius r centred at the points in S Xn−1. At the end of this
time interval the position and velocity of the Lorentz exploration process are X(τn) =: Xn,
respectively, V (τ−n ).
Go to [Step 3].
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[Step 3] Let
X ′′n := Xn + r
V (τ−n )− un+1∣∣V (τ−n )− un+1∣∣ , dn := min0≤s<τn ∣∣X(s)−X ′′n∣∣ .
Note that dn ≤ r.
◦ If dn < r then let X ′n := F, and V (τ+n ) = V (τ−n ).
◦ If dn = r then let X ′n := X ′′n,and V (τ+n ) = un+1.
Set S Xn = S Xn−1 ∪ {X ′n}.
Go back to [Step 2].
The process t 7→ X(t) is indeed adapted to the filtration (Ft)0≤t<∞ and indeed has the averaged-
quenched distribution of the Lorentz process. This follows from the fact that the scatterers of
the Lorentz process are centred on a Poisson Point Process and thus when sweeping not-yet-seen
areas no information from the past interferes.
Our notation is fully consistent with the one used for the Markovian process Y : Xn := X(τn)
and
X ′k :=

Xk + r
X˙(τ−k )− X˙(τ+k )∣∣∣X˙(τ−k )− X˙(τ+k )∣∣∣ if X˙(τ−k ) 6= X˙(τ+k ),
F if X˙(τ−k ) = X˙(τ
+
k ),
k ≥ 0,
S Xn := {X ′k ∈ R3 : 0 ≤ k ≤ n}, n ≥ 0.
2.3 Mechanical consistency and compatibility of piece-wise linear trajecto-
ries in R3
The key notion in the exploration construction of section 2.2 was mechanical r-consistency, and
r-compatibility of finite segments of piece-wise linear trajectories in R3, which we are going to
formalize now, for later reference.
Let
n ∈ N, τ0 ∈ R, Z0 ∈ R3, v0, . . . , vn+1 ∈ S2 t1, . . . , tn ∈ R+,
be given and define for j = 0, . . . , n,
τj := τ0 +
j∑
k=1
tk, Zj := Z0 +
j∑
k=1
tkvk, Z
′
j :=
Zj + r
vj − vj+1
|vj − vj+1| if vj 6= vj+1,
F if vj = vj+1,
and for t ∈ [τj , τj+1], j = 0, . . . , n,
Z(t) := Zj + (t− τj)vj+1.
We call the piece-wise linear trajectory
(
Z(t) : τ−0 < t < τ
+
n
)
mechanically r-consistent or
r-inconsistent, if
min
τ0≤t≤τn
min
0≤j≤n
∣∣Z(t)− Z ′j∣∣ = r, respectively, min
τ0≤t≤τn
min
0≤j≤n
∣∣Z(t)− Z ′j∣∣ < r (22)
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Note, that by formal definition the minimum distance on the left hand side can not be strictly
larger than r.
Given two finite pieces of mechanically r-consistent trajectories
(
Za(t) : τ
−
a,0 < t < τ
+
a,na
)
and(
Zb(t) : τ
−
b,0 < t < τ
+
b,nb
)
, defined over non-overlapping time intervals: [τa,0, τa,na ] ∩ [τb,0, τb,nb ] =
∅, with τa,na ≤ τb,0, we will call them mechanically r-compatible or r-incompatible if
min{ min
τa,0≤t≤τa,na
min
0<j≤nb
∣∣Za(t)− Z ′b,j∣∣ , min
τb,0≤t≤τb,nb
min
0≤j<na
∣∣Zb(t)− Z ′a,j∣∣} ≥ r,
min{ min
τa,0≤t≤τa,na
min
0<j≤nb
∣∣Za(t)− Z ′b,j∣∣ , min
τb,0≤t≤τb,nb
min
0≤j<na
∣∣Zb(t)− Z ′a,j∣∣} < r, (23)
respectively.
It is obvious that given a mechanically r-consistent trajectory, any non-overlapping parts
of it are pairwise mechanically r-compatible, and given a finite number of non-overlapping me-
chanically r-consistent pieces of trajectories which are also pair-wise mechanically r-compatible
their concatenation (in the most natural way) is mechanically r-consistent.
2.4 An auxiliary process
It will be convenient to introduce a third, auxiliary process t 7→ Z(t) ∈ R3, and consider the
joint realization of all three processes t 7→ (Y (t), X(t), Z(t)) on the same probability space. This
construction will not be needed until section 4, but this is the optimal logical point to introduce
it. The reader may safely skip to section 3 and come back here before turning to section 4.
The process t 7→ Z(t) will be a forgetful (or short-sighted)version of the true physical process
t 7→ X(t) in the sense that in its construction only memory effects by the last seen scatterers are
taken into account. That is: only direct recollisions with the last seen scatterer and shadowings
by the last straight flight segment are incorporated, disregarding more complex memory effects.
It will be shown that
(a) up to times T = T (r) = o(r−2 |log r|−2) the trajectories of the forgetful process Z(t) and
the true physical process X(t) coincide, and
(b) the forgetful process Z(t) and the Markovian process Y (t) stay sufficiently close together
with probability tending to 1 (as r → 0). Thus, the invariance principle (7) can be transferred
to the true physical process X(t), thus yielding the invariance principle (10).
Define the following indicator variables:
η̂j = η̂(yj−2, yj−1, yj) := 1
{
|yj−1| < 1 and min
0≤t≤ξj−2
∣∣∣∣yj−1 + r uj−1 − uj|uj−1 − uj | + tuj−2
∣∣∣∣ < r} ,
η˜j = η˜(yj−2, yj−1, yj) := 1
{
|yj−1| < 1 and min
0≤t≤ξj
∣∣∣∣yj−1 + r uj−1 − uj−2|uj−1 − uj−2| + tuj
∣∣∣∣ < r} ,
ηj := max{η̂j , η˜j}.
(24)
Before constructing the auxiliary process t 7→ Z(t) we prove the following
Lemma 1. There exists a constant C <∞ such that for any sequence of signatures  = (j)j≥1
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the following bounds hold
E
(
ηj
∣∣ ) ≤ Cr, (25)
E
(
ηjηk
∣∣ ) ≤ {Cr2 |log r| if |j − k| = 1,
Cr2 if |j − k| > 1. (26)
Proof of Lemma 1. Define the following auxiliary, and simpler, indicators:
η̂′j := 1
{
∠(−uj−1, uj−2) < 2r
ξj−1
}
, η˜′j := 1
{
∠(−uj−1, uj) < 2r
ξj−1
}
.
Here, and in the rest of the paper we use the notation
∠ : S2 × S2 → [0, pi], ∠(u, v) := arccos(u · v).
Then, clearly,
η˜j ≤ η˜′j , η̂j ≤ η̂′j .
It is straightforward that the indicators
(
η̂′j : 1 ≤ j <∞
)
, and likewise, the indicators(
η˜′j : 1 ≤ j <∞
)
, are independent among themselves and one-dependent across the two se-
quences. This holds even if conditioned on the sequence of signatures .
Therefore, the following simple computations prove the claim of the lemma.
E
(
η̂′j
∣∣ ) ≤ Cr2 ∫ ∞
0
e−y min{y−2, r−2}dy ≤ Cr,
E
(
η˜′j
∣∣ ) ≤ Cr2 ∫ ∞
0
e−y min{y−2, r−2}dy ≤ Cr,
E
(
η̂′j+1η˜
′
j
∣∣ ) ≤ Cr2 ∫ ∞
0
∫ ∞
0
e−ye−z min{y−2, z−2, r−2}dydz ≤ Cr2 |log r| .
We omit the elementary computational details.
Lemma 1 assures that, as r → 0, with probability tending to 1, up to time of order T =
T (r) = o(r−2 |log r|−1) it will not occur that two neighbouring or next-neighbouring η-s happen
to take the value 1 which would obscure the following construction.
The process t 7→ Z(t) is constructed on the successive intervals [τj−1, τj), j = 1, 2, . . . , as
follows:
◦ (No interference with the past.)
If ηj = 0 then for τj−1 ≤ t ≤ τj , Z(t) = Z(τj−1) + {t}uj .
◦ (Direct shadowing.)
If η̂j = 1, then for τj−1 ≤ t ≤ τj , Z(t) = Z(τj−1) + {t}uj−1.
◦ (Direct recollision with the last seen scatterer.)
If η̂j = 0 and η˜j = 1 then, in the time interval τj−1 ≤ t ≤ τj the trajectory t 7→ Z(t)
is defined as that of a mechanical particle starting with initial position Z(τj−1), initial
velocity Z˙(τ+j−1) = uj and colliding elastically with two infinite-mass spherical scatterers
of radius r centred at the points
Z(τj−1) + r
uj−1 − uj
|uj−1 − uj | , respectively Z(τj−2)− r
uj−1 − uj−2
|uj−1 − uj−2| .
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Consistently with the notations adopted for the processes Y (t) and X(t), we denote Zk :=
Z(τk) for k ≥ 0.
Y (t)
Z(t)
X(t)
(a)
(a)
(b)
(b)
Figure 2: The above image shows a section of trajectory during which X, Y , and
Z would all three differ. On the left we see Y and Z remain together until
point (b), where a direct recollision is respected by Z. Note that Z ignores
the mismatch at (a) as it is indirect. On the right, the process X is coupled
to Y on the left. Note that X respects the indirect recollision at point (a)
and the direct recollision at (b).
3 No mismatches up to T = o(r−1): Proof of Theorem 1
In this section we prove that the Markovian flight trajectory Y (t), up to time scales of order
T = T (r) = o(r−1), is mechanically r-consistent with probability 1 − o(1), and therefore the
coupling bound of Theorem 1 holds. On the way we establish various bounds to be used in later
sections. This section is purely classical-probabilistic. It also prepares the ideas (and notation)
for section 5 where a similar argument is explored in more complex form.
3.1 Interferences
Let t→ Y (t) and t→ Y ∗(t) be two independent Markovian flight processes. Think about Y (t)
as running forward and Y ∗(t) as running backwards in time. (Note, that the Markovian flight
process has invariant law under time reversal.) Define the following events
Ŵj := {min{
∣∣Y (t)− Y ′j ∣∣ : 0 < t < τj−1} < r},
W˜j := {min{
∣∣Y ′k − Y (t)∣∣ : 0 ≤ k < j − 1, τj−1 < t < τj} < r},
Ŵ ∗j := {min{
∣∣Y ∗(t)− Y ′1∣∣ : 0 < t < τj−1} < r},
W˜ ∗′j := {min{
∣∣Y ∗′k − Y (t)∣∣ : 0 < k ≤ j − 1, 0 < t < τ1} < r},
Ŵ ∗∞ := {min{
∣∣Y ∗(t)− Y ′1∣∣ : 0 < t <∞} < r},
W˜ ∗∞ := {min{
∣∣Y ∗′k − Y (t)∣∣ : 0 < k <∞, 0 < t < τ1} < r},
In words Ŵj is the event that the virtual collision at Yj is shadowed by the past path. While W˜j
is the event that in the time interval (τj−1, τj) there is a virtual recollision with a past scatterer.
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It is obvious that
P
(
Ŵj
)
= P
(
Ŵ ∗j
) ≤ P(Ŵ ∗j+1) ≤ P(Ŵ ∗∞),
P
(
W˜j
)
= P
(
W˜ ∗j
) ≤ P(W˜ ∗j+1) ≤ P(W˜ ∗∞). (27)
On the other hand, by union bound and independence
P
(
Ŵ ∗∞
) ≤ ∑
z∈Z3
P
({1 < k <∞ : Y ∗k ∈ Bzr,2r} 6= ∅)P({0 < t ≤ ξ : Y (t) ∈ Bzr,2r} 6= ∅)
≤
∑
z∈Z3
(2r)−1E
( |{1 < k <∞ : Y ∗k ∈ Bzr,2r}| )E( |{0 < t ≤ ξ : Y (t) ∈ Bzr,3r}| )
P
(
W˜ ∗∞
) ≤ ∑
z∈Z3
P
({0 < t <∞ : Y ∗(t) ∈ Bzr,2r} 6= ∅)P(Y1 ∈ Bzr,2r)
≤
∑
z∈Z3
(2r)−1E
( |{0 < t <∞ : Y ∗(t) ∈ Bzr,3r}| )P(Y1 ∈ Bzr,2r)
(28)
Here and in the rest of the paper we use the notation |{· · · }| for either cardinality or Lebesgue
measure of the set {· · · }, depending on context.
3.2 Occupation measures (Green’s functions)
Define the following occupation measures (Green’s functions): for A ⊂ R3
g(A) := P
(
Y1 ∈ A
)
h(A) := E
( |{0 < t ≤ ξ1 : Y (t) ∈ A}| )
G(A) := E
( |{1 ≤ k <∞ : Yk ∈ A}| )
H(A) := E
( |{0 < t <∞ : Y (t) ∈ A}| ).
Obviously,
G(A) = g(A) +
∫
R3
g(A− x)G(dx)
H(A) = h(A) +
∫
R3
h(A− x)G(dx).
(29)
3.3 Bounds
Lemma 2. The following identities and upper bounds hold:
h(dx) = g(dx) ≤ L(dx) (30)
H(dx) = G(dx) ≤ K(dx) + L(dx) (31)
where
K(dx) := C min{1, |x|−1}dx, L(dx) := Ce−c|x| |x|−2 dx, (32)
with appropriately chosen C <∞ and c > 0.
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Proof of Lemma 2. The identity h = g is a direct consequence of the flight length ξ being
EXP (1)-distributed. The distribution g has the explicit expression
g(dx) = C |x|−2 e−|x|dx
from which the the upper bound (30) follows.
(31) then follows from (29) and standard Green’s function estimate for a random walk with
step distribution g.
For later use we introduce the conditional versions – conditioned on the sequence  (see
(20)) – of the bounds (30), (31). In this order we define the conditional versions of the Green’s
functions, given  ∈ {0, 1}, respectively  ∈ {0, 1}N:
g(A) := P
(
Y1 ∈ A
∣∣ )
h(A) := E
( |{0 < t ≤ ξ1 : Y (t) ∈ A}| ∣∣ )
G(A) := E
( |{1 ≤ k <∞ : Yk ∈ A}| ∣∣ )
H(A) := E
( |{0 < t <∞ : Y (t) ∈ A}| ∣∣ ),
and state the conditional version of Lemma 2:
Lemma 3. The following upper bounds hold uniformly in  ∈ {0, 1}N:
g(dx) ≤ L(dx), h(dx) ≤ L(dx), (33)
G(dx) ≤ K(dx) + L(dx), H(dx) ≤ K(dx) + L(dx), (34)
with K(x) and L(x) as in (32), with appropriately chosen constants C <∞ and c > 0.
Proof of Lemma 3. Noting that
g(dx) ≤ C |x|−2 e−|x|dx, h(dx) ≤ C |x|−2 e−|x|dx,
the proof of Lemma 3 follows very much the same lines as the proof of Lemma 2. We omit the
details.
3.4 Computation
According to (27), (28), for every j = 1, 2, . . .
P
(
Ŵj
) ≤ P(Ŵ ∗∞) ≤ (2r)−1 ∑
z∈Z3
G(Bzr,2r)h(Bzr,3r),
P
(
W˜j
) ≤ P(W˜ ∗∞) ≤ (2r)−1 ∑
z∈Z3
H(Bzr,3r)g(Bzr,2r).
Moreover, straightforward computations yield
Lemma 4. In dimension d = 3 the following bounds hold, with some C <∞∑
z∈Z3
K(Bzr,3r)L(Bzr,2r) ≤ Cr3,
∑
z∈Z3
L(Bzr,3r)L(Bzr,2r) ≤ Cr2 (35)
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Proof of Lemma 4. The bounds (35) readily follow from explicit computations. We omit the
details.
We conclude this section with the following consequence of the above arguments and com-
putations.
Corollary 1. There exists a constant C <∞ such that for any j ≥ 1:
P
(
W˜j
) ≤ Cr, P(Ŵj) ≤ Cr. (36)
3.5 No mismatching – up to T ∼ o(r−1)
Define the stopping time
σ := min{j > 0 : max{1
Ŵj
,1
W˜j
} = 1},
and note that by construction
inf{t > 0 : X(t) 6= Y (t)} ≥ τσ−1. (37)
Lemma 5. Let T = T (r) be such that limr→0 T (r) =∞ and limr→0 rT (r) = 0. Then
lim
r→0
P
(
τσ−1 < T
)
= 0. (38)
Proof of Lemma 5.
P
(
τσ−1 < T
) ≤ P(σ ≤ 2T )+P( 2T−1∑
j=1
ξj < T
) ≤ CrT + Ce−cT , (39)
where C < ∞ and c > 0. The first term in the middle expression of (39) is bounded by union
bound and (36) of Corollary 1. In bounding the second term we use a large deviation upper
bound for the sum of independent EXP (1)-distributed ξj-s.
Finally, (38) readily follows from (39).
(8) follows directly from (37) and (38), and this concludes the proof of Theorem 1.
4 Beyond the naïve coupling
The forthcoming parts of the paper rely on the joint realization (coupling) of the three processes
t 7→ (Y (t), X(t), Z(t)) as described in section 2. In particular, recall the construction of the
process t 7→ Z(t) from section 2.4.
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4.1 Breaking Z into legs
Let Γ0 := 0, Θ0 = 0 and for n ≥ 1
Γn := min{j ≥ Γn−1 + 2 : min{ξj−1, ξj , ξj+1, ξj+2} > 1}, γn := Γn − Γn−1,
Θn := τΓn , θn := Θn −Θn−1,
(40)
and denote
ξn,j := ξΓn−1+j , un,j := uΓn−1+j , yn,j := yΓn−1+j , 1 ≤ j ≤ γn,
Yn(t) := Y (Θn−1 + t)− Y (Θn−1), 0 ≤ t ≤ θn,
Zn(t) := Z(Θn−1 + t)− Z(Θn−1), 0 ≤ t ≤ θn.
Then, it is straightforward that the packs of random variables
$n := (γn; (ξn,j , un,j) : 1 ≤ j ≤ γn) , n ≥ 0, (41)
are fully independent (for n ≥ 0), and also identically distributed for n ≥ 1. (The zeroth pack
is deficient if min{ξ0, ξ1} < 1.) It is also straightforward that the legs of the Markovian flight
process
(θn;Yn(t) : 0 ≤ t ≤ θn) , n ≥ 0,
are fully independent, and identically distributed for n ≥ 1.
A key observation is that due to the rules of construction of the process t 7→ Z(t) exposed
in section 2.4, the legs
(θn;Zn(t) : 0 ≤ t ≤ θn) , n ≥ 0, (42)
of the auxiliary process t 7→ Z(t) are also independently constructed from the packs (41), fol-
lowing the rules in section 2.4. Note, that the restrictions |yj−1| < 1 in (24) were imposed
exactly in order to ensure this independence of the legs (42). Therefore we will construct now
the auxiliary process t 7→ Z(t) and its time reversal t 7→ Z∗(t) from an infinite sequence of
independent packs (41). In order to reduce unnecessary complications of notation from now on
we assume min{ξ0, ξ1} > 1.
Remark: In order to break up the auxiliary process t 7→ Z(t) into independent legs the choice
of simpler stopping times
Γ′n := min{j ≥ Γn−1 + 1 : min{ξj , ξj+1} > 1},
would work. However, we need the slightly more complicated stoppings Γn, given in (40), for
some other reasons which will become clear towards the end of section 4.2 and in the statement
and proof of Lemma 6.
4.2 One leg
Let ξj , uj , j ≥ 1, be fully independent random variables with the distributions (18), conditioned
to
min{ξ1, ξ2} > 1.
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and yj as in (19). Let
γ := min{j ≥ 2 : min{ξj−1, ξj , ξj+1, ξj+2} > 1} ∈ {2} ∪ {5, 6, . . . }. (43)
Note that γ can not assume the values {1, 3, 4}. Call
$ := (γ; (ξj , uj) : 1 ≤ j ≤ γ) (44)
a pack, and keep the notation τj :=
∑j
k=1 ξk, and θ := τγ .
The forward leg
(θ;Z(t) : 0 ≤ t ≤ θ)
is constructed from the pack $ according to the rules given in section 2.4. We will also denote
Zj := Z(τj), 0 ≤ j ≤ γ; Z := Zγ = Z(θ).
These are the discrete steps, respectively, the terminal position of the leg.
It is easy to see that the distributions of γ and θ are exponentially tight: there exist constants
C <∞ and c > 0 such that for any s ∈ [0,∞)
P
(
γ > s
) ≤ Ce−cs, P(θ > s) ≤ Ce−cs. (45)
The backwards leg
(θ;Z∗(t) : 0 ≤ t ≤ θ)
is constructed from the pack $ as
Z∗(t,$) := Z(θ − t,$∗)− Z($∗),
where the backwards pack
$∗ := (γ; (ξγ−j ,−uγ−j) : 0 ≤ j ≤ γ)
is the time reversion of the pack $. Note that the forward and backward packs, $ and $∗,
are identically distributed but the forward and backward processes
(
t 7→ Z(t) : 0 ≤ t ≤ θ) and(
t 7→ Z∗(t) : 0 ≤ t ≤ θ) are not. The backwards process t 7→ Z∗(t) could also be defined in
stepwise terms, similar (but not identical) to those in section 2.4, but we will not rely on these
step-wise rules and therefore omit their explicit formulation.
Consistent with the previous notation, we denote
Z∗j := Z
∗(τj), 0 ≤ j ≤ γ; Z∗ := Z∗γ = Z∗(θ) = −Z.
Note, that due to the construction rules of the forward and backward legs, their beginning,
middle and ending parts
(τ1;Z(t) : 0 ≤ t ≤ τ1) ,
(τγ−1 − τ1;Z(τ1 + t)− Z(τ1) : 0 ≤ t ≤ τγ−1 − τ1) ,
(τγ − τγ−1;Z(τγ−1 + t)− Z(τγ−1) : 0 ≤ t ≤ τγ − τγ−1) ,
(46)
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are independent, and likewise for the backwards process Z∗,
(τ1;Z
∗(t) : 0 ≤ t ≤ τ1) ,
(τγ−1 − τ1;Z∗(τ1 + t)− Z∗(τ1) : 0 ≤ t ≤ τγ−1 − τ1) ,
(τγ − τγ−1;Z∗(τγ−1 + t)− Z∗(τγ−1) : 0 ≤ t ≤ τγ − τγ−1) .
(47)
This fact will be of crucial importance in the proof of Proposition 2, section 5.2 below. This is the
reason (alluded to in the remark at the end of section 4.1) we chose the somewhat complicated
stopping time as defined in (43).
4.3 Multi-leg concatenation
Let $n = (γn; (ξn,j , un,j) : 1 ≤ j ≤ γn), n ≥ 1, be a sequence of i.i.d packs (44), and denote θn,
(Zn(t) : 0 ≤ t ≤ θn), (Zn,j : 1 ≤ j ≤ γn), (Z∗n(t) : 0 ≤ t ≤ θn), (Z∗n,j : 1 ≤ j ≤ γn), Zn, Z
∗
n the
various objects defined in section 4.2, specified for the n-th independent leg.
In order to construct the concatenated forward and backward processes t 7→ Z(t), t 7→ Z∗(t),
0 ≤ t <∞, we first define for n ∈ Z+, respectively t ∈ R+
Γn :=
n∑
k=1
γk, νn := max{m : Γm ≤ n}, {n} := n− Γνn ,
Θn :=
n∑
k=1
θk, νt := max{m : Θm < t}, {t} := t−Θνt .
The concatenated (multi-leg) forward and backward Z-processes are
Ξn :=
n∑
k=1
Zk, Zn := Ξνn + Zνn+1,{n}, Z(t) := Ξνt + Zνt+1({t}),
Ξ∗n :=
n∑
k=1
Z
∗
k, Z
∗
n := Ξ
∗
νn + Z
∗
νn+1,{n}, Z
∗(t) := Ξ∗νt + Z
∗
νt+1({t}),
(48)
Note that Ξn and Ξ∗n are random walks with independent steps; t 7→ Z(t), 0 ≤ t <∞, is exactly
the Z-process constructed in section 2.4, with Zn = Z(τn), 0 ≤ n < ∞. Similarly, t 7→ Z∗(t),
0 ≤ t <∞, is the time reversal of the Z-process and Z∗n = Z∗(τn), 0 ≤ n <∞.
Theorem 2 will follow from Propositions 1 and 2 of the next two sections.
4.4 Mismatches within one leg
Given a pack $ = (γ; (ξj , uj) : 1 ≤ j ≤ γ) (44), and arbitrary incoming and outgoing velocities
u0, uγ+1 ∈ S2 let
(
(Y (t),X (t), Z(t)) : 0− < t < θ+
)
, be the triplet of Markovian flight process,
Lorentz exploration process and auxiliary Z-process jointly constructed with these data, as
described in sections 2.1, 2.2, respectively, 2.4. By 0− < t < θ+ we mean that the incoming
velocities at 0− are given as Y˙ (0−) = X˙ (0−) = Z˙(0−) = u0 and the outgoing velocities at θ+ are
Y˙ (θ+) = Z˙(θ+) = uγ+1, while X˙ (θ+) is determined by the construction from section 2.2. That
is, X˙ (θ+) = uγ+1 if this last scattering is not shadowed by the trajectory
(
X (t) : 0 ≤ t ≤ θ)
and X˙ (θ+) = X˙ (θ−) if it is shadowed.
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Proposition 1. There exists a constant C <∞ such that for any u0, uγ+1 ∈ S2
P
(
X (t) 6≡ Z(t) : 0− < t < θ+) ≤ Cr2 |log r|2 . (49)
The proof of this Proposition relies on controlling the geometry of mismatchings, and is
postponed until Section 6.
4.5 Inter-leg mismatches
Let t→ Z(t) be a forward Z-process built up as concatenation of legs, as exposed in section 4.3
and define the following events
Ŵj :=
{
min{∣∣Z(t)− Z ′k∣∣ : 0 < t < Θj−1, Γj−1 < k ≤ Γj} < r},
W˜j :=
{
min{∣∣Z ′k − Z(t)∣∣ : 0 ≤ k < Γj−1, Θj−1 < t < Θj} < r}, (50)
In words Ŵj is the event that a collision occuring in the j-th leg is shadowed by the past path.
While W˜j is the event that within the j-th leg the Z-trajectory bumps into a scatterer placed
in an earlier leg. That is, W˜j ∪ Ŵj is precisely the event that the concatenated first j − 1 legs
and the j-th leg are mechanically r-incompatible (see section 2.3).
The following proposition indicates that on our time scales there are no “inter-leg mis-
matches”:
Proposition 2. There exists a constant C <∞ such that for all j ≥ 1
P
(
W˜j
) ≤ Cr2, P(Ŵj) ≤ Cr2 (51)
The proof of Proposition 2 is the content of Section 5
5 Proof of Proposition 2
This section is purely probabilistic and of similar spirit as section 3. The notation used is also
similar. However, similar is not identical. The various Green’s functions used here, although
denoted g, h,G,H, as in section 3, are similar in their rôle but not the same. The estimates on
them are also different.
5.1 Occupation measures (Green’s functions)
Let now t 7→ Z∗(t), 0 ≤ t < ∞, be a backward Z∗-process and t 7→ Z(t), 0 ≤ t ≤ θ, a forward
one-leg Z-process, assumed independent. In analogy with the events Ŵj and W˜j defined in (50)
we define
Ŵ ∗j :=
{
min{∣∣Z∗(t)− Z ′k∣∣ : 0 < t < Θj−1, 0 < k ≤ γ} < r},
W˜ ∗j :=
{
min{∣∣Z∗′k − Z(t)∣∣ : 0 < k ≤ Γj−1, 0 < t < θ} < r},
Ŵ ∗∞ :=
{
min{∣∣Z∗(t)− Z ′k∣∣ : 0 < t <∞, 0 < k ≤ γ} < r},
W˜ ∗∞ :=
{
min{∣∣Z∗′k − Z(t)∣∣ : 0 < k <∞, 0 < t < θ} < r}.
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It is obvious that
P
(
Ŵj
)
= P
(
Ŵ ∗j
) ≤ P(Ŵ ∗j+1) ≤ P(Ŵ ∗∞),
P
(
W˜j
)
= P
(
W˜ ∗j
) ≤ P(W˜ ∗j+1) ≤ P(W˜ ∗∞). (52)
On the other hand, by the union bound and independence we have
P
(
Ŵ ∗∞
) ≤ ∑
z∈Z3
P
({0 < t <∞ : Z∗(t) ∈ Bzr,2r} 6= ∅)P({1 ≤ k ≤ γ : Zk ∈ Bzr,2r} 6= ∅)
≤
∑
z∈Z3
(2r)−1E
( |{0 < t <∞ : Z∗(t) ∈ Bzr,3r}| )E( |{1 ≤ k ≤ γ : Zk ∈ Bzr,2r}| )
P
(
W˜ ∗∞
) ≤ ∑
z∈Z3
P
({1 < k <∞ : Z∗k ∈ Bzr,2r} 6= ∅)P({0 < t ≤ θ : Z(t) ∈ Bzr,2r} 6= ∅)
≤
∑
z∈Z3
(2r)−1E
( |{1 < k <∞ : Z∗k ∈ Bzr,2r}| )E( |{0 < t ≤ θ : Z(t) ∈ Bzr,3r}| )
(53)
Therefore, in view of (52) we have to control the mean occupation time measures appearing on
the right hand side of (53).
Define the following mean occupation measures (Green’s functions): for A ⊂ R3 let
g(A) := E
( |{1 ≤ k ≤ γ : Zk ∈ A}| ),
g∗(A) := E
( |{1 ≤ k ≤ γ : Z∗k ∈ A}| ),
h(A) := E
( |{0 < t ≤ θ : Z(t) ∈ A}| ),
h∗(A) := E
( |{0 < t ≤ θ : Z∗(t) ∈ A}| ),
R∗(A) := E
( |{1 ≤ n <∞ : Ξ∗n ∈ A}| ),
G∗(A) := E
( |{1 ≤ k <∞ : Z∗k ∈ A}| ),
H∗(A) := E
( |{0 < t <∞ : Z∗(t) ∈ A}| ).
It is obvious that
G∗(A) = g∗(A) +
∫
R3
g∗(A− x)R∗(dx),
H∗(A) = h∗(A) +
∫
R3
h∗(A− x)R∗(dx).
(54)
5.2 Bounds
Lemma 6. The following upper bounds hold:
max{g(dx), g∗(dx)} ≤M(dx), max{h(dx), h∗(dx)} ≤ L(dx), (55)
R∗(dx) ≤ K(dx), (56)
G∗(dx) ≤ K(dx), H∗(dx) ≤ K(dx) + L(dx), (57)
where
K(dx) := C min{1, |x|−1}dx, L(dx) := Ce−c|x| |x|−2 dx, M(dx) := Ce−c|x|dx,
with appropriately chosen C <∞ and c > 0.
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Proof of Lemma 6. The proof of the bounds (55) hinges on the decompositions (46) and (47) of
the forward and backward legs into independent parts.
Let
g1(A) := P
(
Z1 ∈ A
)
= P
(
Z∗1 ∈ A
)
= C
∫
A
1(|x| > 1)e−|x|dx,
h1(A) := E
( |{t ≤ τ1 : Z(t) ∈ A}| ) = E( |{t ≤ τ1 : Z∗(t) ∈ A}| ) = C ′ ∫
A
|x|−2 e−max{1,|x|}dx,
(58)
and
g2(A) := E
( |{1 ≤ k ≤ γ : Zk − Z1 ∈ A}| ),
g∗2(A) := E
( |{1 ≤ k ≤ γ : Z∗k − Z∗1 ∈ A}| ),
h2(A) := E
( |{0 < t ≤ θ − τ1 : Z(τ1 + t)− Z1 ∈ A}| ),
h∗2(A) := E
( |{0 < t ≤ θ − τ1 : Z∗(τ1 + t)− Z∗1 ∈ A}| ).
Due to the exponential tail of the distribution of γ and θ, (45), there are constants C <∞ and
c > 0 such that for any s <∞
max{g2({x : |x| > s}), g∗2({x : |x| > s})} ≤ Ce−cs,
max{h2({x : |x| > s}), h∗2({x : |x| > s})} ≤ Ce−cs,
(59)
and furthermore,
g2(R3) = g∗2(R3) = E
(
γ
)
<∞,
h2(R3) = h∗2(R3) = E
(
θ − τ1
)
<∞. (60)
From the independent decompositions (47) and (46) it follows that
g(A) =
∫
R3
g2(A− x)g1(dx), g∗(A) =
∫
R3
g∗2(A− x)g1(dx),
h(A) =
∫
R3
h2(A− x)g1(dx) + h1(A), h∗(A) =
∫
R3
h∗2(A− x)g1(dx) + h1(A).
(61)
The bounds (55) readily follow from the explicit expressions (58), the convolutions (61) and the
bounds (59) and (60).
The bound (56) is a straightforward Green’s function bound for the the random walk Ξ∗n
defined in (48), by noting that the distribution of the i.i.d. steps Z∗k of this random walk has
bounded density and exponential tail decay.
Finally, the bounds (57) follow from the convolutions (54) and the bounds (55), (56).
Remark: On the difference between Lemmas 2 and 6. Note the difference between the upper
bounds for g in (30), respectively, (55), and on G in (31), respectively, (57). These are important
and are due to the fact that the length first step in a Z- or Z∗-leg is distributed as (ξ | ξ > 1) ∼
EXP (1|0) rather than ξ ∼ EXP (1).
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5.3 Computation
According to (53)
P
(
W˜j
) ≤ P(W˜ ∗∞) ≤ (2r)−1 ∑
z∈Z3
H∗(Bzr,3r)g(Bzr,2r),
P
(
Ŵj
) ≤ P(Ŵ ∗∞) ≤ (2r)−1 ∑
z∈Z3
G∗(Bzr,2r)hr(Bzr,3r).
(62)
Lemma 7. In dimension d = 3 the following bounds hold, with some C <∞∑
z∈Z3
K(Bzr,3r)M(Bzr,2r) ≤ Cr3,
∑
z∈Z3
M(Bzr,3r)L(Bzr,2r) ≤ Cr3. (63)
Proof of Lemma 7. The bounds (63) (similarly to the bounds (35)) readily follow from explicit
computations which we omit.
Proof of Proposition 2. Proposition 2 now follows by inserting the bounds (63) and one of the
bounds in (35) into equations (62).
6 Proof of Proposition 1
Given a pack$ = (γ; (ξj , uj) : 1 ≤ j ≤ γ) (44), and arbitrary u0, uγ+1 ∈ S2, let
(
(Y (t),X (t), Z(t)) :
0 ≤ t ≤ θ) be the triplet of Markovian flight process, Lorentz exploration process and auxiliary
Z-process jointly constructed with these data. We will prove the following bounds, stated in
increasing order of difficulty/complexity.
P
({X (t) 6≡ Z(t) : 0− ≤ t ≤ θ+} ∩ { γ∑
j=1
ηj > 1}
) ≤ Cr2 |log r| , (64)
P
({X (t) 6≡ Z(t) : 0− ≤ t ≤ θ+} ∩ { γ∑
j=1
ηj = 0}
) ≤ Cr2 |log r| , (65)
P
({X (t) 6≡ Z(t) : 0− ≤ t ≤ θ+} ∩ { γ∑
j=1
ηj = 1}
) ≤ Cr2 |log r|2 . (66)
Note that by construction η1 = η2 = η3 = ηγ = 0, so the sums on the left hand side go actually
from 4 to γ − 1 . We stated and prove these bounds in their increasing order of complexity:
(64) (proved in section 6.1) and (65) (proved in section 6.2) are of purely probabilistic nature
while (66) (proved in sections 6.3-6.7) also relies on the the finer geometric understanding of the
mismatch events η̂j = 1 and η˜j = 1.
6.1 Proof of (64)
This follows directly from Lemma 1. Indeed, given γ and  = (j)1≤j≤γ , due to (26),
P
( γ∑
j=1
ηj > 1
∣∣ ) ≤ γmax
j
P
(
ηj = ηj+1 = 1
∣∣ )+ γ2
2
max
j,k:|j−k|>1
P
(
ηj = ηk = 1
∣∣ )
≤ Cγr2 |log r|+ Cγ2r2,
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and hence, due to the exponential tail bound (45) we get
P
( γ−1∑
j=4
ηj > 1
)
= E
(
P
( γ−1∑
j=4
ηj > 1
∣∣ )) ≤ Cr2 |log r| .
which concludes the proof of (64).
6.2 Proof of (65)
First note that by construction of the processes
(
(X (t), Z(t)) : 0− < t < θ+
)
the following
identities hold:
{X (t) 6≡ Z(t) : 0− ≤ t ≤ θ+} ∩ {
γ∑
j=1
ηj = 0} = {X (t) 6≡ Y (t) : 0− ≤ t ≤ θ+} ∩ {
γ∑
j=1
ηj = 0}
{X (t) 6≡ Y (t) : 0− ≤ t ≤ θ+} =
⋃
0<j<γ
{
min
τj≤t≤θ
∣∣Y ′j−1 − Y (t)∣∣ < r} ∪{ min
0≤t≤τj
∣∣Y ′j+1 − Y (t)∣∣ < r}
And, hence
{X (t) 6≡ Z(t) : 0− ≤ t ≤ θ+} ∩ {
γ∑
j=1
ηj = 0} (67)
=
⋃
0<j<γ
({
min
τj≤t≤τj+1
∣∣Y ′j−1 − Y (t)∣∣ < r} ∪{ min
τj−1≤t≤τj
∣∣Y ′j+1 − Y (t)∣∣ < r}) ∩ {ξj > 1}
∪
⋃
0<j<γ
({
min
τj+1≤t≤θ
∣∣Y ′j−1 − Y (t)∣∣ < r} ∪{ min
0≤t≤τj−1
∣∣Y ′j+1 − Y (t)∣∣ < r})
⊂
⋃
0<j<γ
({
min
τj≤t≤τj+1
|Yj−1 − Y (t)| < 2r
}
∪
{
min
τj−1≤t≤τj
|Yj+1 − Y (t)| < 2r
})
∩ {ξj > 1}
∪
⋃
0<j<γ
({
min
τj+1≤t≤θ
|Yj−1 − Y (t)| < 2r
}
∪
{
min
0≤t≤τj−1
|Yj+1 − Y (t)| < 2r
})
By simple geometric inspection we see{
min
τj≤t≤τj+1
|Yj−1 − Y (t)| < 2r
}
∩ {ξj > 1} ⊂ {∠(−uj−1, uj) < 4r} ,{
min
τj−1≤t≤τj
|Yj+1 − Y (t)| < 2r
}
∩ {ξj > 1} ⊂ {∠(−uj+1, uj) < 4r} .
And therefore,
max

P
({
min
τj≤t≤τj+1
|Yj−1 − Y (t)| < 2r
}
∩ {ξj > 1}
∣∣ ) ≤ Cr2
max

P
({
min
τj−1≤t≤τj
|Yj+1 − Y (t)| < 2r
}
∩ {ξj > 1}
∣∣ ) ≤ Cr2. (68)
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On the other hand, from the conditional Green’s function computations of section 3, in particular
from Lemma 3, we get
max

P
(
min
τj+1≤t≤θ
|Yj−1 − Y (t)| < 2r
∣∣ ) ≤ sup

P
(
min
τ2≤t<∞
|Y (t)| < 2r ∣∣ ) ≤ Cr2 |log r| ,
max

P
(
min
0≤t≤τj−1
|Yj+1 − Y (t)| < 2r
∣∣ ) ≤ sup

P
(
min
τ2≤t<∞
|Y (t)| < 2r ∣∣ ) ≤ Cr2 |log r| . (69)
Putting (67), (68) and (69) together yields
P
({X (t) 6≡ Z(t) : 0− ≤ t ≤ θ+} ∩ {γ−1∑
j=4
ηj = 0}
∣∣ ) ≤ Cγr2 |log r| ,
and hence, taking expectation over , we get (65).
6.3 Proof of (66) – preparations
Let γ ∈ {2} ∪ {5, 6, . . . }, and  = (j)1≤j≤γ ∈ {0, 1}γ compatible with the definition of a pack,
and 3 < k < γ be fixed. Given a pack $ with signature  we define yet another auxiliary process(
Z(k)(t) : 0− < t < θ+
)
as follows:
◦ On 0− < t ≤ τk−1, Z(k)(t) = Y (t).
◦ On τk−1 < t ≤ τk, Z(k)(t) is constructed according to the rules of the Z-process, given in
section 2.4.
◦ On τk < t < θ+, Z(k)(t) = Z(k)(τk) + Y (t)− Y (τk).
Note that on the event {ηj = δj,k : 1 ≤ j ≤ γ} we have Z(k)(t) ≡ Z(t), 0− < t < θ+.
We will show that
max
,k
P
({X (t) 6≡ Z(k)(t) : 0− ≤ t ≤ θ+} ∩ {ηj = δj,k : 1 ≤ j ≤ γ} ∣∣ )
≤ max
,k
P
({X (t) 6≡ Z(k)(t) : 0− ≤ t ≤ θ+} ∩ {ηk = 1} ∣∣ )
≤ Cγ2r2 |log r|2 ,
(70)
and hence
max

P
({X (t) 6≡ Z(t) : 0− ≤ t ≤ θ+} ∩ { γ∑
k=1
ηk = 1}
∣∣ )
≤ γmax
,k
P
({X (t) 6≡ Z(t) : 0− ≤ t ≤ θ+} ∩ {ηj = δj,k : 1 ≤ j ≤ γ} ∣∣ )
≤ Cγ3r2 |log r|2 .
Then, taking expectation over  we get (66).
In order to prove (70) first write
P
({X (t) 6≡ Z(k)(t) : 0− ≤ t ≤ θ+} ∩ {ηj = δj,k : 1 ≤ j ≤ γ} ∣∣ )
≤ P({X (t) 6≡ Z(k)(t) : 0− ≤ t ≤ θ+} ∩ {ηk = 1} ∣∣ )
= P
({X (t) 6≡ Z(k)(t) : 0− ≤ t ≤ θ+} ∩ {η̂k = 1} ∣∣ )+
P
({X (t) 6≡ Z(k)(t) : 0− ≤ t ≤ θ+} ∩ {η˜k = 1} ∩ {η̂k = 0} ∣∣ ),
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and note that the three parts(
Z(k)(t) : 0− < t < τk−3
)
=
(
Y (t) : 0− < t < τk−3
)
,(
Z(k)(τk−3 + t)− Z(k)(τk−3) : 0 ≤ t ≤ τk − τk−3
)
,(
Z(k)(τk) + t)− Z(k)(τk) : 0 ≤ t < θ+ − τk
)
=
(
Y (τk) + t)− Y (τk) : 0 ≤ t < θ+ − τk
)
,
(71)
are independent – even if the events {η̂k = 1}, respectively, {η˜k = 1} ∩ {η̂k = 0} are specified.
From the construction of the processes
(
(X (t), Z(k)(t)) : 0− < t < θ+
)
it follows that if(
Z(k)(t) : 0− < t < θ+
)
is mechanically r-consistent then
(
X (t) ≡ Z(k)(t) : 0− < t < θ+).
Denote by A(k)a,a, 1 ≤ a ≤ 3, the event that the a-th part of the decomposition (71) is
mechanically r-inconsistent, and by Aa,b = Ab,a, 1 ≤ a, b ≤ 3, a 6= b, the event that the a-th
and b-th parts of the decomposition (71) are mechanically r-incompatible – in the sense of the
definitions (22) and (23) in section 2.3. In order to prove (70) we will have to prove appropriate
upper bounds on the conditional probabilities
P
({η̂k = 1} ∩A(k)a,b ∣∣ ),
P
({η˜k = 1} ∩ {η̂k = 0} ∩A(k)a,b ∣∣ ), a, b = 1, 2, 3. (72)
These are altogether 12 bounds. However, some of them are formally very similar.
A
(k)
1,1, A
(k)
3,3 and A
(k)
1,3 do not involve the middle part and therefore do not rely on the geometric
arguments of the forthcoming sections 6.4-6.6. Applying directly (25), (33), (35) and similar
procedures as in section 3.4, without any new effort we get
P
({η̂k = 1} ∩A(k)a,b ∣∣ ) ≤ Cγ2r2,
P
({η˜k = 1} ∩ {η̂k = 0} ∩A(k)a,b ∣∣ ) ≤ Cγ2r2, a, b = 1, 3. (73)
We omit the repetition of these details.
The remaining six bounds rely on the geometric arguments of sections 6.4-6.6 and, therefore,
are postponed to section 6.7
6.4 Geometric estimates
We analyse the middle segment of the process Z(k), presented in (71), restricted to the events
{η̂k = 1}, respectively, {η˜k = 1} ∩ {η̂k = 0}. Since everything done in this analysis is invariant
under time and space translations and also under rigid rotations of R3 it will be notationally
convenient to place the origin of space-time at (τk−2, Z(τk−2)) and choose uk−2 = e = (1, 0, 0),
a fixed element of S2. So, the ingredient random variables are (ξ−, u, ξ, v, ξ+), fully independent
and distributed as ξ− ∼ EXP (1|k−2), ξ ∼ EXP (1|k−1) = EXP (1|1), ξ+ ∼ EXP (1|k),
u, v ∼ UNI(S2).
It will be enlightening to group the ingredient variables as (ξ−, (u, ξ, v), ξ+), and accordingly
write the sample space of this reduced context as R+×D×R+, where D := S2×R+×S2, with
the probability measure EXP (1|k−2)× µ× EXP (1|k) where, on D,
µ = UNI(S2)× EXP (1|1)× UNI(S2). (74)
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For r < 1, let σ̂r, σ˜r : D→ R+ ∪ {∞} be
σ̂r(u, ξ, v) := inf{t :
∣∣∣∣ξu+ r u− v|u− v| + te
∣∣∣∣ < r},
σ˜r(u, ξ, v) := inf{t :
∣∣∣∣ξu+ r u− e|u− e| + tv
∣∣∣∣ < r},
(with the usual convention inf ∅ =∞), and
Âr := {(u, ξ, v) ∈ D : σ̂r <∞}, A˜r := {(u, ξ, v) ∈ D : σ˜r <∞}.
We define the process
(
Ẑr(t) : −∞ < t < ∞
)
and
(
Z˜r(t) : −∞ < t < ∞
)
in terms of
(u, ξ, v) ∈ Âr, respectively, (u, ξ, v) ∈ Âr as follows. Strictly speaking, these are deficient
processes, since µ(Âr) < 1, and µ(A˜r) < 1.
◦ On −∞ < t ≤ 0, Ẑr(t) = Z˜r(t) = te.
◦ On 0 ≤ t ≤ ξ, Ẑr(t) = Z˜r(t) = tu,
◦ On ξ ≤ t <∞,
◦◦ Ẑr(t) = Ẑr(ξ) + (t− ξ)u,
◦◦ Z˜r(t) is the trajectory of a mechanical particle, with initial position Z˜r(ξ) and initial
velocity ˙˜Zr(ξ+) = v, bouncing elastically between two infinite-mass spherical scat-
terers centred at r e−u|e−u| , respectively, ξu+ r
u−v
|u−v| , and, eventually, flying indefinitely
with constant terminal velocity.
The trapping time β̂r, β˜r ∈ R+ and escape (terminal) velocity ŵr, w˜r ∈ S2 of the process
Ẑr(t), respectively, Z˜r(t), are
β̂r := 0, ŵr := u,
β˜r := sup{s <∞ : ˙˜Zr(ξ + s+) 6= ˙˜Zr(ξ + s−)}, w˜r := ˙˜Zr(ξ + β˜+r ).
(75)
Note that β˜r ≥ σ˜r.
The relation of the middle segment of (71) to Ẑr and Z˜r is the following:(
{η̂k = 1},
(
Z(k)(τk−2 + t)− Z(k)(τk−2) : −ξk−2 ≤ t ≤ ξk−1 + ξk
)) ∼(
{ξ− > σ̂r},
(
Ẑr(t) : −ξ− ≤ t ≤ ξ + ξ+
))
,
(
{η̂k = 0} ∩ {η˜k = 1},
(
Z(k)(τk−2 + t)− Z(k)(τk−2) : −ξk−2 ≤ t ≤ ξk−1 + ξk
)) ∼(
{ξ− ≤ σ̂r} ∩ {ξ+ > σ˜r},
(
Z˜r(t) : −ξ− ≤ t ≤ ξ + ξ+
))
,
(76)
where ∼ stands for equality in distribution. So, in order to prove (70) we have to prove some
subtle estimates for the processes Z˜r amd Z˜r. The main estimates are collected in Proposition
3 below
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Proposition 3. There exists a constant C < ∞, such that for all r < 1 and s ∈ (0,∞), the
following bounds hold:
µ
(
(u, h, v) ∈ Âr : ∠(−e, ŵr) < s
)
≤ Crmin{s, 1}, (77)
µ
(
(u, h, v) ∈ A˜r : ∠(−e, w˜r) < s
)
≤ Crmin{s(|log s| ∨ 1), 1} (78)
µ
(
(u, h, v) ∈ A˜r : r−1β˜r > s
)
≤ Crmin{s−1(|log s| ∨ 1), 1}. (79)
Remarks: The bound (77) is sharp in the sense that a lower bound of the same order can be
proved. In contrast, we think that the upper bound in (78) is not quite sharp. However, it is
sufficient for our purposes so we don’t strive for a better estimate.
The following consequence of Proposition 3 will be used to prove (66).
Corollary 2. There exists a constant C <∞ such that the following bounds hold:
P
({η̂k = 1} ∩ { min
τk−2≤t≤τk
∣∣∣Z(k)(t)− Z(k)(τk−3)∣∣∣ < s} ∣∣ ) ≤ Crs(|log s| ∨ 1), (80)
P
({η̂k = 1} ∩ { min
τk−3≤t≤τk−1
∣∣∣Z(k)(t)− Z(k)(τk)∣∣∣ < s} ∣∣ ) ≤ Crs(|log s| ∨ 1), (81)
P
({η̂k = 0} ∩ {η˜k = 1} ∩ { min
τk−2≤t≤τk
∣∣∣Z(k)(t)− Z(k)(τk−3)∣∣∣ < s} ∣∣ ) (82)
≤ Crmax{s |log s|2 , r |log r|2}
P
({η̂k = 0} ∩ {η˜k = 1} ∩ { min
τk−3≤t≤τk−1+β˜
∣∣∣Z(k)(t)− Z(k)(τk)∣∣∣ < s} ∣∣ ) (83)
≤ Crmax{s |log s|2 , r |log r|2}
Proposition 3 and its Corollary 2 are proved in sections 6.5, respectively, 6.6.
6.5 Geometric estimates ctd: Proof of Proposition 3
6.5.1 Preparations
Beside the probability measure µ (see (74)) we will also need the flat Lebesgue measure on D,
λ = UNI(S2)× LEB(R+)× UNI(S2),
so that
dµ(u, h, v) =
e1−h
e− 11{0 ≤ h < 1}dλ(u, h, v).
For r > 0 we define the dilation map Dr : D→ D as
Dr(u, h, v) = (u, rh, v),
and note that
Âr = DrÂ1 A˜r = DrA˜1.
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In the forthcoming steps all events in Âr and A˜r will be mapped by the inverse dilation D−1r =
Dr−1 into Â1, respectively, A˜1. Therefore, in order to simplify notation we will use Â := Â1 and
A˜ := A˜1.
The dilation Dr transforms the measures µ as follows. Given an event E ⊂ D,
µ(DrE) =
∫
DrE
e1−h
e− 11{0 ≤ h ≤ 1}dλ(u, h, v) = r
∫
E
e1−rh
e− 11{0 ≤ h ≤ r
−1}dλ(u, h, v), (84)
and hence, for any event E ⊂ D and any h¯ <∞
e1−rh¯
e− 1 rλ(E ∩ {h ≤ h¯}) ≤ µ(DrE) ≤
e
e− 1rλ(E). (85)
The following simple observation is of paramount importance in the forthcoming arguments:
Proposition 4. In dimension 3 (and more)
λ(Â) = λ(A˜) <∞. (86)
Proof of Proposition 4. Obviously,
Â ⊂ Â′ := {(u, h, v) ∈ D : ∠(−e, u) ≤ 2h−1},
A˜ ⊂ A˜′ := {(u, h, v) ∈ D : ∠(−u, v) ≤ 2h−1}.
Since, in dimension 3,∣∣{(u, v) ∈ S2 × S2 : ∠(−e, u) < 2h−1}∣∣ =∣∣{(u, v) ∈ S2 × S2 : ∠(−u, v) < 2h−1}∣∣ ≤ C min{h−2, 1},
the claim follows by integrating over h ∈ R+.
Remark: In 2-dimension, the corresponding sets Â, A˜ have infinite Lebesgue measure and,
therefore, a similar proof would fail.
Due to (86) in 3-dimensions the following conditional probability measures make sense
λÂ(·) = λ(·
∣∣Â) := λ(· ∩ Â)
λ(Â)
, λA˜(·) = λ(·
∣∣A˜) := λ(· ∩ A˜)
λ(A˜)
,
and, moreover, due to (85) and (86), for any event E ∈ D
lim
r→0
µ(DrE | Âr) = λÂ(E), limr→0µ(DrE | A˜r) = λA˜(E),
In a technical sense, we will only use the upper bound in (85), and (86).
In view of the upper bound in (85), in order to prove (77), (78) and (79) we need, in turn,
λ
(
(u, h, v) ∈ Â : ∠(−e, ŵ) ≤ s
)
≤ C min{s, 1}, (87)
λ
(
(u, h, v) ∈ A˜ : ∠(−e, w˜) ≤ s
)
≤ C min{s(|log s| ∨ 1), 1}, (88)
λ
(
(u, h, v) ∈ A˜ : β˜ > s
)
≤ C min{s−1(|log s| ∨ 1), 1}. (89)
Here, and in the rest of this section, we use the simplified notation ŵ := ŵ1, w˜ := w˜1, β˜ := β˜1.
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6.5.2 Proof of (87)
Proof. This is straightforward. Recall (75): ŵ(u, h, v) = u. For easing notation let
ϑ := ∠(−e, u)
and note that for any t ∈ R+∣∣{u ∈ S2 : 0 ≤ ϑ ≤ t}∣∣ ≤ C min{t2, 1},
with some explicit C <∞.
Then,
λ
(
(u, h, v) ∈ Â : ∠(−e, ŵ)) ≤ s
)
≤ λ
(
(u, h, v) ∈ Â′ : ϑ ≤ s
)
≤ λ ((u, h, v) ∈ D : ϑ ≤ min{s, 2h−1})
= λ
(
(u, h, v) ∈ D : {h ≤ 2s−1} ∩ {ϑ ≤ s})+ λ ((u, h, v) ∈ D : {h ≥ 2s−1} ∩ {ϑ ≤ 2h−1})
≤ Cs.
6.5.3 Proof of (88) and (89)
Figure 3 aides understanding this subsection.
e
u
v
w
h
n
o
a b
Figure 3: Above we show a 3 dimensional example of the geometric labelling used
in this section. The Z trajectory enters with velocity e from beneath the
relevant plane (the dotted line represents motion below the plane). After
which the particle remains above the plane.
Let a and b be the vectors in R3 pointing from the origin to the centre of the spherical
scatterers of radius 1, on which the first, respectively, the second collision occurs:
a =
e− u
|e− u| , b = hu+
u− v
|u− v| ,
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and n the unit vector orthogonal to the plane determined by a and b, pointing so, that e ·n > 0:
n :=
a× b
|a| |b| sin(∠(a, b)) ,
with
a× b = (h+ 1|u− v|)
1
|e− u| e× u−
1
|e− u| |u− v| e× v +
1
|e− u| |u− v| u× v, (90)
|a| = 1, h− 1 ≤ |b| ≤ h+ 1, 0 ≤ sin(∠(a, b)) ≤ 1. (91)
Assume there are altogether ν ≥ 3 collisions (which occur alternatively, on the first and
second scatterer) before escape. Let w0 = e and wj , 1 ≤ j ≤ ν, the outgoing velocity after the
j-th scattering. So, w1 = u,w2 = v, . . . , wν = w˜.
The proof of (88) and (89) relies on the following observations:
(a) The n-projection of the velocity of the moving particle does not decrease. More precisely,
for 1 ≤ j ≤ ν, 0 ≤ wj−1 · n ≤ wj · n. This is due to the choice of the plane determined by
the centres of the two scatterers and the first impact point.
(b) Since e · n > 0 and wj · n > 0, for all 1 ≤ j ≤ ν we have ∠(−e, wj) > pi2 − ∠(n,wj).
(c) The trapping time β˜ is certainly not longer than the time the moving particle spends in
the slab {x ∈ R3 : 0 ≤ x · n ≤ 1}. In particular, it follows that
β˜ ≤ h+ |v · n|−1 ≤ |u · n|−1 = |e · n|−1 . (92)
Proof of (88). Without loss of generality we may assume s ≤ pi2 .
From the arguments (a) and (b) above it follows, in particular, that
∠(−e, w˜) = ∠(−e, wν) ≥ pi
2
− ∠(n,wν) ≥ pi
2
− ∠(n,w2) = pi
2
− ∠(n, v),
and hence
λ
(
(u, h, v) ∈ A˜ : ∠(−e, w˜) < s
)
≤ λ
(
(u, h, v) ∈ A˜′ : |n · w| < 2s
)
. (93)
Note that due to (90) and (91)
|v · n| ≥ 1
2
|v · (e× u)| ,
and thus
λ
(
(u, h, v) ∈ A˜′ : |v · n| < 2s
)
≤ λ
(
(u, h, v) ∈ A˜′ : |e · (u× v)| < 4s
)
. (94)
Next, if u and v are i.i.d. UNI(S2)-distributed then
w :=
u× v
|u× v| , and ϑ := |u× v| = sin(∠(u, v))
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are independent and distributed as
w ∼ UNI(S2), ϑ ∼ 1{0≤t≤1}(1− t2)−1/2tdt.
Therefore,
λ
(
(u, h, v) ∈ A˜′ : |e · (u× v)| < 4s
)
=
∫ ∞
0
dh
∫
S2
dw
∫ min{2/h,1}
0
(1− t2)−1/2tdt1{|e · w| ≤ 4s
t
}
=
∫ ∞
0
dh
∫ min{2/h,1}
0
(1− t2)−1/2dtmin{4s, t}
≤ C min{s |log s| ∨ 1), 1}. (95)
The last step follows from explicit computations which we omit.
Finally, (93), (94) and (95) yield (88).
Proof of (89). We proceed with the first (sharper) bound in (92) (the second (weaker) bound
would yield only upper bound of order s−1/2 on the right hand side of (88)):
λ
(
(u, h, v) ∈ A˜ : β˜ > s
)
≤ λ
(
(u, h, v) ∈ A˜′ : h > s
2
)
+ λ
(
(u, h, v) ∈ A˜′ : |v · n| < 2
s
)
. (96)
Bounding the first term on the right hand side of (96) is straightforward:
λ
(
(u, h, v) ∈ A˜′ : h > s
2
)
=
∫ ∞
s/2
∣∣{(u, v) ∈ S2 × S2 : ∠(−u, v) < 2h−1}∣∣ dh
≤ C
∫ ∞
s/2
min{h−2, 1}dh ≤ C min{s−1, 1}. (97)
Concerning the second term on the right hand side of (96), this has exactly been done in the
proof of (88) above, ending in (95) – with the rôle of s and s−1 swapped.
(96), (97) and (95) yield (79).
6.6 Geometric estimates ctd: Proof of Corollary 2
We start with the following straightforward geometric fact.
Lemma 8. Let e, w ∈ S2 and x ∈ R3. Then∣∣∣∣{t′ > 0 : mint≥0 ∣∣x+ t′w + te∣∣ < s}
∣∣∣∣ = ∣∣∣∣{t′ > 0 : mint≥0 ∣∣x+ tw + t′e∣∣ < s}
∣∣∣∣ ≤ 4s∠(−e, w) . (98)
Proof of Lemma 8. This is elementary 3-dimensional geometry. We omit the details.
Proof of (80) and (81). On {η̂k = 1}
min
τk−2≤t≤τk
∣∣∣Z(k)(t)− Z(k)(τk−3)∣∣∣ ≥ min
0≤t
|tuk−1 + ξk−2uk−2|
min
τk−3≤t≤τk−1
∣∣∣Z(k)(t)− Z(k)(τk)∣∣∣ ≥ min{min
0≤t
|ξk−1uk−1 + tuk−2 + ξkuk−1| , ξk}.
(99)
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The bounds in (80) and (81) follow from applying (98) and (77), bearing in mind that the
distribution density of ξk−2 and ξk is bounded. Since these are very similar we will only prove
(80) here.
P
({η̂k = 1} ∩ { min
τk−2≤t≤τk
∣∣∣Z(k)(t)− Z(k)(τk−3)∣∣∣ < s})
≤ P({η̂k = 1} ∩ {min
t≥0
|tuk−1 + ξk−2uk−2| < s}
)
=
∫
Âr
P
(
ξ− ∈ {t′ : min
t≥0
∣∣tu+ t′e∣∣ < s})dµ(u, h, v)
≤ C
∫
Âr
min{ s∠(−e, u) , 1}dµ(u, h, v)
≤ Crs(|log s| ∨ 1).
In the first step we used (99). The second step follows from the representation (76). The third
step relies on (98) and on uniform boundedness of the distribution density of ξ− (which is either
EXP (1|1) or EXP (1|0), depending on the value of k−2). Finally, the last calculation is based
on (77).
Proof of (82).
min
τk−2≤t≤τk
∣∣∣Z(k)(t)− Z(k)(τk−3)∣∣∣ (100)
= min
{
min
τk−2≤t≤τk−1+β˜
∣∣∣Z(k)(t)− Z(k)(τk−3)∣∣∣ , min
τk−1+β˜≤t≤τk
∣∣∣Z(k)(t)− Z(k)(τk−3)∣∣∣
}
.
Here, and in the rest of this proof, β˜ and w˜ denote the trapping time and escape direction of
the recollision sequence:
β˜ := max{s ≤ ξk : Z˙(k)(τk−1 + s−) 6= Z˙(k)(τk−1 + s+)} w˜ := Z˙(k)(τk−1 + β˜+).
To bound the first expression on the right hand side of (100) we first observe that by the
triangle inequality
min
τk−2≤t≤τk−1+β˜
∣∣∣Z(k)(t)− Z(k)(τk−3)∣∣∣ ≥ ξk−2 − ξk−1 − 4r (101)
Applying the representation and bounds developed in sections 6.4, 6.5,
P
({η̂k = 0} ∩ {η˜k = 1} ∩ { min
τk−2≤t≤τk−1+β˜
∣∣∣Z(k)(t)− Z(k)(τk−3)∣∣∣ < s})
≤ P({η̂k = 0} ∩ {η˜k = 1} ∩ {ξk−2 ≤ ξk−1 + 4r + s})
=
∫
A˜r
P
(
ξ− < h+ 4r + s
)
dµ(u, h, v)
≤ C
∫
A˜r
(min{h, 1}+ 4r + s)dµ(u, h, v)
≤ Cr2 + Crs+ Cr2 |log r| . (102)
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In the first step we used (101). The second step follows from the representation (76). The
third step relies on on uniform boundedness of the distribution density of ξ− (which is either
EXP (1|1) or EXP (1|0), depending on the value of k−2). Finally, the last step follows from
explicit calculation, using (85).
To bound the second term on the right hands side of (100) we proceed as in the proof of
(80) above. First note that
min
τk−1+β˜≤t≤τk
∣∣∣Z(k)(t)− Z(k)(τk−3)∣∣∣ ≥ min
0≤t
∣∣∣(Z(k)(τk−2)− Z(k)(τk−1 + β˜)) + tw˜ + ξk−2uk−2∣∣∣ .
(103)
Using in turn (103), (76), (98) and uniform boundedness of the distribution density of ξ− (which
is either EXP (1|1) or EXP (1|0), depending on the value of k−2), and finally (78), we obtain:
P
({η̂k = 0} ∩ {η˜k = 1} ∩ min
τk−1+β˜≤t≤τk
∣∣∣Z(k)(t)− Z(k)(τk−3)∣∣∣ < s)
≤ P({η̂k = 0} ∩ {η˜k = 1} ∩ {min
0≤t
∣∣∣(Z(k)(τk−2)− Z(k)(τk−1 + β˜)) + tw˜ + ξk−2uk−2∣∣∣ < s})
=
∫
A˜r
P
(
ξ− ∈ {t′ : min
0≤t
∣∣∣Z˜r(β˜r) + tw˜r + t′e∣∣∣ < s})dµ(u, h, v)
≤ C
∫
A˜r
min{ s∠(−e, w˜r) , 1}dµ(u, h, v)
≤ Crs(|log s|2 ∨ 1). (104)
From (100), (102) and (104) we obtain (82).
Proof of (83). We proceed very similarly as in the proof of (82).
min
τk−3≤t≤τk−1+β˜
∣∣∣Z(k)(t)− Z(k)(τk)∣∣∣ (105)
≥ min
{
min
τk−2≤t≤τk−1+β˜
∣∣∣Z(k)(t)− Z(k)(τk)∣∣∣ , min
τk−3≤t≤τk−2
∣∣∣Z(k)(t)− Z(k)(τk)∣∣∣
}
.
To bound the first expression on the right hand side of (105) we first observe that by the triangle
inequality
min
τk−2≤t≤τk−1+β˜
∣∣∣Z(k)(t)− Z(k)(τk)∣∣∣ ≥ ξk − 2β˜ − 4r (106)
Using in turn (106), (76), (79) and explicit computation based on uniform boundedness of the
distribution density of ξ+ (which is either EXP (1|1) or EXP (1|0), depending on the value of
k) we write
P
({η̂k = 0} ∩ {η˜k = 1} ∩ { min
τk−2≤t≤τk−1+β˜
∣∣∣Z(k)(t)− Z(k)(τk)∣∣∣ < s})
≤ P({η̂k = 0} ∩ {η˜k = 1} ∩ {ξk < 8r + 2s})+P({η̂k = 0} ∩ {η˜k = 1} ∩ {ξk < 4β˜})
= P
(
ξ+ < 8r + 2s
)
µ(A˜r) +E
(
µ((u, h, v) ∈ A˜r : ξ+ ≤ 4β˜r)
)
≤ Cr(r + s) + CrE(min{(ξ+
2r
)−1(∣∣∣∣log ξ+2r
∣∣∣∣ ∨ 1) , 1})
≤ Cr2 + Crs+ Cr2 |log r|2 . (107)
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The second term on the right hand side of (105) is bounded in a very similar way as the
analogous second term on the right hand side of (100), see (103)-(104). Without repeating these
details we state that
P
({η̂k = 0} ∩ {η˜k = 1} ∩ min
τk−2≤t≤τk−1
∣∣∣Z(k)(t)− Z(k)(τk)∣∣∣ < s) ≤ Crs |log s|2 . (108)
Eventually, from (105), (107) and (108) we obtain (83).
6.7 Proof of (66) – concluded
Recall the events A(k)a,b , a, b ∈ {1, 2, 3} from the end of section 6.3.
The bounds (80), (81), respectively, (82), (83), with s = r, directly imply
P
({η̂k = 1} ∩A(k)2,2 ∣∣ ) ≤ Cγr2 |log r| ,
P
({η˜k = 1} ∩ {η̂k = 0} ∩A(k)2,2 ∣∣ ) ≤ Cγr2 |log r|2 . (109)
It remains to prove
P
({η̂k = 1} ∩A(k)b,2 ∣∣ ) ≤ Cγr2 |log r| ,
P
({η˜k = 1} ∩ {η̂k = 0} ∩A(k)b,2 ∣∣ ) ≤ Cγr2 |log r|2 , b = 1, 3. (110)
Since the cases b = 1 and b = 3 are formally identical we will go through the steps of proof with
b = 3 only. In order to do this we first define the necessary occupation time measures (Green’s
functions). For A ⊂ R3, define the following occupation time measures for the last part of (71)
G(k) (A) :=E
(
#{1 ≤ j ≤ γ − k : Y (τj) ∈ A}
∣∣ k+j : 1 ≤ j ≤ γ − k)
=E
(
#{k + 1 ≤ j ≤ γ : Z(k)(τj)− Z(k)(τk) ∈ A}
∣∣  ∩ {η̂k = 1})
=E
(
#{k + 1 ≤ j ≤ γ : Z(k)(τj)− Z(k)(τk) ∈ A}
∣∣  ∩ {η˜k = 1} ∩ {η̂k = 0}),
H(k) (A) :=E
( |{0 ≤ t ≤ τγ−k : Y (t) ∈ A}| ∣∣ k+j : 1 ≤ j ≤ γ − k)
=E
( ∣∣∣{τk ≤ t ≤ θ : Z(k)(t)− Z(k)(τk) ∈ A}∣∣∣ ∣∣  ∩ {η̂k = 1})
=E
( ∣∣∣{τk ≤ t ≤ θ : Z(k)(t)− Z(k)(τk) ∈ A}∣∣∣ ∣∣  ∩ {η˜k = 1} ∩ {η̂k = 0}).
Similarly, define the following occupation time measures for the middle part of (71)
Ĝ(k) (A) := E
(
#{1 ≤ j ≤ 3 : Z(k)(τk−j)− Z(k)(τk) ∈ A} · η̂k
∣∣ )
Ĥ(k) (A) := E
( ∣∣∣{τk−3 ≤ t ≤ τk : Z(k)(t)− Z(k)(τk) ∈ A}∣∣∣ · η̂k ∣∣ )
G˜(k) (A) := E
(
#{1 ≤ j ≤ 3 : Z(k)(τk−j)− Z(k)(τk) ∈ A} · η˜k · (1− η̂k)
∣∣ )
H˜(k) (A) := E
( ∣∣∣{τk−3 ≤ t ≤ τk : Z(k)(t)− Z(k)(τk) ∈ A}∣∣∣ · η˜k · (1− η̂k) ∣∣ ).
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Using the independence of the middle and last parts in the decomposition (71), similarly as (28)
or (53), following bounds are obtained
P
({η̂k = 1} ∩A(k)3,2 ∣∣ ) ≤ Cr−1 ∫
R3
G(k) (Bx,2r)Ĥ
(k)
 (dx) + Cr
−1
∫
R3
H(k) (Bx,3r)Ĝ
(k)
 (dx)
P
({η˜k = 1} ∩ {η̂k = 0} ∩A(k)3,2 ∣∣ ) ≤
≤ Cr−1
∫
R3
G(k) (Bx,2r)H˜
(k)
 (dx) + Cr
−1
∫
R3
H(k) (Bx,3r)G˜
(k)
 (dx)
(111)
Due to (34) of Lemma 3 by direct computations the following upper bounds hold
G(k) (Bx,2r) ≤ CF (|x|), H(k) (Bx,3r) ≤ CF (|x|), (112)
where C <∞ is an appropriately chosen constant and F : R+ → R,
F (u) := r1{0 ≤ u < r}+ r
3
u2
1{r ≤ u < 1}+ r
3
u
1{1 ≤ u <∞}
On the other hand, from (80), (81), (82), (83) of Corollary 2 follows that
Ĝ(k) (B0,s) ≤ Crs(|log s| ∨ 1), Ĥ(k) (B0,s) ≤ Crs(|log s| ∨ 1),
G˜(k) (B0,s) ≤ Crmax{s |log s|2 , r |log r|2} H˜(k) (B0,s) ≤ Crmax{s |log s|2 , r |log r|2}.
(113)
Finally, we also have the global bounds
Ĝ(k) (R3) = 3E
(
η̂k
∣∣ ) ≤ Cr, Ĥ(k) (R3) = E(η̂k · k∑
j=k−2
ξj
∣∣ ) ≤ Cr,
G˜(k) (R3) = 3E
(
η˜k · (1− η̂k)
∣∣ ) ≤ Cr, H˜(k) (R3) = E(η˜k · (1− η̂k) · k∑
j=k−2
ξj
∣∣ ) ≤ Cr. (114)
We will prove the upper bound (110) for the first term on the right hand side of the first line in
(111). The other four terms are done in very similar way.
First we split the integral as∫
R3
G(k) (Bx,2r)Ĥ
(k)
 (dx) =
∫
|x|<1
G(k) (Bx,2r)Ĥ
(k)
 (dx) +
∫
|x|≥1
G(k) (Bx,2r)Ĥ
(k)
 (dx) (115)
and note that due to (112) and (114) the second term on the right hand side is bounded as∫
|x|≥1
G(k) (Bx,2r)Ĥ
(k)
 (dx) ≤ Cr4. (116)
To bound the first term on the right hand side of (115) we proceed as follows∫
|x|<1
G(k) (Bx,2r)Ĥ
(k)
 (dx) ≤ C
∫ 1
0
F (u)dĤ(k) (B0,u)
= Cr3Ĥ(k) (B0,1)− C
∫ 1
0
Ĥ(k) (B0,u)F
′(u)du
≤ Cr4 + Cr4
∫ 1
r
u−2 |log u| du
≤ Cr4 + Cr3 |log r| . (117)
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In the first step we have used (112). The second step is an integration by parts. In the third step
we use (113), (114) and the explicit form of the function F . The last step is explicit integration.
Finally, (115), (116), (117) and identical comoputations for the second term on the right
hand side of the first line in (111) yield the first inequality in (110). The second line of (110)
for b = 3 is proved in an identical way, which we omit to repeat. The cases b = 1 is done in a
formally identical way.
Finally, (66) follows from (73), (109) and (110).
7 Proof of Theorem 2 – concluded
As in section 4.3 let $n = (γn; (ξn,j , un,j) : 1 ≤ j ≤ γn), n ≥ 1, be a sequence of i.i.d packs.
Denote θn, ((Yn(t), Zn(t)) : 0 ≤ t ≤ θn) the pair of Y and (forward) Z-processes constructed
from them and
Y (t) =
νt∑
k=1
Y (θn) + Yνt+1({t}), Z(t) =
νt∑
k=1
Z(θn) + Zνt+1({t}).
Beside these two we now define yet another auxiliary process t 7→X (t) as follows:
(Xn(t) : 0 ≤ t ≤ θn) is the Lorentz exploration process constructed with data from
(Yn(t) : 0 ≤ t ≤ θn) and incoming velocity
un,0 =
{
u0 if n = 1,
X˙n−1(θ−n−1) if n > 1.
Finally, from these legs concatenate
X (t) =
νt∑
k=1
X (θn) +Xνt+1({t}).
Note that the auxiliary process (X (t) : 0 ≤ t <∞) is not identical with the Lorentz exploration
process (X(t) : 0 ≤ t <∞), constructed with data from (Y (t) : 0 ≤ t ≤ ∞) and initial incoming
velocity u0, since the former one does not takes into account memory effects caused by earlier
legs. However, based on Propositions 1 and 2, we will prove that until time T = T (r) =
o(r−2 |log r|−2) the processes t 7→ X(t), t 7→X (t), and t 7→ Z(t) coincide with high probability.
For this, we define the (discrete) stopping times
ρ := min{n :Xn(t) 6≡ Zn(t), 0 ≤ t ≤ θn}
σ := min{n : max{1
W˜n
,1
Ŵn
> 0} = 1},
and note that by construction
inf{t : Z(t) 6= X(t)} ≥ Θmin{ρ,σ}−1.
Lemma 9. Let T = T (r) such that limr→∞ T (r) =∞ and limr→∞ r2 |log r|T (r) = 0. Then
lim
r→0
P
(
Θmin{ρ,σ}−1 < T
)
= 0. (118)
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Lemma 10. Let T = T (r) such that limr→∞ T (r) =∞ and limr→∞ r2T (r) = 0. Then for any
δ > 0
lim
r→0
P
(
max
0≤t≤T
|Y (t)− Z(t)| > δ
√
T
)
= 0. (119)
Remark: Actually, (119) holds under the much weaker condition limr→∞ r log log T = 0. This
can be achieved by applying the LIL rather than a WLLN type of argument to bound
max0≤t≤T |Y (t)− Z(t)| in the proof of Lemma 10, below. However, since the condition of
Lemma 9 can not be much relaxed, in the end we would not gain much with the extra effort.
Proof of Lemma 9.
P
(
Θmin{ρ,σ}−1 < T
) ≤ P(ρ ≤ 2E(θ)−1T )+P(σ ≤ 2E(θ)−1T )+P( 2E
(
θ
)−1
T∑
j=1
θj < T
)
≤ Cr2 |log r|T + Cr2T + Ce−cT , (120)
where C < ∞ and c > 0. The first term on the right hand side of (120) is bounded by union
bound and (49) from Proposition 1. Likewise, the second term is bounded by union bound and
(51) of Propositions 2. In bounding the third term we use a large deviation upper bound for
the sum of independent θj-s.
Finally, (118) readily follows from (120).
Proof of Lemma 10. Note first that
max
0≤t≤T
|Y (t)− Z(t)| ≤
νT+1∑
j=1
ηjξj ,
with νT and ηj defined in (21), respectively, (24). Hence,
P
(
max
0≤t≤T
|Y (t)− Z(t)| > δ
√
T
) ≤ P( 2T∑
j=1
ηjξj > δ
√
T
)
+P
(
νT > 2T
)
≤ Cδ−1
√
Tr + e−cT , (121)
with C <∞ and c > 0. The first term on the right hand side of (121) is bounded by Markov’s
inequality and the straightforward bound
E
(
ηjξj
) ≤ Cr.
The bound on the second term follows from a straightforward large deviation estimate on νT ∼
POI(T ).
Finally, (119) readily follows from (121).
(9) is direct consequence of Lemmas 9 and 10 and this concludes the proof of Theorem 2.
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