Higher-order accurate density estimation under random right censorship is achieved using kernel estimators from a family of infinite-order kernels. A compatible bandwidth selection procedure is also proposed that automatically adapts to level of smoothness of the underlying lifetime density. The combination of infinite-order kernels with the new bandwidth selection procedure produces a considerably improved estimate of the lifetime density and hazard function surpassing the performance of competing estimators. Infinite-order estimators are also utilized in a secondary manner as pilot estimators in the plug-in approach for bandwidth choice in second-order kernels. Simulations illustrate the improved accuracy of the proposed estimator against other nonparametric estimators of the density and hazard function.
Introduction
In kernel-based density estimation of uncensored iid data, the usefulness of using infinite-order kernels, or "superkernels", is well known; cf. [3, 17, 16] . In general, using superkernels reduces bias by orders of magnitude without increasing the order of magnitude of the variance thus producing estimates with better mean square error (MSE) properties. Therefore one would imagine higher-order, if not infinite-order, kernels to be much more popular than second-order kernels; this, however, has not been the case mainly for three reasons that affect both iid density estimation and density estimation of censored data.
The foremost concern with using high-order kernels is the possibility of the estimate being negative at some places when it is known that densities are nonnegative everywhere. The simple fix to this issue by truncating all negative values to zero works well but produces a secondary issue of having an estimate of the pdf that integrates to a value that is less than one. Indeed, the area can be renormalized back to one and still have the same MSE order. Therefore the complaint that higher-order kernels produce density estimates that are not densities themselves is inconsequential since any lack of nonnegativity can easily be remedied.
Synonymous with the problem of choosing an appropriate kernel in kernel density estimation is the problem of choosing the correct bandwidth. Because second-order kernels have been so popular, several bandwidth selection procedures have been proposed and analyzed for these kernels; refer to [6, 9] for a review of several methods. However, most of the bandwidth procedures for second-order kernels do not carry over to infinite-order kernels, and the methods that do carry over, like cross validation, are known to have poor performance properties [6] . Yet in 2001, Politis [13] showed how a very simple and intuitive bandwidth selection algorithm works well with infinite-order kernels.
Another concern about using infinite-order kernels is not the asymptotic performance which is guaranteed, but rather their finite sample performance. Specifically, in using the high-order kernels, the bias improves at a cost to increasing the variance by some constant factor independent of the sample size. Indeed, there are many poor choices of infinite-order kernels, just as there are many poor choices of second-order kernels. One of the simplest and most popular infinite-order kernels is the sinc function which is a very poor choice due to its large and slowly decaying side lobes. However, a class of favorably performing infinite-order kernels has been proposed in [14, 16] and has been shown to outperform mainstream second-order kernels in finite sample simulations. In addition to being infinite-order, it is also advisable to have a kernel with tails that die off fast; this was also noted by Devroye in [3] . Requiring the kernel to have tails that die off quickly is equivalent to the kernels Fourier transform being very smooth. So the reason the sinc function is such a poor choice of kernel is because its Fourier transform is a rectangle-the most unsmooth flat-top shape. Improvements on the rectangle shape include the trapezoid and the infinitely differentiable flat-top function of McMurry and Politis [11] . This paper adopts the infinite-order kernel that is derived from the trapezoidal shape as it is a simple choice of kernels that works well in practice.
As a simple example to illustrate the effectiveness of the proposed density estimator, we present the results of a simple simulation with uncensored iid data. In the simulation, we estimate the pdf of a N (0, 1) distribution with datasets of sizes n = 50 and n = 500 and two estimators-the infinite-order estimator with bandwidth selection procedure described in this paper (see Section 4 for the exact estimator used) and the default density estimator used in R version 4.2.1 (density) with a Gaussian kernel and its built-in bandwidth selection procedure. After repeating the simulations over 10,000 realizations, we compute the mean square error at three points (x = 0, 1, 2) and on a equally spaced grid of 41 points in the interval [-2,2] . Here are the results:
We see that even using a Gaussian kernel to estimate a Gaussian density is not as good as using the infinite-order kernels with accompanying bandwidth selection procedures that is proposed in Section 3.
In the next section, we define the general class of flat-top infinite-order kernels and, through Theorem 1, describe how using these kernels can cause the bias of the kernel density estimators of censored data to become essentially negligible in certain situa- tions. Section 3 completes the proposed estimator by providing a bandwidth selection algorithm that automatically adapts to the unknown density at hand. In Section 4 we give practical suggestions for implementing the proposed estimator and provide several simulations exhibiting optimal performance in estimating the lifetime density and hazard function when compared with other nonparametric estimators including the muhaz estimator [12] and the logspline estimator [7] .
The Flat-Top Estimators
We lay out the notation under the context of random right censorship which can be generalized to also allow for left truncation; see for example [18] . Let X 0 1 , . . . , X 0 n be iid lifetime variables with density f and cdf F , and independently, let U 1 , . . . , U n be iid censoring variables with cdf G. We observe the data Z i and ∆ i where
for i = 1, . . . , n (here 1 [·] represents the indicator function). We order the pairs (Z i , ∆ i ) according to the Z i 's and relabel them as (X i , δ i ) where X i = Z (i) , the i th order statistics of the Z's, and δ i is the indicator variable that accompanies X i , i.e. the concomitant of X i . The Kaplain-Meier estimator is the nonparametric maximum likelihood estimate of the survival function S(t) = 1 − F (t) given bŷ
where the height of the jump ofŜ at X j is
The kernel estimate of f is constructed through the convolution ofF = 1 −Ŝ with a smooth kernel K, i.e.
Many authors require K to be of compact support for ease of analysis, but this is unnecessary; see for example [22] . Therefore we only assume K is an even function that integrates to one. It will be assumed that sufficient conditions on the the density f or kernel K are satisfied so that
some sufficient conditions for (2) are provided in [22] . Following [14] , we now describe a class of infinite-order kernels constructed from the Fourier transform of flat-top function. We start in the Fourier domain with a function κ given by
where g is any continuous, square-integrable function that is bounded in absolute value by 1 and satisfies g(±1) = 1 (g will typically be compactly supported, but this is not required). Then the infinite-order kernel corresponding to κ is the Fourier transform of κ, specifically,
Let φ(t) be the characteristic function corresponding to f (x), i.e. φ(t) is the inverse Fourier transform of f (x) given by
The following three assumptions quantifies the degree of smoothness of the density f (x) by the rate of decay of its characteristic function. .
(ii) Suppose assumption B holds. Let h ∼ 1/(a log n) where a is a constant such that a > 1/(2d), then
, and sinceŜ is a √ n-convergent estimator of S, this estimate of the hazard function has the same MSE convergence rates asf in the above theorem. Specifically:
The p th derivative of f can be estimated by the the p th derivative off (x); i.e. if
is an estimate of the p th derivative of f . It can be shown, under sufficient conditions on f , that the variance of this estimator is
The previous theorem is now be generalized in the following theorem to give asymptotic bias and MSE rates off p (x) with infinite-order kernels. (5) where K is an infinite-order kernel, and assume the variance assumption in (6) holds.
Theorem 2. Supposef p (x) is the kernel estimator as defined in
In particular, we see that if the underlying density is infinitely smooth (as in the case of assumptions B and C), then the same asymptotic MSE rates off p (x) hold for every p.
Bandwidth Selection for Flat-Top Estimators
Letφ(t) be an estimate of the characteristic function φ(t) given bŷ
We now follow the general recipe for bandwidth selection using flat-top kernels that is detailed in [13] . Specifically, we determine the smallest value t * such thatφ(t) ≈ 0 for all t ∈ (t * , t * + ε) for some pre-specified ε, then the estimate of the bandwidth iŝ h = 1/t * . The details are provided in the following algorithm.
Bandwidth Selection Algorithm
Let C > 0 be a fixed constant, and ε n be a nondecreasing sequence of positive real numbers tending to infinity such that ε n = o(log n). Let t * be the smallest number such that |φ(t)| < C log 10 n n for all t ∈ (t * , t * + ε n )
Then letĥ = 1/t * .
Remark 1.
The positive constant C is irrelevant in the asymptotic theory, but is relevant for finite-sample calculations. The main idea behind the algorithm is to determine the smallest t such that φ(t) ≈ 0; in most cases this can be visually seen without explicitly computing the threshold in (7).
Remark 2. If g(t)
in (3) is identically one, or very close to one, in a neighborhood of the type [1, 1 + η], then the "flat-top radius" is effectively increased to some value 1 + η. In this case, we would letĥ = (1 + η)/t * in the bandwidth selection algorithm.
Theorem 3. Assume the following two natural assumptions:
uniformly in t, and
(ii) Assume φ(t) ∼ Aξ |t| for some ξ ∈ (0, 1) and A > 0. Then
Theorem 3 shows how the proposed bandwidth selection algorithm adapts to the underlying degree of smoothness of the density matching nearly identically to the ideal bandwidths in Theorem 1. When there is only polynomial decay of the characteristic function, as in part (i) of the above theorem, the bandwidth selection algorithm produces a slightly smaller bandwidth than the theoretically optimal bandwidth given in Theorem 1, but the discrepancy diminishes with faster decay.
Bandwidth Selection for 2 nd -Order Kernels
We now propose a bandwidth selection procedure for use with second-order kernels, based on using the infinite-order estimators as pilots in the plug-in approach to bandwidth selection. Indeed, Theorem 1 points out the superiority of using the infinite-order kernels over second order kernels, but as a stepping stone to using infinite-order kernels directly in estimation, we now introduce the infinite-order kernels in pilot estimation. The result is a bandwidth selection procedure that converges very fast (comparable to the rates of Theorem 1).
We begin with the MSE and mean integrated square error (MISE) off (x) with a second order kernel Λ and standard assumptions on Λ [18, 21] .
The MISE above has been generalized slightly to incorporate a nonnegative weight function ω(x) to control the influence of error in the tails the estimated density. If we minimize the above MSE with respect to h, we arrive at the optimal bandwidth for estimating the density at a given point. And if we minimize the MISE with respect to h, then we arrive at an optimal global bandwidth. The optimal bandwidths in each situation will involve values of the unknown underlying density that we wish to estimate, so we are forced to use some initial-or pilot-estimate of these values. Minimizing the above MSE and MISE values leads to the optimal bandwidths h MSE and h MISE , respectively, given below.
In the above expression, we shall replace f (x) and f ′′ (x) with infinite-order estimatorsf (x) andf 2 (x) respectively. The bandwidth used in estimatingf 2 (x), and in general forf p (x), is the same bandwidth derived from the bandwidth selection algorithm above. The function 1 − G(x) is the survival function of the censored random variables, therefore by replacing ∆ i with 1 − ∆ i , the Kaplain-Meier estimator will give a √ n-consistent estimate of 1 − G(x). Letĥ MSE andĥ MISE refer to the plug-in estimates corresponding to h MSE and h MISE respectively. These estimators have rapid convergence rates due to the ultra-fast convergence of the pilot flat-top estimators, and this is revealed in the following theorem. 
Marron and Padgett [10] suggest cross-validation as a means of minimizing the integrated square error (ISE), but this approach of minimizing ISE was shown in [4] to be less optimal than minimizing the MISE. In particular, the relative convergence rates (as in the above theorem) of the cross-validation approach in [10] is n −1/10 , regardless of the degree of smoothness of f (x). If one uses the plug-in approach that we have adopted above but with pilots consisting of second-order kernels, then the relative convergence rates are at best n −2/5 , again, regardless of the degree of smoothness of f (x). All of these rates are considerably smaller than the n −1/2 rate afforded by the proposed procedure under a sufficiently smooth density f (x) (i.e. when φ(x) has a rapid decay to zero) as Theorem 4 demonstrates.
Simulations
We constructed our infinite-order kernel from a "flat-top" function κ in (3) with any choice of continuous, square-integrable function g; an easy choice is g(x) = (1 + c − c|x|) + , which gives κ a trapezoidal shape. Other possibilities for the function g are considered in [15] . For the following simulations, we focus on a trapezoidal shape for κ; we are still left to determine the parameter c controlling the slopes on the sides of the trapezoid. The parameter c = 4 seemed to work generally well and was used throughout all of the simulations, but there is certainly some flexibility in choice of c; see [16] for further discussion on choosing the parameter c. In many situations, particularly involving censored data, the support is known to lie in a half-line or some compact interval, and unaltered versions of kernel density estimators are not even consistent near the boundary points. However there have been many fixes to this boundary issue (see [5] for a survey of several methods), and we adopt the simple reflection principle to resolve boundary problems in our estimator. Specifically, when the density is known to have its support on [0, ∞), we use the estimatorf (x) =f (x) +f (−x) to ensure consistency near the boundary point x = 0; see [19] and [20] for discussions of this method in the uncensored iid context.
We mimic the simulation presented in the introduction but with censoring. Independent and identically distributed lifetime variables are drawn from a N (0, 1) distribution and, independently, the censoring variables are drawn from the same distribution. Therefore we would expect to see about 50% censoring on average. The challenger to our infinite-order density estimator is (1) with Gaussian kernel K. The cross-validation criterion is suggested in [10] for selecting the bandwidth for the Gaussian kernel, but one of its drawbacks is the computational time required to compute it which is greatly magnified over several thousand realizations. So instead of computing the cross-validations, we gave the Gaussian kernel a distinct advantage by choosing the bandwidth in which it performs the best (these were determined by finite-sample simulation). These optimal bandwidths are underscored next to their corresponding MSE values in the table below. For comparison, we have also included the MSE values for the infinite-order estimator with its best-choice bandwidth. Comparison of the infinite-order kernel with the Gaussian kernel on censored data from lifetime and censoring variables that are iid N (0,1).
Comparing the two kernels with their respective optimal bandwidths, the infiniteorder estimator is clearly the better choice, and even when the bandwidth selection algorithm is used, the infinite-order estimator outperforms the Gaussian estimator with optimal bandwidth at the origin and on the interval [-2,2]. So given pretty much any bandwidth selection rule for the Gaussian kernel, the infinite-order estimator is bound to be more accurate over each criterion.
The next simulation uses the same data, but this time we wish to estimate the hazard function. Our infinite-order estimate of the hazard function isf (x)/Ŝ(x) wherê f (x) is the usual infinite-order density estimator andŜ(x) is a smoothed Kaplan-Meier estimator (the R function ksmooth was applied toŜ to produceŜ(x)). The other two estimators are from the R packages muhaz and logspline. The muhaz estimator is based on the paper [12] , and for this simulation the boundary correction is turned off and both global and local bandwidths are invoked (denoted muhaz-g and muhaz-l respectively). These estimators behave somewhat erratically with small N , so we have changed the sample sizes to 100 and 1000, and we have limited the range of values to [-1,1]. The logspline estimator (based on [7] ) uses splines to estimate the density, and the result is then divided by the smoothed Kaplan-Meier estimate to give an estimate of the hazard function. Table 3 : Comparison of the infinite-order kernel estimator of the hazard function with the muhaz estimator (with global and local bandwidth selection) and logspline estimator. The lifetime and censoring variables are both iid N (0,1).
With a large enough sample size, the infinite-order estimator is expected to outperform its competitors; this is witnessed in the above simulation as the infinite-order has the smallest MSE in each category at n = 1000 with 50% censoring.
The previous simulation may be considered more of a theoretical comparison since in most applications the censored data is nonnegative. Therefore in the next simulation we use lifetime and censored variables drawn from a lognormal distribution with means 0 and .5 and standard deviations .5 and .5 respectively (values are given on the log scale). Again, due to limitations of the other estimators, we consider datasets of size 100 and 1000, and we only consider the estimates on the interval [0, 1.5] . Although the lifetime distribution has support on the positive reals, its density takes the value 0 at the origin, so a boundary correction is not necessary for this simulation. Table 4 : Comparison of the infinite-order kernel estimator of the hazard function with the muhaz estimator and logspline estimator on lognormal data.
Once again, with the larger data size, the infinite-order estimator in this example outperforms the other estimators in terms of MSE performance. The muhaz estimator is particularly suited for dealing with boundary effects and adapting its bandwidth appropriately as is shown in the next simulation. In the following simulation, the lifetime variables have an exponential distribution with mean one and the censoring variables have an exponential distribution with mean four. Therefore the hazard function in this model is constant with value one. Table 5 : Comparison of the infinite-order kernel estimator of the hazard function with the muhaz estimator and logspline estimator on exponential data.
Here we see the infinite-order estimator doing best with the smaller sample size, and it improves with n, but its performance is not as good as the muhaz estimator with local bandwidth selection when n = 1000. We expected this behavior, and we describe two reasons that account for asymptotic performance of the infinite-order estimator. The first reason follows directly from Theorem 1-since the characteristic function of the exponential distribution behaves like |φ(t)| ∼ 1/t, Theorem 1 indicates there is no benefit to using the infinite-order kernel. In the previous examples, the normal and lognormal distributions have characteristic functions that behave like |φ(t)| ∼ e −t 2 and |φ(t)| ∼ 1/t log t respectively 1 , and in both cases Theorem 1 implies a significant MSE improvement with large n. The second reason is due to a lack of a local bandwidth selection procedure for the infinite-order estimator. Simulations computed the optimal bandwidths in each of the four scenarios in Table 5 for the infinite-order estimator, and the optimal bandwidths were found to be .1, 1.1, .5, and 1.5 which vary widely (compare with optimal bandwidths in Table 2 ). Therefore a localized bandwidth procedure would be particularly ideal in this situation.
Conclusions
The proposed infinite-order estimator together with its tailored bandwidth selection algorithm produce a nearly √ n-convergent nonparametric estimator in many standard situations. Even in the least ideal situation of a slow decay of the characteristic function to zero (i.e., when the pdf is not very smooth), the estimator still holds up and can outperform existing methods in many situations. One of the nicest qualities of this estimator is its simplicity-we used the exact same kernel throughout all of the simulations, so no parameter estimation was involved in choosing the kernel, and the accompanying bandwidth selection algorithm requires very little computation to implement. Finally, the proposed estimator is very robust, and since no parameter estimation is involved, it succeeds in estimating the hazard function and density in small sample sizes where competing estimators like muhaz and logspline fail to even produce an estimate.
A Technical Proofs
Proof of Theorem 1.
Proof. Using the identity
and the sample characteristic function given bŷ
we rewritef (x) as followŝ
Since s j = 1, we have Eφ(t) = φ(t), and from the representation in (9), the expectation off (x) is
Since φ(t) is the inverse Fourier transform of f (x), f (x) is therefore the Fourier transform of φ(t); i.e.
f (x) = 1 2π
Therefore the bias off (x) is
But since κ(th) = 1 for |t| ≤ 1/h, we have
Since κ(t)| ≤ 1 for all t, |κ(th) − 1| ≤ 2 for all h and t. We can then bound the bias by
Under the assumption |t| r |φ(t)| dt < ∞ in (i), we have
If the bias is o(h r ) and the variance is O 
This proves part (i).
Under the assumption |φ(t)| ≤ De −d|t| for some positive constants d and D, we have
So the bias is O(e −d/h ), and by letting h ∼ 1/(a log n) gives a squared-bias of
and a variance of
Therefore if a > 1/(2d), then 
Proof of Theorem 3.
Proof. The proof is very similar to the proof of Theorem 3 in [1] with little modification.
Proof of Theorem 4.
Proof. Parts (ii) and (iii) follow from Theorems 1 and 2 and the δ-method. The convergence ofĥ M in part (i) is dictated by the slowly converging f ′′ (x). However, the convergence rate ofĥ M is unhampered by the convergence rate ofĥ; for instance, if h is replaced with the random quantity h(1 + o p (1)) (refer to the proof of Lemma 2 in 
then the bias of f ′′ (x) is o(h r ). In order for (11) to be satisfied, r must be less than d − 3, so we let r = ⌈d − 4⌉. Therefore the bias of f ′′ (x) (which dominates the MSE of f ′′ (x)) is o log n n ⌈d−4⌉ 2d
, and coupled with the δ-method, part (i) of Theorem 1 is now proved.
