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1. INTRODUCTION 
One of the fundamental reasons for examining any physical system by 
mathematical analysis is to be able to predict the behavior of the system when 
the physical properties, boundary conditions and initial conditions are known. 
Quite often part of the required data, initial conditions, etc., are not known, 
and the system itself must be sampled experimentally in order to gain enough 
information to determine the unknown system parameters. 
In the past Bellman and others [l-4] have developed mathematical techniques 
for studying systems which are governed by ordinary linear (or nonlinear) 
differential equations having both unknown initial conditions and system 
parameters. Roth and Roth [5] considered a system of N coupled nonlinear 
ordinary differential equations governing the behavior of Inducible Enzyme 
Synthesis, in which both the initial conditions and the system parameters were 
unknown. 
In this paper we intend to extend these techniques of systems identification 
to cover problems which are governed by partial differential equations. In this 
study we will develop techniques for handling unknown initial conditions. In 
addition we would like to relax the requirement of sampling the entire range of 
the system performance in order to properly identify the system parameters. 
The systems which will be considered will be those governed by the partial 
differential equation, 
a+, 0 - = f (x, t, % (x t), g u(x, t ) at a<x<6, t>o. (1) 
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We shall assume that the initial conditions for (I) are, at least, partially 
known and the.solution can be sampled experimentally at certain predetermined 
points within the semi-infinite strip, a < x < b, t >* 0. The problem we must 
solve is to determine the unknown initial conditions (and therefore the unknown 
solutions) at certain points within the range of x if we know the governing 
differential equations and can sample the solution experimentally. 
If we have complete knowledge of the solution within the range of the system, 
then techniques exist for computing the initial conditions [4]. However if com- 
plete information is not available, an alternative sampling procedure can be 
used. In this case we can sample over a fewer number of points xi in the space 
domain but we sample over longer times. Clearly from an experimental stand- 
point such a sampling procedure would have practical applications. It is the 
purpose of this paper to develop techniques for doing this and to test the validity 
of the method through some numerical experimentation. 
Direct application of this method can be found in experimental physiology [6], 
cardiology [7] and other problem areas in which data can be taken at a small 
number of spatial points but where the time interval is large. 
2. A.N ITERATIVE METHOD OF SOLUTION 
In the following sections we will seek to determine a mathematical fit to the 
partial information which is available to us. In so doing we shall construct an 
iterative procedure which, beginning with an initial approximation, will con- 
verge to a solution best fitting the known data in the least square sense. 
The method which we shall use first approximates the governing differential 
equation of the system (1 .l) by a set of ordinary differential equations in time, 
using the ideas of differential quadrature (see Bellman and Casti [9]). These 
(possibly nonlinear) equations are further linearized by the technique of 
quasilinearization [ll]. At each iteration the quasilinearization permits us to 
compute a class of possible solutions to the particular problem under study. 
Finally the “observed” data which is known by sampling the solution at pre- 
determined spatial points is used to construct the best solution in the least 
square sense. 
The iterative procedure is ended when suitable convergence is obtained. 
3. DIFFERENTIAL QUADRATURE 
Differential quadrature is an approximation technique for reducing a partial 
differential equation to a set of ordinary differential equations. Consider the 
nonlinear first order differential equation ( I. 1) 
%(X, t) = g@, t, u(x, t), %4x, 9, a<s<b, t > 0, (1) 
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with the initial conditions, 
24(x, 0) = h(x). (2) 
If we make the assumption that the function U(X, t), satisfying (1) and (2), is 
sufficiently smooth, then we can write, 
U,(X( , t) = i U,jU(Xj , t); i = 1) 2,.. ., N, (3) 
j=l 
where the coefficients aij must be determined by a suitable method. 
Substituting equation (3) into equations (1) and (2) yields a system of ordinary 
differential equations of the form 
with the initial conditions, 
U(Xi ,0) = h(%), i = 1, 2 ,..., N. (5) 
The numerical solution of the type of system illustrated by (4) and (5) is a 
simple task for modern computers and because the system is an initial value 
problem, the numerical techniques are more straightforward than the corre- 
sponding techniques associated with partial differential equations. 
4. DETERMINATION OF THE WEIGHTING COEFFICIENTS 
If we now consider the differential quadrature, 
K&i) = f %U(Xj), i = 1, 2 ,..., N, 
j=l 
we can demand that equation (1) be exact for all polynomials of degree less than 
or equal to N - 1. 
By letting the test functions be pi,(x) = &r, K = 1,2,..., N and selecting 
arbitrary but distinct xi , the system (1) leads to a set of algebraic equations, 
which has a unique solution since the coefficient matrix is a Vandermonde 
matrix. 
Another more attractive approach is to consider the shifted Legendre poly- 
nomials of degree N, P$(x) (with the orthogonal&y range of (0, 1)). These 
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polynomials are defined in terms of the usual Legendre polynomials by the 
relation, 
P;(x) = P,(l - 2x). (3) 
The Legendre polynomials can be generated in several ways. An analytic 
representation is best found through the recursion relation, 
(n + 1) Pn+l = x(2n + 1) P, - nP,-1 
PO = 1. 
(4) 
The first five Legendre polynomials are: 
PO = 1, 
PI = x, 
Pt = &(3x2 - l), 
P3 = $(5x3 - 3x), 
Pa = i(35x4 - 30x2 + 3), 
P5 = $(63x5 - 70x3 + 15x). 
(5) 
From a computational standpoint, a more convenient representation of the 
Legendre polynomial is 
P,(x) = A$ (x” - 1)“. (6) 
From the Binomial theorem, 
m n! 
(X2 - 1)” = ,c, qn - A)! 
(- l)k X2(d4 
and 
d” - $(‘+k) = (& - 2k)! Xn-2k, 
dX” 
m (2n - 2K)! 
pJx) = k& t-l)” 2”K!(n - K)! (n 
- W! X(“-2k) 
(7) 
m = n/2, n even, 
= (n - 1)/2, n odd. 
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Dividing by the leading coefficient (2n)!/2%! n! gives 
(8) 
Instead of the simple test function given in (32), by analogy with the Lagrange 
Interpolation formula, 
(9) 
where L;(x) is the shifted Nth order Legendre polynomial with the leading 
coefficient unity and xk the kth root of L:(x). Therefore Pk(xi) = 6,$ . 
Using the fact that equation (I) is exact for U(X) = P,(X), we see that, 
Gw 
aik = (Xi - x,)L;*(*(x,) ’ i # k. 
For the case where i = k, use of L’ Hospital’s rule plus the fact that L%(x) 
satisfies the differential equation, 
x( 1 - X) L?(x) + (1 - 2X) L?(X) + N(N + 1) L;(x) = 0, (11) 
gives, 
1 - 2X, 
akk = 2x,(x, - 1) . (12) 
This completes the differential quadrature technique and if the initial conditions 
of the original differential equation (1 .I) were known, then the solution could 
easily be computed. However, this information is not completely known and 
we must seek additional techniques for obtaining a solution. 
5. QUASILINEARIZATION 
By using differential quadrature, we have succeeded in transforming the 
partial differential equation (1. I) into a set of approximate ordinary differential 
equations, 
(1) 
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with the initial conditions, 
z& , 0) = b< , i = 1) 2 ,...) N, (2) 
xi are the zeroes of the shifted Nth order Legendre Polynomial. 
Since the function g is generally nonlinear and the initial conditions may not 
be all known, we shall use the quasilinearization [II] technique to establish a 
numerical solution (1). 
By setting u$(t) = u(xi , t), the ordinary differential equation associated with 
the point xi has the form 
tii = g 
i 
N 
xi , t, ui , C aijuj 
j=l 1 
, (3) 
where the dot represents the time derivative. 
For each i, we now introduce a sequence of functions u:“‘(t), K = 1, 2,... 
which are generated in the following manner, if the set of functions z@)(t) 
i = 1, 2,..., N are known for some k, then 
i = 1, 2 ,..., N. (4) 
If the initial approximation ui(t)“’ is known, then (4) defines a sequence of 
functions. 
Because of the differential quadrature approximation to the term au/ax in 
the system (l), 0 represents the set of functions (u!“‘) associated with all the 
points (xi). 
Since equation (4) represents a system of linear differential equations, the 
solution can be represented as a particular solution plus one homogeneous 
solution. 
Let, 
@+qt) = p&)(“+l) + c&(t)(“+l), i = 1, 2,.. ., N. 
The particular solution is defined by the equation, 
(5) 
py+l) = &(a + c N %i@l”‘) (#+l) _ @) 
j=l I 
p(O)‘k+l = 0, (6) 
while the homogenous solution is defined through the differential equation, 
j#+1) _ 
E _ ‘fl v (hjL”)) 
h,(o)‘~+” _ 1. (7) 
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From the definition of the initial conditions in (6) and (7), oii in (5) can be 
quickly identified with the initial conditions of the solution at the point xi . 
If the initial conditions at x1 were known and if the system were linear, this 
iteration technique would yield a solution on the first iteration. If the system (1) 
were nonlinear and the sequence converges, then it will converge to the solution 
of (1). 
If however, some of the initial conditions were not known, then additional 
information must be used to obtain the solution. In the next section we shall 
explore ways in which the additional information can be obtained from the 
observed data. 
6. THE CHARACTER OF THE PARTIAL INFORMATION 
By partial information we mean that over the space-time domain of the 
problem the solution can be sampled experimentally only at certain distinct 
spatial points. To illustrate how this partial information can be used to determine 
the unknown initial conditions, we shall consider a simple example. Suppose 
the system under study is governed by the partial differential equation, 
au/at = g(x, t, u, Ur). (1) 
Suppose for the moment ---CO < x < co so there is no boundary conditions 
except the vanishing of the solution at infinity. Further let the initial conditions 
be 
u(x, 0) = b(x). (2) 
We shall further suppose that the system is such that the initial conditions 
b(x) cannot be observed and therefore must be considered as unknown. Instead 
of the initial conditions which are required to obtain a solution, we assume that 
the process U(X, t) can be observed at M points xi , i = I,..., M, and over a time 
interval 1, < t < t, . 
The set of data functions (d,(t), i = ... M, t, < t < tJ constitute partial 
information about the system. While this partial information will not completely 
describe the behavior of the system, this information can be used to “fit” the 
mathematical model to the “observed data.” 
Let N be the number of terms in the differential quadrature approximation 
to the system (1.3). Let xi i = 1,2,..., N be the zeroes of the Nth shifted 
Legendre Polynomial L%(x). Further let d,(t), k = 1, 2,..., M <N be known 
observations of the system taken over a subset of the zeroes of L%(x). 
We seek to determine the solution at the remaining (N - M) zeroes of L$(x). 
We shall assume that enough information is known of the system so that the 
slope au/ax can be determined at the unknown data points. 
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We require that at the unknown data points, the difference between the 
observed slopes and the theoretical slopes be a minimum in the least squares 
sense. 
Therefore, we define the measurement of error as, 
(3) 
where k is taken over the data points where the solution is unknown. 
In Eq. (3), since the index k ranges over all data points, we can write, 
g1 akiUi = ; aknUn i c akm(pm + 44 
m 
(4) 
where 1z ranges over all the data points where the solution is known and m 
ranges over those data points where the solution is unknown. 
Therefore we have, 
where 
Gdt) = 1 %&(t) + 1 akw& . 
n 111 
The expression (5) can be written as a standard quadratic form, 
MM M 
@(a1 .a. a,) = c c Aiiaicxj + 1 Bjaj + C. (6) 
i=l jc1 j=l 
The set CK~ , i = 1, 2 ,..., M which minimizes CD will enable us to define the 
(k + 1) iteration. Therefore using Eq. (5.5), 
.&)‘“+l’ = p(t)‘“+l’ + aihi(t)(k+l’, i = 1, 2 ,..., M. (7) 
Using the new solution tii(t)ck+l), new particular and homogeneous olutions 
can be computed from (5.6) and (5.7). 
This process is continued until proper convergence of the set (CQ, i = 1,2,..., M) 
is obtained. At that point the unknown solutions u,(t) can be generated by (7). 
7. NUMERICAL EXPERIMENTS 
As an illustrative example of the methods we have been discussing, we shall 
consider the hyperbolic nonlinear problem, 
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with the initial condition 
Nx, 0) = g(x). 
The system (1) has the implicit solution 
(2) 
4% t) = g(x + ut) (3) 
which serves as an excellent check example. The shock phenomenon inherent 
in the solution of (1) can be pushed into the future by a suitable choice of the 
function g(x) and will not be considered here. 
Using the differential quadrature technique, Eq. (1) may be written as, 
du. N 
-2 = ui C aijuj , 
dt i=l 
i = 1, 2,. . . , N, 
where q(t) = u(xi , t). 
Since the constants aij are known (See sec. 4) the quasilinear equations as- 
sociated with (4) can be written down immediately. 
i = 1,2 ,..., iV. (5) 
From (5) the defining equations for the particular and homogenous solution 
can be established. 
For the first numerical problem, we let the initial conditions be g(x) = 01x. 
In this case the exact solution is 
u(x, t)= (a-f- t) * (6) 
The order of the differential quadrature scheme is selected to be 9. Therefore 
the data points are located at 
x1 = 1.591941 E-2 x6 = 6.621265 E-l 
x2 = 8.199715 E-2 x, = 8.066868 E-l 
x3 = 1.932987 E-l xs = 9.180116 E-l 
x4 = 3.378780 E-l x9 = 9.840817 E-l 
x5 = 5.00000~ E-l 
The data will be known at every point except xs and xp . In this example, the 
solution at x2 and xq will be approximated from the available data. In Table I, 
the convergence of the initial values of both uz(t) and u4(t) are shown. From the 
initial ‘conditions the solutions can be easily computed. 
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TABLE I 
m2 
____ -- .--.-..~__- -_____ _ 
2.049928 E-2 
1.626684 E-2 
1.535499 E-2 
1.516099 E-2 
1.518572 E-2 
1.518783 E-2 
1.518770 E-2 
8.44695 E-2 
6.271469 E-2 
6.379562 E-2 
6.403684 E-2 
6.408005 E-2 
6.407904 E-2 
6.407910 E-2 
1.639943 E-2 6.75756 E-2 
The “experimental” values of the slopes at X, and xq are simply given as, 
du,(t)= %+1(t) - %-l(t) 
dX xi+1 - xi-1 
> i = 2,4. (7) 
The data was generated from (1) for 01 * = .2, while the initial approximation 
to us(t) and nq(t) was computed using a,, = .25. The time integration was from 
t = 0 to t = 0.745. 
The results of 7 iterations of the process is shown in Table I. 
For the next case where we ask for three solutions occurring at the points xs , 
xq , and xs , we select the order of the differential quadrature to be N = 12. 
The data points now become 
x1 = 9.290099 E-3 x, = 5.626163 E-l 
x2 = 4.782482 E-2 x, = 6.838779 E-l 
x2 = 1.151043 E-l x9 = 7.938504 E-l 
x4 = 2.063308 E-l x1,, = 8.844552 E-l 
x5 = 3.160852 E-l xl1 = 9.527831 E-l 
x, = 4.373831 E-l xl2 = 9.903955 E-l 
The results of seven iterations are shown in Table II. 
For the second numerical example, we let the initial condition be g(x) = 
0.2 x2. In this case the exact solution is. 
u(x, t) = (1 - (-4) *t - (1. - (-8) XtY 
(.4) ta - (8) 
Again selecting N = 12 and choosing x, , x6, x, , and xi0 to be the unknown 
data points, we see after seven iterations, the results shown in Table III. 
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TABLE II 
=a WwcI WI 
1.1956 E-2 5.15827 E-2 1.09345 E- 1 
1.014126 E-2 3.832701 E-2 8.739626 E-2 
1.025612 E-2 3.865226 E-2 8.779704 E-2 
1.024132 E-2 3.868346 E-2 8.781075 E-2 
1.026673 E-2 3.865596 E-2 8.782094 E-2 
1.026667 E-2 3.865061 E-2 8.782410 E-2 
1.027357 E-2 3.864514 E-2 8.782666 E-2 
1.028081 E-2 3.866529 E-2 8.781991 E-2 
9.5650 E-3 4.1226 E-2 8.7477 E-2 
TABLE III 
w= 
1.0643 E-2 
8.2227 E-3 
7.0029 E-3 
5.9205 E-3 
6.1325 E-3 
6.3021 E-3 
6.2705 E-3 
- 
4.7826 E-2 
2.8734 E-2 
3.2111 E-2 
3.4370 E-2 
3.3958 E-2 
3.3644 E-2 
3.3701 E-2 
8.5145 E-3 3.8261 E-2 
1.1693 E-l 
9.3876 E-2 
9.2007 E-2 
8.9436 E-2 
8.9938 E-2 
9.0355 E-2 
9.0275 E-2 
9.3538 E-2 
1.9557 E-l 
1.2123 E-l 
1.2600 E-l 
1.3128 E-l 
1.3038 E-l 
1.2967 E-l 
1.2980 E-l 
1.5645 E-l 
TABLE IV 
a sinr x8 a sin77 x6 
6.1706 E-2 1.5000 E-l 
8.3532 E-2 1.9590 E-l 
8.4209 'E-2 1.9687 E-l 
8.4265 E-2 1.9684 E--l 
8.2306 E-2 2.0000 E-l 
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For the final numerical example we let the initial condition be of (x) = 
0.2 sin CC. In this case the analytical solution is 
24(x, t) = 0.2 sin 7r(x f ut). (9) 
Selecting N = 12 and choosing xa and x6 to be the unknown data points we see 
after four iterations the results shown in Table IV. 
By keeping the same N = 12, and choosing x, , x4 , and x6 on the unknown 
data points, we see after four iterations the results shown in Table V. 
TABLE V 
2.6493 E-2 1.0287 E- 1 1.5000 E-l 
1.8178 E-2 1.3732 E-l 1.9519 E-l 
1.9728 E-2 1.3549 E-l 1.9280 E-l 
1.7782 E-2 1.3912 E-l 1.9088 E-l 
3.5297 E-2 1.3712 E-l 2.0000 E-l 
8. CONCLUSIONS 
An evaluation of the numerical results leads to the cautious conclusion that 
this method for determining “missing” solutions to a nonlinear system governed 
by partial differential equations is successful. Of particular interest is the 
accuracy by which the solutions are found. The sources of error in the method 
arise from two principle approximations. The first is the differential quadrature 
technique coupled with the quasilinear iterative process. The second is the 
number of “missing” solutions one wishes to find. As the order of the differential 
quadrature is increased, the more accrately the solution is approximated. On 
the other hand, as the number of “missing” solutions increases, the accuracy 
of the data fit is expected to dimenish. 
This interplay of different sources of error is illustrated by comparing the 
results in Table I with those of Table II. The first example uses a differential 
quadrature order N = 9 and calls for two solutions while the second example 
asks for three solutions using a more accurate quadrature order of N = 12. 
Table III uses a more complicated set of initial conditions and shows the 
convergence properties when four solutions are asked for out of a set of 12 
(N = 12). Tables IV and V compares the convergence in which N remains at 
12 but first two solutions and then three solutions are sought. 
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The nonuniform distribution of the error in the data fit which is particularly 
evident in Table III and Table V may be due to the simple computation of the 
slope (eg. 7.7). 
The identification of nonlinear systems is a difficult task. Each problem must 
be considered on its own merits. Within this context the results represent, we 
feel, a small step in the vast field of systems identification. 
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