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BLOWUP FOR THE NONLINEAR HEAT EQUATION WITH SMALL
INITIAL DATA IN SCALE-INVARIANT BESOV NORMS
LORENZO BRANDOLESE AND FERNANDO CORTEZ
Abstract. We consider the Cauchy problem of the nonlinear heat equation ut −∆u =
ub, u(0, x) = u0, with b ≥ 2 and b ∈ N. We prove that initial data u0 ∈ S(R
n) (the
Schwartz class) arbitrarily small in the scale invariant Besov-norm B˙
−2/b
n(b−1)b/2,q
(Rn), can
produce solutions that blow up in finite time. The case b = 3 answers a question raised
by Yves Meyer. Our result also proves that the smallness assumption put in an earlier
work by C. Miao, B. Yuan and B. Zhang, for the global-in-time solvability, is essentially
optimal.
1. Introduction
In this paper we study the Cauchy problem for the nonlinear heat equation
(1.1)
{
∂tu = ∆u+ |u|
αu, x ∈ Rn, t ∈ [0, T ]
u(0, x) = u0(x),
where α > 0, 0 < T ≤ ∞, and u : R+×Rn → R is a real function. This problem attracted
a considerable interest and we refer to, e.g., [1,6–9,12,15,16,19,25,28] for a small sample
of the huge existing literature.
Several well-posedness results are available for the Cauchy problem (1.1). For example,
if u0 ∈ C0(R
n), then there is T = T (u0) > 0 and a unique u ∈ C([0, T ), C0(R
n)) which is
a classical solution to (1.1) on (0, T ) × Rn. For more singular data, say u0 ∈ L
p(Rn), we
know the following, see [4, 27,28].
- When p > nα2 and p ≥ 1, there exists a constant T = T (u0) > 0 and a unique
function u(t) ∈ C([0, T ], Lp(Rn)) that is a classical solution to (1.1) on (0, T )×Rn.
- When p < nα2 , there is no general theory of existence. Besides, A. Haraux and F.
Weissler [13] established the non-uniqueness, by showing that there is a positive
solution in C([0, T ], Lp(Rn)) ∩ L∞loc((0, T ), L
∞(Rn)), arising from zero initial data.
- When p = nα2 , see Theorem 2.1 below.
We will be interested in the issues of the blowup in finite time v.s. the global existence
of the solutions. The first works in this direction are due to H. Fujita. Fujita proved that
for the positive solutions of (1.1), if the initial data u0 is of class C
2(Rn) with derivatives
up to the second order bounded on Rn, then a necessary condition for u to be unique in
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C(Rn × [0, T )) is that
∀x ∈ Rn, |u0(x)| ≤M e
|x|β ,
for some constants M > 0 and 0 < β < 2. See [10,11].
About the problem of the existence of regular global solutions, there are two possible
scenarios: if nα/2 < 1, then no nontrivial positive solution of this problem can be global
(a situation now referred as Fujita’s phenomenon), while for nα/2 > 1, there are global
non-trivial positive solutions under small initial data assumptions. K. Hayakawa [14] and
F. Weissler [27,28] later proved that Fujita’s phenomenon occurs in the case of the critical
exponent nα/2 = 1.
2. Motivations and overview of the main result
To motivate our results, we introduce the concept of a scale-invariant space. For λ > 0,
let us set
uλ(t, x) = λ
2
αu(λ2t, λx) and u0,λ(x) = λ
2
αu0(λx).(2.1)
For every solution u(t, x) of (1.1), uλ(t, x) is also a solution of (1.1) with initial data
u0,λ(x). In this setting, we say that a Banach space E is scale-invariant, if
‖u(t, ·)‖E = ‖uλ(t, ·)‖E .(2.2)
Scale-invariant space are known to play an essential role in issues like well-posedness,
global existence or blow-up of the solution.
The purpose of the present paper is to study the borderline cases of explosion and
global existence for solutions of (1.1), in a scale-invariant Banach space. In the case of
problem (1.1), the only Lp(Rn)-space invariant under the above scaling (2.1) is obtained
for p = nα/2. Notice that p ≥ 1 if and only if α is larger or equal to the Fujita critical
exponent. Therefore, we will be especially interested in solutions in Lnα/2(Rn).
Our starting point is the following theorem, where we collect some of the results of
Brezis, Cazenave and Weissler, in this scaling invariant setting.
Theorem 2.1 (See [27]. See also [4] for the uniqueness). Let u0 ∈ L
nα/2(Rn), and assume
that nα/2 > 1. There exists a time T = T (u0) > 0 and a function u ∈ C([0, T ], L
nα/2(Rn))∩
L∞loc((0, T ], L
∞(Rn)) such that u is a classical solution of (1.1) on (0, T )×Rn. Moreover,
(i) sup0<t<T t
σ/2 ‖u(·, t)‖p < +∞,
(ii) limt→0 t
σ/2 ‖u(·, t)‖p = 0,
for any nα2 < p <
nα(α+1)
2 and σ =
2
α −
n
p .
The uniqueness of classical solutions to (1.1) holds in the class C([0, T ], Lnα/2(Rn)).
Moreover, there exists δ = δ(α, n) such that if ‖u0‖nα/2 < δ then such solution is global,
i.e., one can take T arbitrarily large.
The solution of Theorem 2.1 satisfies the integral equation
(2.3) u(t) = et∆u0(x) +
∫ t
0
e(t−s)∆ |u|α u(s) ds,
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where et∆f = Gt ∗ f and
Gt(x) = (4πt)
−n/2 e−|x|
2/(4t)
is the standard Gaussian. The uniqueness of weak solutions to the integral equation (2.3)
have been also addressed in [4]. The authors show that there is at most one weak solution
to (3.1) in the class C([0, T ], Lnα/2(Rn))∩L∞loc((0, T ], L
∞(Rn)), provided n2α ≥ α+1 > 1.
Under the additional restriction n2α > α+1 > 1 the uniqueness of weak solutions to (3.1)
holds in the larger class C([0, T ], Lnα/2(Rn)). We refer to E. Terraneo’s paper [26] for
further uniqueness/non uniqueness results of weak solutions.
The problem of obtaining global-in-time solutions by relaxing the stringent smallness
assumption ‖u0‖nα/2 << 1 was also addressed. New ideas in this direction were brought
by M. Cannone and Y. Meyer’s works on the Navier–Stokes equations [5, 18].
In the model case α = 2 and n = 3, i.e. for the cubic heat equation in R3,
∂tu = ∆u+ u
3,
Y. Meyer observed in his lecture notes [18] that if u0 ∈ L
3(R3), with
‖u0‖B˙−1/26,∞
<< 1,
(this condition is considerably weaker than requiring ‖u0‖3 << 1) then the maximal time
T ∗ of the solution is T ∗ = +∞. In fact, the method described therein would go through
provided ‖u0‖B˙−1+3/pp,∞
<< 1 and 3 < p < 9. In [18], he also raised the question whether or
not, for u0 ∈ L
3(R3), the even weaker smallness condition
‖u0‖B˙−1∞,∞ << 1
would still imply T ∗ = +∞. See next section for the definition of Besov spaces. Notice
that these Besov spaces enjoy the same scaling invariance properties as L3(R3) and we have
the continuous injections L3(R3) ⊂ B˙
−1+3/p
p,∞ (R3) ⊂ B˙−1∞,∞(R
3) (3 < p ≤ +∞). Moreover,
B˙−1∞,∞ is known to be the largest function space invariant under translation and satisfying
such scaling property. In this sense, a smallness condition on the B˙−1∞,∞-norm would be
the least demanding restriction that one could put in a scale-invariant setting.
In the same spirit, but for the general case of problem (1.1), the best result for the
global-in-time existence are due to Miao, Yuan, and Zhang [20]. They proved (among
other things) that the solution of Theorem 2.1 is global, provided u0 ∈ L
nα/2(Rn), with
nα/2 > 1, under the smallness condition
‖u0‖B˙−2/α+n/pp,q
<< 1, for some 1 < nα2 < p <
nα(α+1)
2 , 1 ≤ q ≤ ∞.
The restriction nα2 < p, together with the condition q ≥ p, ensure the embedding of
Lnα/2(Rn) into B˙
−2/α+n/p
p,q (Rn). On the other hand the authors of [20] left open the limit
case p = nα(α + 1)/2. In other words, they left open the question whether or not initial
data u0 ∈ L
nα/2(Rn), small in the B˙
−2/(α+1)
nα(α+1)/2,q-norm, give rise to global-in-time solutions.
Our main result below provides a negative answer to the above problem, thus settling
the borderline problem of the global solvability of (2.4), at least in the case of integer
nonlinearity exponents.
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More specifically, for b ∈ N, we consider the Cauchy problem for the non-linear heat
equation
(2.4)
{
∂tu = ∆u+ u
b
u(0, x) = u0(x)
x ∈ Rn, t ∈ (0, T ).
where 0 < T ≤ ∞. The results recalled for the problem (1.1) —in particular Theorem 2.1—
remain valid for (2.4), with b = α+1. These two Cauchy problems in fact agree for positive
solutions, or for real solutions of any sign, when b is an odd integer.
Theorem 2.2. For any δ > 0 and b < q ≤ +∞, with b ∈ N and n(b − 1)/2 > 1, there
exists u0 ∈ S(R
n) (the Schwartz class) such that
(2.5) ‖u0‖B˙−2/b
nb(b−1)/2,q
≤ δ,
and such that the maximal time T ∗ of the solution u ∈ C([0, T ∗), Ln(b−1)/2(Rn)) to (2.4)
arising from u0 is finite.
As mentioned in the introduction, for n(b− 1)/2 ≤ 1, because of Fujita’s phenomenon,
finite time blow up occurs for positive solutions, no matter which norms of the initial data
are assumed to be small.
In the case b = n = 3, Theorem 2.2 negatively answers Y. Meyer’s question [18, Con-
jecture 1].
There are several blowup results for (1.1) based on the maximum principle, energy
functionals, concavity methods, or the spectral properties of the Laplacian, etc. See
e.g. [2] for a review of these classical methods. But none of them seems to be effective to
establish Theorem 2.2, as the smallness condition (2.5) represents a severe obstruction for
their applicability.
The proof of Theorem 2.2 is constructive: suitable initial data are given by (4.5) below
with N = N(δ) large enough. Our approach, inspired by Palais [22], rather uses the
positivity of the Fourier transform inherited from its initial condition u0. Even though
conceptually similar to [22], our paper is technically completely different (for example, we
are able to remove the restriction b ≤ 1 + 2/n that appears therein). From the technical
point of view, our paper is somehow closer to [17,21], where the authors studied the blowup
for different equations, namely diffusion problems with nonlocal quadratic nonlinearity.
Our method bears also some relation with that of [23]. However, the blowup result in
F(L1) of [23] is not put in relation with the size of the data in scale-invariant norms. As
such, our blowup result looks more precise, and its proof shorter.
Since the work of Cannone [5] we know that fast enough oscillations of the initial give
rise to global-in-time smooth solutions for a large class of semilinear dissipative system,
and that size conditions on Besov norms with negative regularity represent an effective way
to measure such oscillations. The main interest of our result is to illustrate a limitation
of this principle, by showing that there are scale invariant Besov norms that turn out to
be too weak to be used for this purpose.
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In our blowup result, the maximal time T ∗ can be taken arbitrarily small, as one easily
checks applying Theorem 1 to rescaled data u0,λ, that have the same Besov norm as
in (2.5), and existence time T ∗λ = λ
−2T ∗.
In the more difficult case of the Navier–Stokes equations, a similar problem was ad-
dressed by Bourgain and Pavlovic´ [3] (see also [29]). These authors considered the Cauchy
problem for Navier–Stokes with small data in B˙−1∞,∞. While they left open the hard prob-
lem of the blowup, they succeeded in constructing a solution featuring a “norm-inflation”
phenomenon in such Besov space, after an arbitrarily short time. But it was later realized
by O. Sawada [24] that Bourgain’s–Pavlovic´ solution, in fact, does not blow up in finite
time.
3. Preliminaries
Let us recall the definition of the Besov norms and the Littlewood-Paley decomposition:
let ψ ∈ S(Rn) such that supp ψ̂ ⊂ {3/4 ≤ |ξ| ≤ 8/3} and
1 =
∞∑
j=−∞
ψ̂j(ξ) (ξ ∈ R
n, ξ 6= 0),
where ψj(x) = 2
njψ(2jx), j ∈ Z. Here and throughout, f̂ denotes the Fourier transform
of f . The homogeneous Besov spaces B˙s.pq can be defined as follows, at least for s < n/p
and 1 ≤ p, q ≤ ∞, which will be our case (in this paper we will only deal with the case
s < 0):
B˙sp,q = {f ∈ S
′(Rn) : f =
∑
j∈Z
(2jsψj ∗ f) in the S
′(Rn)-sense, and ‖f‖B˙s,pq <∞},
where, for 1 ≤ q < +∞,
‖f‖B˙sp,q
=
 ∞∑
j=−∞
∥∥2jsψj ∗ f∥∥qp
1/q
and ‖f‖B˙sp,∞
= supq∈Z ‖2
jsψj ∗ f‖p.
As mentioned before, one can obtain in Theorem 2.1 the global existence of the solu-
tion, dropping the smallness assumption on ‖u0‖n(b−1)/2, and putting instead a smallness
assumption on the B˙
−2/(b−1)+n/p
p,q -norm of the data, which is weaker than the Ln(b−1)/2-
norm. Let us sketch a proof of this fact, following the arguments of [18, 20], putting in
evidence the admissible range for p, which is n(b− 1)/2 < p < nb(b− 1)/2.
One rewrites Equation (2.4) in the equivalent Duhamel formulation
(3.1) u(t, x) = et∆u0(x) +
∫ t
0
e(t−τ)∆ub(τ, x) dτ =: Φ(u)(t, x).
If u0 ∈ L
n(b−1)/2(Rn), then the solution u ∈ C([0, T ], Ln(b−1)/2(Rn)) of Theorem 2.1
(recall that α = b− 1) is obtained through the contraction mapping theorem, as the limit
u = limul of approximate solutions (where u1 = e
t∆u0 and ul+1 = Φ(ul), for l = 1, 2, . . .)
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in the X-norm, where
‖u‖X := sup
0<t<T
‖u(t)‖n(b−1)/2 + sup
0<t<T
t1/(b−1)−n/(2p)‖u(t)‖p
=: ‖u‖Y + ‖u‖Z .
Indeed, first notice that et∆u0 ∈ X by standard heat kernel estimates. Next, the key
estimates for the nonlinear term are the following:∥∥∥∫ t
0
e(t−s)∆ub(s) ds
∥∥∥
p
≤ C
∫ t
0
(t− s)−
n
2
( b
p
− 1
p
)‖ub(s)‖p/b ds
≤ C‖u‖bZ
∫ t
0
(t− s)
−n
2
( b
p
− 1
p
)
s−b/(b−1)+nb/(2p) ds
≤ C‖u‖bZ t
−1/(b−1)+n/(2p),
(3.2)
and ∥∥∥∫ t
0
e(t−s)∆ub(s) ds
∥∥∥
n(b−1)/2
≤ C
∫ t
0
(t− s)
−n
2
( b
p
− 2
n(b−1)
)
‖ub(s)‖p/b ds
≤ C‖u‖bZ .
(3.3)
These estimates are valid when 1 < n(b − 1)/2 < p < nb(b − 1)/2 (one also needs here
1 < b ≤ p, but the restriction b ≤ p can be dropped after the solution is constructed, by
interpolation). These estimate ensure that
‖Φ(u)‖X ≤ C‖u‖
b
Z .
The Lipschitz estimates
‖Φ(u)− Φ(v)‖X ≤ C(‖u‖
b−1
Z + ‖v‖
b−1
Z )‖u− v‖Z ,
is established in a similar way. But ‖u0‖B˙−2/(b−1)+n/pp,∞
≃ ‖u1‖Z owing to the heat kernel
characterization of Besov spaces (see [5]). Hence, starting with u0 small enough in the
B˙
−2/(b−1)+n/p
p,∞ -norm allow to construct a solution with maximal lifetime T ∗ = +∞.
Without any smallness assumption, a well known variant [4, 27] of the above argument
still allows to construct a solution u = lim ul in the X-norm, at least when T > 0 is
small enough. This relies on the observation that the approximate solutions (and hence
the solution u itself) satisfy the additional condition limt→0 t
1/(b−1)−n/(2p)‖ul(t)‖p = 0, for
all l.
4. Proof of main theorem
We start with a simple general remark about the properties of solutions of Theorem 2.1,
arising from initial data in the Schwartz class. In this case, or more in general when
u0 ∈ L
1∩Ln(b−1)/2, the corresponding solution obtained in Theorem 2.1 remains in L1(Rn)
during the whole lifetime of the solution, and u ∈ C([0, T ], L1(Rn)). This could be seen
applying Gronwall-type estimates, or otherwise with the following argument: our claim is
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immediate if b > n(b− 1)/2. Indeed, in this case we may take p = b in Theorem 2.1, and
we have sup0<t<T t
1/(b−1)−n/(2b)‖u(t)‖b <∞. So,
‖u(t)‖1 = ‖Φ(u)(t)‖1 ≤ ‖u0‖1 + C(u0)
∫ t
0
s−b/(b−1)+n/2 ds ≤ C(u0, T ),
because our condition n(b− 1)/2 > 1 ensures that the above integral is finite for all finite
T > 0. Moreover, the continuity with respect to t is obvious. On the other hand, if
n(b − 1)/2 ≥ b then we first observe that ub ∈ C([0, T ], Ln(b−1)/(2b)), next that et∆u0 ∈
Ln(b−1)/(2b) by interpolation, and from the integral equation u(t) = Φ(u)(t) we deduce
u ∈ C([0, T ], Ln(b−1)/(2b) ∩Ln(b−1)/2). If n(b− 1)/(2b2) ≤ 1, then using again the equation
u = Φ(u) we get by interpolation that ub ∈ C([0, T ], L1(Rn)) and so u ∈ C([0, T ], L1(Rn)).
Otherwise we iterate this argument, until we find m ∈ N such that n(b − 1)/(2bm) ≤ 1
and we conclude as before.
In the same way, going back to the sequence (ul) of approximate solutions introduced in
the previous section, one can prove that when u0 ∈ L
1∩Ln(b−1)/2 not only the convergence
ul → u holds in the X-norm, but also ul → u in the C([0, T ], L
1)-norm, as l→∞.
Later on we will choose a specific u0 ∈ S(R
n) such that û0 ≥ 0 and û0 is even (in a such
way that u is real-valued). All the approximate solutions ul constructed from such datum
u0 satisfy ûl(t, ·) ≥ 0. The convergence of (ul) in the C([0, T ], L
1(Rn))-norm implies that
û(t, ·) ≥ 0 during the whole lifetime of the solution.
We introduce the following notation: for b ∈ N, and a non-negative measurable function
f , we denote
(4.1) f∗b = f ∗ . . . ∗ f︸ ︷︷ ︸
b times
.
Let us now state a useful lemma.
Lemma 4.1. Let δ > 0, b ∈ N (b ≥ 2) and w ∈ S(Rn), such that ŵ ≥ 0. Let cδ =
1− e−
δ
2
(b2−1). Also assume that the support of ŵ is contained in the ball B(0, 1). Let wk,
αk and tk be defined by the recursive relations (k ≥ 1):{
w0 = w
wk = w
b
k−1,
{
α0 = 1
αk = α
b
k−1 b
−2k cδ,
{
t0 = 0
tk = tk−1 + b
−2k δ
2(b
2 − 1).
Then, if u is the solution of (3.1) with initial condition u0(x) ∈ L
n(b−1)/2(Rn), and if
û0(ξ) ≥ Aŵ(ξ) with A > 0, then, for any k ∈ N,
(4.2) û(t, ξ) ≥ Ab
k
αk e
−bkt
1t≥tk ŵk(ξ),
where 1t≥tk is the indicator function of the interval [tk,+∞).
Proof. Using Fourier transform, we have that (3.1) becomes
û(ξ, t) = e−t|ξ|
2
û0(ξ) +
∫ t
0
e(s−t)|ξ|
2
[û(s, ξ)]∗b ds.(4.3)
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We start with the case k = 0. We have û(t, ·) ≥ 0, because û0(ξ) ≥ Aŵ(ξ) ≥ 0, as observed
at the beginning of this section. Then, using that supp ŵ ⊂ {|ξ| ≤ 1}, we get
û(ξ, t) ≥ e−t|ξ|
2
û0(ξ) ≥ e
−t|ξ|2Aŵ(ξ) ≥ A e−tŵ(ξ)
= Aα0 e
−t ŵ0(ξ), ∀t ≥ 0.
(4.4)
This agrees with (4.2) for k = 0. Suppose now that inequality (4.2) holds for k− 1. Then
we get, for all t ≥ tk:
û(ξ, t) ≥
∫ t
0
e(s−t)|ξ|
2
[û(s, ξ)]∗b ds
≥
∫ t
tk−1
e(s−t)|ξ|
2
(Ab
k−1
αk−1)
be−b
ks [ŵk−1(ξ)]
∗b ds.
≥ Ab
k
αbk−1ŵk(ξ)
∫ t
tk−1
e(s−t)|ξ|
2
e−b
ks ds
≥ Ab
k
αbk−1ŵk(ξ)e
−bkt
∫ t
tk−1
e(s−t)b
2k
ds,
where in the last inequality we used that suppwk ⊂ {|ξ| ≤ b
k}.
But, for t ≥ tk, we have∫ t
tk−1
e(s−t)b
2k
ds = b−2k(1− e−b
2k(t−tk−1))
≥ b−2kcδ,
because tk − tk−1 = b
−2k δ
2(b
2 − 1), and so 1− e−b
2k(tk−tk−1) = cδ.
Hence we get,
û(ξ, t) ≥ Ab
k
αbk−1 b
−2kcδ e
−bkt1t≥tk ŵk(ξ)
≥ Ab
k
αk e
−bkt1t≥tk ŵk(ξ),
by the recursive relation defining αk. Our claim now follows by induction. 
For later use, let us observe that closed form for the sequences introduced in the previous
lemma wk, αk and tk, are
wk = w
bk (k ≥ 0),
next
αk = b
− 2b
(b−1)2
bk+ 2
b−1
k+ 2b
(b−1)2 c
bk−1
b−1
δ (k ≥ 0),
and
tk =
δ
2
(b2 − 1)
k∑
j=1
b−2j (k ≥ 1)
as it is easily checked.
Next lemma provides a first blowup result for equation (3.1).
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Lemma 4.2. Let δ > 0 and w ∈ S(Rn) (w 6= 0) be a Schwartz function such that ŵ ≥ 0.
Also assume that the support of ŵ is contained in the ball B(0, 1). Let u0 ≥ Aw, with
A ≥ b2b/(b−1)
2
c
−1/(b−1)
δ e
δ/2‖ŵ‖−11 . If u is the classical solution of (3.1) arising from u0
and belonging to C([0, T ∗], Ln(b−1)/2(Rn)), then T ∗ ≤ δ2 .
Proof. Assume, by contradiction, T ∗ > δ2 . Applying Lemma 4.1, and using that tk ↑
δ
2 as
k → +∞, we get, for t = δ/2 and all k ∈ N,
‖û(δ/2, ·)‖1 ≥ A
bkαke
−bkδ/2‖ŵk‖1
= Ab
k
αke
−bkδ/2‖ŵ‖b
k
1 ,
by Tonelli’s theorem and the non-negativity of ŵ. The size condition on A ensures that,
taking supk∈N in the right-hand side, one gets ‖û(δ/2, ·)‖1 = +∞. But by the positivity
of û(t, ·) and Fourier inversion formula,
‖u(δ/2, ·)‖L∞ ≥ (2π)
−n‖û(δ/2, ·)‖L1 = +∞.
This contradicts the fact that the lifetime of Weissler solution satisfies T ∗ > δ/2. 
Proof of Theorem 2.2. Let δ > 0 fixed and w ∈ S(Rn) such that ŵ 6= 0 and ŵ ≥ 0. We
also assume that ŵ is an even function and its support is contained in the ball B(0, 12b ).
Let also u0,N ∈ S(R
n) be defined as
(4.5) u0,N (x) = ǫN
N∑
k=0
22k/bηk cos(
3
22
kx1)w(x) (N ∈ N),
where the sequences (ηk) and (ǫN ) are chosen in the following way:
(4.6) ηk = 1/(1 + k)
1/b, ǫN = 1/ log(log(3 +N)).
In fact, the only thing that does matter in what follows are the following properties of
(ηk) and (ǫN ): they must be nonnegative and such that (ηk) ∈ ℓ
q if and only if q > b, and
ǫN → 0, with ǫ
b
N
∑N
k=0 η
b
k → +∞ as N → +∞. In the case b ≥ 3 is odd we will additionally
need ǫbN
∑N−1
k=0 η
b−1
k ηk+1 → +∞ The choice (4.6) does satisfy these requirements.
Observe that the Fourier transform of cos(322
kx1)w(x) is
1
2 [ŵ(ξ+
3
2 2
ke1)+ŵ(ξ−
3
2 2
ke1)],
which is contained in the union of two balls centered at ±32 2
ke1 and radius 1/(2b) (and
hence in a single dyadic annulus). Let us consider the homogeneous Littlewood–Paley
decomposition,
∑
∈Z ψ̂(2
−jξ) = 1, for ξ 6= 0, obtained using a radial function ψ̂ ∈ C∞0 (R
n)
which is supported in {34 ≤ |ξ| ≤
8
3} and constant equal to 1 in {
5
4 ≤ |ξ| ≤
7
4}. If we
denote by ∆jf = ψj ∗ f the Littlewood–Paley dyadic blocks, then we see that
∆j cos(
3
22
kx1)w(x) = 0, if k 6= j,
and
∆j cos(
3
22
jx1)w(x) = cos(
3
22
jx1)w(x).
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Thus, if q ≥ 1 we get
‖u0,N‖B˙−2/b
n(b−1)b/2,q
= ǫN
∑
j∈Z
2−
2
b
qj ‖∆j u0,N‖
q
n(b−1)b/2
 1q
= ǫN
 N∑
j=0
ηqj‖w(x) cos(
3
22
jx1)‖
q
n(b−1)b/2
 1q
≤ ǫN
 N∑
j=0
ηqj‖w‖
q
n(b−1)b/2
 1q
= ǫN
 N∑
j=0
ηqj
1/q ‖w‖n(b−1)b/2 .
Thus, for any fixed δ > 0 and q > b, we can find N0 ∈ N such that
‖u0,N0‖B˙−2/b
n(b−1)b/2,q
< δ.(4.7)
Now, let T ∗N be the maximal time of the solution obtained in Theorem 2.1, arising from
u0,N (x). We denote uN this solution. We are going to prove that T
∗
N < +∞, and more
precisely that T ∗N < δ.
If N ≥ N0 and T
∗
N < δ then there is nothing to prove. We thus pick N ≥ N0 and
assume T ∗N ≥ δ. By the remark at the beginning of Section 4, we have ûN (t, ξ) ≥ 0 for all
t ∈ [0, T ∗N ). Thus, if 0 < t < T
∗
N , we get
ûN (t, ξ) = e
−t|ξ|2 û0,N (ξ) +
∫ t
0
e−(t−s)|ξ|
2
[ûN (s, ξ)]
∗b ds
≥ e−t|ξ|
2
û0,N (ξ)
We have
û0,N (ξ) = ǫN
N∑
k=0
22k/bηk
1
2 [ŵ(ξ +
3
22
ke1) + ŵ(ξ −
3
22
ke1)].
Hence, using that the support of ŵ is contained in {|ξ| ≤ 14},
ûN (t, ξ) ≥ ǫN
N∑
k=0
(
e−t 2
2k+2
22k/bηk
1
2 ŵ(ξ +
3
22
ke1)︸ ︷︷ ︸
=Ak(t,ξ)
+ e−t 2
2k+2
22k/bηk
1
2ŵ(ξ −
3
22
ke1)︸ ︷︷ ︸
=Bk(t,ξ)
)
.
This implies that
(ûN )
∗b(t, ξ) ≥ ǫbN
N∑
k1=0
· · ·
N∑
kb=0
(
(Ak1 +Bk1) ∗ · · · ∗ (Akb +Bkb)(t, ξ)
)
.(4.8)
It is now convenient to distinguish two cases.
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The case b even. We bound from below (4.8) retaining just a few terms of the above
summation:
(ûN )
∗b(t, ξ) ≥ ǫbN
N∑
k=0
(Ak ∗Bk)
∗b/2(t, ξ).
But,
ŵ(·+ 322
ke1) ∗ ŵ(· −
3
22
ke1) = ŵ ∗ ŵ,
hence,
(ûN )
∗b(t, ξ) ≥ ǫbN
N∑
k=0
e−b t 2
2k+2
22k−b ηbk(ŵ)
∗b(ξ).
Using that supp(ŵ∗b) ⊂ B(0, 1), we deduce that
ûN (t, ξ) ≥
∫ t
0
e(s−t)|ξ|
2
ûN (s, ·)
∗b ds
≥ ǫbN
N∑
k=0
22k−b ηbk
(∫ t
0
e(s−t)−b s 2
2k+2
ds
)
(ŵ)∗b(ξ)
≥ ǫbN
N∑
k=0
2−bηbk
4b
(
1− e−t(b 2
2k+2−1)
)
e−t(ŵ)∗b(ξ)
≥ ǫbN
( N∑
k=0
ηbk
)2−b
4b
(
1− e−t(4b−1)
)
e−t(ŵ)∗b(ξ).
Our choice of (ηk) and (ǫk) ensure that ǫ
b
N (
∑N
k=0 η
b
k) → +∞ as N → +∞. Now let us
take t = δ/2 and N ≥ N0 large enough in a such way that
ǫbN
( N∑
k=0
ηbk
)2−b
4b
(
1− e−δ(4b−1)/2
)
e−δ/2 ≥
b2b/(b−1)
2
eδ/2
c
1/(b−1)
δ ‖ŵ‖
b
1
.
Hence Lemma 4.2 applies and implies that the lifetime of the solution of ut = ∆u + u
b
arising from the initial datum uN (δ/2, ·) must blow up before the time δ/2. By the
uniqueness result of Theorem 2.1, this implies that T ∗N < δ.
The case b odd. In this case we can write b = 2m+3, with m ∈ N. Going back to (4.8),
we bound this expression from below in the following way:
(ûN )
∗b(t, ξ) ≥ ǫbN
N−1∑
k=0
(
(Ak ∗Bk)
∗m ∗Ak+1 ∗Bk ∗Bk
)
(t, ξ).
By the invariance of convolution products under translation, supp(Ak ∗Bk) is contained
in {|ξ| ≤ 1/b} and supp(Ak+1 ∗Bk ∗Bk) is contained in {|ξ| ≤ 3/(2b)}. Hence,
supp
(
(Ak ∗Bk)
∗m ∗Ak+1 ∗Bk ∗Bk
)
(t, ·) ⊂ {|ξ| ≤ 1/2}.
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Hence,
(ûN )
∗b(t, ξ) ≥ ǫbN
N−1∑
k=0
e−(m+3) t 2
2k+3
22k−b η2m+2k ηk+1 ŵ
∗b(ξ).
Arguing as before, we obtain,
ûN (t, ξ) ≥
∫ t
0
e(s−t)|ξ|
2
(ûN )
∗b(s, ·) ds
≥ ǫbN
N−1∑
k=0
22k−b η2m+2k ηk+1
(∫ t
0
e(s−t)−(m+3) s 2
2k+3
ds
)
ŵ∗b(ξ)
≥ ǫbN
(N−1∑
k=0
ηb−1k ηk+1
) 2−b
8(m+ 3)
(
1− e−t(8(m+3)−1)
)
e−tŵ∗b(ξ).
But ǫbN
∑N−1
k=0 η
b−1
k ηk+1 → +∞ as N → +∞ and therefore we can conclude taking t = δ/2
and applying Lemma 4.2, exactly as in the case b even. 
5. Conclusions
The global-in-time solvability of the Cauchy problem for the nonlinear heat equa-
tion (2.4) in Rn is usually obtained putting a smallness assumption on a suitable scale
invariant norm of the initial data. However, in the present paper we proved that the scale-
invariant norm of the Besov space B˙
−2/b
nb(b−1)/2,q is not suitable for this purpose: in fact,
arbitrarily small initial data in this space (or in any larger scale invariant space) can give
rise to solutions that blow up in finite time. While our method provides a few quantitative
estimates on the solution, it gives little information on the nature of the blowup. The issue
of the type of blowup has been thoroughly investigated, e.g., in [6, 16,19].
Our result is sharp, in the sense that, for all s > −2/b, a smallness condition on the
B˙sp,q-norm of u0 (with s−n/p = −2/b−2/(b(b−1)), to respect the scale invariance), which
is slightly more stringent, does ensure that the solution is globally defined. On the other
hand, the precise role of the third index q (that does not affect the scaling of the Besov
norm) on this blowup issue is less clear: as the proof of Theorem 2.2 requires q > b, and
breaks down when q = b, the following open problem naturally arises. (Here b does not
need to be an integer): Let n(b− 1)/2 > 1 and u0 a smooth and well decaying initial data
as |x| → +∞; does the smallness assumption ‖u0‖B˙−2/b
nb(b−1)/2,b
<< 1 imply that the solution
of the Cauchy problem for ut = ∆u+ |u|
b−1u in Rn is global in time ?
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