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図 3 伸縮機構の構造図 
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メンバーよりの提案で，機械学習と生物認識の相性は非常に高いと判断したためこの
方式も採用し，平行しての開発が行われることとなった． 
 12月までの双方の方式での開発状況，実験状態を確認したところ，LabVIEWは十分な
認識ができずにいた．これはクマの鼻を認識の標的とした際に，クマ自体が黒く，鼻
とそれ以外の区別が，コンピュータ上で処理する難易度が高かったためであると考え
られる．そのため開発をTensorFlowへ一本化し，機械学習によるクマ認識を行ってい
くものとした． 
 
4.機械学習 
 TensorFlow は，Googleが開発し，オープンソースで公開されている機械学習用のソ
フトウェアである．今回の自主研究では，Pythonで構築した環境を利用して
TensorFlowを動かすことで利用している． 
 TensorFlowでの機械学習は，画像を認識させて動物だけでなく，物体を認識できる
ようにすることが可能である．機械学習の手順としては，タグ付けがなされた写真を
大量に用意し、それぞれのタグの反復学習を通じて物体の認識精度を向上させるとい
うものである．そのため自主研究班では，学習させる対象をクマだけでなくイノシシ
やシカとし，生物の認識を行うことができるようにすることとした． 
 
5.実験方法 
 今回は機械学習の成果確認としてまずサンプルデータを用意し，このサンプルデー
タを元に機械学習をさせ，それを元に動画内で，指定の動物が認識できるかというこ
とを行った．この成果が十分でない場合，学習サンプル数を増やし．再度確認を行う
ものとした．第一次試験では，100枚のサンプル画像を学習させ，第二次試験では，
500枚のサンプルの認識を行った．尚，サンプルはインターネット上より無作為に抽出
したものと，本学生物資源科学部生物環境科学科の星崎和彦准教授より提供された，
クマの動画データを処理した画像で構成されている． 
 
6.実験結果 
・第一次試験 
 サンプル数100で作業を行った．動画等で確認を行ったところ、クマに対しイヌある
いはウシとの認識を示す場合や（図4）、クマを全く認識できない場合があり，また，
サンプル数の少ないデータが発生させるノイズによって存在していない動物を認識す
る状態となっていた． 
 
・第2次試験 
 サンプル数500で作業を行った.クマを正確に認識するには至らず，図5のような結果
が得られた．サンプル数が少なく，データベースとして十分に構築されていない動物
をいるはずのない場所に見出す結果となっていた．感度を変更して行ったところ，サ
ンプル数の少なさに起因するノイズは低減したものの，クマを認識するのはクマの映
っている時間のうちのわずかな時間のみであり，不十分な結果となった． 
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7.考察 
 クマを認識させるプログラムはまだ
発展途上である．しかしながら，森の
中でクマだけが写っている動画を認識
させた際は，ツキノワグマをウシある
いはイヌと認識している場合も生じた
．これはツキノワグマとウシの２種を
識別しているというより，黒くて動物
っぽいものを適当な種類の動物として
認識しているものと考えられる． 
しかしながら仮にイヌをクマとして
誤認識した場合でも、飼いイヌが単体
で行動している可能性は低く、人を同
時に検出した際は威嚇しない等の対策
が取りうる．またウシも牧場外にいる
可能性は低いことから，当面，実用上
はウシ，イヌとツキノワグマの混合認
識でも問題はないと考えられる． 
今後必要となるものはクマ，イノシ
シ、シカだけでなく，自動動作中に人
間や，その飼っているペットに対して攻撃を行うことがないよう，ヒトやイヌ、ネコ
等のサンプルデータも必要となると考えられるため，それらに対して，膨大な枚数の
画像の処理，収集が必要と考えられる．今後，より正確な判断を行うために必要とな
るサンプルデータは，1000～10000枚規模と見られる．そのため今後は学外の機関との
連携を模索し，サンプルデータの収集を行う必要があるといえる． 
 
8.まとめ 
 今回の自主研究では，機体の改良と，クマ認識プログラムの製作を行った．機体の
改良については動作確認が行える状況となったため，十分な成果を得ることが出来た
のではないかと考えている． 
 クマ認識プログラムはノウハウが少ないながらも開始し，機械学習プログラムの製
作が行えたことは，大きな成果となったと考えている．このプログラムは，研究室内
でオープン化することで，更なる改良と，精度の向上が比較的簡単に行えるものであ
るため，今後の発展が容易になったと考えている．今回の自主研究の中で課題となっ
たものは，学習の速度である．第一次試験の準備には，1日以上の学習時間を費やすこ
ととなった．機械学習の精度向上には，グラフィックボードに搭載されているGPUが適
しているとの情報を知り，その後新規機材としてGPUを導入したところ学習速度が10倍
以上と，飛躍的な向上をしたものの，500枚で半日の時間を費やしていた．今後の更な
る学習のためには，現況ではデータだけでなく，時間も不足すると考えたため，本年
度の自主研究では，ここまでの成果をもって取りまとめた． 
 
図 4.第一次試験の結果 
 
 
図 5.第二次試験の結果 
