Abstract. In this paper we review two recently suggested projection techniques for model order reduction of bilinear systems. The first one is computationally more attractive, but so far it was assumed that this method does not yield a moment-matching approximation. Here we show that the reduced-order models computed by both of the two projection techniques match multimoments of the bilinear system. This leads to the conclusion that the first projection technique is preferable in applications.
INTRODUCTION
Model order reduction methods are widely used as a robust tool to enable fast numerical simulation for complex mathematical models of science and engineering problems. They are typically of use if the model consists of a large number of ordinary differential equations (ODEs) which may, for instance, result from semi-discretized partial differential equations or network equations in circuit simulation. Using traditional numerical integration methods for these ODES often requires more time than available, in particular if many simulations for different initial or input data are required. Typical situations where this occurs are verifications of very large-scale integrated circuit (VLSI) designs or when the numerical simulation is required in an inner loop of an optimal control or optimization algorithm. The idea of model order reduction is to first approximate the original large-scale system of ODEs by a much smaller model, so that the information obtainable by numerical simulation can be recovered by numerically integrating the model of reduced size. It is therefore of major importance to have some justification that the results obtained by the reduced-order model are as accurate as possible. If no computable error bound is available, it is at least desirable to prove moment-matching (interpolation) properties from which at least good local approximation can be expected.
For bilinear systems, there is currently no method which is applicable to large-scale problems and has a computable error bound. Two projection methods were proposed in [5, 1] which can treat fairly large-scale systems where the second approach in [1] has less desirable properties regarding efficiency and possible structure-preservation, but moment-matching properties can be shown. In the next section, we review the two approaches while in the third section we prove that the first approach from [5] also matches multi-moments. In the end we compare the key differences between the two projection methods and give our conclusions.
REVIEW OF PROJECTION TECHNIQUES FOR MODEL ORDER REDUCTION
For simplicity, we demonstrate the two different projection techniques employing linear systems of the following form:
where x ∈ R n is the vector of unknowns. The state-space dimension n is called the order of the system and is assumed to be very large. u(t) is called the input signal and y(t) the output response.
Here, we discuss model order reduction based on one-sided projection. First, an orthonormal transformation matrix V ∈ R n×q is constructed, with q n. The first projection technique uses the approximation x ≈ V z, then multiplication with V T on both sides together with orthonormality of V yields the following reduced-order model with z ∈ R q :
(1)
Since q n, the reduced model is of much smaller order than the original model. The second projection technique derives the reduced model in the following way: first multiply A −1 on both sides of the first equation of the original system:
then analogous to (1) we get
Finally, multiplying (V T A −1 V ) −1 on both sides of the first equation, the reduced-order model is:
Both of the two projection techniques are employed in some model reduction methods [7, 4, 3, 1, 5] etc.. It is already proved in [4] that for linear systems, the first projection technique can not only match as many moments of the original system as the second projection technique can, but also preserves stability and passivity of the system, which are some key properties required in engineering applications. In [2] , it is shown that the first projection technique can preserve the structure of second-order systems, which is of some importance for further analysis based on the reduced model, whereas the second projection technique cannot.
However, it is proposed in [1] that for bilinear systems, only the second projection technique can match the multimoments of the original bilinear system. We will prove in the follow section that the first projection technique also matches the same number of multi-moments as the second projection technique does.
MOMENT MATCHING PROPERTIES OF THE FIRST PROJECTION TECHNIQUE
Consider the bilinear system
Model reduction of bilinear systems can be useful for approximation of weakly nonlinear systems as such systems can often be well approximated by bilinear systems [5, 1] . Two different projection techniques are used in [5, 1] respectively. In [5] , the first projection technique from the previous section is employed, while in [1] , the second projection technique is preferred and it is proved that the second projection technique can match the multi-moments of the original bilinear system. Here, we prove that the fist projection technique can also match the multi-moments of the original system. We first introduce the definition of multi-moments. Following [6] ,
are called the nth (n = 1, 2, . . .) order multi-moments of the bilinear system. In [5] , the projection matrix V is constructed so that
where K q 1 (A −1 , B) = span{B, A −1 B, . . . , A −q 1 B}. When j > 1, the matrices V ( j) are computed from
The final transformation matrix V is obtained from the union of the subspaces range{V ( j) },
Following the first projection technique in (1), the reduced-order model is,
A quite similar model reduction method for bilinear system is proposed in [1] . There are two differences between these two methods, one is that the Krylov subspaces for generating V are different, in [1] the Krylov subspaces are as follows:
and for j > 1, range{V
while the final transformation matrix V is constructed in the same way as in (9). From the definition of the multimoments in (6), we see that all of the indices l 1 , l 2 , . . . , l n in the multi-moments start from 1, therefore the first vectors in the Krylov subspaces generating V j , j = 1, 2, . . . , should be A −1 B, A −1 NV j , j = 1, 2, . . . respectively, rather than B, NV j , j = 1, 2, . . . as defined in (7)- (9). The other difference is that in [1] , the reduced-order model of the bilinear system (5) is derived with the second projection technique in (2, 3, 4) . DenotingÑ
It is remarked in [1] that although the above way of generating the reduced-order model is more complicated, it is the right way to guarantee that the multi-moments of the reduced model match those of the original bilinear system, while the method [5] cannot guarantee this. In the following, we will prove that the moment matching Theorem 3.1 in [1] is also correct for the reduced-order system (10), if the projection matrix V is constructed with (11)-(12) rather than (7)- (9). We employ the fact that if the column span of V forms an orthonormal basis of ℘, then for any vector ξ ∈ ℘,
Now observe that V is an orthonormal basis for K q j , j = 1, 2, . . . , r, and
From (14) we get
In the proofs below we will repeatedly use (15). Proof We first prove that Lemma 1 is true for j = 1,
Lemma 1 If the projection matrix V is constructed using (11)-(12), then V
, from (15), we get
Then, by repeatedly using (16), we havê
. .
from which we get
MultiplyingN on both sides we obtain
which proves Lemma 1 when j = 1. Now consider that the claim is true for j − 1, that is
By repeatedly using (15) and analogous arguments as those leading to (17), we get
The last equality follows from (18). Therefore,
MultiplyingN on both sides of the above equation, and using (15) again, we obtain
From (19) we see that Lemma 1 is true for j. By induction, we have proved that Lemma 1 is true for 1 ≤ j ≤ r.
With Lemma 1, it is not difficult to prove the following theorem (the proof is omitted due to space limitations).
Theorem 1 For 1 ≤ j ≤ r, the multi-momentsm(l 1 , . . . , l j ) = (−1) nĈTÂ−l nN · · ·Â −l 2NÂ −l 1B of the reduced system (10) match the corresponding multi-moments m(l 1 , l 2 , . . . , l j ) of the original system up to l i ≤ q i , i = 1, . . . , j; j ≤ r, i.e. m(l 1 ) =m(l 1 ), m(l 1 , l 2 ) =m(l 1 , l 2 ), · · · , m(l 1 , l 2 , . . . , l r ) =m(l 1 , l 2 , . . . , l r ) for l 1 ≤ q 1 ; . . . ; l r ≤ q r .
CONCLUSIONS
Theorem 1 shows that the reduced model (10) can match the same multi-moments as the reduced model (13). However, in (10), the computation of inverses is avoided. Thus, one can expect better properties regarding numerical stability and complexity of computations using this approach. From the above discussion, we can conclude that the first projection technique is much simpler, matches as many moments as the second one does, and hence appears to be superior to the the second projection technique.
