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Abstract
Controlling multiferroic behavior in materials will enable the development of
a wide variety of technological applications. However, the exact mechanisms
by which multiferroic behavior arises in many materials are not well under-
stood. One such class of materials are the spinels, including MnV2O4. Bulk
probe studies of this compound have yielded conflicting and inconclusive re-
sults. To inform the debate and better understand the underlying physics, we
performed magnetic force microscopy measurements on two MnV2O4 sam-
ples with differing degrees of mechanical strain. These local investigations
revealed sub-µm-scale patterns in the magnetic structure in both samples.
In one case, the magnetization of these stripes is estimated at Mz ∼ 105
A/m, which is on the order of previous saturation magnetization measure-
ments. The discovery of such large inhomogeneities necessitates revision of
theoretical proposals and reinterpretation of experimental data regarding the
low-temperature phases of the spinels. Similar MFM measurements of a re-
lated material (Mn3O4) provide evidence that magnetic inhomogeneity is a
common feature in the magnetically ordered phases of multiferroic spinel
compounds.
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1.1 Diagram depicting multiferroic couplings in materials. The
electric, magnetic, and stress fields (E, H, σ) are associated
with the polarization, magnetization, and strain order param-
eters (P, M, ε), respectively. Multiferroism occurs when a
field couples to a different order parameter, depicted by ar-
rows crossing between vertices of the triangles.[1] . . . . . . . 3
1.2 Push-push actuator designed using magnetic shape memory
alloys (MSMAs). The same device is depicted schematically,
(a), and fully designed and engineered for construction, (b).
The push-push actuator is one example of a practical appli-
cation of multiferroic materials. Using MSMAs, this actuator
can achieve larger working distances at higher frequencies than
other technologies, such as piezoelectrics.[2] . . . . . . . . . . . 5
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ferroic materials can be combined with more traditional ma-
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1.4 Magnetic frustration on a triangular plaquette of 1-D. Ferro-
magnetic interactions, (a), allow the system to achieve a global
energy minimum when all the spins are aligned. Antiferromag-
netic interactions, (b), result in multiple spin configurations
with the same lowest energy. The top spin is “frustrated” be-
cause both its interaction energies cannot be simultaneously
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1.5 Examples of lattices that support magnetic frustration. In two
dimensions, the most common examples are the triangular lat-
tice, (a), and the kagome lattice, (b). Both two-dimensional
lattices have three-dimensional analogues that also support
magnetic frustration: the face centered cubic (FCC) lattice,
(c), and the pyrochlore lattice, (d). The triangular and FCC
lattices are composed of edge-sharing elements, while the kagome
and pyrochlore lattices are composed of corner-sharing ele-
ments. [4] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
1.6 Artificial spin ice created out of permalloy in a kagome lattice
pattern. The SEM micrograph, (a), shows the physical struc-
ture. A room-temperature MFM image, (b), shows the mag-
netization pattern as pairs of light and dark dots representing
the magnetic poles of each section. The researchers were in-
terested in the relationship between the current through the
device (I) and the angle of the applied magnetic field (H).[5] . 12
1.7 Depiction of the five d-orbitals. They can be grouped ac-
cording to their symmetry into the t2g (dxy,dyz,dxz) and eg
(dz2 ,dx2−y2) subgroups. The eg orbitals are concentrated along
the axes, while the t2g orbitals are concentrated between the
axes.[6] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
1.8 Orbital effects of a Jahn-Teller elongation. Before distortion,
the octahedral coordination of the n+ ion induces an energy
gap (∆0) between the the t2g and eg orbitals. Elongation of the
unit cell along the z-axis further splits the energies of the d-
orbitals. For a compression of the unit cell, the second splitting
energies would be reversed.[7] . . . . . . . . . . . . . . . . . . 15
1.9 Spinel crystal structure highlighting the different subunits.
The overall cubic lattice structure contains tetrahedrally co-
ordinated A ions (green tetrahedra) and octahedrally coordi-
nated B ions (yellow octahedra). The red points represent the
interstitial oxygen atoms. [8] . . . . . . . . . . . . . . . . . . . 17
1.10 Sublattice structures within the spinel lattice. The A-sites
form a diamond sublattice, (a), and the B-sites form a py-
rochlore sublattice, (b). The magnetic frustration found in
many spinel compounds arises from interactions between spins
situation on the B-sublattice.[9, 10] . . . . . . . . . . . . . . . 18
1.11 Composite phase diagram of MnV2O4 determined using mul-
tiple experimental techniques. Phase transitions measured
upon cooling and warming (or increasing and decreasing mag-
netic field) are represented by the two branches of each line.
Four distinct magnetostructural phases were observed. These
phases converge at a narrow range of temperatures and mag-
netic fields (inset).[11] . . . . . . . . . . . . . . . . . . . . . . 19
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1.12 Orbital diagram for the Mn and V sites of MnV2O4. Both sites
show a splitting of the t2g and eg orbitals due to coordination.
However, the sign of the splitting different for the two types
of sites. At the Mn sites, the Hunds coupling is larger than
the energy splitting, resulting in a S=5/2 arrangement with
all the d-orbitals singly occupied. At the V sites, a Jahn-Teller
compression further splits the d-orbitals. One electron is left
to occupy two degenerate d-orbitals, supporting orbital ordering. 22
1.13 Magnetic ordering in different low-temperature phases of MnV2O4.
In the first ferrimagnetic phase (FEM-I), the Mn spins align
parallel to a cubic axis and the V spins align antiparallel to the
Mn spins, (a). In the second ferrimagnetic phase (FEM-II),
the V spins cant off the cubic axis with a specific ordering.
Projecting onto the basal plane, (c), reveals the pattern of
V spin canting (blue arrows). One proposed orbital ordering
for MnV2O4 is also indicated (semi-transparent lobes on each
arrow).[12, 13] . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
1.14 Examples of strain-induced inhomogeneity in materials. Pre-
vious MFM measurements on the spinel compound Mn3O4,
(a), reveal stripe patterns defined by the crystallographic do-
mains (near the right edge of the image). The magnetic inho-
mogeneity is due to phase coexistence between two crystal lat-
tice structures. The black-outlined features are lithographically-
patterned registration marks which do not affect the material
properties. Similar stripe features appear in computational
models of metal-insulator behavior in perovskite manganites,
(b).[14, 15] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
2.1 Schematic design of a scanning force microscope. The can-
tilever (`) and tip (t) are brought into close contact with the
sample (S). The cantilever is vibrated by applying AC volt-
ages to the bimorph (BM) and the vibration is detected using
one of a number of methods (P). The lever, tip, and sample
positions (u,z,g) are all important in analyzing the instrument
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but not pictured.[16] . . . . . . . . . . . . . . . . . . . . . . . 30
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2.2 Amplitude modulation detection for dynamic scanning force
microscopy. The graph shows the steady state oscillation am-
plitude as a function of frequency for the cantilever oscillator.
The lever is driven at a constant drive frequency (ωd) which is
slightly different from the natural frequency (ω0). Interactions
between the tip and sample shift the natural frequency of the
lever by ∆ω to ω′0. Since the natural frequency has changed
relative to the constant drive frequency, the oscillation ampli-
tude changes by ∆A.[17] . . . . . . . . . . . . . . . . . . . . . 34
2.3 Schematic diagram of the MFM apparatus, comparable to Fig-
ure 2.1. The image data is constructed with inputs from the
data acquisition system and the scanning control system. Os-
cillation and frequency detection of the cantilever rely on the
laser interferometry system and the piezoelectric transducer.
Magnetic field can be applied normal to the sample surface.
Everything inside the dashed box is under vacuum at low tem-
perature. The sample must be thermally isolated to prevent
heating of the MFM apparatus when the sample temperature
is increased. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
2.4 Schematic diagram showing how magnetic probes are fabri-
cated. A commercial AFM cantilever is mounted behind a
sharp razor blade. Translation stages control how much of
the cantilever tip is shadowed by the razor blade edge. When
magnetic material is deposited, only a small portion of the
cantilever near the tip apex is coated. This magnetic coating
method prevents unwanted mechanical effects at low temper-
ature and allows increased magnetic sensitivity. . . . . . . . . 43
2.5 SEM micrograph of the post-deposition tip. The deposited
magnetic material appears as lighter contrast on the upper
left portion of the cone. The deposition process preserves the
integrity and cleanliness of the original cantilever and tip. . . . 44
2.6 Interferometer setup for cantilever position detection. The
1510nm laser light starts at the input terminal and enters
the 99:1 directional coupler. 99% of the source light is di-
rected to the transmission terminal where it is dumped into
the power monitor. The remaining 1% reaches the MFM ap-
paratus where reflections from the fiberoptic termination and
cantilever surface interfere to create the desired signal. Pass-
ing again through the 99:1 directional coupler, 99% of the
interference signal reaches the back coupled terminal where it
is detected by a photodiode.[14] . . . . . . . . . . . . . . . . . 47
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2.7 Previous scanning apparatus. The coarse scanning methods
are different for X-Y and Z. The coarse X-Y positioners are
commercial piezoelectric products located underneath the can-
tilever and lens/fiver assembly. The coarse Z positioner is a
lab-built piezoelectric prism “walker”. The sample and asso-
ciated thermal control and measurement devices are mounted
at the end of a tube-shaped piezoelectric element which pro-
vides fine positioning. This apparatus eventually suffered from
design challenges and experimental problems, prompting a re-
design. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
2.8 New scanning apparatus. Coarse and fine positioning on all
axes is provided by a series of commercial piezoelectric prod-
ucts. The sample and cantilever/lens/fiber assembly geometry
has been flipped so that the sample is now situated below the
cantilever facing upward. The addition of a modular sample
stage eliminates the previous requirement to remove the entire
temperature control and measurement system along with the
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2.9 Light micrograph of the low-strain sample surface. Two ma-
jor surface defects are present: line-like, raised inclusions and
point-like voids. The voids should have no significant effect on
the low-temperature behavior of the sample. The large spacing
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2.10 High- and low-strain samples mounted on their respective back-
ing plates and attached to the sample stage. Both sample
surfaces were highly polished to allow MFM measurements.
The low-strain sample ,(a), was mounted by a single point of
silver-laden epoxy which also provided a conducting path for
electric discharging. The high-strain sample, (b), was mounted
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3.1 Composite optical micrograph of the calibration sample area
of interest. Multiple feature types were included based on
reports of previous MFM calibration experiments. For our
experiments, the right-most step-like junction was the only
feature necessary for satisfactory calibration measurements.
The slight change in background color to the right of the zig-
zag feature is an artifact of the micrograph stitching. . . . . . 63
3.2 Computationally modeled current density through the junc-
tion section of the calibration sample. As expected, the cur-
rent density is four times higher through the narrower region
than the wider region. The simulation predicts current crowd-
ing effects at the inside corner of the junction, and such effects
were observed in experiments. The total current is I=1mA. . . 65
3.3 Conceptual picture of the point-dipole approximation as it ap-
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material, (a), consists of a half-cone sheet with unknown mag-
netization (M) on the surface of the silicon tip. The point-
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situated within the tip. The magnetic moment (mz) and lo-
cation (h) are determined by fitting to experimental data. It
is often further assumed that the magnetic moment of the
point-dipole is aligned parallel to the tip oscillation axis. . . . 66
3.4 Image showing the relevant scan area (left) and the associated
MFM data (right). The MFM data agrees nearly perfectly
with the simulated current density. Peak frequency shifts were
observed at the edges of the wire, with those along the narrow
section larger than those along the wider section. The data
away from the junction also agrees with analytic calculations
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3.5 Fitting two line-scans of the MFM data to a point dipole ap-
proximation point spread function (PSF). One line scan comes
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the model and the data at the outer tails of each peak. . . . . 68
xii
3.6 Graphs showing the variation of frequency shift according to
domain width and depth while holding the other constant.
In (a), the frequency shift reaches nearly its maximum value
when the domain thickness is equal to the scan height (210nm,
indicated by the vertical dashed line). We do not expect do-
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domain thickness is not an important model parameter. In
(b), below w=900nm there is destructive interference between
neighboring domains, resulting in decreasing frequency shifts
as the width is decreased. Above w=900nm, the features aris-
ing from neighboring domains are resolvable. . . . . . . . . . . 71
3.7 Field curvature distributions from a point-like magnetic do-
mains. Domains with vertically oriented magnetization, (a,c),
produce singly-peaked, rotationally symmetric field curvature
distributions. Domains with horizontally oriented magnetiza-
tion, (b,d), produce doubly-peaked, odd-symmetric field cur-
vature distributions. The top and bottom rows were calculated
using scan heights of 210nm and 250nm respectively. Larger
scan heights produce field curvature distributions that have
wider spread and much lower magnitudes. . . . . . . . . . . . 73
3.8 Predicted frequency shift profiles resulting from transitions be-
tween domains with different magnetization directions. The
three distinct types are: (a) positive to negative vertical do-
mains, (b) opposite direction horizontal domains, and (c) hori-
zontal domain to vertical domain. The frequency and position
scales are arbitrary, but consistent among the three graphs. . . 76
4.1 Zero-field cooled measurements of the low-strain MnV2O4 sam-
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4.3 Field cooled measurements of the low-strain MnV2O4 sam-
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indicated by the white arrows. The frequency shift along the
yellow dashed line is shown in (b). The unequal peak heights
indicates a X-Z domain wall. The frequency shift along the
light blue dashed line is shown in (c). This domain wall shows
the same qualitative features as the previous one, but the fre-
quency shifts are smaller by approximately a factor of two. . . 93
xiv
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Chapter 1
Introduction
The wide variety of interactions and degrees of freedom in condensed matter
systems give physics some of its most complex, and challenging, problems.
When different types of ordering compete, materials can exhibit rich phase
diagrams with linked transitions in structural, magnetic, and orbital order.
Condensed matter physics also pushes forward the boundaries of technical
innovation by breaking new ground in creating and understanding new ma-
terials. Compounds and physical effects first analyzed by condensed matter
physicists are further researched, engineered, and commercialized to become
a part of everyday life.
Two fruitful areas of study are multiferroic materials and the concept of
frustrated magnetism. From the purely scientific perspective, multiferroism
and frustrated magnetism are inherently complex and challenging phenomena
that are still not fully understood. From the practical applications side, the
physical consequences of multiferroism and frustrated magnetism could be
used to create an entirely novel family of devices and applications. However,
understanding the principles and details of these two phenomena is key to
developing the control mechanisms necessary for technological application.
This dissertation presents measurements and analysis aimed at under-
standing the behavior of one material that is a member of an archetypal
family of multiferroic and magnetically frustrated compounds. Chapter 1
introduces some of the relevant physics and provides background knowledge
of the material. Chapter 2 details the experimental methods, apparatus,
and implementation. Chapter 3 describes a calibration experiment that was
conducted to enable quantitative measurements using a typically qualitative
experimental technique. Chapter 4 reports the experimental data, interpre-
tations, and detailed discussion. Finally, Chapter 5 recounts the important
points and provides final conclusions.
1
1.1 Multiferroism
The term “ferromagnetic” originates from the description of the magnetic
properties of iron. In modern usage, the term is used to describe the general
phenomenon of spontaneous magnetic ordering in any material. When sim-
ilar phenomena were described in the electronic and elastic (strain-related)
orderings of materials, they were given the parallel terms “ferroelectric” and
“ferroelastic”. Ferromagnetic, ferroelectric, ferroelastic ordering are collec-
tively called simply ferroic ordering. The degree of ordering is characterized
by the order parameter. In the simplest cases, the order parameter is a scalar
value that ranges from zero (when there is no order) to a maximum (when
the system is fully ordered). We take a broad definition of ferroic ordering.
This includes not only true ferroic order (the ordering is uniform in one direc-
tion), but also antiferroic order (equal amounts of opposing ordering cancel
any net effect), ferriic ordering (a generalization of antiferroic ordering with
only partial cancellation), and other more complex types of order. Through-
out the document I will used the abbreviations F-, AF-, and FE- to refer to
ferro-, antiferro-, and ferri- ordering respectively. This comes into play both
for the magnetic and orbital ordering of MnV2O4.
Seeking to understand the mechanisms behind ferroic ordering led to the
development of the extensive body of knowledge that exists today regarding
ordering, phase transitions, and domain formation in different materials[18].
In addition, the applications of ferromagnets and ferroelectrics enabled much
of modern electronics technology. Ferroelasticity plays a role in nearly all
materials and is central to the study of mineralogy.
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Figure 1.1: Diagram depicting multiferroic couplings in materials. The elec-
tric, magnetic, and stress fields (E, H, σ) are associated with the polarization,
magnetization, and strain order parameters (P, M, ε), respectively. Multi-
ferroism occurs when a field couples to a different order parameter, depicted
by arrows crossing between vertices of the triangles.[1]
Often materials exhibit a single type of ferroic ordering. In rare cases
multiple types of ferroic ordering coexist within a single phase of the ma-
terial. This phenomena is called multiferroism. Interactions between the
different types of ordering lead to a wealth of novel physical effects and po-
tential practical applications. Figure 1.1 shows a schematic of the different
possible interplays among the types of ferroic order. At the outer triangle
corners are the three relevant fields: the electric field (E), the magnetic field
(H) and the stress field (σ). At the inner triangle corners are the correspond-
ing order parameters: the polarization (P), the magnetization (M) and the
strain (ε). In normal ferroic materials, only one field and order parameter
are present. Their relationship is signified by the thick yellow, blue, and red
arrows. In multiferroic materials, multiple order parameters lead to the pos-
sibility of one field affecting the order parameter associated with a different
field. This is signified by the green and black arrows connecting different ver-
tices of the two triangles. For example, the strength of an external magnetic
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field may determine the degree to which a material polarizes electrically or
conversely, an external electric field may determine the degree to which a
material polarizes electrically (green arrows).
Multiferroism is of great interest to condensed matter physicists for sev-
eral reasons. Foremost among these is that the mechanisms and interactions
underlying multiferroic behavior are often unknown. Multiferroism appears
in very dissimilar classes of materials, meaning it is likely that the mecha-
nisms are not universal. Understanding the causes of multiferroic behavior
is the first and most important step toward controlling that behavior and
designing new materials with desirable properties. A lack of understand-
ing about the causes of multiferroic behavior, combined with the scarcity of
multiferroic materials, makes for a challenging and exciting problem. Also,
multiferroism is rarely the only interesting aspect of a given material. As
one might expect, multiferroism intersects with other interesting condensed
matter phenomena such as frustrated magnetism, orbital degeneracy and or-
dering, and exotic types of ferroic ordering. The compound MnV2O4 shows
all four of these phenomena and is particularly interesting because there are
several related compounds which show similar behaviors. More information
about how multiferroism manifests in MnV2O4 can be found in Section 1.4.
Just as the physical consequences of ferroic ordering enable a wide vari-
ety of current technologies, researchers are looking at multiferroics to provide
novel applications and multifunctional devices. Many of these applications
are centered around the computer memory industry[1], but there are also
niches in the field of high performance sensors and actuators. One chal-
lenge facing practical applications of multiferroics is that often the effects
are too weak or occur at temperatures well below room temperature. To
combat this problem, research is being done into engineering composite mul-
tiferroic materials out of constituents possessing the desired ferroic order
parameters[19, 20].
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Figure 1.2: Push-push actuator designed using magnetic shape memory al-
loys (MSMAs). The same device is depicted schematically, (a), and fully
designed and engineered for construction, (b). The push-push actuator is
one example of a practical application of multiferroic materials. Using MS-
MAs, this actuator can achieve larger working distances at higher frequencies
than other technologies, such as piezoelectrics.[2]
The push-push actuator depicted in Figure 1.2 provides an interesting
example of an actual application of multiferroic materials. This actuator uses
two pieces of a magnetic shape memory alloy (MSMA) to hysteretically move
a link rod that is sandwiched in between. Magnetic shape memory alloys are
simply an engineering term for a class metallic multiferroic materials which
have strong magnetoelastic coupling and large physical deformations. The
schematic view of the actuator (Figure 1.2a) shows how applying a magnetic
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field to either side of the actuator (A or B) will move the link rod back
and forth. Figure 1.2b shows a fuller design which includes a housing and
the magnetic cores for applying magnetic fields to either side. The push-
push design of this actuator causes the link rod to remain in place when the
magnetic field is turned off. It is advantageous to use two MSMA elements
because this balances the forces on the link rod and because it allows for more
compact magnetic core design. MSMA materials in general are well-suited
to actuator applications because they offer high-displacement at frequencies
up to 1kHz[2].
Another possible application of multiferroic materials is in electrically
controlled spin valves. Traditionally, spin valves are layered devices used to
sensitively detect magnetic fields. They consist of a hard magnetic layer,
a non-magnetic spacing layer and a soft magnetic detector layer. The hard
magnetic layer has a strong magnetic polarization that is insensitive to exter-
nal magnetic fields. The soft magnetic layer has very low magnetic coercivity
so that even small magnetic fields cause the magnetization to align with the
field. When the magnetizations of the two layers are parallel, the resistance
through the layers is low (valve open). When the magnetizations of the two
layers are anti-parallel, the resistance through the layers is much larger (valve
closed). The spin-dependent scattering of electrons through the spin valve is
known as the giant magnetoresistance effect[21, 22].
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Figure 1.3: Spin valve electric field sensor using the multiferroic material
BeFeO3 (BFO). In contrast to traditional spin valves, the current through
this device (measured through VE) depends on the direction of the external
electric field rather than the magnetic field. The BFO/CoFe bilayer demon-
strates that multiferroic materials can be combined with more traditional
materials to achieve the desired effects.[3]
Figure 1.3 demonstrates how the multiferroic material BeFeO3 (BFO) can
be used to create a spin valve that measures electric fields instead of mag-
netic fields[3]. The operation of this multiferroic spin valve is slightly more
complicated than a traditional spin valve. The BFO actually exhibits anti-
ferromagnetic ordering connected to its electric ordering. Through exchange
bias, the antiferromagnetic ordering in the BFO “pins” the ferromagnetic or-
dering in the adjoining CoFe layer parallel to the electric field. Together, the
BFO/CoFe bilayer serves as the hard magnetic layer of the spin valve. This
is not an ideal electric field sensor because a variable external magnetic field
is still required to determine the electric field direction. However, research
on multiferroic spin valves (and sensors in general) is still in its infancy.
7
1.2 Frustrated Magnetism
In materials with the proper arrangement and interactions of magnetic atoms,
the phenomenon of magnetic frustration can occur. Because this effect only
occurs in some lattice types, it is more formally called geometrical magnetic
frustration. Simply put, frustration occurs when interactions between the
magnetic spins do not allow for a single lowest-energy ground state. Fig-
ure 1.4 shows a simple 2-D example using only three spins on a triangular
lattice. When the spins interact ferromagnetically (Figure 1.4a), the lowest
energy state is achieved when all the spins point in the same direction. When
the interactions are anti-ferromagnetic (Figure 1.4b), there are multiple con-
figurations having the same energy. In particular, if the two spins at the
base of the triangle are arranged to minimize their interaction energy, the
top spin cannot simultaneously satisfy the antiferromagnetic arrangement for
both interactions. The ground state for this system is six-fold degenerate.
Figure 1.4: Magnetic frustration on a triangular plaquette of 1-D. Ferromag-
netic interactions, (a), allow the system to achieve a global energy minimum
when all the spins are aligned. Antiferromagnetic interactions, (b), result in
multiple spin configurations with the same lowest energy. The top spin is
“frustrated” because both its interaction energies cannot be simultaneously
minimized.
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Theoretical work on frustration in a triangular lattice Ising model be-
gan shortly after Onsager’s solution of the 2-D square Ising model. Wannier
showed that in the antiferromagnetic case, the entropy at absolute zero is
finite and the system is disordered at all temperatures[23]. Other lattices
that have been shown to exhibit geometrical frustration include the kagome
lattice in 2-D, and the pyrochlore and face-centered cubic lattices (FCC) in
3-D. Figure 1.5 depicts these four lattices along with their space groups. The
common theme between these different lattices is the sharing of triangular
components between different units. The triangular and FCC lattices are
composed of edge-sharing triangles and tetrahedra, while the kagome and
pyrochlore lattices are composed of corner-sharing triangles and tetrahedra.
Each lattice type has an inherent degree or “strength” of geometric frustra-
tion. This is quantified by counting the degrees of freedom in the lattice and
the constraints to arrive at the degeneracy of the frustrated ground state for
a single unit cell[10, 24]. By this measure, the pyrochlore lattice is the most
highly frustrated lattice type readily found in nature. The number of degrees
of freedom in the pyrochlore lattice equals the number of tetrahedra, so the
degeneracy scales exponentially with the system size.
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Figure 1.5: Examples of lattices that support magnetic frustration. In two di-
mensions, the most common examples are the triangular lattice, (a), and the
kagome lattice, (b). Both two-dimensional lattices have three-dimensional
analogues that also support magnetic frustration: the face centered cubic
(FCC) lattice, (c), and the pyrochlore lattice, (d). The triangular and FCC
lattices are composed of edge-sharing elements, while the kagome and py-
rochlore lattices are composed of corner-sharing elements. [4]
The hallmark of magnetic frustration is the existence of non-zero mag-
netic entropy even at absolute zero. However, this zero-point entropy cannot
always be experimentally measured. Instead one can empirically identify ge-
ometrical frustration in materials by measuring the magnetic susceptibility.
In frustrated magnetic systems, the phase transition from the paramagnetic
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(PM) to the ordered state (TN) occurs at a much lower temperature than
would be expected given only the interaction strength between the spins.
This latter temperature is given by the Curie-Weiss temperature (ΘCW ).
This suppression of TN can be understood as the geometric frustration sup-
pressing long-range order in favor of locally minimizing the magnetic energy
triangle by triangle or tetrahedron by tetrahedron.
Magnetic frustration can also be studied using neutron scattering to probe
the system at the unit-cell level. This has been done for pyrochlore lattice ma-
terials, multiferroics, and chiral magnets (materials where the magnetic field
breaks rotational symmetry and creates a preferred spin orientation)[25]. In
addition to simply identifying frustration, researchers use neutron scattering
to understand the details of the ground-state magnetic structure and mag-
netic excitations of the system. Magnetic frustration in real materials often
produces complex magnetic phases with both long- and short-range order.
Neutron scattering and related techniques can be quite useful in unraveling
this complexity and enabling quantitative understanding of the materials.
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Figure 1.6: Artificial spin ice created out of permalloy in a kagome lattice
pattern. The SEM micrograph, (a), shows the physical structure. A room-
temperature MFM image, (b), shows the magnetization pattern as pairs of
light and dark dots representing the magnetic poles of each section. The
researchers were interested in the relationship between the current through
the device (I) and the angle of the applied magnetic field (H).[5]
Because of the complexity and lack of tunability of real materials, re-
searchers are increasingly turning toward artificial systems to help under-
stand and study magnetic frustration. One great example of this is in the
field of spin ice. Spin ice is a pyrochlore frustrated magnetic system where
the magnetic moments of the atoms are constrained to point directly into or
out from the center of the tetrahedron which they occupy. This behavior is
analogous to the moments of hydrogen-oxygen bond distortion in water ice.
The best-known example of a natural spin ice materials is Dy2Ti2O7. Inter-
estingly, this is one example of a material where the zero-point entropy associ-
ated with the magnetic frustration was directly measured from susceptibility
measurements[26]. The scarcity of materials exhibiting spin ice behavior led
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to the development of artificial spin ice systems. By lithographically pat-
terning arrays of quasi-one-dimensional structures into a magnetic thin film,
one can create tunable 2-D spin ice systems which can be studied using mag-
netic force microscopy or electron transport techniques. Figure 1.6a shows a
scanning electron micrograph of a connected artificial kagome spin ice lattice
from recently published work on magnetoresistance in artificial spin ice[5].
The corresponding MFM image in Figure 1.6b shows the magnetic poles of
the segments as pairs of light and dark dots.
In the compound MnV2O4, the V spins occupy a pyrochlore sublattice
with antiferromagnetic interactions. Thus the V spin ordering shows signif-
icant magnetic frustration. To add another layer of complexity, the V spins
also interact with the largely static Mn spins which occupy a different sub-
lattice structure. The nature of the magnetic frustration in MnV2O4 and the
role frustration plays in determining the low-temperature magnetic behavior
are discussed more in Section 1.4.
1.3 The Jahn-Teller Effect
The Jahn-Teller theorem states that orbital electronic degeneracy and lat-
tice stability are incompatible unless all the atoms of the molecule occupy a
straight line[27]. Due to this instability, the lattice will undergo a sponta-
neous distortion which lowers the symmetry of the electron orbitals to remove
the degeneracy. However, the theorem does not give any clue to how large
the distortion will be or what form it will take in any particular system.
In practice, significant Jahn-Teller distortions are most commonly found in
materials with octahedral symmetry (also called octahedral coordination) at
chemical sites and unfilled d-shell orbitals.[28].
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Figure 1.7: Depiction of the five d-orbitals. They can be grouped according
to their symmetry into the t2g (dxy,dyz,dxz) and eg (dz2 ,dx2−y2) subgroups.
The eg orbitals are concentrated along the axes, while the t2g orbitals are
concentrated between the axes.[6]
The nature of the octahedral symmetry already partially removes the
d-orbital degeneracy. This is easily understood by referring to Figure 1.7,
which shows the typical representations of the five d-orbitals The three off-
axis orbitals (dxy, dyz, and dxz) will tend to overlap much less with the orbitals
of neighboring ligand atoms than the two on-axis orbitals (dx2−y2 and dz2).
Therefore, the first group will have lower energies than the second group.
These two groups are labeled according to their symmetry: t2g for the three
off-axis and eg for the two on-axis orbitals.
The Jahn-Teller distortion further eliminates d-orbital degeneracy by ei-
ther elongating or compressing one axis of the octahedral complex. Figure 1.8
shows how elongation of the octahedral cell in the z-direction (axial direc-
tion) removes the degeneracy of the eg orbitals and partially removes the
degeneracy of the t2g orbitals. The dxz and dyz orbitals remain degenerate
because the cell remains symmetric across the x- and y-axes. The elonga-
tion in z reduces overlap between these two orbitals and the surrounding
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ligand orbitals, therefore the energies of both orbitals are equally reduced.
On the other hand, the dxy orbital actually increases in energy compared to
the non-distorted state. Similarly, the two dz2 energy is lowered while the
dx2−y2 energy is increased by elongation along the z-axis. In the case of com-
pression along the z-axis, the Jahn-Teller splitting is inverted. The dxz and
dyz orbitals have higher energies than the dxy orbital, and the dz2 orbital has
higher energy than the dx2−y2 orbital. The difference in energies between the
t2g and eg orbitals (∆0) remains the same irrespective of the type or degree
of distortion.
Figure 1.8: Orbital effects of a Jahn-Teller elongation. Before distortion, the
octahedral coordination of the n+ ion induces an energy gap (∆0) between
the the t2g and eg orbitals. Elongation of the unit cell along the z-axis further
splits the energies of the d-orbitals. For a compression of the unit cell, the
second splitting energies would be reversed.[7]
In the compound MnV2O4, the V atoms occupy octahedrally coordi-
nated sites surrounded by oxygen atoms. At low temperatures, the VO6
octahedra undergo a strong Jahn-Teller distortion which drives a cubic-to-
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tetragonal phase transition in the material. In addition, this distortion is
magnetically tunable and hysteretic. How the Jahn-Teller effect influences
the low-temperature magnetic behavior of MnV2O4 is discussed further in
Section 1.4.
1.4 The Spinel MnV2O4
1.4.1 Spinel Crystal Structure
The spinel group of materials takes its name from the the mineral spinel
(MgAl2O4). Spinel materials share the common chemical formula AB2O4,
with divalent A2+ cations and trivalent B3+ cations. In rare cases the A
and B cations can be the same multivalent atom such as in manganese oxide
(Mn3O4) and magnetite (Fe3O4). Spinel materials are widely studied as pro-
totypical systems exhibiting multiferroism and magnetic frustration. Details
of the spinel crystal structure promote frustration and other non-trivial in-
teractions which can combine to produce multiferroic behavior. On the other
hand, there are also many non-multiferroic spinel compounds. Comparisons
between different members of the spinel group yields insight into which phe-
nomena and aspects of the material are involved in the multiferroism and
which are not.
The synthesis of spinel materials using a variety of A and B cations is
also relatively easy. Many of these compounds exhibit interesting physical
phenomena[29–32]. The wealth of closely related materials makes them ideal
for studying how the physical parameters of the material influence the un-
derlying physics. Substituting atoms in some parts of the structure, but not
others, provides control over which parameters of the material are changed
and which remain the same. For instance, placing different magnetic ions
on A and/or B sites in the spinel structure can help determine the role that
magnetism and magnetic frustration play in the materials behavior.
The spinel crystal structure is shown in Figure 1.9. Overall, the lattice
is cubic in nature and can be split into two exclusive sublattices. The green
and yellow atoms represent the A and B cations, respectively, while the red
oxygen atoms form a cubic close-packed lattice. The shaded green tetrahe-
dra highlight the tetrahedrally coordinated A-sites and the yellow octahedra
highlight the octahedrally coordinated B-sites.
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Figure 1.9: Spinel crystal structure highlighting the different subunits. The
overall cubic lattice structure contains tetrahedrally coordinated A ions
(green tetrahedra) and octahedrally coordinated B ions (yellow octahedra).
The red points represent the interstitial oxygen atoms. [8]
The B-site ions have the octahedral geometry in which Jahn-Teller distor-
tions are common. This is a common theme among all the spinel compounds.
In some spinels the distortion transition occurs well above room temperature
and independent of any other phase transitions. In other spinels the dis-
tortion transition coexists with other changes in the ordering, though the
connection between them is not always well-understood.
The A and B cation complexes occupy mutually exclusive sublattices
within the spinel structure, both pictured in Figure 1.10. The A-sites form
a diamond sublattice. In the ordered states of MnV2O4, the A-site Mn spins
remain largely static while other components play out around them. The B-
sites form the frustration-prone pyrochlore sublattice of corner-sharing tetra-
hedra mentioned in Section 1.2. In one of the ordered states of MnV2O4, the
B-site V spins order into a complex 3-D arrangement due to the competition
between frustration and the Mn-V spin-spin interactions.
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Figure 1.10: Sublattice structures within the spinel lattice. The A-sites
form a diamond sublattice, (a), and the B-sites form a pyrochlore sublattice,
(b). The magnetic frustration found in many spinel compounds arises from
interactions between spins situation on the B-sublattice.[9, 10]
From Figure 1.10b, one can also see that the V cations can be interpreted
as organized into parallel 1-D chains in a given horizontal plane. Sheets
of these 1-D chains are then stacked in alternation orthogonal directions
to form the entire lattice. This interpretation is important for some theo-
retical descriptions of the low-temperature behavior of MnV2O4 detailed in
Section 1.4.2.
1.4.2 Low-Temperature Phase Phenomenology of
MnV2O4
MnV2O4 undergoes a series of magneto-structural phase transitions at cryo-
genic temperatures. The nature of the low-temperature ordering in different
phases, and even of the number of phase transitions, remains the subject of
some debate. This section will focus on a description of the low-temperature
phase diagram of MnV2O4 that agrees with our observations. However, we
will also mention the areas where there is conflicting experimental evidence.
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Figure 1.11: Composite phase diagram of MnV2O4 determined using multi-
ple experimental techniques. Phase transitions measured upon cooling and
warming (or increasing and decreasing magnetic field) are represented by
the two branches of each line. Four distinct magnetostructural phases were
observed. These phases converge at a narrow range of temperatures and
magnetic fields (inset).[11]
Figure 1.11 shows the phase diagram of MnV2O4 resulting from a careful
study by Hardy, Bre´ard, and Martin[11]. They used a combination of mag-
netization, susceptibility, and heat capacity measurements to construct the
phase diagram over a large range of temperatures and magnetic fields. The
inset is simply an expanded view of the data near T=55K and B=0T. Each
transition is defined by two lines of the same color with similar markers. One
line is constructed from data taken while cooling (or lowering magnetic field)
and the other is constructed from data taken while warming (or increasing
magnetic field). The area between the two lines can be considered a hys-
teretic zone where the phase is not well-defined. So far no systematic study
of the phase behavior of MnV2O4 with varying pressure has been reported.
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MnV2O4 is electrically insulating at all temperatures and magnetic fields.
To begin, we will follow the phase diagram along the B=0T axis. At
room temperature, MnV2O4 exhibits paramagnetic (PM) behavior and has
a cubic crystal structure. The cubic PM phase exists from room temperature
down to approximately T=57K. In the phase diagram, the cubic PM phase
is identified by the numeral I. Upon continued cooling, MnV2O4 undergoes
two closely spaced phase transitions at approximately T=57K and T=55K.
Below the Ne´el temperature (TN=55K), a collinear ferrimagnetic (FEM) or-
dering develops. However, the crystal structure remains cubic. This phase
is identified by the numeral II. The collinear FEM ordering is depicted in
Figure 1.13a, and is discussed further in Section 1.4.3. At the Yafet-Kittel
temperature (TY K=55K), MnV2O4 undergoes coincident magnetic and struc-
tural transitions. The Jahn-Teller effect induces a compression of the cubic
unit cell into a tetragonal unit cell. The magnetic ordering changes from
the collinear ferrimagnetic ordering to the non-collinear ferrimagnetic order-
ing depicted in Figure 1.13b. This ordering is also described in more detail
in Section 1.4.3. The low-temperature, low-field phase is identified by the
numeral IV in Figure 1.11.
Considering the phase diagram in the presence of an applied field in-
troduces several important features. The first is an entirely new phase not
observed in the absence of an external magnetic field. The new phase – iden-
tified by the numeral III in the Figure 1.11 – is a tetragonal ferrimagnetic
phase like Phase IV. The exact magnetostructural differences between Phases
III and IV are not yet well understood. The authors of the phase diagram
speculate that in Phase IV, MnV2O4 develops domains with different orien-
tations of the short tetragonal axis. In Phase III, the tetragonal distortions
all align in the direction of the applied magnetic field.
The relationship between the structural phase transition and the magnetic
phase transitions occurring at cryogenic temperatures has been a major topic
of disagreement. Most reports observe the structural phase transition to
coincide with the collinear-to-noncollinear FEM phase transition as described
above[11, 12, 33–35]. However, a few reports observe the structural transition
to coincide with the higher temperature PM-to-FEM phase transition[36, 37].
The discussion is further hindered because different groups report widely
varying values for the transition temperatures. On the high end, Chung et
al. report TN=58K and TY K=65K. On the low end, Garlea et al. report
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TN=52K and TY K=60K.
The answer to this question has a significant impact on truly understand-
ing the low-temperature behavior of MnV2O4. The interplay between the
magnetic ordering associated with the different FEM phases and the elec-
tronic orbital ordering associated with the cubic-to-tetragonal phase tran-
sition is no doubt central to the development of the observed multiferroic
behavior. Our observations support the more wide-spread hypothesis that
the structural phase transition occurs at the lower magnetic phase transi-
tion temperature. Our measurements, which support this hypothesis, are
presented in Section 4.4.
The Jahn-Teller distortion does not fully remove the orbital degeneracy
of the V cations in MnV2O4. This introduces the question of how the still-
degenerate orbitals are occupied. There are many different proposals for the
type of orbital ordering that may be present in MnV2O4. Some proposed
orderings have ferromagnetic characteristics, others have antiferromagnetic
characteristics, and others still have different symmetries. Different proposals
for the orbital ordering are compatible with different pieces of experimental
evidence. More detailed descriptions and discussion of the orbital ordering
of MnV2O4 is found in Section 1.4.3. Again, the answer to this question has
a significant impact on truly understanding the low-temperature behavior of
MnV2O4. Unfortunately, our observations do not lend any insight into the
nature of orbital ordering in MnV2O4. The length scale of orbital ordering
is far too small to be observable by MFM, and the ordering produces no
magnetic signature.
1.4.3 Magnetic and Orbital Ordering in MnV2O4
Figure 1.12 depicts the electron and orbital configuration of MnV2O4 in both
the cubic and tetragonal states. The Mn2+ ions have half-filled d-orbitals with
spin S=5/2. A half-filled d-orbital has no orbital degeneracy, and therefore
there is no orbital ordering associated with the Mn sites. Every orbital
is singly-filled at each site. Meanwhile, the V3+ ions have two d-orbital
electrons with spin S=1. Because of the octahedral coordination, the t2g
orbitals are lower in energy than the eg orbitals. Even when accounting for
the Jahn-Teller distortion, there remains a B-site electron occupying either
of the degenerate dyz or dxz orbitals. In this situation, we expect to have
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orbital ordering in the lowest temperature state. The exact nature of the
orbital ordering remains the subject of debate, and is discussed later in this
section.
Figure 1.12: Orbital diagram for the Mn and V sites of MnV2O4. Both sites
show a splitting of the t2g and eg orbitals due to coordination. However, the
sign of the splitting different for the two types of sites. At the Mn sites,
the Hunds coupling is larger than the energy splitting, resulting in a S=5/2
arrangement with all the d-orbitals singly occupied. At the V sites, a Jahn-
Teller compression further splits the d-orbitals. One electron is left to occupy
two degenerate d-orbitals, supporting orbital ordering.
The magnetic ordering of MnV2O4 in the two FEM phases appears in
Figure 1.13(a-b). The details of the magnetic ordering are well-established
both theoretically and through neutron scattering experiments[13, 38, 39].
Below TN , the spins adopt the collinear FEM-I organization. The Mn spins
align parallel to the cubic crystal axis. Antiferromagnetic interactions be-
tween the Mn and V spins cause the V spins to all align antiparallel to the
Mn spins. There is a net magnetization along the cubic crystal axis because
the moments of the Mn and V spins do not fully cancel out.
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Figure 1.13: Magnetic ordering in different low-temperature phases of
MnV2O4. In the first ferrimagnetic phase (FEM-I), the Mn spins align par-
allel to a cubic axis and the V spins align antiparallel to the Mn spins, (a).
In the second ferrimagnetic phase (FEM-II), the V spins cant off the cubic
axis with a specific ordering. Projecting onto the basal plane, (c), reveals the
pattern of V spin canting (blue arrows). One proposed orbital ordering for
MnV2O4 is also indicated (semi-transparent lobes on each arrow).[12, 13]
Below TY K , the lattice compression defines a magnetic easy axis parallel
to the compressed c-axis. As a result, the spins adopt a non-collinear FEM-II
configuration. The Mn spins all align parallel to the c-axis. Antiferromag-
netic interactions among the V spins now influence the overall structure. The
V spins cant (tilt) into the basal plane of tetragonal cell in alternating direc-
tions. The pattern of V spin canting is shown in Figure 1.13(c). This type of
canted spin ordering is a generalization of that first described by Yafet and
Kittel[40], and thus this transition is called the Yafet-Kittel transition.
We now turn to the question of orbital ordering (OO) in spinel materials.
Many proposals have been made for the orbital ordering below TY K . The
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majority of proposals describe ordering that either has ferromagnetic proper-
ties (FOO) or antiferromagnetic properties (AFOO). In FOO models, all the
V-site electrons occupy the same (hybridized) electronic orbital[41, 42]. In
AFOO models, there is alternating occupation of orbitals along the c-axis. In
the simplest AFOO models, every V-site electron in a given ab-plane occupies
the same orbital (either dxz or dyz)[41, 43]. In the planes immediately above
and below the given plane, the opposite orbital is occupied. More complex
AFOO models predict the occupation of alternating hybridized orbitals or
additional periodicity within ab-planes[39, 41, 44]. Finally, Khomskii and
Mizokawa predict an orbitally induced distortion of the tetrahedral bond
lengths in a material related to MnV2O4[45].
1.4.4 Role of Strain in Magnetic Organization
Mechanical strain can play a role in any material that undergoes structural
phase transitions. External strain can promote or inhibit a phase transition
from occurring at all, or it can provide a preferential direction for organi-
zation, just like a magnetic or electric field. In multiferroic materials the
connection is even stronger because the strain can directly couple to other
order parameters. During crystal growth and preparation, great care must be
taken to prevent or eliminate unintended mechanical strain in the samples.
This section provides a brief overview of the role strain plays in materials
similar to MnV2O4.
The spinel compound Mn3O4 shares many similarities with MnV2O4,
which is unsurprising considering they differ only by the replacement of the
B-site V2+ cations with Mn2+ cations. Around T=40K, Mn3O4 exhibits sev-
eral closely spaced magneto-structural phases which include collinear and
non-collinear FEM orderings and a tetragonal-to-orthorhombic structural
transition. Also, like MnV2O4, there is still debate surrounding the low-
temperature behavior and properties of Mn3O4. The Jahn-Teller cubic-to-
tetragonal transition temperature in Mn3O4 is well above room temperature
(T=1440K), so attempting to remove tetragonal domains created during crys-
tal formation is impractical. Therefore nearly all Mn3O4 samples contain
nearly equal amounts of all three tetragonal orientation domains. Previous
MFM and electron backscatter diffraction studies observed multi-scale mag-
netic inhomogeneities which were then registered to the tetragonal domain
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structure (Figure 1.14(a))[14]. The predicted cause of these inhomogeneities
was phase coexistence between the two lowest temperature phases. Subse-
quent x-ray diffraction measurements confirmed this strain-mediated phase
coexistence[46].
Figure 1.14: Examples of strain-induced inhomogeneity in materials. Previ-
ous MFM measurements on the spinel compound Mn3O4, (a), reveal stripe
patterns defined by the crystallographic domains (near the right edge of the
image). The magnetic inhomogeneity is due to phase coexistence between two
crystal lattice structures. The black-outlined features are lithographically-
patterned registration marks which do not affect the material properties.
Similar stripe features appear in computational models of metal-insulator
behavior in perovskite manganites, (b).[14, 15]
Long-range interactions with the strain field are are also essential to the-
oretically understanding the metal-insulator behavior observed in the per-
ovskite manganites[15]. Figure 1.14(b) shows a computational model of that
system which produces multi-scale inhomogeneities similar to those observed
in Mn3O4. In this study, strain field interactions were essential to producing
very short length-scale inhomogeneities like the ones observed in both Mn3O4
and (as will be discussed further in Chapter 4) MnV2O4.
Given the important role strain plays in compounds such as MnV2O4,
purposefully inducing mechanical strain into a sample can be a powerful
tool for better understanding them. Techniques for introducing strain into
materials vary based on what type of strain is desired. Uniaxial strain can be
introduced through clamping or bending of the sample. For example, strain
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studies of some 2-D materials use flexible substrates to introduce uniaxial or
biaxial strain[47]. Symmetric biaxial strain can also be induced by pushing
a hard point-probe into a the center of a thin sample. Lastly, mechanical
strain can be introduced by taking advantage of the thermal properties of
the mounting system. When using a rigid mounting method like permanent
epoxy, the goal is usually to try to match the thermal contraction coefficient
of the epoxy to that of the sample to prevent unwanted strain. Repeated
thermal cycling of a mismatched system can result in failure of the epoxy or
destruction of the mounted item. However, by intentionally choosing such an
epoxy, one can induce significant strain into the sample in one step without
additional apparatus.
1.4.5 Local and Bulk Investigations of MnV2O4
Previous research on MnV2O4 and other multiferroic spinels has been con-
ducted largely using bulk probes such as neutron scattering [48–50], SQUID
magnetometry [11, 35, 51], x-ray diffraction [33, 35, 36], and Raman scat-
tering [52, 53]. In one sense, scattering techniques are extremely small-scale
because they are used to measure properties related to the unit cell or in-
dividual atoms. However these are bulk techniques in the sense that the
quantities they measure are averaged over thousands or millions of unit cells.
In x-ray diffraction for example, the averaging volume is determined by the
x-ray beam spot size and penetration depth. Spot sizes are typically larger
than 50µm and can be as large as a few millimeters. The averaging in bulk
techniques is advantageous because it allows sensitive measurements that
also characterize the sample as a whole.
One distinct disadvantage of bulk techniques is that by averaging over
many unit cells small-scale inhomogeneities in sample properties can be over-
looked. If some magnetic ordering modulates periodically over several mi-
crons, a bulk probe that averages over hundreds of microns will not detect
the modulation. Another disadvantage of bulk techniques is that data in-
terpretation often requires extensive modeling and auxiliary assumptions. In
particular, most theoretical models and data interpretations rely on assuming
the sample properties are homogeneous across the averaged volume.
To be truly confident in understanding the properties and phenomenology
of a material, it is best to complement bulk investigations with more local
26
techniques such as scanning probe microscopy. Local techniques provide a
check on the assumptions involved in interpreting data provided by other
techniques. Local techniques also reveal a great deal about the microscopic
details of real materials such as domain formation and dynamics, hysteresis
effects, and defect effects.
Previous reports of local investigations of MnV2O4 and other spinel com-
pounds are rare. One notable exception comes in the form of cryogenic
transmission electron microscopy (TEM) measurements of thin-film MnV2O4
samples[12]. They observe magnetic domain formation in the lowest temper-
ature phase of MnV2O4 independent of the tetragonal domains formed by the
Jahn-Teller distortion. However the magnetic domains disappear as the tem-
perature is decreased below approximately T=42K. In similar experiments,
thin-film MnV2O4 samples were subjected to mechanical strain through dif-
ferential thermal contraction between the sample and mounting system[54].
The high-strain samples showed more regular magnetic structure which often
corresponded to the tetragonal domain structure. In addition, the amount
of mechanical strain affected what type of tetragonal domain pattering was
observed.
The above TEM measurements are useful in showing the role of strain
in MnV2O4, but they do not come close to creating a comprehensive un-
derstanding. First of all, thin-film samples often exhibit behaviors that are
radically different from their bulk counterparts. From a scientific perspective,
it is desirable to understand both cases and how they relate to each other.
Understanding the bulk behavior is also necessary to eventually design new
multiferroic materials. Secondly, there were no TEM measurements with an
external magnetic field. The connection between the magnetic, orbital, and
structural properties of MnV2O4 means that measurements investigating the
effects of applied magnetic fields are crucial to understanding the relationship
between mechanical strain and magnetic ordering.
By using a sub-micron size magnetic probe, magnetic force microscopy
(MFM) can measure magnetic properties that are averaged over just tens of
unit cells. Consequently, MFM measurements can reveal small-scale mag-
netic inhomogeneities that have been missed in bulk measurements. The
MFM probe directly interacts with the magnetic field created by the sample.
Although the interaction is not necessarily intuitive, interpreting MFM data
does not require extensive modeling and auxiliary assumptions discussed at
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the beginning of this section. Using a proper apparatus, MFM can be used
to investigate the strain-related phenomena in MnV2O4 over a wide range
of temperatures, length scales (0.1µm to 100µm), and magnetic fields (0T
to 6T). This combination of sensitivity, spatial resolution, and phase space
range makes MFM the ideal technique to study MnV2O4 to both complement
previous research and help to resolve some of the continuing debate over the
low-temperature behavior of this material.
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Chapter 2
Experimental Methods and
Apparatus
The experiments described in this dissertation are investigations primarily
performed via low-temperature magnetic force microscopy (MFM). MFM
falls under the general category of scanning probe microscopy, in which a
sharp physical probe is brought into close proximity to the sample surface.
Depending on the properties of the probe, different interactions can exist with
the sample. These include electron tunneling (STM), van der Waals forces
(AFM), Coulomb interactions (EFM) and magnetic interactions (MFM).
Scanning probe techniques are advantageous because they can provide in-
credible spatial resolution to measure local phenomena not possible with
bulk probes. Excluding STM, the techniques listed above are also referred
to as scanning force microscopy (SFM) techniques because they measure a
force exerted on the probe by the sample (as opposed to a tunneling cur-
rent). The majority of common scanning force techniques utilize a flexible
cantilever spring clamped at one end as an actuator to convert the probe-
surface interactions into measurable properties of the lever, such as its static
deflection or frequency and amplitude of oscillation.
The most sensitive AFM measurements are conducted in what is called
contact mode. The cantilever is brought into contact with the sample and the
static deflection is measured to obtain a topographic image of the surface.
However, for many applications, contact between the probe and sample is
neither necessary nor advantageous. Instead the scanning force microscope
is operated in what is called non-contact or dynamic mode. In this mode, a
driving force from the apparatus is used to excite the cantilever oscillation.
For small deflections, the levers are well-described as harmonic oscillators.
Interactions between the sample and probe are then measured through their
effects on the damping and driving of the lever.
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Figure 2.1: Schematic design of a scanning force microscope. The cantilever
(`) and tip (t) are brought into close contact with the sample (S). The
cantilever is vibrated by applying AC voltages to the bimorph (BM) and
the vibration is detected using one of a number of methods (P). The lever,
tip, and sample positions (u,z,g) are all important in analyzing the instru-
ment response. A 3-D positioning system is necessary for scanning, but not
pictured.[16]
Figure 2.1 shows an abstract schematic design of a bimorph-driven scan-
ning force microscope [16]. The lever, `, oscillates in the z-direction with
deflection u and tip (t) position z. To achieve fine spatial resolution, the tip
is sharpened to have a radius of curvature well below 100nm. Commercial
AFM cantilevers are available with tips having 2nm radii of curvature. This
sharp tip comprises the physical probe, and the terms “tip” and “probe”
are used interchangeably. In some modes of operation, the tip is excited
into oscillation by the electric bimorph, BM. The tip is brought into close
proximity to the sample, S. Unless otherwise indicated, throughout this doc-
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ument we will consider the sample surface as occupying the xy-plane and
the probe oscillating normal to the sample in the z-direction. The motion
of the lever is monitored by a detector, P. In this setup, both the oscillation
and detection are confined to the z-direction. Consequently, only interac-
tions that have a z-component to the resulting force can be measured. The
vast majority of SFM setups use single-direction oscillators. One prominent
example of dual-mode oscillators are nanowire structures[55, 56], which are
grown isotropically and thus have two orthogonal oscillation modes.
2.1 Force Microscopy in Theory
Central to the technique of dynamic mode scanning force microscopy is the
behavior of the damped-driven harmonic oscillator captured by the equation
of motion
m
d2z(t)
dt2
+ γ
dz(t)
dt
+ kz(t) = F (z, t) (2.1)
where z(t) is the displacement of the oscillator, m is its effective mass, γ
is the damping coefficient, k is the spring constant and F is the external
driving force. In the experiments described below, the force field generated
by the sample is constant in time, but varies in space. However as the tip
oscillates, the force acting on the tip can be written as having sinusoidal
time-dependence with angular frequency ω equal to the cantilever oscillation
frequency. For a force with constant amplitude F0, it is easy to show that the
steady-state solution of z(t) is also sinusoidal with the same frequency [57].
The amplitude of oscillation and phase lag between drive and oscillation are
given by
z0 =
F0/m√
(ω2 − ω20)2 + γ2ω2/m2
(2.2)
tanφ =
γω/m
ω2 − ω20
(2.3)
where ω0 =
√
k/m is the natural resonance frequency of the oscillator. For
a constant driving force, the oscillation amplitude is determined by a com-
bination of factors, including the difference between the drive frequency, ω,
and the natural resonance frequency, ω0. If the resonance frequency of the
oscillator changes due to an external interaction, the cantilever motion will
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be affected.
Another important quantity in determining the behavior of the oscillator
is its quality factor:
Q =
mω0
γ
. (2.4)
The quality factor of the oscillator is essentially a measure of how much
damping exists in the system. Sample interactions which damp the cantilever
motion will affect the quality factor. In addition, the quality factor is a
measure of the bandwidth of frequencies that appreciably drive the oscillator.
Oscillators with large quality factors require more precise drive control.
We are interested in how an external force can affect the motion of the
cantilever in a measurable way. Again assuming that the force on the probe
has only position dependence, one can write the force on the lever as a Taylor
expansion around the equilibrium position z0.
F (z) = F (z0) + (z − z0)dF
dz
∣∣∣
z=z0
+O((z − z0)2) (2.5)
For small oscillations the higher order terms can be ignored. The zeroth-
order term simply shifts the equilibrium position slightly, so it can also be
ignored. However, the first derivative term depends on z. This term is folded
into the left side of Equation (2.1) to give
m
d2z(t)
dt2
+ γ
dz(t)
dt
+ (k − dF
dz
∣∣∣
z=z0
)z(t) = 0. (2.6)
The result is the equation of motion for a damped-driven harmonic oscillator
with spring constant changed by
∆k ≡ dF
dz
∣∣∣
z=z0
(2.7)
We note that the derivative of the external force, not the force itself, deter-
mines the change in effective spring constant of the cantilever. Scanning force
microscopy fundamentally depends on spatial variation of the tip-sample in-
teraction. The new spring constant corresponds to a shifted natural reso-
nance frequency
ω′0 =
√
k −∆k
m
= ω0
√
1− ∆k
k
. (2.8)
Depending on the experimental technique, the change in resonance frequency
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of the cantilever can be measured in two ways, amplitude and frequency
modulation, which are described in the next section.
2.1.1 Amplitude and Frequency Modulation
There are two main modes of operating a vibrating force microscope: am-
plitude modulation (AM) and frequency modulation (FM). These names
describe the parameter that is measured as feedback from the interaction
between the sample and the probe. In amplitude modulation, drive fre-
quency and strength are held constant while the oscillation amplitude varies.
Figure 2.2 provides a visual explanation as to how this is achieved. The
cantilever is driven at a constant frequency, ωd, slightly off the resonance
frequency. Interactions between the probe and sample induce a shift in the
resonance frequency, ∆ω. This results in a change in the oscillation ampli-
tude, ∆A. Proper modeling or measurement of the lever resonance spectrum
allows one to quantitatively measure the shift in resonance frequency.
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Figure 2.2: Amplitude modulation detection for dynamic scanning force mi-
croscopy. The graph shows the steady state oscillation amplitude as a func-
tion of frequency for the cantilever oscillator. The lever is driven at a constant
drive frequency (ωd) which is slightly different from the natural frequency
(ω0). Interactions between the tip and sample shift the natural frequency of
the lever by ∆ω to ω′0. Since the natural frequency has changed relative to
the constant drive frequency, the oscillation amplitude changes by ∆A.[17]
Amplitude modulation is by far the most common mode in commercial
AFMs due to its ease of implementation in ambient lab conditions. Am-
plitude modulation requires less instrumentation and fewer tuning param-
eters than frequency modulation. By using low-amplitude oscillation and,
often, a liquid scanning medium, amplitude modulation mode AFMs can
achieve atomic resolution at ambient conditions [58]. However, amplitude
modulation is not suitable for the vacuum conditions necessary to achieve
cryogenic temperatures. As air-damping becomes negligible in vacuum, the
quality factor of the oscillator increases by several orders of magnitude. The
narrow resonance peak results in a narrow dynamic range of measurable
force-derivatives. Additionally, high-Q oscillators have long ring-down times.
When the resonance frequency changes, the oscillator requires a long time to
arrive at the steady-state oscillation amplitude[17].
For the experiments described in this paper, frequency modulation force
detection was employed. For FM force detection, the lever is driven at its
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natural resonance frequency by means of a piezoelectric transducer. Just as
in AM detection, force gradients acting on the tip cause a shift in the natural
frequency. Returning to Equation (2.8), we can derive the change in resonant
frequency resulting from a specific ∆k.
∆ω
ω0
=
ω′0 − ω0
ω0
=
√
1− ∆k
k
− 1 (2.9)
In the limit ∆k  k the measured frequency shift becomes
∆ω =
ω0
2k
dF
dz
∣∣∣
z=z0
(2.10)
In practice, the non-angular frequency is the measured quantity. To better
connect with experimental results, we change notation to arrive at:
∆f =
f0
2k
dF
dz
∣∣∣
z=z0
(2.11)
Equation (2.11) provides the starting point for all attempts at quantita-
tive MFM. It is important to reiterate that a constant force has no effect
on the oscillator frequency; rather, the gradient of the force acting on the
lever determines its response. MFM measurements provide data on the force
gradient field created by the sample. Furthermore, since oscillation and de-
tection is only in the z-direction, the force gradient entering into the analysis
above is only the z-component of the total force gradient acting on the os-
cillator. The underlying magnetic structure must then be back-calculated
through modeling or other measurements.
2.1.2 Details For Finite Size Magnetic Probe
The previous section did not elaborate on the nature of the force acting
on the probe nor did it account for the finite extent of the tip. The former
determines exactly how the probe responds to the magnetic field distribution
and the latter accounts for the fact that different parts of the probe experience
different forces.
Before deriving the result for a finite magnetic tip, it is helpful to first
consider the case of a single magnetic dipole. In this case, only the force
acting exactly at the position of the point-dipole induces a frequency shift
in the oscillating lever. This force is given exactly by Equation (2.11) at the
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position of the point-dipole. Although it is somewhat unphysical, the point
dipole approximation has been demonstrated as a good model for solid and
thin film magnetic probes where the magnetic area of interest is the single
domain at the point of the sharpened tip[59, 60]. In these examples, the
relevant model parameters are measured experimentally. For other types of
probes, the point-dipole approximation is often used as the simplest approx-
imation of an extended MFM probe to yield semi-quantitative results based
on estimates of the model parameters.
The force acting on a magnetic dipole with moment ~µ subject to a mag-
netic field ~B is given by the gradient of the potential energy:
~F = ∇(~µ · ~B) = ∇(µxBx + µyBy + µzBz) (2.12)
Because the oscillation is only affected by forces in the z-direction, we can
ignore the off-axis coordinates. For constant ~µ, the z-component of the force
gradient then becomes
dFz
dz
= µx
d2Bx
dz2
+ µy
d2By
dz2
+ µz
d2Bz
dz2
(2.13)
Inserting Equation (2.13) into Equation (2.11), one sees that the frequency
response of the probe depends on the second spatial derivatives of the mag-
netic field produced by the sample, i.e., the field curvature. A dipole aligned
purely in the z-direction yields the simpler result
dFz
dz
= µz
d2Bz
dz2
(2.14)
wherein only the curvature of the z-component induces a frequency shift.
Inserting Equation (2.14) into Equation (2.11), we obtain
∆f =
f0µz
2k
d2Bz
dz2
∣∣∣
z=z0
(2.15)
which serves as the starting point for considering an extended magnetic
probe.
The magnetic field curvature resulting from common magnetic systems,
such as alternating magnetic domains or uniform wires, is highly nonintu-
itive. The field curvature is not necessarily maximal where the field itself
is strongest and vice versa. Thus, interpreting MFM data is not always a
straightforward task.
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In general, one must consider the spatially varying magnetic field curva-
ture interacting with a spatially varying magnetic moment throughout the
tip’s volume. This is achieved simply by integrating Equation (2.15) over
the the magnetic volume. Instead of a magnetic moment µz, we consider the
continuous magnetization Mz. The tip response then becomes the integral
∆f(~r) =
f0
2k
∫∫∫
Mz(~r
′ − ~r)d
zBz
dzz
(~r ′)d3~r ′ (2.16)
where Mz(~r) is the spatially varying tip magnetization and the integral runs
over the entire probe bulk. Notice that Equation (2.16) is effectively a three-
dimensional convolution of the field curvature with the tip magnetization.
This interpretation will help guide our thinking as we attempt to simplify
Equation (2.16) into something more easily calculated.
As it turns out, a full, three-dimensional treatment of the problem is not
necessary. Using properties of magnetic fields, the problem can be simplified
to two dimensions without loss of generality of information. This greatly
simplifies both the computational load of calculating the tip response and
the task of data analysis[61].
In the current-free space above the sample, Ampe´re’s circuital law reduces
to
∇× ~B = 0 (2.17)
This implies that the z-component of the magnetic field (or its derivatives)
in any xy-plane can be analytically related to that in another xy-plane by
convolution with the Green’s function
G(ρ, z) =
z
2pi
( 1
ρ2 + z2
)3/2
. (2.18)
where ρ is the in-plane distance between the related points and z is the
out of plane distance between the two related points. Using this property,
the three-dimensional probe magnetization can be analytically reduced to a
two-dimensional representation M
(2)
z given by
M (2)z (~r||, h) =
∫∫∫
G(|~r || − ~r ′|||, z′ + h)Mz(~r ′||, z′)d2~r ′||dz′ (2.19)
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which interacts with a the magnetic field curvature as a dipole sheet occu-
pying a single xy-plane. In general, the reduction can be done to place the
two-dimensional representation at any z-position. For simplicity and intu-
ition, it is preferable to use the plane containing the tip apex or some plane
between the sample and tip.
After reducing to the two-dimensional representation of the tip magneti-
zation, the measured frequency response takes the form:
∆f(~r||, z) =
f0
2k
∫∫
M (2)z (~r
′
|| − ~r||, h)
dzBz
dzz
(~r ′||, z − h)d2~r ′|| (2.20)
In this sense, the two-dimensional magnetization representation M
(2)
z can
be thought of as a point spread function (PSF) by which field curvature at
one location contributes to the frequency response at a range of points sur-
rounding it. Continuing through the document, we will consider the terms
“two-dimensional tip magnetization representation” and “point spread func-
tion” as interchangeable. The tip PSF can also be thought of as the in-
strument response function to a given magnetic field distribution from the
sample. Different terminology is favored by different fields, such as optical
microscopy and astronomy.
For the goals of most MFM studies, exact quantitative results are not nec-
essary. For example, when investigating bit density in magnetic recording
media or domain wall motion in magnetic materials, the qualitative contrast
provides all the desired information. So, in many cases, the process of ex-
tracting the magnetic field curvature from the measured frequency shifts is
ignored. However, that is not the case for these investigations. We desire
quantitative evidence to support our claims about the magnetic structure of
MnV2O4, which necessitates a quantitative analysis of the data.
2.1.3 Quantitative Analysis of MFM Data
With the goal of extracting the magnetic field curvature from the measured
frequency shifts, a two-dimensional deconvolution is still necessary. How-
ever, performing any deconvolution on experimental data is difficult for sev-
eral reasons[62]. Firstly, analytical inversion techniques are very sensitive to
noise in the measured data. The noise contribution to the measured signal is
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unknown and presents a serious challenge to any attempts at using analyt-
ical techniques. Secondly, noisy deconvolution is mathematically ill-posed.
With an unknown noise signal, there is no unique solution. A family of sim-
ilar field-curvature solutions will yield the same measured frequency shifts
within the noise limits. Finally, standard analytical and algorithmic decon-
volution techniques depend on knowing the tip magnetization distribution
to high accuracy. In reality, determining this magnetization distribution is
extremely difficult. A priori calculation of the tip’s micromagnetic structure
must take into account a variety of phenomena, like shape anisotropy effects,
domain structure, thin-film effects, and the specifics of the magnetic probe
material. Some techniques exist for measuring the micromagnetic probe
structure[63, 64], but they are time-intensive and still do not provide the
necessary accuracy.
Calculating the tip PSF from the actual magnetization distribution is
therefore impractical. The best option is to somehow measure the tip PSF
itself without direct knowledge of the full magnetization distribution of the
tip. In fact, this indirect measurement is the superior option for three main
reasons. First, given the inaccuracy of other methods, indirect measurement
will yield the most accurate results to be carried forward in the data analy-
sis. Second, the tip PSF is the quantity that appears in the two-dimensional
derivation. Therefore, measuring the tip PSF itself will simplify future analy-
sis. Third, measurement of the tip PSF is achievable using only the apparatus
required for the MFM measurements themselves. All that is required is a cal-
ibration experiment, which can be performed at any time with respect to the
other measurements.
The tip PSF can be obtained from measured data by essentially reversing
the logic of Equation (2.20). If the field curvature of a certain sample is suffi-
ciently known, the point spread function can be experimentally determined.
This can be achieved using a well-characterized magnetic sample, or by using
a man-made model electronic system. The benefit of the latter is that mod-
ern lithography techniques enable precise control over device fabrication with
nearly limitless possibilities for the system design. For our calibration ex-
periment, we used a simple current-carrying wire lithographically patterned
onto a silicon substrate. More details of the calibration experiment can be
found in Chapter 3.
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2.2 Experimental Setup
Because the magnetic probe is physically rastered across the sample surface,
MFM requires a more complex experimental apparatus than many common
low-temperature techniques. This section will provide a description of the
most important elements involved in actually performing low-temperature
frequency modulation MFM measurements. A high-level schematic (very
similar to that found in [14]) of the apparatus is shown in Figure 2.3. The
box diagram at the top of Figure 2.3 shows how the different control and
measurement systems interact with the apparatus and form the image data.
Everything shown inside the dashed box operates under high vacuum and
resides in a 4He bath cryostat with built-in 6T superconducting magnet.
The magnetic field lies normal to the sample surface. A continuous flow
3He cryostat option is available, but was not used in any of the experiments
described in this paper. The following sections will go into more detail about
the different sub-systems.
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Figure 2.3: Schematic diagram of the MFM apparatus, comparable to Fig-
ure 2.1. The image data is constructed with inputs from the data acquisition
system and the scanning control system. Oscillation and frequency detection
of the cantilever rely on the laser interferometry system and the piezoelec-
tric transducer. Magnetic field can be applied normal to the sample surface.
Everything inside the dashed box is under vacuum at low temperature. The
sample must be thermally isolated to prevent heating of the MFM apparatus
when the sample temperature is increased.
2.2.1 Preparation of the Magnetic Tip
The magnetic probes used for the experiments detailed in this document are
derived from commercially available AFM cantilevers. Aspire CCS conical
contact mode short cantilevers (manufactured by Nanoscience Instruments)
were chosen because of their combination of moderate natural frequency, low
spring constant, and high quality factor. Although they were designed for
contact mode AFM in air, we employ a dynamic mode frequency modula-
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tion scheme. These cantilevers are mass-manufactured from highly doped
single-crystal silicon using proprietary lithography methods. In this type of
cantilever, a ∼15um tall conical tip with 30◦ opening angle points normal
to the plane of the cantilever. Cantilevers had varying spring constants and
natural frequencies in the ranges k ∼ 0.01 − 0.3N/m and f0 ∼ 10 − 30kHz.
Quality factors also varied, centering around Q ∼ 300, 000 at T = 4K in
vacuum.
In more conventional applications, it is often desirable to use cantilevers
with thin-film coatings applied to one or both faces of the lever. Aluminum
coatings are often used to increase reflectivity and produce higher signal in
the detection apparatus. Magnetic coatings are also available to provide
simple, out-of-the-box MFM capabilities. Unfortunately, these coatings are
not compatible with cryogenic or high magnetic field operation. Cooling
a coated cantilever to cryogenic temperatures results in significant warping
of the lever. The silicon lever and metallic coating form a bimetallic strip,
which deflects due to the differing thermal contraction rates of the two ma-
terials. This problem is exacerbated by the low rigidity of the Aspire CCS
cantilevers especially. Magnetic coatings also cause problems when operated
in the presence of strong magnetic fields. The goal of MFM is to measure
only the magnetic interactions between the probe and the sample, even in
large applied magnetic fields. However, it was discovered that cantilevers
with too much magnetic material away from the tip apex have significant
interactions with the external magnetic field[14].
The solution to these problems is to apply magnetic material to as little
of the cantilever as possible, while ensuring that the lever provides mag-
netic sensitivity. Figure 2.4 shows a schematic of how this is accomplished.
The cantilever is shadowed using a sharp razor blade. The lever is then
positioned directly behind the razor blade using a pair of compact vacuum
compatible translation stages. The entire assembly is placed in an electron-
beam evaporator and magnetic material is applied to the exposed portion.
Electron-beam evaporation is a highly directional process, resulting in very
little stray magnetic material.
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Figure 2.4: Schematic diagram showing how magnetic probes are fabricated.
A commercial AFM cantilever is mounted behind a sharp razor blade. Trans-
lation stages control how much of the cantilever tip is shadowed by the razor
blade edge. When magnetic material is deposited, only a small portion of the
cantilever near the tip apex is coated. This magnetic coating method pre-
vents unwanted mechanical effects at low temperature and allows increased
magnetic sensitivity.
After preparation, the presence of evaporated material is confirmed using
a scanning electron microscope (SEM). Figure 2.5 shows a SEM micrograph
of a tip similar to those used in the experiments. The deposited material can
be seen on the upper left portion of the cone as an area of lighter contrast.
As can be seen in both figures, this method only coats one side of the coni-
cal tip with magnetic material. In principle, this configuration should pose
no problems with magnetic sensitivity because the tip-sample interaction is
highly-localized to the tip apex. At the apex, the asymmetry is negligible
due to the nanoscopic details of material deposition. No detrimental side
effects to this asymmetric coating have been discovered.
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Figure 2.5: SEM micrograph of the post-deposition tip. The deposited mag-
netic material appears as lighter contrast on the upper left portion of the
cone. The deposition process preserves the integrity and cleanliness of the
original cantilever and tip.
The magnetic coating used on our cantilevers was a trilayer of titanium
(Ti) and an iron-cobalt (FeCo) alloy. The first layer was 3nm of titanium to
provide good adhesion for the subsequent layers. The second layer consisted
of 10nm of a 70% Fe 30% Co mixture. The third layer was 6nm of Ti to
prevent oxidation of the FeCo. The 70%-30% Fe-Co alloy was chosen for the
magnetic layer because this ratio and combination of elements results in the
maximum saturation magnetization observed in bimetallic alloys[65].
A significant advantage of using these probes is that they require mini-
mal processing and take good advantage of commercially available products.
A new magnetic tip can be produced and confirmed in less than a day and
stock Aspire CCS cantilevers can be kept readily available. The minimal
processing also preserves the integrity and mechanical properties of the orig-
inal cantilevers. Previous methods which required a multi-step liftoff process
resulted in reduced quality factors [14].
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2.2.2 Temperature, Pressure, and Magnetic Field
Control
In order to perform the desired MFM measurements, a variety of environmen-
tal conditions must be maintained. These include temperature, pressure, and
magnetic field control. Temperature control is achieved using a custom-built
4He bath cryostat. The experimental apparatus is inserted into a dewar and
submerged in liquid 4He. After equilibration, the system as it was used can
maintain a minimum temperature of approximately 4K. A superconducting
solenoidal electromagnet is built into the dewar such that the MFM appara-
tus itself occupies the coil center when inserted into the dewar. The cryostat
was designed and manufactured by Cryomagnetics, Inc.
Several temperature sensors are placed throughout the system for tem-
perature monitoring throughout cooling, operation and warming. The most
important are a Lakeshore DT-470 silicon diode temperature sensor and a
Lakeshore Cernox temperature sensor. The silicon diode sensor is mounted
to the MFM base plate to best measure the temperature of the overall MFM
system. Because the temperature range of interest for these experiments is
well above the base temperature of the cryostat, the sample stage is ther-
mally isolated from the rest of the MFM apparatus by a rod of G10 FR4
glass-reinforced epoxy. When the sample stage temperature is raised to the
highest operating temperatures (≈80K), the microscope base temperature
increases by less than 2K. The Cernox temperature sensor is mounted di-
rectly on the sample stage to monitor the sample temperature. We increase
the sample temperature using a 450Ω resistive heater also mounted directly
onto the sample stage. Sample cooling from T=80K to T=40K can take as
long as 90 minutes because of the weak thermal link between the sample and
cryostat. This cooling time was important because many of the experiments
involved repeated heating and cooling.
The MFM apparatus itself is operated inside a chamber that is evacuated
to high vacuum (10−6 − 10−8 mbar). Evacuation is necessary for cryogenic
operation as the common gaseous constituents of air have boiling points
above the desired 4K base temperature. A Pfeiffer turbomolecular pump
system was used to evacuate the main vacuum chamber. The vacuum was
monitored using an integrated Pfeiffer cold cathode gauge.
As mentioned before, the external magnetic field was generated by a
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solenoidal superconducting electromagnet built into the cryostat dewar. The
magnet is capable of producing magnetic fields up to B=6T, but the high-
est field used in these experiments was B=3T. In these magnets, the field
strength is controlled by the electric current running through the magnet
coil. We used a Cryomagnetics CS-4 power supply to control the magnet
current. The magnet was equipped with a persistent switch heater. A per-
sistent switch heater allows the electrical connection between the magnet and
power supply to be broken, permitting the magnet coil to remain energized
by the persistent superconducting current. The magnet and power supply
were calibrated before installation to ensure accuracy of the applied magnetic
field.
2.2.3 Deflection Detection
All scanning force microscopy techniques depend on accurate detection of
the cantilever deflection. In contact mode, this deflection is static, while in
dynamic mode the deflection is oscillating. Most commercial SFM systems
reflect a laser or LED light from non-tip side of the cantilever and capture that
light on a photosensitive detector. As the cantilever deflects, the reflected
light changes position on the detector. However, a beam deflection detection
scheme is not compatible with cryogenic MFM. This is due to both space
limitations and vacuum compatibility considerations.
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Figure 2.6: Interferometer setup for cantilever position detection. The
1510nm laser light starts at the input terminal and enters the 99:1 direc-
tional coupler. 99% of the source light is directed to the transmission termi-
nal where it is dumped into the power monitor. The remaining 1% reaches
the MFM apparatus where reflections from the fiberoptic termination and
cantilever surface interfere to create the desired signal. Passing again through
the 99:1 directional coupler, 99% of the interference signal reaches the back
coupled terminal where it is detected by a photodiode.[14]
Instead, we utilize a laser-driven fiber optic Fabry-Pe´rot interferometer
to detect cantilever deflection[66]. Figure 2.6 shows a schematic of how the
interferometer is set up. In a Fabry-Pe´rot interferometer, the optical “arms”
share much of the same optical path. The interference is formed when a
partially reflective element is placed in the beam path. In our interferometer,
the end of the fiber optic filament itself provides this partial reflection. The
rest of the beam reflects off the cantilever and is collected back into the
optical fiber. We use a 1.6mm focal length lens to better focus the light
onto the cantilever and collect it back into the fiber optic filament. The
cantilever’s changing position corresponds to a change in the optical path
length difference between the two signals. The end of the fiber optic filament
was cleaved to ensure proper transmission and reflection. As can be seen
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in the lower right of Figure 2.6, the only pieces of the interferometer that
are placed inside the vacuum chamber are the end of the fiber optic cable
and the lens assembly. Both of these are compact and vacuum compatible,
as opposed to a beam deflection detection scheme. To reduce the effects of
reflections from the sample surface, the cantilever, fiber, and lens assembly
are tilted by 12◦ with respect to the surface normal.
The rest of the interferometer instrumentation is somewhat more com-
plex. Note that two distinct, but coupled, fiber optic filaments are employed.
We use an OKI Optoelectronics 5mW 1510nm diode laser driven by a Thor-
labs laser diode driver. High-power laser light will deposit undesired energy
into the cryogenic part of the apparatus, so we use a JDS Uniphase 99:1
directional coupler to greatly reduce the beam intensity. 99% of the original
laser light is directed toward the transmission terminal where it is sunk into a
photodiode power monitor. The remaining 1% of the laser light travels down
to the vacuum chamber where the interference signal is set up. The interfer-
ing reflections travel back through the coupler and 99% of the interference
signal is fed through to the back coupled terminal. The photodiode signal
in the back coupled terminal provides the measured interferometry signal.
The laser diode driving current is modulated by a 200MHz radio frequency
signal provided by a Mini-Circuits voltage-controlled oscillator. This serves
to reduce optical feedback and interference noise[66].
The laser power is further controlled by an OZ Optics voltage-controlled
optical attenuator. The attenuator is placed on the output of the laser pho-
todiode. Feedback from the power monitor at the transmission terminal was
used to control the attenuator and provide constant laser intensity to the
interferometer. Low power is necessary to prevent unwanted heating, but
high power improves the interference signal quality. Compromising between
these two considerations, the laser power impinging on the cantilever was set
to approximately 420nW.
The interferometer signal in the back coupled terminal as a function of
the cantilever deflection,z, has the form
I(z) = If + Ic − 2
√
IfIc cos
(4pi(z − z0)
λ
)
(2.21)
where If is intensity of laser light reflected off the cleaved fiber end, Ic is the
intensity of laser light reflected off the cantilever, z0 is distance between the
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fiber end and the equilibrium cantilever position, and λ is the laser wave-
length. This is the familiar interference equation produced using the law
of cosines. The relative phase between the two waves is determined by the
difference in path lengths 2(z − z0) divided by the wavelength.
In principle, Equation (2.21) can be directly used to determine the can-
tilever deflection. However, we take advantage of the fact that the cantilever
deflection is small compared to the laser wavelength. If the wavelength of the
laser can be modified such that 2z0 = (n +
1
4
)λ for some integer n, then the
value of the cosine function will be very close to zero. Expanding around this
point to first order gives a linear relationship between the measured intensity
level and the cantilever deflection:
cos
(4pi(z − z0)
λ
)
≈ 4piz
λ
(2.22)
The intensity as a function of cantilever deflection can then be written as
I(z) =
1
2
(Imax + Imin) +
2piz
λ
(Imax − Imin) (2.23)
where Imax and Imax are the measured maximum and minimum intensi-
ties. These values are easily obtained by ramping the laser frequency across
several interference periods and recording the appropriate photodiode volt-
ages. To achieve the desired frequency tuning, we attached a thermoelectric
cooler (TEC) to the laser diode. By varying the diode temperature, we are
able to produce the required frequency variation. Once the the quantization
condition is met, the TEC cooling power is controlled to prevent thermal
drift.
The most accurate measurement of the cantilever displacement would be
obtained by focusing the laser at the very end of the lever. However, this
produces undesirable side effects due to the tip’s proximity to the sample sur-
face. Firstly, the laser can induce local heating in the sample itself. Secondly,
laser reflections from the surface will be maximal when the laser is focused
at the end of the cantilever. Thus, we instead focus the laser part way back
from the cantilever end. The difference in deflection between the tip location
and the laser focus is accounted for using a scaling factor derived from the
mechanics of vibrating rectangular cantilevers[67]. The general solution of
this scaling factor is a transcendental equation composed of linear combina-
tions of trigonometric functions. A simpler form exists when expanded to
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fourth order:
c(y, L) =
3L4
y4 − 4Ly3 + 6L2y2 (2.24)
where L is the cantilever length and y is the distance between the base of
the cantilever and the laser spot. Both L and y are measured optically using
a calibrated Olympus microscope during the sample loading process.
2.2.4 Amplitude, Frequency, and Dissipation
Detection
We use a piezoelectric extension transducer block to excite the cantilever at
its resonance frequency. Applying a voltage between the two planes of the
transducer causes the block to become thicker or thinner depending on the
polarity. The cantilever chip is clamped to the transducer and experiences
an impulse from the motion. By properly feeding the cantilever displacement
signal back to the transducer, resonant oscillation is reinforced. This process
is known as “self-oscillation,” because the lever’s own motion is used to deter-
mine the driving signal. Variable amplifiers in the feedback circuit control the
oscillation amplitude, which is typically in the range 10-30nm. We also use a
180◦ phase shifter in the feedback circuit to create the most efficient driving
signal. A custom-built electronics box houses both the voltage-controlled
variable amplifier and the phase shifter. The feedback circuit is implemented
on a National Instruments field-programmable gate array (FPGA). Using an
FPGA allows for real-time measurement of the cantilever amplitude (and
frequency) each oscillation cycle. The FPGA outputs a non-oscillating am-
plitude control voltage, which is fed into the electronics box to control the
variable amplifier gain. We use standard Stanford Research Systems SIM900
components for pre-filtering, post-filtering and additional gaining of the self-
oscillation signal.
The amplitude control output of the FPGA is a measure of how much
energy is required to maintain constant self-oscillation amplitude. Thus,
this output is also a measure of the cantilever damping coefficient. Certain
interactions between the cantilever tip and the sample surface can alter the
damping coefficient just as they can alter the frequency. Experimentally,
we refer to sample-induced changes in the cantilever damping coefficient as
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the “dissipation”. We measure the dissipation simply by subtracting off the
baseline amplitude control output when the cantilever is far from the surface.
We measured the cantilever oscillation frequency using a phase locked
loop (PLL). PLLs work by comparing the input signal to a reference oscil-
lator. The reference signal is used as a trigger to sample the input signal.
The first and second halves of the sample sequence are then summed and
compared to each other. This half-sum-difference is used as the feedback
parameter to vary the frequency of the local oscillator. When the half-sum-
difference is exactly zero, the local oscillator frequency exactly matches the
input signal frequency. Our PLL is implemented on the same FPGA as the
amplitude control, using an Agilent function generator as the reference os-
cillator. The FPGA then averages the frequency measurements and outputs
to the data collection system once per millisecond.
2.2.5 Scanning Control: Current and Previous
Configuration
A scanning force microscope could not be termed so without a method of
scanning the probe across the sample surface. We utilize a combination of
coarse and fine positioners to provide positioning and scanning control. The
apparatus is capable of coarse positioning within a 5mm by 5mm by 5mm
range at both room temperature and T=4K. Fine positioning and scanning
is possible within a 30µm by 30µm range in x and y, and a 15µm range in z
at base temperature. At room temperature, the fine positioning range grows
to 50µm by 50µm by 24µm, although very few scans are performed at room
temperature.
The cryogenic MFM apparatus underwent a significant overhaul over the
course of these and other experiments. The primary change that is relevant
to this work is the introduction of an entirely new scanning and coarse z-
positioning system. Figure 2.7 is a labeled image of the old scanning system.
Previously, we used two Attocube ANPx101 piezoelectric stepper positioners
for coarse positioning in x and y. For coarse z-positioning, we used a custom-
built piezoelectric prism stepper. A triangular sapphire prism was clamped
on three sides with six stacks of piezoelectric shear transducers. The clamping
force was provided by a beryllium-copper leaf spring, which pushed the prism
into a V-shaped groove. By shearing one stack at a time and then returning
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them all to the equilibrium position, the prism could be “walked” in either
direction. We used an EBL Products piezoelectric scanning tube attached
the the prism for fine scanning. The scanning tube has four electrodes, each
running one quarter of the way around the tube and extending over the entire
length. Applying voltages across appropriate pairs of these electrodes causes
the tube to bend. The tube is clamped at one end so the scanning range
comes from the deflection of the free end. In this setup, the cantilever and lens
assemblies were mounted on top x,y positioners facing upward. The sample
was turned upside down and attached to the downward-facing free end of the
scanning tube. Note that in this system, both the sample and cantilever move
to achieve coarse and fine positioning. This fact is somewhat at odds with
the intuitive interpretation of scanning the probe across the sample surface.
The scanning tube system had a fine scanning range of approximately 4µm
by 4µm in x and y, and approximately 0.6µm in z.
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Figure 2.7: Previous scanning apparatus. The coarse scanning methods are
different for X-Y and Z. The coarse X-Y positioners are commercial piezoelec-
tric products located underneath the cantilever and lens/fiver assembly. The
coarse Z positioner is a lab-built piezoelectric prism “walker”. The sample
and associated thermal control and measurement devices are mounted at the
end of a tube-shaped piezoelectric element which provides fine positioning.
This apparatus eventually suffered from design challenges and experimental
problems, prompting a redesign.
The chief reason for initiating the redesign was degrading performance
and slipping of the prism stepper. The stepper began to require increasingly
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large voltages to successfully walk. In the worst cases, the prism could actu-
ally slip downward while attempting to step upward. In several cases, this
caused the sample to impact and destroy the cantilever tip. In those cases,
the experiments had to be abandoned and restarted from room temperature
with a new probe (a significant time and money expenditure). The root
cause of the z-stepper problems remains unknown. Before the full overhaul,
we attempted to rebuild the stepper assembly with new piezoelectric stacks
and an improved clamping mechanism. These measures were unsuccessful
and necessitated a new design.
In updating the microscope design, we were able to solve several other
minor drawbacks associated with the old configuration. Firstly, the inverted
sample mounting geometry made sample loading challenging. In a few cases,
repeated thermal cycling caused samples to detach from the mount and de-
stroy the probe. To solve both these problems, we decided to invert the
cantilever-sample geometry. Sample loading and unloading would become
easier, and problems with sample mounting would not negatively impact the
probe. Secondly, the previous design was only capable of performing exper-
iments in a horizontal cantilever geometry. The horizontal geometry, where
the cantilever length is approximately parallel to the sample surface, is used
in the majority of SFM applications. However, some applications (especially
ultra-sensitive measurements) are better suited for a vertical geometry. In
the vertical geometry, the cantilever points toward the sample surface and
oscillates parallel to the surface. We were able to accommodate both ge-
ometries in the new design, allowing for greater flexibility of the apparatus.
Finally, we took advantage of advances in technology to utilize a thoroughly
tested and supported commercial solution. The commercial system increased
the lateral scan range by a factor of 8 and the vertical scan range by a factor
of 25. The increase in horizontal scan range is important because it allows
much better and faster characterization of the overall sample behavior. The
increase in vertical scan range is important because it tremendously reduced
the time required for one of the most time-consuming pre-measurement ac-
tivities. The initial fine tip approach (where the tip is brought into close
proximity to the sample for the first time) routinely took an entire afternoon
and evening using the old stepper and scanning tube. Using the new sys-
tem, the initial fine tip approach takes around one hour. The increased scan
range also makes subsequent fine tip approaches similarly faster or entirely
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unnecessary using the new system.
Figure 2.8: New scanning apparatus. Coarse and fine positioning on all axes
is provided by a series of commercial piezoelectric products. The sample
and cantilever/lens/fiber assembly geometry has been flipped so that the
sample is now situated below the cantilever facing upward. The addition of
a modular sample stage eliminates the previous requirement to remove the
entire temperature control and measurement system along with the sample.
This design solves many of the challenges associated with the old apparatus.
Figure 2.8 shows the redesigned scanning and sample mounting system.
The coarse and fine positioners are arranged in a single stack, greatly sim-
plifying the mechanical design of the positioning system. On top of the
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positioners lies a copper piece that anchors the thermal isolation pillar and
the sample stage assembly. Cooling braids attached to the microscope body
ensure that the positioner stack remains at base temperature when the sam-
ple temperature is increased. The sample stage assembly has two pieces:
one permanent piece on which the temperature control and measurement
system is mounted, and one removable piece to which the sample and any
sample-specific elements are attached. Disconnecting the sample-specific and
permanent parts of the sample stage greatly reduced sample loading times
and decreased thermometry component failures due to wear. The cantilever
and lens/fiber assembly are now situated above the sample surface and are
statically mounted to the microscope body. This geometry is flipped com-
pared to the previous design. The cantilever is still tilted at a 12◦ angle
relative to the sample surface. Then cantilever/lens/fiber assembly occupies
the space previously taken up by the coarse z-positioner.
2.2.6 Noise Isolation
Isolation from external sources of noise is of prime concern for sensitive cryo-
genic MFM experiments. The electronics described in previous sections were
selected and designed for low-noise operation. Unlike many other experi-
mental techniques, MFM centers around a mechanical oscillator. So isola-
tion from external mechanical vibrations is of special importance. Vibrations
originating from road noise, natural building flexure, and seismic activity can
interfere with MFM measurements. Other sources of noise are also present
within a working research environment. Vacuum pumps and other scientific
equipment can all produce mechanical vibrations in the frequency range of
our cantilevers.
Several layers of vibration isolation exist between the cantilever and ex-
ternal sources of noise. The core MFM apparatus is suspended within the
vacuum chamber from three springs to reduce mechanical coupling to the rest
of the cryostat. The springs can be seen at the top of Figure 2.7 and were
not changed during the scanning redesign. Most of the apparatus (including
the dewar, interferometer, and vacuum pumps, but excluding much of the
electronics) is situated on a custom floating vibration isolation table. Dur-
ing low-temperature operations, the vacuum pumps are turned off. Finally,
the whole apparatus resides in a sound-proofed room in the basement of the
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building.
2.2.7 Preparation of High- and Low-Strain MnV2O4
Samples
Single crystals of MnV2O4 were grown at Florida State University using a
traveling-solvent-floating-zone technique. Appropriate mixtures of MnO and
V2O3 were ground, pressed, and calcined to form the seed and feed rods.
A greater than stoichiometric amount of V2O3 was used to compensate for
evaporation during growth. Details of the growth and characterization are re-
ported elsewhere[35]. Both the high-strain and low-strain samples originated
from the same crystal growth. For both samples crystallographic orientations
were determined via room-temperature x-ray diffraction.
After growth and characterization, the crystal surface normal to the (001)
(cubic) direction was polished. Polishing is necessary to allow effective scan-
ning of the sample surface. If the sample surface is too rough, the tip can
impact the high spots. Depending on the severity of the impact, crashing
the tip can result in loss of resolution and sensitivity or total tip breakage.
In addition, polishing and proper cleaning aids in removing debris from the
sample. Debris can also cause tip impacts or it can adhere to the tip, causing
similar problems. Both samples were polished to approximately 50nm peak-
to-peak roughness. This was done in several steps, using increasingly finer
grit alumina polishing powder in a water medium. The polishing powder grits
were 1µm, 0.3µm and 0.05µm sequentially. It was discovered that MnV2O4
polishes quite quickly, meaning that all the mechanical polishing steps could
be accomplished in only a few hours. A final chemi-mechanical polishing
step was done using 0.05µm alumina polishing powder in a basic (pH = 10)
medium. The sample was placed in a vibratory polishing machine with the
polishing solution for approximately six hours. The chemi-mechanical pol-
ishing step aids in achieving a fine surface finish and in chemically relieving
strain at the sample surface that has been induced by previous polishing
steps.
After polishing, both samples were thoroughly cleaned to remove any pol-
ishing powder or other contaminants. Because mechanical cleaning would
destroy the surface finish required for MFM, the cleaning was done us-
ing an ultrasonic immersion cleaner. The cleaning steps included several
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rounds of deionized water and a commercial ultrasonic cleaning solution
(Surface-Cleanse/930), then ended with cleaning using acetone, followed by
isopropanol.
Figure 2.9: Light micrograph of the low-strain sample surface. Two major
surface defects are present: line-like, raised inclusions and point-like voids.
The voids should have no significant effect on the low-temperature behavior
of the sample. The large spacing will allow for MFM scanning away from
both types of defects. The inclusions run approximately 45◦ relative to the
crystal axes, but do not have consistent or orthogonal orientations.
To verify the surface characteristics, the samples were scanned using a
commercial AFM system (Asylum Research MFP-3D). The AFM measure-
ments showed less than 50nm peak-to-peak surface roughness and an ac-
ceptable amount of debris remaining on the surface. During these checks,
we observed unanticipated defect features on the sample surface. Figure 2.9
shows an optical microscope image of the surface of the low-strain sample,
which shows both types of defects. First, we observed raised line-like features
running across the sample surface forming a crosshatch pattern. Because the
defects are raised relative to the rest of the sample surface, we speculate
that they are inclusions of a non-MnV2O4 material resulting from the crystal
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growth. The second type of defect consisted of nearly-spherical voids within
the crystal. The voids were randomly distributed across the sample surface.
Both types of defects pose a problem to MFM studies of the samples. The
voids pose a potential threat because there is a small chance the cantilever
tip might be accidentally inserted into one and break. The inclusions pose
a stronger problem because they are more widespread and could potentially
affect the behavior of the surrounding MnV2O4. One interesting thing to
note is that the void defects only appeared in the low-strain sample. It
is possible that the void defects only occurred in one section of the grown
crystal. During our measurements, we took care to locate and scan areas
of the sample surface that were free of either type of defect. In some cases,
finding inclusion-free regions was not possible. However, this also allowed us
to observe exactly how the presence of defects can affect the low-temperature
magnetic structure. Further analysis and discussion of this can be found in
Chapter 4.
Next, both samples were coated with 5nm of a gold-palladium (Au-Pd)
alloy. Coating the sample with Au-Pd serves a dual purpose. Firstly, the
Au-Pd provides a non-magnetic, conducting layer to prevent electrostatic
charge build-up on the sample. Any build-up of electrostatic charge that
occurs during sample cooling can affect the cantilever motion and interfere
with measurements. Secondly, the inert Au-Pd serves to protect the sample
from unwanted interactions with the lab environment. Although this is less
important for MnV2O4, some materials must be protected from oxidation or
other effects.
The high-strain sample was a half-boule disc measuring approximately
5mm by 2.5mm wide and 0.5mm thick. Stycast 2850FT epoxy was ap-
plied to the entire back surface of the sample, which was then attached to
a sapphire backing-plate. The total thermal contraction occurring between
room temperature and T=4K is ten times larger for the epoxy than for the
MnV2O4[54, 68, 69]. This differential thermal contraction induces significant
mechanical strain on the sample at cryogenic temperatures. Because the
sample is so thin, we expect that very little strain is be released throughout
the bulk. Furthermore, the thermal contraction in Stycast 2850FT occurs
mainly above the the relevant temperatures for the MnV2O4 experiments[69].
Therefore, we expect the magnitude of mechanical strain induced in the sam-
ple to remain relatively constant throughout the experiments.
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The second sample was prepared specifically to minimize mechanical
strain on the sample surface at cryogenic temperatures. The low-strain sam-
ple was a full-boule cylinder measuring approximately 5mm across and 2mm
thick. This sample was attached to a copper backing-plate using a single
point of EPO-TEK H20E silver-filled epoxy at one edge of the sample. The
epoxy contact was made as small as possible while still ensuring secure ad-
hesion. With only a single point of connection to the backing plate, the
sample is allowed to thermally contract independent of both the epoxy and
the backing plate. Because this sample is much thicker, we expect that any
small strain induced on the back side of the sample is relaxed throughout
the bulk.
Figure 2.10: High- and low-strain samples mounted on their respective back-
ing plates and attached to the sample stage. Both sample surfaces were
highly polished to allow MFM measurements. The low-strain sample ,(a),
was mounted by a single point of silver-laden epoxy which also provided a
conducting path for electric discharging. The high-strain sample, (b), was
mounted by coating the entire back surface with Stycast epoxy. A small
amount of silver-laden epoxy was again used to provide a conductive path for
electric discharging. The low-strain sample and backing plate are mounted
at an angle relative to the sample stage to align the cubic crystal axes with
the scanning axes.
Figure 2.10 shows both MnV2O4 samples mounted and ready to be placed
into the MFM system. After being epoxied to the backing plate, the samples
are clipped to the sample stage. This modular design reduces the need for
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mounting hardware and allows easy adjustment of sample location relative
to the sample stage. In Figure 2.10(b), the sample plate is rotated relative
to the stage so that the crystal axes are aligned with the scanning direction.
Also note that the mounting epoxy is not visible in Figure 2.10(b), because
it resides entirely underneath the sample. The small amount of silver epoxy
at the edge of the sample is there to prevent electrostatic charge build-up,
since both the epoxy and backing plate are insulating.
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Chapter 3
Calibration for Quantitative
Magnetic Force Microscopy
3.1 Calibration Sample Design and
Fabrication
Using artificial magnetic systems to determine the instrument response of
an MFM system is not a new idea. Previous schemes largely center around
current-carrying wires in geometries that facilitate simple or analytic calcu-
lation of the magnetic fields[60, 70–72]. In some cases, calibrated magnetic
nanoparticles have also been used[73]. However, these previous examples all
used either solid or fully-coated thin-film probes. The unique half-coated
probe used in our experiments requires that we perform our own experiment
instead of attempting to estimate based on previous work. Additionally, we
need to also understand the instrument response at cryogenic temperatures
and in the presence of different magnetic field strengths.
We decided to use a current-carrying wire system lithographically pat-
terned onto a silicon substrate. The design was patterned onto the substrate
using electron-beam lithography followed by electron-beam evaporation. The
wire was composed of 70nm-thick gold on top of a 5nm-thick layer of tita-
nium (for adhesion), and had a rectangular cross-section. Modern lithogra-
phy techniques allowed us to incorporate many wire configurations into our
calibration sample, pictured in Figure 3.1. These included rings, step fea-
tures, constrictions, and a zig-zag. Different types and sizes of features were
included because we did not know a priori which features would provide the
best calibration. However, all the features fall within the 1µm-10µm length
scale range. To ensure the most applicable measurement of the point spread
function, the features of the calibration sample must be approximately the
same size as those in the sample to be measured. The small features surround-
ing the wire at regular intervals are registration marks used to determine the
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exact tip location on the sample.
Figure 3.1: Composite optical micrograph of the calibration sample area of
interest. Multiple feature types were included based on reports of previous
MFM calibration experiments. For our experiments, the right-most step-like
junction was the only feature necessary for satisfactory calibration measure-
ments. The slight change in background color to the right of the zig-zag
feature is an artifact of the micrograph stitching.
3.2 Measurement of the Point Spread
Function in Theory
The strategy behind the point spread function approach is to use a known
magnetic field distribution to experimentally measure the instrument re-
sponse of the MFM apparatus. In order to capture the two-dimensional
details of the instrument response, we require non-trivial two-dimensional ge-
ometries like those appearing in Figure 3.1. However, the non-trivial nature
of these features also prevents simple, analytic calculation of the magnetic
fields created by the features. To solve this problem, we used the com-
mercially available finite element analysis solver COMSOL to calculate the
current density distribution within the wire. From there, one can determine
the magnetic field curvature
The relationship between current density and magnetic field is given by
the Biot-Savart law. Since the MFM system is sensitive only to the z-
component of the magnetic field and the current density is constrained to
the x, y-plane, Biot-Savart law takes the form
dBz(~r) =
µ0
4pi
Jxy − Jyx
r3
dV (3.1)
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where Jx and Jy are the two in-plane components of the current density. Tak-
ing the derivative twice with respect to z gives the magnetic field curvature
as a function of the in-plane current density:
d2Bz
dz2
(~r) =
µ0
4pi
(Jxy − Jyx)
(
15z2
r7
− 3
r5
)
dV (3.2)
Away from the non-trivial features, we can treat the rectangular wire as a
collection of infinite straight wires with currents equal to the average current
density of the wire. The field generated by an infinite straight wire is well
known, so finding the total magnetic field is a simple exercise in integration.
Checking the results from this analytic calculation against those from the
COMSOL simulation, we found near-perfect agreement. This comparison
provides an important check on the simulation results and gives us confidence
in using those results in the non-trivial cases.
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Figure 3.2: Computationally modeled current density through the junction
section of the calibration sample. As expected, the current density is four
times higher through the narrower region than the wider region. The simu-
lation predicts current crowding effects at the inside corner of the junction,
and such effects were observed in experiments. The total current is I=1mA.
The simulation results are displayed in Figure 3.2. As expected, the
current spreads out as it flows from the narrower section to the wider section.
There is almost no current flow at the corner outside corner of the step,
especially in the x-direction. One interesting feature is the peak in both
components of the current density at the inside corner of the step. This
current crowding effect would not be accounted for without a finite element
analysis, but it is clearly visible in the data presented in Section 3.3.
Using the field curvature obtained from simulations and the measured
MFM data, it is possible in principle to directly perform a deconvolution to
obtain the point spread function. Yet this process suffers from the same dif-
ficulties and problems described in Section 2.1.3. Instead we chose to model
the tip magnetization and tune the model parameters such that the forward
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convolution of the model PSF and the field curvature matched the mea-
sured MFM data. We implemented models that more accurately portrayed
the spatial distribution of magnetic material on the tip, but those produced
worse fits to the experimental data than a point-dipole approximation. On
one hand, previous reports have found good agreement with a point-dipole
approximation. On the other hand, it is still surprising that the point-dipole
approximation yields good agreement for our unique probe construction.
Figure 3.3: Conceptual picture of the point-dipole approximation as it ap-
plies to the MFM probe. The actual distribution of magnetic material, (a),
consists of a half-cone sheet with unknown magnetization (M) on the surface
of the silicon tip. The point-dipole approximation models the probe as a
single point-dipole situated within the tip. The magnetic moment (mz) and
location (h) are determined by fitting to experimental data. It is often further
assumed that the magnetic moment of the point-dipole is aligned parallel to
the tip oscillation axis.
Conceptual pictures of both the more physically accurate distribution of
magnetic material on the tip and the associated point-dipole approximation
are shown in Figure 3.3. The magnetic material forms a conical shell over
half of the lower portion of the underlying probe, as shown in Figure 3.3(a).
The magnetization, M , is unknown and most likely non-uniform and three-
dimensional in nature. The point-dipole approximation represents the entire
probe as a single magnetic dipole with dipole moment mz residing within the
body of the probe itself. Most importantly, the dipole resides some distance,
h, away from the physical probe apex. As it turns out, only these two free
parameters are required to obtain good fits to the experimental data.
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3.3 Experiments and Extraction of the
Point Spread Function
We found that satisfactory results could be obtained using only one feature
of the calibration sample: the right-most step feature in Figure 3.1. At this
location the wire width changes abruptly from 1µm to 4µm. Figure 3.4
depicts the relevant scanning area and shows the corresponding MFM data.
The MFM data is presented as the frequency shift of the cantilever away from
the natural resonance frequency. This scan was performed at T=4.5K in the
presence of a B=2T external magnetic field. The wire carried I=5mA of
direct current as measured by a Keithley ammeter. The same measurements
were recorded at various temperatures, magnetic field strengths, and sample
currents.
Figure 3.4: Image showing the relevant scan area (left) and the associated
MFM data (right). The MFM data agrees nearly perfectly with the simulated
current density. Peak frequency shifts were observed at the edges of the wire,
with those along the narrow section larger than those along the wider section.
The data away from the junction also agrees with analytic calculations for an
infinite rectangular wire. The MFM scan was performed at B=20kG external
magnetic field.
The frequency data show opposite-sign shifts on opposite sides of the wire.
This is exactly as expected for the field curvature produced by a current-
carrying wire. Additionally, the frequency shifts are larger in the 1µm section
of the wire where the current density is four times larger. At the inside corner
of the junction, there is a peak in the frequency shift, which corresponds
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to the current crowding predicted by the finite element analysis. Also, in
line with both the finite element analysis and the analytical calculation, the
frequency shift is maximum directly above the wire edge.
Figure 3.5: Fitting two line-scans of the MFM data to a point dipole approxi-
mation point spread function (PSF). One line scan comes from the 1µm-wide
section of the wire and the other from the 4µm-wide section. The dashed
traces are calculated from a point-dipole PSF using the best fit parameters
for the position and magnetic moment. There is slight disagreement between
the model and the data at the outer tails of each peak.
Using the full 2-D field curvature from the finite element analysis and
the data shown in Figure 3.4, we tuned the parameters of the point-dipole
model to produce the best fit to the experimental data. The results were a
dipole moment of mz = 2.4 · 10−15 J/T and h = 400 nm. These values are
comparable to those reported previously, taking into account the significant
difference in the amounts of magnetic material and probe geometry[60, 72].
Although the fitting was determined using the full 2-D data, it is more easily
represented using 1-D sections of the data. Figure 3.5 shows two such line-
cuts of the data. The first comes from scanning across the 1µm-wide part
of the wire, well away from the junction. Similarly, the second comes from
the 4µm-wide part of the wire well away from the junction. The traces
overlaid on the data are those produced by the best-fit PSF. The agreement
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between the model fitting and experimental data is quite good, especially
across the peaks. The agreement is worst in the small, opposite-polarity
wings which exist on either side of each peak. The exact reason for the
larger than expected frequency shifts in the wings is not entirely known.
The obvious explanation is that one-dimensional the point-dipole model is
too simplistic. This idea is supported by the fact that adding a small off-axis
component to the dipole moment of the tip corrects for some of the mismatch
between model and data. However, the point-dipole fit provides more than
enough accuracy for the order-of-magnitude estimations we performed on the
MnV2O4 data.
Until now, we have treated the magnetization of the tip as a static quan-
tity. In truth, the FeCo film is a soft magnet and the magnetic tip has a
coercive field of approximately BC =150G. Similarly, the saturation magneti-
zation of the probe is higher than the remanent magnetization. So we expect
that increasing the external magnetic field will increase the magnetization
of the tip and thus change the magnitude of the PSF. This was observed in
our experiments as measurements of the calibration sample were performed
with the same electric current in different magnetic fields. The instrument
response when the external magnetic field was B=2T was approximately 30%
larger than in the absence of any applied magnetic field.
3.4 Determination of Magnetization
Through Domain Modeling
Using the measured tip PSF, we can determine the relationship between the
magnetic field curvature and the measured frequency data. The ultimate goal
is to infer details of the magnetic domain structure from the frequency data.
To do this, we require an additional modeling step to calculate the magnetic
field curvature from a given magnetic domain structure. Following the same
strategy as before, we will generate specific domain structures, convolve the
resulting field curvature with the PSF, and compare to the experimental
data. In contrast to modeling the tip PSF, the experimental data already
provides some important parameters of the magnetic domains, namely their
sizes and shapes.
The magnetic field produced by the tip is insignificant compared to both
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the applied magnetic fields and the magnetic fields produced by the sample
itself. Thus, we expect that the sample magnetization will be unaffected
by the measurements. A rough calculation using the approximate probe
geometry and saturation magnetization of the FeCo film showed that the
magnetic field produced by the tip at the sample location is only a few
Gauss even for the smallest tip-sample separations. We also repeated MFM
measurements and saw no hysteresis or other effects that would indicate that
the tip affects the sample magnetization.
Due to the extended nature of the tip PSF, a single point in the magnetic
field curvature produced by the sample interacts with the tip even when
the tip is relatively far away (on the order of 1µm). Consequently, sharp
changes in the sample magnetization will be smoothed out in the measured
frequency data. Much of the observed magnetic inhomogeneity in the Phase
IV of MnV2O4 consists of a roughly sinusoidal variation in one direction,
but that does not necessarily imply that the underlying magnetization is
also sinusoidally varying. For the observed length scales, even square-wave
magnetic domains would produce sinusoidal frequency shifts. In addition,
it is not enough to consider a single domain in isolation. For repeating
structures like those we observed, all the domains within the area of the PSF
must be accounted for in an accurate calculation.
For our estimates of the sample magnetization, we used both square-wave
and sinusoidal magnetization profiles. For a given amplitude of magnetiza-
tion, square-wave magnetization profiles produce the largest frequency shifts
because they have the strongest variation and, thus, the highest field curva-
ture. Sinusoidal magnetization profiles produce the smallest frequency shifts
because they have the weakest variation and lowest field curvature. In this
way, the square-wave and sinusoidal models provide upper and lower bounds
on the magnetization estimates. In reality, we expect there to be a finite size
domain wall between magnetic domains, so true square-wave magnetization
profiles are unphysical. There is no prior research into magnetic domain walls
in MnV2O4 for comparison. In our model, the square-wave magnetization
profiles correspond to a domain wall thickness equal to the resolution of the
calculation (25nm).
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Figure 3.6: Graphs showing the variation of frequency shift according to do-
main width and depth while holding the other constant. In (a), the frequency
shift reaches nearly its maximum value when the domain thickness is equal to
the scan height (210nm, indicated by the vertical dashed line). We do not ex-
pect domains to be significantly thinner than the scan height, so the domain
thickness is not an important model parameter. In (b), below w=900nm
there is destructive interference between neighboring domains, resulting in
decreasing frequency shifts as the width is decreased. Above w=900nm, the
features arising from neighboring domains are resolvable.
By exploring the effects domain size and shape have on the resulting
magnetic field curvature, we can learn which parameters are most important
in determining the observed frequency shifts. Figure 3.6 shows how the
frequency shift changes according to both the domain width and thickness.
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For each graph, one parameter of the domains is varied while the others
are held constant. Figure 3.6(a) shows how the maximum frequency shift
changes when the domain thickness is changed. The width of the domain
used in this example was w = 200nm and the scan height was h = 210nm
(indicated by the vertical dashed line). The most important aspect of this
graph is that, for magnetic domains with thickness comparable to the scan
height, the resulting frequency shift is not significantly affected by the domain
thickness. It is highly unlikely that the magnetic domains exist purely at the
sample surface, so this result means we can safely ignore exactly how deep
the domains extend into the sample.
On the other hand, Figure 3.6(b) shows a non-trivial variation of the
frequency shift according to the domain width. For domains wider than ap-
proximately 900nm, the features of the individual domains can be detected.
In that case, a square-wave magnetization profile would not produce a sinu-
soidal frequency profile. For domains narrower than approximately 900nm,
the tip PSF begins to average over domains of opposite magnetization po-
larity. As the domain width decreases, the averaging decreases the overall
frequency shift dramatically until it is no longer detectable. For the case of
very narrow magnetic domains, MFM suffers the same problem as the bulk
techniques discussed earlier. The magnetic variation is too-fine scale for the
probe to detect. The length scales of some of the magnetic inhomogeneities
we observe in MnV2O4 lie right in the highest-slope portion of Figure 3.6(b).
Our calculations of the magnetization associated with these features have the
highest uncertainty because a small inaccuracy in the feature width results
in a large inaccuracy in the expected frequency shift.
The net magnetic moment of an MnV2O4 unit cell lies parallel to the c-
axis of the cell. If tetragonal domains form during cooling below TY K , there
can be magnetic domains with net moments along any of the three orthog-
onal cubic crystal axes. Our MnV2O4 samples were polished orthogonal to
one of the cubic crystal axes, so in our samples, magnetic domains can point
perpendicular to the sample surface or in two directions within the plane of
the sample surface. For simplicity, we will refer to domains with magneti-
zation pointing perpendicular to the sample surface as “vertical domains”
and those with magnetization parallel to the sample surface as “horizontal
domains”.
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Figure 3.7: Field curvature distributions from a point-like magnetic do-
mains. Domains with vertically oriented magnetization, (a,c), produce
singly-peaked, rotationally symmetric field curvature distributions. Domains
with horizontally oriented magnetization, (b,d), produce doubly-peaked,
odd-symmetric field curvature distributions. The top and bottom rows were
calculated using scan heights of 210nm and 250nm respectively. Larger scan
heights produce field curvature distributions that have wider spread and
much lower magnitudes.
Horizontal and vertical magnetic domains create different magnetic field
distributions, so the MFM probe will detect characteristically different fre-
quency responses. The magnetic field curvature distributions for a vertically
and horizontally oriented magnetic domains appear in Figure 3.7. It is im-
portant to note that these images show the field curvature as generated by
an infinitesimal domain of magnetization, not a single magnetic dipole. The
key difference is that the domain extends in the z-direction into the sample.
These distributions can be thought of as integral kernels that transform the
3-D sample magnetization distribution into a 2-D magnetic field curvature
distribution in a single plane above the sample. Using different parameters
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for the magnetization amplitude, domain depth, and scan height will change
the exact form of these kernels, but not the overall characteristics. For ex-
ample, Figures 3.7(c-d) were produced using a larger tip-sample separation
than (a-b), resulting in weaker and more spread out magnetic field curvature
distributions.
The two types of kernel are different both in their symmetry and their
structure. The vertical domain produces a radially symmetric field curvature
with a peak in the middle and a shallow negative trough surrounding it. The
horizontal domain produces a field curvature that has odd symmetry across
the x-axis and even symmetry across the y-axis. The horizontal domain
kernel sums to zero overall. Because of this summing, there is no net magnetic
field curvature near the center of a sufficiently large horizontal domain. No
net magnetic field curvature means that an MFM probe will not detect any
frequency shift. The vertical domain kernel does not sum to zero overall. So,
a large vertical domain will induce a frequency shift in the MFM probe. By
sufficiently large, we mean that there is no overlap between the tip PSF and
the magnetic field curvature near the edges of the domain. For both kernels,
the major contrast detected by an MFM probe occurs at the edges between
domains. Directly at the domain edge, the opposite polarity portions of
adjacent horizontal kernels overlap constructively to produce the strongest
magnetic field curvature. For vertical domains, the strongest magnetic field
curvature occurs adjacent to the actual domain edge, where the peak from
one side adds to the trough from the other side.
Both the symmetry and summing aspects of the field curvature distri-
butions are important in identifying what type of domains are present in
the sample. For very small domains, it will still be difficult to determine the
magnetization orientation due to the large overlap between the domain edges
and with adjacent domains. For larger domains, but the domain edges and
centers will give evidence of the magnetization orientation. Vertical domains
will show odd symmetry frequency shifts at the edges and non-zero frequency
shifts near the center. Horizontal domains will have even symmetry frequency
shifts at the edges and no frequency shift near the center. Depending on the
magnitude of magnetization, it may be difficult to determine the orientation
only from data near the center of domains if the non-zero frequency shifts
due to vertical orientation are small. The exact frequency shift profiles for
different domain walls are discussed in Section 3.5.
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Interestingly, the magnitude of frequency shifts alone is not enough to
discern between vertical and horizontal domains. The kernels pictured in
Figure 3.7 are for the vertical component of the magnetic field curvature,
implying that we are still considering the tip as a point dipole pointing in the
vertical direction. However, the peak frequency shifts produced at vertical
and horizontal domain boundaries have the same order of magnitude. This
result is somewhat counterintuitive, as one might expect better coupling
between vertical magnetic domains and a vertical tip-moment. However, at
a horizontal domain boundary, one can picture that the magnetic fields are
more “crowded” because the moments in adjacent domains meet head-on
as opposed to side-on. The increased total magnetic field contributes to an
increased magnetic field curvature.
3.5 Experimental Identification of Domain
Wall Features
We aim to identify the domain structure of the sample from experimental
MFM data. As previously mentioned, the MFM probe is most sensitive to
the transitions between different magnetic domains rather than the nearly-
homogeneous magnetization near the center of a large domain. Therefore, we
must identify domains based on the observed domain wall structure. Using
the above methods we can predict the experimental frequency shift profile
that will be observed at the different types of domain walls. For step-like
domain transitions, the three main results are shown in Figure 3.8. The three
types shown are obviously not an exhaustive list of the possible domain walls.
However, the others are related to these three archetypes by reflections along
the frequency or position axes.
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Figure 3.8: Predicted frequency shift profiles resulting from transitions be-
tween domains with different magnetization directions. The three distinct
types are: (a) positive to negative vertical domains, (b) opposite direction
horizontal domains, and (c) horizontal domain to vertical domain. The fre-
quency and position scales are arbitrary, but consistent among the three
graphs.
In essence, each profile is constructed by convolving the appropriate dipole
kernel with a step function. The profile is further broadened by including
the additional blurring of the tip PSF. The first major transition type is
between domains with magnetization aligned parallel and antiparallel to the
surface normal, seen in Figure 3.8(a). This type of domain wall produces
an odd-symmetric, doubly peaked frequency profile. As mentioned before,
there can be a non-zero frequency shift measured within a domain that has
magnetization aligned with the tip magnetization. However, the magnitude
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of this small frequency shift depends on the geometric parameters of the
domain and is not necessarily a good indicator of domain orientation. The
second transition type occurs between domains with magnetization oriented
in opposite directions in the plane of the sample surface, Figure 3.8(b). This
type of domain wall again produces a symmetric frequency profile, but there
is only one peak. The dipole kernel itself has odd symmetry so the con-
volution with a step function produces an even-symmetric frequency profile.
This frequency profile is also narrower than either of the other two. The final
major transition type occurs between domains with orthogonal magnetiza-
tion within and out of the plane of the sample surface, Figure 3.8(c). This
domain wall type produces an asymmetric frequency profile with two peaks
having opposite polarity and unequal magnitudes. The right side of the pro-
file shows the small frequency shift characteristic of out-of-plane magnetic
domains. Depending on the exact magnetization directions of the meeting
domains, the the larger frequency shift peak can occur closer to the in-plane
domain.
The profiles in Figure 3.8 are the ideal forms we would expect to see as-
suming step-like domain walls and a perfect point-dipole MFM probe. The
actual experimental observations will be affected by many experimental fac-
tors that have not been not been explicitly accounted for so far. Some of
these factors relate to the apparatus itself and can be accounted for before-
hand. For example, the cantilever oscillates at a 12◦ angle relative to the
surface normal. This slight tilt will affect the symmetry of the observed
frequency profiles. In essence, the different transitions will mix because the
oscillation axes are not exactly aligned with the magnetization axes. A small
misalignment between the crystal axes and the surface normal will produce
the same effect. Other effects are harder to predict and account for. The
MFM probe is not a perfect point-dipole and in the presence of weak or zero
magnetic fields the net magnetization may not be oriented exactly along the
oscillation direction. Finally, the magnetic transitions we have investigated
are the simplest possible forms. The exact magnetization features of the
sample are almost certain to be significantly more complex.
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Chapter 4
Magnetic Imaging of MnV2O4
Before presenting the data from our MFM experiments on MnV2O4, it is
important to lay out some general properties of the data and images. MFM
scans were performed using tip-sample separations varying from approxi-
mately 200nm to approximately 350nm. Smaller tip-sample separations pro-
duce images with stronger frequency shifts and sharper features than large
tip-sample separations. However, in some of the experiments, very strong
tip-sample interactions interfere with the lever self-oscillation and prevent
using a small scan height. For all the experiments, we attempted to align the
crystal axes with the scanning axes. The data is presented as color-coded im-
ages of the frequency shift away from the natural resonance frequency of the
cantilever. The baseline frequency was determined from high-temperature
scans at the appropriate scan height and value of the external magnetic field.
The scanning direction is from the bottom of the figure to the top and images
are built by assembling vertical line scans from left to right. Most images
have dimensions 20µm by 20µm to record data over a large area of the sam-
ple. Scale bars appearing in one panel of a figure will, in general, apply too
all the panels. If the details of a particular image or experiment are different
than described here, it will be explicitly noted.
The three main modes of data collection were zero-field cools (ZFC), field
cools (FC), and field ramps (FR). In zero-field cooled experiments, the sample
was cooled from high temperature (approximately T=70K) down through
the region of interest. No external magnetic field was applied to the sample.
Cooling was halted at desired temperatures to allow data collection. For field
cooled experiments, a certain magnetic field was applied to the sample at high
temperature (either T=70K or T=80K depending on the field strength). The
sample was then cooled in the presence of the magnetic field down through
the region of interest, exactly like zero-field cooled experiments. Field ramp
experiments are slightly different than either of the field cooling experiments.
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In field ramp experiments, the sample is cooled to a desired temperature in
the absence of any magnetic field. The magnetic field is then increased in
steps and data is collected between these steps.
Depending on the scan area, resolution, and other parameters, collecting
a scan image takes between 30 minutes and two hours. We saw no evidence
that halting the sample cooling for different scan times affected the outcome
of subsequent scans.
4.1 Magnetic Imaging of Low-Strain
MnV2O4
4.1.1 Zero-Field-Cooled Experiments
For our first experiments, we cooled the low-strain sample from above the
region of interest to T=45K in 1K steps, with MFM scans performed over
the same area of the sample at each temperature. Below T=45K, larger
temperature steps were used. There was no external magnetic field applied
to the sample. Figure 4.1 shows a representative selection of the scans.
At and above T=56K, we observed no magnetic contrast. Figure 4.1(a)
shows only topographic contrast and none of the surface defects described in
Section 2.2.7.
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Figure 4.1: Zero-field cooled measurements of the low-strain MnV2O4 sam-
ple. At T=56K, (a), we observe no magnetic contrast. At intermediate
temperatures, (b-d), we observe a magnetic phase characterized by domains
of overall frequency shift with strip modulations throughout the scan area.
At low temperatures, (e-f), we observe a transition a transition to a different
magnetic phase characterized by much stronger frequency shifts and more
amorphous frequency shift domains. The significant vertical streaking in (e-
f) is an artifact in the data collection due to strong tip-surface interactions.
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Below T=56K, we observed two distinct magnetic phases. The first mag-
netic phase (MP1) existed between T=55K and T=52K, and was character-
ized by a somewhat regular domains of overall frequency shift and space-
filling horizontal stripe features. The stripes cross uninterrupted between
regions of overall frequency shift and are oriented approximately parallel to
one of the crystal axes. The transition from a non-magnetic phase to MP1
was sharp enough (<1K) that we did not observe any hysteretic zone. At
T=51K (Figure 4.1(d)), the magnetic pattern became more uniform and
regular. While this may constitute a different magnetic phase, it more likely
represents an in-between pattern as the sample transitions from one magnetic
phase to the another.
The significant vertical streaking visible in Figures 4.1(e-f) is an artifact
of the data collection and does not correspond to actual magnetic features.
The streaking is caused by strong interactions between the probe and sam-
ple which induce a temporary loss of oscillation control and frequency lock.
These detrimental interactions persisted at all scan heights that allowed suf-
ficient spatial resolution. For T<50K, we observed a stronger and charac-
teristically different magnetic phase, MP2. In this phase, the length-scale of
regions of overall frequency shift is smaller and the regions are more amor-
phous. However, the horizontal striping is still present in regions of both
types of frequency shift region. This magnetic phase persisted down to the
base temperature of the cryostat. The transition temperatures and number
of magnetic phases we observed are in agreement with the phase diagram
presented in Section 1.4.2.
4.1.2 Single Step Field Cooled Experiments
Figure 4.2 shows different magnetic patterns observed while cooling the low-
strain MnV2O4 sample to T=40K in the presence of different weak magnetic
field strengths. For these experiments, the sample was cooled directly from
high temperature to T=40K with no steps in between. According to Fig-
ure 1.11, the sample is in the same magneto-structural phase in each image.
The data was collected both from multiple cools in the same area of the
sample and in different areas of the sample. We observed a wide variety of
different patterns, (a) including amorphous structures, (b) amorphous struc-
tures with a sharp linear transition, (c) subtle stripe patterning combined
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with domain structure, (d) regular space-filling stripe patterning, and (e-
f)combinations of stripe patterning and amorphous features. Even for the
same area of the sample, subsequent field-cools do not necessarily produce
the same magnetic structure. For low-values of the magnetic field, the gen-
eral type of pattern produced on subsequent cools remains constant. For
example, repeated ZFCs in the same area as Figure 4.2(a) produced different
detailed structure, but did not produce space-filling stripes like Figure 4.2(d).
There was no consistent relationship between the magnetic field pattern and
the crystal axes. Some patterns had features nearly parallel to the crystal
axes, some patterns had features oriented approximately diagonally to the
crystal axes, and some patterns were totally amorphous.
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Figure 4.2: Weak-field cooled measurements of the low-strain MnV2O4 sam-
ple at T=40K. In different cools we observe a wide array of magnetic patterns.
Some patterns, (a-b), are characterized by amorphous magnetic features and
strong frequency shifts. Other patterns, (c-f), show more regular stripe pat-
terning with varying degrees of additional structure. The patterns are not
necessarily repeated in back-to-back cools.
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The magnitude of frequency shifts observed in a specific FC measure-
ment varied depending on the magnetic field strength. For these weak-field
measurements, cooling in the presence of a field having magnitude B.1kG
resulted in frequency shifts an order of magnitude larger than for B&1kG.
This is seen in the change in color scale between Figure 4.2(a-b) and Fig-
ure 4.2(c-f). One possible explanation for this change is that, for stronger
magnetic fields, there is a net magnetization parallel to the external mag-
netic field. This uniform magnetization would not induce a frequency shift,
but any additional magnetic inhomogeneity would be detected by the MFM
probe.
The wide variety of observed patterns and inconsistency between subse-
quent FCs are evidence that there are multiple magnetic ground states that
are close in energy. During each cool, the sample becomes locked into a
specific ground state depending on the microscopic details. The variety of
patterns is also evidence that there is no significant pinning of the magnetic
structure by defects or grain boundaries. If pinning was important to deter-
mining the magnetic pattern, we would expect to see the same structure on
subsequent cools, especially at the same location on the sample surface.
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Figure 4.3: Field cooled measurements of the low-strain MnV2O4 sample at
T=40K, B=1.25kG. In this image, we observe very a space-filling stripe pat-
tern with no additional domain structure. Frequency data along the yellow
dashed line in the indicated direction appears in (b). The frequency trace
appears nearly sinusoidal. The features are too closely spaced to identify any
tetragonal domain structure.
Of the many patterns resulting from weak-field cools, one is particularly
interesting because it shows a regular space-filling stripe structure. This
image is reproduced in Figure 4.3 along with a graph of the frequency profile
perpendicular to the stripe features. The stripe widths vary across the image,
with an average of approximately w=900nm. Wider stripes also have larger
peak frequency shifts, exactly as we expect to see when overlapping magnetic
features partially cancel each other out. The significant overlap causes the
frequency profile to appear nearly sinusoidal, making it impossible to identify
the exact magnetic structure.
Single scan field cool experiments in the presence of moderate-strength
magnetic fields (2.5kG < B < 15kG) showed more consistent results, as seen
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in Figure 4.4. In this field range, we observed 10µm-scale domain features
oriented approximately 45◦ relative to the crystal axes. In addition, we ob-
served 1µm-scale sub-domain stripes that formed a tweed pattern and were
oriented approximately parallel to the crystal axes. The diagonal features
are understood as domain features because we never observed tweed-pattern
stripes to cross the diagonal boundary. Additionally, multiple cools at the
same value of external magnetic field resulted in the same diagonal domain
structure, but different sub-domain tweed arrangements. There is significant
variation in the peak frequency shifts induced by both types of features. In
general, the peak frequency shifts associated with the tweed-pattern features
are 2-4 times weaker than the peak frequency shifts associated with the di-
agonal domain features.
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Figure 4.4: Moderate-field cooled measurements of the low-strain MnV2O4
sample at T=40K. This data was collected at the same location on the sam-
ple surface in a series of cools. We observe domain wall features oriented
diagonally relative to the crystal axes. Within domains we observe stripe
features which form a tweed pattern approximately parallel to the crystal
axes. In general, the density of sub-domain striping appears to reach a max-
imum near B=4.5kG, (c). At B=10kG, the sub-domain striping is entirely
eliminated, but the domain structure remains.
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This data was all collected in the same region of the sample surface.
However, it appears that shifts in the relative positions of the sample and
tip change the exact scan area. For example, the scan area is shifted ap-
proximately 20µm to the right between Figures 4.4 (a) and (c), and further
to the right between Figures 4.4 (e) and (f). The strong magnetic contrast
present in the data effectively masks topographic details of the sample sur-
face in most scans. This makes direct comparison through surface features
difficult. However, we can compare the positions of the diagonal domain
features between the scans to estimate the horizontal shift.
Not all domains contain tweed pattern features. This is most evident in
Figure 4.4(b) where the upper left domain contains significant tweed striping
and the lower right domain contains almost no striping. The MFM data
does not give conclusive evidence as to why there is such a difference in the
amount of tweed striping between domains. The amount of tweed striping
also changes as the magnetic field strength is increased. We observed the
most tweed striping near approximately B=5kG. For B>5kG, the degree of
sub-domain structure decreased until approximately B=9kG, when only the
domain patterning remained. This trend is seen in Figure 4.4(d-f).
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Figure 4.5: Field cooled data with B=9kG. At and above this field value,
we observe no sub-domain tweed features. The white arrows indicate the
proposed direction of magnetization within each section. The frequency shift
along the yellow line in the indicated direction is shown in (b). The two
domain wall features are approximate mirror images, indicating the two outer
domains are of the same type. The positive and negative frequency peaks
have different magnitudes for both features, indicating an X-Z domain wall.
The regularity and length-scale of magnetic features in the data presented
in Figure 4.4 allows for a more detailed analysis. We can compare some of
the magnetic features in the data to the theoretical response of the MFM
probe to certain domain structures. Figure 4.5(a) shows data collected after
field-cooling the low-strain sample with B=9kG. We clearly see two parallel
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line-like magnetic features which have mirrored frequency shift structures.
Cutting through the 2-D data along the yellow dashed line results in the
profile shown in Figure 4.5(b). The line cut shows that the two features
are nearly exact mirror images across the center line. The features have
both positive and negative peaks in frequency shift, and long tails in the
area between the features. Using the frequency shift profiles across both
features, we can identify the magnetization orientation in each area. These
are indicated by the white arrows. The magnetization in each domain was
assigned such that the resulting frequency profiles across both features is
consistent with the data in Figure 4.5(b).
One problem with this analysis is that the upper feature ends abruptly
without meeting another domain wall or other feature. For a consistent
domain structure interpretation, we expect the sample to be split into mu-
tually exclusive domains of magnetization. That we do not observe another
domain wall where the upper feature terminates requires additional expla-
nation. However, the frequency shift profiles in Figure 4.5 are compellingly
consistent with the expected signatures of magnetic domain walls. It is pos-
sible there exists a domain boundary that is not detected by the MFM probe.
This would be the case if the boundary produced no magnetic field curvature
in the direction of the cantilever oscillation. Such a boundary seems unlikely,
so additional investigations are necessary.
4.1.3 Multiple Step Field-Cooled Experiments
To better understand the relationship between external magnetic field and
temperature in determining the sample behavior, we also performed multi-
step field-cool experiments. These experiments are nearly identical to the
ZFC experiments except for the presence of an external magnetic field and the
size of temperature steps. First we cooled the sample from T=70K to T=10K
in the presence of an external magnetic field with B=7.5kG. Figure 4.6 shows
a selection of the acquired images.
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Figure 4.6: Multiple step field cool images of the low-strain MnV2O4 sample
with B=7.5kG. This sequence of images at decreasing temperature shows the
onset of both the domain and sub-domain structure. The domain structure
forms , (b-c), before the sub-domain striping (d-f). A precursor to the sub-
domain pattern is visible in the lower center region of (c).
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As expected, at high temperature we observed no magnetic contrast. At
approximately T=57K, we begin to observe 10µm-scale magnetic domains
like those pictured in Figure 4.4. Again, the domain walls are oriented ap-
proximately 45◦ relative to the crystal axes. Between T=46K and T=40K,
sub-domain stripe features develop within the existing domain arrangement.
These features are very similar to the sub-domain tweed features described
previously, although we observe only features running in one direction. The
magnetic pattern remains nearly unchanged from T=40K down to the lowest
measured temperature. Note that the streaks and patches near the left side
of Figure 4.6(c) are again artifacts of the scanning and not true magnetic
features.
We can draw several interesting comparisons between the observed be-
havior when cooling in zero magnetic field and when cooling with B=7.5kG.
The onset temperature of magnetic contrast increased from approximately
T=55K to approximately T=57K. This trend shows qualitative agreement
with the reported phase diagram. Additionally, the magnetic structure is
radically different from that observed during the zero-field cooling experi-
ments. When cooling with no external magnetic field, the magnetic features
were complex and fine-grained. When cooling with B=7.5kG, the magnetic
structure is much more homogeneous and coarse-grained. The difference in
magnetic structure between the two magnetic phases is also much more pro-
nounced in the zero-field cool experiments. In those experiments, the peak
frequency shifts observed in either phase differ by an order of magnitude.
The peak frequency shifts observed in this series of scans remains nearly
constant throughout the whole temperature range.
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Figure 4.7: Further analysis of the B=7.5kG field cool data. The proposed
magnetization direction in each of the three domains is indicated by the white
arrows. The frequency shift along the yellow dashed line is shown in (b). The
unequal peak heights indicates a X-Z domain wall. The frequency shift along
the light blue dashed line is shown in (c). This domain wall shows the same
qualitative features as the previous one, but the frequency shifts are smaller
by approximately a factor of two.
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Again we can further examine the frequency profiles of the observed mag-
netic features. Figure 4.7(a) shows the same data as Figure 4.6(c). Looking
first at the upper right feature, Figure 4.7(b) shows the frequency profile
along the yellow dashed line in the indicated direction. The profile again has
both negative and positive peaks with an asymmetry in magnitudes. The
peak frequency shifts are approximately 60Hz and -30Hz respectively. The
frequency profile across the other feature (light blue dashed line) appears in
Figure 4.7(c). Note that the horizontal scale differs between the two graphs.
Both features are approximately 2µm wide. However, while the approximate
width is the same between the two features, the peak frequency shifts are
different by approximately a factor of two. Across this feature, the peak
frequency shifts are approximately 100Hz and -60Hz.
The white arrows in Figure 4.7(a) identify the magnetization direction
in the three visible domains. Again, the orientations were determined by
assigning each domain a magnetization direction such that the frequency
profiles along the T-shaped junction are consistent with the data. The tran-
sition between the two upper domains is not clearly visible, but the assigned
magnetizations predict it should be a single-polarity feature similar to Fig-
ure 3.8(b). These magnetization assignments do not explain why the two
features have different magnitudes. It is possible that the magnetization
varies smoothly across at least one of the domains. This is supported by the
fact that the peak magnitudes of the longer feature decrease as it approaches
the junction. If the magnetization variation is small enough, it would not be
detected through the noise within the domain.
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Figure 4.8: Multiple step field cool images of the low-strain MnV2O4 sample
with B=15kG. We observe the onset of magnetic contrast at T=54K, (b). At
this magnetic field, we observe domain features, but not sub-domain striping.
However, in (c) we observe a subtle feature similar to those in Figure 4.6(c)
which preceded stripe formation.
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We next cooled the sample in a stronger magnetic field, B=15kG. This
data was collected at approximately the same surface location as the B=7.5kG
field-cool data. Again, we observe the onset of magnetic contrast at approxi-
mately T= 57K. Overall, the magnetic phenomenology is very similar to the
previous experiment. The one crucial difference is that we do not observe
any sub-domain stripe features at any temperature. Again, the diagonally
oriented features persist to the lowest measured temperature. The peak fre-
quency shifts associated with these features are also approximately the same
as those observed in the previous field-cool sequence.
Figure 4.9: Repeated field cool measurements of the low-strain MnV2O4
sample with B=30kG. Only one image shows magnetic contrast. (a) and (b)
are back-to-back measurements in the same location, showing nearly identical
features. (c) was only cooled from T=70K, allowing the possibility that the
sample never reached a non-magnetic state before cooling.
Finally, we cooled the sample several times from above the region of
interest down to T=40K with an even stronger magnetic field, B=30kG.
According to the the reported phase diagram, at this magnetic field value,
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Phase III extends down to T=4K. Figure 4.9 shows data collected from four
different field cools. Figures 4.9 (a) and (b) show data from subsequent cools
at one location. Figures 4.9 (c) and (d) show scans at different locations.
The scan regions in Figures4.9 (c) and (d) are also different from the region
scanned in Figures 4.9(a) and (b). Only Figure 4.9(c) shows any significant
magnetic contrast. The pattern is somewhat similar to the features observed
during the B=15kG field cool, but is much wider and has a more irregular
structure.
We believe that the presence of magnetic contrast in Figure 4.9(c) is an
anomaly caused by insufficient heating of the sample. For Figures 4.9(a,c,d),
the sample was cooled from T=80K with the external magnetic field. For Fig-
ure 4.9(c), the starting temperature was only T=70K. For B=30kG, T=70K
is very close to the reported phase transition line. It may be the case that
the sample temperature was never high enough to fully lose all magnetic
structure.
We cannot fully rule out the case that Figure 4.9(c) simply captures
an example of magnetic structures that are widely spaced on the sample
surface. The B=15kG FC data demonstrate that magnetic contrast exists in
Phase III. The feature in Figure 4.9(c) may be the high-field analog of the
features in Figure 4.8(d). However, we do not believe this is the case because
of the strong qualitative differences between the features in Figure 4.8 and
Figure 4.9(c). Instead, if there are widely spaced domain wall features when
cooling the sample in the presence of B=30kG, we expect them to look similar
to those in Figure 4.8.
From the lack of magnetic contrast observed when cooling with B=30kG,
we conclude that at this magnetic field strength, the magnetization is to-
tally or very nearly uniform throughout the sample. For a strong external
magnetic field, we expect all the tetragonal domains to align with the field
regardless of other interactions. This would lead to a nearly uniform mag-
netic field oriented perpendicular to the sample surface. Recalling that an
MFM probe measures magnetic field curvature, a nearly uniform magnetic
field produced by a non-zero magnetization would not induce any frequency
shift in the probe.
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4.1.4 Magnetic Patterning Over Long Length-Scales
To better characterize the macroscopic behavior of the low-strain sample,
we collected a series of MFM images that were stitched together to give a
broader view of the sample surface. We cooled the sample in the presence of
a weak magnetic field (B=1.25kG) from T=70K to T=40K. The temperature
and magnetic field were then held constant while we collected multiple scans.
Using magnetic and topographic features, we were able to align the images
into a single image that spans approximately 160µm horizontally. The com-
posite image is pictured in Figure 4.10. During the same field cool, we also
recorded image data approximately 250µm away vertically above and below
the composite image area. We observed the same vertical space-filling stripe
pattern in both images. This pattern further confirms that the low-strain
sample acts homogeneously in terms of its overall magnetic state. When a
particular magnetic pattern is observed in one area of the surface, we are
confident the pattern represents the state of the entire sample surface.
In this particular field cool, we observed space-filling predominantly ver-
tical stripe features, as well as meandering line-like features. The straight
diagonal features near the center of the composite are inclusion defects (Sec-
tion 2.2.7), as identified by their presence in high-temperature scans. The
composite image reveals several interesting characteristics of the overall sam-
ple behavior. The first is how the magnetic pattern is affected by surface
defects. In general, we attempt to avoid recording data near surface defects
because of their effects on the magnetic local magnetic structure. But over
such a large area of the sample surface, defects are unavoidable. The ar-
rangement of vertical stripe features is not the same on both sides of the
defect. In Region A, we see more widely spaced, better defined stripes above
the defect than below the defect. In Region B, we see the opposite case.
Secondly, the stripe spacing varies across the sample surface from several
microns to hundreds of nanometers. The variation does not appear to be
associated with the defect locations or any other observable features. The
variation is also not monotonic in any direction. The widest spacing occurs
at the center-left of the image and the the narrowest spacing occurs at the
right of the image. The underlying cause of the variation in stripe spacing
is unknown. If mechanical strain plays a role in determining the magnetic
structure, the variation may be due to spatially varying strain levels. This
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interpretation would also be consistent with the change in pattern across the
defects.
Thirdly, we observe meandering line-like magnetic features which do not
show a consistent relationship to any other of the features. We do not observe
any of these features to intersect the surface defects, but the evidence is not
conclusive. The many of the meandering features terminate within the field
of view of the image and do not form a connected network. The space-
filling stripes do not change significantly when intersecting the meandering
features. For these reasons, we do not believe they correspond to magnetic
domain walls. The meandering features appear in all orientations throughout
the observed area.
Finally, near the right side of the composite image, we observe a change
in the directionality of the space-filling stripe features. The intersection is
oriented approximately diagonally relative to the crystal axes and does not
correspond to a detectable surface defect. At most points, there appears to
be a one-to-one meeting of horizontal and vertical stripes, but that does not
hold true everywhere (Region C).
4.2 Magnetic Imaging of High-Strain
MnV2O4
4.2.1 Zero-Field-Cooled Experiments
For our first experiments, we cooled the high-strain sample from above the
region of interest to T=47K in 1K steps, with MFM scans performed over
the same area of the sample at each temperature. Below T=47K, larger
temperature steps were used. There was no external magnetic field applied
to the sample. Figure 4.11 shows a representative selection of the scans.
Above T=60K, no magnetic contrast was observed in either the frequency
or dissipation data channels. Figure 4.11(a) shows no magnetic contrast at
T=70K. One of the line-like inclusion defects described in Section 2.2.7 is
evident in the lower right corner of the scan area.
Below T=60K, we again observed two distinct magnetic phases. The first
magnetic phase (MP1) exists between T=58K and T=50K, and is charac-
terized by an irregular magnetic structure with strong magnetic contrast.
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The MP1 phase appears to nucleate at the inclusion defect and spread from
there across the whole sample (Figure 4.11(b)). Below T=50K, we observed
a weaker and characteristically different magnetic phase, MP2. Pictured in
Figure 4.11(e-f), MP2 shows regular stripe features overlaid on top of irreg-
ular domains of overall frequency shift. The transition to MP2 is much more
spatially uniform than the transition to MP1, as seen in Figure 4.11(d). In
the lowest temperature images, we also observe an interesting linear feature
across which the frequency polarity of the modulations flips. This is most
easily seen in the upper central portion of Figure 4.11(e). The transition
temperatures and number of magnetic phases we observed are in agreement
with the phase diagram presented in Section 1.4.2. In both ordered phases,
the stripe-like features are oriented 45◦ relative to the cubic crystal axes.
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Figure 4.11: Zero-field cooled measurements of the high-strain MnV2O4 sam-
ple. In all the panels, an inclusion defect is located in the lower right corner.
(a) At T=70K, we observe no magnetic contrast. (b-c) At T=59K, we ob-
serve the onset of a magnetic phase characterized by amorphous regions of
overall frequency shift. This magnetic phase nucleates first from the inclu-
sion defect before covering the entire area. (d-f) At T=51K, we observe the
transition to a different magnetic phase with more regular striping features.
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4.2.2 Multiple Step Field-Cooled Experiment
We cooled the high-strain sample from above the region of interest down
to T=10K in multiple steps and in the presence of a B=10kG magnetic
field. The multiple steps allow us to observe the evolution of the magnetic
structure throughout the temperature range. This procedure also provides
a good comparison to the zero-field cooled data in Section 4.2.1. The data
is presented in Figure 4.12. This data was collected in the same location as
that in Figure 4.11, so the same inclusion defect appears in the lower right
corner of the scan area. Since this data set serves mostly as a comparison to
data presented in the previous section, we used large temperature steps and
did not attempt to determine the exact temperatures of the changes between
different magnetic phases.
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Figure 4.12: Field cooled measurements of the high-strain MnV2O4 sample
with B=10kG. The intermediate temperature behavior, (b-d), is distinct from
the zero-field measurements. (e-f) At lower temperatures we observe the same
magnetic patterning as the zero-field measurements.
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At high temperatures (Figure 4.12(a)), the only magnetic contrast exists
near the inclusion defect. This is consistent with the high-strain sample zero-
field cool images where the defect acts as a point of nucleation for changes in
the magnetic phase. It also makes sense for there to be magnetic inhomogene-
ity near the defect that will be detected by the MFM probe. Figure 4.12(b)
is very similar to Figure 4.11(b) in that the magnetic pattern is spreading
across the sample surface starting from the defect. Cooling further, we ob-
serve a magnetic pattern at intermediate temperatures (Figures 4.12(b-c))
which is distinctly different from that observed during the zero-field cool.
The length-scales of the magnetic pattern is much coarser and the domain
structure is much simpler. At the lowest temperatures (Figures 4.12(e-f)),
the magnetic structure was almost identical to that observed in the zero-field
cool measurements. We observe amorphous domains of overall frequency
shift along with a stripe modulation pattern. The stripes are oriented in the
same direction as Figures 4.11(e-f), approximately diagonally relative to the
crystal axes.
However, there are some noticeable differences between the field-cooled
and zero-field cooled images. In Figures 4.12(e-f), the stripe modulation
width varies considerably across the image. The stripes are narrowest near
the defect and grow wider farther away. In addition, in the upper right of the
images, there are several stripes which are much wider than the surrounding
stripes. This variability in stripe width distinguishes the field-cooled image
data from the zero-field cooled image data. We also observe more of the stripe
polarity flip defects in the field-cooled images. Three polarity flip defects are
visible within the scan area as opposed to only one visible in the zero-field
cooled images. However, it is possible that this increase in stripe polarity-flip
defects reflects a random process instead of a true trend.
4.2.3 Single Step Field-Cooled Experiments
We cooled the high-strain sample from above the region of interest down to
T=10K in the presence of various strength magnetic fields. This data set
allowed us to track the magnetic behavior of the high-strain sample over a
wide range of the temperature-field phase diagram, similar to the method
used in Section 4.1.2. A selection of the MFM data collected at T=40K
is shown in Figure 4.13. At low magnetic fields (Figure 4.13(a)), we again
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observe irregular magnetic patterning that differs between subsequent cools.
For fields in the range 3kG<B<7.5kG as seen in Figure 4.13(b-c), we observe
less-defined domain structure along with some areas of single-direction sub-
domain stripes. At higher magnetic fields, the overall frequency shifts are
much weaker than for B<15kG. Note the factor of five decrease in the color
scale between Figure 4.13(c) and 4.13(d). The magnetic patterning is overall
more complex at high magnetic field values than intermediate magnetic field
values. Figure 4.13(f) shows that widespread, non-trivial magnetic inhomo-
geneity persists up to the highest field measured. Line cuts through the 2-D
frequency shift data reveal the presence of stripe features within the larger
domains in Figures 4.13(e-f). We do not observe any tweed pattern striping,
but we do observe different stripe directions between different domains.
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Figure 4.13: Field cooled measurements of the high-strain MnV2O4 sample
at T=40K. We observe strong magnetic contrast even for the highest mea-
sured magnetic field. For most magnetic field values, the magnetic pattern is
complex, with some areas of striping and no well-defined domain structure.
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We believe that the presence of magnetic inhomogeneity when the high-
strain sample is cooled in the presence of a strong magnetic field is caused
by the competition between the mechanical strain field and the magnetic
interactions during tetragonal domain formation. The mounting scheme of
the high-strain sample induces significant strain in the plane of the sam-
ple surface. Because MnV2O4 undergoes a tetragonal compression, in-plane
strain would tend to produce tetragonal domains with the c-axis oriented
in the plane. However, the net magnetic moment of a tetragonal domain
is also parallel to the c-axis. Therefore, a strong magnetic field perpendic-
ular to the sample surface applied during cooling would tend to produce
tetragonal domains oriented out of the sample surface plane. Because of the
competition between elastic and magnetic energies, no single interaction will
dominate. Both horizontal and vertical domains will be present, resulting
in magnetic contrast. In the low-strain sample, the magnetic interaction is
significantly stronger than the elastic interaction. For strong magnetic fields,
all the tetragonal domains will align with the external magnetic field and the
MFM probe will detect no magnetic contrast.
4.3 Quantitative Analysis of High-Strain
Stripes
Figure 4.14(a) shows MFM data collected from a different area of the high-
strain MnV2O4 sample after cooling from T=70K to T=40K in the presence
of a weak magnetic field, B=3kG. We again observed 10µm-scale domains
having an overall frequency shift and 100-nm scale stripe modulations within
domains. However, the pattern is much more regular than in previous exper-
iments. The large domains correspond to areas of exclusive stripe direction.
As with the other high-strain measurements, we observed no tweed pattern
sub-domain stripe features. Running across the lower left of the image is
one of the inclusion defects mentioned in Section 2.2.7. In contrast to other
measurements of the high-strain sample, the defect does not appear to affect
the magnetic patterning at all.
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Figure 4.14: Field cooled measurements of the high-strain MnV2O4 sample
at T=40K, B=3kG. In this image, we observe very a very regular stripe
pattern with three large-scale domains. An inclusion defect in the lower left
of the image does not influence the magnetic pattern. Frequency data along
the yellow dashed line appears in (b). The modulation width and frequency
offset vary continuously across the domain.
In Figure 4.14(a), the domains are large enough and the sub-domain
striping is regular enough to deserve a more thorough examination. Several
features of the magnetic pattern stand out. Firstly, the stripe width is anti-
correlated between domains. In the lower right of Figure 4.14, the modulation
width in the positive frequency shift domain is highest and the modulation
pitch in the two other domains is lowest. Moving up and to the left in the
image, the roles reverse. Near the center of the image, the central domain
has the widest stripe features and the stripes in the other two domains are
narrower. The frequency shift trace in Figure 4.14(b) corresponds to a line-
cut through the 2-D data, as indicated by the yellow dashed line in the
direction of the yellow arrow. The stripe width, modulation amplitude, and
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frequency offset vary continuously across the domain.
This image provides a perfect opportunity to apply the quantitative anal-
ysis enabled by the calibration experiment (Chapter 3). Using the measured
spatial response function of the MFM probe, we analyzed the stripe width
and amplitude for several areas of Figure 4.14(a). We estimate the magneti-
zation amplitude associated with these stripe modulations to be on the order
of M∼ 105A/m. For domains with the observed widths, the frequency shift
profile of one domain wall overlaps significantly with those of the neighbor-
ing domain walls. We are unable to identify the orientation of the magnetic
domains because of this overlap. For this estimate, we assumed the magne-
tization was orthogonal to the sample surface and switched directions with
each stripe. Assuming a magnetization direction in the plane of the sam-
ple changes the estimated magnetization value, but by much less than an
order of magnitude. This estimate also lies between the upper and lower
bounds set by modeling the sample magnetization as having sinusoidal and
step-function modulations respectively.
Figure 4.15: Reported bulk magnetization of MnV2O4 at T=40K using vi-
brating sample magnetometry[11]. The magnetization at the highest re-
ported magnetic field value is approximately M=7 · 104A/m. The two
branches of the data were collected while increasing (lower) and decreasing
(upper) the external magnetic field.
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Our estimate of the magnetization magnitude is significant because it is
of the same order of magnitude as previous reports of the bulk saturation
magnetization of MnV2O4. Figure 4.15 shows the bulk magnetization of
MnV2O4 determined using vibrating sample magnetometry[11]. The sample
magnetization at the highest reported external magnetic field value is ap-
proximately M=7 · 104A/m, nearly equal to our estimate. The two branches
of the data arise due to hysteretic effects of magnetic field ramping. The
lower branch was collected while increasing the external magnetic field and
the upper branch was collected while decreasing the external magnetic field.
Similar to the MFM experiments, the sample was cooled in zero magnetic
field from T=70K down to T=40K before the measurements.
There is close agreement between our estimate of the magnetization as-
sociated with the stripe modulations in highly strained MnV2O4 and the
bulk saturation magnetization. This agreement implies that the magnetic
inhomogeneity we observe in the MFM data is not merely small modula-
tions that can be ignored in other analyses. Rather, the magnetic patterning
we observe in highly strained MnV2O4 is significant compared to the over-
all magnetic behavior of the material. The impact of mounting strain on
the low-temperature magnetic behavior of MnV2O4 has not been taken into
account in previous bulk-probe measurements. It seems likely that at least
some of the disagreement still surrounding the low-temperature phenomenol-
ogy of MnV2O4 may be due to strain-related effects arising from different
experimental techniques and sample growths.
4.4 Identification of the Zero-Field
Structural Phase Transition
We are able to gain some structural information about MnV2O4 using the
MFM probe scanning apparatus. The fine positioning system is calibrated
such that the probe’s location is known in real space relative to the resting
position. We locate the sample surface before each scan to ensure consistent
scan heights, and this record can be used to indirectly measure the structural
transition temperature. Figure 4.16 shows the surface displacement of the
low-strain sample relative to its location at T=70K. This data was collected
during the zero-field cool experiments described in Section 4.1.1. Positive
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surface displacement indicates that the sample is contracting along the cubic
axis normal to the sample surface.
Figure 4.16: Surface displacement of the low-strain MnV2O4 sample as a
function of temperature with B=0kG. The displacement is measured relative
to the surface location at T=70K. We observe a sharp increase in the surface
displacement beginning at T=58K, before the onset of magnetic contrast.
Inset are a selection of the MFM data at the indicated temperatures.
We observe a several micron change in the surface location from T=59K to
T=55K. Between T=55K and T=10K, there is a general upward trend in the
displacement, resulting in a net change of approximately 1µm over the whole
range. There was an additional anomaly at T=50K where the displacement
dipped slightly before continuing the upward trend. The fine positioning
system was not designed for this type of data collection. Therefore, we expect
some systematic errors and thermal contraction in the apparatus itself. The
upward trend in displacement observed below T=55K is most likely at least
partially due to systematic errors.
However, those errors are not large enough to explain the abrupt 5µm
change in displacement over such a narrow temperature range. Nor can they
explain the dip at T=50K, since the error should be smoothly varying in
temperature. Figure 4.16 also shows are several MFM images collected at
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the indicated temperatures. The jump in surface displacement corresponds
to the initial onset of magnetic contrast. Interestingly, we only observe mag-
netic contrast after the surface displacement has ceased. In the middle of
the transition, we still observe a non-magnetic phase. The dip in surface
displacement corresponds to the change in magnetic pattern we previously
identified as the change from Phase III to Phase IV.
This measurement goes against the majority of previous reports which
associated the structural transition with the second magnetic transition. We
seem to clearly observe the structural transition at the same temperature as
the first magnetic transition. Performing the same surface displacement mea-
surements during field-cool experiments would greatly help in understanding
this discrepancy. Unfortunately, limitations of the apparatus prevented such
measurements. When performing the multi-scan field-cool experiments men-
tioned in Section 4.1.3, we used the coarse positioning system to retract the
probe from the surface while cooling. This retraction was necessary to protect
the tip from accidental contact with the sample, and could not be achieved
using only the fine positioning system. The coarse positioning system is not
repeatable to the accuracy necessary for similar surface displacement mea-
surements, preventing comparable measurements in non-zero magnetic fields.
4.5 Discussion
4.5.1 Comparison between high-strain and low-strain
MnV2O4
The two MnV2O4 samples exhibit very different low-temperature magnetic
phenomenologies. Both samples come from the same growth and under-
went similar preparations, so the degree of mechanical strain induced by
the mounting methods is the only explanatory factor for the different be-
haviors. The patterns of magnetic organization we observed while cooling
the samples in zero magnetic field are different, as are the initial ordering
temperatures. In the low-strain sample we observe the onset of magnetic
ordering at TLSN =55K, characterized by several-µm-scale regions of overall
frequency shift and stripe modulations that cross between regions. In the
high-strain sample, we observe the onset of magnetic ordering at THSN =59K,
characterized by 1µm-scale regions of overall frequency shift and no addi-
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tional patterning.
The low-temperature magnetic patterns showed more similarity, but were
still distinct. We observed similar onset temperatures of the second magnetic
phase (TLSY K=50K and T
HS
YK=51K) in the two MnV2O4 samples. The pat-
tern of magnetic organization in the second magnetic phase of the low-strain
sample took many forms over different zero-field cools and weak-field cools.
The pattern of magnetic organization in the second magnetic phase of the
high-strain sample was not perfectly consistent, but nearly always showed
100nm-scale stripe features that crossed between regions of overall frequency
shift. We attribute the difference in magnetic patterning between the two
samples to the effects mechanical strain has on the the energies of different
types of magnetic patterning. In the absence of significant mechanical strain,
many different magnetic pattern states have similar energies so the sample
magnetization can take any these patterns in a given cool. A strong degree
of mechanical strain alters the energy landscape, favoring certain patterns
that conform to set strain.
High-strain and low-strain MnV2O4 also show different results when cool-
ing in the presence of an external magnetic field. Above B=2.5kG, low-strain
MnV2O4 exhibits a coherent phenomenology of linear domain walls and sub-
domain tweed-pattern striping. As the magnetic field is increased, the do-
main walls remain consistent while the tweed pattern changes and becomes
less dense. With a strong enough magnetic field, the sub-domain striping
is entirely eliminated. Further increasing the magnetic field, we observe no
magnetic contrast at all, indicating that the sample acts as a single magnetic
domain. In contrast, we observe magnetic patterning in high-strain MnV2O4
up to B=30kG at T=40K. The presence of magnetic inhomogeneity at such
large external magnetic fields further indicates that mechanical strain com-
petes with magnetic interactions to determine the magnetic structure.
We observe that high-strain and low-strain MnV2O4 exhibit different tem-
peratures for TN , but approximately the same temperature for TY K . We also
observe mechanical evidence of the phase transition at TN in the form of dis-
placement of the sample surface. These two phenomena indicate a change in
the lattice structure at TN , in contradiction to the majority of reported evi-
dence. Without a lattice transformation at TN , mechanical strain should not
influence that transition temperature. The exact sequence and temperatures
of the magnetostructural phase transitions in MnV2O4 remains the subject
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of disagreement, and previous reports have not considered mechanical strain
of the sample in their analyses. Our measurements indicate that differing
mounting methods could contribute to this uncertainty and disagreement.
4.5.2 Comparison between low-strain MnV2O4 and
previous measurements
Some of the magnetic phenomenology we observe in low-strain MnV2O4 is
compatible with the reported phase diagram (Figure 1.11), and some is not.
The clearest agreement comes from the number and temperature range of the
zero-field magnetic phases. We observe magnetic transitions at TLSN =55K
and TLSY K=50K, which are slightly less than the transition temperatures in
the stated phase diagram. As mentioned previously, different groups report
differing values for TN and TY K . The transition temperatures we observed
for the low-strain MnV2O4 sample fall well within the reported range. Our
field-cooled experiments show qualitative, but not quantitative, agreement
with the phase transition line between Phases III and IV. When cooling in
a sufficiently high external field, we observe no magnetic contrast, which is
consistent with the identification of Phase III as a magnetically homogeneous
state. However, the required magnetic field strength to achieve this in our
experiments (B>15kG) is higher than that reported in the phase diagram
(B> 7kG) for T=40K. The reported magnetic field value for the transition
between Phase III and Phase IV is approximately the same as when we
observe the total elimination of sub-domain tweed features.
Our field cool measurements reveal another possible inconsistency be-
tween our observations and the reported phase diagram. We do not observe
well-defined transitions between magnetic phases as we did in zero-field cool
experiments. In particular, there is no magnetic distinction between Phases
II and III. The onset of magnetic contrast occurs near T=56K for B=7.5kG,
B=10kG, and B=15kG. This agrees with our observed TN in zero magnetic
field, although the field-dependence is different from the reported phase di-
agram. Below TN , we only observe two distinct magnetic phases instead of
three. If three low-temperature phases do exist in field-cooled MnV2O4, the
phase transition between Phases II and III must occur without any evident
magnetic effects detectable using MFM. We know the unobserved transition
must be between those two phases because the lower-temperature magnetic
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phase we do observe is the same as Phase IV.
4.5.3 Comparison to Mn3O4 Experiments
Similar experiments to those described in this document were previously con-
ducted on single-crystal samples of the related spinel compound Mn3O4[14].
Those measurements reveal a similar phenomenology and provided the moti-
vation for this research. Mn3O4 shares many similarities with MnV2O4 due to
their closely related composition. The only difference between the two com-
pounds is the substitution of the B-site V ions for additional Mn ions. Mn3O4
also exhibits a rich low-temperature phase diagram with closely spaced mag-
netostructural phase transitions. Two key differences between Mn3O4 and
MnV2O4 lie in the orbital structure and structural phase transition. Due
to the different B-site valence number in Mn3O4, there is no orbital degen-
eracy and thus no possibility of orbital ordering. Additionally, the cubic-
to-tetragonal structural transition occurs at T=1440K in Mn3O4. Thus the
tetragonal domain structure in an Mn3O4 sample is locked in during sample
growth.
MFM measurements of the low-temperature magnetic states of Mn3O4
reveal fine-scale inhomogeneities very similar to those observed in MnV2O4.
Figure 4.17 shows the magnetic structure present in Mn3O4 after cooling
to T=25K in the presence of a weak magnetic field (B=1.5kG). The sample
shows micron-scale domain organization and sub-domain stripe features very
similar to those discussed earlier in this chapter. They observed well-defined
areas of uniform stripe directionality and relatively constant stripe width.
Cryogenic electron backscatter diffraction (EBSD) measurements of the same
sample revealed that these areas correspond to different tetragonal crystal
domains, designated by the dashed lines in Figure 4.17. Narrower crystal
grains produced narrower stripe widths, indicating the possible importance
of of strain in producing magnetic inhomogeneity. Finally, it was found that
cooling the sample in a sufficiently strong magnetic field eliminated the stripe
features.
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Figure 4.17: MFM image of the related spinel material Mn3O4. The single-
crystal sample was cooled to T=25K in a weak magnetic field (B=1.5kG).
They observed regular stripe features defined by the tetragonal domain struc-
ture (black dashed lines). The yellow axes mark the crystal axes orientations
within the two tetragonal domains. The black-outlined features are non-
magnetic registration marks used to determine the probe’s location on the
sample surface, and have no effect on the magnetic structure.
Overall, the low-temperature magnetic phenomenology of Mn3O4 and
MnV2O4 are strikingly similar. In both materials, MFM measurements re-
veal fine-scale magnetic inhomogeneity that has been overlooked in bulk mea-
surements. These magnetic stripe features are confined within and defined
by individual tetragonal domains. In Mn3O4, the domain structure remains
constant between cools, while in MnV2O4, the cubic-to-tetragonal transi-
tion temperature is low enough to allow the tetragonal domain structure to
change. In both materials, the mechanical strain present in the sample ap-
pears to play a role in determining the magnetic patterns observed in the
ordered magnetic phases. One interesting difference between the MFM mea-
surements of the two materials is that in MnV2O4 we clearly observe magnetic
features corresponding to the domain walls between tetragonal domains. In
Mn3O4, the tetragonal domain walls have no associated magnetic features.
This is most probably due to the fact that the magnetic ordering relative to
the crystal axes are different between the two materials.
117
The proposed explanation for the observed magnetic contrast in Mn3O4
was low-temperature spatial coexistence between tetragonal and orthorhom-
bic structural phases. This hypothesis was confirmed by bulk x-ray diffrac-
tion measurements on polycrystalline Mn3O4[46]. Unfortunately, a similar
explanation does not lend itself well to our observations in MnV2O4. MnV2O4
does not have a low-temperature orthorhombic phase to create such a phase
coexistence. Nonetheless, there is increasing evidence that non-trivial mag-
netic inhomogeneity is a common feature in the low-temperature magnet-
ically ordered states of multiferroic spinel compounds. While the inhomo-
geneity may be driven in part by mechanical strain, it is an experimental
reality that must be considered in the context of data interpretation and
theoretical proposals.
4.5.4 Future Directions of Research
As always, further research will lead to a better understanding of the phenom-
ena at work in the low-temperature states of multiferroic spinel materials.
We see two main avenues of research that will answer many of the questions
remaining regarding the causes of the observed magnetic inhomogeneities.
The first consists of additional experiments on MnV2O4. Cryogenic EBSD
measurements will elucidate the details of the tetragonal domain structure,
and hopefully, confirm our interpretations of the MFM data. We do not ex-
pect to see the exact same domain structure, but more direct measurements
of the crystal structure (especially in non-zero magnetic fields) will allow for
comparisons between the phenomenology. Strong interactions between the
low-strain sample and the MFM probe prevented a full characterization of
the weak-field magnetic structure and patterning. Further experiments with
a much stiffer cantilever will enable a better understanding of this regime.
The second avenue of research consists of additional measurements of
Mn3O4. These include a similar calibration experiment and quantitative
analysis of the magnetization strength and domain structure. The close
relation between the MnV2O4 and Mn3O4 makes them a great comparative
pair. In addition, in the time since the Mn3O4 measurements, a new method
of crystal growth has allowed the creation of Mn3O4 samples consisting of
a single tetragonal domain. The tetragonal domain structure was central to
defining the magnetic patterns in Mn3O4, so it will be enlightening to see the
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effects of removing that domain structure entirely. Unfortunately, the new
growth method produces more amorphous samples that will require a more
complex preparation to be made suitable for MFM experiments.
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Chapter 5
Conclusion
The spinel family of materials are interesting for their complex interplay
between magnetic and orbital interactions and magnetic frustration. The
strong multiferroic behavior resulting from such interplay has practical ap-
plications if it can be understood and tuned. Many spinel materials show
series of closely spaced magneto-structural phase transitions at low tempera-
tures. The spinel MnV2O4 is widely studied, but important questions remain
unanswered regarding its low-temperature behavior. Both magnetic frustra-
tion and orbital degeneracy on the V sites play a role in the behavior of
MnV2O4. The role mechanical strain plays in the physics of MnV2O4 is not
well studied, and may provide insight into conflicting experimental reports.
In addition, previous research on MnV2O4 has been conducted almost solely
using bulk probe techniques.
We employed cryogenic magnetic force microscopy to provide nanoscale
real space magnetic imaging, and to better understand the role of mechanical
strain in MnV2O4. Our results show that previously unobserved nanometer-
and micron-scale magnetic patterns exist in the ordered magnetic states of
MnV2O4. At intermediate magnetic fields, the pattern takes the form of
large-scale tetragonal domains with sub-domain striping. The sub-domain
striping is bi-directional, with stripes running in both directions often in-
terwoven within a single domain. Increasing the magnetic field eliminates
the sub-domain pattern first, then the domain structure as well. Using a
different, highly-strained sample, we were able to compare the phenomenol-
ogy between high-strain and low-strain MnV2O4. The high-strain sample
showed a more complex magnetic patterning with evidence that the mechan-
ical strain reduced the number of energetically favorable magnetic patterns.
Mosaic-style composite MFM images show that magnetic inhomogeneity is
pervasive across the entire sample, not isolated to certain defect regions.
We achieved quantitative MFM results by experimentally measuring the
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instrument response of the MFM probe. Using the results, we identified
the tetragonal domain structure in several images of the low-strain MnV2O4
data. We also estimated the magnitude of magnetization associated with the
observed magnetic patterns. We conclude that the magnetic inhomogeneity
we observe in MnV2O4 is a significant experimental reality that must be
accounted for in the analysis of bulk probe measurements and the formulation
of theoretical explanations.
Previous MFM measurements on a related spinel material (Mn3O4) re-
vealed similar magnetic inhomogeneity associated with the lattice domain
structure. Together, these experiments provide mounting evidence that mag-
netic inhomogeneity is a common feature in multiferroic spinel materials.
The possibility of such a trend has not been widely considered in the broader
spinel research community. Future directions of research include additional
experiments on both MnV2O4 and Mn3O4
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