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HIGHER SYMMETRIES IN ABSTRACT STABLE HOMOTOPY
THEORIES
MORITZ GROTH AND MORITZ RAHN
Abstract. This survey offers an overview of an on-going project on uniform
symmetries in abstract stable homotopy theories. This project has calcula-
tional, foundational, and representation-theoretic aspects, and key features
of this emerging field on abstract representation theory include the follow-
ing. First, generalizing the classical focus on representations over fields, it
is concerned with the study of representations over rings, differential-graded
algebras, ring spectra, and in more general abstract stable homotopy theo-
ries. Second, restricting attention to specific shapes, it offers an explanation
of the axioms of triangulated categories, higher triangulations, and monoidal
triangulations. This has led to fairly general results concerning additivity of
traces. Third, along similar lines of thought it suggests the development of
abstract cubical homotopy theory as an additional calculational toolkit. An
interesting symmetry in this case is given by a global form of Serre duality.
Fourth, abstract tilting equivalences give rise to non-trivial elements in spec-
tral Picard groupoids and hence contribute to their calculation. And, finally,
it stimulates a deeper digression of the notion of stability itself, leading to
various characterizations and relative versions of stability.
Contents
1. Introduction 2
2. A representation-theoretic perspective on triangulated categories 8
2.1. Functorial cones 9
2.2. Derived limits and derived Kan extensions 14
2.3. A2-quivers and Barratt–Puppe sequences 20
2.4. A3-quivers and refined octahedral diagrams 24
3. A crash course on derivators 31
3.1. Derivators 32
3.2. Stable derivators 38
3.3. Exponentials of derivators 45
3.4. Morphisms of derivators 48
4. Higher symmetries 54
4.1. Strong stable equivalences 54
4.2. Abstract representation theory of An-quivers 58
4.3. Reflection functors 68
4.4. Digression: monoidal derivators 73
4.5. Universal tilting modules 83
References 94
Date: April 2, 2019.
1
2 MORITZ GROTH AND MORITZ RAHN
1. Introduction
A good part of modern mathematics is centered around the study of symme-
tries.1 Symmetries arise in various parts of mathematics, and in many specific
situations good control over the available symmetries is helpful in (if not crucial
to) applications. Here we are interested in global symmetries which are common to
all abstract stable homotopy theories. In one form or another (see further below),
abstract stable homotopy theories are in the background of many areas of pure
mathematics. This certainly includes algebra and representation theory, homotopy
theory and algebraic topology as well as algebraic geometry. The overall goal of this
project is a detailed study of uniform symmetries which arise in these fields. The
credo is that some of these symmetries provide a convenient calculational toolkit
that is common to all these situations. Other symmetries are more interesting from
an abstract representation-theoretic perspective.
In order to fill this first paragraph with more life, for the time being we focus
on triangulated categories as one of the classical approaches to an “abstract stable
homotopy theory”. Triangulated categories originated in algebraic geometry in the
study of derived categoriesD(X) of schemes [Ver67, Ver96] and in homotopy theory
in the study of the stable homotopy category of spectra SHC [Boa64, Pup67, Vog70].
In both of these situations, the classical triangulations on D(X) and SHC encode
aspects of the calculus of cones or, equivalently, derived cokernels – as it is visible
to the respective category alone. And symmetries show up very prominently in
the definition of a triangulated category [Nee01, HJR10]. First, a triangulated
category T is by definition endowed with a suspension functor Σ: T ∼−→ T which
is an equivalence of categories. Second, the rotation axiom allows us to rotate
distinguished triangles forward and backwards. Triangulated categories also encode
information about pairs of composable morphisms, but here the classical axioms
miss some of the existing symmetries.
Correspondingly, our first goal is to give a different explanation of the axioms of
a triangulated category. In order to achieve this in a fairly elementary way, in §2
we stick to the specific situation of chain complexes of modules over a ring R. The
main goal in that section is to give a somewhat unorthodox construction of the
classical Verdier triangulation on the derived category D(R). In fact, we take a
representation-theoretic perspective and study representations of the An-quivers
~A1 = 1, ~A2 = (1→ 2), and ~A3 = (1→ 2→ 3)
with values in chain complexes. Suitable combinations of derived cokernels and
more general derived pushouts reveal interesting symmetries in the representation
theories of these An-quivers. For instance, a representation
(1.1) x
f
→ y
g
→ z
of ~A3 in chain complexes can be equivalently encoded by a diagram of chain com-
plexes as in Figure 1. In that diagram all squares are derived pushouts (or, equiv-
alently, derived pullbacks) and the diagram vanishes on the boundary stripes.
A suitable restriction of Figure 1 gives rise to the octahedral diagram of the rep-
resentation (1.1). For instance, the key distinguished triangle from the octahedral
1Always begin an introduction by drawing a big picture.
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0 // z˜

// v˜ //

w˜

// 0

0 // x
f
//

y
g
//

z

// 0

0 // u //

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v //

x′

// 0

0 //
. . .
w //
. . .
y′ //
. . .
u′ //
. . .
0
.. .
Figure 1. A symmetric presentation of representations of ~A3.
axiom (“the cone of cones is a cone”) is induced by the square 1 which exhibits the
cone C(g) as the cone of C(f) → C(gf) (see Remark 2.52 for more details). But
the diagrams in Figure 1 have the advantage that there are two obvious symmetry
operations. For instance, there is the symmetry which shifts such diagrams along
the diagonal. And this symmetry results in a relation between the octahedral
diagram of (1.1) and the one of the induced representation
C(f)→ C(gf)→ Σx.
Also representations of ~A2 and ~A1 can be encoded by similar symmetric diagrams
(see Figure 3 and Figure 7). And in that case the symmetries induce the familiar
rotation symmetry and suspension at the level of D(R).
Following this line of thought, we are led to a construction of the classical Verdier
triangulation on D(R). The way we present this construction suggests that these
arguments do not rely in an essential way on the specifics of chain complexes in
R-modules. Instead, only formal aspects of the calculus of chain complexes were in-
voked, namely the existence of a well-behaved calculus of derived limits and colimits
with the following additional key properties.
(i) There is a zero object.
(ii) A square is a derived pushout square if and only if it is a derived pullback
square.
These two properties are the typical defining features of an “abstract stable ho-
motopy theory”. There is an entire zoo of models all of which make such a no-
tion precise. This zoo includes stable cofibration categories [Sch13, Len17], stable
model categories [Hov99], stable∞-categories [Lur09, Lur14], and stable derivators
[Hel97, Fra96, Mal01a] (see Disclaimer 3.1 for more references). For many of our
purposes the precise choice of the model is not too relevant. In fact, many of the
proofs are quite formal (and that is one of the points of the project) so that they
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are essentially model independent. Let us hasten to emphasize that we believe in
diversity of technology.
These abstract stable homotopy theories are enhancements of triangulated cat-
egories. In fact, in the above cases one can use the defining exactness properties
of stability in order to construct canonical triangulations. More interesting than
this result itself are the techniques leading to its proof. These are developed in
§3 in the framework of stable derivators (but see Disclaimer 3.1), and these tech-
niques are crucial to our later studies of symmetries. One convenient feature of
stable derivators (which is, for instance, also enjoyed by stable∞-categories [Lur14,
Prop. 1.1.3.1] but not by triangulated categories) is the following. Given a stable
derivator D and a small category A there is the stable derivator DA of represen-
tations of shape A with values in D (exponentials exist in stable derivators). And
this opens the door for the study of symmetries of stable homotopy theories of rep-
resentations of more complicated shapes than the An-quivers for n = 1, 2, 3 which
show up implicitly in the axioms of triangulated categories.
In §4 we finally get to the heart of this project, and this is where we take the above
exponentials serious. Given a small category A we associate to it the 2-functor
(1.2) (−)A : DERSt,ex → DER : D 7→ D
A
which sends a stable derivator D to the stable derivator of A-shaped represen-
tations in D . By specializing to specific D , this yields the homotopy theory of
representations over fields, over rings, in quasi-coherent modules over schemes, of
differential-graded or of spectral representations (see Examples 4.2 for details). We
think of (−)A as a gadget that neatly encodes the abstract representation theory
of the shape A. Correspondingly, given two small categories A and B (which could
be the same), a strong stable equivalence Φ: A
s
∼ B is a family of equivalences
ΦD : D
A ≃ DB, D a stable derivator,
which is pseudo-natural with respect to exact morphisms in D . As a slogan, such a
strong stable equivalence shows that A and B have the same abstract representation
theory (see §4.1 for a more detailed discussion).
A priori, any strong stable equivalence Φ: A
s
∼ B reveals a potentially interesting
symmetry in abstract stable homotopy theories. However, we also believe in the
following slogan.
“Some shapes are more important than others.”
In fact, some shapes are more foundational than others, and strong stable equiva-
lences between such shapes buy us more. We illustrate this by the following three
shapes which are closely related to triangulated categories, higher triangulated cat-
egories and the Waldhausen S•-construction, and monoidal triangulated categories
and Goodwillie calculus.
(i) The abstract representation theories of the Dynkin quivers ~A1, ~A2, and ~A3 are
intimately related with the axioms of triangulated categories. This relation is
provided through the calculus of derived (co)kernels of morphisms and pairs
of composable morphisms [Fra96, Mal01a, Gro13, Gro16]. Similarly, longer
chains of composable morphisms are the same as abstract representations of
Dynkin quivers
~An = (1→ 2→ . . .→ n).
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And their abstract representation theory is directly connected with higher
octahedral diagrams and ∞-triangulated categories [BBD82, Mal05a, Bal11,
GSˇ16a]. Interesting symmetries are made visible by diagrams as in Wal-
hausen’s S•-construction in algebraic K-theory [Wal85, GSˇ16a]. Higher-
dimensional versions of these diagrams have recently been studied in [Pog17,
Bec18, DJW18].
(ii) Similarly, the abstract representation theory of the commutative square
 = ~A2 × ~A2
is closely related to refined axioms for monoidal, triangulated or tensor trian-
gulated categories. Of course, representations of the square arise in monoidal
contexts as pointwise products of pairs of morphisms. A prominent operation
in this context is the pushout product operation (Example 4.62). Shadows
of this operation together with various compatibilities with rotations of the
two morphisms, symmetry, and dualization have been axiomatized by May
[May01]. The square is strongly stably equivalent to the trivalent source
and this offers a more representation-theoretic perspective on May’s axioms
[KN02, GSˇ14].
This calculus leads to applications in the study of dualizability phenom-
ena. More specifically, part of Grothendieck’s original motivation to look
for enhancements of triangulated categories was the following observation:
traces of endomorphisms do not satisfy additivity at the level of triangu-
lated categories (see Remark 4.72 for a precise formulation). In [GPS14a]
a result concerning additivity of traces is established for stable, monoidal
derivators (following May’s proof [May01] for model categories). And, again,
possibly more interesting than the additivity result are the techniques devel-
oped in that paper. (For further developments of this additivity result see
[PS16, PS14, GAdS14, JY18].)
(iii) Finally, also the abstract representation theory of the n-cube

n = ~A2 × . . .× ~A2
and some of its subposets is fairly foundational. It leads to a detailed under-
standing of the calculus of iterated partial cofiber constructions, total cofibers,
and of an interpolation between cocartesian and strongly cocartesian n-cubes
[BG18]. Such shapes show up naturally in monoidal contexts and also in
Goodwillie calculus [Goo92, MV15]. Moreover, there is a global form of an
abstract Serre duality on representations of these posets [BG18, §12], which,
conjecturally, can be extended to arbitrary homotopy finite shapes. Jointly
with Falk Beckert, we intend to come back to this elsewhere.
Besides these more foundational cases, there are various shapes that have been
studied very systematically in representation theory. In representation theory the
focus is often on representations of quivers, posets, groups, or more general small
categories with values in vector spaces over a field. (Of course a good deal of
representation theory is concerned with more general algebras, but here we focus on
those aspects that can be captured by (1.2).) Tilting theory is a derived version of
Morita theory, and it offers many tools to study the corresponding derived categories
and the calculus of derived equivalences (see for example [APR79, BB80, HR82,
Ric91, Kel94] or the survey articles in [AHHK07]). It turns out that some aspects
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of tilting theory have interesting counterparts in the context of abstract stable
homotopy theories.
First, this is the case for the classical BGP reflection functors. Let us recall that
Bernsˇte˘ın, Gel′fand, and Ponomarev [BGP73] introduced reflection functors and
used them to give an elegant proof of Gabriel’s classification result of connected
hereditary representation-finite algebras over an algebraically closed field [Gab72].
For every quiver Q and every source or sink q ∈ Q, the reflected quiver Q′ = σqQ
of Q is obtained by reversing the orientations of all edges adjacent to q. Associated
with these reflections at the level of quivers are reflection functors
Mod(kQ)→ Mod(kQ′)
between the module categories of the corresponding path algebras. While these
reflection functors fail to be equivalences, Happel [Hap87] showed that for acyclic
quivers derived reflection functors are exact equivalences
D(kQ)
∆
≃ D(kQ′).
Later Ladkani [Lad07a] established a similar equivalence D(AQ) ≃ D(AQ
′
) for
arbitrary abelian categories. It was shown in [GSˇ16b, GSˇ15] that Happel’s theorem
can be strengthened further by showing that reflection functors yield a strong stable
equivalence
Q
s
∼ Q′.
And this also holds for not necessarily finite or acyclic quivers. By purely combi-
natorial arguments one concludes from this that if T is a finite oriented tree and if
T ′ is an arbitrary reorientation of T , then there is a strong stable equivalence
T
s
∼ T ′.
Using the more flexible framework of stable∞-categories further generalizations
were recently constructed by Dyckerhoff, Jasso, and Walde [DJW19]. In loc. cit.
certain procedures to glue stable∞-categories are developed, and this gluing works
neither for triangulated categories nor for stable derivators. These techniques are
then applied to offer a fairly general construction of reflection functors for stable∞-
categories. Their result specializes both to the reflection functors in [GSˇ16b, GSˇ15]
and also to additional examples considered by Ladkani [Lad07a, Lad07c, Lad07b].
A second aspect from tilting theory that generalizes nicely is the calculus of
tilting complexes. Recall that these are chain complexes of bimodules such that
the corresponding derived tensor and hom functors are derived equivalences. To
obtain a counterpart of this for abstract stable homotopy theories, one invokes the
universality of the homotopy theory of spectra: it is the free stable homotopy theory
generated by the sphere spectrum. In the framework of derivators references related
to this result include [Hel88, Hel97, Fra96, Cis08, Tab08, CT11, CT12] (but see also
[Dug01b, Len10] and [Lur09, Lur14, GGN15] for closely related results in model
categories and ∞-categories, respectively). As a consequence of this universality
and Brown representability, every stable derivator is enriched over spectra. And
this allows us to define tensor and hom functors associated to spectral bimodules
(aka. weighted colimits and weighted limits [Kel05b]).
It turns out that the strong stable equivalences mentioned above are induced
by universal tilting modules. These are certain spectral bimodules and the termi-
nology is justified by the following two facts. First, these bimodules realize strong
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stable equivalences in arbitrary stable derivators and, second, they are spectral re-
finements of the classical tilting complexes. In fact, the classical tilting complexes
are recovered from the universal tilting modules by smashing with the Eilenberg–
MacLane spectrum. One convenient feature of these spectral bimodules is that
they can be calculated quite explicitly. For instance, there are explicit spectral
bimodules that govern the calculus of homotopy finite limits and colimits. We il-
lustrate this in §4.5 by some examples related to the calculus of cofibers such as
the universal constructor for cofiber sequences.
Universal tilting modules realize strong stable equivalences and they are conse-
quently invertible spectral bimodules. Considered from this perspective, the con-
struction of strong stable equivalences contributes to the calculation of spectral
Picard groupoids. To the best of the knowledge of the author, the only shape
for which the spectral Picard group is known is the trivial shape A = ∗. In that
case there is an isomorphism Z ∼= PicSp(∗) and a generator is given by S1 = ΣS
([HMS94] or [Str92, Thm. 2.2]). One of the current goals of this project is to obtain
a calculation of spectral Picard groups at least for some shapes, but for the time
being only first steps have been achieved (Remark 4.109).
We refrain from giving a more detailed description of the content. Instead we
refer the reader to the respective introductions of the individual sections §2, §3,
and §4.
Philosophy of this writing. It was our main goal to write an account which is
readable to representation theorists, to triangulated category theorists, and also to
(abstract) homotopy theorists. This explains the high level of detail which is offered
at various places, and we want to apologize for this to these different communities.
Still our feeling is that this is a reasonable compromise. As additional guiding
principles, we tried to stress the main ideas in the project, we refer to the original
literature for most of the proofs, we advertise a few loose ends which are to be
pursued further, and we include many references to indicate the various connections
to other parts of mathematics.
The level of sophistication increases from section to section. In §2 we deliberately
only invoke elementary techniques from homological algebra and some category the-
ory. In §3 we give a survey on derivators which offers one of the many approaches
to abstract homotopy theory (but see Disclaimer 3.1). We just develop the basics
which are needed for the applications in the final section (and here we gloss over
the more technical aspects of the theory despite the fact that the author actu-
ally likes them). Finally, in §4 we freely use the language of derivators (but see
Disclaimer 3.1) in order to summarize and explain the main results of this project
on higher symmetries.
Introduction of new coauthor. It is very tempting to make various jokes
such as “the first author thanks the second author for having joined the project
while the second author in turn thanks the first author for fruitful discussions”.
But to cut this short, the author recently got married and changed his last name
from Groth to Rahn. All future publications will appear under this new last name.
Acknowledgments. It is a great pleasure to begin by thanking my Ph.D.
supervisor Stefan Schwede for having suggested to me to think about abstract
homotopy theory in the first place. My understanding of the subject was sharpened
through various more or less directly related cooperations, hence special thanks
go to my coauthors Falk Beckert [BG18], David Gepner and Thomas Nikolaus
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[GGN15], Kate Ponto and Mike Shulman [GPS14b, GPS14a], again Mike Shulman
[GS17] and, last but not least (watch the alphabetic order!), Jan Sˇtˇov´ıcˇek [GSˇ14,
GSˇ16b, GSˇ16a, GSˇ15]. During the last years many colleagues and friends gave me
(willingly or not) the opportunity to discuss this project and/or to have a good time.
It is a great pleasure to thank Dimitri Ara, Peter Arndt, Denis-Charles Cisinski, Ivo
Dell’Ambrogio, David Gepner, Drew Heard, Gustavo Jasso, Andre´ Joyal, Philipp
Jung, Bernhard Keller, Steffen Ko¨nig, Henning Krause, Rosie Laking, Georges
Maltsiniotis, Thomas Nikolaus, Justin Noe¨l, Eric Peterson, Mona Rahn, George
Raptis, Ulrich Schlickewei, Timo Schu¨rg, Stefan Schwede, Mike Shulman, Johan
Steen, Greg Stevenson, and Jan Sˇtˇov´ıcˇek.
The author also thanks the organizers of the International Conference on Repre-
sentation theory of Algebras in Prague in August 2018 (ICRA2018). On occasion
of that conference the author offered a series of three talks aiming for an overview
of this project. The sections of this account are in obvious bijection with the talks
given at ICRA2018, but here we intend to draw a slightly more complete picture.
2. A representation-theoretic perspective on triangulated
categories
Triangulated categories were introduced in the 1960’s, originally motivated by
situations in algebraic geometry [Ver67, Ver96] and topology [Boa64, Pup67, Vog70].
Since their invention triangulated categories have become a valuable tool in many
areas of pure mathematics and this ubiquity is one of the features of triangulated
categories. In algebraic geometry triangulated categories arise as derived categories
of schemes ([Ver67, Ver96] or [Huy06]), in representation theory they come up as
derived categories of algebras (see [Hap88] or [AHHK07]), in modular representation
theory as stable module categories [BCR97], and in homotopy theory as homotopy
categories of spectra or related (stable model) categories ([Vog70] or [Hov99]). Nice
surveys on this ubiquity of triangulated categories can be found in [HJR10], in
[Bal10], and from a different perspective in [SS03].
In this first section we want to contribute to the understanding of the axioms of
triangulated categories. The main idea we intend to transport is that the axioms
of triangulated categories are closely related to (abstract) representation theory
of A1-quivers (!), A2-quivers, and A3-quivers. To keep things simple and very
explicit, in most of this section we specialize to chain complexes of modules over a
ring R. Assuming only elementary techniques from homological algebra, we revisit
the classical Verdier triangulation on the derived category D(R) of a ring and offer
a somewhat unorthodox construction of it. In §3 we will see that the arguments
invoked here easily extend to more general situations.
In §2.1 we revisit the classical derived cokernel and derived pushout construc-
tion in abelian categories. In §2.2 we specialize to the case of a module category
and collect key aspects of the calculus of more general derived limits and Kan ex-
tensions. As an illustration we express derived cokernels in terms of derived Kan
extensions. In §2.3 we iterate the construction of cofibers. This shows that mor-
phisms can be equivalently encoded by cofiber sequences and also by Barratt–Puppe
sequences. This latter reformulation showcases the existing derived symmetries of
~A2-representations. In §2.4 we consider derived representations of ~A3 and encode
these in terms of refined ocatahedral diagrams. We discuss at some length in which
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sense these diagrams are more symmetric versions of the diagrams in the classical
octahedral axiom.
2.1. Functorial cones. To set the stage, let us begin by establishing some basic
notation.
Notation 2.1. Throughout this section, A denotes an abelian category. From
§2.2 on we focus on the case A = Mod(R), the category of (not necessarily finitely
generated) left modules over a (not necessarily commutative) ring R.
We recall that abelian categories essentially axiomatize the usual calculus of finite
direct sums of modules and kernels and cokernels of homomorphisms of modules.
In classical homological algebra, the focus is on additive functors between abelian
categories and on an investigation of their behavior with respect to short exact
sequences. In particular, various techniques are developed in order to approximate
a given functor by exact functors in a universal way. To make such a statement
more specific, we collect the following lemma.
Notation 2.2. For every abelian category A, we denote by Ch(A) the category of
unbounded chain complexes in A.
Lemma 2.3. Let A and B be abelian categories and let F : A → B be an additive
functor. The following are equivalent.
(i) The functor F : A → B is exact.
(ii) The induced functor F : Ch(A)→ Ch(B) preserves quasi-isomorphisms.
Proof. The passage to homology objects is obtained by the formation of subquo-
tients, and the proof is hence straightforward. 
This suggests that the above-mentioned ‘exact approximations’ of more general
additive functors are defined at the level of derived categories.
Construction 2.4. For every abelian categoryA, we denote byWA the class of quasi-
isomorphisms in Ch(A). Up to set-theoretic considerations, there is the localization
functor
(2.5) Ch(A)
γ
// D(A) = Ch(A)[(WA)
−1],
which universally inverts the quasi-isomorphisms WA [GZ67]. In the case of a
module category A = Mod(R) we use the standard notation Ch(R)→ D(R).
It is common to think of the derived category D(A) as a rather refined invariant
of the abelian category A. A good deal of information about homological invariants
is encoded by derived categories, and many such invariants are invariant under
derived equivalences (see, for instance, [Kel07b] and the many references therein).
Here we want to take a different, but related perspective and focus on formal
properties of derived categories. The reason that we drew the morphism in (2.5) in
such a long way is that we want to stress that the categories Ch(A) and D(A) live
in rather different worlds. The category Ch(A) is an abelian category and hence
enjoys rather nice properties. In particular, it has all finite limits and finite colim-
its. In contrast to this, the category D(A) is rather ill-behaved (the 1-categorical
localization procedure is an act of violence, and it destroys these nice properties).
There are two relevant ways to make this more precise.
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(i) First, derived categories D(A) tend to not have many limits or colimits. In
fact, the only typical (co)limits which exist are finite biproducts and in some
cases also infinite (co)products.
(ii) More importantly, the calculus of derived (co)limits is not visible to the cat-
egory D(A) alone.
There are various ways to deal with these observations (see Disclaimer 3.1 and
references there), and here we begin by following Verdier and Grothendieck. The
following classical theorem offers one way to react upon the above issues, and the
remaining goal of this first section is to explain that result from the perspective of
symmetries.
Theorem 2.6 (Verdier [Ver67, Ver96]). The derived category D(A) “is” a trian-
gulated category.
In the formulation of this theorem, we were rather picky and put the verb into
quotation marks. This is in order to stress that a triangulation amounts to the spec-
ification of additional structure on D(A) (in contrast to asking for mere properties
of D(A)). In particular, this means that there are
(i) an auto-equivalence Σ: D(A) ∼−→ D(A) and
(ii) a class of distinguished triangles x
f
→ y → z → Σx in D(A),
and these are subject to certain axioms [Nee01, HJR10]. Given such a distinguished
triangle, the object z is referred to as “the” cone or cofiber of f . This time, the
quotation marks are meant to allude to the following well-known fact. Approached
this way, cones are only unique up to non-canonical isomorphism and only weakly
functorial.
The following proposition describes an alternative approach to the cone con-
struction. It exhibits the cone as the total left derived cokernel functor, thereby
guaranteeing that the cone is a canonical and functorial construction.
Proposition 2.7. Let A be an abelian category, let [1] be the poset (0 < 1), let A[1]
be the category of morphisms in A, and let cok: A[1] → A be the cokernel functor.
(i) The cokernel functor is right exact.
(ii) The cokernel functor is exact on monomorphisms.
(iii) The cokernel functor has a total left derived functor given by the cone con-
struction,
C ∼= Lcok: D(A[1])→ D(A).
Proof. A short exact sequence in A[1] is simply a morphism of short exact sequences
in A,
0 // x′ //
f ′

x //
f

x′′ //
f ′′

0
0 // y′ // y // y′′ // 0.
(i) This is an immediate consequence of the snake lemma, which yields a 6-term
exact sequence
0→ ker(f ′)→ ker(f)→ ker(f ′′)→ cok(f ′)→ cok(f)→ cok(f ′′)→ 0.
(ii) In the case of monomorphisms, the above sequence reduces to a short exact
sequence, so also this statement is immediate from the snake lemma.
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(iii) While the third statement does not follow as directly from the snake lemma,
the snake lemma suggests what we are supposed to do. Namely, we should
approximate an arbitrary chain map up to quasi-isomorphism by a monomor-
phic one and apply the cokernel to it instead. The details of this are as follows.
Given a chain map f : x → y, we note that cok(f) is the pushout in the
quadrilateral on the right in
(2.8)
x
f
//
i

y
cof(f)

✵
✵
✵
✵
✵
✵
✵
x
f
//

y

✹
✹
✹
✹
✹
✹
✹
✹
Cx
''❖
❖❖
❖❖
❖❖
0
((P
PP
PP
PP
Cf // cok(f).
The intended monomorphic approximation up to quasi-isomorphism is dis-
played in the remaining quadrilateral. Therein, x 7→ Cx denotes the clas-
sical functor which sends a chain complex to its cone (see, for instance,
[GM03, Wei94]). The relevant key facts about this construction are that,
first, the cone Cx is an acyclic complex and, second, it comes with a natural
monomorphic chain map i : x → Cx. Now, the cone Cf of the chain map f
is defined by the pushout square on the left in (2.8). Note that, since the
induced map x→ Cx⊕y is a monomorphism, by the first two parts the result-
ing functor C : Ch(A[1]) → Ch(A) : f 7→ Cf preserves quasi-isomorphisms.
Consequently, it descends to a cone functor at the level of derived categories
C : D(A[1])→ D(A).
In order to exhibit this as the total left derived functor of the cokernel, it
only remains to construct a corresponding natural transformation. Since the
cone Cx is acyclic, the unique chain map Cx→ 0 together with the identities
idx and idy induces a levelwise quasi-isomorphism
(Cx← x→ y)→ (0← x→ y),
i.e., the intended monomorphic resolution. At the level of pushouts this yields
a natural chain map Cf → cok(f) (the dotted arrow in (2.8)), which in turn
gives rise to the intended natural transformation in
Ch(A[1])
C //
γ

Ch(A)
γ

D(A[1])
C
// D(A).
✡✡✡✡
AIε
Standard techniques imply that (C, ε) is a model for Lcok.
(For more details and a more systematic explanation we refer to [Gro18, §3].) 
We want to briefly discuss this result.
Remark 2.9. For every abelian category A the category of morphisms A[1] is again
abelian. It is important to distinguish the two categories
D(A[1]) and D(A)[1],
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the derived category of the morphism category and the morphism category of the
derived category. A relation between these categories is provided by a forgetful
functor
dia[1] : D(A
[1])→ D(A)[1]
which is constructed as follows. An object X ∈ D(A[1]) is a chain complex of
morphisms which we can hence rewrite as a functor X : [1]→ Ch(A). Written this
way, we can compose X with the localization functor γ : Ch(A) → D(A), and we
make the definition
dia[1](X) = γ ◦X : [1]→ D(A).
The crucial observation now is that this functor discards relevant information. In
particular, the functorial cone from Proposition 2.7 does not factor through this
underlying diagram functor,
D(A[1])
C //
dia[1]

D(A)
D(A)[1].
∄C
::✉✉✉✉✉✉✉✉✉
(This fails already for vector spaces over a field as is detailed in [Gro18, §5].)
Thus, to put this into plain English, there is a functorial cone construction on
the derived category of the morphism category but not on the morphism category
of the derived category. In order to develop more intuition for these underlying
diagram functors, we collect the following straightforward result [BG18, Cor. 3.9].
Example 2.10. Let R be a semi-simple ring, let B be a category with finitely many
objects, and let RB be the R-linear category algebra. There is a similar underlying
diagram functor
diaB : D(Mod(R)
B)→ D(R)B : X 7→ γ ◦X,
which is equivalent to the Z-graded homology functor H∗ : D(RB)→ Mod(RB)Z.
This example illustrates very nicely that underlying diagram functors discard
relevant information. It turns out that not only these underlying diagram functors
tend to fail to be equivalences, but also that the categories
D(AB) and D(A)B
are not equivalent (see [Gro18, §5] for an explicit example). Moreover, there is no
simple recipe which allows us to reconstruct derived categories of diagram categories
(categories of the form D(AB)) from the derived category D(A). If we want to
study derived (co)limits at the level of derived categories only (in contrast to the
approaches in Disclaimer 3.1), then we have to keep track of the categories D(AB)
themselves.
Before we state a general theorem about the existence of derived (co)limits
(Theorem 2.19), we give an elementary proof in the following central example. We
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denote by p the full subposet of the cube looking like:
(2.11)
(0, 0) //

(0, 1)
(1, 0)
Correspondingly, the diagram category Ap is the category of spans in A and the
colimit functor
(2.12) colimp : A
p → A
simply forms pushouts.
Proposition 2.13. Let A be an abelian category. The pushout functor (2.12) has
a total left derived functor
L colimp : D(A
p)→ D(A).
Proof. The strategy of the proof is very similar to the one in Proposition 2.7, and
we are more sketchy. As a left adjoint the pushout functor is right exact, and it
turns out to be exact on those spans
x //

y
z,
such that the induced map x → y ⊕ z is a monomorphism. Functorial resolutions
adapted to the pushout are hence given by any of the spans
x //

y x //

Cx⊕ y x //

Cx⊕ y
Cx ⊕ z, z, Cx⊕ z,
together with the obvious maps collapsing the cones. Choosing for instance the
resolution of the left, the derived pushout functor
L colimp : D(A
p)→ D(A)
is induced by applying colimp to these resolution. The canonical natural transfor-
mation
Ch(Ap)
colimp //
γ

Ch(A)
γ

D(Ap)
L colimp
// D(A)
✠✠✠✠
@Hε
again comes from the chain maps which collapse the cones. (For a more systematic
approach see [Gro18, §7].) 
14 MORITZ GROTH AND MORITZ RAHN
2.2. Derived limits and derived Kan extensions. In this short subsection we
collect key formal properties of the calculus of derived limits in categories of mod-
ules. More generally, restriction functors between derived diagram categories have
adjoints on both sides. These derived Kan extension functors can be calculated in
terms of derived (co)limits. It was the philosophy of Grothendieck [Gro83, pp. 196-
200] that the “entire triangulated information” of a derived category is encoded by
this system of derived diagram categories and derived limit functors.
Notation 2.14. For every small category B, we denote the derived category of the
diagram category Mod(R)B by
DR(B) = D(Mod(R)
B).
As a special case DR(∗) is simply the derived category D(R). The diagonal functor
∆B : Mod(R)→ Mod(R)B is exact and hence induces a similar diagonal functor
∆B : DR(∗)→ DR(B).
Recall that (co)limits are simply adjoints to diagonal functors [ML98, § IV.2].
Generalizing Proposition 2.13 there is the following derived version of this.
Theorem 2.15. For every small category B there are adjunctions
(L colimB,∆B) : DR(B)⇄ DR(∗) and (∆B, RlimB) : DR(∗)⇄ DR(B).
Proof. This is part of the statement of Theorem 2.19. 
In order to build towards a further generalization, we recall the following defini-
tion. Given a functor u : A → B between small categories, there is the restriction
or precomposition functor
(2.16) u∗ : Mod(R)B → Mod(R)A : X 7→ X ◦ u.
In particular, for an object b ∈ B, we obtain the evaluation functor
b∗ : Mod(R)B → Mod(R).
In this case we simplify notation by writing fb : Xb → Yb for the value of f : X → Y
under the evaluation functor.
Kan extensions are some kind of relative versions of (co)limits. To explain what
we mean by this it suffices to identify diagonal functors as restriction functors. In
more detail, for every small category B let πB : B → ∗ be the unique functor to
the terminal category. Note that under the isomorphism Mod(R)∗ ∼= Mod(R) the
functors ∆B and (πB)
∗ are identified. Thus, to put this differently, the (co)limit
functors are adjoints to restriction along these particular functors. It turns out
that the existence of limits and colimits in Mod(R) also guarantees the existence of
adjoints to arbitrary restriction functors (2.16). Given a functor u : A→ B between
small categories, there are adjunctions
(u!, u
∗) : Mod(R)A ⇄ Mod(R)B and (u∗, u∗) : Mod(R)
B
⇄ Mod(R)A.
The functor u! is the left Kan extension functor along u, and u∗ is referred to
as the right Kan extension along u. For the basic theory of these Kan extension
functors see [ML98, §X] or [Bor94b, §3.7]. For a discussed geared towards our
current situation we also refer to [Gro18, §6].
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The restriction functors (2.16) are again exact. Hence, for trivial reasons we
obtain derived restriction functors
u∗ : DR(B)→ DR(A).
As a relative version of Theorem 2.15, also the Kan extension adjunctions have
derived versions.
Theorem 2.17. For every functor u : A → B between small categories there are
adjunctions
(u!, u
∗) : DR(A)⇄ DR(B) and (u
∗, u∗) : DR(B)⇄ DR(A).
Proof. This is part of the statement of Theorem 2.19. 
For every functor u : A→ B we hence have a derived left Kan extension functors
and a derived right Kan extension functor
u! : DR(A)→ DR(B) and u∗ : DR(A)→ DR(B).
To be of any use, it is important to be able to calculate these derived Kan extension
functors. More specifically, given X ∈ DR(A) and b ∈ B we would like to be able
to express the values
u!(X)b, u∗(X)b ∈ DR(∗) ∼= D(R)
of the derived Kan extensions u!(X), u∗(X) ∈ DR(B) in terms of X , u, and b only.
Before dealing with this derived situation, let us recall the corresponding fact for
module categories.
Construction 2.18. Let u : A → B be a functor between small categories and let
X : A → Mod(R) be a diagram of modules. In order to construct the left Kan
extension u!(X) : B → Mod(R) we recall the definition of slice categories. For
every object b ∈ B the slice category (u/b) of objects u-over b has the following
description. Objects in (u/b) are pairs (a, f : ua→ b) consisting of an object a ∈ A
and a morphism f : ua → b in B. A morphism g : (a, f) → (a′, f ′) in (u/b) is a
morphism g : a → a′ in A such that f ′ ◦ u(g) = f . Note that there is forgetful
functor p : (u/b) → A : (a, f) 7→ a, and to construct u!(X)b it suffices to form a
colimit over this slice category. More precisely, for every b ∈ B we define
u!(X)b = colim(u/b)X ◦ p ∈Mod(R).
One checks that this defines a diagram u!(X) : B → Mod(R), the left Kan extension
of X along u.
Dually, for every b ∈ B there is the slice category (b/u) of objects u-under b. And
also this category comes with a forgetful functor q : (b/u)→ A : (a, f : b→ ua) 7→ a.
It turns out that also the right Kan extension u∗(X) can be constructed pointwise
by the formula
u∗(X)b = lim(b/u)X ◦ q ∈ Mod(R).
This concludes the recap of the pointwise formulas for Kan extensions of dia-
grams of modules (which, of course, generalizes to arbitrary complete and cocom-
plete categories). The following theorem shows that similar formulas extend to
the derived Kan extensions in Theorem 2.17. For convenience, we also summarize
some additional key properties of the calculus of derived limits, derived colimits,
and derived Kan extensions over a ring.
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Theorem 2.19 (Grothendieck). Let R be a ring. The formation of derived cate-
gories of diagram categories defines a 2-functor
DR : B 7→ DR(B) = D(Mod(R)
B)
from small categories to not necessarily small categories. The 2-functor DR enjoys
the following properties.
(Der1) The canonical inclusion functors Bj →
∐
i∈I Bi, j ∈ I, induce an equivalence
of categories
DR(
∐
i∈I
Bi)
∼−→
∏
i∈I
DR(Bi).
(Der2) A morphism f : X → Y in DR(B) is an isomorphism if and only if the
morphisms fb : Xb → Yb, b ∈ B, are isomorphisms in DR(∗) = D(R).
(Der3) For every functor u : A → B, the restriction functor u∗ : DR(B) → DR(A)
has a left adjoint u! and a right adjoint u∗,
(u!, u
∗) : DR(A)⇄ DR(B), (u
∗, u∗) : DR(B)⇄ DR(A).
(Der4) For every functor u : A → B, the functors u!, u∗ : DR(A) → DR(B) can be
calculated pointwise. More specifically, for X ∈ DR(A) and b ∈ B there are
canonical isomorphisms
L colim(u/b) p
∗(X) ∼−→ u!(X)b and u∗(X)b
∼−→ Rlim(b/u)q
∗(X).
Proof. While an elementary proof building on classical homological algebra only
does not seem to exist in the literature, we think that it would be nice to expand
on the techniques behind Proposition 2.7 and Proposition 2.13 in order to obtain
such a proof. Currently, this result is a consequence of more general theorems. The
category Mod(R) is Grothendieck abelian and Ch(R) can hence be endowed with
a combinatorial Quillen model structure (see [Bek00, Prop. 3.13], [Hov01, §2], or
[CD09, §§2-3]). For combinatorial Quillen model categories a reasonably simple
proof of a variant of this theorem can be found in [Gro13, §1.3]. 
Remark 2.20. We want to stress that, by definition, DR sends a small category B
to the derived category D(Mod(R)B). In this assignment the derived category is
considered as a plain category only and hence not as a triangulated category. In
fact, the main goal of §2.3 and §2.4 now consists of showing how to construct the
Verdier triangulation on D(R) (Theorem 2.6) using certain nice properties of this
2-functor DR only. Those arguments will indicate the above-mentioned intimate
relation between the triangulation and symmetries.
Formally, in the remainder of this section we focus on modules over a ring.
We want to stress, however, that variants of Theorem 2.19 arise in many other
situations as well. Moreover, many of the arguments which are sketched further
below apply almost verbatim to those more general situations (see §3).
The following key property will be used over and over again.
Proposition 2.21. Let R be a ring and let u : A→ B a fully faithful functor. The
Kan extension functors u!, u∗ : DR(A)→ DR(B) are fully faithful.
Proof. This is a special case of Proposition 3.21. 
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This result is of central importance in many constructions, and to explain its
relevance we collect the following reformulation (based on standard results on ad-
junctions): For every fully faithful u : A→ B and every X ∈ DR(A) the adjunction
units and counits
η : X ∼−→ u∗u!X and ε : u
∗u∗X
∼−→ X
are invertible. Thus, this result allows us to extend diagrams defined on smaller
categories to larger ones without affecting the diagram on the smaller category, and
in this sense Kan extensions are proper “extensions”.
As a first example of the derived Kan extension functors from Theorem 2.19,
we reformulate the proof of Proposition 2.7 in terms of these functors. This needs
some preparation.
Notation 2.22. We denote by  the category [1]× [1],
(0, 0) //

(0, 1)

(1, 0) // (1, 1).
For every ring R, a square in DR is an object X ∈ DR(). Such a square is hence
a commutative square of chain complexes
x //

y

z // w
considered as an object in the derived category D(Mod(R)). Associated to every
square, there are the following canonical maps.
(i) Ignoring the chain complex w for a moment, there is the corresponding left de-
rived pushout (L colimp)(X|p) (Proposition 2.13). This chain complex comes
with a canonical comparison map
(2.23) (L colimp)(X|p)→ w.
(ii) Dually, ignoring the chain complex x, there is the right derived pullback
Rlimy(X|y), and this chain complex comes with a canonical comparison map
(2.24) x→ (Rlimy)(X|y).
Definition 2.25. Let R be a ring and let X ∈ DR().
(i) The square X is cocartesian if (2.23) is an isomorphism in DR(∗) = D(R).
(ii) The square X is cartesian if (2.24) is an isomorphism in DR(∗) = D(R).
The following two properties of DR are crucial to all later constructions.
Proposition 2.26 (Stability of DR). Let R be a ring.
(i) The category DR(∗) = D(R) has a zero object.
(ii) A square X ∈ DR() is cocartesian if and only if it is cartesian. We refer
to these squares as bicartesian squares.
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Proof. The first statement is obvious since D(R) is an additive category. We invite
the reader to come up with a direct proof of the second statement. That result
also follows more indirectly from the fact that Σ: D(R)→ D(R) is an equivalence
combined with Theorem 2.19 and Theorem 3.29. 
Whenever we want to stress that a given square is bicartesian, we decorate it by
a square in the middle such as in
x //


y

z // w.
Remark 2.27. On a first view, it seems to be a bit strange, that in Definition 2.25 we
introduce the notions of cocartesian and cartesian squares in DR for every ring R,
in order to then observe in Proposition 2.26 that these two classes coincide. The
point is, of course, that these notions make sense in many other situations as well
(see §3), and that often these classes do not agree. For instance, in a complete
and cocomplete category C with a zero object, the classes of pushout and pullback
squares agree if and only if C is equivalent to the terminal category (which is
equivalent to C being a contractible groupoid). In this precise sense the conjunction
of the two properties in Proposition 2.26 are invisible to ordinary category theory
and they require more refined techniques (see also Remark 3.31).
With these basic notions in place, we can now revisit Proposition 2.7.
Definition 2.28. Let R be a ring. A cofiber square in DR is a cocartesian square
X ∈ DR() which vanishes at the lower left corner,
(2.29)
x
f
//


y

0 // z.
We denote by DR()
cof ⊆ DR() the full subcategory spanned by the cofiber
squares.
We want to stress that the lower left corner is a zero object in D(R), so it
really could be any acyclic chain complex. The intuition is that a cofiber square
is essentially determined by the upper horizontal morphism (f : x → y). This
morphism is obtained formally from the cofiber square by restriction along
(2.30) k : [1]→  : i 7→ (0, i).
Proposition 2.31. For every ring R restriction along (2.30) induces an equivalence
of categories
k∗ : DR()
cof ∼−→ DR([1]).
Proof. We sketch the proof and begin by noting that the functor (2.30) factors as
k = j ◦ i : [1]→ p→ .
Here, p is again suggestive notation for the poset (2.11) which corepresents spans.
By Theorem 2.19 there are derived Kan extension adjunctions
(i∗, i∗) : DR(p)⇄ DR([1]) and (j!, j
∗) : DR(p)⇄ DR().
And in this case the construction of i∗ and j! can be given very explicitly.
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(i) Before passing to derived categories, it is straightforward to check that the
functor i∗ which sends a chain map (x→ y) to the span (0← x→ y) is right
adjoint to i∗ (alternatively, this also follows from the pointwise formulas in
Construction 2.18). Since both functors are exact, this immediately yields
the first adjunction.
(ii) In the case of the second adjunction a direct argument can be sketched as
follows. While pushouts fail to be exact on all spans, they are exact on spans
such that at least one of the maps is a monomorphism. Hence, as in the proof
of Proposition 2.13, we can resolve an arbitrary span by adding inclusions into
cones on at least one of the edges, and the corresponding pushout squares
are models for the left derived pushout square functor
j! : DR(p)→ DR().
With these adjunctions at our disposal we can now consider the composition
j! ◦ i∗ : DR([1])→ DR(p)→ DR(),
and this yields the desired equivalence. In more detail, the functors i∗ and j! are
both fully faithful (Proposition 2.21), and one checks that the essential image of
their composition consists precisely of the cofiber squares. 
The above sketch has shown that the left quadrilateral in (2.8) can be constructed
in terms of derived Kan extension functors. This justifies the terminology cofiber
square since for every such square (2.29) there is a canonical isomorphism between
z and the cone or cofiber of f ,
Cf ∼−→ z.
There is the following important special case of cofiber squares.
Definition 2.32. Let R be a ring. A suspension square in DR is a cocartesian
square which vanishes at the lower left and the upper right corner,
(2.33)
x //


0

0 // x′.
Remark 2.34. For every ring R we denote by DR()
Σ ⊆ DR() the full subcate-
gory spanned by the suspension squares. Similar to the case of Proposition 2.31,
evaluation at (0, 0) ∈  induces an equivalence of categories
(0, 0)∗ : DR()
Σ ∼−→ DR(∗) = D(R).
We invite the reader to adapt the arguments of the previous case in order to sketch
a proof of this result. An inverse of this equivalence is given by forming the cofiber
square associated to (x → 0). Hence, the proof of Proposition 2.7 shows that we
simply form the cokernel of the inclusion x→ Cx, which is clearly isomorphic to the
usual suspension Σx of the chain complex x. The terminology suspension squares
is hence justified by the fact that every such square (2.33) induces a canonical
isomorphism
Σx ∼−→ x′.
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2.3. A2-quivers and Barratt–Puppe sequences. The point of the construc-
tions at the end of the previous subsection was the following. A morphism in DR
can be equivalently encoded by a cofiber square (Proposition 2.31) and, similarly,
an object in DR is as good as a suspension square (Remark 2.34). In this subsection
we want to expand a bit on this observation for the case of morphisms. Representa-
tions of ~A2 in DR turn out to be equivalent to Barratt–Puppe sequences. Moreover,
the symmetry of these Barratt–Puppe sequence corresponds to the rotation at the
level of triangulated categories.
As a warmup we consider cofiber sequences which are essentially obtained by
forming two cofiber squares. To carry this out in detail, we introduce the following
notation.
Notation 2.35. For every natural number n, we denote by [n] the finite linear
order (0 < 1 < . . . < n). The product  = [1]× [2] hence agrees with the shape of
two adjacent commuting squares
(0, 0) //

(0, 1) //

(0, 2)

(1, 0) // (1, 1) // (1, 2).
In representation theoretic parlance, the poset [n] is the linearly oriented An+1-
quiver
~An+1 = (1→ . . .→ n+ 1).
Note that the labeling conventions only match up to a shift by one. There is a
unique isomorphism between the two shapes which will always be used implicitly,
hopefully not arising in a confusion concerning the various labels.
Definition 2.36. Let R be a ring. A cofiber sequence in DR is an object
X ∈ DR() such that the square on the left and the square on the right are
cocartesian and such that X vanishes at (1, 0) and (0, 2),
(2.37)
x
f
//


y
g

//

0

0 // z // x′.
We denote by DR()
cof ⊆ DR() the full subcategory spanned by the cofiber
squares.
Morally, a cofiber sequence is as good as a morphism only. In fact, given a
cofiber sequence (2.37), the morphism z → x′ can be reconstructed from g : y → z
by Proposition 2.31. Similarly, by that same result also the morphism g : y → z
is determined by f : x → y. This makes the following result plausible in which we
denote the inclusion of the upper left morphism by
(2.38) k : [1]→  : i 7→ (0, i).
Proposition 2.39. For every ring R restriction along (2.38) induces an equivalence
of categories
k∗ : DR()
cof ∼−→ DR([1]).
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Proof. The strategy is very similar to the one in the earlier cases. The functor k in
(2.38) factors as a composition
j ◦ i : [1]→ B → [1]× [2]
of fully faithful inclusions where B is given by
(0, 0) //

(0, 1) // (0, 2)
(1, 0).
At the level of chain complexes it is straightforward to check that the restriction
functor i∗ has a right adjoint i∗ which simply adds two zero chain complexes and the
unique chain maps. Alternatively, this follows immediately from Construction 2.18
since the corresponding slice categories are empty. Thus, both i∗ and i∗ are exact,
and the induced functor i∗ : DR([1]) → DR(B) is hence under control. It is fully
faithful (Proposition 2.21) and the essential image consists of all X ∈ DR(B) which
vanish at (1, 0) and (0, 2). Similarly, at the level of chain complexes a left adjoint j!
to j∗ is given by the functor which adds two pushout squares. The corresponding
left derived functor j! hence adds two derived pushout squares, and one checks that
the essential image of this fully faithful functor can be characterized by this. As an
upshot, both functors in
j! ◦ i∗ : DR([1])→ DR(B)→ DR()
are fully faithful and the essential image of their composition consists precisely of
the cofiber sequences. 
In order to analyze cofiber sequences in more detail, we recall the following
pasting and cancellation property of bicartesian squares in DR. There are three
obvious inclusions of the square  in . Let us denote by
ι01 : → , ι12 : → , and ι02 : → 
the inclusion of the left square, the right square, and the composed square, respec-
tively.
Proposition 2.40. Let R be a ring and let X ∈ DR(). If two of the squares
ι∗01(X), ι
∗
12(X), and ι
∗
02(X) are bicartesian, then so is the third square.
Proof. This is a special case of [Gro13, Prop. 4.6]. 
Construction 2.41. Let R be a ring and let X ∈ DR()cof be a cofiber sequence
looking like (2.37). By Proposition 2.40 the composed square ι∗02(X) is again bi-
cartesian and it takes the form
x //


0

0 // x′.
Thus, ι∗02(X) is a suspension square (Definition 2.32), and by Remark 2.34 we ob-
tain a canonical isomorphism Σx ∼−→ x′. It follows that associated to every cofiber
sequence there is a triangle
x
f
→ y
g
→ z
h
→ Σx.
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. . .
. . .
. . .
. . .
(−1,−2) // (−1,−1)

// (−1, 0) //

(−1, 1)

(0,−1) // (0, 0) //

(0, 1) //

(0, 2)

(1, 0) // (1, 1) //

(1, 2) //

(1, 3)

(2, 1) //
. . .
(2, 2) //
. . .
(2, 3) //
. . .
(2, 4)
.. .
Figure 2. The full subposet M2 ⊆ Z× Z
This is an ordinary diagram in DR(∗) = D(R), and the morphism h is obtained
from the unlabeled morphism z → x′ in (2.37) thanks to the isomorphism Σx ∼−→ x′.
This already suggests that cofiber sequences are closely related to distinguished
triangles, and we will come back to this at the end of §2.4. Here, instead, we
summarize some of the constructions carried out so far. For every ring R, at the
level of derived categories of diagram categories there are equivalences of categories
DR()
cof ∼−→ DR()
cof ∼−→ DR([1]).
These equivalences are induced by suitable restriction functors, and inverse equiv-
alences are obtained by extending a morphism to a cofiber square or by iterating
this construction twice. We now simply iterate this construction countably many
times in both directions. The combinatorial details are as follows.
Notation 2.42. Let M2 ⊆ Z × Z be the full subposet given by all (i, j) ∈ Z × Z
such that i− 1 ≤ j ≤ i+ 2.
A part of this poset is displayed in Figure 2. The reason that we consider this
poset is that, for every ring R, this shape allows us to simultaneously encode a
morphism (f : x → y) ∈ DR([1]), all its iterated derived cokernels, and also all its
iterated derived kernels. This is achieved by forming Barratt–Puppe sequences in
the following sense.
Definition 2.43. Let R be a ring. A diagram X ∈ DR(M2) is a Barratt–Puppe
sequence in DR if the diagram X vanishes on the two boundary stripes and all
squares in X are bicartesian. We denote by DR(M2)
ex ⊆ DR(M2) the full subcat-
egory spanned by all Barratt–Puppe sequences.
The terminology is motivated by similar constructions with pointed topological
spaces. In that case this notion yields the classical Barratt–Puppe sequences as in
[Pup58], which provide the space-level origin of many long exact sequences in alge-
braic topology. The following result makes precise that Barratt–Puppe sequences
are determined by their restrictions along the inclusion
(2.44) i : [1]→M2 : k 7→ (0, k).
Theorem 2.45. For every ring R restriction along (2.44) induces an equivalence
of categories
i∗ : DR(M2)
ex ∼−→ DR([1]).
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Proof. We only sketch the arguments and refer the reader to [GSˇ16a, §4] for a de-
tailed proof of a more general result. The idea is to construct an inverse equivalence
F[1] : DR([1])
∼−→ DR(M2)
ex
as a composition of suitable derived Kan extensions. To this end we observe that
the inclusion (2.44) factors as
i : [1]
i1→ K1
i2→ K2
i3→ K3
i4→M2,
where the Kj are the following full subposets of M2 and the ij are the obvious
inclusions.
(i) K1 is obtained from the image of i by adding those objects on the boundary
stripe which sit under the image of i, i.e., the objects (n, n + 2), n ≥ 0, and
the objects (n, n− 1), n > 0.
(ii) K2 contains besides the objects in K1 also all remaining objects under the
image of i, i.e., the objects (n, n) and (n, n+ 1) for n > 0.
(iii) K3 is obtained fromK2 by also adding the remaining objects on the boundary
stripes, i.e., the objects (n, n+ 2), n < 0, and the objects (n, n− 1), n ≤ 0.
We know from Proposition 2.21 that the following four functors
DR([1])
(i1)∗
→ DR(K1)
(i2)!
→ DR(K2)
(i3)!
→ DR(K3)
(i4)∗
→ DR(M2)
are fully faithful. Invoking arguments similar to the previous cases in combination
with homotopy (co)finality arguments, one checks that
(i) (i1)∗ : DR([1])→ DR(K1) simply adds zero objects at the new components,
(ii) (i2)! : DR(K1)→ DR(K2) inductively adds bicartesian squares,
(iii) (i3)! : DR(K2)→ DR(K3) again adds zero objects at the new components,
(iv) and that (i4)∗ : DR(K3)→ DR(M2) constructs new bicartesian squares.
Thus, the composition of these four functors indeed extends (f : x→ y) ∈ DR([1])
to a Barratt–Puppe sequence. Moreover, in each of these four steps the above
describes precisely the corresponding essential image, and we hence conclude that
F[1] = (i4)∗ ◦ (i3)! ◦ (i2)! ◦ (i1)∗
is the desired inverse equivalence of i∗ : DR(M2)
ex → DR([1]). 
Let us discuss these Barratt–Puppe sequences to some extent.
Remark 2.46. Let R be a ring and let X ∈ DR(M2)ex be a Barratt–Puppe se-
quence looking like Figure 3. In that Barratt–Puppe sequence any two adjacent
squares determine a cofiber sequence and hence give rise to a triangle in DR(∗)
(Construction 2.41). In particular, the cofiber sequence determined by the squares
1 , 2 induces a triangle associated to f : x → y. Similarly, the squares 2 , 3
determine a triangle associated to the morphism g : y → z, and this is a rotated
triangle of the previous one. As an upshot, the Barratt–Puppe sequence in Figure 3
encodes all iterated rotations of triangles associated to f : x→ y.
The defining exactness properties of Barratt–Puppe sequences (vanishing on
boundary stripes and all squares are bicartesian) are invariant under the obvi-
ous symmetries of the shape M2. Hence, as alluded to in the introduction, the
rotation at the level of distinguished triangles is a shadow of certain symmetries
on representations of ~A2 = (1 → 2) ∼= [1] with values in chain complexes. As a
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. . .
. . .
. . .
. . .
0 // y˜

// z˜ //

0

0 // x
f
//

1
y //

2
0

0 // z //

3
x′ //

4
0

0 //
. . .
y′ //
. . .
z′ //
. . .
0
.. .
Figure 3. Iterated derived (co)kernels of (f : x→ y) ∈ DR([1])
variant of this, let us consider the square 1 in Figure 3 as a “triangular fundamen-
tal domain” of the Barratt–Puppe sequence. The flip symmetry of the shape M2
identifies the squares 1 and 4 . At the level of diagrams this flip symmetry corre-
sponds to the suspension, and Figure 3 encodes the fundamental domain and all its
iterated (de)suspensions. Of course, the suspension is simply the cube of the cofiber
([GPS14b, Lem. 5.13]), and in that generality this can be interpreted as an exam-
ple of the abstract fractionally Calabi–Yau property of ~An-quivers ([Kel08],[GSˇ16a,
Cor. 5.20]).
Remark 2.47. The strategy behind the constructions discussed so far is fairly typical
and it relies on two ingredients. First, for every fully faithful functor u : A→ B the
derived Kan extension functors u!, u∗ : DR(A) → DR(B) are again fully faithful.
In particular, they induce equivalences onto their essential images. Second, for
suitable classes of fully faithful functors, the functors u!, u∗ simply add zero chain
complexes at the new objects. We refer the reader to [Gro13] for a more systematic
discussion of this.
2.4. A3-quivers and refined octahedral diagrams. In this subsection, we con-
clude the unorthodox proof of Theorem 2.6 and there are only two main steps left.
First, we repeat to some extent the discussion in §2.3 but starting with represen-
tations of ~A3 instead. Second, for suitable shapes the underlying diagram functors
from Example 2.10 are full and essentially surjective, and this can be invoked to
establish the existence of the Verdier triangulation.
The octahedral axiom of triangulated categories asks for a version of the third
Noether isomorphism for cones in triangulated categories. Hence, it is essentially a
statement about the situation of two composable morphisms, which is to say of a
representation of the linearly oriented A3-quiver
~A3 ∼= [2] = (0 < 1 < 2).
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. . .
. . .
. . .
. . .
. . .(−1,−2) // (−1,−1)

// (−1, 0) //

(−1, 1)

// (−1, 2)

(0,−1) // (0, 0) //

(0, 1) //

(0, 2)

// (0, 3)

(1, 0) // (1, 1) //

(1, 2) //

(1, 3)

// (1, 4)

(2, 1) //
. . .
(2, 2) //
. . .
(2, 3) //
. . .
(2, 4) //
. . .
(2, 5)
. . .
Figure 4. The full subposet M3 ⊆ Z× Z
The following is a variant for ~A3 of the above discussion of Barratt–Puppe se-
quences.
Notation 2.48. Let M3 ⊆ Z × Z be the full subposet given by all (i, j) ∈ Z × Z
such that i− 1 ≤ j ≤ i+ 3.
A part of this poset is displayed in Figure 4, and this poset is the shape of refined
octahedral diagrams in the following precise sense.
Definition 2.49. Let R be a ring. A diagram X ∈ DR(M3) is a refined octa-
hedral diagram in DR if the diagram X vanishes on the two boundary stripes
and all squares in X are bicartesian. We denote by DR(M3)
ex ⊆ DR(M3) the full
subcategory spanned by all refined octahedral diagrams.
Similar to the case of Barratt–Puppe sequences, a refined octahedral diagram
is determined by restriction along various embeddings of ~A3 ∼= [2] to M3. To be
specific, we consider the standard embedding
(2.50) i : [2]→M3 : k 7→ (0, k).
Theorem 2.51. For every ring R restriction along (2.50) induces an equivalence
of categories
i∗ : DR(M3)
ex ∼−→ DR([2]).
Proof. It is straightforward to adapt the strategy of the proof of Theorem 2.45 in
order to also cover this situation. For a detailed proof we refer to [GSˇ16a, §4]. For
later reference we denote the inverse equivalence by F[2] : DR([2])
∼−→ DR(M3)
ex. 
The connection to the octahedral axiom is as follows, and this justifyies the
above terminology.
Remark 2.52. Let R be a ring and let X ∈ DR(M3)
ex be a refined octahedral
diagram looking like Figure 5. This diagram is determined by the restriction
i∗(X) ∈ DR([2]), and this restriction in turn gives rise to the three morphisms
f : x→ y, g : y → z, and g ◦ f : x→ z.
Given three such morphisms in DR(∗), let us recall that the octahedral axiom relates
triangles of f , g, and g◦f by an additional triangle incorporating the various cones.
These four triangles can be deduced from Figure 5 as follows.
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. . .
. . .
. . .
. . .
. . .
0 // z˜

// v˜ //

w˜

// 0

0 // x
f
//

1
y
g
//

2
z

//
3
0

0 // u //

4
v //

5
x′

//
6
0

0 //
. . .
w //
. . .
y′ //
. . .
u′ //
. . .
0
.. .
Figure 5. The refined octahedral diagram of (x
f
→ y
g
→ z) ∈ DR([2])
(i) The square 1 is a cofiber square, and there is hence a canonical isomor-
phism Cf ∼−→ u. Similarly, if we consider the square 1 and the horizontal
composition 2 + 3 , then we obtain by Proposition 2.40 a cofiber sequence
x
f
//


y
g

//

0

0 // u // x′.
This cofiber sequence of f induces by Construction 2.41 the first of the four
triangles.
(ii) Similarly, the vertical composition 2 + 4 is by Proposition 2.40 a cofiber
square and we obtain the identification Cg ∼−→ w. Jointly with the vertical
composition 3 + 5 this yields the desired cofiber sequence of g.
(iii) As of the cofiber sequence of g ◦ f , we note that the horizontal composition
1 + 2 is a cofiber square for g ◦f , leading to C(g ◦f) ∼−→ v. In combination
with the square 3 we obtain the cofiber sequence of g ◦ f .
(iv) Finally, the square 4 and the horizontal composition 5 + 6 define a cofiber
sequence
u //


v

//

0

0 // w // u′.
Invoking the above identifications of u, v, and w as cones, this cofiber sequence
induces the fourth triangle
Cf → C(g ◦ f)→ Cg → ΣCf.
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. . .
. . .
. . .
(−1,−2) // (−1,−1)

// (−1, 0)

(0,−1) // (0, 0) //

(0, 1)

(1, 0) // (1, 1) //

(1, 2)

(2, 1) //
. . .
(2, 2) //
. . .
(2, 3)
. ..
Figure 6. The full subposet M1 ⊆ Z× Z
One checks directly that all the necessary compatibilities of the octahedral axiom
are satisfied (see [Gro13, §4]).
For completeness, let us include a few comments on a variant of Theorem 2.45
and Theorem 2.51 for ~A1 ∼= ∗.
Remark 2.53. Let R be a ring. We denote by M1 ⊆ Z × Z the full subposet given
by all (i, j) ∈ Z × Z such that i − 1 ≤ j ≤ i + 1. A part of this poset is displayed
in Figure 6. Moreover, let us write
DR(M1)
ex ⊆ DR(M1)
for the full subcategory spanned by all diagrams which vanish on the boundary
stripes and which make all squares bicartesian. Evaluation at (0, 0) ∈ M1 induces
an equivalence of categories
(2.54) (0, 0)∗ : DR(M1)
ex ∼−→ D(R),
as one checks by copying the proof of Theorem 2.45 (see [GSˇ16a, §4]). A typi-
cal diagram X ∈ DR(M1)ex is displayed in Figure 7, and therein all squares are
suspension squares (Remark 2.34).
The shape M1 has two obvious generating symmetries, namely translation along
the diagonal direction and the swap symmetry which keeps the diagonal fixed while
it interchanges the objects (n, n + 1) and (n + 1, n) for all n. These symmetries
of M1 induce symmetries on DR(M1)
ex since the defining exactness properties are
clearly invariant under these symmetries. Interpreted at the level of D(R) (by
a conjugation with (2.54)), we obtain induced self-equivalences on D(R). The
first symmetry gives rise to the suspension equivalence Σ: D(R) ∼−→ D(R), and
the second symmetry can be identified with −id : D(R) ∼−→ D(R). One can make
precise in which sense this latter symmetry is responsible for the sign in the rotation
axiom and we will come back to this in §3.2 (see Remark 3.32 and Remark 3.34).
In order to turn towards the alternative proof of Theorem 2.6, there is only one
ingredient missing. Note that both in Theorem 2.45 and in Theorem 2.51 we gave
alternative presentations of the derived categories of diagram categories
DR([1]) = D(Mod(R)
[1]) and DR([2]) = D(Mod(R)
[2]).
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. . .
. . .
. . .
0 // x˜

//

0

0 // x //


0

0 // x′ //


0

0 //
. . .
x′′ //
. . .
0
. ..
Figure 7. A diagram X ∈ DR(M1)ex
In contrast to this, in the classical Verdier triangulation we consider morphisms or
pairs of composable morphisms in D(R), which is to say objects in the categories
D(R)[1] and D(R)[2].
In order to connect these two perspectives, the following result proves crucial.
Proposition 2.55. For every ring R and every n ≥ 0 the underlying diagram
functor
dia[n] : DR([n])) = D(Mod(R)
[n])→ D(R)[n]
is essentially surjective and full.
Proof. We invite the reader to check this directly. Alternatively, see for instance
[Cis10, Prop. 2.15] or [RB06, Thm. 10.3.3] for much more general statements. 
Remark 2.56. Let R be a ring.
(i) The functor dia[0] is, of course, an equivalence of categories, but already in
the case of n = 1 the functor dia[1] is not faithful. For instance, in the case of
a field R = k, one can invoke Auslander–Reiten theory to make precise that
the extension group Ext1
k ~A2
((k → 0), (0→ k)) ∼= k is precisely the reason for
this failure (see also [Gro18, §5]).
(ii) One can show, that, more generally for every free category F the underlying
diagram functors diaF is essentially surjective and full ([Cis10, Prop. 2.15] or
[RB06, Thm. 10.3.3]). (Let us recall that a free category is the path category
of an oriented graph.)
(iii) In contrast to this, already in the case of a field R = k and the non-free
category , the underlying diagram functor dia does not preserve isomor-
phism types (see [BG18, Example 3.17]) and is hence not full and essentially
surjective.
We now sketch the slightly unorthodox proof of Theorem 2.6.
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Proof. (of Theorem 2.6) We carry out the sketch proof in the case of Mod(R),
but the arguments also apply to arbitrary abelian categories (see Remark 2.59).
Moreover, we focus on those aspects which allow for nice “representation theoretic
explanations”. Let us take for granted that the derived category D(R) is additive
(see also Remark 3.34). The suspension functor Σ: D(R) → D(R) is simply the
shift functor (Remark 2.34), and it clearly is an equivalence of categories.
We now define the class of distinguished triangles in D(R). To this end, for
every (f : x→ y) ∈ DR([1]) we can consider by Proposition 2.39 the corresponding
cofiber sequence X ∈ DR([1]× [2])cof as in (2.37). As detailed in Construction 2.41
we obtain an associated triangle
(2.57) x
f
→ y → z → Σx.
This is defined to be the standard triangle of f ∈ DR([1]), and a triangle in D(R)
is distinguished when it is isomorphic to a standard triangle. It is worthwhile to
summarize the construction by the following diagram
DR([1]) ∼
F[1]
//
dia[1]

tria
&&▲
▲▲▲
▲▲▲
▲▲▲
DR(M2)
ex

D(R)[1] D(R)[3].
The horizontal functor is the equivalence constructed in the proof of Theorem 2.45.
The unlabeled vertical functor takes a Barratt–Puppe sequence, restricts it to the
appropriate cofiber sequence and then passes to the underlying distinguished tri-
angle. Note that the vertical functors and hence also the diagonal functor amount
to a loss of information since in all three cases underlying diagram functors are
involved.
In order to show that every morphism f : x → y in D(R) extends to a distin-
guished triangle we invoke that dia[1] is essentially surjective (Proposition 2.55).
Thus, we can find Y ∈ DR([1]) and an isomorphism α : dia[1](Y )
∼−→ f , and a com-
bination of the standard triangle tria(Y ) of Y and the isomorphism α yields the
intended distinguished triangle. Similarly, the weak functoriality of distinguished
triangles is a consequence of dia[1] being essentially surjective and full. Up to the
sign issue, the rotation axiom is essentially a consequence of the symmetries of
Barratt–Puppe sequences (see also Remark 2.46). The sign issue will be taken up
again §3 (see the discussion of additivity in Remark 3.34).
Instead, we content ourselves by taking care of the octahedral axiom. Let B be
the shape of the diagrams showing up in the octahedral axiom. For every
X = (x→ y → z) ∈ DR([2])
we can consider the corresponding refined octahedral diagram F[2](X) ∈ DR(M3)
ex
(Theorem 2.51). The above construction of standard triangles and Remark 2.52
imply that from F[2](X) we can construct the intended octahedral diagram
octa(X) : B → D(R).
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Similarly to the previous case, the situation can be summarized by the diagram
(2.58)
DR([2]) ∼
F[2]
//
dia[2]

octa
&&▲
▲▲
▲▲▲
▲▲▲
▲
DR(M3)
ex

D(R)[2] D(R)B.
Here, F[2] is the equivalence from Theorem 2.51 and the remaining functors amount
to a loss of information. Since also the functor dia[2] is essentially surjective
(Proposition 2.55), this establishes the octahedral axiom. 
Let us collect some of the benefits which we obtain from this alternative con-
struction of the classical Verdier triangulation on D(R).
Remark 2.59. Let R be a ring, let (x
f
→ y
g
→ z) ∈ DR([2]), and let F[2](X) be the
associated refined actahedral diagram.
(i) The shapeM3 (Figure 4) has two obvious generating symmetries (translation
and flip symmetry). By definition refined octahedral diagrams are preserved
by restriction along these symmetries. This implies, for instance, that X also
encodes the refined octahedral diagram associated to the canonical represen-
tation of ~A3 looking like
(Cf → C(g ◦ f)→ Σx).
And this leads to a relation between the respective octahedral diagrams.
(ii) The refined octahedral diagram F[2](X) encodes additional distinguished tri-
angles teaching us something about the cone C(g ◦ f) of the composition. In
fact, let us recall that every bicartesian square
x //


y

z // w
in DR gives rise to a cofiber square
x //


y ⊕ z

0 // w,
and hence to a distinguished triangle
x→ y ⊕ z → w → Σx.
See, for instance, [GPS14b] for a construction of these Mayer–Vietoris se-
quences. Let us specialize this to bicartesian squares occurring in F[2](X)
(Figure 5). In this situation, the square 2 gives rise to an additional distin-
guished triangle
y → z ⊕ Cf → C(g ◦ f)→ Σy.
Similarly, the Mayer–Vietoris sequence associated to the square 5 looks like
C(g ◦ f)→ Σx⊕ Cg → Σy → ΣC(g ◦ f).
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(iii) The proof of the octahedral axiom (as summarized by (2.58)) used only that
dia[2] is essentially surjective. Since this functor is also full, we conclude
that octahedral diagrams depend weakly functorially on pairs of composable
morphisms in derived categories.
(iv) For simplicity, we presented the proof in the case of Mod(R) only. How-
ever, there are variants of the main ingredients (such as Theorem 2.45 and
Theorem 2.51) for arbitrary abelian categories A. In fact, by (co)finality
arguments the constructions only rely on the existence of finite limits and
colimits, and these exist in all abelian categories. Also the above remarks
generalize to this more general situation.
This sketch proof exhibits some of the axioms of triangulated categories as cer-
tain shadows of symmetries of Barratt–Puppe sequences and of refined octahedral
diagrams. Put differently, this strategy makes precise the connection of these ax-
ioms to abstract representations of the quivers ~A2 and ~A3. The quivers ~An for
n ≥ 4 play a similar role for higher triangulations and we will study their abstract
representations in more detail in §4.2 (for the connection to higher triangulations
see Remark 4.32).
3. A crash course on derivators
In this section we give a short introduction to derivators, which offer one of
the many approaches to higher category theory, abstract homotopy theory, or ho-
motopical algebra. The precise choice of this model is not too relevant for our
later purposes (see Disclaimer 3.1), and here we essentially only present what is
necessary for our later discussion of strong stable equivalences of quivers (or small
categories). In fact, the main goal of this section is to provide enough background
in order to turn the following pseudo-definition into an actual definition.
Pseudo-definition 3.0. Two quivers Q and Q′ are strongly stably equivalent
if for every stable homotopy theory D there is an equivalence between the homo-
topy theory DQ of representations of shape Q and the homotopy theory DQ
′
of
representations of shape Q′,
ΦD : D
Q ∼−→ DQ
′
,
which is pseudo-natural with respect to exact morphisms F : D → E of stable
homotopy theories.
This goal pretty much dictates what we are supposed to do. In particular, as a
first step we have to make precise what we mean by an “abstract homotopy theory”.
Here we choose to work with derivators but see the following disclaimer.
Disclaimer 3.1. By now there are various approaches to formalize an “abstract
homotopy theory”. All of these notions enhance certain defects of the more classical
homotopy categories (which arise as 1-categorical localizations).
(i) One of the most classical approaches is given by Quillen model categories
[Qui67, Hov99, Hir03]. The homotopy theory is in this case encoded by a class
of weak equivalences accompanied by classes of fibrations and cofibrations
which are subject to certain axioms.
(ii) There is the zoo of different models for a theory of (∞, 1)-categories. One
way to think of an individual (∞, 1)-category is as the result of a “higher
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categorical localization” of a category with weak equivalences. A very promi-
nent model is given by ∞-categories, and this model was developed to an
impressive extent most notably in [Joy08] and [Lur09, Lur14]. With all these
techniques at hand, this is currently the most flexible notion. Among the al-
ternative approaches to such a theory are simplicial categories [Ber07], Segal
categories [HS01], and complete Segal spaces [Rez01]. Additional references
and more details can for example be found in [Ber10, Sim12, Cam13, Gro10].
Moreover, a model-independent approach to higher category theory can be
found in [RV] and the sequels.
(iii) Derivators [Gro, Hel88] axiomatize key properties of the calculus of homotopy
limits and homotopy Kan extensions. In this language, these are character-
ized by ordinary universal properties making them accessible to elementary
techniques.
The notion of a derivator is a compromise: a derivator encodes more information
than a mere homotopy category but somewhat less information than a full homo-
topy theory. Some of the defects of classical homotopy categories and triangulated
categories are addressed successfully by the theory of derivators – and this is done
in a reasonably elementary way by means of (at most 2-) categorical techniques
only. For instance, derivators allow for a construction of exponentials and for a
formal study of stability, thereby offering a first framework for this project.
At the same time there are obvious limitations to the theory of derivators (such
as the absence of gluing of derivators or the incoherence of morphisms and natural
transformations), and for various purposes it is more convenient to use the more
flexible theory of∞-categories. Going even beyond this, for instance for the calculus
of universal tilting modules (as in §4.5), it would be desirable to have a more well-
developed theory of (∞, 2)-categories and monoidal such.
In any case, the author believes in diversity of technology. Most of the results of
this project were established in the language of derivators and this is hence also the
model we choose in this account. However, it is very likely that sooner or later ∞-
categories will enter the picture more prominently (see already [DJW18, DJW19]).
The structure of this section is dictated by the above-mentioned main goal. In
§3.1 we introduce derivators and collect some examples. In §3.2 we turn to stable
derivators and discuss their relation to triangulated categories. In §3.3 we construct
exponentials for derivators which encode the calculus of parametrized limits and
Kan extensions. Finally, in §3.4 we discuss morphisms of derivators, adjunctions,
equivalences, and related notions.
3.1. Derivators. In this section we discuss the philosophy of derivators which offer
one of the many approaches to abstract homotopy theory. Derivators were intro-
duced independently by Grothendieck [Gro] and Heller [Hel88], and closely related
notions were also considered by Franke [Fra96] and Keller [Kel91] (see Remark 3.14
for some additional references). The main focus of derivators is on diagram cate-
gories and the related calculus of (derived or homotopy) limits, colimits, and Kan
extensions.
Notation 3.2. We denote by Cat the 2-category of small categories, functors, and
natural transformation, and similarly, by CAT the 2-category of not necessarily
small categories.
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In this section we use very basic terminology related to 2-categories. The dis-
cussions in [ML98, §XII] and [Bor94a, §7] suffice for our purposes (but see also
[KS74, Lac10]).
Definition 3.3. A prederivator is a 2-functor D : Catop → CAT .
Thus, a prederivator D associates to every small category A ∈ Cat a category
D(A), the category of coherent diagrams of shape A in D . For the trivial
shape ∗, we refer to D(∗) as the underlying category of D . Moreover, every
functor u : A → B induces a restriction functor or precomposition functor
u∗ : D(B) → D(A). Similarly, every natural transformation α : u → v of functors
u, v : A→ B induces a natural transformation α∗ : u∗ → v∗, but in these notes we
on purpose decide to not be too explicit about these 2-dimensional aspects.
Warning 3.4. The above is only terminology. Given a prederivator D and A ∈ Cat ,
an object X ∈ D(A) is just an abstract object, and not a diagram in any precise
sense. However, as we will see, every suchX gives rise to a usual diagramA→ D(∗),
and it is crucial to distinguish between these two.
Example 3.5. Let C be a category and A ∈ Cat . We denote by CA the category of
functors X : A → C and natural transformation between them. The formation of
these diagram categories defines a 2-functor
yC : Cat
op → CAT : A 7→ CA,
the prederivator represented by C. The underlying category is C itself.
More interesting examples arise from this one by localization. The following
example collects two key examples of a construction which applies to arbitrary
relative categories (categories with a class of weak equivalences), and this relies on
the fact that localizations are 2-localizations.
Examples 3.6. (i) Let A be an abelian category. The prederivator of A is the
2-functor
DA : Cat
op → CAT : B 7→ D(AB).
The underlying category of DA is the derived category D(A).
(ii) Let M be a Quillen model category with class of weak equivalences W . For
every B ∈ Cat we denote by WB those natural transformations α : X → Y
between diagrams X,Y : B → M such that the components αb : Xb → Yb
are weak equivalences for all b ∈ B, i.e., WB is the class of levelwise weak
equivalences. The homotopy prederivator of M is the 2-functor
HoM : Cat
op → CAT : B 7→ Ho(MB) =MB[(WB)−1].
The underlying category of HoM is the homotopy category Ho(M).
Construction 3.7. Let D be a prederivator, B ∈ Cat , and b ∈ B. We can consider
the functor b : ∗ → B which sends the unique object to b ∈ B, and the corresponding
restriction functor
b∗ : D(B)→ D(∗)
is referred to as an evaluation functor (at b). For every f : X → Y in D(B) we
write fb : Xb → Yb for its image under the evaluation functor. As an exercise in
2-functoriality, we invite the reader to check that every X ∈ D(B) gives rise to an
underlying diagram
diaB(X) : B → D(∗) : b 7→ Xb,
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and that this defines an underlying diagram functor
diaB : D(B)→ D(∗)
B.
Warning 3.8. Let D be a derivator and B ∈ Cat . In general, the underlying diagram
functor diaB fails to be an equivalence. In fact, in many cases the categories D(B)
and D(∗)B are not equivalent. We refer to the category D(∗)B as the category of
incoherent diagrams of shape B in D .
However, the underlying diagram functors are useful in order to visualize abstract
coherent diagrams, i.e., we often draw diaB(X) and say that X ∈ D(B) looks like
diaB(X). To reissue this warning, it is important to distinguish between these two.
In specific situations the underlying diagram functors take the following form.
Example 3.9. Let B ∈ Cat .
(i) In the case of a represented prederivator yC , the underlying diagram diaB is
the isomorphism of categories
diaB : C
B ∼−→ (C∗)B .
(ii) For every abelian category A and the corresponding prederivator DA, the
underlying diagram functors
diaB : D(A
B)→ D(A)B
were already considered in §2 (see, in particular, Remark 2.9, Example 2.10,
and their discussion). From that discussion we know that these functors often
fail to be equivalences.
(iii) Similarly, for every Quillen model categoryM, the corresponding underlying
diagram functor of HoM takes the form
diaB : Ho(M
B)→ Ho(M)B.
In general, homotopy categories of diagram categories and diagram categories
of homotopy categories are not equivalent, and these underlying diagram
functors hence again fail to be equivalences.
The point is that coherent diagrams (such as objects in D(AB) and Ho(MB))
carry more information than incoherent ones. This information is crucial when one
wants to calculate their derived or homotopy (co)limits. In fact, as we have seen
in §2, morphisms in derived categories do not suffice to canonically determine their
derived (co)kernels, and similarly for derived pushouts. The key properties listed
in Theorem 2.19 are now turned into an abstract definition, thereby capturing a
formal calculus of abstract limits and colimits. Axiom (Der4) will be made more
precise in the discussion that follows the definition.
Definition 3.10. A prederivator D : Catop → CAT is a derivator if it enjoys the
following properties.
(Der1) The canonical inclusion functors Bj →
∐
i∈I Bi, j ∈ I, induce an equivalence
of categories
D(
∐
i∈I
Bi)
∼−→
∏
i∈I
D(Bi).
(Der2) A morphism f : X → Y in D(B) is an isomorphism if and only if the mor-
phisms fb : Xb → Yb, b ∈ B, are isomorphisms in D(∗).
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(Der3) For every functor u : A → B, the restriction functor u∗ : D(B) → D(A) has
a left adjoint u! and a right adjoint u∗,
(u!, u
∗) : D(A)⇄ D(B), (u∗, u∗) : D(B)⇄ D(A).
(Der4) For every functor u : A → B, the functors u!, u∗ : D(A) → D(B) can be
calculated pointwise.
Remark 3.11. Some discussion of this definition is in order.
(i) Axiom (Der1) makes precise that that coherent diagrams of shape given by a
disjoint union are determined by the canonical restrictions to the respective
summands. Axiom (Der2) is motivated by the following two examples.
(a) A natural transformation α : X → Y in a diagram category CB is an iso-
morphism if and only if all components αb : Xb → Yb are isomorphisms.
(b) For every abelian category A and B ∈ Cat there is an obvious iso-
morphism Ch(AB) ∼−→ Ch(A)B . Under this isomorphism the quasi-
isomorphisms WAB in A
B correspond precisely to the levelwise quasi-
isomorphisms WBA .
(ii) Axioms (Der3) and (Der4) jointly encode, first, a “homotopical completeness
and cocompleteness property”, thereby guaranteeing that “homotopical ver-
sions” of limits, colimits, and Kan extensions exist, and, second, formulas
which allow us to calculate the (homotopy) Kan extensions. Let us expand
a bit on this.
As a special case, for everyA ∈ Cat , there is the unique functor πA : A→ ∗.
Correspondingly, by (Der3) the functor π∗A : D(∗)→ D(A) has a left adjoint
(πA)! and a right adjoint (πA)∗, which we respectively also denote by
colimA = (πA)! : D(A)→ D(∗) and limA = (πA)∗ : D(A)→ D(∗).
These abstract colimit and limit functors generalize ordinary categorical
(co)limits, derived (co)limits, and homotopy (co)limits (see Examples 3.13).
More generally, the adjoints u! and u∗ are referred to as left and right Kan
extensions, respectively. To be able to work with these adjoints, it is crucial
that they can be calculated as in the classical case (Construction 2.18). To
formulate this abstractly let us assume that D is a prederivator which satisfies
(Der3). For every functor u : A → B, for every b ∈ B, and every coherent
diagram X ∈ D(A) there are canonical maps
(3.12) colim(u/b) p
∗(X)→ u!(X)b and u∗(X)b → lim(b/u)q
∗(X).
(Here, p and q are the projection functors associated to slice categories as in
Construction 2.18.) Axiom (Der4) asks that these canonical maps are isomor-
phisms, and in this precise sense Kan extensions in derivators are pointwise.
(iii) The construction of the canonical maps in (3.12) is an instance of the calculus
of canonical mates [KS74]. While working with derivators one often runs into
the situation that outputs of certain universal constructions “obviously are
isomorphic”. In many cases, the formalism of mates and related notion of ho-
motopy exact squares allows one to actually conclude this by, first, providing
canonical maps between such gadgets and, second, guaranteeing that these
maps are isomorphisms [Gro13, Mal12]. For a more detailed discussion of the
formalism behind it we refer to [Gro18, §8 and §10]. In many cases, establish-
ing a rule to manipulate Kan extensions amounts to showing that a certain
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square is homotopy exact (see [Gro83, Gro] and [Cis04, Cis06, Mal05b] for
many more advanced examples).
(iv) All axioms of a derivator ask for certain properties of the underlying pre-
derivators, which is the only actual structure. In contrast to this, in other
approaches such as triangulated categories some non-canonical structure is
put on an underlying category.
Examples 3.13. Let us take up again the above examples of prederivators.
(i) Let C be an ordinary category. The category C is complete and cocomplete
if and only if yC : B 7→ CB is a derivator, the derivator represented by C.
In this case the abstract (co)limits are the usual ones from ordinary category
theory, and the more general adjoints u!, u∗ are the classical Kan extensions.
For an introduction to these Kan extensions we refer to [Gro18, §6] and for
a detailed proof that yC indeed is a derivator to [Gro18, §9.2].
(ii) For every Grothendieck abelian category A, DA : B 7→ D(AB) is a derivator,
the derivator of (chain complexes in) A. In this case abstract (co)limits
are derived (co)limits, and similarly for Kan extensions. The fact that DA is
a derivator follows from the next example.
As special cases, there are hence the derivator Dk of a field k and the
derivator DR of a ring R (see Theorem 2.19). In contrast to the derived
categoryD(k) of a field, the derivator Dk of a field already is quite interesting
as it encodes, for instance, derived categories of path algebras, incidence
algebras, and group algebras. As an additional class of examples, associated
to every scheme X there is the derivator DX of (chain complexes of) quasi-
coherent OX -modules. In fact, by [EE05, §3] the category of quasi-coherent
OX -modules is Grothendieck abelian for arbitrary schemes X .
(iii) For every Quillen model categoryM, the prederivator HoM : B 7→ Ho(MB)
is a derivator, the homotopy derivator ofM. In full generality this was es-
tablished by Cisinski as [Cis03, Thm. 6.11], and related to this see [CS02]. For
an even more general version we also refer to [Cis10, Thm. 2.21, Cor. 2.24, and
Cor. 2.28]. For combinatorial Quillen model categories an alternative proof
can be found in [Gro13, §1.3]. For homotopy derivators abstract (co)limits
specialize to homotopy (co)limits and similarly for Kan extensions. Let us
specialize this important class to some examples of central interest.
(a) For every Grothendieck abelian category A, the category Ch(A) admits
a combinatorial model structure with quasi-isomorphisms as weak equiv-
alences (see [Bek00, Prop. 3.13], [Hov01, §2], or [CD09, §§2-3]). Hence,
the derivator DA of A can be described as homotopy derivator HoCh(A).
(b) As an universal example there is the derivator of spaces
S = HoTop,
which arises homotopy derivator of the classical Serre model structure
[Qui67]. For alternative approaches to S we also refer to [Tho80, Gro83,
Mal05b, Cis06]. In the case of S abstract limits are the classical ho-
motopy limits of topological spaces. Systematic classical accounts are
in [BK72, BV73] and special instances can, for example, be found in
[Mat76]. Similarly, the derivator of pointed spaces is S∗ = HoTop∗ .
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(c) An important role in this project is played by the derivator of spectra.
This derivator is defined as
Sp = HoSp,
the homotopy derivator with respect to the classical model structure
on sequential spectra [BF78]. The underlying category of Sp is the
stable homotopy category SHC [Boa64, Pup67, Vog70]. Alternative (and
monoidal) approaches to this derivator are based on [HSS00, EKMM97,
MMSS01].
There is also a variant of homotopy derivators of complete and cocomplete ∞-
categories [RV17b, Len17]. Morally, the same should be true for all other ap-
proaches to a theory of complete and cocomplete (∞, 1)-categories, This moral is,
for example, based on the model-independent approach to (∞, 1)-category theory
of Riehl–Verity [RV, RV17a, RV17b].
Remark 3.14. A few more comments related to Definition 3.10 are in order.
(i) There is some flexibility with respect to the choice of allowable shapes in
the definition of a derivator. In this paper we always allow for arbitrary
small shapes, but in some situations more restrictive assumptions are useful.
For instance, if one uses bounded derived categories of diagram categories of
suitably finite shapes only, then by a result of Keller [Kel07a] for every exact
category in the sense of Quillen [Qui73, §2] there is a corresponding derivator.
(ii) Following the convention of Anderson [And79], Heller [Hel88], and Franke
[Fra96], the axioms in Definition 3.10 encode aspects of the calculus of di-
agrams (covariant functors) in a fixed abstract homotopy theory. Conse-
quently, the domain of definition is Catop. Grothendieck [Gro], Cisinski
[Cis03, Cis08], Maltsiniotis [Mal01b, Mal07] consider presheaves (contravari-
ant functors) instead, and consequently their domain of definition is Catcoop,
which is obtained from Cat by changing the orientation of functors and nat-
ural transformations. The resulting theories are equivalent.
(iii) Up to the fact that we give preference to diagrams and not presheaves, the
precise form of Definition 3.10 is due to Grothendieck [Gro, pp. 43-46]. Sim-
ilar axioms were also proposed by Anderson [And79, §2], Heller [Hel88], and
Franke [Fra96]. Moreover, related notions were consider by Keller [Kel91]
and Garkusha [Gar06, Gar05]. For an additional introductory account we
also refer to work of Maltsiniotis [Mal01b, Mal01a].
We conclude this section by one trivial example.
Example 3.15. Let D be a derivator. The opposite derivator Dop of D is given
by
D
op : Catop → CAT : B 7→ D(Bop)op.
As in ordinary category theory, this example is important because of the resulting
duality principle. In many later statements we allow ourselves to focus on results
on colimits and left Kan extensions. An application to opposite derivators yields
the corresponding dual statement. The formation of opposites of derivators is
compatible with the formation of opposites of complete and cocomplete categories,
abelian categories and model categories.
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3.2. Stable derivators. Having introduced derivators as a compromise model for
abstract homotopy theories in §3.1, in this subsection we briefly discuss stable
derivators. The main goal is to develop some intuition for the notion and to discuss
the relation to triangulated categories. It will turn out that many of the arguments
in §2 apply verbatim in this more general context.
To build towards stable derivators, we begin by the following definition.
Definition 3.16. A derivator D is pointed if the underlying category D(∗) has a
zero object.
Remark 3.17. Let D be a derivator.
(i) As a consequence of (Der1), the underlying categoryD(∗) has an initial object
and a final object, and these objects are hence asked to be isomorphic. As
usual, any such object is denoted by 0 ∈ D(∗).
(ii) It follows from (Der3) that for every B ∈ Cat also D(B) has a zero object, and
that all restriction and Kan extension functors preserve these zero objects.
Examples 3.18. Let us take up again Examples 3.13.
(i) Let C be a complete and cocomplete category. The underlying category of
the represented derivator yC is C, and yC is hence pointed if and only if C is
pointed (has a zero object).
(ii) Let A be a Grothendieck abelian category. The underlying category of the
derivator DA is the derived category D(A). As an additive category, D(A)
clearly has a zero object, and DA is hence pointed.
(iii) Similarly, for a pointed Quillen model category M, the homotopy derivator
HoM is pointed. Among the specific examples S, S∗, and Sp only the last
two are pointed.
Definition 3.19. Let D be a derivator and let X ∈ D().
(i) The square X is cocartesian if it lies in the essential image of the left Kan
extension functor
(ip)! : D(p)→ D().
(ii) The square X is cartesian if it lies in the essential image of the right Kan
extension functor
(iy)∗ : D(y)→ D().
Remark 3.20. There are the following remarks related to Definition 3.19.
(i) Let D be a derivator and let X ∈ D() be a square in D . It turns out that
X is cocartesian if and only if a certain canonical map
colimp(ip)
∗X → X1,1
is an isomorphism. The formalism behind these canonical maps (based on
the calculus of canonical mates) will not be made explicit in this paper (but
see [KS74] or [Gro13]). In this paper, we will occasionally refer to certain
maps in derivators as “canonical”, and in such situations they always arise
by means of this calculus.
(ii) Let us take up again our standard examples (Examples 3.13). A square in
a represented derivator is cocartesian if and only if it is a pushout square.
For every Grothendieck abelian category A, a square in DA is cocartesian if
and only if is a derived pushout square. In particular, in the derivator DR
of a ring we recover Definition 2.25, which played a key role in §2. Finally, a
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square in the homotopy derivator of a Quillen model category is cocartesian
if and only if it is a homotopy pushout square.
Proposition 3.21. Let D be a derivator and u : A → B a fully faithful functor.
The Kan extension functors u!, u∗ : D(A)→ D(B) are fully faithful.
Proof. For a proof based on the calculus of canonical mates and the corresponding
formalism of homotopy exact squares we refer to [Gro13, Prop. 1.20]. 
This property applied to DR (Proposition 2.21) was central to many construc-
tions in §2. In order to develop some intuition for derivators we generalize some of
these constructions to pointed derivators.
Construction 3.22. Let D be a pointed derivator.
(i) We begin with a derivator version of Proposition 2.31. Let f ∈ D([1]) be a
morphism looking like (f : x→ y), which is to say that dia[1](f) : [1]→ D(∗)
takes the form (f : x → y) (see Warning 3.8). In order to extend f to a
cofiber square, we again consider the fully faithful inclusion functors
ip ◦ i : [1]→ p→ 
and their corresponding Kan extension functors
(ip)! ◦ i∗ : D([1])→ D(p)→ D().
The image (ip)!◦i∗(f) ∈ D() can be restricted along the inclusion k : [1]→ 
pointing at the vertical morphism on the right. We define the cone functor
cof = k∗ ◦ (ip)! ◦ i∗ : D([1])→ D([1]).
The object obtained from cof(f) by an evaluation at 1 ∈ [1] is also referred
to as the cone of f , but the corresponding construction is distinguished no-
tationally by
C = 1∗ ◦ cof : D([1])→ D(∗).
With this notation, the cofiber square (ip)! ◦ i∗(f) associated to f looks like
(3.23)
x
f
//

y
cof(f)

0 // C(f).
❴✤
We invite the reader to dualize these construction in order to define fiber
functors
fib : D([1])→ D([1]) and F : D([1])→ D(∗).
(ii) As a minor variant of the previous case, we now construct suspension and
loop functors in pointed derivators, thereby generalizing Remark 2.34. There
are at least two ways of defining the suspension. First, for x ∈ D(∗) we would
like to make the definition
Σx = C(x→ 0).
To explain the right hand side in terms of Kan extensions, it suffices to con-
sider the functor 0 : ∗ → [1] pointing at zero and the corresponding right
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Kan extension functor 0∗ : D(∗) → D([1]). In fact, 0∗ extends x to a mor-
phism with 0 as target as follows from (Der4). Correspondingly, we define
the suspension functor as
Σ = C ◦ 0∗ : D(∗)→ D(∗).
Second, a canonically isomorphic way of defining the suspension is by means
of
Σ = (1, 1)∗ ◦ (ip)! ◦ (0, 0)∗ : D(∗)→ D(p)→ D()→ D(∗).
In both cases the suspension Σx sits as lower right corner in the corresponding
suspension square
(3.24)
x //

0

0 // Σx.
❴✤
It is straightforward to dualize these constructions in order to obtain a loop
functor
Ω: D(∗)→ D(∗).
Examples 3.25. Let us specialize these constructions in our examples of pointed
derivators (Examples 3.18).
(i) Let C be a pointed, complete and cocomplete category and yC its represented
derivator. The cofiber squares (3.23) and the suspension squares (3.24) in
yC are ordinary pushout squares. Hence, (3.23) implies that cof and C in yC
are the usual cokernel functors (once considered with the structure map and
once without). As a special case of this, the suspension squares (3.24) imply
that Σx is isomorphic to a zero object, and Σ is hence naturally isomorphic
to the constant functor on the zero object,
(3.26) Σ ∼= 0: C → C.
(ii) Let A be a Grothendieck abelian category and DA its derivator. In this
case the cone functor C : D(A[1]) → D(A) reproduces the functorial cone
construction from Proposition 2.7 (see also the proof of Proposition 2.13).
As noted in §2, the functor
cof : D(A[1])→ D(A[1])
is in the background of the rotation of distinguished triangles (as a shadow
of the symmetries of Barratt–Puppe sequences in Figure 3). The suspen-
sion functor in DA specializes to the usual shift functor Σ: D(A) → D(A)
(Remark 2.34).
(iii) As a final example, we consider the homotopy derivator S∗ of pointed spaces
which also provides the motivation for some of the terminology employed
here. Given a morphism (f : X → Y ) ∈ Ho(Top[1]∗ ) of pointed topological
spaces, the cone C(f) is the usual mapping cone construction. Moreover, the
abstract suspension specializes to the reduced suspension functor
Σ: Ho(Top∗)→ Ho(Top∗),
and
Ω: Ho(Top∗)→ Ho(Top∗)
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is the usual loop space functor (see also Remark 3.32).
Proposition 3.27. Let D be a pointed derivator.
(i) There is an adjunction (cof, fib) : D([1])⇄ D([1]).
(ii) There is an adjunction (Σ,Ω): D(∗)⇄ D(∗).
Proof. For a proof we refer to [Gro13, §3]. 
In triangulated categories we are used to be able to rotate distinguished trian-
gles without a loss of information and similarly that the suspension functor is an
equivalence. With the few exceptions of exotic triangulated categories [MSS07], for
most triangulated categories arising in nature these features are consequences of
properties of stable homotopy theories in the background.
Definition 3.28. A pointed derivator D is stable if every square in D is co-
cartesian if and only if it is cartesian, and these squares are then referred to as
bicartesian.
In order to find examples of stable derivators, it is useful to have simpler char-
acterizations of stability.
Theorem 3.29. The following are equivalent for a pointed derivator D .
(i) The derivator D is stable.
(ii) The adjunction (cof, fib) : D([1])⇄ D([1] is an equivalence.
(iii) The adjunction (Σ,Ω): D(∗)⇄ D(∗) is an equivalence.
Proof. If D is stable, then cofiber squares (3.23) and fibre squares are essentially
the same, and similarly for suspension squares (3.24) and loop squares. From this
it is fairly straightforward to deduce that (i) implies (ii) and (iii). The converse
implications are more involved and we refer the reader to [GPS14b, Thm. 7.1]. 
Examples 3.30. With this preparation we can revisit our examples of pointed deriva-
tors (Examples 3.18).
(i) Let C be a pointed, complete and cocomplete category and yC its represented
derivator. In this case the abstract suspension functor is naturally isomorphic
to the constant functor on the zero object (3.26). Hence, by Theorem 3.29 we
conclude that yC is stable if and only if Σ ∼= 0 is an equivalence of categories
if and only if C is equivalent to the terminal category ∗.
(ii) Let A be a Grothendieck abelian category and DA its derivator. In DA the
abstract suspension functor agrees with the shift functor Σ: D(A)→ D(A),
which clearly is an equivalence of categories. Hence, derivators of the form
DA are stable.
(iii) A stable model category is a pointed model category such that the ab-
stract suspension functor is an equivalence in its homotopy derivator ([Hov99,
Def. 7.1.1]). By Theorem 3.29 we deduce that homotopy derivators of stable
model categories are stable (as it also follows from [Hov99, Rmk. 7.1.12]).
As a special case, the derivator Sp of spectra is stable, and there are many
additional interesting examples (see Examples 4.2 or [SS03]).
Additional classes of examples arise as homotopy derivators of exact categories
[Gil11, Sˇtˇo14], stable cofibration categories [Sch13, Len17], or stable ∞-categories
[Lur09, Lur14, Len17].
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Remark 3.31. We want to stress the observation that a represented derivator yC
is stable if and only if C ≃ ∗. This essentially says that stability is invisible to
ordinary category theory. In order to capture the phenomenon of stability as it
arises in interesting examples in homological algebra, stable homotopy theory or
homotopical algebra we have to use more refined techniques. Among these are
triangulated categories, stable derivators, stable model categories, and stable ∞-
categories (see again Disclaimer 3.1).
We conclude this subsection by sketching the relation to triangulated categories.
Many arguments are completely parallel to the discussion in §2, and here we hence
focus on the remaining arguments. We begin by sketching that stability implies ad-
ditivity. In order to motivate the general approach, we revisit the classical situation
in topology.
Remark 3.32. Let (X, x0) be a pointed topological space. The loop space ΩX of
X at x0 is the space of paths [0, 1] → X which send both boundary points 0, 1 to
x0. The loop space is the homotopy pullback (in the usual Serre model structure)
of the cospan on the left in
∗
x0

ΩX //

❴
✤ PX
ev1

∗ x0
// X, ∗ x0
// X.
In fact, if one wants to calculate this homotopy pullback, then it suffices to replace
one of the maps x0 : ∗ → X by a weakly homotopy equivalent Serre fibration
and then to calculate the categorical pullback. The standard example of such an
approximation is the path space PX of paths [0, 1] → X starting at x0 endowed
with the evaluation map ev1 : PX → X at the end point 1. This space is weakly
contractible since all such paths are homotopic to the constant path at x0, and the
pullback of the cospan on the right gives the above description of the loop space.
The concatenation of loops can be used to show that the loop space ΩX is a group
object in the homotopy category Ho(Top∗).
In order to motivate the general approach in pointed derivators, we explain a
purely categorical way of modelling the inversion of loops in topology. And for this
purpose it is convenient to use a different model for the above homotopy pullback,
which is obtained by replacing both maps by the above Serre fibration and then
calculating the pullback
(3.33)
ΩX
❴
✤
p2
//
p1

PX
ev1

PX ev1
// X.
Up to an obvious homeomorphism, this model of the loop space has as points
paths [−1, 1]→ X which send −1, 1 to x0, and in this model the inversion of loops
ι : ΩX → ΩX is given by a reparametrization via the reflection at 0 ∈ [−1, 1]. The
point is that this reparametrization simply amounts to interchanging the two copies
of PX in the pullback square (3.33). More formally, the outer commutative square
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in the diagram
ΩX
p1
))❘❘
❘❘❘
❘❘❘
❘❘❘
❘❘❘
❘❘
p2

✸✸
✸✸
✸✸
✸✸
✸✸
✸✸
✸✸
✸
""❋
❋
❋
❋
ΩX p2
//
p1

❴
✤ PX
ev1

PX
ev1
// X
induces by the universal property of the pullback square a canonical dashed mor-
phism making both triangles commute. And this morphism of course is the above
reparametrization map ι : ΩX → ΩX .
This can be abstracted to pointed derivators as follows.
Remark 3.34. Let D be a pointed derivator. For every x ∈ D(∗), the loop ob-
ject Ωx can be naturally turned into a group object. The vague idea is to model
the concatenation of loops from topology purely categorically. The details are a
bit more involved (see [Gro13, §4.1]) and they rely on the Segalian approach to
A∞-multiplications [Seg74]. (In fact, using fibrational techniques the arguments
in [Gro13, §4.1] can be adapted to construct coherently associative multiplication
maps.) One can make precise that the inversion map (−)−1 : Ωx→ Ωx comes from
the swap symmetry of loop squares (the duals of (3.24)) which interchanges (1, 0)
and (0, 1). A variant of the Eckmann–Hilton argument [EH62, Thm. 4.17] implies
that two-fold loop objects Ω2x are abelian group objects.
Corollary 3.35. The underlying category of a stable derivator is additive.
Proof. In a stable derivator D , the suspension Σ: D(∗) → D(∗) is an equivalence
(Theorem 3.29), and for every object x ∈ D(∗) there is a natural isomorphism
x ∼= Ω2Σ2x. By Remark 3.34 this implies that every object in D(∗) is an abelian
group object, showing that D(∗) is additive. 
With this preparation the construction of triangulations on stable derivators
(Theorem 3.40) is fairly parallel to §2. As a variant of the underlying diagram
functor (Construction 3.7), for every prederivator D there are partial underlying
diagram functors
diaA,B : D(A×B)→ D(A)
B , A,B ∈ Cat ,
making a diagram incoherent in the B-direction only. More formally, for a coherent
diagram X ∈ D(A ×B) and b ∈ B we set
diaA,B(X)b = (idA × b)
∗(X) ∈ D(A),
the restriction along idA × b : A ∼= A× ∗ → A×B.
Definition 3.36. A derivator D is strong if the partial underlying diagram functor
diaA,F : D(A × F )→ D(A)
F
is essentially surjective and full for all free categories F ∈ Cat and all A ∈ Cat .
Construction 3.37. Let D be a stable derivator. By Construction 3.22 the under-
lying category D(∗) can be endowed with a suspension functor
(3.38) Σ: D(∗)→ D(∗)
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which is an equivalence by Theorem 3.29. For every morphism (f : x→ y) ∈ D([1]),
completely parallel to the sketch proof of Theorem 2.6 (see the discussion around
(2.57)) one constructs the corresponding standard triangle of f . A triangle
(3.39) x
f
→ y
g
→ z
h
→ Σx
in D(∗) is distinguished if it is isomorphic to a standard triangle.
The following theorem has some history, and we refer to work of Franke [Fra96],
Maltsiniotis [Mal01a], and the author [Gro13].
Theorem 3.40. For every strong and stable derivator D , the underlying category
D(∗) admits a triangulation given by (3.38) and (3.39).
Proof. With this preparation, the proof is essentially the same as the proof of
Theorem 2.6. We expand a bit on the rotation axiom in order to explain where
the sign comes from, and refer the reader to loc. cit. for the remaining aspects.
For every morphism (f : x → y) ∈ D([1]) there is an associated Barratt–Puppe
sequence (Figure 3). Let us redraw the relevant part of it and add decorations to
the various zero objects in order to distinguish them notationally. So let B be the
following poset and let Y ∈ D(B) look like
(3.41)
x
f
//


y //
g


02

01 // z
h //


x′
f ′

03 // y
′.
In order to identify the underlying morphism of f ′ as Σf , we make the identifications
ϕ1 : Σx
∼−→ x′ and ψ1 : Σy
∼−→ y′,
and these lead to the commutative square
(3.42)
Σx
ϕ1
∼
//
Σf

x′
f ′

Σy
ψ1
∼ // y′.
Strictly speaking these identification ϕ1 and ψ1 respectively are the canonical maps
associated to the suspension squares
x //


02

y //


02

01 // x
′, 03 // y
′.
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Similarly, in order to identify the final object in the distinguished triangles of f and
g as suitable suspensions, we restrict (3.41) in order to obtain the cofiber sequences
x
f
//


y //
g


02

y
g
//


z //
h


03

01 // z
h
// x′ 02 // x
′
f ′
// y′,
paste the respective bicartesian squares in order to obtain the suspension squares
x //


02

y //


03

01 // x
′, 02 // y
′,
and deduce from these the resulting identifications
ϕ2 : Σx
∼−→ x′ and ψ2 : Σy
∼−→ y′.
Now, the suspension squares giving rise to the identifications ϕ1 and ϕ2 are literally
the same and we deduce ϕ1 = ϕ2. In contrast to this, the suspension squares
inducing ψ1 and ψ2 differ by a restriction along the symmetry exchanging (1, 0)
and (0, 1), and by Remark 3.34 it follows that ψ1 agrees with the negative of ψ2.
Thus, in order to write the third morphism in the distinguished triangle associated
to g as a morphism Σx→ Σy, invoking (3.42) we are led to
Σx
ϕ1
∼
//
−Σf

x′
f ′

Σy
ψ2
∼ // y′.
Consequently, the distinguished triangle associated to g takes the form
y
g
→ z
h
→ Σx
−Σf
→ Σy,
as asked for by the rotation axiom of triangulated categories. 
3.3. Exponentials of derivators. In this short subsection we discuss the con-
struction of derivators of representations or exponentials in more categorical termi-
nology. This is a derivatorish version of diagram categories and these exponentials
govern the calculus of parametrized limits and parametrized Kan extensions. The
formation of represented derivators, of derivators of abelian categories and of ho-
motopy derivators are compatible with the passage to exponentials.
Let D be a derivator and let A ∈ Cat . Taking the philosophy of derivators
serious, we should not be happy with a category D(A) of coherent diagrams of
shape A in D , but we should rather ask for a derivator DA of such diagrams. The
heuristics are as follows: diagrams of shape B in DA are diagrams of shape A in
diagrams of shape B in D which by the exponential law should be the same as
diagrams of shape A×B in D . This suggests the following construction.
Construction 3.43. Let D be a prederivator and let A ∈ Cat . We denote by DA
the 2-functor
D
A : Catop → CAT : B 7→ D(A×B).
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This is the prederivator of diagrams of shape A in D . The underlying category is
DA(∗) = D(A× ∗) ∼= D(A).
The following example illustrates the relation to representation theory. In that
example we already invoke the notion of a morphism of (pre-)derivators which we
introduce formally in §3.4.
Example 3.44. Let k be a field, let Q be a quiver with finitely many vertices only,
and let kQ be the k-linear path algebra. Identifying the quiver Q with the free
category Q generated by it, we want to describe the prederivator
D
Q
k : Cat
op → CAT : B 7→ Dk(Q ×B)
differently. For this purpose, given an abelian category A, let us write Ho(Ch(A))
for the localization of Ch(A) at the class of quasi-isomorphisms, so that we have
D(A) = Ho(Ch(A)). With this notation, by means of the exponential law and the
equivalence Mod(k)Q ≃ Mod(kQ) there is the following chain of equivalences of
categories
D
Q
k (B) = Dk(Q ×B)
= Ho(Ch(k)Q×B)
∼= Ho
(
(Ch(k)Q)B
)
≃ Ho
(
Ch(kQ)B
)
= DkQ(B).
This holds for every B ∈ Cat in a compatible way, and we hence conclude that
there is an equivalence of derivators
D
Q
k ≃ DkQ.
Thus the formation of shifted derivators models the passage to the path algebra,
and there are of course variants for incidence algebras, group algebras, and more
general category algebras.
In the above example, the prederivator DQk of Q-shaped diagrams in Dk is again
a derivator. Let us recall from classical category theory that functor categories CA
inherit “exactness properties” from C by means of pointwise constructions. The
following is a derivatorish version of this.
Theorem 3.45. Let D be a derivator and let A ∈ Cat . The prederivator DA is a
derivator, the derivator of A-shaped diagrams in D . Moreover, if D is pointed,
stable, or strong, then DA is pointed, stable, or strong, respectively.
Proof. Most of the axioms of a derivator are straightforward. In order to show that
DA also satisfies (Der4), some basics on the calculus of homotopy exact squares are
needed [Gro13, Thm. 1.25]. The fact that DA is strong if this is the case for D is
immediate from Definition 3.36. Moreover, by Remark 3.17 the property of being
pointed is inherited as well, and for the remaining case of stable derivators we refer
to [Gro13, Prop. 4.3]. 
We also refer to these derivators DA as exponentials or shifted derivators.
Remark 3.46. Let us expand a bit on the calculus of Kan extensions in shifted
derivators. Let D be a derivator, let A ∈ Cat , and let u : B → B′ be a functor. The
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proof of Theorem 3.45 shows that left Kan extension along u in DA is given by left
Kan extension along idA × u in D ,
uD
A
! = (idA × u)
D
! : D(A×B)→ D(A×B
′).
Moreover, Kan extensions and restrictions in unrelated variables commute ([Gro13,
Prop. 2.5]). This specializes to the fact that for every a ∈ A the following square
D(A×B)
(id×u)!
//
(a×id)∗

∼=
D(A×B′)
(a×id)∗

D(B) u!
// D(B′)
commutes up to a canonical isomorphism. In particular, for every X ∈ D(A × B)
there is a canonical isomorphism
colimDB(a
∗X) ∼−→ a∗ colimD
A
B X
in D(∗). In this precise sense (co)limits and Kan extensions in DA treat the A-
variable as parameters.
Remark 3.47. This closure under the formation of exponentials is one of the tech-
nical advantages of derivators over triangulated categories. Recall that, in general,
for a triangulated category T and a small category A there is no natural trian-
gulation on the functor category T A (which, for instance, is compatible with all
evaluations). And even if there would be such a triangulation, in most examples,
the category T A is not the one we would like to study (for instance, for a field
k and a quiver Q, we are interested in D(kQ) which is different from D(k)Q, the
category of Z-graded representations of Q).
Similarly to derivators, ∞-categories also enjoy this closure property [Lur09,
Prop. 1.2.7.3], while for arbitrary Quillen model category the situation is somewhat
more subtle (related to this see [BK72, Hel88, Jar87] for early special cases, and
[Hir03, Thm. 11.6.1] or [Lur09, §A2.8] for published general results).
Examples 3.48. Let B be a small category.
(i) For every complete and cocomplete category C the derivators yBC and yCB
are equivalent. In these derivators the abstract calculus of limits and Kan
extensions agrees with the classical parametrized versions of limits and Kan
extensions ([ML98, §V.3]).
(ii) For every Grothendieck abelian category A there is an equivalence of deriva-
tors
D
B
A ≃ DAB .
(iii) For every model categoryM there is an equivalene of derivators
HoMB ≃ Ho
B
M.
There is a similar variant for ∞-categories.
Remark 3.49. Let D be a derivator and A ∈ Cat .
(i) The underlying category of DA is D(A), which is to say that every stage
of a derivator is the underlying category of a derivator. In particular, this
often allows us to focus on the underlying category when we want to estab-
lish certain properties for arbitrary stages. For instance, the class of strong
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and stable derivators is closed under exponentials (Theorem 3.45), and we
conclude by Theorem 3.40 that all stages of such derivators admit canoni-
cal triangulations. These triangulations are compatible with each other as it
follows from the discussion of morphisms in §3.4.
(ii) The calculus of limits and Kan extensions inDA is the calculus of parametrized
limits and Kan extensions in D . Implicitly, this parametrized calculus already
appeared in proof of the rotation axiom. In fact, the vertical coherent mor-
phism f ′ in (3.41) really is the value of the parametrized suspension functor
Σ: D([1])→ D([1]) at f ∈ D([1]). In fact, by [GPS14b, Lem. 5.13] there is a
natural isomorphism
(3.50) Σ ∼= cof3 : D([1])→ D([1]).
3.4. Morphisms of derivators. In this subsection we briefly discuss morphisms of
derivators, the interaction of morphisms with limits and the relation to exact func-
tors of triangulated categories. We also introduce natural transformations between
morphisms of derivators and the related notions of adjunctions and equivalences of
derivators. To begin with, there is the following definition.
Definition 3.51. A morphism of derivators is a pseudo-natural transformation.
Let us unravel this definition. For derivators D and E , a morphism F : D → E
consists of
(i) functors FA : D(A)→ E (A) for A ∈ Cat and
(ii) natural isomorphisms γu : u
∗FB
∼−→ FAu∗ for u : A→ B,
D(A)
FA // E (A)
✻✻✻✻W_∼=
D(B)
u∗
OO
FB
// E (B),
u∗
OO
satisfiying certain coherence axioms. For instance, for every pair of composable
functors u : A → B and v : B → C the natural isomorphism γvu agrees with the
following pasting of γu and γv,
D(A)
FA // E (A)
✻✻✻✻W_∼=
D(B)
u∗
OO
FB
// E (B),
✻✻✻✻W_∼=
u∗
OO
D(C)
v∗
OO
FC
// E (C).
v∗
OO
And there is the axiom γidA = id and one additional axiom concerning the inter-
action of γu and γv with natural transformations α : u→ v. A morphism is strict
if all components γu are identities, which is to say that the functors FA commute
with restrictions on the nose (and not only up specified, coherent isomorphisms).
Examples 3.52. Let us take up again some of Examples 3.13.
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(i) Every functor F : C → D between complete and cocomplete categories induces
a strict morphism of represented derivators
F = yF : yC → yD.
In fact, for every A ∈ Cat , we define FA as the postcomposition functor
induced by F ,
FA : C
A → DA : X 7→ F ◦X,
and it is straightforward to verify the axioms of a strict morphism.
(ii) Every left Quillen functor F : M → N of model categories induces a total
left derived morphism of homotopy derivators
LF : HoM → HoN ;
see [KM08] and [Cis10, §3]. The explicit construction of the components
(LF )A is given by
(LF )A = L(FA) : Ho(M
A)→ Ho(NA).
The passage to total left derived functors is pseudo-natural [Hov99, §1.4], and
this yields the desired pseudo-naturality constraints γu. There is, of course,
a similar result for right Quillen functors, and these results yield extrinsic
constructions of many interesting examples of morphisms of derivators. This
includes derived tensor products or derived hom functors, and we refer the
reader to the literature for plenty of examples.
(iii) A relevant intrinsic example is given by restriction morphisms. In fact, for
every derivator D and every u : A → B there is an induced restriction
morphism
u∗ : DB → DA.
For every C ∈ Cat the corresponding component is defined as
u∗C = (u × idC)
∗ : D(B × C)→ D(A× C).
These functors define a strict morphism u∗ as it follows immediately from
2-functoriality of D . (There are also Kan extension morphisms as we will see
in a bit.)
Definition 3.53. A morphism of derivators F : D → E preserves colimits of shape
A if for every X ∈ D(A) the canonical map
colimA FX
∼−→ F colimAX
is an isomorphism in E (∗).
These canonical maps are further instances of the canonical mates mentioned in
Remark 3.20. In all detail, these are morphisms of the form
colimEA FA(X)
∼−→ F∗ colim
D
A (X),
where F∗ : D(∗) → E (∗) is the underlying functor of F . In represented derivators
this notion reduces to the usual notion of preservation of colimits, while in homotopy
derivators of abelian categories or model categories this captures the preservation
of derived colimits or homotopy colimits, respectively. Of course, there are refined
notions such as the preservation of the A-shaped colimit of a fixed diagram only.
Examples 3.54. The following classes of morphisms are important.
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(i) A morphism of pointed derivators is pointed if and only if it preserves zero
object (in the usual sense).
(ii) A morphism of derivators is right exact if it preserves initial objects and
pushouts, i.e., colimits of shape p. There is the dual notion of a left exact
morphism and the combined notion of an exact morphism.
(iii) Finally, a morphism is cocontinuous if it preserves all colimits and contin-
uous if it preserves all limits.
Lemma 3.55. A morphism of stable derivators is left exact if and only if it is right
exact if and only if it is exact.
Proof. The key is the following elementary observation: a morphism of derivators
preserves colimits of shape A if and only if it is preserves colimiting cocones of shape
A [Gro16, Prop. 3.9]. As a special case this implies that a morphism of derivators
preserves pushouts if and only if it is preserves cocartesian squares, and the claims
follow by definition of stability. 
Exact morphisms are the good notion of morphisms of stable derivators. To
provide some first evidence for this claim, we include the following discussion. Recall
that in ordinary category theory all colimits can be constructed from coproducts
and coequalizers [ML98, §V.2]. More relevant to our current discussion is a variant
of this for finite colimits. To begin with, let us recall that a category is finite if it
has finitely many objects and morphisms only. Finite colimits can be constructed
from finite coproducts and coequalizers or, alternatively, from initial objects and
pushouts. Similarly, a functor preserves finite colimits if and only if it is right exact,
i.e., it preserves initial objects and pushouts.
A variant of these results also holds for derivators, but in this case we have to
invoke a more restrictive notion of finiteness. Suggestively, this is due to the fact
that in derivator land colimits also include derived colimits and homotopy colimits.
Definition 3.56. A category A is strictly homotopy finite if A is finite, if every
endomorphism f : x → x in A is equal to idx, and if isomorphic objects in A are
equal (A is skeletal). A category is homotopy finite if it is equivalent to a strictly
homotopy finite category.
The following result is due to Ponto–Shulman. There is also a variant for the
construction of colimits, but here we only formulate the result for morphisms.
Theorem 3.57. A morphism of derivators is right exact if and only if it preserves
homotopy finite colimits.
Proof. This is [PS16, Thm. 7.1]. 
Corollary 3.58. A morphism of stable derivators is exact if and only if it preserves
homotopy finite limits and homotopy finite colimits.
Proof. This is immediate from Theorem 3.57 and Lemma 3.55. 
Remark 3.59. Generalizing Definition 3.53, a morphism of derivators F : D → E
preserves left Kan extensions along u : A → B in Cat if for every X ∈ D(A) the
canonical morphism
u!F (X)
∼−→ Fu!(X)
is an isomorphism in E (B). Since Kan extensions are pointwise, one checks that a
morphism is cocontinuous if and only if it preserves all left Kan extensions [Gro13,
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Prop. 2.3]. As a variant, a morphism of stable derivators is exact if and only if it
preserves all sufficiently finite left and right Kan extensions (see [Gro16, Thm. 9.14]
for more details).
In order to offer a second justification that exact morphisms are the good mor-
phisms for stable derivators we include the following discussion. Since our main
focus is on stable derivators, in the following construction we immediately special-
ize to this context.
Construction 3.60. Let G : D → E be a pointed morphism of stable derivators.
(i) For every x ∈ D(∗) there is the defining suspension square X ∈ D() on the
left in
x //

0

Gx //

0

0 // Σx,
❴✤
0 // GΣx.
Since G preserves zero objects, the image GX ∈ E () looks like the above
diagram on the right (here, we invoke that morphisms of derivators commute
with evaluation functors as special cases of restriction functors). In general,
GX will not be cocartesian. Hence, a comparison of this square against the
suspension square of Gx yields a canonical comparison map
ψ : ΣGx→ GΣx.
This comparison map is an isomorphism if and only if GX is cocartesian,
which is certainly the case if G is not only pointed but even exact. In that
case, we can consider its inverse
(3.61) ϕ = ψ−1 : GΣx ∼−→ ΣGx
which allows us to ‘pull out the suspension’.
(ii) As a variant of the previous case, let (f : x→ y) ∈ D([1]) be a morphism and
let X ∈ D() be the cofiber square associated to it,
x
f
//

y

Gx
Gf
//

Gy

0 // Cf,
❴✤
0 // GCf.
The image square GX ∈ E () again vanishes at the lower left corner, but,
in general, it fails to be cocartesian. This time this leads to a canonical
comparison map
ψ : CGf → GCx,
which is invertible if G is exact.
The details of these constructions are carried out in [Gro16, §8], and the con-
nection to exact functors of triangulated categories is provided by the following
results. Therein, the underlying categories of strong, stable derivators are of course
endowed with the canonical triangulations established in Theorem 3.40.
Proposition 3.62. Let F : D → E be an exact morphism of strong stable deriva-
tors. The natural isomorphism ϕ : FΣ ∼−→ ΣF defined by (3.61) turns the underlying
functor F : D(∗)→ E (∗) into an exact functor.
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Proof. This is [Gro16, Thm. 10.6]. 
Remark 3.63. The direct proof of Proposition 3.62 is a lengthy direct calculation.
There is a more systematic approach based on the notion of exact formulas in
stable derivators [BG18, §13]. An instance of such an exact formula is the canonical
isomorphism cof3 ∼= Σ: D([1]) → D([1]) from (3.50), and Proposition 3.62 follows
from the compatibility of exact morphisms with this formula. However, as detailed
in loc. cit. there are many additional such exact formulas (see for instance [BG18,
Ex. 13.14]).
Having discussed the notion of exact morphisms, in order to fulfill our duties in
this section it only remains to talk about equivalences of derivators. This notion
is, of course, defined internally in the 2-category of derivators, and correspondingly
we begin by defining natural transformations.
Definition 3.64. A natural transformation of morphisms of derivators is a modi-
fication.
Again, for basics on this notion, we refer to [Gro13, §2] and [Gro16, Lem. 3.11],
but for convenience we unravel this definition. Let F,G : D → E be morphisms of
derivators. A natural transformation α : F → G consists of natural transformations
αA : FA → GA : D(A)→ E (A), A ∈ Cat .
These components αA are supposed to satisfy the obvious compatibility with the
pseudo-naturality constraints of F and G.
Remark 3.65. There is a 2-category DER of derivators, morphisms of derivators,
and natural transformations. We denote by DERSt,ex the sub-2-category given by
stable derivators, exact morphisms, and all natural transformations. (The basic
calculus of the interaction of morphisms with colimits implies, for instance, that
exact morphisms are closed under composition.) This 2-category plays a key role
in abstract representation theory, as we discuss in §4.
Definition 3.66. An adjunction of derivators is an adjunction internally to DER.
An equivalence of derivators is an equivalence internally to DER.
Thus, an adjunction consists of morphisms L : D → E and R : E → D together
with natural transformations η : id→ RL and ε : LR→ id which are subject to the
triangular identities. We will denote adjunctions by
(L,R) : D ⇄ E .
There is the following result which often allows us to exhibit a given morphism as
part of an adjunction.
Proposition 3.67. A morphism F : D → E of derivators is a left adjoint if and
only if all components FA : D(A) → E (A), A ∈ Cat , are left adjoints and the mor-
phism F is cocontinuous.
Proof. This is [Gro13, Prop. 2.9], but we want to sketch one direction of the proof.
Given a morphism F : D → E such that all components FA are left adjoints, we
begin by choosing right adjoints GA and corresponding levelwise adjunctions
(FA, GA) : D(A)⇄ E (A)
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for all A ∈ Cat independently. It turns out that the cocontinuity of F allows
us to define pseudo-naturality constraints u∗GB
∼−→ GAu∗, thereby obtaining the
intended adjunction (F,G) : D ⇄ E . 
In order to provide some additional feeling for the notion we mention the follow-
ing compatibility of the various adjunctions (FA, GA) constituting an adjunction
(F,G) : D ⇄ E of derivators. For every u : A → B in Cat , X ∈ D(B), and
Y ∈ E (B) the diagram
homE (B)(FX, Y )
∼ //
u∗

homD(B)(X,GY )
u∗

homE (A)(u
∗FX, u∗Y )
∼

homD(A)(u
∗X,u∗GY )
∼

homE (A)(Fu
∗X,u∗Y ) ∼
// homD(A)(u
∗X,Gu∗Y )
commutes.
Examples 3.68. In order to obtain key examples of adjunctions we revisit the situ-
ations considered in Examples 3.52.
(i) A functor F : C → D between complete and cocomplete categories is a left
adjoint if and only if the morphism yF : yC → yD is a left adjoint. This
follows from the obvious fact that the passage to represented derivators is
2-functorial.
(ii) For every Quillen adjunction (F,G) : M⇄ N there is an induced adjunction
(LF,RG) : HoM ⇄ HoN .
In particular, if the model categoriesM and N are stable, then LF and RG
are exact morphisms (by Proposition 3.67 and Corollary 3.58), and this leads
to a rich supply of exact morphisms of stable derivators.
(iii) Let D be a derivator, let u : A → B in Cat , and let u∗ : DB → DA be the
restriction morphism. Clearly, all components (u × idC)∗, C ∈ Cat , of the
restriction morphism have adjoints on both sides, and the morphism is also
continuous and cocontinuous. In fact, as a further application of the calculus
of canonical mates, Kan extensions and restrictions in unrelated variables
commute up to canonical isomorphisms [Gro13, Prop. 2.5]. As an upshot, by
Proposition 3.67 there are adjunctions of derivators
(u!, u
∗) : DA ⇄ DB and (u∗, u∗) : D
B
⇄ D
A.
The components of theseKan extension morphisms are the Kan extension
functors (u× idC)! and (u× idC)∗ of D .
Corollary 3.69. Let D be a strong, stable derivator and let u : A→ B be in Cat.
The functors
u∗ : D(B)→ D(A), u! : D(A)→ D(B), and u∗ : D(A)→ D(B)
are exact functors with respect to the canonical triangulations.
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Proof. As adjoint morphisms, u! and u
∗ are cocontinuous, while u∗ and u∗ are
continuous (Proposition 3.67). Since stability is inherited by the shifted deriva-
tors DA and DB (Theorem 3.45), all three morphisms u∗, u!, and u∗ are exact
(Lemma 3.55), and the claim hence follows from Proposition 3.62. 
There is the following more refined version of this result.
Remark 3.70. Let T riaCAT be the 2-category of triangulated categories, exact
functors, and exact natural transformations. For every strong and stable derivator
D , the formation of canonical triangulations and canonical exact structures yields
a lift of D against the forgetful functor T riaCAT → CAT ,
(3.71)
T riaCAT

Catop
D
99r
r
r
r
r
D
// CAT ;
see [Gro16, Thm. 10.14]. We want to use this result to stress once more the dis-
tinction between properties and structures. As we discussed, the property of being
strong and stable implies the existence of canonical triangulations (Theorem 3.40).
Similarly, the property of preserving certain basic (co)limits, implies the existence of
canonical exact structures (Proposition 3.62). In particular, equivalences of deriva-
tors always are exact.
Along these lines, there is the following remark. Let us recall that an exact
natural transformation α : F → G of exact functors between triangulated cate-
gories is a natural transformation α which commutes with the natural isomorphisms
FΣ ∼−→ ΣF andGΣ ∼−→ ΣG. Since in derivator land these isomorphisms arise canon-
ically, there is no counterpart for the notion of an exact natural transformation for
derivators. In fact, every natural transformation between exact morphisms is com-
patible with the canonical morphisms (3.61) (see [Gro16, Cor. 10.12]). This result
is used implicitly in the construction of the lifts in (3.71).
4. Higher symmetries
In this section we give an overview over some main results of this project on
higher symmetries. In §4.1 we make precise the notion of strong stable equivalences
as certain uniform versions of derived equivalences for abstract representations. In
§4.2 we briefly illustrate the concept by a discussion of the abstract representation
theory of Dynkin quivers of type A. In §4.3 we pass to more general abstract
reflection functors. In §4.4 we include a discussion of monoidal derivators, enriched
derivators, and the universality of the derivator of spectra. Finally, in §4.5 we apply
this to the construction of universal tilting modules. These are invertible, spectral
bimodules that realize strong stable derivators in arbitrary stable derivators.
4.1. Strong stable equivalences. Motivated by the compatibility of the forma-
tion of derivators of abelian categories and exponentials (Example 3.44), in this
subsection we define strong stable equivalences as a variant of the classical derived
equivalences of quivers.
Construction 4.1. Let A be a small category and let D be a stable derivator.
We again denote by DA the 2-functor constructed in Construction 3.43, which
by Theorem 3.45 is a derivator, the derivator of representations of shape A with
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values in D . The motivation for this terminology stems from Example 3.44. It is
straightforward to check that the formation D 7→ DA extends to a 2-functor
(−)A : DERSt,ex → DER : D 7→ D
A,
where DERSt,ex ⊆ DER again denotes the 2-category of stable derivators, exact
morphisms, and arbitrary transformations (Remark 3.65).
The slogan is that this 2-functor encodes the abstract representation theory of
the small category A. To fill this slogan with more life, we collect the following
examples of stable derivators and specialize the shape A to the case of (the path-
category of) a quiver Q.
Examples 4.2. As part of the structure encoded by the 2-functor (−)Q of abstract
representations of a quiver Q there are the following stable derivators of more
specific representations.
(i) For every ordinary, not necessarily commutative ring R there is the stable
derivator DR of the ring (Examples 3.13). In fact, this derivator arises for
instance from the projective model structure [Hov99, §2.3] on the category
Ch(R) of unbounded chain complexes over R. From this we obtain by shifting
the derivator DQR of representations of Q in DR, and there is an equivalence
of stable derivators
D
Q
R ≃ DRQ.
One way to see this is by observing that Mod(RQ) ≃ Mod(R)Q induces a
Quillen equivalence at the level of unbounded chain complexes.
(ii) This generalizes immediately to arbitrary Grothendieck abelian categories A.
In fact, the injective model structure on the category Ch(A) (see e.g. [Hov01]
or [Lur14, Chapter 1]) induces a stable derivator DA. For example, for every
quasi-compact, quasi-separated scheme X there is the stable derivator DX
of unbounded chain complexes of quasi-coherent OX -modules [Hov01]. More
generally, associated to every such A there is the derivators DQA of represen-
tations of Q with values in DA.
(iii) Still sticking to the framework of classical homological algebra, this can be
generalized further to exact categories in the sense of Quillen [Qui73, §2].
At least if we are willing to restrict to suitably finite shapes, for every exact
category E there is by [Kel07a], [Gil11] or [Sˇtˇo14] the bounded derivator DE
of E enhancing the bounded derived category. Correspondingly, for finite
quivers Q there is the derivator DQE of representations.
(iv) As additional interesting variants, given a differential-graded algebra A over
an arbitrary ground ring we can consider differential-graded representations
of Q over A which is to say functors from Q to dg-modules over A. In order
to import this to derivators, we recall that the category of dg-modules over
A admits suitable stable model structures (see for instance [Hin97, SS00,
Fre09]), and consequently we obtain the stable derivator DA of dg-modules
over A. For our quiver Q there is an equivalence DQA ≃ DAQ, where AQ is a
differential-graded version of the usual path-algebra.
(v) Another algebraic context giving rise to stable derivators is stable module
theory and representation theory of groups. For every quasi-Frobenius ring
or, more generally, Iwanaga–Gorenstein ring [EJ00, §9.1] the corresponding
category Mod(R) of modules can be endowed with the Gorenstein projective
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and the Gorenstein injective model structure [Hov02, Theorem 8.6]. These
Quillen equivalent model structures are stable (see for instance [Bec14, Corol-
lary 1.1.16]), and hence induce up to equivalence the same stable derivator
DGorR . Correspondingly, associated to Q there is the stable derivator (D
Gor
R )
Q
of representations. A special case occurs when R is the group algebra kG of a
finite group G over a field k , and this important special case was for instance
studied in [BCR97, Ric97, BIK11].
(vi) Going beyond the algebraic context, we can pass to spectra in the sense of
topology (see for example [HSS00, EKMM97, MMSS01]). For concreteness,
let us stick to one of these monoidal models and assume that E is a symmetric
ring spectrum. Then the category of E-module spectra can be endowed with a
stable model structure [HSS00], and we obtain the associated stable derivator
DE of E-module spectra. Correspondingly, we obtain the derivator D
Q
E of
spectral representations of Q over E.
(vii) Finally, as mentioned in §3.1, typically derivators arise as shadows of the
various approaches to axiomatic homotopy theory. Hence, an entire zoo of
additional examples of stable derivators is induced by the many examples
of stable model categories, stable ∞-categories [Lur14], or stable cofibra-
tion categories [Sch10]. Among others many examples of interest arise in
equivariant stable homotopy theory [MM02, LMSM86], motivic stable homo-
topy theory [Voe98, MV99, Jar00] or parametrized stable homotopy theory
[MS06, ABG+09, ABG10]. For many more examples of stable model cate-
gories arising in various areas of algebra, geometry, and topology see [SS03].
Before defining strong stable equivalences we recall the following classical defi-
nition.
Definition 4.3. Two quivers Q and Q′ are derived equivalent over a field k
if the path-algebras kQ and kQ′ are derived equivalent, i.e., if there is an exact
equivalence of derived categories
D(kQ)
∆
≃ D(kQ′).
Such derived equivalences are usually obtained by means of tilting theory (see
the handbook [AHHK07] and the many references therein) and have been studied
systematically (also for more general finite dimensional algebras over a field).
Remark 4.4. In Definition 4.3 we were very careful and stressed that the existence
of derived equivalences potentially depends on the choice of the field or ring of
coefficients. It turns out that certain derived equivalences are “more combinatorial
in nature” and they even extend to representations with values in arbitrary abelian
categories (hence they are universal derived equivalences in the sense of Ladkani
[Lad07a, Lad08]).
Following the line of though of Ladkani’s universal derived equivalences one step
further, we are led to the following definition [GSˇ14, Def. 5.1].
Definition 4.5. Two small categories A and A′ are strongly stably equivalent,
in notation A
s
∼ A′, if there is a pseudo-natural equivalence
Φ: (−)A ≃ (−)A
′
: DERSt,ex → DER.
We call such a pseudo-natural equivalence a strong stable equivalence.
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In more down-to-earth terms this means the following. Given two small cate-
gories A and A′, a strong stable equivalence Φ: A
s
∼ A′ consists of
(i) for every stable derivator D an equivalence of derivators
ΦD : D
A ≃ DA
′
(ii) and for every exact morphism of stable derivators F : D → E a natural
isomorphism γF : F ◦ ΦD → ΦE ◦ F,
DA
ΦD
≃
//
F

☎☎☎☎~ ∼=
DA
′
F

E A
≃
ΦE
// E A
′
.
And this datum is supposed to satisfy some obvious coherence axioms. Let us
comment a bit on this definition.
Remark 4.6. The notion of strong stable equivalences is in various respects more
restrictive than the notion of a derived equivalence or a universal derived equiva-
lence.
(i) Strongly stably equivalent small categories have equivalent homotopy theories
of representations in Grothendieck abelian categories, of differential-graded
representations, of spectral representations and of more general abstract rep-
resentations (by choosing specific examples in Examples 4.2).
(ii) The components ΦD of a strong stable equivalence are equivalences of ho-
motopy theories and not merely of homotopy categories (together with the
classical triangulation). This means that also the higher-order homotopy
theoretic information is supposed to be preserved.
(iii) The various equivalences ΦD are suitably compatible with exact morphisms.
For instance, Quillen adjunctions between stable model categories induce ex-
act morphisms of homotopy derivators and, similarly, exact functors between
stable ∞-categories induce exact morphisms of homotopy derivators. For
strongly stably equivalent quivers or categories this implies that the equiva-
lences commute with various kinds of restriction of scalar functors, induction
and coinduction functors as well as (Bousfield) localizations and colocaliza-
tions.
To put it as a slogan, strongly stably equivalent have the same abstract stable
representation theory.
We also want to point the following. Definition 4.5 is formulated in the language
of derivators. However, for every stable equivalence A
s
∼ B we can conclude the
following (related to this see [Ren09], [Dug01a], and [Lur09]).
(i) For every combinatorial model category M the diagram categories MA and
MB are Quillen equivalent.
(ii) For every presentable ∞-category C the diagram categories CA and CB are
equivalent.
In §§4.2-4.3 we illustrate this notion by some interesting examples of strong stable
equivalences. We conclude this section by some obvious closure properties and also
obstructions.
Lemma 4.7. Let A,A′, B,B′, and Ai, A
′
i, i ∈ I, be small categories.
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(i) The relation of ‘being strongly stably equivalent’
s
∼ defines an equivalence
relation.
(ii) Equivalent categories are strongly stably equivalent.
(iii) If A
s
∼ A′ and B
s
∼ B′, then A×B
s
∼ A′ ×B′.
(iv) If Ai
s
∼ A′i for i ∈ I, then
⊔
Ai
s
∼
⊔
A′i.
Proof. The straightforward proof is left as an exercise. 
On the other hand, classical results from representation theory provide us with
a non-trivial necessary condition for quivers to be strongly stably equivalent.
Proposition 4.8. If two finite quivers without oriented cycles are strongly stably
equivalent, then the underlying non-oriented graphs are isomorphic.
Proof. This is [GSˇ14, Prop. 5.3]. 
4.2. Abstract representation theory of An-quivers. In this subsection we il-
lustrate the notion of a strong stable equivalence by a few examples related to
Dynkin quivers of type A. We construct reflection functors and briefly study the
related Coxeter and Serre functors in this case. This subsection is largely based on
the paper [GSˇ16a] which is joint with Jan Sˇtˇov´ıcˇek.
Let us begin by a few toy examples which make the connection to stability very
obvious. The first examples are discussed in quite some detail, but later we allow
ourselves to be a bit more concise.
Example 4.9. The source (• ← • → •) and the sink (• → • ← •) of valence two
are strongly stably equivalent. In fact, let D be a stable derivator and let X be an
abstract representation of the source of valence two with values in D as displayed
on the left in
x //

y x //

y

y

z, z // w, z // w.
The idea is that the strong stable equivalence is obtained by first forming the
cocartesian square in the middle and then restricting it to the sink of valence two
as displayed on the very right, thereby obtaining Φ(X). To formalize this idea, we
recall the following two facts.
(i) Every functor u : A→ B between small categories induces by Examples 3.68
Kan extension and restriction morphisms of derivators
u! : D
A → DB, u∗ : DB → DA, and u∗ : D
A → DB.
(ii) Moreover, Kan extensions along fully faithful functors (Proposition 3.21) are
fully faithful and hence induce equivalences on their images.
We are interested in the special case of the fully faithful inclusions ip : p→  and
iy : y → . The left Kan extension morphisms (ip)! : Dp → D sends an abstract
representation of the source to the corresponding cocartesian square. Denoting
by D,cocart the full subderivator of D consisting of the cocartesian squares, we
obtain the equivalence of derivators on the left in
(ip)! : D
p ∼−→ D,cocart, (iy)∗ : D
y ∼−→ D,cart.
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Similarly, the formation of cartesian squares yields the equivalence on the right, and
in both cases inverse equivalences are given by the corresponding restriction mor-
phisms. Now, by definition of stability (Definition 3.28), the derivators D,cocart
and D,cart agree, and we obtain the desired equivalence ΦD : D
p ∼−→ Dy as a
composition of equivalences of derivators
ΦD = (iy)
∗ ◦ (ip)! : D
p ∼−→ D,cocart = D,cart ∼−→ Dy.
Since only restrictions and sufficiently finite Kan extensions are involved in this con-
struction, it is straightforward to verify (invoking Remark 3.59) that these equiv-
alences are pseudo-natural with respect to exact morphisms. Consequently, we
obtain the desired strong stable equivalence
Φ: p= (• ← • → •)
s
∼y = (• → • ← •).
The following example is similar, but it involves an additional homotopy finality
argument.
Example 4.10. The source of valence two p= (• ← • → •) and the linearly oriented
quiver [2] = (• → • → •) are strongly stably equivalent. In fact, let D be a stable
derivator and let X be an abstract representation of the source of valence two with
values in D which is displayed on the left in:
x
g
//
f

y Ff
fib(f)
//


x
f

g
// y Ff
fib(f)
// x
g
// y
z, 0 // z,
The idea is to simply replace the morphism f : x → z by its fiber fibf : Ff → x,
thereby obtaining the above representation Φ(X) on the right. In more detail,
starting from either side, by means of fully faithful Kan extension morphisms we
can pass to a representation as displayed in the middle. In fact, starting with our
representation X = (z ← x→ y) we first add a zero object and then the cartesian
square as in the diagram
x
g
//
f

y x
f

g
// y Ff
fib(f)
//


x

g
// y
z, 0 // z, 0 // z.
To re-express this in terms of Kan extensions, let C ⊆ [1]× [2] be the full subposet
obtained by removing the lower right corner (1, 2), and let B1 ⊆ C be the result
of also removing the upper left corner (0, 0). There are the obvious full inclusions
i1 : p→ B1 and i2 : B1 → C with corresponding Kan extension morphisms
(i1)∗ : D
p → DB1 and (i2)! : D
B1 → DC .
By Proposition 3.21 both Kan extension morphisms are fully faithful and they
induce equivalences onto their respective images. The morphism (i1)! precisely
amounts to adding a zero object (as a consequence of (Der4)) while (i2)∗ adds a
cartesian square (and this step invokes a simple homotopy finality argument). As
an upshot we obtain an equivalence of derivators
(i2)∗ ◦ (i1)! : D
p ∼−→ DC,ex1
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where DC,ex1 ⊆ DC is the full subderivator spanned by all diagrams which vanish
on the lower left corner and which make the square cartesian (the square is hence
essentially a fiber square).
If we instead begin with a representation of the linearly oriented A3-quiver, we
simply add the cofiber square to the first of the two morphisms. Thus, in suggestive
notation we carry out the constructions:
w
f
// x
g
// y, w
f
//

x
g
// y, w
f
//


x
cof(f)

g
// y
0 0 // Cf
Denoting by B2 ⊆ C the full subposet obtained by removing (1, 1), there are full
inclusion functors j1 : [2] = (• → • → •)→ B2 and j2 : B2 → C. Arguments similar
to the previous case imply that we obtain an equivalence of derivators
(j2)! ◦ (j1)∗ : D
[2] ∼−→ DC,ex2
where DC,ex2 ⊆ DC is the full subderivator spanned by all diagrams which vanish
on the lower left corner and which make the square cocartesian (the square is hence
a cofiber square). Now, since D is a stable derivator, the two subderivators DC,ex1
and DC,ex2 agree, and we obtain the desired equivalence
ΦD = (j1)
∗ ◦ (j2)
∗ ◦ (i2)∗ ◦ (i1)! : D
p ∼−→ D [2].
Since only restrictions and sufficiently finite Kan extensions are involved, these
equivalences are pseudo-natural with respect to exact morphisms (Remark 3.59),
and we obtain the desired strong stable equivalence
Φ: p= (• ← • → •)
s
∼ [2] = (• → • → •).
Corollary 4.11. All A3-quivers are strongly stably equivalent.
Proof. We have to show that the quivers Q1 = (1 → 2 → 3), Q2 = (1 ← 2 → 3),
Q3 = (1→ 2← 3), andQ4 = (1← 2← 3) are strongly stably equivalent. There are
strong stable equivalences Q1
s
∼ Q2 (Example 4.10) and Q2
s
∼ Q3 (Example 4.9),
and since Q1 and Q4 are equivalent we also deduce Q1
s
∼ Q4 (Lemma 4.7). Since
s
∼
is an equivalence relation (Lemma 4.7), we are done. 
There is a version of Corollary 4.11 for longer An-quivers as well, and a proof of
this essentially follows the above pattern. Given two differently oriented An-quivers
Q1 and Q2 and a stable derivator D , we construct a certain poset P = PQ1,Q2
together with suitable combinations of fully faithful Kan extensions morphisms
D
Q1 → DP and DQ2 → DP .
The stability of D will then imply that in both cases the essential image consist of
precisely the same representations of P (which are determined by certain exactness
conditions such as the vanishing on certain objects or the fact that certain squares
are bicartesian). In fact, in Example 4.9 the poset P =  was enough, while in
Example 4.10 we considered the subposet P = C ⊆ [1]× [2] obtained by removing
the final vertex (1, 2). For a direct proof of the An-version of Corollary 4.11 we refer
the reader to [GSˇ14, §6]. Here we instead prefer to present the more systematic
approach as considered in [GSˇ16a] which also makes more precise the connection
to (higher) triangulations (and hence the content of §2 and the construction of
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canonical triangulations in §3). Luckily, it turns out that for every fixed n there
is poset which conveniently encodes all An-quivers with arbitrary orientations, and
this poset will be described in detail in the following construction.
Construction 4.12. We recall that every quiver Q has associated to it a repetitive
quiver Q̂ with the following description: vertices in it are pairs (k, q) with k ∈ Z
and q ∈ Q while associated to every edge α : q1 → q2 in Q there are the two edges
α : (k, q1)→ (k, q2) and α∗ : (k, q2)→ (k + 1, q1) in Q̂. Here we are only interested
in the special case of the linearly oriented An-quiver ~An = (1 < . . . < n). In the
special case of n = 3 the repetitive quiver of ~A3 takes the form:
##●
●●
●● (−1, 3) β∗
%%❏
❏❏
(0, 3)
β∗
##❍
❍❍
(1, 3)
β∗
##❍
❍❍
(2, 3)
!!❉
❉❉
❉
· · · (−1, 2)
β 88rrrr
α∗
&&▲▲
▲▲
(0, 2)
β ;;✈✈✈
α∗
##❍
❍❍
(1, 2)
β ;;✈✈✈
α∗
##❍
❍❍
(2, 2)
β ;;✈✈✈
α∗
##❍
❍❍
· · ·
;;✇✇✇✇✇ (0, 1)
α
99ttt
(1, 1)
α
;;✈✈✈
(2, 1)
α
;;✈✈✈
(3, 1)
==③③③③
Let M ~An be the category which is obtained from the repetitive quiver of
~An by
making all squares commutative. By abuse of terminology, we call this poset M ~An
the mesh category.
We want to show that, for stable derivators, representations of ~An can be equiv-
alently encoded by suitable representations of mesh categories. It is worth to com-
pare the following to the discussion of the rotation axiom in §2.3 and of octahedral
axiom in §2.4.
Construction 4.13. For every n ≥ 0 we introduce the following short-hand notation
for mesh categories:
Mn =M[n+1] for [n+ 1] = (0 < . . . < n+ 1).
Given a stable derivator D , we denote by DMn,ex ⊆ DMn the full subderivator
spanned by all representations which
(i) vanish on the boundary stripes (i.e., at (k, 0), (k, n+ 1) for all k ∈ Z)
(ii) and which make all squares bicartesian.
The fact that this is a derivator is a consequence of Theorem 4.15 since derivators
are closed under equivalences of prederivators. In order to relate DMn,ex to D
~An ,
we note that there is the fully faithful functor
(4.14) i : ~An →Mn : l 7→ (0, l)
The following is a derivatorish version of Theorem 2.45 and Theorem 2.51. In
fact, the proofs of these two theorems were modeled after the proof of the following
result.
Theorem 4.15. For every stable derivator D and n ≥ 0 restriction along i (4.14)
induces an equivalence of derivators
i∗ : DMn,ex ∼−→ D
~An .
This equivalence is pseudo-natural with respect to exact morphisms, and the inclu-
sion DMn,ex → DMn is exact.
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Proof. We only sketch the proof and refer the reader to [GSˇ14, Thm. 4.6] for details.
For every stable derivatorD we want to construct an inverse equivalence of i∗. Thus,
given a representation X of ~An with values in D we want to obtain a coherent
diagram of shape Mn satisfying the defining exactness conditions of D
Mn,ex. To
this end, similarly to the sketch proofs of Theorem 2.45 and Theorem 2.51, we note
that the inclusion (4.14) factors as a composition of inclusions of full subcategories
i : ~An
i1→ K1
i2→ K2
i3→ K3
i4→Mn
where
(i) K1 contains all objects from ~An and the objects (k, n+1) for k ≥ 0 and (k, 0)
for k > 0,
(ii) K2 is obtained from K1 by adding the objects (k, l), k > 0, and
(iii) K3 contains all objects from K2 and the objects (k, n+1) for k < 0 and (k, 0)
for k ≤ 0.
The inclusion i4 thus adds the remaining objects in the negative k-direction. By
Proposition 3.21, associated to these fully faithful functors there are fully faithful
Kan extension functors
D
~An
(i1)∗
// DK1
(i2)!
// DK2
(i3)!
// DK3
(i4)∗
// DMn .
These Kan extension morphisms can be analyzed in turn, and the conclusion is
that (i1)∗ adds zero objects on the boundary stripes in the positive direction, (i2)!
adds bicartesian squares in the positive direction, (i3)! adds zero objects in on the
boundary stripes in the negative direction, and finally (i4)∗ fills up by bicartesian
squares in the negative direction. Thus the essential image agrees with DMn,ex,
and this concludes the construction of an equivalence F ~An : D
~An ∼−→ DMn,ex which
is inverse to i∗. Again, since we only used restrictions and sufficiently finite Kan
extension morphisms, both i∗ and its inverse F ~An are pseudo-natural with respect
to exact morphisms (Remark 3.59). 
Variants of this theorem for different orientations of An-quivers lead to the fol-
lowing result.
Theorem 4.16. Let n ≥ 0 be fixed. All An-quivers are strongly stably equivalent.
Proof. We sketch very roughly the main idea of the proof, and for this purpose
we consider an arbitrarily oriented An-quiver Q. For every such Q there are ad-
missible embeddings iQ : Q → Mn and the corresponding restriction morphisms
(iQ)
∗ : DMn → DQ again restrict to equivalences (iQ)∗ : DMn,ex
∼−→ DQ. In this
case it is more tricky to write down in closed form the inverse equivalence FQ (which
depends on Q and the choice of the admissible embedding iQ).
To illustrate this step, we content ourselves by one example, but we invite the
reader to come up with additional examples. In the case of n = 3 and the source
of valence two Q = (1 ← 2 → 3), we can consider the admissible embedding
iQ : Q→M3 given by
2 7→ (0, 2), 1 7→ (1, 1), and 2 7→ (0, 3).
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The corresponding equivalence FQ sends a representation X looking like
x
g
//
f

y
z
to a coherent diagram as in Figure 8. Therein, the boundary stripes are populated
by zero objects and all squares are bicartesian. To put it differently, the diagram
FQ(X) is a refined octahedral diagram of (Ff → x→ y) (as in §2.4).
.. .
. . .
. . .
. . .
. . .
0 // •


// •

//

•


// 0

0 // • //


x
g
//
f


y

//

0

0 // z //


• //


•

//

0

0 //
. . .
• //
. . .
• //
. . .
• //
. . .
0
.. .
Figure 8. The equivalence FQ for Q = (• ← • → •)
Now, given an additional An-quiver Q
′ we choose an admissible embedding
iQ′ : Q
′ → Mn, and obtain the corresponding inverse equivalence FQ′ of (iQ′)∗.
In order to conclude the proof it suffices to make the definition
ΦQ′,Q = (iQ′)
∗ ◦ FQ : D
Q ∼−→ DMn,ex ∼−→ DQ
′
.
As a composition of pseudo-natural equivalences, this defines a strong stable equiv-
alence ΦQ′,Q : Q
s
∼ Q′. 
The strong stable equivalences constructed in Theorem 4.16 arise as finite com-
positions from certain basic building blocks. These building blocks admit a fairly
elementary description as we discuss next, and they turn out to be special cases of
the more general reflection morphisms from §4.3.
Construction 4.17. Let n ≥ 0, let D be a stable derivator, and let Mn be the
mesh category. Choosing two An-quivers Q,Q
′ and admissible embeddings iQ, iQ′
of the quivers to Mn, the resulting strong stable equivalence ΦQ′,Q : D
Q ∼−→ DQ
′
measures the difference between the restriction morphisms (iQ)
∗ and (iQ′)
∗. The
above-mentioned basic building blocks arise when the two embeddings “differ by
one square only”. Instead of making this precise by explicit combinatorial formulas,
we illustrate this by an example related to Figure 8.
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As in the proof of Theorem 4.16, let Q = (• ← • → •) and let iQ : Q → M3 be
the embedding indicated by Figure 8. If Q′ = (• → • ← •) is the sink of valence
two, then there is an obvious embedding of iQ′ : Q
′ →M3 which has two objects in
common with iQ but differs from it by one square. In this case, the resulting strong
stable equivalence ΦQ′,Q agrees with the one from Example 4.9. Alternatively, we
can consider the linearly oriented quiver ~A3 = (• → • → •) with the standard
embedding i : ~A3 → M3 as in (4.14). Also these embeddings differ by one square
only and we reproduce the strong stable equivalence from Example 4.10. Finally,
there is the additional vertical embedding j : ~A3 →M3 and in this case the strong
stable equivalence Q
s
∼ ~A3 forms the fiber of the morphism labeled by g in Figure 8.
All these three cases are special cases of reflection functors. Given an An-quiver
Q and a source a ∈ Q, let σaQ be the An-quiver obtained by reorienting all edges
adjacent to a such that the vertex a ∈ σaQ now is a sink. By Theorem 4.16
the quivers Q and Q′ = σaQ are strongly stably equivalent, and a preferred such
equivalence is constructed as follows. Let iQ : Q→Mn be an admissible embedding
and let iQ′ = iσaQ : Q
′ = σaQ → Mn be the induced admissible embedding which
differs from iQ by one square only. The strong stable equivalence
s−a = ΦQ′,Q = (iQ′)
∗ ◦ FQ : D
Q ∼−→ DQ
′
and its inverse
s+a = ΦQ,Q′ = (iQ)
∗ ◦ FQ′ : D
Q′ ∼−→ DQ
are reflection functors. It is easy to see that these morphisms do not depend
on the choice of the embeddings iQ and iQ′ as long as they differ by precisely one
square.
The strong stable equivalences from Theorem 4.16 can be described as compo-
sitions of the above reflection morphisms, and by the following remark the order of
the reflections does not matter.
Remark 4.18. Let Q be an An-quiver and let a1, a2 ∈ Q be two distinct sinks.
In that case the vertex a2 is also a sink in the reflected quiver σa1Q and we can
hence iterate the reflection thereby obtaining σa2σa1Q. A straightforward argument
shows that at the level of the quivers the order of the reflections is irrelevant and
definition
σ{a1,a2}Q = σa1σa2Q = σa2σa1Q
hence makes sense. Playing a bit with the corresponding embeddings, we note that
for the corresponding reflection functors there are natural isomorphisms
s+a1s
+
a2
∼= s+a2s
+
a1 : D
Q ∼−→ Dσ{a1,a2}Q.
Of course there are similar results for sinks instead of sources.
Definition 4.19. An admissible sequence of sinks in a finite quiver Q is a total
ordering (a1, . . . , an) of all vertices of Q such that a1 is a sink in Q and ai is a sink
in σai−1 . . . σa1Q for all 2 ≤ i ≤ n. Admissible sequences of sources are defined
dually.
It turns out that every finite, acyclic quiver admits an admissible sequence of
sources and sinks [BGP73, Lemma 1.2(1)]. Moreover, one can show that the quiver
σan . . . σa1Q agrees with the original quiver Q and similarly in the case of sources.
In what follows we only need these results for Dynkin quivers of type A, in which
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case the arguments are more straightforward. While admissible sequences always
exist, they are by no means unique as simple examples show. However, at the level
of iterated reflection functors there is the following result.
Construction 4.20. Let n ≥ 0 and let Q be an An-quiver. For every stable derivator
D and every admissible sequence of sinks (a1, . . . , an) in Q there is the iterated
reflection functor
Φ+(a1,...,an) = s
+
an ◦ . . . ◦ s
+
a1 : D
Q → DQ.
A combination of Remark 4.18 with some combinatorial arguments imply that up
to natural isomorphism this iterated reflection functor is independent of (a1, . . . , an)
(see the proof of [BGP73, Lemma 1.2(3)]). Of course, the same observation applies
to iterated reflections Φ−(b1,...,bn) at admissible sequences of sources.
By Construction 4.20 the following functors are well-defined up to natural iso-
morphisms.
Definition 4.21. Let D be a stable derivator and let Q be an An-quiver.
(i) The Coxeter functor Φ+ = Φ+Q : D
Q → DQ is Φ+ = Φ+(a1,...,an) for some
admissible sequence of sinks (a1, . . . , an) in Q.
(ii) The Coxeter functor Φ− = Φ−Q : D
Q → DQ is Φ− = Φ−(b1,...,bn) for some
admissible sequence of sources (b1, . . . , bn) in Q.
We illustrate these reflections and Coxeter functors by an example.
Example 4.22. The linearly oriented A3-quiver ~A3 = (1 → 2 → 3) has a unique
admissible sequence of sinks (3, 2, 1). Consequently, for every stable derivator D
the Coxeter functor is given by
Φ+ = s+1 ◦ s
+
2 ◦ s
+
3 : D
~A3 ∼−→ D
~A3 .
Given a representation X = (x
f
→ y
g
→ z) in D , to calculate Φ+(X) we first
determine s+3 (X) by considering the diagram on the left in
Fg

//

0

F (gf) //


Fg

//

0

x
f
// y g
// z, x
f
// y g
// z.
In order to describe s+2 s
+
3 (X) we next reflect (x→ y ← Fg) at the vertex decorated
by y. This is achieved by extending the above diagram by one more bicartesian
square. Since the pasting of the squares is again bicartesian, the upper left corner is
indeed populated by F (gf). As a final step, it remains to reflect the representation
(x ← F (gf)→ Fg) at the vertex decorated by x. For this purpose we extend the
diagram by one more fiber square in order to obtain
Ωz //


F (gf) //


Fg

//

0

0 // x
f
// y g
// z.
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Again, the outer most square is bicartesian and hence a loop square, and the upper
left corner consequently agrees with Ωz. As an upshot we conclude that the Coxeter
functor Φ+ is given by
(4.23) Φ+(x
f
→ y
g
→ z) =
(
Ωz → F (gf)→ Fg
)
.
Similarly, the quiver ~A2 = (1 → 2) has (2, 1) as unique admissible sequence of
sinks. We leave it to the reader to check that in this simpler case the Coxeter
functor Φ+ is given by
(4.24) Φ+ ∼= fib2 : D
~A2 ∼−→ D
~A2 .
Example 4.25. Let D be a stable derivator and let Q = (1← 2→ 3) be the source
of valence two. This quiver has (1, 3, 2) and (3, 1, 2) as admissible sequences of
sinks. In order to calculate the Coxeter functor Φ+ : DQ ∼−→ DQ we consider an
arbitrary representation X = (z ← x→ y) and extend it to the diagram
w //

2
Fg //

3
0

Ff //

1
x
g
//
f

0
y

0 // z // y ∪x z
consisting of bicartesian cubes. Ignoring the lower right square for the moment, each
of the remaining three squares will be used to define a reflection at a sink and the
labels match the corresponding vertices. This illustrates again the commutativity
of reflections at different sinks, since independently of the order we have
s+1 s
+
3 (X)
∼= s+3 s
+
1 (X)
∼= (Ff → x← Fg).
To determine Φ+(X) it suffices to understand the upper left corner. For this purpose
we also drew the remaining auxiliary cocartesian square 0 , since it allows us to
conclude that the total pasting of these squares is a loop square. Consequently,
there is a canonical isomorphism w ∼= Ω(y ∪x z) and we obtain
(4.26) Φ+(z
f
← x
g
→ y) ∼= (Ff ← Ω(y ∪x z)→ Fg).
Motivated by the classical situation (see [RVdB02, §I.2]) we make the following
definition.
Definition 4.27. Let D be a stable derivator and let Q be an An-quiver. The
Serre functor of DQ is
S = ΣΦ+ ∼= Φ+Σ: DQ → DQ.
In order to put this definition into context we recall the notion of a Serre func-
tor. Serre functors have been formalized in various contexts and references in-
clude [BK89, BO01] in the framework of k-linear categories, [Che11] in the context
of k-linear triangulated categories, and [LM08] in the realm of (pretriangulated)
A∞-categories (see also [BK90, KS09, BLM08]). Here we are mainly interested
in the case of sufficiently well-behaved triangulated categories (see [RVdB02, §I.1]
and [BK89]).
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Definition 4.28. Let k be a field and let T be a k-linear triangulated category with
finite-dimensional mapping vector spaces. An exact auto-equivalence S : T → T is
a Serre functor if it is endowed with an isomorphism
homT (x, y)
∼=
−→
(
homT (y, Sx)
)∗
which is natural in x and y.
Here, (−)∗ of course denotes the vector space duals. As a consequence of the
Yoneda lemma we see that Serre functors are essentially unique if they exist, so the
existence of a Serre functor is really a property of the triangulated category. Let
us recall the following two typical examples of Serre functors.
Examples 4.29. (i) The example which is of key interest to here is given by
bounded derived categories of finitely generated modules over finite dimen-
sional algebras of finite global dimension ([Hap87, §3.6], [KL06]). In that
case, Serre functors exist and they are given by derived Nakayama functors
[Hap87, §3.6]. We will come back to this explicit description in §4.5.
(ii) Let k be an algebraically closed field, let X be a smooth, projective variety
of dimension n over k, and let Db(X) be the bounded derived category of
coherent sheaves on X . The derived tensor product with the shifted canonical
line bundle
SX = ωX [n]⊗− : D
b(X) ∼−→ Db(X)
is a Serre equivalence on Db(X) [Huy06, Thm. 3.12]. Relevant classical ref-
erences include [BK89, BO01, Ser55] and also [Muk81, Huy06].
Let us now return to the situation in abstract representation theory, and let us
revisit Example 4.22 and Example 4.25.
Examples 4.30. There are the following examples of Serre functors.
(i) The Serre functor of ~A2 is S ∼= cof : D
~A2 → D
~A2 as it easily follows from
(4.24) and (3.50).
(ii) In the case of the linearly oriented A3-quiver ~A3 it follows from (4.23) that
the Serre functor is given by
S(x
f
→ y
g
→ z) =
(
z → C(gf)→ Cg
)
.
(iii) Similarly, in the case of Q = (1 ← 2 → 3) we can recycle (4.26) in order to
conclude that the Serre functor has the description
S(z
f
← x
g
→ y) ∼= (Cf ← y ∪x z → Cg).
Remark 4.31. The justification for the terminology Serre functors in abstract rep-
resentation theory is as follows. Specialized to the derivator Dk of a field, these
Serre functors induce on underlying categories the classical Serre functors from
representation theory. For an additional example of Serre functors in abstract rep-
resentation we refer to [BG18]. Jointly with Falk Beckert, we intend to study these
abstract Serre functors more systematically elsewhere.
For more details on the abstract representation theory of Dynkin quivers of type
A we refer to [GSˇ16a]. In particular, therein is also a discussion of an abstract
fractional Calabi–Yau property [Kel05a, Kel08, KS12, vR12] which plays a key
role in the context of spectral Picard groups. These Picard groups will be briefly
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discussed in Remark 4.109. We conclude this subsection by a remark on higher
triangulations.
Remark 4.32. Despite the fact that triangulated categories are extremely useful
in plenty of situations, from the early days on people were pointing out defects
of the theory (see for instance the introduction to the early [Hel68]). Besides
the enhancements in the sense of stable model categories, stable ∞-categories or
differential-graded categories, there are the attempts to fix some of the deficiencies
of triangulated categories by also keeping track of higher triangles. The idea of
considering higher triangles already appears in [BBD82, Remark 1.1.14], while a
more recent definition of strong triangulations is in [Mal05a] (see also the closely
related notion in [Bal11] as well as the thesis of Beckert [Bec18]).
We sketch the rough idea and consider an additive category A together with an
auto-equivalence Σ: A ∼−→ A. An n-angle in (A,Σ) is essentially an ordinary dia-
gram X : Mn → A which vanishes on the boundary stripes and such that the trian-
gular fundamental domains match up to suitable powers of the suspension Σ. Thus,
2-angles correspond to the usual triangles in the sense of Puppe and Verdier, while
3-angles are closely related to octahedral diagrams; we refer to [Mal05a] for more
details. A strong triangulation or ∞-triangulation on (A,Σ) is given by classes of
distinguished n-angles for n ≥ 2 subject to various axioms. By [GSˇ16a, Thm. 13.6]
the values of a strong, stable derivator D admit canonical strong triangulations. In
fact, analogously to Remark 3.70, there is a lift of D to the 2-category of strong
triangulated categories (as follows from the details in [GSˇ16a, §13] and [Gro16]).
Moreover, the coherent versions of these distinguished n-triangles (thus objects in
DMn,ex) in combination with the Mayer–Vietoris triangles from [GPS14b] give rise
to many additional triangles in the underlying category D(∗).
4.3. Reflection functors. In this subsection we discuss additional examples of
strong stable equivalences given by reflection functors. Happel [Hap87, §1.7] showed
that for every finite, acyclic quiver reflection functors at sources or sinks induce de-
rived equivalences between the corresponding category algebras. In [GSˇ15] these
derived equivalences were shown to be shadows of corresponding strong stable equiv-
alences (even without the finiteness or acyclicity assumption). We illustrate these
reflection functors by some important special cases.
Let us begin this subsection by the following obstruction against the existence
of strong stable equivalence.
Proposition 4.33. If the finite acyclic quivers Q and Q′ are strongly stably equiv-
alent, then the underlying unoriented graphs are isomorphic.
Proof. This is [GSˇ14, Prop. 5.3] which in turn relies essentially on [Hap87]. 
Thus, in the context of finite acyclic quivers all that can happen by strong stable
equivalences are reorientations of some of the edges. These can not be carried
out arbitrary as the case of oriented cycles shows (see Corollary 4.46). However, a
valid reorientation is the classical reflection of (acyclic) quivers at sources and sinks
(see, for instance, [ASS06, §VII.5], or [Kra08] for more detail). Let us recall this
construction.
Construction 4.34. Let Q be a quiver and let q ∈ Q. The vertex q is a source if
there are no edges in Q with q as target, and there is dual notion of a sink of a
quiver. Given a source q in a quiver, the reflected quiver σqQ is obtained from
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Q by turning the source into a sink. Thus, both quivers have the same vertices and
their is a bijection between the edges. The only difference is that the orientations
of all edges in Q that start at the source q ∈ Q have been reversed in σqQ so that
they now end at q ∈ σqQ.
Special cases of such reflections already occurred in §4.2. For instance, in the case
of ~A3-quivers, Example 4.9 and Example 4.10 provide examples of strong stable
equivalences
(1← 2→ 3)
s
∼ σ2(1← 2→ 3) = (1→ 2← 3)
and
(1← 2→ 3)
s
∼ σ1(1← 2→ 3) = (1→ 2→ 3).
These reflections at the level of quivers are accompanied by the following reflection
functors.
Construction 4.35. Let Q be a finite quiver, let q0 ∈ Q be a source, and let k be
a field. For every representation M : Q → Mod(k) we obtain an induced represen-
tation s−q0M : σq0Q → Mod(k) of the reflected quiver as follows. For all vertices
q′ 6= q0 ∈ σq0Q we set (s
−
q0M)q′ = Mq′ . To describe the remaining component, let
q1, . . . , qn denote the finitely many vertices of Q such that there are edges q0 → qi
for i = 1, . . . , n. Then we define
(s−q0M)q0 = cok(Mq0 →Mq1 ⊕ . . .⊕Mqn),
and the canonical homomorphisms yield the required maps (s−q0M)qi → (s
−
q0M)q0 .
This construction is clearly functorial in M , and we hence obtain the reflection
functor s−q0 : Mod(kQ)→ Mod(kσq0Q) associated to Q and the source q0. Dually,
if q0 is a sink, then there is a reflection functor s
+
q0 : Mod(kQ)→ Mod(kσq0Q).
At the level of abelian categories of modules these reflection functors fail to be
equivalences (see, for example, [ASS06, Thm. VII.5.3]), but there is the following
positive derived version of it.
Theorem 4.36. Let k be a field, let Q be a finite acyclic quiver, let q0 ∈ Q be a
source, and let Q′ = σq0Q be the reflected quiver. The reflection functors induce an
exact equivalence of bounded derived categories
(Ls−q0 , Rs
+
q0) : D
b(kQ)
∆
≃ Db(kQ′).
Proof. This is due to Happel and can be found in [Hap87, §1.7]. 
It can be shown that these reflection functors extend to abstract stable homo-
topy theories, and by now there are two approaches to such a generalization. Let us
recall from Construction 4.34 and Construction 4.35, that these constructions rely
on some “local modifications at the level of shapes and representations”. Corre-
spondingly, the idea of gluing shapes and representations is central to this business.
Depending on the formal framework, there are different ways of dealing with it.
(i) Similar to the case of triangulated categories, gluing is not available in the
2-category DERSt,ex of stable derivators. But in that framework (and this
project began in this framework of derivators), one can partially sail around
this defect by more involved combinatorial arguments. This approach was
taken in [GSˇ14, GSˇ16b, GSˇ15], where representation-theoretic techniques
were developed (one-point extensions and homotopical epimorphisms).
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(ii) In contrast to this, the more flexible language of stable ∞-categories allows,
among many other things, for gluing. At the price of quoting results from the
more involved machinery [Lur09, Lur14], a very elegant construction of re-
flection functors in stable∞-categories was worked out by Dyckerhoff, Jasso,
and Walde in [DJW19].
Because of its importance, we single out the special case of a source and a sink
of finite valence. We begin by recalling some notation from [GSˇ16b] and [BG18].
Notation 4.37. For n ≥ 1 we denote by n the n-cube which is to say the n-fold
product

n = [1]× . . .× [1].
The n-cube n can be realized as the power set of {1, . . . , n} with the ordering
given by inclusion. Correspondingly, the n-cube admits the following filtration by
full subcategories. For 0 ≤ l ≤ n we denote by n0≤l the full subposet spanned by
the subsets of cardinality at most l. The subposet nk≤l is defined similarly, and
there are fully faithful inclusion functors ιk,l : 
n
k≤l → 
n. As special cases, we
obtain the inclusion of the source and the sink of valence n,
ι0,1 : 
n
0≤1 → 
n and ιn−1≤n : 
n
n−1≤n → 
n.
Similarly, there are the inclusions of the two possible punctured n-cubes
ι0,n−1 : 
n
0≤n−1 → 
n and ι1≤n : 
n
1≤n → 
n.
Definition 4.38. Let D be a derivator, let n ≥ 1, and let X ∈ D(n). The n-cube
X is cocartesian if it lies in the essential image of (ι0,n−1)! : D(
n
0≤n−1)→ D(
n).
The n-cubeX is strongly cocartesian if it lies in the essential image of the functor
(ι0,1)! : D(
n
0≤1)→ D(
n).
Of course, there are dual notions of (strongly) cartesian n-cubes. For squares
there is obviously no difference between the two notions in Definition 4.38. In higher
dimension every strongly cocartesian n-cube is cocartesian since ι0,1 : 
n
0≤1 → 
n
factors through n0≤n−1. But there is no converse to this and, in fact, there is the
following more precise result.
Theorem 4.39. Let D be a derivator, let n ≥ 2, and let X ∈ D(n). The n-cube
X is strongly cocartesian if and only if every subsquare of it is cocartesian.
Proof. This is an entirely combinatorial problem and the details can be found in
[GSˇ14, Thm. 8.4]. 
Corollary 4.40. Let D be a stable derivator and let n ≥ 2. An n-cube in D is
strongly cocartesian if and only if it is strongly cartesian.
Proof. This follows immediately from Theorem 4.39 and Definition 3.28. 
We refer to this common class of n-cubes as the class of strongly bicartesian
n-cubes.
Corollary 4.41. For every fixed n ≥ 2 the source and the sink of of valence n are
strongly stably equivalent,

n
0≤1
s
∼ nn−1≤n.
Proof. It is straightforward to adapt the proof of Example 4.9 to our current situ-
ation (invoking Corollary 4.40 instead of Definition 3.28). 
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∅ // n=0 // 
n
0≤1
// . . . // n0≤n−1
// 
n
∅ //
OO
n=1
//
OO
. . . //
OO
n1≤n−1
//
OO
n1≤n
OO
. . .
OO
// . . .
OO
// . . .
OO
// . . .
OO
. . .
OO
// n=n−1
//
OO
nn−1≤n
OO
∅ //
OO
n=n
OO
∅
OO
Figure 9. The cardinality filtration of the n-cube n
Remark 4.42. The way we have presented Corollary 4.41, it is an immediate con-
sequence of the calculus of n-cubes in stable derivators. This cubical calculus was
developed more systematically in [BG18], and here we want to mention some of the
key results. Using suggestive notation (compare to Notation 4.37), the cardinality
filtration of the n-cube
∅ // n=0 // 
n
≤1
// . . . // n≤n−1
// 
n
leads to an interpolation between cocartesian and strongly cocartesian n-cubes. The
differences between these individual filtration layers are given by the full subposets
nk≤l ⊆ 
n, 0 ≤ k ≤ l ≤ n, which we refer to as chunks of n-cubes. The chunks
and the inclusion functors between them are neatly organized by Figure 9. In
loc. cit. the authors study in detail the calculus of iterated partial cofiber construc-
tions of n-cubes and their interaction with functors in Figure 9. As a generalization
of Corollary 4.41 there is a strong stable equivalence

n
k≤l
s
∼ nn−l≤n−k;
see [BG18, Thm. 10.15]. Moreover, for every fixed n these strong stable equivalences
for the various 0 ≤ k ≤ l ≤ n are suitably compatible with each other [BG18,
Thm. 12.15].
An additional interesting symmetry comes from a further incarnation of Serre
equivalences. For every n ≥ 1 and every 0 ≤ k ≤ l ≤ n there is a Serre equiva-
lence
S = Sk,l : 
n
k≤l
s
∼ nk≤l.
Again, also these Serre equivalences turn out to be compatible with the morphisms
between the chunks. More specifically, in this situation, for every inclusion functor
i : nk′≤l′ → 
n
k≤l in Figure 9 there is a canonical isomorphism
Sk,l ◦ i! ∼= i∗ ◦ Sk′,l′ ;
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see [BG18, Thm. 12.6]. To put this into plain English, in this case left and right
Kan extensions match up to a conjugation by Serre equivalences. As a special case
([BG18, Cor. 12.12]), for every stable derivator D there are canonical isomorphisms
colimn
k≤l
∼= limn
k≤l
◦ Sk,l : D

n
k≤l → D .
These compatibilities of local Serre equivalences with Kan extensions are the
starting point of an on-going project on global Serre dualities. Jointly with Falk
Beckert we intend to come back to this more systematically elsewhere.
Let us now return to the case of acyclic quivers. The approach to reflection
functors for acyclic quivers in stable derivators taken in [GSˇ14, GSˇ16b, GSˇ15] relies
largely on the special case in Corollary 4.41. More precisely, the classical construc-
tion of reflection functors uses finite biproduct in vector spaces (Construction 4.35).
In stable derivators finite biproducts and all the related inclusion and projection
maps can be organized in suitable cubical diagrams. For instance, in the case of
two objects x, y ∈ D(∗) in the underlying category of a stable derivator D , there is
the associated diagram
0 //


x //


0

y //


x⊕ y //


y

0 // x // 0,
in which all squares are bicartesian. Given a finite acyclic quiver and a source,
such cubes can be glued to the quiver in order to then mimic the construcion of
reflection functors in Construction 4.35. One of the main results of [GSˇ15] is the
following.
Theorem 4.43. Let Q be a finite acyclic quiver, let q0 ∈ Q be a source, and let
Q′ = σq0Q be the reflected quiver. The reflection functors define a strong stable
equivalence
(s−q0 , s
+
q0) : Q
s
∼ Q′.
Proof. We refer the reader to [GSˇ15] for a detailed construction of these reflection
functors. The theorem appears as [GSˇ15, Thm. 10.3] as a specializiation of a more
general result ([GSˇ15, Thm. 9.11]). 
Corollary 4.44. Let T be a finite oriented tree and let T ′ be an arbitrary reorien-
tation of T . There is a strong stable equivalence
T
s
∼ T ′.
Proof. It is a purely combinatorial argument that a reorientation of a finite tree
can be obtained by a finite number of reflections at sources and sinks ([BGP73,
Thm. 1.2(1)]). The claim hence follows from Theorem 4.43. 
In fact, there is also a converse to this result as follows from a specialization to
the derivator Dk of a field k.
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Remark 4.45. Theorem 4.43 is obtained by specialization of the following more
general result. Let A be a small category and let q1, . . . , qn ∈ A be finitely many,
not necessarily pairwisely different objects. The two categories which are obtained
from A by freely gluing a source or a sink of valence n to the given objects are
strongly stable equivalent [GSˇ15, Thm. 9.11]. In particular, this shows that a
variant of Theorem 4.43 also works for quivers which fail to be finite or acyclic.
In contrast to the case of trees, for acyclic quivers the underlying graphs to
not determine the strong stable equivalence type. To illustrate this, we revisit the
following classical example of orientations Q of an unoriented n-cycle
n
1
♦♦♦♦♦♦♦♦♦♦♦♦♦♦
2 · · · n− 2 n− 1.
❚❚❚❚❚❚❚❚❚❚❚❚❚❚❚❚❚
Such quivers are called Euclidean or extended Dynkin quivers of type A˜n−1
[Rin84, SS07]. For every orientation Q of the n-cycle we write c(Q) = {p, q}, if p
arrows in Q are oriented clockwise and q are oriented counterclockwise.
Corollary 4.46. If Q and Q′ are n-cycles with c(Q) = c(Q′), then there is a strong
stable equivalence
Q
s
∼ Q′.
Proof. This is [GSˇ15, Prop. 10.5]. 
Again, the case of the derivator of a field can be used to show that the converse
implication also holds, and c(Q) hence determines the strong stable equivalence
type of an n-cycle Q.
Remark 4.47. Ladkani studied additional interesting examples of reflection functors
for representations of posets with values in arbitrary abelian categories. For these
universal derived equivalences we refer to [Lad07a, Lad07c, Lad07b]. Dyckerhoff,
Jasso, and Walde [DJW19] obtain a general construction of reflection functors in
stable ∞-categories which also generalizes the examples of Ladkani to the homo-
topical setting.
4.4. Digression: monoidal derivators. In this subsection we include a digres-
sion on monoidal derivators, the calculus of tensor products of functors, and en-
riched derivators. We briefly discuss the universality of the derivator of spectra and
the resulting canonical enrichment of stable derivators over spectra [Hel88, Hel97,
Cis08, Tab08, CT11, CT12]. These techniques are central to the construction of
universal tilting modules in §4.5.
In this subsection we follow the notional conventions from [GPS14a] and also
refer to that paper for a more detailed discussion of monoidal and stable, monoidal
derivators. For basics on monoidal categories see for instance [ML98, §VII].
The starting point of this theory is the following elementary observation.
Remark 4.48. The 2-category DER of derivators admits (2-)products. In more
detail, given two derivators D1 and D2 the pointwise product
D1 ×D2 : Cat
op → CAT : A 7→ D1(A) ×D2(A)
is again a derivator. The derivator D1 × D2 enjoys the universal property of a
product.
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This simple observation allows us to speak about pseudo-monoid objects and
their pseudo-actions in the world of derivators. For instance, a first attempt to
define a monoidal derivator would be as a pseudo-monoid object in DER, i.e., a
derivator V which is endowed with coherently associative and unital multiplications
⊗ : V ×V → V . Such a pseudo-monoid structure is equivalent to a lift of V to the
2-category of monoidal categories, strong monoidal functors and monoidal transfor-
mations. However, since we are mostly interested in monoidal structures which are
compatible with colimits, we want to build this into the basic notion. Consequently,
we begin by making this compatibility precise and, with later applications in mind,
we immediately consider arbitrary morphisms of two variables.
Remark 4.49. Let D1,D2, and D3 be derivators. A morphism of two variables
is a morphism of derivators ⊗ : D1×D2 → D3. By definition of the product D1×D2
such a morphism has components
(4.50) ⊗A : D1(A)×D2(A)→ D3(A), A ∈ Cat .
These components are related by pseudo-naturality isomorphisms. In particular,
given diagrams X ∈ D1(A) and Y ∈ D2(A), there are canonical isomorphisms
(X ⊗A Y )a ∼= Xa ⊗ Ya, a ∈ A.
We refer to this description of a morphism of two variables as the internal version.
Given two categories A and B, we can restrict diagrams along the projections
A×B → A and A×B → B and then apply ⊗A×B. This way we obtain functors
(4.51) ⊗ : D1(A)×D2(B)→ D3(A×B), A,B ∈ Cat ,
which again are endowed with suitable coherence isomorphisms. For instance, for
diagrams X ∈ D1(A) and Y ∈ D2(B), these specialize to canonical isomorphisms
(X ⊗ Y )(a,b) ∼= Xa ⊗ Yb, a ∈ A, b ∈ B.
One checks that ⊗ : D1 × D2 → D3 can be recovered from this datum by also
invoking restrictions along diagonal functors ∆: A → A × A. In fact, these two
descriptions are equivalent [GPS14a, Theorem 3.11], and we refer to the second
one as the external version of the morphism of two variables. Note that we
distinguish these two versions notationally.
One point of this external reformulation is that it allows for the following simple
definition of cocontinuity.
Definition 4.52. Let D1,D2 and D3 be derivators and let ⊗ : D1 × D2 → D3 be
a morphism of two variables. The morphism ⊗ preserves left Kan extensions
along u : A1 → A2 in the first variable if the canonical morphisms
(4.53) (u× 1)!(X ⊗ Y )
∼−→ u!(X)⊗ Y, X ∈ D1(A1), Y ∈ D2(B),
are isomorphisms.
This notion has various relevant variants. In particular, we say that ⊗ is cocon-
tinuous in the first variable if (4.53) are invertible for all u : A1 → A2. Similarly
to [Gro13, Prop. 2.3], one only has to verify that colimits are preserved. With this
preparation we now make the following definition.
Definition 4.54. A monoidal derivator is a pseudo-monoid object (V ,⊗, S) in
DER such that the monoidal structure⊗ : V ×V → V preserves left Kan extensions
in both variables separately.
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Just to stress this, our convention is that a monoidal derivator is obtained by
categorifying the notion of a monoid and imposing a cocontinuity condition. There
are obvious variants of braided or symmetric monoidal derivators (see also
[ML98, §XI] for the classical case).
Examples 4.55. There are the following expected examples of monoidal derivators.
(i) Let V be a complete and cocomplete category together with a monoidal struc-
ture ⊗ : V × V → V which preserves colimits in both variables separately
(this is for example the case when V is closed monoidal). Then the repre-
sented derivator yV inherits a monoidal structure. In the external version
this monoidal structure sends diagrams X : A→ V and Y : B → V to
(X ⊗ Y )(a,b) = Xa ⊗ Yb, a ∈ A, b ∈ B.
(ii) The homotopy derivator of a monoidal model category is a monoidal deriva-
tor. For a more general statements related to Quillen adjunctions of two
variables see [GPS14a, Example 3.23].
(iii) Let us again consider a commutative ring R. The category Ch(R) of un-
bounded chain complexes over R endowed with the projective model struc-
ture [Hov99, §2.3] yields the derivator DR of the ring. With respect to the
usual tensor product ⊗R of chain complexes, Ch(R) is a stable, symmetric
monoidal model category. We conclude that the derivator DR together with
the derived tensor product is stable and symmetric monoidal. This applies,
in particular, to the derivator Dk of a field k.
(iv) There are various Quillen equivalent stable, symmetric monoidal closed model
categories of spectra such as the ones in [HSS00, EKMM97, MMSS01]. Taking
any of these as a model for the derivator of spectra Sp, we conclude that Sp
endowed with the derived smash product is a stable, symmetric monoidal
derivator. Similarly, also the derivators S and S∗ are symmetric monoidal.
(One can show that there is an intrinsic approach to these monoidal structures
based on universal properties of the derivators under consideration.)
Besides the internal and the external versions of morphisms of two variables,
there also is the canceling version which we discuss next. These specialize to a
categorification of the usual tensor products of bimodules over rings and play a key
role in §4.5. The classical tensor product in algebra is obtained by coequalizing
left and right module structures. The categorification of this construction is given
by coends, so we begin by extending coends to derivators. Recall that in classical
category theory there are various equivalent ways of defining coends [ML98, §IX].
In homotopical situations one has to be a bit careful which one to choose, since
not all of them lead to the good notion (see [BG18, Rmk. 13.21]). The following
approach works perfectly well (see [GPS14a, §5] and [GPS14a, Appendix A] for
more details).
Construction 4.56. Let A be a small category. The twisted arrow category
tw(A) of A has as objects all morphisms f : a → b in A. A morphism f1 → f2 in
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tw(A) is a commutative diagram
a1
f1
// b1

a2
f2
//
OO
b2,
and the “twist” is the reorientation of the first coordinate. To put this in plain
english, a morphism f1 → f2 is a 2-sided factorization of f2 through f1. We note
that tw(A) is simply the category of elements of homA : A
op ×A→ Set.
The category tw(A) comes with a functor
(s, t) : tw(A)→ Aop ×A
given by the source and target functors. As in the case of ordinary category theory,
in order to define the coend construction we need essentially the opposite of this
functor, namely the composition
(top, sop) : tw(A)op
(s,t)op
→ (Aop ×A)op ∼= Aop ×A.
Definition 4.57. Let D be a derivator, let A ∈ Cat , and let X ∈ D(Aop×A). The
coend
∫ A
X ∈ D(∗) of X is given by∫ A
X = colimtw(A)op(t
op, sop)∗X.
As a composition of functors, the coend functor
∫ A
: D(Aop ×A)→ D(∗) is
∫ A
: D(Aop ×A)
(top,sop)∗
→ D(tw(A)op)
colim
→ D(∗).
Examples 4.58. In the case of a represented derivator, this definition of coends
reduces to a formula in [ML98]. Hence, the notion reproduces the classical one in a
(complete and) cocomplete category. There is also a different classical description
of coends as certain coequalizers. This, however, does not extend that directly to
homotopical frameworks. In fact, in that case coequalizers have to be replaced by
geometric realizations of simplicial bar constructions and for an extension of this
reformulation to derivators we refer to [GPS14a, Appendix A].
The motivation for us to discuss coends here is the following construction.
Construction 4.59. Let D1,D2, and D3 be derivators and let ⊗ : D1 × D2 → D3
be a morphism of two variables. Based on the coend, there is the following third
version of such a morphism. Given a small category A and diagrams X ∈ D1(Aop)
and Y ∈ D2(A), the external product X ⊗ Y lives in D3(A
op ×A), and qualifies as
an input for the coend. The canceling version of ⊗ is
X ⊗[A] Y =
∫ A
X ⊗ Y, X ∈ D1(A
op), Y ∈ D2(A).
Thus, as a functor ⊗[A] is the composition
(4.60) ⊗[A] : D1(A
op)×D2(A)
⊗
→ D3(A
op ×A)
∫
A
→ D3(∗),
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and we refer to it as the (canceling) tensor product of functors. Note that we
distinguish this canceling version notationally from the internal version (4.50) and
the external one (4.51). For the canceling one the subscript [A] is added in order
to indicate which “category is canceled”.
In order to develop some first intuition for this calculus, we unravel the notion
of a twisted arrow category for posets.
Lemma 4.61. Let P be a small poset. The functor (s, t) : tw(P ) → P op × P
induces an isomorphism between tw(P ) and the up-set generated by the diagonal
∆P ⊆ P op × P .
Proof. The functor (s, t) is injective on objects and fully faithful, so it induces an
isomorphism onto its image. By reflexivity the diagonal ∆P = {(p, p) | p ∈ P} lies
in the image. Let f : p→ q be an object in tw(P ), which is to say that p, q ∈ P and
p ≤ q. Then in P op×P we have (p, p), (q, q) ≤ (p, q), and we deduce that the image
of (s, t) lies in the up-set generated by the diagonal. Conversely, let p, q1, q2 ∈ P
be such that (p, p) ≤ (q1, q2) in P op × P . Then q1 ≤ p and p ≤ q2 in P , and hence
q1 → q2 defines an object in tw(P ) which under (s, t) is mapped to (q1, q2). 
In the calculation of coends we essentially use the opposite functor of (s, t). Thus
in order to calculate tensor products of functors over posets we first form the exter-
nal product, then restrict the diagram to the down-set generated by the diagonal
and finally calculate the colimit. We illustrate this by the following prominent ex-
ample of Construction 4.59. Therein and in what follows, our drawing convention
for diagrams of two variable is that the first coordinate is drawn horizontally and
the second one vertically.
Example 4.62. Let D1,D2, and D3 be derivators and let ⊗ : D1 × D2 → D3 be a
morphism of two variables. Given coherent morphisms X = (f : x→ y) ∈ D1([1]op)
and X ′ = (f ′ : x′ → y′) ∈ D2([1]), the external product X ⊗ X ′ ∈ D3([1]op × [1])
takes by pseudo-naturality the form
y ⊗ x′
id⊗f ′

x⊗ x′
f⊗id
oo
id⊗f ′

y ⊗ y′ x⊗ y′.
f⊗id
oo
The restriction of X ⊗ X ′ to the down-set generated by the diagonal is the span
(y ⊗ x′ ← x⊗ x′ → x⊗ y′), and the tensor product of functors X ⊗[[1]]X
′ ∈ D3(∗)
hence sits in a defining cocartesian square
y ⊗ x′

x⊗ x′
f⊗id
oo
id⊗f ′

X ⊗[[1]] X
′ x⊗ y′.oo
In this special case the universal object
X ⊗[[1]] X
′ = y ⊗ x′ ∪x⊗x′ x⊗ y
′
is often referred to as the pushout product of the two morphisms.
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In §4.5 we illustrate the calculus of pushout products by specializing to more
specific morphisms. Here, we content ourselves by pointing out that this calculus
also plays a key role in refined axioms for tensor triangulated categories or monoidal
triangulated categories (see Remark 4.72 and the references therein).
Remark 4.63. Let D1,D2, and D3 be derivators and let ⊗ : D1 × D2 → D3 be
a morphism of two variables. The internal (4.50), external (4.51), and canceling
versions (4.60) of ⊗ can be suitably combined. For instance there is the functor
D1(A×B
op)×D2(A×B × C)→ D3(A× C)
which treats the A-variable internally and the C-variable externally, while the B-
variable is canceled by means of a coend. Taking the philosophy of derivators
serious, we should not be happy with such functors but instead ask for corresponding
morphisms of derivators. In the first two cases this leads to parametrized internal
and parametrized external tensor products [GPS14a, §3],
⊗A : D
A
1 ×D
A
2 → D
A
3 and ⊗ : D
A
1 ×D
B
2 → D
A×B
3 .
As a preparation for the remaining case, one notes that for every derivator D there
are parametrized coends ∫ A
: DA
op
×DA → D .
These are derivatorish versions of the usual coends with parameters [ML98, §IX.7].
With this in place, the parametrized canceling tensor products
⊗[A] : D
Aop
1 ×D
A
2 → D3
can now be defined by the same formula as in Construction 4.59.
For every monoidal derivator V , the monoidal structure ⊗ : V × V → V is
associative and unital up to coherence isomorphisms. This is the case by definition
for the internal version and it is straightforward to also check this for the external
version. We now turn towards a similar result for the canceling tensor product.
Construction 4.64. Let V be a monoidal derivator and let A,B ∈ Cat . We also call
objects in V (A×Bop) bimodules in V or (A,B)-bimodules in case we want to
be more specific. Given a third small category C, we can define a composition
functor (over B) as the parametrized canceling tensor product
(4.65) ⊗[B] : V (A×B
op)× V (B × Cop)→ V (A× Cop)
which treats A and Cop externally. For every small category B there is also a
preferred (B,B)-bimodule IB (which somehow corresponds to the regular bimodule
over a ring in algebra). To build towards these bimodules, let us recall that, as part
of the monoidal structure, V is endowed with a monoidal unit S. This is a pseudo-
functor S : y∗ = ∗ → V defined on the terminal derivator. More concretely, S
amounts to a pseudo-functorial choice of objects SA ∈ V (A), A ∈ Cat , all of which
are monoidal units with respect to the internal tensor products ⊗A. The pseudo-
functoriality constraint for the projection πA : A→ ∗ gives a preferred isomorphism
SA
∼= π∗A(S∗), which is to say that SA is constant on the monoidal unit S∗ of
the underlying category V (∗). With this preparation we can define the Yoneda
bimodule or identity profunctor of B as the bimodule
(4.66) IB = (t, s)!Stw(B) ∈ V (B ×B
op).
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Here (t, s) : tw(B) → B × Bop sends (f : a → b) to (b, a) (see Construction 4.56).
By an application of the pointwise formulas for left Kan extensions one checks that
for a, b ∈ B there is a canonical isomorphism
(IB)(b,a) ∼=
∐
homB(a,b)
S∗.
In plain English, the value at (b, a) is the coproduct of copies of the unit S∗
parametrized by the morphism set homB(a, b), and this justifies the terminology
Yoneda bimodule.
The composition of bimodules in monoidal derivators is associative and unital
in the following sense. For basic terminology on bicategories we refer the reader to
[Be´n67], [Bor94a, §7.7], or [ML98, §§XII.6-7].
Theorem 4.67. For every monoidal derivator V there is a bicategory Prof (V )
with the following description. Its objects are small categories, the category of ho-
momorphisms from A to B is the category of bimodules V (A×Bop), the composition
functors are given by (4.65) and the identity 1-cells are the Yoneda bimodules (4.66).
We refer to Prof (V ) as the bicategory of bimodules in V .
Proof. The proof of the associativity of composition functors is a fairly direct con-
sequence of a derivatorish version of the Fubini lemma on iterated coends [GPS14a,
Lem. 5.3]. It turns out that the proof of the unitality is more involved [GPS14a,
Appendix B]. For details we refer the reader to [GPS14a, Theorem 5.9]. 
In [GPS14a] we refer to Prof (V ) as the bicategory of profunctors (and this
explains the notation), while here we prefer the terminology of bimodules. For
later reference we include the following example of Yoneda bimodules.
Example 4.68. Let V be a pointed, monoidal derivator and let P be a poset. The
Yoneda bimodule IP ∈ V(P×P op) restricted to the up-set generated by the diagonal
∆P is constant with value the monoidal unit S∗ ∈ V (∗) and it vanishes on the
complement [GSˇ16a, Lem. 7.4].
By now we have a reasonably solid understanding of the basic formalism of tensor
products of functors in monoidal derivators (more examples will be discussed in
§4.5). As a final preparation for the study of tensor-hom-adjunctions we extend
the notion of adjunctions of two variables to derivators. There are various ways to
make this precise [GPS14a, §8], and here we choose the following definition.
Definition 4.69. Let D1,D2, and D3 be derivators. A morphism of two variables
⊗ : D1 ×D2 → D3 is a two-variable left adjoint if
(i) the external components ⊗ : D1(A) × D2(B) → D3(A × B) are two-variable
left adjoints for all A,B ∈ Cat and
(ii) the morphism ⊗ : D1×D2 → D3 is cocontinuous in both variables separately.
Thus, for every A,B ∈ Cat we ask for the existence of functors
⊲[B] : D2(B)
op×D3(A×B)→ D1(A) and ⊳[A] : D3(A×B)×D1(A)
op → D2(B)
and for natural isomorphisms
homD3(A×B)(X ⊗ Y, Z)
∼= homD1(A)(X,Y ⊲[B] Z)
∼= homD2(B)(Y, Z ⊳[A] X).
The notational convention follows [GPS14a] and it has the feature that it preserves
the cyclic structure of the arguments X,Y, and Z. The notation of the functors
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⊲[B] and ⊳[A] again indicated which “category is canceled”. One can show that
there are morphisms of derivators
⊳ : Dop2 ×D3 → D1 and ⊲ : D3 ×D
op
1 → D2
and that the functors ⊳[B] and ⊲[A] arise from these by certain ends (see [GPS14a,
§§8-9]).
Definition 4.70. A closed monoidal derivator is a monoidal derivator such
that the monoidal structure is a two-variable left adjoint.
There is the obvious variant of symmetric closed monoidal derivators.
Examples 4.71. (i) Derivators represented by closed monoidal categories are also
closed monoidal. More generally, two-variable adjunctions between complete
and cocomplete categories induce two-variable adjunctions of represented
derivators [GPS14a, Ex. 8.9].
(ii) Homotopy derivators of cofibrantly-generated monoidal model categories are
closed monoidal [GPS14a, Thm. 9.11]. Two-variable Quillen left adjoint func-
tors between combinatorial model categories induces two-variable adjunctions
between homotopy derivators [GPS14a, Ex. 8.11].
(iii) The derivator DR of a commutative ring R, the derivator S of spaces, the
derivator S∗ of pointed spaces, and the derivator Sp of spectra are symmetric
closed monoidal.
(iv) Let ⊗ : D1 × D2 → D3 be a two-variable left adjoint morphism of deriva-
tors. Then also the internal, external, and canceling versions of ⊗ from
Remark 4.63 are two-variable left adjoints [GPS14a, §8]. In particular, for
every closed monoidal derivator V the bicategory Prof (V ) of bimodules is
closed.
Remark 4.72. Many interesting examples of triangulated categories arising in na-
ture come with an additional monoidal structure (see for instance [Bal10, §1]). A
natural question then is what kind of axioms should be imposed on a category
which is simultaneously endowed with a triangulation and a monoidal structure.
The search for good compatibility axioms to be imposed on such categories has
already some history and references include [Mar83, HPS97, May01, KN02]. Of
course, the answer to this question depends on ones purposes (for instance for the
discussion of spectra of tensor triangulated categories relatively simple axioms are
good enough; see [Bal10] and the many references therein).
A different purpose one might have is the study of duality phenomena (see [DP80]
as well as [BG99] and the references there). Let T be monoidal, triangulated
category and let x ∈ T be a dualizable object. Every endomorphism ϕ : x→ x has
a trace tr(ϕ) : S → S which is an endomorphism of the monoidal unit. Morally,
one would expect that traces of dualizable objects are additive with respect to
distinguished triangles. More precisely, given an endomorphism of a distinguished
triangle
x //
ϕx

y //
ϕy

z //
ϕz

Σx
Σϕx

x // y // z // Σx
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such that x, y, and z are dualizable, the formula
tr(ϕx) + tr(ϕz) = tr(ϕy)
should hold. However, as a further reminiscence of the non-functoriality of cones,
such a formula does not hold at the level of triangulated categories [Fer06]. And,
in fact, this failure was part of the original motivation of Grothendieck to come up
with the notion of a derivator in the first place.
May [May01] proposed very carefully chosen compatibility axioms for monoidal,
triangulated categories which can be used to establish additivity of Euler charac-
teristics (traces of identities), and a representation theoretic perspective on these
appears in work of Keller–Neeman [KN02]. In [GPS14a] the basic formalism of
monoidal, stable derivators is developed, and canonical monoidal triangulations in
the sense of May are constructed for such derivators. As an additional application
of these techniques, it is shown that traces of coherent morphisms are additive with
respect to cofiber sequences [GPS14a].
The credo suggested by this is that all the compatibility is already encoded in
a stable, monoidal derivator (or stable, monoidal ∞-category). Hence, instead of
imposing more and more complicated axioms on monoidal, triangulated categories,
one should try to prove lemmas about, say, stable, monoidal derivators and the
corresponding calculus of bimodules. This was illustrated successfully in the pa-
pers [PS16, PS14, GAdS14] where the above additivity formula was extended to
homotopy finite colimits of dualizable objects (see also the closely related [JY18]).
Definition 4.73. Let V be a monoidal derivator. A V -module is a cocontinuous
pseudo-module over V . A V -enriched derivator is a V -module such that the
action is a two-variable left adjoint.
Thus, a V -module is a derivator D together with a morphism of two variables
(4.74) ⊗ : V ×D → D ,
the action or module structure, such that
(i) the action is associative and unital up to coherence isomorphisms and
(ii) the action is cocontinuous in both variables separately.
If V and D are stable derivators, then these are derivatorish versions of actions
of triangulated categories (as in [Ste13]). For a V -enriched derivator the action
(4.74) is supposed to be a two-variable left adjoint (Definition 4.69). Thus, for a
V -enriched derivator D besides the action morphisms we also have internal homs
or internal mapping objects
⊲ : Dop ×D → V
and cotensors
⊳ : D × V op → D .
Examples 4.75. (i) If V is complete and cocomplete closed symmetric monoidal
category and C is a complete and cocomplete V-enriched category in the
classical sense [Kel05b], then yC is a yV-enriched derivator (Examples 4.71).
(ii) If V is symmetric monoidal model category and M is a V-model category in
the sense of [Hov99], then HoM is a HoV -enriched derivator.
(iii) Any closed monoidal derivator is enriched over itself.
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This gives rise to many interesting examples of enriched derivators. We in-
vite the reader to come up with additional closure properties of enriched deriva-
tor such as the passage to shifted derivators or the behavior under monoidal ad-
junctions. We conclude this subsection by a discussion of the universality of the
classical homotopy theories of spaces, pointed spaces, and spectra, and the result-
ing canonical enrichments of stable derivators over spectra. These are deep theo-
rems and they are crucial to our applications in §4.5. Related references include
[Hel88, Hel97, Fra96, Cis08, Tab08, CT11, CT12].
Remark 4.76. The homotopy derivator of spaces S is freely generated under colimits
by the singleton ∆0 [Cis08, Theorem 3.24]. In more detail, given derivators D , E
we denote by Hom!(D , E) the category of cocontinuous morphisms D → E and all
natural transformations. In particular, given a cocontinuous morphism F : S → D ,
we can evaluate the underlying functor S(∗) → D(∗) at ∆0. The universality of
spaces is made precise by the statement that the evaluation induces an equivalence
of categories
Hom!(S,D)
∼
→ D(∗) : F 7→ F (∆0).
This universal property explains the ubiquity of spaces in abstract homotopy theory.
A formally correct proof of this result is highly non-trivial, and we refer the reader
to [Hel88] and [Cis08]. But to provide some evidence for this result let us recall the
following.
(i) Every topological space has a CW-approximation.
(ii) CW-complexes are constructed from n-cells under coproducts, pushouts and
countable colimits.
Since the n-cells are all weakly contractible, this means that every space can be
built from ∆0 using homotopy colimits only. These heuristics make the universality
at least quite plausible.
There are variants of this result for pointed spaces and spectra. The derivator of
pointed spaces S∗ is the free pointed derivator generated by the 0-sphere S0. And
the derivator Sp is the free stable derivator generated by the sphere spectrum S
[CT11, Theorem A.11]. Thus, for every stable derivator D the evaluation
Hom!(Sp,D)
∼
→ D(∗) : F 7→ F (S).
is an equivalence of categories.
Theorem 4.77. Every stable derivator is enriched over the derivator Sp of spectra.
Proof. The proof is essentially a consequence of the above-mentioned universal
property of the derivator of spectra, and we refer the reader to [CT11, Appen-
dix A.3] for details. It turns out that the action
⊗ : Sp ×D → D
which belongs to this enrichment is characterized by two properties. First, the
action preserves colimits in both variables separately, and, second, the sphere spec-
trum acts trivially (which is to say S⊗− ∼= idD as it is the case for all actions). 
In §4.5 we use this canonical enrichment to construct universal tilting modules.
Let us close this subsection by the following obvious remark just to underline the
usefulness of mapping spectra.
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Remark 4.78. Let D be a stable derivator, let A ∈ Cat , and let X,Y ∈ D(A). We
refer to X ⊲[A] Y ∈ Sp(∗) as the mapping spectrum of X,Y . This is a higher-
structured version of the categorical morphisms homD(A)(X,Y ). In fact, these can
be recovered as
π0(X ⊲[A] Y ) ∼= homSp(∗)(S, X ⊲[A] Y ) ∼= homD(A)(S⊗X,Y ) ∼= homD(A)(X,Y ).
Similarly, the extension groups can be described as homotopy groups of the mapping
spectrum. The formalism of two-variable adjunctions allows us to calculate the
mapping spectrum X ⊲[A] Y as an end which is useful in many situations.
4.5. Universal tilting modules. In this section we discuss universal tilting mod-
ules: certain explicitly constructed spectral bimodules realizing our strong stable
equivalences. These universal tilting modules are spectral refinements of the classi-
cal tilting complexes and they are non-trivial invertible elements in the bicategory
of spectral bimodules. Considered this way, abstract representation contributes to
the calculation of spectral Picard groupoids.
Thus, analogously to the situation in tilting theory, here the focus shifts from
the equivalences themselves to the representing bimodules.
We begin this section by defining the class of morphisms which are associated
to spectral bimodules.
Definition 4.79. Let A,B ∈ Cat andM ∈ Sp(B×Aop). For every stable derivator
D , the weighted colimit with weight M is the morphism
M ⊗[A] − : D
A → DB.
There is the dual notion of a weighted limit (using cotensors and ends instead
of tensors end coends). In this subsection we will always focus on the case of
weighted colimits.
Remark 4.80. Let D be a stable derivator. We say that a morphism F : DA → DB
is a weighted colimit if there is a spectral bimoduleM ∈ Sp(B×Aop) and a natural
isomorphism
F ∼=M ⊗[A] − : D
A → DB.
If we do not merely have a morphism F : DA → DB for a fixed stable derivator,
but a pseudo-natural transformation
F : (−)A → (−)B : DERSt,ex → DER
between the corresponding abstract representation theories, then the weight is
uniquely determined by F . In fact, it suffices to consider the universal stable
derivator D = Sp of spectra. The natural isomorphism FSp ∼=M ⊗[A]− specializes
to a natural isomorphism of functors
SpA(Aop) = Sp(A ×Aop)→ SpB(Aop) = Sp(B ×Aop).
Plugging in the Yoneda bimodule IA, we can invoke the unitality constraint from
Theorem 4.67 in order to obtain
F (IA) ∼=M ⊗[A] IA ∼=M.
This remark shows that in favorable cases the weight is obtained if one evaluates
the morphism on a suitable Yoneda bimodule. This idea is also central to the
following two results. The first of these two results also justifies the terminology of
weighted colimits.
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Theorem 4.81. Let D be a stable derivator and let u : A→ B be a functor.
(i) The restriction morphism u∗ : DB → DA is a weighted colimit.
(ii) The left Kan extension morphism u! : D
A → DB is a weighted colimit. In
particular, the colimit morphism colimA : D
A → D is a weighted colimit.
Proof. The stable derivator D is by Theorem 4.77 a Sp-enriched derivator, and let
us denote the corresponding adjunction of two variables by
⊗ : Sp ×D → D .
Moreover, for arbitrary categories C,D,E it follows from Remark 4.63 that also
the external-canceling version of this action
⊗[D] : Sp
C×Dop ×DD×E
op
→ DC×E
op
is a left adjoint of two variables. In particular, the morphism ⊗[D] is compatible
with restrictions and left Kan extensions in both variables separately. To conclude
the proof it suffices to specialize this to the two situations under consideration.
In the first case, let X ∈ D(B) and let IB ∈ Sp(B × Bop) be the Yoneda
bimodule. By left unitality and pseudo-naturality we obtain
u∗(X) ∼= u∗(IB ⊗[B] ⊗X) ∼=
(
(u× idBop)
∗
IB
)
⊗[B] X,
and this defines the intended natural isomorphism
(4.82) u∗ ∼=
(
(u× idBop)
∗
IB
)
⊗[B] − : D
B → DA,
exhibiting the restriction morphism as a weighted colimit.
Similarly, in the second case, let X ∈ D(A) and let IA ∈ Sp(A × Aop) be the
Yoneda bimodule. Using the fact that the morphism − ⊗[A] X preserves colimits
and hence left Kan extensions, we obtain the isomorphisms
u!(X) ∼= u!(IA ⊗[A] X) ∼=
(
(u× idAop)!IA
)
⊗[A] X.
This yields the intended natural isomorphism
(4.83) u! ∼=
(
(u× idAop)!IA
)
⊗[A] − : D
A → DB
exhibiting left Kan extensions as weighted colimits. Of course, the case of colimits
is obtained by specializing to u = πA. 
This first result generalizes to more general enriched derivators in not necessarily
stable situations. In contrast to this, Theorem 4.85 relies crucially on stability.
Remark 4.84. Let us recall that a left exact morphism of derivators is defined as a
morphism which preserves terminal objects and cartesian squares (Examples 3.54).
By Theorem 3.57 such morphisms preserve homotopy finite limits. Since right Kan
extensions in derivators can be calculated pointwise in terms of limits (by (Der4)),
it follows that right exact morphisms also preserve right homotopy finite right Kan
extension (see [Gro16, Thm. 9.14]). This includes those right Kan extensions for
which the corresponding slice categories are homotopy finite, and the following
result hence covers a large class of examples.
Theorem 4.85. Let D be a stable derivator and let u : A→ B be a functor.
(i) If u is a sieve, then the right Kan extension morphism u∗ : D
A → DB is a
weighted colimit.
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(ii) If u : A→ B is right homotopy finite, then the right Kan extension morphism
u∗ : D
A → DB is a weighted colimit. In particular, for every homotopy finite
category A the limit morphism limA : D
A → D is a weighted colimit.
Proof. As in the proof of Theorem 4.81 for small categories C,D,E the action of
spectra yields a left adjoint of two variables
⊗[D] : Sp
C×Dop ×DD×E
op
→ DC×E
op
between stable derivators. In particular, for a fixed object X ∈ D(A) the morphism
−⊗[A] X : Sp
Aop → D
is exact and hence preserves right Kan extensions along sieves and, more generally,
right homotopy finite right Kan extensions ([Gro16, Thm. 9.17]). Thus, in both
situations we obtain isomorphisms
u∗(X) ∼= u∗(IA ⊗[A]) X) ∼=
(
(u× idAop)∗IA
)
⊗[A] X.
Letting the diagram X vary we obtain the natural isomorphism
(4.86) u∗ ∼=
(
(u× idAop)∗IA
)
⊗[A] − : D
A → DB
showing that these particular right Kan extensions are weighted colimits. 
Remark 4.87. We want to include a short discussion of these two theorems.
(i) The proofs of Theorem 4.81 and Theorem 4.85 are constructive in that they
offer formulas which allow us to calculate the weights for restrictions and
suitable Kan extensions. In fact, as detailed by the formulas (4.82), (4.83),
and (4.86), in all cases we start with a suitable Yoneda bimodule. One of
the variables is bound by the canceling tensor product (or the corresponding
coend), and we simply apply the corresponding operation to the remaining
free variable. This allows us to explicitly calculate the representing weights
as we illustrate a bit further below.
(ii) Restrictions and all sufficiently finite left and right Kan between stable deriva-
tors are weighted colimits, and there are dual statements for weighted limits.
The corresponding representing spectral bimodules admit a fairly rich calcu-
lus, and we refer the reader to [GPS14a, GSˇ16a, GS17, Shu08, PS16] for more
details.
(iii) The motivation to break up the above examples of weighted colimits into two
classes is twofold. First, Theorem 4.81 extends to more general V -modules
and V -enriched derivator, while only in Theorem 4.85 we rely on additional
exactness properties. In fact, the result about right Kan extensions along
sieves is also valid in modules over pointed monoidal derivators. Second, the
results in Theorem 4.85 indicate that in stable land the distinction between
constructions on the left and constructions on the right is blurred to some
extent (sufficiently finite limits are weighted colimits). It turns out that this
is a defining feature of stability and this perspective offers an interesting
invitation to a formal study of abstract stability (see [GS17] for first steps
along these lines).
Example 4.88. For every diagram of spectraM ∈ Sp(A) and every stable derivator
the action
M ⊗− : D → DA
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is a weighted colimit. As a special case, for the suspension of the sphere spectrum
ΣS ∈ Sp(∗) and X ∈ D(B) we have
(ΣS)⊗X ∼= Σ(S⊗X) ∼= ΣX.
Consequently, the suspension morphism Σ: D → D is a weighted colimit with
weight ΣS,
ΣS⊗− ∼= Σ: D → D .
There is a similar description of Σn, n ∈ Z as weighted colimit with weight ΣnS.
In the following examples we study special cases of weighted colimits of mor-
phisms. In those cases we start from the Yoneda bimodule I[1] and follow the above
recipe to construct weights (see Remark 4.87). To also get more used to the calculus
of coends from §4.4, we double-check that the weights really represent the construc-
tions we started with. Let us recall that our drawing convention for bimodules is
that the first coordinate is drawn horizontally and the second one vertically. As a
special case of Example 4.68, there is the following example.
Example 4.89. The Yoneda module I[1] ∈ Sp([1] × [1]
op) looks like
S
id // S
S //
OO
S.
id
OO
Example 4.90. For every stable derivator the evaluation morphism 0∗ : D [1] → D
is a weighted colimit (Theorem 4.81). The weight P0 is obtained from I[1] by eval-
uation at 0 in the covariant variable and is hence given by
P0 = (0× id[1]op)
∗
I[1] = (S← 0) ∈ Sp([1]
op).
To double-check this result, for X = (f : x→ y) ∈ D([1]) we calculate the canceling
tensor product P0⊗[[1]]X = (S← 0)⊗[[1]] (x→ y). By Example 4.62 this is simply
the pushout-product of these two morphisms whose calculation is displayed in the
following diagram
S⊗ x

0⊗ xoo
∼=

x
∼=

✤
✤
✤

0oo
∼=

S⊗ y 0⊗ y,oo x 0.oo❴ ❴ ❴
Since isomorphisms are stable under cobase change [Gro13, Prop. 3.12], the de-
sired pushout is simply x. This calculation hence confirms that there is a natural
isomorphism
0∗ ∼= P0 ⊗[[1]] − = (S← 0)⊗[[1]] − : D
[1] → D .
Similarly, the weight P1 for the evaluation morphisms 1
∗ : D [1] → D is given by
P1 = (1× id[1]op)
∗
I[1] = (S← S) ∈ Sp([1]
op).
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Analogously to the previous case, in order to calculate P1 ⊗[[1]] X we contemplate
the diagrams
S⊗ x

S⊗ x
∼=oo

x

✤
✤
✤

x
∼=oo
f

S⊗ y S⊗ y,∼=
oo y y.∼=
oo❴ ❴ ❴
Again, this calculation confirms the above claim and we obtain a natural isomor-
phism
1∗ ∼= P1 ⊗[[1]] − = (S← S)⊗[[1]] − : D
[1] → D .
This example generalizes as follows.
Remark 4.91. Let D be a stable derivator, A ∈ Cat , and a ∈ A. The evaluation
morphism a∗ : DA → D is a weighted colimit with weight Pa ∈ Sp(Aop), the free
diagram generated at a by S ∈ Sp(∗). More formally, let a : ∗ → Aop be the functor
classifying the object a, then Pa is given by
Pa ∼= a!(S) ∈ Sp(A
op).
This conclusion also holds in arbitrary derivators, and for this it suffices to consider
the corresponding weight in spaces instead of in spectra.
Example 4.92. Let D be a stable derivator and let C : D [1] → D be the cone
morphism. We recall from Construction 3.22 that C is a finite composition of
suitably finite Kan extensions and evaluation morphisms. By Theorem 4.81 and
Theorem 4.85 the cone morphism is a weighted colimit. Moreover, the weight is
obtained from the Yoneda bimodule I[1] ∈ Sp([1] × [1]
op) by an application of the
cone with parameters in [1]op. The isomorphisms
C(0→ S) ∼= S and C(S ∼−→ S) ∼= 0
imply that the weight M of C is isomorphic to (0 ← S) ∈ Sp([1]op). We again
verify this description. Given a morphism X = (f : x → y) ∈ D([1]) the following
calculation
0⊗ x

S⊗ xoo

0

✤
✤
✤

xoo
f

0⊗ y S⊗ y,oo Cf y,oo❴ ❴ ❴
whose details are left to the reader double-checks the claim (compare again to
Construction 3.22). Thus, we obtain the intended natural isomorphism
C ∼= (0← S)⊗[[1]] − : D
[1] → D .
Remark 4.93. This description of cones as weighted colimits generalizes to pointed
derivators. In fact, in that case the derivator S∗ of pointed spaces is universal
Remark 4.76, and every pointed derivator is a S∗-module. Of course, in contrast
to this the cone is not an ordinary colimit but merely a weighted colimit. This is
easy to see already for represented derivators because in that case the cone agrees
with the usual cokernel (Examples 3.25).
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Example 4.94. For every stable derivator D there is the morphism
G : D [1] → D [1]×[2]
which sends a morphism to a (coherent) cofiber sequence. Let us recall from the
proof of Theorem 3.40 that G is a finite composition of sufficiently finite homo-
topy Kan extensions (see Proposition 2.39 for the classical case which serves as a
blueprint for arbitrary stable derivators). Consequently, G is a weighted colimit
whose weightM lives in Sp(([1]× [2])× [1]op). As one easily verifies by calculations
similar to the previous cases, the representing weight M looks like Figure 10. In
that figure the paper plane corresponds to the coordinates in [1] × [2] while the
diagonal direction corresponds to the copy of [1]op. Evaluating at (0, 0), (0, 1), and
(1, 1) ∈ [1]× [2], we obtain the coherent morphisms
M0,0 = (S← 0), M0,1 = (S← S), and M1,1 = (0← S) ∈ Sp([1]
op)
which already occured as weights for 0∗, 1∗, and C, respectively (see Example 4.90
and Example 4.92). Let us only double-check the remaining non-trivial evaluation
M1,2 ∈ Sp([1]op) which is given by
(ΣS← 0) ∼= (ΣS)⊗ (S← 0).
S //

S

// 0

0 //

^^❂❂❂❂❂❂
S

^^❃❃❃❃❃❃
// 0

``❆❆❆❆❆❆❆
0 // 0 // ΣS
0
^^❂❂❂❂❂❂
// S
^^❃❃❃❃❃❃
// 0
``❆❆❆❆❆❆
Figure 10. The universal constructor for cofiber sequences.
Invoking Example 4.88 and Example 4.90, the corresponding weighted colimit
sends X = (f : x→ y) ∈ D([1]) to
(ΣS← 0)⊗[[1]] X ∼=
(
(ΣS)⊗ (S← 0)
)
⊗[[1]] X
∼= (ΣS)⊗
(
(S← 0)⊗[[1]] X
)
∼= (ΣS)⊗ x
∼= Σx,
as it is supposed to be the case. Since M is a representing weight for G, we also
refer to M as the universal constructor for cofiber sequences.
If we restrictM along the functor i : [1]→ [1]× [2] which classifies the morphism
(0, 1)→ (1, 1), then we obtain the bimodule N = i∗M ∈ Sp([1]× [1]op) looking like
S // 0
S //
OO
S.
OO
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The corresponding weighted colimit is the morphism cof : D [1] → D [1],
N ⊗[[1]] − ∼= cof : D
[1] → D [1],
which at the level of canonical triangulations corresponds to the rotation of trian-
gles.
From these considerations we can also calculate the weight which describes the
fiber morphism fib : D [1] → D [1] as a weighted colimit. In fact, by (3.50) there is a
natural isomorphism cof3 ∼= Σ: D [1] → D [1], and in combination with Theorem 3.29
this implies
fib ∼= Ω ◦ cof2.
The weight for cof2 can be calculated as N ⊗[[1]] N . More efficiently, it can simply
be read off fromM (see Figure 10) by restriction along the functor j : [1]→ [1]× [2]
classifying the morphism (1, 1) → (1, 2). By Example 4.88 and Theorem 3.29 we
conclude that the weight for fib is given by Ω(j∗M) and looks like
0 //

S
ΩS //
OO
0.
OO
This example concludes the little detour which was included in order to develop
some first feeling for the calculus of weighted colimits and canceling tensor products
(for additional examples we refer to [GPS14a] or [GSˇ16a]). We now turn to the case
which is of particular interest to abstract representation theory namely the case of
weights such that the corresponding weighted colimits are equivalences. After all
our goal is to describe strong stable equivalences by means of spectral bimodules.
Proposition 4.95. Let A,B ∈ Cat and let M ∈ Sp(B × Aop), N ∈ Sp(Aop × B)
be spectral bimodules. The following are equivalent.
(i) There are isomorphisms M ⊗[A] N ∼= IB and N ⊗[B] M ∼= IA.
(ii) The weighted colimits M ⊗[A] − : D
A → DB and N ⊗[B] − : D
B → DA are
inverse equivalences for all stable derivators D .
(iii) The weighted colimits M ⊗[A] − : Sp
A → SpB and N ⊗[B] − : Sp
B → SpA
are inverse equivalences.
In this situation we say that M is an invertible spectral bimodule and that N
is an inverse bimodule of M .
Proof. Statement (ii) follows easily from (i) since weighted colimits associated to
Yoneda bimodules are naturally isomorphic to the corresponding identity mor-
phisms. Clearly, (iii) is a consequence of (ii), and it remains to show that (iii)
implies (i). This implication is immediate from the uniqueness of representing
weights for weighted colimits (see Remark 4.80). 
Remark 4.96. This proposition of course only makes explicit the notion of equiva-
lences internal to the bicategory Prof (Sp) of spectral bimodules. The point is that
the strong stable equivalences discussed in this paper give rise to such representing
invertible spectral bimodules. In that context we also refer to these bimodules as
universal tilting modules for the following two reasons.
(i) The word “universal” alludes to the fact that invertible bimodules realize
simultaneous symmetries in all stable derivators.
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(ii) These spectral bimodules are spectral refinements of the more classical tilting
complexes. In more detail, for every commutative ring k extensions of scalars
along Z → k defines a cocontinuous monoidal morphism k ⊗ − : DZ → Dk.
Moreover, let HZ be the integral Eilenberg–MacLane spectrum (realized as
a symmetric ring spectrum) and let DHZ be the derivator of HZ-module
spectra. There is a zigzag of weakly monoidal Quillen equivalences relating
Ch(Z) and Mod(HZ) [Shi07], and this induces a monoidal equivalence of
derivators DHZ ≃ DZ. As a final ingredient, inducing up along S → HZ
yields a cocontinuous monoidal morphism HZ ∧ − : Sp → DHZ, and we end
up with a cocontinuous monoidal morphism of derivators
(4.97) k ⊗− : Sp
HZ∧−
→ DHZ ≃ DZ
k⊗−
→ Dk.
In the case of a field k, an application of this morphism to invertible spec-
tral bimodules yields tilting complexes as in tilting theory (see for example
[APR79, BB80, HR82, Ric91, Kel94] or the survey articles in [AHHK07]).
We illustrate this notion of invertible spectral bimodules by some examples.
Example 4.98. For every stable derivator the morphisms Σn : D → D for n ∈ Z are
invertible (Theorem 3.29) and weighted colimits (Example 4.88). By Proposition 4.95
the corresponding weights ΣnS ∈ Sp(∗) are invertible.
Example 4.99. For every stable derivator D the iterated cofiber morphisms
cof
n : D [1] → D [1]
are invertible for n ∈ Z (Theorem 3.29) and these are by Example 4.94 weighted
colimits. In more detail, the weights for cof and fib are respectively given by
S // 0 0 //

S
S //
OO
S,
OO
ΩS //
OO
0,
OO
and these bimodules are inverse to each other (Proposition 4.95).
Example 4.100. By Corollary 4.11 all A3-quivers are strongly stably equivalent.
The proof of this statement shows that these strong stable equivalences are weighted
colimits which by Proposition 4.95 give rise to invertible spectral bimodules. To
consider a specific example, let Q = p= (• ← • → •) be the source of valence
two and let ~A3 = (• → • → •) be the linearly oriented A3-quiver. We explicitly
describe the universal tilting modules associated to the strong stable equivalence
Φ: ~A3
s
∼ Q and its inverse as constructed in Example 4.10.
The universal tilting module TQ, ~A3 ∈ Sp(Q×
~Aop3 ) is obtained from the Yoneda
bimodule I ~A3 by an application of the strong stable equivalence Φ: Sp
~A3 → SpQ
(Remark 4.87). The bimodule I ~A3 takes by Example 4.68 the form as shown on the
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left in:
S // S // S 0 S //oo S
I ~A3
: 0 //
OO
S //
OO
S
OO
TQ, ~A3 : S
OO
S //oo
OO
S
OO
0 //
OO
0 //
OO
S
OO
0
OO
0 //oo
OO
S
OO
The strong stable equivalence Φ simply forms the cofiber of the first morphism, and
this amounts in the three cases to
S //


S

// S 0 //


S

// S 0 //


0

// S
0 // 0, 0 // S, 0 // 0.
Consequently, for every stable derivator D there is a natural isomorphism
ΦD ∼= TQ, ~A3 ⊗[ ~A3] − : D
~A3 ∼−→ DQ,
where TQ, ~A3 takes the form as displayed in the above diagram on the right.
Similarly, also the inverse strong stable equivalence Φ−1 : Q
s
∼ ~A3 is given by a
universal tilting module T ~A3,Q ∈ Sp(
~A3 ×Q
op). This invertible spectral bimodule
is obtained from IQ by an application of Φ
−1 which amounts to forming fibers of
the morphisms pointing from right to left. We leave it to the reader to double-check
that IQ and T ~A3,Q look like:
S

0 //oo

0

ΩS //

0

// 0

IQ : S S //oo S T ~A3,Q : 0
// S // S
0
OO
0
OO
oo // S
OO
0
OO
// 0 //
OO
S
OO
These universal tilting modules TQ, ~A3 and T ~A3,Q are inverse to each other.
Additional interesting examples of universal tilting bimodules arise from the
Coxeter and the Serre functors discussed in §4.2.
Example 4.101. For every stable derivator D the Serre functor S : D
~A2 ∼−→ D
~A2 is
naturally isomorphic to the cofiber morphism cof (Examples 4.30). The universal
tilting bimodule is by Example 4.99 given by
S // 0
S //
OO
S.
OO
We invite the reader to directly calculate the universal tilting bimodules for
the Serre functors in the cases ~A3 and Q = (• ← • → •) (see Example 4.22 and
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Example 4.25). Here, instead we turn to the following different perspective on these
bimodules. Let us recall from our discussion of opposite derivators that the Yoneda
bimodule IA ∈ Sp(A ×Aop) can also be considered as an object in
Sp(A ×Aop)op ∼= Spop((A×Aop)op) ∼= Spop(Aop ×A).
The point of this reformulation is that the sphere spectrum S defines a morphism
−⊲ S : Spop → Sp.
Definition 4.102. For every small category A the canonical duality bimodule
DA ∈ Sp(A ×Aop) is the image of the Yoneda bimodule IA ∈ Sp(A ×Aop) under
Spop(Aop ×A)
−⊲S
→ Sp(Aop ×A)
∼=
→ Sp(A ×Aop).
Example 4.103. For every poset P the canonical duality bimodule DP admits the
following description. Let P × P op be endowed with the product order and let
∆P ⊆ P × P
op be the diagonal. The bimodule DP ∈ Sp(P × P
op) restricted to
the down-set generated by ∆P is constant with value the sphere spectrum S and it
vanishes on the complement [GSˇ16a, Lem. 7.4].
We illustrate this class of examples in the following specific cases. As in previous
cases, for the bimodules DP ∈ Sp(P ×P op) the P -coordinate is drawn horizontally
and the P op-coordinate vertically.
Example 4.104. The canonical duality bimodule D ~A2 ∈ Sp(
~A2 × ~A
op
2 ) looks like
S // 0
S //
OO
S.
OO
Example 4.105. The canonical duality bimodule D ~A3 ∈ Sp(
~A3 × ~A
op
3 ) takes the
form
S // 0 // 0
S
OO
// S
OO
// 0
OO
S
OO
// S //
OO
S.
OO
Example 4.106. Let Q = (• ← • → •) be the source of valence two. The canonical
duality bimodule DQ ∈ Sp(Q ×Qop) is given by
S

S //oo

0

0 S //oo 0
0
OO
S
OO
oo // S
OO
Definition 4.107. Let D be a stable derivator. The Nakayama functor associ-
ated to A ∈ Cat is
DA ⊗[A] − : D
A → DA.
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This definition is of course motivated by the corresponding situation in repre-
sentation theory (see for instance [Hap88, §4.6]). Note that in the case of ~A2 the
Serre functor and the Nakayama functor are naturally isomorphic (Example 4.101
and Example 4.104). This holds in full generality.
Theorem 4.108. Let D be a stable derivator and let Q be a Dynkin quiver of
type A. The Serre functor and the Nakayama functor are naturally isomorphic
S ∼= DQ ⊗[Q] − : D
Q ∼−→ DQ.
Proof. This theorem is in [GSˇ16a]. The special case of linearly oriented Dynkin
quivers is established by direct calculation as [GSˇ16a, Thm. 7.7]. And the general
case is deduced from it as an application of the general calculus of bimodules [GSˇ16a,
Thm. 10.9]. 
Additional universal tilting bimodules arise from more general reflection functors
(as in §4.3). We conclude this paper by the following remark offering a different
perspective on the project on abstract representation theory.
Remark 4.109. A different way of thinking of abstract representation theory is
that it contributes to the calculation of spectral Picard groups (or groupoids). For
every closed monoidal derivator V there is the bicategory Prof (V ) of bimodules
(Theorem 4.67). In particular, for every small category A we obtain the monoidal
category
Prof (V )(A,A) = V (A×Aop)
of (A,A)-bimodules with values in V . The monoidal structure is the canceling
tensor product ⊗[A] and the monoidal unit is the Yoneda bimodule IA. Corre-
spondingly, we define the Picard group PicV (A) of A relative to V as the
Picard group of the monoidal category Prof (V )(A,A),
PicV (A) = Pic
(
Prof (V )(A,A)
)
.
Elements are simply isomorphism classes of invertible bimodules and the isomor-
phism class of IA is the neutral element. Particularly interesting cases arise for
the stable, closed monoidal derivators Sp,DZ, and Dk for arbitrary commutative
rings k. Correspondingly, we obtain the spectral Picard group PicSp(A), the
integral Picard group PicDZ(A), and also the k-linear Picard group PicDk(A).
In particular, in the case of a field k for special choices of A the group PicDk(A)
agrees with the derived Picard group of Miyachi and Yekutieli [MY01]. For every
stable, closed monoidal derivator V the suspension of the monoidal unit ΣS defines
an element in PicV (∗) (Example 4.88).
To the best of the knowledge of the author, the only shape for which the spectral
Picard group is known is A = ∗. In that case, the Picard group PicSp(∗) is the
Picard group of the stable homotopy category which is isomorphic to Z with ΣS
as generator ([HMS94] or [Str92, Thm. 2.2]). Every construction of a strong stable
equivalence A
s
∼ A and its universal tilting bimodule TA,A yields an element in
PicSp(A), and the hope is that at least for some shapes A this leads to a calculation
of the spectral Picard group.
One nice feature of these Picard groups is their functoriality in V . In fact, every
cocontinuous, monoidal morphism F : V → W of monoidal derivators induces a
morphism of bicategories F : Prof (V ) → Prof (W ) (as follows from the fact that
cocontinuous morphisms preserve coends). In particular, for every A ∈ Cat we
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obtain a monoidal functor Prof (V )(A,A) → Prof (W )(A,A) and hence a group
homomorphism F : PicV (A) → PicW (A). A particularly interesting case is given
by the morphism (4.97). Hence, associated to every commutative ring k a group
homomorphism
k ⊗− : PicSp(A)→ PicDk(A).
This functoriality of Picard groups is calculationally useful. For instance,in
combination with calculations of derived Picard groups by Miyachi and Yekutieli
[MY01, Theorem 4.1] and an abstract fractionally Calabi–Yau property of Dynkin
quivers of type A [GSˇ16a, Cor. 5.20], this was used to show that for every such
quiver Q the homomorphism
k ⊗− : PicSp(Q)→ PicDk(Q)
is a split epimorphism [GSˇ16a, Thm. 12.6]. Conjecturally, there is no kernel, and,
jointly with Jan Sˇtˇov´ıcˇek, we intend to come back to this and related calculations
elsewhere.
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