This paper presents a sensitivity and uncertainty analysis of the under-track loudness for a low-boom concept aircraft that has been modified to include small-scale surface deformations placed along the centerline of the aircraft's underside. The small-scale surface deformations, or bumps, were defined using a one-dimensional Gaussian function and inverse distance weighting interpolation. The near-field solution of the low-boom concept aircraft was predicted by the in-house CFD solver UNS3D. Sonic boom propagation and loudness calculations were done by the NASA codes sBOOM and LCASB. The predicted near-field solution and loudness of the baseline aircraft geometry were found to be in excellent agreement with previously published CFD predictions of the same geometry. A surrogate model, based on radial basis functions, of the PLdB loudness metric was created with respect to the height and length of the bumps to perform the sensitivity and uncertainty analysis based on the discreet CFD data. It was found that the aircraft was relatively insensitive to bumps with a height less than 2 cm, and most sensitive to bumps with heights equal to or greater than 3 cm. The location and amplitude of the region of largest sensitivity was found to vary with respect to the length of the bump. Uncertainties in the bump lengths and height were introduced into the problem formulation and propagated using Monte Carlo sampling. The impact of the uncertainty in only bump height, only bump length, and in both bump length and height on the uncertainty of the loudness was examined. It was found that, by itself, the uncertainty in the height of the bump resulted in higher uncertainties in the loudness than when only considering the uncertainty in the length of the bump. Accounting for the uncertainties in both the length and height of the bump resulted in significantly higher variation of under-track loudness, but with the main source of loudness uncertainty still being related to the uncertainty in the height of the bump.
I. Nomenclature

II. Introduction
T advancement of technologies that will facilitate the arrival of supersonic commercial overland flight in the United
States is currently one of the goals of NASA's Aeronautics Research Mission Directorate. At present, supersonic overland flight is restricted to specific corridors across the continental United States, and is used exclusively by military aircraft. One of the primary limiting factors for overland flight is the over-pressure on the ground caused by the propagation and coalescence of shock waves generated by an aircraft traveling at supersonic speeds. The over-pressure is experienced by a local observer as an audible sonic boom.
The magnitude of the over-pressure, and the "loudness" of the resultant sonic boom, depend on a great many factors including, but not limited to, the shape of the aircraft, the aircraft's altitude and speed, atmospheric conditions, and any maneuvers being completed [1] . Great strides have been made in designing and optimizing low-boom aircraft [2, 3] . However, these designs are typically made at fixed design points assuming constant conditions that, however, might vary as one flies across the United States.
Adapting in-flight the outer mold line (OML) of the aircraft using small, distributed actuated deformations offers the opportunity to reduce the sonic boom loudness on the ground at off-design conditions. The first step in this process is determining which surfaces of the aircraft would be the most receptive for the application of these distributed actuators. The current work encompasses a sensitivity analysis of under-track sonic boom loudness and aerodynamic performance to small-scale surface deformations made along the centerline of a representative low-boom supersonic aircraft. It also aims to quantify the uncertainty in sonic boom loudness due to uncertainty in the surface deformations.
Performing optimization, sensitivity analysis or uncertainty quantification typically requires the system of partial differential equations to be solved several times. The solution of the highly coupled, highly non-linear system of partial differential equations is often prohibitively expensive. Therefore, replacing the accurate, computational expensive full-order model with a computationally efficient but slightly less accurate surrogate model is very appealing. Certain surrogate models can provide an analytical expression defining the relationship between the inputs and output of the system of partial differential equations. Previous works have used surrogate models for uncertainty quantification [4, 5] , sensitivity analysis [6, 7] and design optimization [8, 9] . The current work makes extensive use of the surrogate models to efficiently predict aerodynamic performance parameters and the sonic boom ground noise level for a set of OML deformation parameters.
III. Computational Methodology
The calculation of the sonic boom loudness is completed in a multi-step process. A schematic showing the various stages of sonic boom loudness calculation is shown in Fig. 1 . The first step is to determine the pressure signature at a certain distance from the body of the aircraft in what is termed the near-field region. In this work, the near-field pressure signature will be determined by using a computational fluid dynamics (CFD) solver. Once the near-field pressure is determined, it must be propagated through the atmosphere, accounting for any relevant atmosphere conditions (e.g. humidity, wind, etc), to the ground. Once the ground signature has been acquired, it can be further analyzed to determine the loudness that results from the over-pressure. This section presents the different methodologies and tools employed in the current work. The CFD solver is presented first, and is followed by a brief description of the atmospheric propagation and loudness calculation tools. Finally the sensitivity analysis methodology and uncertainty quantification procedure are presented.
A. Fluid Dynamics Model
Due to the nature of the high Reynolds number flow being considered in the work, it was sufficient to assume that the flow was inviscid. The governing equations for inviscid flows are collectively known as the Euler equations. The equations govern the conservation of mass, momentum, and energy. The Euler equations, in the absence of source terms, are given as
where the vector of conservative state variables and the convective flux vector are given, respectively, by
The governing equations of the fluid were solved using an in-house finite volume flow solver, UNS3D [10] , which was originally developed for rotating internal flows. UNS3D has also been used to successfully solve aeroelastic problems [11] , hypersonic aerothermodynamic applications [12] , and various internal flow problems [13, 14] .
UNS3D uses a cell-vertex spatial discretization utilizing a median-dual sub-mesh. Roe's approximate Riemann solver [15] was used, with the Harten entropy fix [16] , to evaluate the fluxes at each control volume face. Second-order spatial accuracy was obtained using piece-wise linear reconstruction. The solution gradients needed for the reconstruction were computed using the Green-Gauss approach [17] , and the solution limiter employed was a variation of the standard Venkatakrishnan limiter [18] . The discretized governing equations were integrated forward in pseudo-time using the General Minimal Residual Algorithm (GMRES) [19] to achieve a steady solution.
B. Sonic Boom Propagation and Loudness Evaluation
The calculation of the ground signal was handled by the NASA code sBOOM [20] which solves the augmented Burgers' equations to propagate the boom signature from the near-field to the ground. The US Standard Atmosphere [21] with no winds and sBOOM's default humidity profile were used exclusively in this work. The version of sBOOM released in September 2014 was used in this work.
The metric chosen to describe the loudness of the sonic boom on the ground is the Mark VII perceived level (PL) described in [22] . The PL values were computed using the NASA tool Loudness Code for Asymmetric Sonic Booms (LCASB) [23] .
C. Surrogate Modeling
The surrogate model used in this work is a multi-dimensional interpolation based on radial basis functions [8] . The n interpolation points are uniformly distributed throughout the parameter space using Sobol's algorithm [24] . The objective function f , in this work the PLdB loudness metric, can then be defined as a linear combination of the radial basis functions that are supported at the interpolation points:
The weights are obtained by solving the linear system
where Φ i, j = φ X i − X j , and X are the variables defining the outer mold line deformation. Equation (3) can be solved with acceptable accuracy, at a fraction of the time required by the full-physics model [8] . Table 1 lists some common radial basis functions that were considered for this work. It was found that the multiquadrics radial basis functions were most accurate and were used as the basis of all surrogate modeling. Table 1 Common radial basis function formulations.
D. Sensitivity Analysis and Uncertainty Quantification
The sensitivity analysis in this work is used to identify the local region along the aircraft center line where the greatest changes in PLdB values are attainable.
The local sensitivity, Σ i , of the output function f to changes in the input parameter X i , at an operating point X 0 can be calculated using the sensitivity coefficient
This local sensitivity is the derivative of the output with respect to the input parameters. The surrogate model described in Section III.C provides an analytical formulation for these partial derivatives, thereby reducing the computational cost of the adjoint and finite difference methods. The uncertainty quantification study aims to quantify the uncertainty in PLdB due to uncertainties in the geometry of the deformations. These geometric uncertainties can be due to manufacturing defects, deformation due to loading, design tolerances, etc. The uncertainty in PLdB due to uncertainties in deformation are obtained using Monte Carlo sampling [4] . This method generates random samples of input parameters, drawn from their probability distribution, and evaluates the system's deterministic response for each set of input parameters. The uncertainties in the bump parameters are normally distributed and additive with a zero mean and some given standard deviation. The stochastic moments (mean and variance) of the system's response can then be obtained using the deterministic response of the system using
where the number of samples N is held constant at 10,000. The surrogate model used in this work greatly reduces the computational cost required to obtained the stochastic moments since all 10,000 samples can be obtained in a few seconds.
IV. Case Description
The supersonic aircraft considered in this work is the NASA Configuration 25D, shown rendered in Fig. 2 . Configuration 25D is a conceptual aircraft which was designed with a focus on reducing the sonic boom loudness [25, 26] . This aircraft was a required case for the Second AIAA Sonic Boom Prediction Workshop (SBPW2) [27] . The aircraft has a body length of 32.92 m [27] , and half-span model reference area of 37.16 m 2 [28] .
Fig. 2 Rendering of the NASA Configuration 25D low-boom aircraft.
The freestream conditions used herein are the same as the conditions required by the sonic boom prediction workshop. The aircraft was defined to operate at an altitude of 15.76 km, with a freestream Mach number of 1.6 [27, 28] . The gas properties of the freestream air were set using the standard atmospheric values at the given altitude.
A. Computational Mesh
The computational mesh used in this work was the one originally supplied to the sonic boom prediction workshop. The workshop computational meshes were given for two versions of the Configuration 25D. The first was with a flow through nacelle, and the second was with a "powered" nacelle. This work utilizes the "flow through nacelle" version of the Configuration 25D.
The computational mesh encompassed one-half of the aircraft, as illustrated in Fig. 3a . The mesh adjacent to the aircraft was made up of tetrahedral elements, and the collar mesh was made up of prism elements aligned to the Mach angle. Figure 3b shows the symmetry plane of the coarsest workshop mesh, illustrating both element types used. The specific mesh used in this work was the "Scale 128" mixed-element mesh [27] . The various dimensions of the mesh are given in Table 2 . 
V. Defining the Outer Mold Line Deformation
The computational mesh downloaded from [28] was modified to include a deformation to the lower surface of the aircraft. The deformation was applied to the computational mesh in a two-step process. First, the desired outer mold line modification was applied to the aircraft's surface mesh. Then the interior mesh was adjusted to reflect the applied surface deformation. This section describes each step of the mesh modification process. An in-house tool written in Fortran was created using the steps outlined below to modify the mesh.
A. Surface Mesh Deformation
The surface mesh deformation was confined to be symmetric about the aircraft's plane-of-symmetry. The given surface mesh was used as-is, without any re-gridding in the vicinity of the deformation, to improve turn-around time. The surface deformations were further constrained to be limited to a single surface boundary patch from the computational mesh. Limiting the surface deformation to a given boundary patch was done to reduce the overall complexity of the problem. Three boundary patches were considered for this work. Figure 4 illustrates the location of each boundary patch, and the associated patch numbers listed in the figure caption are specific to the given workshop mesh. The amplitude of the surface deformation was first defined for all of the nodes along the outer edges of the given boundary patch. All nodes that were found to associate with multiple boundary patches were defined to have a zero deformation amplitude to prevent the creation of surface discontinuities. The deformation amplitudes for the remaining points found on the symmetry plane were set using a one-dimensional Gaussian function, Figure 5 illustrates the specification of the deformation amplitude along the outer edges of an idealized boundary patch. Inverse-distance weighted interpolation was used to propagate the deformation amplitudes from the nodes found on the outer edges to the interior nodes of the boundary patch. The deformation amplitude of the interior boundary patch nodes were thus given by
where the weights were defined as With the deformation amplitudes known everywhere, the surface nodes were then slid outwards along their unit normal vectors. Nodal unit surface normals were computed as an area-weighted average of the surrounding triangular face normals. Symmetry was strongly enforced by setting n y = 0 for nodes on the symmetry plane.
B. Interior Mesh Deformation
The surface mesh deformation was propagated into the interior mesh using radial basis function (RBF) interpolation [29] . The radial basis function used for mesh deformation was the thin-plate spline function, φ(r) = r 2 log r. Only the interior nodes in the vicinity of the surface deformation were considered for the RBF interpolation. This was done to keep computational costs low as the thin-place spline function results in a fully populated interpolation matrix A.
The list of candidate nodes for RBF interpolation was found by constructing a family tree of nodes connected to the given boundary patch that was deformed. With the given boundary patch nodes serving as "Generation 0", successive generations were found by collecting nodes attached to the previous generation by an edge. Any nodes located on the surface of the aircraft were treated as boundary nodes in the RBF formulation. Nodes in the final generation were also defined to be boundary nodes with a given deformation of zero. Four generations of nodes were used in this work due to the small surface deformation amplitudes used.
VI. Aerodynamic Analysis
This section presents the results of the CFD, propagation, and loudness analyses for different NASA Configuration 25D configurations. The results for the unmodified, baseline configuration are presented first. Then the results for a set of modified geometry cases used in the sensitivity analysis are presented.
A. Baseline Configuration 25D Solution
A converged solution was obtained on the baseline workshop grid using 280 Intel Xeon E5-2680 v4 2.4GHz processors in approximately thirteen hours. The convergence criterion for this simulation was a seven order of magnitude reduction in the flow residuals. Excellent convergence trends were observed throughout the simulation, as shown in Fig. 6a . The integrated surface forces were found to vary minimally throughout the solution, as seen in Fig. 6b . Table 3 presents the predicted values of lift, drag, and pitching moment coefficient, and compares them against the mean workshop values taken from Euler solutions on grids of the same scale. Excellent agreement was found between the current prediction and the workshop data for all three integrated surface quantities. 
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Fig. 6 Baseline solution convergence trends.
The under-track near-field pressure signature was extracted from the computed solution at a location five body lengths away from the aircraft. The pressure field was sampled every 1 cm along this numerical sensor using linear interpolation. Figure 7 compares the predicted near-field pressure signature against the mean and standard deviation of the entire set of Euler solutions submitted to the workshop. The current predicted near-field was found to be in good agreement with the workshop data.
The near-field pressure signature was propagated to the ground using sBOOM. A sampling frequency of 238 kHz was used during the propagation. The chosen sampling frequency was selected after completing a "mesh convergence" test similar to that conducted by Anderson et al. [30] . The perceived level loudness metric, PLdB, of the resultant ground signature was computed using LCASB. The computed value, found in the rightmost column of Table 3 , was seen to be in excellent agreement with the workshop data.
Table 3 Predicted baseline forces, pitching moment, and PLdB comparison with SBPW2 values.
c l c d c m PLdB UNS3D 0.0689 0.0086 −0.0525 78.86 SBPW2 (µ ± σ) 0.0683 ± 0.0003 0.0088 ± 0.0002 −0.0521 ± 0.0004 79.00 ± 0.55
B. Modified Configuration 25D Geometry Solutions
The lower surface of the aircraft was modified to include a single bump. Varying the parameters that defined the bump allowed for a number of different geometry configurations to be created. In this work, sixty unique geometry configurations were considered. This section first presents the definition of the bump parameters used, and concludes with a summary of the CFD results for all sixty cases.
Surface Deformation Cases
Four surface deformation parameters were varied to define each of the sixty different bumps placed on the underside of the aircraft. Three of the parameters selected were the amplitude (H b ), bandwidth (c), and center (x 0 ) of the Gaussian function given in Eq. (6) . The fourth parameter was the exponent (P) of the weighting function given in Eq. (8) .
The center point of the Gaussian function was constrained on each of the three boundary patches to prevent partial or misshapen bumps from being generated. This constraint was necessary as only a single boundary patch was considered during the surface deformation process. Figure 8 illustrates the location and intimates the size of each of the sixty bumps. Forty bumps were placed on the frontmost boundary patch, Patch 26, and the remaining twenty bumps were split evenly between Patches 36 and 29. Figure 9 shows two different views of one of the surface deformations used, where the variable contours shown in Fig. 9b indicate the deformation amplitude. The mean and standard deviation of the surface deformation parameters used, grouped by boundary patch number, are given in Table 4 .
Fig. 8 Location of all sixty surface deformations on the underside of the NASA Configuration 25D. Circle coloration indicates the Gaussian amplitude, and circle diameter is representative of the Gaussian width (c). (a) Symmetry plane view.
(b) Three-dimensional view. Fig. 9 Example surface deformation on boundary patch 26. 3.0325 ± 0.5461 2.9400 ± 0.5352 2.9400 ± 0.5352
Summary of CFD Analyses
Each surface deformation CFD simulation was initialized using the converged baseline solution, and computed in the same manner as the baseline solution. The convergence criterion was relaxed from a seven order magnitude reduction of the flow residuals to a five order magnitude reduction. It was found that a minimum reduction of five orders was needed to produced a converged value for the loudness. As a result of relaxing the convergence criterion, the wall clock time-to-convergence was reduced from 13 to 8.5 hours. The convergence characteristics for each of the sixty cases were found to be similar to those observed for the baseline simulation, and are, therefore, not shown. Figure 10 shows the percent difference, with respect to the baseline solution, for the integrated surface forces as a function of the bump location, x 0 . The addition of any of the bumps to the aircraft's underside centerline resulted in a less than 0.5% change in lift, wave drag, and pitching moment. The differences in lift and pitching moment were found to be on the order of ±0.005% for the majority of the bumps simulated. The bumps placed on the aftmost boundary patch resulted in the largest variations in lift and pitching moment. The wave drag was increased for all cases due to the addition of the new shock structures introduced by each bump. Table 3 for values of ξ B .
The extraction of the near-field pressure signatures and the boom propagation were handled in the same manner as completed for the baseline solution. Figure 11 shows the variation of the PLdB percent difference with respect to the baseline value as a function of x 0 . These results indicated the following: 1) Adding bumps to the foremost boundary surface, Patch 26, generally resulted in an increase in the under-track sonic boom loudness. The highest increase in PLdB, +3.89 dB, was observed for a bump * added at x 0 = 13.4 m. 2) All but one of the bumps added to the aftmost boundary surface resulted in a PLdB decrease. The largest reduction in the under-track PLdB, −0.64 dB, was observed for a bump † at x 0 = 29.95 m. The one outlier showed no change from the baseline value. 3) Bumps added to the middle boundary surface had a relatively negligible impact on the under-track loudness. Table 5 presents the mean and standard deviation of the percent difference variation for the three integrated surface 
0.075% ± 0.061% 0.278% ± 0.137% c m 0.002% ± 0.005% −0.004% ± 0.006% 0.083% ± 0.077% PLdB 0.548% ± 0.940% −0.025% ± 0.108% −0.390% ± 0.224%
VII. Under-Track Loudness Sensitivity Analysis
This section presents the results of a sensitivity analysis of the under-track loudness with respect to the height and length of the Gaussian surface deformation along the aircraft. The length of the Gaussian surface deformation for this analysis was defined as the standard deviation of the parameter c. The uncertainty in the loudness due to variability in the surface deformation are also quantified and analyzed. The sensitivity coefficients for PLdB are presented first, followed by a discussion of the uncertainty.
A. Sensitivity Coefficients
The sensitivity coefficients for PLdB with respect to the Gaussian bump's height and different lengths were computed using Eq. (4). Figure 12 shows the variation of the sensitivity coefficients for surface deformations with three different lengths and seven different heights. It was found that the aircraft was relatively insensitive to surface deformations with heights less than 2 cm. The aircraft was most sensitive to surface deformations with heights greater than or equal to 3 cm.
The length of the deformation had a significant impact on the loudness sensitivity for surface deformations greater than 15 cm in length. The location of the maximum sensitivity on the aircraft was found to be approximately 17 m from the nose for surface deformations of lengths 10 and 30 cm. The location of the maximum sensitivity was shifted upstream to approximately 15 m for surface deformations with a length of 20 cm. These regions of maximum sensitivity were found to be inline with the results of the adjoint based optimization of the Configuration 25D by Rallabhandi et al. [31] . The 20 cm length surface deformation also saw increased loudness sensitivities to deformations with heights ranging from 2 cm to 3 cm compared to the deformations with 10 and 30 cm lengths. 
B. Uncertainty Quantification
This section attempts to quantify the uncertainty in the loudness due to uncertainties present in the bump parameters. The uncertainties in the bump parameters are normally distributed and additive with a zero mean and some given standard deviation. The standard deviation for the bump height and length are 5 mm and 50 mm, respectively. Figure 13 shows that the PLdB is most sensitive to geometric uncertainties in the front of the aircraft. The distribution of the standard deviation along the center line is similar for deformations of varying lengths. It also shows that bumps with greater heights lead to a greater PLdB variation in not only the front of the aircraft but also the rear, whereas smaller bump heights lead to a large PLdB variation only in the front of the aircraft. The overall influence of variation in PLdB increases with bump height, as expected. Figure 14 shows the uncertainty in PLdB due to uncertainties present in the bump length. It shows that the uncertainty in PLdB due to bump length is relatively uniform towards the rear of the aircraft for bumps with smaller heights. Figure 14 also shows that uncertainties in bump length for bumps with a larger height lead to a more non-uniform distribution of standard deviation, indicating that different areas of the aircraft respond differently to the applied deformations. This suggests that the bump height is a more significant parameter than the bump length, when accounting for geometric uncertainties. The standard deviation of PLdB due to uncertainties in bump height, shown in Fig. 13 , is higher than those due to uncertainties in bump length, shown in Fig. 14 . This is also seen in the sensitivity analysis, shown in Fig. 12 , where the sensitivity coefficients were relatively small and uniform for smaller bump heights but varied greatly for larger bump heights. Figure 15 shows the standard deviation in PLdB due to uncertainties in both the bump length and the height. Again it can be seen that for larger heights, the standard deviation is non-uniform but for smaller heights, the standard deviation distribution converges to a uniform value. For higher and longer bumps, the standard deviation follows similar distribution as and Fig. 13 and Fig. 14c , again indicating the significant contribution of the bump height on PLdB values. The variation in PLdB due to uncertainties in both parameters is significantly higher than due to any single parameter. 
VIII. Conclusions
This paper examined the sensitivity of under-track sonic boom loudness to small-scale surface deformations along the centerline of the aircraft's lower surface. The impact of the uncertainty in the definition of these small-scale outer mold line modifications on the under-track loudness was also examined.
The NASA 25D flow-through configuration was selected as the low-boom aircraft of choice in this work. The small-scale surface deformations, or bumps, were defined by a one-dimensional Gaussian function along the centerline of the aircraft. The Gaussian function was then propagated away from the symmetry plane and onto the surface of the aircraft using inverse-distance weighting (IDW) interpolation. Different bump shapes were obtained by varying the Gaussian amplitude, width, and center point, as well as by varying the exponent of the IDW weighting function.
An in-house CFD solver was used for the aerodynamic analysis of the baseline NASA 25D, and the results compared against computational results of the Second AIAA Sonic Boom Prediction Workshop participants. It was found the current prediction of the baseline near-field flow was in good agreement with the workshop data through comparisons of the near-field pressure signature, and the integrated surface forces and moments. The loudness of the baseline under-track signature was computed using a combination of sBOOM and LCASB, and was found to excellent agreement with the average value from the workshop.
Sixty unique bumps were added to the underside of the Configuration 25D geometry and the near-field flow predicted with the CFD solver. It was found that integrated surface forces and moments were largely unaffected by the inclusion of these small amplitude bumps to the aircraft, with the maximum difference from the baseline value being less than 0.5%. The under-track loudness was more receptive to the addition of the bumps. In general, the loudness of the sonic-boom was increased by the addition of the bumps, especially in the front half of the aircraft. However, a number of bumps were found to be capable in reducing the sonic-boom loudness. A maximum reduction of 0.64 PLdB was achieved by a 2.9 cm tall, 27 cm long bump placed at 29.95 m from the aircraft's nose.
The CFD data were tabulated and a function of the loudness with respect to the bump geometry parameters was created using multi-dimensional radial basis function interpolation. The resultant analytic function for loudness was used to analyze the sensitivity of the under-track loudness to the height and length of the bump. It was found that the aircraft was relatively insensitive to bumps with a height less than 2 cm, and most sensitive to bumps with heights equal to or greater than 3 cm. The location and amplitude of the region of largest sensitivity was found to vary with respect to the length of the bump. It was found that the 20 cm long bump exhibited the highest sensitivities in comparison to bumps with lengths of 10 cm and 30 cm.
Uncertainties in the bump lengths and height were introduced into the problem formulation and propagated using Monte Carlo sampling. The impact of the uncertainty in only bump height, only bump length, and in both bump length and height on the uncertainty of the loudness was examined. It was found that, by itself, the uncertainty in the height of the bump resulted in higher uncertainties in the loudness than when only considering the uncertainty in the length of the bump. Uncertainties in either geometry parameter and smaller bump heights produced a more uniform distribution of uncertainty in the loudness along the length of the aircraft. As was expected, the variation in loudness increased with the height of the bump. Accounting for the uncertainties in both the length and height of the bump resulted in significantly higher variation of under-track loudness, but with the main source of loudness uncertainty still being related to the uncertainty in the height of the bump. number of the CFD simulations required by this work. The third author gratefully acknowledges the financial support from Florida International University in the form of an FIU Presidential Fellowship and FIU Dissertation Year Fellowship. This work is supported by the NASA University Leadership Initiative (ULI) program under federal award number NNX17AJ96A, titled "Adaptive Aerostructures for Revolutionary Civil Supersonic Transportation".
