The "apparent motion" illusion is evoked when stationary stimuli are successively flashed in spatially 25 separated positions. It depends on the precise spatial and temporal separations of the stimuli. For large 26 spatiotemporal separation, the long-range apparent motion (lrAM), it remains unclear how the visual 27 system computes unambiguous motion signals. Here we investigated whether intracortical interactions 28 within retinotopic maps could shape a global motion representation at the level of V1 population in 29 response to a lrAM. In fixating monkeys, voltage-sensitive dye imaging revealed the emergence of a 30 spatio-temporal representation of the motion trajectory at the scale of V1 population activity, shaped by 31 systematic backward suppressive waves. We show that these waves are the expected emergent 32 property of a recurrent gain control fed by the horizontal intra-cortical network. Such non-linearities 33 explain away ambiguous correspondence problems of the stimulus along the motion path, preformating 34 V1 population response for an optimal read-out by downstream areas. 35 36 short-range apparent motion stimuli (Mikami, Newsome, and Wurtz 1986b), we still have a poor 46 .
Introduction

37
When two stationary stimuli are successively flashed in spatially separated positions, it generates the so-38 called "apparent motion" illusion (Wertheimer 1912 ). This illusion, well characterized in psychophysics 39 (Burr and Thompson 2011) , depends on the spatio-temporal characteristics of the stimulus, being called 40 "short-range" vs "long-range" apparent motion (lrAM) for spatial separation below or above 0.25° and 41 temporal separation below or above 80 ms respectively (Braddick 1980) . In psychophysics, intrinsic 42 differences were reported between these two types of apparent motion, however, there is some debate 43 whether it is underlined by same or different process (Cavanagh and Mather 1989) . In physiology, while 44
we have a clear idea on the neuronal processing generating direction-selective neuronal response to 45
The evoked response to the lrAM is shaped by a suppressive wave 151
We next asked whether such lateral interactions contribute to shape the evoked population response to 152 the temporal succession of these two stimuli. For that purpose we measured the cortical population 153 response to a two-stroke upward apparent motion sequence ( Fig. 1E ). Such temporal sequence 154 generates a propagation of activity starting at the cortical representation of the first stimulus (S1) and 155 moving to the cortical representation of the second stimulus (S2), a cortical correlate of the illusory 156 motion (Jancke et al. 2004 ). The observed pattern of activity departs from the pattern predicted by a 157 simple linear summation of the lower and upper stimuli ( Fig. 1F ). If we subtract the observed (Fig. 1E ) 158 and the linear predicted responses (Fig. 1F ), two deviations from non-linearities are observed. First, a 159 suppression emerges at response onset and at the cortical representation of S2 (compare 1D and 1G at 160 frame 216ms). The suppression then gradually propagates over the cortical surface towards the 161 .
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representation of S1 ( Fig. 1G ). We can hypothesize that the evoked activities by the two stimuli 162 composing the lrAM sequence interact together to generate this dynamic pattern of suppression. Since 163 the suppression is observed at the onset time of the response to S2, it has to be due to the activity 164 dynamics generated by S1 interacting with the integration of S2. However, the propagation of 165 suppression from the representation of S2 towards the representation of S1 is probably due to the 166 activity dynamics evoked by S2 interacting with the residual activity evoked by S1. Therefore, the 167 suppression wave could likely be the result of multiple interactions (e.g bidirectional) between the 168 activities evoked by the stimulus sequence. recentered on S2 onset, shows that suppression first appears at the cortical representation of S2 and at 194 S2 response onset, and then propagates towards the representation of S1, at a similar speed than the 195 one observed for the evoked activity to the first stimulus ( Fig. 3, A 
10.
apparent motion sequence, from S2 to S1 representations. Functionally it results in silencing the residual 198 activity generated by S1. 199 
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a Gaussian fit). In a spread, typically, the response peak will not move in space, as observed for evoked 230 response ( Fig. 4E , the peak spatial position is not changing with time, slope of -1.3x10 -5 +/-1.1x10-4 m/s 231 and 1.6x10 -4 +/-3.4x10 -4 m/s for WA and BR respectively), whereas in a wave it will follow the onset 232 spatial displacement, which is what we found for the suppression (Fig. 4E , the peak moves from position 233 2 to position 1, negative slope of -0.05 +/-0.007 m/s and -0.034 +/-0.005 m/s for WA and BR 234 respectively). Altogether, our results show that the suppression is initiated at response onset, have 235 similar spatial extent and propagation speed as the activity evoked response. Furthermore, although 236 evoked activity are waves hidden by spatial averaging (Muller et al. 2014 ), the suppression is still seen as 237 a wave in the averaged data. This strongly suggests that the suppression is likely to be mediated by the 238 same general process generating the propagation of evoked activity, most probably the intra-cortical 239 horizontal network (Muller et al. 2014 ). If the suppression is generated along the propagation of activity, 240
one prediction is that it should decrease in strength with spatial and temporal separation between the 241 two stimuli composing the lrAM. This is indeed what was observed, the suppression strength decreases 242 as a function of stimulus onset asynchrony and spatial separation ( Fig. 4F , t-statistics on the slope of the 243 linear regression gives t = -0.92 with p=0.18 and t = -6.3 with p = 3.6x10-6, respectively for a spatial 244 interval of 1⁰ and 2⁰ (WA); t = -1.2 with p=0.12 and t = -1.6 with p = 0.05 (BR)). 245 .
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The suppressive wave can be the result of a dynamic gain control 264
What can be the origin of such suppressive wave? Since inhibitory intra-cortical axons have more limited 265 spatial extent (Buzás et al. 2001) , and that feedback from higher areas are excitatory (Salin and Bullier 266 1995), we can hypothesize that is does not result from a simple net inhibition, but rather as a byproduct suppressive effect was robustly observed across a wide range of the parameters space. The first 285 parameter that was found to strongly affect the suppression is the ongoing spontaneous activity of the 286 .
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system pre-stimulus. As we report in Fig. 5C (COBA model, red dots), the suppression decreases when 287 the spontaneous activity of the system increases (see example marked by a circle, Fig 5D) . Moreover, 288 two further mechanisms were necessary to explain this suppressive effect. First, inhibitory cells need to 289 have a higher gain than excitatory cells. When the gain of FS cells was reduced (see inset of Fig. 5C ) to 290 have a gain closer to the one of RS cells, the suppression effect was strongly affected (blue dots in Fig.  291 5C, example marked by a square in Fig. 5D ). Accordingly, increasing FS cell gain (cyan dots in Fig. 5C , 292 example marked by a pentagon in Fig. 5D ) increases the suppression strength. Second, the interaction 293 between excitatory and inhibitory inputs needed to occur through conductances-based mechanisms. 294
Indeed, when using a current-based (CUBA) model (see Methods), we mostly observed facilitation (black 295 triangles in Fig. 5C ) that do not appear to propagate (see example marked by a triangle, Fig. 5D ). While 296
we do not exclude that such suppression may be observed in current-based synapses, it is clear from 297 these data that the non-linearity of voltage dependent synapses induces a strong suppression in VSDI 298 signal. The suppression can thus be explained by the mesoscopic combination of the nonlinearity of 299 conductance interactions and the differential gain of excitatory and inhibitory cells. 
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The function of the suppressive wave is to explain away ambiguous representations 315
What can be the function of the suppressive wave? Here we propose that it will shape an unambiguous 316 representation of motion along the apparent-motion trajectory. Indeed, silencing the cortical 317 representation of the initial stimulus when the second stimulus is being processed will have as a 318
consequence to represent only one stimulus at a time, hereby improving motion representation by 319 explaining away ambiguous position representation (problem of "phenomenal identity") (Ternus 1926) . 320
To quantify such hypothesis, we developed a simple algorithm to decode, at every instant, what is the 321 most probable stimulus position that evoked the observed cortical spatial profile out of four categories: 322 no stimulus, S1, S2, or joint S1 & S2. We used the ST representations of the evoked activity to the 323 apparent motion sequence ( Fig. 6A ) and used the linear prediction ( Fig. 6B ) as a control. The decoding 324
was computed using the joint probability that the spatial profile observed at one point in time (white 325 profile) is drawn from the spatial profile observed during blank (first row, black), S1 (second row, red), 326 S2 (third row, blue), or the joint S1 & S2 (last row, green). In the example shown in figure 6, we apply 327 this decoding method to the activity evoked by a 6.6°/s two stroke apparent motion stimulus ( Fig.6A) . 328
When S1 is presented (red), the probability that the spatial profile of the evoked response will be similar 329 to the blank distribution is quickly dropping from 1 to 0 and the probability that the evoked response 330 will be decoded as being evoked by S1 alone is jumping from 0 to 1 very rapidly (in 10ms). When S2 is 331 presented (at time 50ms) there is a sharp and rapid transition from the evoked activity being decoded as 332 S1 to S2 (blue) in about 50ms. However, the probability that the evoked activity is evoked by S1 & S2 at 333 the same time (green) is only increased moderately (peaking at 0.5) and transiently. In contrast, when 334 we apply the same approach to the linear prediction ( Fig.6B ), while the beginning of the decoding is the .
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same (two first rows), as expected, when S2 appears, the evoked activity is ambiguously decoded as 336 being attributed to S2 or S1 & S2 conjointly with similar probability (around 0.5). 337 338 339 
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similar to one of the four spatial profiles shown on the left column: Blank (first row, black profile), S1 (second row, 344 red profile), S2 (third row, blue profile), and the joint S1 & S2 (last row, green profile). Each profile was computed by 
351
We applied this approach to all speeds and sessions in both monkeys ( Figure 7A&B ), for spatial interval 352 of 1°, differentiated across the different inter-stimulus intervals (ISI). We separated these conditions 353 because, when S2 appears, the residual activity in response to S1 will be less important for long ISI (the 354 offset time constant being of the order of 80 ms). In both monkeys and for ISI <= 50ms, the averaged 355 results confirm the individual example shown in Figure 6 : the evoked activity results in a sharp and clear 356 transition from the representation of S1 to the representation of S2, with only transient increase of the 357 representation of S1 & S2 conjointly. In comparison, the linear prediction always leads to an ambiguous 358 representation that cannot tease apart the probability that the evoked activity is coming from S2 alone 359 or S1 & S2 together (blue and green curves merging together). For an ISI >= 100ms, in contrast, the 360 evoked activity resembles more the linear prediction, as expected. 361 . 20. 
370
To quantify the effect of explaining away ambiguous positional representations during lrAM 371 stimulations, we calculated an index by subtracting the probability of detecting joint S1&S2 in the 372 observed and the linear prediction for both monkeys, !.!. = !1&!2 !"# − !1&!2 !"#$ (Fig. 7C&D ), and both 373 stimuli spatial intervals (SI) of 1 and 2° (first and second rows respectively). In all conditions but the long 374 SI and long ISI, a systematic decrease of the index was observed. This reveals a dynamic effect of 375 explaining away the ambiguous representation of S1&S2. Importantly, in both monkeys and practically 376 all conditions (ISIs and stimulus separation), we observed two peaks in the index decrease. They 377 .
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correspond to the bidirectional interactions occurring for each of the two evoked waves. The first peak 378 corresponds to the effect of delaying response onset to S2 (by propagating activity from S1 to S2) , and 379 the second peak corresponds to a shortening of the representation of S1 (by propagating activity from 380 S2 to S1). Importantly, this calculation revealed two further phenomena that are expected because of 381 the propagation delay and spatial extent. First, the timing of the second peak is delayed when going 382 from 1 to 2° spatial separation. Second, the general amplitude of the decrease diminishes from short to 383 longer ISI. 384 385
Unambiguous representation for optimal encoding of velocity in V1 386
Disambiguating the cortical population representation of the lrAM could promote an accurate 387 encoding of direction-selective motion signals for an optimal read-out by downstream area. To test 388 whether the measured cortical response encodes an accurate direction-selective signal, we applied 389 opponent motion energy filters directly to V1 population responses (Adelson and Bergen 1985) . Indeed, 390 direction selectivity in MT is well described and captured by motion energy models (Adelson and Bergen 391 1985; Rust et al. 2006) . Such an approach is generally developed to model MT receptive field from a 392 spatio-temporal input image. The rationale here is to apply the same processing directly to V1 393 population responses that feed downstream areas such as MT or V4. This is justified by the fact that the 394 cortical extent imaged here (~ 9mm, corresponding to 3°, see (Dow et al. 1981 ; Van Essen, Newsome, 395 and Maunsell 1984)) actually corresponds to the V1 cortical extent converging to a MT or V4 neuron at 396 our recorded eccentricity (3°, see Albright and Desimone 1987; Gattass, Sousa, and Gross 1988). Since 397
we record VSD responses that represent both sub-and supra-thresholds activities (Chemla and Chavane 398 2010b), we first processed our ST maps through a non-linearity to account for the VSD to spike rate 399 transformation (Chen, Palmer, and Seidemann 2012) ( Fig 8A) . The resulting ST maps were convolved 400 .
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with a set of spatio-temporal filters covering a wide range of speeds and scales. For a given value of 401 filter speed and scale, we squared and summed the convolution from filters in quadrature, and 402 subtracted the resulting phase-independent measure of local motion energy for opposite directions (ie. 403
MEu -MEd) to obtain the opponent motion energy response (OME, Fig. 8A ). We thereby obtained the 404 opponent motion energy for all speeds, scales and directions. For each position on the ST map, we could 405 hence extract the filter velocity for which the opponent motion energy is maximal, that we represented 406 for both monkeys, and different velocities (10°/s upward in monkey1, Fig. 8B and -33°/s downward in 407 monkey 2, Fig. 8C ). In this representation, the color hue represents the velocity of the filter yielding a 408 maximal opponent motion energy and the color intensity its amplitude (as a fraction of the maximum 409 evoked fluorescence response). The contour of the evoked response is overlaid in white to ease 410 comparison. The same analysis on the corresponding linear predictions serves as a control. For all the 411 conditions we explored, we then extracted the values of the optimal velocity within a ST region of 412 interest (between S1 and S2's centers and from 10 to 200 ms after stimulus 2 onset) and represented 413 them as a function of the AM speed for both monkeys (Fig. 8D and 8E ). Our results show that the ST 414 response, disambiguated through the suppressive wave, is indeed generating a direction selective 415 motion energy for a speed that is well correlated with the stimulus speed. In other words, intra-cortical 416 non-linear interactions in V1 promote an unambiguous optimal encoding of velocity-selective motion 417 signal along the apparent motion path. 
24.
434
Discussion
435
We showed that intra-cortical interactions are playing a key role in shaping the sensory representation 436 of the long-range apparent motion within the retinotopic map of V1 in awake monkeys. Our results 437 demonstrate that intra-cortical propagation encompasses large spatial and temporal distances allowing 438 to link information between stimuli presented in distal spatial positions (spatial constant of about 3 mm, 439 equivalent to 1°, and time constant of about 80 ms). Interestingly, above these values, the apparent 440 motion illusion gradually fades out (Kolers 1972; Cavanagh and Mather 1989) . In response to a two-441 stroke lrAM sequence, we observe a clear displacement of activity on the cortical surface that deviates 442 from the linear prediction in two aspects. First, the initial stimulus suppresses and delays the response 443 to the second stimulus. Then, a suppressive wave is evoked by the second stimulus that strongly and 444 rapidly attenuates the residual activity evoked by the first stimulus. The spatio-temporal characteristics 445 of the suppression showed similar spatial constant and similar propagation speed as what was observed 446 for the evoked activity, independent of the speed of the apparent motion stimulus. However, the 447 suppression propagated as a true wave in direction of the initial stimulus position, even at the trial-448 averaged level, an observation that departs from what we observed in the evoked activity (Muller et al. 449 2014) . We propose that the suppression arises from a simple gain-control mechanisms pooling 450 feedforward and horizontal inputs (Reynaud, Masson, and Chavane 2012). To demonstrate this, we used 451 a conductance based mean-field model developed to account for VSD dynamics (Zerlaut et al. 2018 ). 452
This model shows that the observed suppression can be explained by nonlinear conductance 453 interactions, combined with the different gain of excitatory and inhibitory cells. A decoding approach 454
demonstrates that the suppressive wave acts as explaining away the ambiguous representation allowing 455 to represent only one stimulus at a time in the cortex. Using opponent motion analysis applied to the 456 .
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population response, we demonstrate that such unambiguous representation allows V1 to encode 457 accurately the velocity signal of the lrAM that could support the read-out process from downstream 458 areas. 459 460
Suppression and normalization as generic operations in the visual system 461
The dynamics of the suppression is seen here as a central and key mechanism by which the input is 
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Modeling the suppressive waves 481
Possible mechanisms underlying the observed suppressive effects were investigated using a spatially 482 extended computational model. We found that the model can reproduce the observed suppression, 483 provided two mechanisms are present: excitatory and inhibitory cells have a different gain, with a 484 higher gain for inhibition, and excitatory and inhibitory synaptic inputs must combine through 485 conductance-based interactions. Although these two mechanisms are well known, they are usually 486 neglected in mean-field models because they represent a mathematical difficulty. The classic mean-487 field models with linear (current-based) interactions and uniform gain in all cells, fail to reproduce 488 the suppressive effect of propagating waves, and thus the present model can be considered as a step 489 towards biologically more realistic mean-field models. Hence, by constructing a realistic mean-field 490 model, we could demonstrate that this suppression wave is an expected byproduct of the known 491 anatomy and does not need to be expressed solely by pure inhibition. This computational approach 492 demonstrates how excitatory and inhibitory propagation of activity along horizontal network can 493 dynamically change the cortical gain control resulting in the emergence of the observed suppression 494 dynamics. 495 496
Backward suppression to keep track of object identity along the apparent motion path 497
This suppression can help to represent unambiguously one object at a time on the cortical surface, as 498 our decoding model suggests. This means that the lateral interactions can link the transient spatio-499 temporal events while keeping track of the object moving along the trajectory. This could be a first 500 mechanism involved in solving the correspondence problem (Ullman 1978) . This problem, first 501 introduced by Ternus as a problem of phenomenal identity (Ullman 1978; Ternus 1926) , explicit the fact 502 we need to keep track of the identity of an object in movement, and, in the case of multiple objects 503 present at each time frame, a problem of correspondence may occur. The literature clearly show that 504 .
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the correspondence is solved through spatio-temporal coherence more than shape or color consistency 505 (Kahneman, Treisman, and Gibbs 1992). The correspondence, called "reviewing" by Kahneman et al. 506 (1992) was proposed by these authors to "operate(...) backward, (...) select(...) only a single item, and 507 (...) is guided mainly by the features that control the unity and continuity of an object over time, but not 508 by the shape, color, or content of the target." We believe that the mechanisms of backward suppression 509 demonstrated here is an elementary and preliminary form of this reviewing process, explaining away 510 ambiguities in the representation of the object trajectory, that will evidently necessitate further 511 processing downstream the visual system. For instance, what we documented here could explain the 512 ability of our visual system to detect objects based solely on the coherence of their spatio-temporal 513 trajectory. In their seminal work, Watamaniuk and collaborators (1995) indeed showed that a single dot 514 following a temporally coherent trajectory can be detected against a background of dots following a 515 random walk, the only difference between signal and noise dots movement being their spatio-temporal 516 coherence (Watamaniuk, McKee, and Grzywacz 1995) . Computational studies suggested that this ability 517 to detect coherent trajectories necessitates propagation of information in retinotopic reference frames 518 (Perrinet and Masson 2012), in full accordance with our results. 519 520
Local vs Global motion processing 521
The processing that we describe here clearly departs from classical motion integration documented in 522 short-range apparent motion using random-dot kinetogram (Mikami, Newsome, and Wurtz 1986b, [a] 523 1986) In these stimuli, motion occurs and is evenly distributed within a stationary aperture typically 524 covering a receptive field, and motion is extracted locally through motion energy detectors (Majaj, 
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involved in integrating local drifting motion vs global trajectory motion of a single object. Indeed, 529
Hedges and collaborators (2011) have showed that MT receptive fields are only sensitive to local motion 530 presented within stationary aperture, totally independent of the direction of long-range trajectory 531 simulation in which these local motion stimuli are embedded (Hedges et al. 2011) . We have very limited 532 understanding of the processing actually required to extract motion information along a trajectory. The 533 experiments of Watamaniuk and colleagues show that this processing cannot be simply integrated from 534 large receptive field of downstream areas (Watamaniuk, McKee, and Grzywacz 1995) . Here we suggest 535 that the visual system can simply encodes the trajectory at mesoscopic level within retinotopic map. 536 537 Encoding the motion trajectory in the retinotopic map for optimal read-out 538
The suppressive wave we documented decreases the residual activity evoked by the first stimulus, 539 hereby shaping the dynamic response within the retinotopic map of V1 that could be read out as motion 540 information by a downstream area. V4 or MT neurons have receptive fields whose retinotopic size 541 encompasses the cortical region we imaged in this study. As shown by our read-out analysis (Fig. 8) , 542 those neurons will be able to simply detect this population-encoded direction selective motion 543 information through motion energy detectors (Adelson and Bergen 1985) . This signifies that V1 intra-544 cortical interactions would preformat the population representation of long-range apparent motion for 545 an optimal read-out by downstream areas (Adelson and Bergen 1985; Mumford 1991 Mumford , 1992 . One 546 intriguing consequence is that encoding of motion signal at the level of the population could be 547 operated without specific extraction of motion signal at the level of local V1 neuronal receptive fields. 548
Indeed, neurons with non-optimal direction preference or no direction selectivity could still participate 549 into this population response by small variations of their response that would occur at the right moment 550
depending on their position in the retinotopic space. In other words, V1 would have the possibility to 551 encode multiple motion signals in parallel at local and global level. These results are in accordance with 552 .
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human fMRI experiments that showed that V1 is actively involved in the network that processes and 553 represents the perceived illusory lrAM (Muckli et al. 2005) . 554 555 lrAM along ventral and dorsal streams, feedback vs horizontal propagation 556
In the visual cortex of the ferret, it was shown using VSDI, that lrAM induces feedback propagation of 557 differential activity from area 21 down to area 17 (Roland et al. 2006) . Similarly, using stimuli that could 558 span a much large visual scale (16.5° spatial separation) and systematically larger cortical separations, it 559 was suggested that human MT complex feedbacks on early visual cortices to process long-range 560 apparent motion (Wibral et al. 2009; Vetter, Grosbras, and Muckli 2015) . Areas on the ventral stream 561 (LOC) seems to be also implicated in processing such stimuli (Zhuo et al. 2003) . Ventral stream areas 562 may actually be well suited since they will process the information about object through strong 563 indeed suggested that MT may not be the most appropriate area, at least in non-human primates, for 566 extracting motion along a lrAM trajectory. It is important to consider though that, in all these studies, 567 there are important difference in the spatial and a temporal scales of the lrAM has been presented that 568 may affect the relative weight of intra-cortical and feedback mechanisms processing this information 569 between and within the different visual areas (see Discussion in Reynaud, Masson, and Chavane 2012). areas can provide an advantageous framework for dynamic computations that will influence neuronal 574 processing. However, in this review, it was also noted that there is a lack of evidence for a functional 575 role of these waves. Here we show that two discrete stimuli generating the long-range apparent motion 576 .
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illusion, will induce multiple wave interactions resulting in propagation of suppression in a direction 577 opposite to that of the stimuli. Such suppression shapes the stimulus and helps the visual system to 578 keep track of the stimulus position along the motion trajectory, resulting in a precise encoding of 579 velocity information at a very early stage of processing. We believe that our work has revealed a first 580 elementary step in processing lrAM signals that will need further integration in downstream areas and 581 feedback controls. Further work is therefore needed to understand which areas, if any, is reading-out 582 the population representation of motion trajectory on V1 retinotopic map and the relative role of intra-583 and inter-cortical interactions. 584 585
Materials and Methods
586
The experiments were conducted on two male rhesus macaque monkeys (macaca mulatta, aged 14 and 587 11 years old respectively for monkey WA and monkey BR) over a period of three years. The Guidelines from the Society for Neuroscience. 592 593 Surgical preparation and VSDI protocol. The monkeys were chronically implanted with a head-holder 594 and a recording chamber located above the V1 and V2 cortical areas of the right hemisphere. After full 595 recovery, the monkeys were trained to perform foveal fixation of a small red target presented over 596 different static and moving backgrounds for up to 2-3s, with their head fixed. Once a good fixation 597 behavior was achieved, a third surgery was performed. The dura was removed surgically over the 598 recording aperture (18mm diameter) and a silicon-made artificial dura was inserted under aseptic 599 conditions to allow for a good optical access to the cortex over the whole period of weekly recordings. 600 .
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initiated. The visual stimuli were computed on-line using VSG2/5 libraries and were displayed on a 22" 625 CRT monitor at a resolution of 1024x768 pixels. Refresh rate was set to 100Hz. Viewing distance was of 626 57cm. Luminance values were linearized by mean of a look-up table. We used Gaussian blobs with 627 standard deviation (controlling the spatial width) of 0.5°. They were presented at different positions, 628 located at 0.5° or 2° on the left of the vertical meridian respectively for monkey WA and monkey BR, and 629 between 1.5° and 4.5° below the horizontal meridian. We used different stimulus durations, 10 ms(1 630 frame), 50ms or 100ms and different interstimulus intervals (ISI) for the two-stroke apparent motion 631 stimulations (from 20 to 100 ms). All stimuli (single blobs of different durations, lrAM sequences and 632 two blank conditions i.e. where no visual stimulus) were randomly interleaved with an inter-trial interval 633 of 8 seconds for dye bleaching prevention. Toolboxes. VSD evoked responses to each stimulus were computed in three successive basic steps. First, 638 the recorded value at each pixel was divided by the average value before stimulus onset ("frame 0 639 division") to remove slow stimulus-independent fluctuations in illumination and background 640 fluorescence levels. Second, this value was subsequently subtracted by the value obtained for the blank 641 condition ("blank subtraction") to eliminate most of the noise due to heartbeat and respiration . Third a 642 linear detrending of the time series was applied to remove residual slow drifts induced by dye bleaching. 643 644
Spatio-temporal representation (ST data).
For each time frame, activity was averaged across the x-645 dimension within the apparent-motion trajectory (e.g. dotted rectangle at frame 216 ms in Fig. 1 
where , and respectively denote the width (as the standard deviation), the amplitude and the 660 spatial position of the Gaussian. We use the slope of the linear regression of ( )for quantifying the 661 displacement of the response peak (see Fig. 4E ). 662
In time (for each spatial point), the data was fitted to the combination of two halve Gaussian functions: 663
where !" and !"" denote the time-constants of each half Gaussian, while 1 , 2 and ! are respectively 666 their peak to peak amplitudes and the time of their common center. 667 668 Statistical Procedure. We used a two-sample t-test procedure to test whether or not the distributions of 669 the VSD response properties (i.e. space-constant, time-constants, latencies and cortical speed) were 670 independent of stimulus duration or lrAM speed. p<0.01 is considered significant. 671 .
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where !/! ( , ) is the population rate of excitatory/Inhibitory cells at the space-time position (x,t), 692 !"" ( , )is the excitatory afferent input targeting both excitatory and inhibitory populations and !/! is 693 the spatial connectivity in between subpopulations that we chose as Gaussian of width !"# = 5mm 694 (excitation) and !"! = 2.5mm (inhibition). Moreover, ! = 300mm/s is the axonal conduction speed, function of the three statistics of neurons voltage, i.e. its average ! , its standard deviation ! and its 699 autocorrelation time ! : 700
where Erfc is the error function and the effective threshold !!! !"" is expressed as a first order expansion 701 with some fitting coefficients in function of ( ! , ! , ! ). More details on this procedure can be found in 702
Zerlaut et al. (Zerlaut et al. 2018) . The values ( ! , ! , ! ) are calculated from shot-noise theory (Daley 703 and Vere-Jones 2007). Introducing the following quantities: 704
36
where !/! is the amount synapses related to pre-synaptic excitatory/inhibitory neurons (we consider a 705 network of N=10000 neurons inside each node of the ring), we obtain the following equations for the 706 voltage moments: 707
The afferent input has the following form: 708
where A is the input amplitude, ( 0 , 0 ) the stimulus location. And H the heaviside function. The spatial 709 extension of the stimuli is 0 = 3.5mm, the time rise 1 = 15ms and the decay time 2 = 90ms. 710
The time delay in between stimulus 1 and stimulus 2 is ! = 100ms (if not stated differently) and the 711 spatial distance ! = 7mm. The VSDI signal is calculated as follows : 712
where ! ! is the average voltage pre-stimuli. 713
714
CUBA model : 715
The current based model is obtained by considering the following synaptic coupling : 716 .
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!"# = ! !"
where ! !" = 0.03 and ! !" = −0.15 are the coupling with excitatory and inhibitory neurons . The 717 rest of the parameters are the same. The voltage of the neurons is calculated accordingly, i.e. 718
Also in this case we use the same methodology to estimate the neurons transfer function as done for 719 the COBA model. 720
721
Different FS gain : 722
In order to modify the gain of FS cells we manually change the transfer function ! ( ! , ! ).In practice, for 723 any ! we calculate the value ! * for which TF changes convexity. This gives us the slope 724 ! = !"(! ! ,! ! ) !! ! ( ! * , ! ) and the maximal value !"# that we estimate calculating F for very high rates 725
(typically ! = 200 ). We then use the following function : 726
where we recall that ! * and ! change in function of ! . This permits us to have a sigmoidal form of the 727 transfer function . In order to change its slope we use a factor that scales the slope which becomes 728 then ! . In Fig. 4 we use equal to 1.2 or 0.8. 729 730 Decoding Model. The algorithm for the decoding model used in Figures 6 and 7 is detailed here. First, 731 the ST data (i.e. space-time matrix) were whitened (i.e. spatially decorrelated and scaled) by applying a 732 ZCA transformation. The whitening matrix was computed from the eigen-decomposition of the 733 covariance matrix of the blank data. Next, the four spatial profiles (blank, stimulus 1, stimulus 2 and joint 734 stimulus 1 and 2) were computed by averaging the corresponding ST response in a 50 ms-window 735 .
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around the time of maximum response and then normalized. The decoding of any ST data (e.g. the 736 observed activity evoked by a 6.6 °/s two stroke apparent motion stimulus "obs" or its linearly predicted 737 pattern "pred") thus consisted in evaluating the likelihood that the spatial profile observed at one point 738 in time of the data ( , )was best correlated with one of the four spatial profiles ! with ∈ {1: 4}). This 739 comes down to calculating the four probability ! ( )of the form: 740
where ! is the averaged standard deviation of the residual activity between ( , ) and ! ( ). 741
Then, we defined the explaining away index as the probability of detecting joint S1&S2 in the observed 742 used the opponent motion energy model developed by (Adelson and Bergen 1985) . Briefly, this model 748 consists of combining quadrature pairs of spatial and temporal filters to obtain oriented spatio-temporal 749 filters (i.e. Gabors) tuned in spatial frequency. The ranges of spatial and temporal frequencies were 750 chosen so that the speed (i.e. FT/FS) of the resulting ST filters varies from 2 to 70 °/s and the scale (i.e. 751 1/FS) from 0.2 to 6 mm. It resulted in 64 (FS,FT) couples representing 8 different speeds and scales. For 752 each couple, we obtained two filters tuned for upward motion and two filters tuned for downward 753 motion. The outputs of quadrature pairs of such filters are then squared and summed to give a phase-754 independent measure of local motion energy for both directions (i.e MEu and MEd values). Lastly, the 755 opponent motion stage computes the difference between the oriented opposite energies (i.e. OME 756 values). Note that before applying the OME model, the ST data were first normalized and passed 757 .
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through a non-linearity to account for the VSD to spike rate transformation as proposed by (Chen, 758 Palmer, and Seidemann 2012): 759
where R SU and R VSDI are respectively the average firing rate and the average normalized VSDI response, k 761 is a constant and N is an exponent. Here we took k = 10 and N = 3.8. 762
Finally, for each ST position on the map, we could extract the velocity of the filter that generated the 763 strongest OME and provide a ST velocity map representation ( Fig. 8C-D) with velocity and amplitude as 764 color hue and color intensity respectively. We then averaged the optimal velocity within a ST region of 765 interest, spatially between S1 and S2's center positions and in time from 10 to 200 ms after stimulus 2 766 onset, to report a single value of filter speed for each AM speed condition ( Fig. 8D-E) . The direction-767 selectivity index is given by: 768
where !"# is to the amplitude of the OME. 770 771
