Abstract. A version of the classical representation theorem for Boolean algebras states that the fields of sets form a variety and that a possible axiomatization is the system of Boolean axioms. An important case for fields of sets occurs when the unit V is a subset of an α-power α U . Beyond the usual set operations union, intersection, and complement, new operations are needed to describe such a field of sets, e.g., the ith cylindrification C i , the constant ijth diagonal D ij , the elementary substitution [i / j] and the transposition [i, j] for all i, j < α restricted to the unit V . Here it is proven that such generalized fields of sets being closed under the above operations form a variety; further, a first order finite scheme axiomatization of this variety is presented. In the proof a crucial role is played by the existence of the operator transposition. The foregoing axiomatization is close to that of finitary polyadic equality algebras (or quasi-polyadic equality algebras).
Introduction
A version of the classical representation theorem for Boolean algebras states that the fields of sets form a variety and that a possible axiomatization of it is the system of the Boolean axioms. An important case for the fields of sets (e.g. in measure theory, probability theory, topology, etc.) occurs when the unit V is a subset of an α-power α U for some given set U and ordinal α, i.e., V consists of a certain set of α-sequences. Beyond the usual set operations union, intersection, and complement, new operations are needed to describe such a field of sets. Such operations are e.g. the ith cylindrification C i , the constant ijth diagonal D ij , the elementary substitution [i / j] and the elementary transposition [i, j] for every i, j < α, restricted to the unit V . Let us consider the extended field of sets which is closed under these operations. As it will be shown the class of these fields coincides with the class Gwp α of polyadic-like set algebras. Then the following natural problems arise: Do these fields form a variety and what, if anything, is known about its axiomatization?
Here we give positive answers to these questions and also present a possible axiomatization. It turns out that the axiomatization of these fields of sets is that of the abstract class finitary polyadic equality algebras (or that of the equivalent class:
quasi-polyadic equality algebras; see [15] ), except for the axiom of commutativity of the single substitutions and cylindrifications. Instead of this axiom the commutativity of single substitutions has to be postulated. The abstract class obtained in this way is called the transposition algebras and denoted by TA α . Our main theorem states: A ∈ TA α if and only if A ∈ IsGwp α , α ≥ 4.
A preliminary part of our theorem is Resek and Thompson's representation theorem (see [11] , 3.2.88 or [2] ). This theorem answers the above questions with the modification that the operation [i, j] is missing. By that theorem, the axiomatization of this class of fields of sets is that of the abstract class of cylindic algebras satisfying the so-called merry-go-round properties and a given weakening (axiom (C4)*) of the axiom of commutativity of cylindrifications (class NA + α ). Ferenczi proved in [9] and [10] that (C4)* is equivalent to the commutativity of single substitutions; further, a possible meaning of the merry-go-round properties is a restricted existence of the abstract transposition operator p ij . Considering the Resek-Thompson theorem and our main theorem together we can establish that in the representability of a cylindric-type algebra by relativized set algebra a crucial role is played by the implicit or explicit existence of the transposition operator.
When Resek and Thompson's theorem was published it was only a conjecture that there was a polyadic version of the theorem as well, but that conjecture had not yet been investigated in detail. The polyadic version is not an immediate consequence of the cylindric one. Finitary polyadic equality algebras (or quasipolyadic equality algebras) are not as close to cylindric algebras as it was earlier believed. With cylindric algebras cannot always be associated a finitary polyadic equality algebra. For example, the substitution operator s τ can be introduced in every finitary polyadic equality algebra for finite τ , but not in every cylindric algebra. To be a cylindric reduct of some finitary polyadic equality algebra is quite a strong assumption for a cylindric algebra. Thus the representation class Gwp α for TA α is simpler than the cylindric representation class D α for NA + α . The main problem, i.e., the axiomatization of the extended fields of sets, can also be approached from the representation theory of universal algebra. Infinite dimensional polyadic algebras (without equality) are representable (see [6] ), but this class is a bit far from classical logic. As is known, neither cylindric algebras nor finitary polyadic equality algebras (quasi-polyadic equality algebras) can, in general, be representable in the usual universal algebraic sense. That is, they cannot be represented as subdirect products of the corresponding set algebras or, equivalently, as fields of sets in Gws α or in Gwsp α (see [11] or [14] ). The results in the present paper seem to have significance because the representation does work if the representation classes are allowed to be the above fields of sets, i.e., so-called relativized set algebras.
In the proof of the Main Theorem (Theorem 3.1) we follow the step-by-step method (see [12] or [2] ) applied, for example, in Andréka and Thompson's proof for the Resek-Thompson theorem (Trans. Amer. Math. Soc., vol. 309, no. 2, here [2] ). For the sake of convenience of the reader in the Appendix we cite the parts of the Andréka-Thompson proof that we need. Thus in the presented proof below the common parts are not repeated, only the differences are emphasized. In our proof we rely on some lemmas whose proofs are rather elementary. In Theorem 3.12 a variant of a consequence of Theorem 3.1 is formulated and an independent proof for it is given. The reader can find a detailed survey on the topic in [4] .
Concepts
First we list some classes of extended fields of sets and then some classes of abstract algebras. Finally, we cite some representation theorems as connections between the concrete and abstract algebras.
The term cylindric-like algebra means that the type of algebra is that of cylindric algebras (see Definition 2.11). Similarly, the term polyadic-like algebra means that the type of algebra is that of transposition algebras (or that of finitary polyadic equality algebras; see Definition 2.13). It often occurs in the literature that the term cylindric-like algebra or polyadic-like algebra is shortened, and the term cylindric algebra or polyadic algebra is merely used.
We list some cylindric extensions of fields of sets (while later some polyadic extensions are listed). The first one is the class Crs α , where the unit V of the field is a subset of α U for some set U and the Boolean part is closed under the relativized cylindrifications C Definition 2.1 (Class Crs α ). An algebra A is a cylindric relativized set algebra of dimension α with unit V if it is of the form 
similar to the definition in cylindric algebras; see (2.3)). We often omit the superscript V from V S i j and write S i j . The transformation τ defined on α is called finite if τ i = i except for finitely many i < α. Sometimes a finite transformation τ is considered to be defined only on a given finite subset of α.
If y ∈ V and τ is any finite transformation on α, then S τ y is defined as y • τ and is often denoted by τ y, for short. If X ∈ A, then S τ X is defined as {y • τ : y ∈ X} and is often denoted by τ X, for short.
Important 
, where V is the unit. 
is an α-dimensional polyadic relativized set algebra if for the cylindric reduct, Rd ca B ∈ Crs α ; further, A is closed under the transposition V S [i, j] .
Remark 2.7. An obvious consequence of the definition is that [i, j] V = V . This latter relation means that y ∈ V if and only if y
With the classes of cylindric set algebras D α and Gw α we can associate the classes of polyadic set algebras Dp α and Gwp α , respectively (the former are the cylindric reducts of Dp α and Gwp α , respectively): 
, where V is the unit.
A known characterization of the class Gwp α is: If V is the unit of an A ∈ Prs α , then A ∈ Gwp α if and only if y ∈ V implies y • τ ∈ V for every finite transformation τ (see [13] , 5.35). Using this property we shall prove that Gwp α = Dp α (Lemma 3.10).
The following is a survey of the classes of set algebras listed above:
cylindric-like set algebras polyadic-like set algebras about the unit V
Among these classes, in the sequel, explicitly only the classes D α and Gwp α (Dp α ) will be used.
Remark 2.10. We note that lower cases are used for denoting classes of set algebras (except for the first character), while upper cases are used for denoting classes of abstract algebras (i.e. axiomatically defined algebras). Further, upper cases are used for operations defined on set algebras, while lower cases are used for operations defined on abstract algebras. Now we list some classes of abstract algebras. First we define cylindric-like abstract algebras (while later polyadic-like abstract algebras are listed): Definition 2.11 (Class CA α ). A Boolean algebra A, +, ·, −, 0, 1 enriched with a set of additional unary operations c i (i < α) and constants d ij (i, j < α), where α is a fixed ordinal, is said to be a cylindric algebra A of dimension α (A ∈ CA α ) if it satisfies the following axioms:
In cylindric algebras, as it is known, the substitution operator s j m is a unary operation introduced as follows: 
The cylindric axiom (C4) proved to be a quite strong property. In the following axiomatizations, instead of (C4), a weaker property is assumed. Further, the MGR axioms will be postulated. In [10] it is proven that the MGR axioms mean the existence of an operator "weak transposition" (or "partial transposition"). So by Resek-Thompson theorem (see (2.9)), the existence of such an operator yields representability by relativized set algebras. Definition 2.12 (Class F α ). If the cylindric axiom (C4) is replaced by the commutativity of the single substitutions, i.e., by the property
∈ {k, m}, and further, if the MGR properties are postulated as axioms, then the axiomatization of the class F α is obtained (see [9] ).
A version of the axiomatization of the class F α is that of the class NA
, j} is postulated instead of (C4) (see [2] ) in addition to the MGR axioms.
The inclusion
α is true for these algebras. Then we define some polyadic-like abstract algebras. We assume the knowledge of the concepts of polyadic equality and quasi-polyadic equality algebras (see [11] , p. 266).
The so-called finitary polyadic equality algebras, i.e., the class FPEA α , is termdefinitionally equivalent to the quasi-polyadic equality algebras (see [15] , Theorem 1). The axiomatization of FPEA α and that of the class TA α to be introduced are different in only one axiom of FPEA α , the axiom 
* is obviously a weakening of (F5). The operators c i , s i j and p ij (i, j < α) are the (abstract) cylindrification, substitution and transposition operators, respectively.
The inclusion Gwp α ⊂ TA α is valid (see Lemma 3.2).
We consider as known the concept of the substitution operator s τ defined for any finite transformation τ on α. s τ is an undefined (basic) concept in quasi-polyadic equality algebras. But it is easy to see that s τ can be introduced uniquely in FPEA α or in TA α , too. The existence of such an s τ follows from the proof of Theorem 1 (ii) in [15] , namely, it is easy to check that the proof works by supposing (F5) * instead of (F5) (e.g. the inequality s (16) on p. 553 follows easily from the TA α axioms).
Throughout this paper we assume that the polyadic-like algebras occurring here are equipped with the operator s τ , where τ is finite. Further, s τ is assumed to have the following properties for arbitrary finite transformations τ and λ and ordinals i, j < α (by [15] , p. 547):
.
The following is a survey of the classes of abstract algebras listed above:
cylindric-like abstract algebras property commutativity
In F α and NA + α the MGR properties are assumed, while in CA α there is no MGR.
polyadic-like abstract algebras
property commutativity
We note that in the sequel only the classes F α (NA + α ) and TA α are used from the tables above.
Completing this section we remind the reader of a representation theorem, the Resek-Thompson-Ferenczi theorem:
where α ≥ 4 (see [9] As regards the representation theory of cylindric-like or polyadic-like algebras by relativized set algebras, see e.g., the references [2] , [3] , [4] , [8] , [9] , [10] , [13] . The references [1] , [5] , [6] , [7] , [12] , [14] , [15] , [16] are related indirectly to the topic or are related to the applications.
Results

Theorem 3.1 (Main Theorem). A ∈ TA α if and only if
Notice that Gwp α is a canonical variety (see [13] , 2.69). The theorem is valid for finite α's, while, in general, the classical representation theorems are not. The following lemma states the easy part of the theorem:
Proof. We assume that A ∈ Gwp α , and we have to check the axioms (F1)-(F11). As examples we check the axioms (F4), (F9) and (F10):
In proving the other part of our Main Theorem we apply the so-called step-bystep method (or iteration method; see [12] ) to construct the suitable representation. The published proof of the Resek-Thompson theorem is due to Andréka and Thompson (see [2] ). We are going to follow Andréka and Thompson's proof, modifying it in accordance with the polyadic type of the algebras, and we assure some additional requirements. We are going to emphasize the differences and the common features of the two proofs. In order to make the checking of the proof easier the critical parts of Andréka and Thompson's proof are quoted in the Appendix.
First, let us consider the framework of Andréka and Thompson's proof (see Part 1 in the Appendix). On the modification of that framework:
The only necessary change is that a property (vi) is needed which states the preservation of the operation p ij . By (2.7) p ij may be considered as s [i, j] . We are going to use s [i, j] rather than p ij . So we have to prove:
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We are going to prove the following more general property:
where σ is an arbitrary finite permutation on α.
We note that the original representation is complete (see (A.1)); this will be transmitted to our construction, too.
The next part of the original proof is the definition of the 0th step, i.e., the definition of the function rep 0 (see Part 2 in the Appendix).
We have to essentially change the definition of rep 0 to handle property (vi) . First, as a preparation, we introduce two equivalence relations: 1. Let a be an arbitrary fixed atom. The definition of the relation ≡ a (≡, for short) on α is
≡ is an equivalence relation. For example, if i ≡ j and
Replacing c i a for x in (C7) * and changing i and j, we get that Let us choose and fix representative points for the equivalence classes concerning ∼ and let Rp denote this fixed set of representative points.
We define the function rep 0 : By (3.5), (3.10) is equivalent to
We show that the left-hand side of (3.11) is a subset of the right-hand side, and conversely. Assume that S τ f c ∈ {S τ 1 f c : s Taking into consideration (3.6) we get that
i.e., S σ S τ 1 f c = S η S τ 2 f c for some finite permutations τ 1 and τ 2 . This latter equality is equivalent to f c = S τ
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use where β is an arbitrary finite permutation on α.
We remind the reader that every finite permutation β can be formulated as a composition of finitely many cyclic permutations. Further, a cyclic permutation δ of length n can be formulated as a composition
of transpositions, where δ n i = i. This obviously implies that every finite permutation β can be formulated as finitely many compositions of transpositions of the form [j, βj]. To prove (3.13) let us decompose β in this form:
Here β is an arbitrary finite permutation, so we can write that (f c ) βi = (f c ) i for arbitrary j < α and permutation β. This latter is equivalent to (f c ) βj = (f c ) j . This means that (j, βj) ∈ ker(f ). The property a) in (A.3), i.e., Ker(c) = ker(f c ), implies that (j, βj) ∈ Ker(c). (3.3) implies that j ≡ βj, i.e., (3.15) s [j, βj] c = c for every j < α. Applying (3.14) we get that
Using (3.15) step by step we get that
and (3.13) is proven. Applying (3.13) to the transformation γ we get a contradiction, and we are ready.
Assume that a = s σ c for some c ∈ Rp. Then the condition a ≤ d ij is of the form s σ c ≤ d ij . By (3.6) we have to prove that
Let us consider the following equivalences: Indirectly, assume that
This means that there exists a g ∈ rep 0 (b) for which g i u ∈ rep 0 (a) for some u. By (3.6), this means that g = S η S τ 2 f c for some τ 2 and g
Let us consider the decomposition of β −1 being analogous with (3.14):
where k m = δi can be assumed without loss of generality. Similar to (3.16) we get that
By definition of β, β
Applying s η•τ 2 to this equality we get that
The second equality follows from
on α and from the property s τ •λ = s τ • s λ in (2.7), applying it to both sides.
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use Notice that a = s [m, i] b, a = b, and Lemma 3.6 imply that
Further, the (indirect) condition in (3.20) is of the form
Then on the one hand, there exists a g
On the other hand, both g and h are elements of rep(b), so (3.5) implies that both of them are finite permutations of the representative sequence f c . Therefore they are finite permutations of each other, too. For example, let h = S τ g be for some finite permutation τ . Hence if τ k = i for some k < α, then g k = w. For the sake of simplicity let us consider here the finite permutation τ to be defined on some finite subset of α.
Let us denote g i and g m by u and v, so
for every j / ∈ {i, m}. We state that the expected finite permutation τ between the sequences g and h, having the above properties, cannot exist.
We will now discuss the problem. First notice that u = v.
, and this contradicts (3.26). For a similar reason, u = w.
First, let us consider the case v = w. We show that this case is impossible. Assume that τ m = t for some t < α. Then h t = v, v / ∈ {u, w}, imply that t / ∈ {i, m}, and h t = v and g t = h t imply that g t = v by (3.27). Assume that τ t = p for some p < α. u = v and the τ is finite permutation, therefore p / ∈ {i, m, t}. Similar to the previous step we get that g p = h p = v. τ is a finite permutation, so there are only finitely many n j and q j for which τ n j = q j and g n j = h q j = g q j = v. Let q n be the last q j with this property in this sequence. τ is a permutation, so
We get a contradiction, so the original proposition is true.
Notice that in the 0th step, similar to the original proof, the condition a·c
In the original construction, induction and the step-by-step technique are applied. Notice that the foregoing representation class is elementary; therefore we would not lose any generality if the algebra is assumed to be countable. But this does not imply an essential simplification of the proof; we consider the original proof as the standard one.
As regards the (n + 1)th step of the proof, i.e., the definition of the function rep n+1 , let us consider Andréka and Thompson's proof again (see Part 3 in the Appendix). The modified construction is:
In order to assure the validity of property (vi) in (3.1), we modify the original construction. Here we consider equivalence classes of triples instead of single triples. From the point of view of the original proof this means that we classify the single triples according to an equivalence relation to be introduced.
The original construction uses an arbitrary fixed free transfinite enumeration of the (a, b, i) triples, where a, b ∈ AtA, i < α. In contrast with this we are going to assume certain restrictions for this enumeration, the triples will be classified in a sense. The function rep n will be defined in accordance with this classification. Beyond this little change we do not change the original procedure, so the original proof works. We shall prove that property (vi) in (3.1) is preserved in every step.
Let us consider the following relation ≈ on R:
for some permutation σ. ≈ is obviously an equivalence relation. Let us fix representative points in the equivalence classes and denote R the class of the representative points.
We note that the relation ≈ preserves the inequalities a ≤ c i b and 
This argument is symmetrical. The second property is trivial. Now we are ready to define a special enumeration of R. If p ∈ R , then let R p be the members of the ≈ -equivalence class with representative point p. So R obviously equals the union of the sets R p (r ∈ R ).
Let us fix an ordering ≤ * of R and fix the following lexicographic extension of ≤ * to R:
Let ρ be an ordinal and let r : ρ → R be an enumeration of R such that r preserves the lexicographic ordering ≤ * and for all n ∈ ρ and (a, b, i) ∈ R there is an m ∈ ρ, m > n, such that r(m) = (a, b, i). Such ρ and r clearly exist. Now the definition of the function rep n+1 is: Assume that n is a successor ordinal. We are going to define rep n+1 for this case. Let the case of the limit ordinal and the general definition of the function rep be the same as the original one in (A.7) and (A.8).
For the representative point p = (a, b, i) (p ∈ R ) let the definition of rep n+1 be the same as the original one, and so be the same as the one included in (A.4), (A.5) or (A.6), depending on the cases discussed there.
Then we extend the definition of rep n+1 for the members of the equivalence class including the respective representative points depending on the cases included in the original definition. The motivation of these definitions is that ≈ preserves the respective inequalities (see (3.29) (a 1 , b 1 , i 1 ) for which (a 1 , b 1 , i 1 ) ≈ (a, b, i) .
where u h is the constant in (A.6) and h denotes the sequence Proof. We prove that if rep n (s σ e) = S σ rep n (e) for every e ∈ AtA, then
for every e ∈ AtA and successor ordinal n. If this implication is proven, then by the definition in (A.7) and the induction condition, (3.35) is true for every ordinal n. From this and from (3.6) we get that rep(s σ e) = S σ rep(e) for every e ∈ AtA, i.e., the proposition of the lemma is true.
In for any permutation σ. Let us consider the left-hand side of (3.36):
For the right-hand side of (3.36):
Comparing the above reformulations of the left-and right-hand sides it is sufficient to prove that
To prove (3.37), first let us consider the left-hand side. We show that for any finite permutation β the following is true:
So (3.38) is true. Now let us consider (3.37). On the one hand,
applying (3.38) for β = α. On the other hand,
applying (3.38) for β = τ . Therefore (3.37), so (3.36) is proven.
Similar to the above arguments, considering the definition in (3.34) instead of (3.33), we have to prove the following equality rather than (3.37):
We can prove the following equality (which is analogous to (3.38)) for an arbitrary finite permutation β:
where u h is the constant in (A.6) and h denotes S β −1 g. Namely, let us apply the same argument as in the proof of (3.38), but in (3.40) let us use
The proof of (3.41):
applying (3.42) for β = τ. Therefore (3.41), so (3.36) is proven. Proof. In [9] it is proven that (F5) * and (C4) * are equivalent under the other F α axioms. Andréka and Thompson proved that there is an isomorphism, denoted by rep , between the algebra Rd ca A and some algebra B ∈ D α . We proved in Lemma 3.9 that this isomorphism preserves the operations s σ for any finite permutations σ on α. Therefore B can be considered as an algebra B in Dp α . Lemma 3.10 implies that B ∈ Gwp α . So rep is an isomorphism between A and a B ∈ Gwp α . Recall that algebras in FPEA α are definitionally equivalent to quasi-polyadic equality algebras (see [15] ).
Gw α is the class {Rd ca B : B ∈ Gwp α }, by definition, where Rd ca A denotes the reduct of A of cylindric type (see [11] , p. 226). The following claim obviously follows from Theorem 3.1:
Corollary. If A ∈ TA α , then Rd ca A ∈ Is Gw α , α ≥ 4.
To formulate the following theorem we need a definition: Definition 3.11 (Class G α ). A set algebra A in Crs α is in G α if there are sets U k , k ∈ K, such that V = k∈K α U k , where V is the unit (see [3] ).
This class is closely related to the important cylindric algebra class, generalized cylindric set algebras Gs α , where the sets U k 's are required to be disjoint.
The following theorem is a consequence of the Corollary, making use of the equality Gw α = G α if α is finite. But below we give a proof which is independent of the proof of Theorem 3.1. Then the function rep 0 satisfies conditions (i), (ii), (iv) and (v), but it does not satisfy condition (iii). Below, we shall make condition (iii) become true step by step, and later we shall check that conditions (i), (ii), (iv), (v) remain true in each step.
Part 3. Citation concerning the (n + 1)th step, i.e., about the definition of the function rep n+1 .
Let R = AtA × AtA × α, ρ be an ordinal and let r : ρ → R be an enumeration of R such that for all n ∈ ρ and ∈ (a, b, i) ∈ R there is m ∈ ρ, m > n such that r(m) = (a, b, i). Such ρ and r clearly exist.
Assume that n ∈ ρ and rep n : AtA → {X : X ⊆ V } is already defined, where V is a set of α-sequences. We define rep n+1 : AtA → {X : X ⊆ V } , where V is a set of α-sequences. 
