Recent work has sought to describe the time-course of spoken word recognition, from initial acoustic cue encoding through lexical activation, and identify cortical areas involved in each stage of analysis. However, existing methods are limited in either temporal or spatial resolution, and as a result, have only provided partial answers to the question of how listeners encode acoustic information in speech. We present data from an experiment using a novel neuroimaging method, fast optical imaging, to directly assess the time-course of speech perception, providing non-invasive measurement of speech sound representations, localized to specific cortical areas. We find that listeners encode speech in terms of continuous acoustic cues at early stages of processing (ca. 96 ms post-stimulus onset), and begin activating phonological category representations rapidly (ca. 144 ms poststimulus). Moreover, cue-based representations are widespread in the brain and overlap in time with graded category-based representations, suggesting that spoken word recognition involves simultaneous activation of both continuous acoustic cues and phonological categories.
Introduction
A long-standing issue in language processing concerns the nature of representations used by the brain to perceive speech. Debate continues about whether perception is based on continuous acoustic cues (Pisoni & Tash, 1974; Toscano, McMurray, Dennhardt, & Luck, 2010) , discrete phonemes (Liberman, Harris, Hoffman, & Griffith, 1957; Chang et al., 2010) , or other representations (e.g., auditory contrasts, Diehl, Lotto, & Holt, 2004; articulatory gestures, Viswanathan, Fowler, & Magnuson, 2009 ). For example, in English, the discrete phonemic categories of /b/ and /p/ are distinguished by several continuous acoustic cues, including voice onset time (VOT 1 ; Lisker & Abramson, 1964; Fig. 1A) . In order to accurately recognize speech, listeners must map these cues from the speech signal onto phoneme categories. The question addressed here concerns when and where cue-and category-level representations are each used during spoken language processing. This issue is central to an early hypothesis about speech perception, known as categorical perception (Liberman et al., 1957) -the idea that listeners only perceive speech in terms of discrete units, assessed behaviorally by showing that listeners' category boundaries along an acoustic continuum (obtained in an identification/labeling task) align with the peak of their discrimination function for those sounds. Categorical perception was proposed, in part, to explain human listeners' remarkable ability to recognize speech sounds, which seems to differ from their ability to recognize other sounds and from the auditory abilities of non-human animals. However, the debate over the original categorical perception hypothesis is largely settled: Listeners are indeed sensitive to graded differences within phonetic categories, contrary to early proposals (Pisoni & Tash, 1974; Massaro & Cohen, 1983; Miller, 1997; McMurray, Tanenhaus, & Aslin, 2002; Toscano et al., 2010) . Moreover, sensitivity to continuous cues is critical for accurate speech perception, as it allows listeners to overcome contextual variability (McMurray & Jongman, 2011) . Thus, at minimum, within-category phoneme differences are preserved in the brain in some form. However, it is unclear when during processing phonological categories play a role, and whether such representations coexist with cue-level representations. Do listeners represent speech in terms of acoustic cues early in perception? Or are sounds immediately encoded as categories (either graded or discrete)? Answering these questions is critical not only for our understanding of the mechanisms underlying language comprehension, but also for the development of computer-based speech recognition systems that mimic processes used by humans (Scharenborg, 2007) and for evaluating neurobiological models of spoken language processing (Hickok & Poeppel, 2007; Scott & Johnsrude, 2003) .
Cue-vs. category-based representations
Behavioral experiments have been unable to determine whether the brain encodes acoustic cues independently of phonemes, since behavioral responses reflect both early perceptual processing and later categorization stages. More importantly, they provide only indirect information about the time-course of speech perception. If the brain encodes continuous cues, how and when are these representations used in identifying phonemes? Are both types of representations maintained in different cortical areas simultaneously? These questions relate to a larger debate about whether language processing is inherently a serial or a parallel process (Trueswell, Tanenhaus, & Garnsey, 1994) , and distinguishing these models requires us to examine how speech sounds are represented during perception.
Recently, speech researchers have turned to neurophysiological measures, primarily using functional MRI (fMRI) and event-related potential (ERP) techniques, and several neurobiological models of speech perception have been based on such data. However, both techniques have inherent limitations that prevent us from simultaneously measuring the early time-course of speech perception and localizing the brain regions involved. fMRI can identify brain areas that are engaged when processing lexical and phonological information, as well as sub-phonemic differences (Myers, Blumstein, Walsh, & Eliassen, 2009; Blumstein, Myers, & Rissman, 2005) , but because it relies on hemodynamic responses, this approach has limited temporal resolution, making it impossible to distinguish early perceptual encoding from later-occurring processes. In contrast, the ERP technique has excellent temporal resolution, allowing us to demonstrate that early sensory components such as the auditory N1 vary with continuous acoustic cues but not phonological categories (Toscano et al., 2010) . However, it is unclear where these responses are generated in the brain (Picton, Hillyard, Krausz, & Galambos, 1974; Giard et al., 1994) . It is also difficult to separate contributions of multiple sources (which may encode different types of information) in scalp-recorded EEG, and therefore, to determine whether different types of representations may simultaneously co-exist in the brain. As VOT values increase, listeners are more likely to report a voiceless (/p/) percept. Spectrograms show onsets of stimuli used in the experiment, with the period of aspiration at onset (which determines the VOT) highlighted. (B) The actual behavioral response functions obtained from listeners in the experiment. Note that, for each listener, a pre-test was conducted so that stimuli were centered on their category boundary (50% point) ± 10 ms VOT. (C) Locations of infrared sources (red) and detectors (blue) on the scalp (top), and heat map showing average cortical coverage obtained from the montage across the participants in the experiment (bottom). Hot colors represent areas for which the optical montage provided greatest sensitivity (i.e., the greatest number of overlapping paths from source-detector pairs). The montage provided good coverage over the ROIs used in the study. (D) Grand average ERP waveforms at Fz as a function of VOT relative to each listeners' category boundary (relative VOT). (E) Mean N1 amplitude (mean voltage at Fz from 100 to 150 ms post-stimulus, chosen to capture the N1 and minimize overlap with the P2; cf. Toscano et al., 2010) as a function of relative VOT. As VOT increased, N1 amplitude decreased. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.) Thus, neither method provides both the temporal and spatial resolution needed to effectively study the time-course of speech perception, and existing studies have not resolved this issue. MEG offers a potential alternative (Frye et al., 2007; Phillips, Pellathy, Marantz, & Yellin, 2000; Obleser, Lahiri, & Eulitz, 2003) , but this technique is not widely available and still suffers from the inverse problem that prevents accurate source localization of scalp EEG (de Peralta-Menendez & Gonzalez-Andino, 1998) . Intracranial EEG recording (or electrocorticography, ECOG; Chang et al., 2010 ) provides a promising solution, but its use is limited to studies with small groups of surgical patients. Moreover, these experiments have found inconsistent results with regard to whether or not different cortical areas are sensitive to continuous cues (Chang et al., 2010; Nourski et al., 2014 Nourski et al., , 2015 Pasley et al., 2012) , partly because they have either focused on identifying categorical responses (e.g., Chang et al., 2010 , which used techniques such as K-means clustering, though the data may show evidence of both continuous and categorical effects) or have relied on continuous (i.e., connected) speech (Mesgarani, Cheung, Johnson, & Chang, 2014) , which while more natural, lacks the level of stimulus control needed to separate cue-and category-based representations. Overall, it is unclear based on the existing ECOG literature whether listeners are sensitive to continuous cues or only higher-level categories.
Temporal and spatial localization of speech sound representations
Despite the limitations of existing methods, preliminary hypotheses may be generated based on previous studies. First, several experiments have used ERP and MEG techniques to assess early perceptual responses, such as the auditory N1, as well as measures of auditory discrimination, such as the mismatch negativity (MMN). Findings from these studies, however, have been mixed. Several have investigated within vs. between category phonetic discrimination using the MMN (or its magnetic equivalent), with some showing differences for withincategory contrasts (Joanisse, Robertson, & Newman, 2007; Sharma, Kraus, McGee, Carrell, & Nicol, 1993) and others showing effects only for between-category distinctions (Dehaene-Lambertz, 1997; Phillips et al., 2000) .
Other studies have examined changes in the auditory N1 as a function of differences along specific acoustic cue continua, providing more direct measures of cue-level encoding. Early work using this approach suggested that speech sounds are encoded categorically (Sharma & Dorman, 1999) , but later work found evidence that the N1 (and its magnetic equivalent) tracks continuous changes along acoustic dimensions, with no evidence of category-level effects (discrete or otherwise; Frye et al., 2007; Toscano et al., 2010) . Recent work has also investigated ERP responses in connected speech. However, these studies have focused on distinguishing phoneme categories by collapsing across individual speech sounds within a category, rather than assessing encoding of specific acoustic cues (Khalighinejad, da Silva, & Mesgarani, 2017 ; see also ECOG data from Mesgarani et al., 2014) or have found evidence for sensitivity to both fine-grained acoustic differences and higher-level phonological categories (Di Liberto, O'Sullivan, & Lalor, 2015) . Thus, overall, results from ERP and MEG studies are mixed, with some experiments suggesting that listeners are sensitive to within-category differences, encoding this information in terms of continuous acoustic cues or as graded phonetic categories; and others suggesting that listeners are insensitive to within-category differences, encoding speech sounds in terms of discrete differences along acoustic dimensions or as discrete categories.
fMRI studies have provided information about where in the brain these responses are generated, and several have investigated the question of whether listeners are sensitive to within-category phonetic differences for sounds varying along acoustic continua. These studies suggest that listeners are sensitive to graded differences within phonetic categories in IFG (Blumstein et al., 2005) and STG (Myers et al., 2009 ).
Moreover, there is evidence for representations that are insensitive to within-category differences in IFS (Myers et al., 2009 ). Thus, listeners may represent speech sounds differently in different cortical areas (as either graded or discrete categories). Note, however, that these studies have examined differences relative to phonological categories; it is unclear whether cue-level representations themselves (cf. Toscano et al., 2010) are graded or discrete in these cortical areas.
Finally, studies using intracranial EEG offer the opportunity to study the time-course of speech processing and localize this information to specific cortical areas simultaneously (albeit in a small number of surgical patients). Several of these studies have suggested evidence for categorical speech sound encoding in posterior STG (pSTG; Chang et al., 2010; Mesgarani et al., 2014) . However, these studies have focused specifically on whether or not pSTG encodes between-category differences, and thus, do not establish whether effects are graded within categories. Other ECOG studies have suggested fine-grained encoding of speech sounds in pSTG, even sufficient to reconstruct acoustic representations from the intracranial data (Pasley et al., 2012) . Thus, pSTG may indeed encode within-category differences, as suggested by fMRI data (Myers et al., 2009 ), but it is unclear whether these responses track changes along acoustic cue dimensions or only differences relative to phonological category structure.
Summary and open questions
Together, the studies above suggest that both graded and discrete representations of speech sounds may exist in different cortical areas, particularly STG (evidence for both graded and discrete categories) and IFG (graded categories). Experiments examining the early time-course of processing using ERP and MEG techniques are mixed, with some suggesting that listeners encode discrete differences along acoustic dimensions, and others showing continuous changes in brain responses as a function of differences along continua.
What is missing from these data, however, is information about the time-course of processing for both cue-and category-based representations, localized to specific cortical areas. It is unclear when and where cue-level representations (i.e., responses tracking changes along continuous acoustic dimensions) and category-level representations (responses relative to phonological category boundaries) are found, and whether such responses are graded or discrete at early stages of processing. Previous work has not examined both types of representations with sufficient spatial and temporal resolution to address this issue.
Approach of the study
We use a novel neuroimaging technique-fast optical imaging (or, the event-related optical signal; EROS)-to overcome this problem. This method is non-invasive and provides good temporal and spatial resolution simultaneously (Gratton & Fabiani, 2001 ). Near-infrared light is used to measure activity-related changes in the light-scattering properties of cortical neurons. Because EROS measures neuronal activity, rather than hemodynamic responses, it provides good temporal resolution. Moreover, because the diffusion of near-infrared light across the brain is quite limited, the signal is highly localized (1 cm or less) and thus provides good spatial resolution (Gratton & Fabiani, 2003) . This approach has been experimentally validated by showing that single pulse TMS results in the immediate (latency < 8 ms) elicitation of EROS responses in the stimulated region, as well as delayed (by 40-50 ms) activity in connected areas (Parks et al., 2012 (Parks et al., , 2015 . As an example of the information that can be provided by this novel approach, Tse, Low, Fabiani, and Gratton (2012) used EROS to show that different kinds of contingency rules can be represented in different brain regions and accessed in rapid succession.
Here we intend to use EROS as a way to both examine the timecourse of speech perception and identify cortical areas that respond to cue-and category-level differences. Furthermore, EEG can be measured simultaneously with EROS (Gratton et al., 1997) , so established ERP effects can be replicated and linked with simultaneously-occurring EROS data. We used the EROS technique to ask (1) whether early representations of speech sounds are graded or discrete, (2) when during processing listeners begin to encode sounds in terms of phonological categories, and (3) whether these two types of responses overlap in time.
Method

Design
Participants heard synthesized stimuli varying in VOT between /b/ and /p/, embedded in the words beach and peach, and identified which word they heard ( Fig. 1A and B) . The continuum was centered on each subject's category boundary (determined in a prior testing session; see Procedure below), plus VOT values 5 and 10 ms above and below the boundary (a total of five VOTs). Three hundred repetitions of each stimulus were presented. Optical data were collected using 40 nearinfrared (830 nm) sources and 24 detectors with a 24-ms sampling period. These data were coregistered with structural MRIs for each subject, and event-locked averages were created with a 240-ms baseline.
Subjects
Twelve young adults (six women, mean age 23) were recruited from the University of Illinois at Urbana-Champaign community in accordance with UIUC IRB protocols, provided informed consent, and were compensated $15 per hour. Subjects reported being native English speakers, having normal hearing, normal or corrected-to-normal vision, and no known history of neurological deficits. All participants were right-handed.
Procedure
The experiment was conducted over the course of three sessions. In the first session, participants listened to synthesized versions of the words beach and peach, varying in VOT along a 9-step acoustic continuum from 0 to 40 ms VOT, in 5-ms steps (the same beach-peach continuum used by Toscano et al., 2010) . Subjects were first presented with three repetitions of each endpoint in random order with the corresponding response option (left vs. right) displayed on the computer screen. Response order was counterbalanced across subjects, with half of the participants making a left response for /b/ stimuli and half making a left response for /p/ stimuli (the same response mappings were used during the EROS/EEG session).
Next, subjects completed a practice block where they heard the continuum endpoints (each presented randomly 10 times) and received feedback about whether they identified them correctly. Participants needed to reach a criterion of 85% correct before moving on to the test blocks (typically, they reached criterion on the first attempt). The test blocks consisted of a two-alternative forced choice (2AFC) task in which they identified whether the initial sound was a /b/ or a /p/. Each stimulus was presented 20 times in random order (180 trials total). These data were used to assess each listener's category boundary along the /b/-/p/ continuum, which determined which stimuli were used in the EROS recording session (see Data Analysis section below). The session took approximately 30-60 min to complete.
In the second session, a structural MRI was obtained for each participant. This MRI was used during data analysis to co-register the optical data in order to more accurately determine locations of cortical activity in each participant (see EROS Recording below). This session took approximately 15-30 min to complete.
In the final session, subjects performed the same 2AFC task from the first session, except that they heard only five different stimuli along the /b/-/p/ continuum, with VOT values centered on their individual category boundary (e.g., a listener with a category boundary of 20 ms heard stimuli with VOTs of 10, 15, 20, 25, and 30 ms). Each stimulus was repeated 300 times, for a total of 1500 trials.
2 Trials were divided into 20 blocks of 75 stimuli, with each block including 15 repetitions of each stimulus presented in random order. Subjects were given an opportunity to take a break after each block. This session took 4-5 h to complete (including setup time for the EEG and EROS recording).
EEG recording
During the last session, ERP and EROS data were recorded simultaneously while the subject completed the task. EEG responses were recorded using a Brain Products BrainAmp MR EEG amplifier with electrodes located at three midline sites: Fz, Cz, and Pz. Horizontal and vertical electrooculograms were also recorded to identify eye-movement artifacts during offline analysis. EEG was referenced to the left mastoid online, and re-referenced to the average of the left and right mastoids offline. Electrode impedance was < 5 kΩ, and data were recorded at a sampling rate of 1000 Hz. Due to equipment problems, usable EEG data was not obtained during the EROS session for five participants. These participants returned for an additional session, in which they completed either 375 trials (75 repetitions of each stimulus; four subjects) or 1200 trials (240 repetitions; one subject) while EEG (but not EROS) was recorded.
EROS recording
EROS responses were measured using an Imagent frequency-domain oximeter system (ISS, Inc., Champaign, IL). Light was delivered with a set of 40 830-nm laser sources connected via fiber optic cables to a cap worn by the subject. Light refracted through the head was carried through another set of fiber optic cables to 24 photo-multiplier tubes, modulated at 110.003125 MHz, creating a 3125-Hz cross-correlation frequency.
The array of source-detector pairs created a set of 360 channels, based on the pairing of each of the 24 detectors with 15 of the 40 infrared sources. Sources were grouped into sets of 15, multiplexed at a sampling rate of 41.67 Hz. Sources from the opposite side of the head were multiplexed together (i.e., two sources at homologous locations on the left and on the right were illuminated simultaneously), since sources on the left could not contribute to light detected on the right and vice versa. This allowed for a full sweep through the set of sources every 24 ms. 3 The cap worn by the subject was designed to sample as densely as possible over the left and right temporal and frontal lobes, allowing us to examine our two main regions of interest (ROIs): left PT/ pSTG and left IFG, two of the areas reported to be involved in spoken word recognition. The montage of sources and detectors, and the voxels covered by this montage, are shown in Fig. 1C . Optical data were co-registered with a structural MRI for each subject in order to localize EROS activity. During the MRI recording session, T1-weighted anatomical (MPRAGE) MRIs were obtained using a 3 T Magnetom Allegra Headscanner (Siemens, New York, NY). The preauricular points and nasion were marked with vitamin E pills during the scan. During the EROS recording session, scalp locations of sources and detectors, along with the preauricular points, nasion, and 150 scalp locations were mapped using a Polaris Vicra infrared digitization system (NDI, Waterloo, Ontario, Canada). These data were co-registered with the MRI using a fitting procedure based on the locations of the scalp and fiducial points (Whalen, Maclin, Fabiani, & Gratton, 2007) . Finally, co-registered data were transformed to Talairach space (Talairach & Tournoux, 1988 ) for analysis.
Data analysis
The dependent variable for the optical data was the relative phase delay of the modulated light measured at the detectors. Voxel activity was computed by averaging the phase delay of light pulses for sourcedetector channels whose paths pass through that voxel. Data were adjusted to account for phase wrapping, normalized, corrected for hemodynamic artifacts (i.e., pulse correction; Gratton & Corballis, 1995) , and bandpass filtered to remove frequencies < 1 Hz and > 10 Hz. Channels with highly variable phase measurements (> 132 ps, indicating poor measurements from those channels) and channels with source-detector distances < 20 mm or > 45 mm (i.e., distances that would not lead to cortical activity detection) were excluded from analysis.
Event-related averages with a 240-ms baseline preceding stimulus onset were created for each condition for each subject. Averages from each channel were combined with the co-registered anatomical data to determine relative phase delay in 2.5-mm 3 voxels. The light path between a source and detector was estimated assuming a homogenous medium with equivalent optical properties throughout (absorption coefficient μ a = 0.01 mm
and reduced scattering coefficient μ s = 1.5 mm
−1
). Phase delays in voxels with overlapping paths from multiple source-detector pairs were computed by taking the average of the overlapping channels.
Statistical analyses were performed within each ROI by fitting functions to the z-score transformed phase delay at each voxel, with stimuli coded in terms of VOT distance from each subject's category boundary (i.e., relative VOT). Separate functions were fit to identify cue-level and category-level effects. A cue-level (i.e., continuous, noncategorical) effect would be indicated by a linear trend across the VOT continuum (with maximal phase delay at either the voiced or voiceless endpoint; directionality of the effect is not theoretically meaningful, as it presumably reflects the orientation of the neural populations encoding this information). Thus, a linear function was fit to the subject's data to identify cue-level effects.
Category-level effects could be measured in multiple ways, such as multi-dimensional scaling (e.g., Chang et al., 2010; Khalighinejad et al., 2017) . The approach we adopted here corresponds closely with the method used to identify cue-level responses. Specifically, to identify category-level effects, we examine responses relative to listeners' category boundaries, similar to estimates obtained via category goodness ratings (Miller, 1997) or reaction times (Pisoni & Tash, 1974) . These responses would correspond to patterns where either the midpoint of the continuum (i.e., the subject's category boundary) had a maximal phase-delay (an ambiguous-maximal response), or where the two endpoints had maximal phase-delay (an endpoint-maximal response). These patterns were measured by fitting quadratic functions with a midpoint fixed at the VOT category boundary.
Note that this is not taken to be a measure corresponding directly to the listener's behavioral categorization responses. A sigmoid with an inflection point at the listener's category boundary would be the corresponding function for that and would measure something different from the quadratic model. However, this would be similar to a linear response, making it difficult to distinguish between cue-and categorylevel representations. Because of this, we did not want to rely on a sigmoidal response as a strong indicator of a category-level effect. A non-monotonic quadratic effect, however, can only be indicative of category-level information. Thus, we focus on quadratic effects centered on listeners' category boundaries as a strong test of categorybased responses. Schematic functions for each type of effect are shown in the Fig. 2A and Fig. 3A .
At each time point from 72 to 264 ms after stimulus onset (9 time points), the voxel with the maximum phase delay in each ROI was identified, and t-tests were performed to determine whether the fit to either function deviated from zero at that time, indicating effects of either cue encoding (a significant linear trend) or category processing (a significant quadratic trend). Corrections for multiple comparisons were made based on random field theory, using methods previously applied to EROS data (Gratton, 2000) .
EEG data were analyzed using the EEGLAB (Delorme & Makeig, 2004) and ERPLAB (Lopez-Calderon & Luck, 2014) toolboxes in MA-TLAB. ERP waveforms were created, time-locked to stimulus onsets with a pre-stimulus baseline of 200 ms. Peak-to-peak artifact rejection (150 µV threshold) was used to remove trials containing oculomotor and other artifacts; data from two participants were excluded from the ERP analysis due to a high number of artifacts (> 50% of the trials). Mean N1 amplitude as a function of VOT was calculated as the average voltage from 100 to 150 ms for electrode Fz. Statistical analyses were performed using linear mixed-effects models (Barr, Levy, Scheepers, & Tily, 2013) with N1 amplitude as the dependent measure, VOT as a centered fixed effect, and by-subject random slopes for VOT. Significance was determined via chi-square (χ 2 ) tests, comparing a model without a VOT term to one that included the fixed effect of VOT.
Results
We measured activity in two ROIs based on previous findings suggesting cortical areas that might track continuous cues, phoneme categories, or both. First, we examined activity in the left posterior superior temporal gyrus (pSTG), which has been argued to encode both discrete phonemic differences (Chang et al., 2010; Mesgarani et al., 2014) and within-category differences (Myers et al., 2009) . 4 Second, we examined activity in the left inferior frontal gyrus (IFG), which is involved in a variety of language-related processes (Tse et al., 2007) and has been suggested to represent graded phonological categories (Myers et al., 2009) . Within these ROIs, we looked for evidence of cue-based responses, indicated by linear trends across the VOT continuum, and category-based responses, indicated by quadratic trends with the greatest phase delay at either the listener's category boundary (ambiguous-maximal) or the endpoints (endpoint-maximal). We also examined cue-and category-based effects outside these ROIs to establish the time-course over which these processes unfold in different cortical areas. At 96-ms post-stimulus (slightly earlier than the peak of the auditory N1 response observed in the ERP data recorded at the scalp), we found a linear trend across the VOT continuum in pSTG, specifically in the planum temporale (PT; z peak = 2.3, p < 0.05, δ = 0.89). Fig. 2 suggests that this trend is, in fact, log-linear as a function of VOT. However, the effect is not consistent with a category-based encoding of the sounds, which would require an inflection point centered on the listener's category boundary. Indeed, the root-mean-square error (rmse) is worse for a step function mapped to the grand average response than for a linear function (rmse step = 1.053; rmse linear = 0.874).
5 Rather, 4 We focus on left hemisphere ROIs, as these have been most studied in language processing. However, there is evidence that right hemisphere areas are involved as well, particularly in early speech processing, and work in vision suggests hemispheric differences in spatial processing that may be relevant (Kosslyn et al., 1989) . Future extensions of this work should aim to investigate these areas as well. 5 For the step function, model responses for the /b/ tokens (-10 and -5 ms relative VOT)
were set to the value of the listeners' data at the /b/ endpoint, and values for the /p/ tokens (+5 and +10 ms relative VOT) were set to the value at the /p/ endpoint; model response at the category boundary set to the mean of the two endpoint responses. For the linear function, values were set to those of a straight line that passed through both this response suggests the neural generators encoding VOT information may be oriented in such a way that we observe differences for shorter VOTs more clearly at this time and location. An alternative explanation is that pSTG does not distinguish within-category /p/ VOTs, but such an effect would be inconsistent with both behavioral (Miller, 1997) and ERP evidence (Toscano et al., 2010 ) that listeners are sensitive to these differences. In either case, this effect suggests that listeners encode speech in terms of acoustic cues, rather than phoneme categories, at this early stage of processing. A significant linear trend was also observed in IFG at 96 ms poststimulus onset, suggesting early frontal contributions to speech perception. Furthermore, we observed cue-based responses in a number of other cortical areas from 96 to 192 ms, including supramarginal gyrus at 120 ms, anterior STG at 144 ms, middle temporal gyrus (MTG) at 168 ms, and pre-motor areas at 192 ms. Activity in each of these areas has potential implications for models of speech processing (see Discussion below). Overall, the data indicate that sensitivity to continuous cues is widespread during early stages of perceptual processing.
Category-level effects emerged at 144 ms in anterior IFG, with stimuli at the phoneme category boundary producing a larger response (i.e., an ambiguous-maximal trend; Fig. 3 ; z peak = -2.9, p < 0.05, δ = 1.17). Interestingly, this response was observed in approximately the same area of IFG as the earlier, cue-level response, suggesting the possibility that the same cortical areas process different types of information at different points in time (consistent with interactive view of spoken language processing). The fact that responses were greater for ambiguous stimuli could suggest an initial uncertainty over which category the stimulus corresponds to, and mirrors similar findings showing greater activation in IFG for words with ambiguous phonemes (Rogers & Davis, 2017) . In addition, we found an endpoint-maximal trend in posterior IFG at 264 ms (z peak = 2.7, p < 0.05, δ = 1.07). In both cases, these effects suggest that phoneme-level (or lexical-level) information is being used by listeners, but the responses themselves are not discrete. Fig. 3 suggests a graded response, similar to the P3 categorization response observed by Toscano et al. (2010) in their ERP data, and by Myers et al. (2009) in their fMRI data.
There was considerable overlap in the time windows during which we observed cue-and category-level processing across different cortical areas. Cue-level effects occurred from 96 to 192 ms, and phonological category effects were observed from 144 to 264 ms (Fig. 4) . Thus, listeners start to categorize the sound very rapidly after it is encoded (within 50 ms of initial cue encoding), and maintain sensitivity to continuous cues even when category-level information is taken into account. This is consistent with continuous cascade models positing that cue-level encoding is ongoing when categorization begins (McClelland & Elman, 1986; Trueswell et al., 1994) , as opposed to models in which processing proceeds in discrete stages.
In addition, since these data provide fine-grained information about the time-course of processing, they are able to reveal cortical pathways over which cue-level information is represented. The time-course of cue-level effects in different cortical areas generally fits with dualstream models of speech perception (Hickok & Poeppel, 2007) , with both a ventral and dorsal stream showing sensitivity to continuous cues (Fig. 4) . Specifically, the data suggest that initial effects are observed in PT/pSTG and IFG, followed by cue-level encoding in anterior STG, then MTG, and finally pre-motor areas. These pathways differ somewhat from those posited by existing models, and moreover, they suggest that sensitivity to continuous cues is maintained in areas outside primary auditory cortex, in contrast to predictions from hierarchical processing approaches that have relied primarily on fMRI data (Davis & Johnsrude, 2003) .
Finally, we compared the optical data to concurrently-recorded ERP data that were collected from midline sites (Fz, Cz, and Pz). Previous work has shown that continuous changes in VOT values are reflected in the amplitude of the fronto-central N1 ERP response (Toscano et al., 2010) . We replicated this result (Fig. 1E) in the current experiment, finding a main effect of VOT on N1 amplitude, both for VOTs centered on listeners' category boundaries (b = 0.049, SE = 0.018, t = 2.78, χ
2
(1) = 6.83, p < 0.01) and raw VOT (b = 0.047, SE = 0.015, t = 3.12, χ 2 (1) = 7.23, p < 0.01). The timing of the N1 peak is ≈40 ms later than the peak observed in the EROS data, similar to responses observed in previous EROS studies (e.g., Tse et al., 2007) .
Discussion
The results of this experiment reveal the time-course of speech processing in different brain areas, demonstrating that gradient cueand category-level representations are widespread during early stages of speech perception and overlap in time. The earliest activity (latency < 120 ms) is consistent with results from ERP studies (e.g., Toscano et al., 2010) showing effects of continuous acoustic cues and localizes these responses to pSTG. Later effects showing graded category activation in IFG are consistent with fMRI data (Blumstein et al., 2005) ; the current results demonstrate that such representations are activated as early as 144 ms post-stimulus.
In addition, responses in middle temporal and pre-motor areas continued to show sensitivity to continuous acoustic cues for another 48 ms after category-based responses are initially observed in IFG.
Thus, the results demonstrate that both continuous cue values and graded phonological categories are represented in the brain, and that they both influence the processing of speech sounds, with overlapping time courses in different brain regions. The 48 ms lag between the onset of cue-and category-level effects in our data is inconsistent with claims from intracranial EEG studies that have found categorical effects at their earliest measurement times (Chang et al., 2010; Mesgarani et al., 2014) .
These results help to resolve some of the controversies in the literature around the issue of whether neural responses reflect continuous or categorical processing of speech sounds. Whereas some previous studies have used methods with limited temporal (fMRI) or spatial resolution (EEG, MEG), invasive measures (ECOG), or stimulus materials that do not allow for controlled investigation of specific acoustic cues, such as connected speech or measures of overall speech intelligibility, the current study overcomes each of these issues, allowing us to see how processing of specific speech sounds unfolds in different cortical areas over time. This reveals how listeners transform continuous acoustic cues into category-based representations, preserving sensitivity to within-category differences in the process. Moreover, the results illustrate the interactive nature of spoken language comprehension, with the same cortical areas representing different types of information (cue-vs. category-level responses) at different points during processing, and substantial overlap in the time-course during which both types of representations are maintained in the brain.
Below, we discuss how these results fit in with this broader literature on the neurobiology of spoken language processing and additional questions that would allow us to understand these processes further in future studies.
Nature of responses in different cortical areas
Is it possible that phonological category information has even earlier effects? The measure we used to assess category-based representations was a quadratic function, but as noted above, a sigmoidal function centered on the category boundary would be another way--different from the quadratic responses-to measure the influence of the listener's phonological categories.
6 Note that the effect at 96 ms in pSTG does not meet this criterion. It is possible that such an effect occurs earlier than those observed at 144 ms, but it is difficult to separate this from continuous, cue-level representations, which also vary monotonically. Thus, the category effects observed in IFG at 144 ms provide an upper bound on the time at which listeners consider information about phonological category structure; earlier effects could be possible as well.
Is it possible that the effects observed in PT/pSTG do not reflect encoding in terms of acoustic cues or phonological categories? Indeed, previous work has demonstrated that these cortical areas are sensitive to lexical information (Myers et al., 2009; Gow and Olson, 2016) ; however, those studies are based on fMRI responses or aim to assess the influence of top-down effects. The additional temporal resolution afforded by the EROS technique and the task used here allows us to assess the initial state of these responses. Thus, pSTG could represent both acoustic cue and lexical information, albeit at different points during processing.
Another intriguing possibility is that listeners do encode speech sounds in terms of continuous differences, but that the representations that mediate this encoding are based on phonological features (i.e., a continuum from -voice to +voice) or lexical entries (a continuum from beach to peach) rather than acoustic cue dimensions. Because the current study used minimal pair words, such a model is a possibility. However, the effects in pSTG seem to most likely be explained simply as listeners coding differences along the VOT continuum, as both phonological and lexical representations would likely lead to a response relative to a category boundary. The quadratic responses in IFG, however, could reflect either differences along a phonological feature dimension or lexical representations, both of which could conceivably maintain sensitivity to the within-category differences observed in the current study.
Models of speech processing
Overall, the present data support models of spoken language processing that are sensitive to continuous cues and process this information continuously over time. Critically, this serves to inform models of language comprehension that make predictions about whether different levels of linguistic analysis proceed in discrete stages (Frazier & Rayner, 1982) Trueswell et al., 1994) . The current data provide strong support for the latter approach, with clear evidence for overlap in the types of information that are processed (both continuous cues and category-level representations).
Further evidence in favor of interactive models comes from the fact that anterior IFG showed evidence of acoustic cue encoding at 96 ms and category-level responses at 144 ms. Such a result would be inconsistent with a modular system in which distinct cortical areas corresponded to specific levels of perceptual and linguistic analysis, but it is consistent with interactive models that allow for information across different levels of processing to interact. These results also fit with recent work by Xie and Myers (2018) , which demonstrated effects of phonetic competition in IFG, suggesting that activation in this area is involved in multiple levels of language processing.
These data also inform models that make predictions about the underlying neurobiological processes involved in spoken language comprehension. A number of models have been proposed, relying primarily on fMRI work, lesion studies, and animal data to make predictions about cortical pathways involved in speech processing (Davis & Johnsrude, 2003; Hickok & Poeppel, 2007; Rauschecker & Scott, 2009 ). The current results support several aspects of these models, such as parallel activation of ventral and dorsal streams, but they are inconsistent with some of the specific pathways that have been proposed, such as a mapping from posterior to anterior MTG (Hickok & Poeppel, 2007) . We find earlier effects in anterior MTG, suggesting a different pathway. This difference is likely due to the additional temporal resolution afforded by the EROS technique, which allows us to study the time-course of processing more directly.
Moreover, previous work has suggested that posterior STG (Chang et al., 2010) and anterior temporal lobe areas (Liebenthal et al., 2000) are involved in categorical perception of speech, yet we see evidence that continuous acoustic cues are encoded in these areas. In addition, a number of models have proposed that representations become more abstract as they progress through hierarchically more complex stages of processing (Davis & Johnsrude, 2003; Okada et al., 2010; Scott & Johnsrude, 2003; Di Liberto et al., 2015) . Again, those models have been supported primarily by fMRI data that lack sufficient temporal resolution to make claims about early stages of perceptual encoding, and therefore, may reflect later-occurring effects of phonological categories. Di Liberto et al. (2015) did investigate hierarchical processing using an EEG technique, offering good temporal resolution; however, their analysis of differences in hierarchical classification over time focused on category-level information (distinctive features and phonemes) rather than investigating the maintenance of continuous cue representations. Moreover, these studies have generally focused on acoustic manipulations that affect overall speech intelligibility or measured responses in connected speech, rather than differences along specific acoustic cue continua.
Our focus here on a phonologically-relevant acoustic dimension, coupled with the additional temporal detail provided by the EROS technique, leads to a different conclusion: representations based on continuous cues are widespread in the brain, and they are maintained for long periods of time in different cortical areas. The fact that these representations persist even as category-level effects begin to emerge argues against a hierarchical approach in which representations become more categorical as they spread from primary auditory areas.
The widespread cue-level activation in different cortical areas also has implications for models of speech processing, particularly in light of fMRI data suggesting the types of processing that take place in these areas. For instance, activation in left SMG may reflect lexical processing (Gow, 2012) , and possible contributions from left AG at this time may reflect segmentation processes (Burton, Small, & Blumstein, 2000) . It is worth noting that these processes-even if they correspond to the levels of processing observed in previous studies-maintain sensitivity to within-category phonetic differences.
Lastly, the activity in pre-motor areas at 192 ms may have implications for gestural/articulatory (Liberman & Mattingley, 1985; Fowler, 1984) vs. auditory (Diehl, et al., 2004 ;) models of speech perception. On the one hand, activation corresponding to differences along a continuous acoustic dimension (VOT) could be taken as evidence in favor of auditory models (or "double-weak" models that are less tied specifically to auditory representations; Nearey, 1997) . On the other hand, because these responses are observed in pre-motor areas, it could be taken as evidence favoring gestural models. Under either type of model, however, the data suggest that sensitivity to fine-grained phonetic differences is maintained in these representations. Thus, regardless of whether these representations are auditory or articulatory in nature, they are specified in more detail than discrete phonological features.
Advantages and disadvantages of the EROS technique
As noted above, the EROS technique affords certain advantages for addressing the specific questions posed in the current study. In particular, because it provides good spatial and temporal resolution simultaneously, we can localize responses corresponding to previously observed early ERP effects (e.g., N100 responses; Toscano et al., 2010) and investigate how processing unfolds over time in different cortical areas. We view the EROS responses observed in pSTG at approximately 100 ms as complimentary to the ERP responses observed slightly later. With respect to the latency difference between the two responses, we have consistently noted that EROS latency leads that of corresponding ERP components (cf. Tse et al., 2007, 2012, examining EROS with N400 and MMN responses) . A possible explanation is that the neurons contributing to the two signals may be different, with both interneurons and pyramidal cells contributing to EROS and only pyramidal cells (activated later) contributing to ERPs. In addition, EROS is not constrained by dipole orientation but ERPs are. Other partial summation/ orientation effects are also possible (e.g., activity that extends from gyri to sulci, with slightly different latencies, and possibly being weighted differently by the two measures).
EROS does have some disadvantages compared to other cognitive neuroscience techniques as well. For instance, although the temporal resolution is quite good, it trades off against the density of spatial array used. In the high-density montage used in the current study, the sampling period is 24 ms, which while sufficient for our questions, is much lower than that of EEG recording. More notably, EROS is limited to measurement of more superficial cortical areas. Thus, for example, we cannot detect activation differences deep within Heschl's gyrus. Overall, however, EROS provides distinct advantages for addressing the current set of questions and the method serves to complement findings from other cognitive neuroscience techniques.
Conclusions
Together, these results suggest that we must revisit the assumptions made in existing models of spoken language processing using data that carefully map out the time-course of processing. This study provides strong support for models that emphasize the prominent role of continuous acoustic information in speech, and it demonstrates that both acoustic cue and category-based representations are activated in parallel during spoken word recognition.
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