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Abstract
We introduce a complete many-valued semantics for basic normal lattice-based
modal logic. This relational semantics is grounded on many-valued formal con-
texts from Formal Concept Analysis. We discuss an interpretation and possible
applications of this logical framework for categorization theory to the formal anal-
ysis of multi-market competition.
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1 Introduction
This paper pertains to a line of research on the semantics of normal LE-logics [11, 10],
which are the logics canonically associated with varieties of normal lattice expansions
(LEs) [18], (i.e. general, not necessarily distributive, lattices endowed with extra oper-
ations of any arity each of which is coordinatewise either finitely join-preserving/meet-
reversing, or finitely meet-preserving/join-reversing). Thanks to duality theory and
canonical extensions, basic normal LE-logics of arbitrary signatures and a large class
of their axiomatic extensions can be uniformly endowed with complete relational se-
mantics of different kinds, of which those of interest to the present paper are relational
structures based on formal contexts (aka polarities) [17, 15, 8, 9, 20]. Polarity-based
structures have yielded important theoretical contributions in the algebraic proof theory
[20] and in the model theory [13] of LE-logics, and have also contributed to illuminate
the conceptual significance of LE-logics, thereby breaking the ground for novel ap-
plications. Specifically, in [8], the basic non-distributive modal logic and some of its
axiomatic extensions are interpreted as epistemic logics of categories and concepts,
and in [9], the corresponding ‘common knowledge’-type construction is used to give
an epistemic-logical formalization of the notion of prototype of a category; in [7, 21],
1
polarity-based semantics for non-distributivemodal logic is proposed as an encompass-
ing framework for the integration of rough set theory [23] and formal concept analysis
[16], and in this context, the basic non-distributive modal logic is interpreted as the
logic of rough concepts. Other different but related semantics of the same logic have
been introduced and explored in [4, 6], also regarding the many-valued semantic setting
[5, 12].
In this paper, we pursue the mathematical and conceptual investigation of the many-
valued polarity-based semantics for the basic modal non-distributive logic adumbrated
in [7, Section 7.2]. Specifically, the main technical contribution of the present paper is
the proof that the basic non-distributivemodal logic is complete w.r.t. the class of many-
valued enriched formal contexts. The main conceptual contribution is the discussion
of the potential of this logical framework to provide a formal ground on which to build
the theory of multi-market competition in management science.
2 Preliminaries
This section adapts material from [6, Section 2.1], [7, Section 7.2], [5, Sections 3 and
4] and [12, Sections 3 and 4].
2.1 Basic normal nondistributive modal logic
Let Prop be a (countable or finite) set of atomic propositions. The language L of the
basic normal nondistributive modal logic is defined as follows:
ϕ := ⊥ | ⊤ | p | ϕ∧ϕ | ϕ∨ϕ | ϕ | ^ϕ,
where p ∈ Prop. The basic, or minimal normal L-logic is a set L of sequents ϕ ⊢ ψ
with ϕ,ψ ∈ L, containing the following axioms:
p ⊢ p, ⊥ ⊢ p, p ⊢ ⊤,
p ⊢ p∨q, q ⊢ p∨q, p∧q ⊢ p, p∧q ⊢ q,
⊤ ⊢ ⊤, p∧q ⊢ (p∧q), ^⊥ ⊢ ⊥, ^(p∨q) ⊢ ^p∨^q
and closed under the following inference rules:
ϕ ⊢ χ χ ⊢ ψ
ϕ ⊢ ψ
ϕ ⊢ ψ
ϕ (χ/p) ⊢ ψ (χ/p)
χ ⊢ ϕ χ ⊢ ψ
χ ⊢ ϕ∧ψ
ϕ ⊢ χ ψ ⊢ χ
ϕ∨ψ ⊢ χ
ϕ ⊢ ψ
ϕ ⊢ ψ
ϕ ⊢ ψ
^ϕ ⊢^ψ
An L-logic is any extension of L with L-axioms ϕ ⊢ ψ.
2.2 Many-valued enriched formal contexts
Throughout this paper, we let A = (D,1,0,∨,∧,⊗,→) denote an arbitrary but fixed
complete frame-distributive and dually frame-distributive, commutative and associative
residuated lattice (understood as the algebra of truth-values) such that 1→ α = α for
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every α ∈ D. For every set W, an A-valued subset (or A-subset) of W is a map u :
W → A. We let AW denote the set of all A-subsets. Clearly, AW inherits the algebraic
structure of A by defining the operations and the order pointwise. The A-subsethood
relation between elements of AW is the map SW :A
W ×AW →A defined as SW ( f ,g) :=∧
z∈W( f (z)→ g(z)). For every α ∈ A, let {α/w} :W → A be defined by v 7→ α if v = w
and v 7→ ⊥A if v , w. Then, for every f ∈ AW ,
f =
∨
w∈W
{ f (w)/w}. (1)
When u,v : W → A and u ≤ v w.r.t. the pointwise order, we write u ⊆ v. An A-valued
relation (or A-relation) is a map R :U ×W →A. Two-valued relations can be regarded
asA-relations. In particular for any set Z, we let∆Z : Z×Z→A be defined by∆Z(z,z
′)=
⊤ if z= z′ and∆Z(z,z
′)=⊥ if z, z′. AnyA-valued relation R :U×W→A inducesmaps
R(0)[−] : AW → AU and R(1)[−] : AU → AW defined as follows: for every f : U → A
and every u :W → A,
R(1)[ f ] : W → A
x 7→
∧
a∈U ( f (a)→ R(a, x))
R(0)[u] : U → A
a 7→
∧
x∈W (u(x)→ R(a, x))
A formal A-context1 or A-polarity (cf. [1]) is a structure P = (A,X, I) such that A
and X are sets and I : A×X→ A. Any formal A-context induces maps (·)↑ : AA → AX
and (·)↓ : AX → AA given by (·)↑ = I(1)[·] and (·)↓ = I(0)[·]. These maps are such that,
for every f ∈ AA and every u ∈AX ,
S A( f ,u
↓) = S X(u, f
↑),
that is, the pair of maps (·)↑ and (·)↓ form an A-Galois connection. In [1, Lemma
5], it is shown that every A-Galois connection arises from some formal A-context. A
formal A-concept of P is a pair ( f ,u) ∈AA×AX such that f ↑ = u and u↓ = f . It follows
immediately from this definition that if ( f ,u) is a formal A-concept, then f ↑↓ = f and
u↓↑ = u, that is, f and u are stable. The set of formal A-concepts can be partially
ordered as follows:
( f ,u) ≤ (g,v) iff f ⊆ g iff v ⊆ u.
Ordered in this way, the set of the formal A-concepts of P is a complete lattice, which
we denote P+.
1 In the crisp setting, a formal context [16], or polarity, is a structure P = (A,X, I) such that A and X are
sets, and I ⊆ A×X is a binary relation. Every such P induces maps (·)↑ :P(A)→P(X) and (·)↓ :P(X)→P(A),
respectively defined by the assignments B↑ := I(1)[B] and Y↓ := I(0)[Y]. A formal concept of P is a pair
c = ([[c]], ([c])) such that [[c]] ⊆ A, ([c]) ⊆ X, and [[c]]↑ = ([c]) and ([c])↓ = [[c]]. The set L(P) of the formal
concepts of P can be partially ordered as follows: for any c,d ∈ L(P),
c ≤ d iff [[c]] ⊆ [[d]] iff ([d]) ⊆ ([c]).
With this order, L(P) is a complete lattice, the concept lattice P+ of P. Any complete lattice L is isomorphic
to the concept lattice P+ of some polarity P.
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An enriched formal A-context (cf. [7, Section 7.2]) is a structure F = (P,R,R^)
such that P = (A,X, I) is a formal A-context and R : A×X → A and R^ : X ×A→ A
are I-compatible, i.e. R
(0)

[{α/x}], R
(1)

[{α/a}], R
(0)
^
[{α/a}] and R
(1)
^
[{α/x}] are stable for
every α ∈ A, a ∈ A and x ∈ X. The complex algebra of an enriched formal A-context
F = (P,R,R^) is the algebra F
+ = (P+, [R], 〈R^〉) where [R], 〈R^〉 : P
+ → P+ are
defined by the following assignments: for every c = ([[c]], ([c])) ∈ P+,
[R]c = (R
(0)

[([c])], (R
(0)

[([c])])↑)
〈R^〉c = ((R
(0)
^
[[[c]]])↓,R
(0)
^
[[[c]]]).
Lemma 2.1. (cf. [7, Lemma 15]) If F = (X,R,R^) is an enriched formal A-context,
F+ = (X+, [R], 〈R^〉) is a complete normal lattice expansion such that [R] is com-
pletely meet-preserving and 〈R^〉 is completely join-preserving.
2.3 Many-valued polarity-based models
Let L be the language of Section 2.1.
Definition 2.2. A conceptual A-model over a set AtProp of atomic propositions is a
tuple M = (F,V) such that F = (A,X, I,R,R^) is an enriched formal A-context and
V : AtProp → F+. For every p ∈ AtProp, let V(p) := ([[p]], ([p])), where [[p]] : A→ A
and ([p]) : X→A, and [[p]]↑ = ([p]) and ([p])↓ = [[p]]. LettingL denote the {,^}modal
language over AtProp, every V as above has a unique homomorphic extension, also
denoted V :L→ F+, defined as follows:
V(p) = ([[p]], ([p]))
V(⊤) = (⊤A
A
, (⊤A
A
)↑)
V(⊥) = ((⊤A
X
)↓,⊤A
X
)
V(ϕ∧ψ) = ([[ϕ]]∧ [[ψ]], ([[ϕ]]∧ [[ψ]])↑)
V(ϕ∨ψ) = ((([ϕ])∧ ([ψ]))↓, ([ϕ])∧ ([ψ]))
V(ϕ) = (R
(0)

[([ϕ])], (R
(0)

[([ϕ])])↑)
V(^ϕ) = ((R
(0)
^
[[[ϕ]]])↓,R
(0)
^
[[[ϕ]]])
which in its turn induces α-membership relations for each α ∈ A (in symbols: M,a α
ϕ), and α-description relations for each α ∈ A (in symbols: M, x ≻α ϕ)—cf. discussion
in Section 2.1—such that for every ϕ ∈ L,
M,a α ϕ iff α ≤ [[ϕ]](a),
M, x ≻α ϕ iff α ≤ ([ϕ])(x).
This can be equivalently expressed by means of the following recursive definition:
M,a α p iff α ≤ [[ϕ]](a);
M,a α ⊤ iff α ≤ (⊤A
A
)(a) i.e. always;
M,a α ⊥ iff α ≤ (⊤A
X
)↓(a) =
∧
x∈X(⊤
AX (x)→ I(a, x)) =
∧
x∈X I(a, x);
M,a α ϕ∧ψ iff M,a α ϕ andM,a α ψ;
M,a α ϕ∨ψ iff α ≤ (([ϕ])∧ ([ψ]))↓(a) =
∧
x∈X(([ϕ])(x)∧ ([ψ])(x)→ I(a, x));
M,a α ϕ iff α ≤ (R
(0)

[([ϕ])])(a)=
∧
x∈X(([ϕ])(x)→ R(a, x));
M,a α ^ϕ iff α ≤ ((R
(0)
^
[[[ϕ]]])↓)(a) =
∧
x∈X((R
(0)
^
[[[ϕ]]])(x)→ I(a, x))
4
M, x ≻α p iff α ≤ ([ϕ])(x);
M, x ≻α ⊥ iff α ≤ (⊤A
X
)(x) i.e. always;
M, x ≻α ⊤ iff α ≤ (⊤A
A
)↑(x) =
∧
a∈A(⊤
AA (a)→ I(a, x)) =
∧
a∈A I(a, x);
M, x ≻α ϕ∨ψ iff M, x ≻α ϕ andM, x ≻α ψ;
M, x ≻α ϕ∧ψ iff α ≤ ([[ϕ]]∧ [[ψ]])↑(x) =
∧
a∈A([[ϕ]](a)∧ [[ψ]](a)→ I(a, x));
M, x ≻α ^ϕ iff α ≤ (R
(0)
^
[[[ϕ]]])(x) =
∧
a∈A([[ϕ]](a)→ R^(x,a));
M, x ≻α ϕ iff α ≤ ((R
(0)

[([ϕ])])↑)(x) =
∧
a∈A((R
(0)

[([ϕ])])(a)→ I(a, x)).
Definition 2.3. A sequent ϕ ⊢ ψ is true in model M = (F,V), notation M |= ϕ ⊢ ψ, if
[[ϕ]]⊆ [[ψ]], or equivalently, ([ψ]) ⊆ ([ϕ]). A sequent ϕ ⊢ ψ is valid in an enriched formal
A-context F, notation F |= ϕ ⊢ ψ, if ϕ ⊢ ψ is true in every modelM based on F.
3 Discussion: multi-market competition
The literature on industrial behaviour has identifiedmulti-market contact between firms
as one of the possible reasons for ‘the edge of competition’ becoming ‘blunt’ in a focal
market [14]. When two firms or more are active in many different product markets,
they will not only compete in any givenmarket with the other companies in that market,
but will have a specific competitive relation among each other which spans across the
different markets in which they are active. In this situation, anticompetitive outcomes
can ensue in the form of mutual forebearance (that is, the attitude by which ‘if you do
not attack me in market x, I will not attack you in market y’), which has been studied
game-theoretically in a two-firm/two-market environment [2]. However, to understand
the extent and nature of competition between real-life firms such as Unilever, l’Oreal,
Nestle´ and Yamaha, which are active in hundreds of product markets,2 and with very
diverse, graded, and mostly non symmetric competitive relationships, an even broader
and more encompassing theoretical perspective is needed, and the state of the art has
not changed much since Bernheim and Whinston’s observation [2] that “the existing
literature contains virtually no formal theoretical analyses.”
Besides multimarket contact, strategic similarity is another concept that has been
proposed to describe and analyse the relations between firms spanning across multiple
product markets, and a factor which tends to sharpen, rather than blunt, the edge of
competition [19].
In the present section, we discuss how many-valued polarity-based models can
serve as a formal environment to analyse these and other aspects of multi-market com-
petition which we argue to be both salient and not yet investigated in the literature.
Indeed, the arena of multi-market competition can be represented as an A-polarity
P = (A,X, I) such that A is the given set of firms under consideration, X is the relevant
set of product markets, and I(a, x) ∈ A encodes the extent to which firm a is active in
2Unilever’s products include food and beverages (about 40 per cent of its revenue), cleaning agents,
beauty products, and personal care products. l’Oreal focuses on hair colour, skin care, sun protection, make-
up, perfume, and hair care. Yamaha’s products include musical instruments (pianos, ”silent” pianos, drums,
guitars, brass instruments, woodwinds, violins, violas, cellos, and vibraphones), as well as semiconductors,
audio/visual, computer related products, sporting goods, home appliances, specialty metals and industrial
robots. Yamaha made the first commercially successful digital synthesizer.
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product-market x for every a ∈ A and x ∈ X. Being active in a market can be interpreted
in many different ways, including the following:
1. which percentage of the value of sales in the market x is generated by a;
2. which percentage of sales revenues of a is generated in the market x;
3. which percentage of new product introductions in market x over the past year are
produced by a.
The list can of course go on, but each of these possible interpretations gives rise to a col-
lection of (fuzzy) categories of firms and product markets (sometimes referred to below
as firm/market categories), ordered in the concept lattice hierarchy P+ arising from P.
This representation provides the first layer of structure for representing and analysing
the arena of multi-market competition. For instance, one can gauge information on a
focal firm a in the context of the arena of multi-market competition in terms of the po-
sition of the category generated by awithin the concept lattice P+. That is, representing
a ∈ A as the characteristic function3 fa : A→A, the category generated by a can be rep-
resented as the formalA-concept ca := ( f
↑↓
a , f
↑
a ), where f
↑
a : X→A is defined by the as-
signment x 7→
∧
b∈A fa(b)→ I(b, x)= 1→ I(a, x)= I(a, x), that is, for every productmar-
ket x, the value of f
↑
a (x) represents the extent to which a is active in x, and f
↑↓
a : A→A
is defined by the assignment b 7→
∧
x∈X f
↑
a (x)→ I(b, x) =
∧
x∈X I(a, x)→ I(b, x). Hence,
one way for a firm b to have the highest degree of membership in the category gen-
erated by the focal firm a (that is, f
↑↓
a (b) = 1) is to be at least as active as a in each
product market x. In the case in which f
↑↓
a (b) < 1, the value of f
↑↓
a (b) represents the
greatest extent to which b is less active than a in any given market.
Likewise, representing x ∈ X as the characteristic function ux : X→A, the category
generated by x can be represented as the formal A-concept cx := (u
↓
x,u
↓↑
x ), where u
↓
x :
A→ A is defined by the assignment a 7→
∧
y∈X ux(y)→ I(a,y) = 1→ I(a, x) = I(a, x),
that is, for every firm a, the value of u
↓
x(a) represents the extent to which a is active in x,
and u
↓↑
x : X→A is defined by the assignment y 7→
∧
a∈A u
↓
x(a)→ I(a,y)=
∧
a∈A I(a, x)→
I(a,y). Hence, one way for a market y to have the highest degree of membership in the
category generated by the focal market x (that is, u
↓↑
x (y) = 1) is if any firm a is at least
as active y as a is in x.
A third natural class of firm/market categories arises in connection with “baskets
of products” typically consumed by e.g. certain demographic groups. For instance,
university students in the UK spend 2% on toothpaste, 4% on bread, 3% on ice cream.
Each such basket corresponds to a fuzzy subset Y ⊆ X, which can be represented again
as a characteristic function uY : X → A which gives rise, analogously to what has been
discussed above, to the category cY := (u
↓
Y
,u
↓↑
Y
). Here u
↓
Y
is the fuzzy category of pro-
ducers catering to UK students, with a higher degree of membership indicating a greater
alignment of a producer’s market offerings to the spending habits of students.
These considerations bring us naturally to another relevant aspect of the analysis
of multi-market competition, namely the consumer groups targeted by firms. This
information can be encoded in A-relations R : A×X → A or to R^ : X×A→A, each
of which provides the interpretation of a -type or of a ^-type modal operator on the
lattice P+, as appropriate. Possible interpretations for R- and R^-type relations are
refinements of items 1 to 3, above, with respect to given target groups of consumers.
3That is, for any b ∈ A, fa(b) = 1 if b = a and fa(b) = 0 otherwise.
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Thereby, for example, R(a, x) could represent:
1′. the percentage of sales (by value) to a given target group p in the market x,
generated by a; or
2′. the percentage of a’s revenue generated by sales to a given target group p, gen-
erated in market x;
while R^(a, x) could be made to encode
3′. the percentage of new product introductions in market x targeted at p over the
past year that are produced by a.
Hence, under the latter interpretation, letting ca denote the category generated by firm
a, the degree of membership of any firm b in pca is computed as
[[pca]](b) =
∧
x∈X
f
↑
a (x)→ R(b, x) =
∧
x∈X
I(a, x)→ R(b, x).
Therefore, one way for a firm b to have the highest degree of membership in pca (that
is, [[pca]](b) = 1) is for b to be, in each product market x, at least as active relative to
the target group p as a is in an unrelativized way.
The extent to which firms are strategically similar can be encoded in A-relations of
typeR⊲ : A×A→A, and again, the notion of strategic similarity, formalized as R⊲(a,b),
can be interpreted in different ways, which includes, but is certainly not limited to:
4. the extent to which a and b are active in each market;
5. the extent to which the target consumer group in which the firm a generates the
largest proportion of its sales revenues for firm a overlaps with that of firm b.
Each of these interpretations provides a meaningful and precise expression of the extent
to which firms are in competition. As also observed in other contexts (cf. [6, 5, 12]),
these similarity relations do not need to be symmetric or transitive, in general. Under
each interpretation, each A-relation R⊲ can then be used to interpret a unary modal
operator ⊲ on formal concepts. For instance, if ϕ is a category of firms, then the degree
of membership of any firm b in ⊲ϕ is computed as
[[⊲ϕ]](b) =
∧
b′∈A
[[ϕ]](b′)→ R⊲(b
′,b).
Thus, for example, if ϕ represented processed food producers, and b representedUnilever,
then [[⊲ϕ]](b) would be the minimum strategic similarity to Unilever among processed
food producers. Alternatively, if we were to start from a category generated by a single
product market, say category cx generated by market x, then the degree of membership
of any firm b in ⊲cx is computed as
[[⊲cx]](b) =
∧
b′∈A
u
↓
x(b
′)→ R⊲(b
′,b) =
∧
b′∈A
I(b′, x)→ R⊲(b
′,b).
Thus b would have a high degree of membership to [[⊲cx]] if every firm that is highly
active in market x had a high degree of similarity to b, in other words, if b were a
strategically typical producer of products in x.
One aspect which—to our knowledge—has not yet been investigated concerns the
various ways in which product markets are connected — for instance, in the sense
that the same target group of consumers (e.g. teenagers) buys different products in
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different markets (e.g. soft drinks and music products and instruments). The extent to
which markets are connected (in respect to given groups of consumers) has important
consequences on the competition playing out across them. This notion can be encoded
in A-relations of type R⊳ : X×X→ A. Possible interpretations of the notion of market
connection, represented as R⊳(x,y), are:
6. how many firms which are active in x are also active in y;
7. the extent to which the most important consumer group for market x overlaps
with the most important consumer group for market y.
Under each interpretation, each A-relation R⊳ can then be used to interpret a unary
modal operator ⊳ on formal concepts. For instance, if cx is the category generated by
focal market x, then the degree of membership of any market y in ⊳cx is computed as
([⊳cx])(y) =
∧
z∈X
u
↓↑
x (z)→ R⊳(z,y),
and if ca is the category generated by firm a, then the degree of membership of any
market y in ⊳ca is computed as
([⊳ca])(y) =
∧
z∈X
f
↑
a (z)→ R⊳(z,y) =
∧
z∈X
I(a,z)→ R⊳(z,y),
thus assigning a high degree of membership to a productmarket y if all product markets
in which firm a is highly active are highly similar to y, i.e., if y is a typical product
market for a to be active in.
The discussion so far concretely illustrates how the present framework can serve
as a formal environment where a theory of multi-market competition can be system-
atically developed, so that questions can be formulated explicitly enough to support
further empirical investigation. One such basic question is: what does it mean for a
focal firm a to have a main competitor? This question is by no means trivial for multi-
product firms. For instance, although traditionally the Coca-Cola company has been
Pepsico’s main competitor, nowadays, because of Pepsico’s presence in the food sector,
companies such as Kraft, Heinz, Unilever or Nestle´ might in fact score higher.
Another basic question us about what it means for a firm a to have a dominant
position4 in a given product market x. For instance, if the focal firm a has only 30%
market share in market x, but all its multi-market competitors in x, as far as they are
involved in other markets, serve for 80% consumers from a given consumer group p,
and a has 65% share of that particular consumer group over all markets, then this will
rather strengthen a’s competitive position vis-a-vis its competitors, because a can use
its strong position in p to threaten the competitive positions of its competitors in other
product markets, even those where a is not yet active, because a can easily target the
relevant consumers from p, given how dominant a is in p.
So, as a hypothetical example, if Unilever has a serious market share in the market
x of ice-creams, but all its competitors in x, in as far as they are active in other product
4A dominant position is ‘a position of economic strength enjoyed by an undertaking which enables it to
prevent effective competition being maintained in the relevant market by giving it the power to behave to
an appreciable extent independently of its competitors, customers and ultimately of consumers (Case 27/76,
United Brands).
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markets, are largely targeting the teenagers consumer group p, and Unilever has 50%
share of over all markets in group p, this makes Unilever’s position in xmore dominant
than it would prima facie look.
Similar considerations apply when evaluating not only the (dominant) position of
a firm statically, i.e. in the present moment, but also dynamically, i.e. how it might
evolve in the future: for instance, compared to e.g. Unilever, Pepsico is much stronger
in the children/teenagers consumer group; so if Pepsico were planning a major acqui-
sition in a market such as potato chips, which is also heavily for teenagers/children,
(e.g. Pepsico tries to buy Kettle Chips from present owner Campbell Soup Company of
Andy Warhol fame), this acquisition would be more dangerous than the market share
in potato chips would convey because of Pepsico’s overall strong position in children
food products.
4 Conclusions
In this paper, we have introduced a complete many-valued semantic environment for
(multi) modal languages based on the logic of general (i.e. not necessarily distributive)
lattices, and have illustrated its potential as a tool for the formal analysis of multi-
market competition. As this is only a preliminary exploration, many questions arise,
both technical and conceptual, of which here we list a few.
Empirical investigation. We proposed new ways to understand strategic similarity
which can be quantified and provide precise measures of the extent to which firms
are in competition with each other. This offers a new foundation for empirical studies
into the antecedents and especially the consequences of two or more firms being in
competition, exploring, for instance, the effect of the competitive intensity between the
firms on the likelihood of them investing in R&D, or introducing radical innovations.
Different classifications. The possible contributions above build on particular clas-
sification systems of product markets and consumer groups, as is usual in most studies
in industrial economics or strategic management. However, our approach lends itself
well to exploring the consequences of the possibility to categorize both markets and
consumer groups in many different ways. Categorizing markets on the basis of feature-
based categories, such as fruit or bicycles, creates a different view of competitive pro-
cesses than using goal-based categories, such as products for leisure or status-symbol
products. There might well be situations in which more than one classification system
is applicable - in the sense of having influence on evaluatory decisions of consumers -
at the same time. Our approach again allows to quantify who competes with whom and
to which extent in all relevant classification systems, and propose composite measures
of strategic similarity given these relevant classification systems [24].
Dynamics. Our approach also offers a new foundation for new theoretical and em-
pirical exploration of dynamics. The competitive dynamics in the sense of changing
degrees to which firms are strategically similar and compete with each other in the
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relevant product markets and consumer groups, the classificatory dynamics of the cat-
egories of product markets and consumer groups themselves, and the interrelations
between both types of dynamics, which is at the heart of a true understanding of inno-
vatory dynamics in modern market competition (see also [24]).
Wijnberg, NachoemM. ”Classification systems and selection systems: The risks of
radical innovation and category spanning.” Scandinavian Journal of Management 27,
no. 3 (2011): 297-306.
More expressive languages. We conjecture that the proof of completeness of the
logic of Section 2.1 given in Appendix A can be extended modularly to more expres-
sive languages that display essentially “many valued” features in analogy with those
considered in [3]. This is current work in progress.
Sahlqvist theory for many-valued non-distributive logics. A natural direction of
research is to develop the generalized Sahlqvist theory for the logics of graph-based
A-frames, by extending the results of [22] on Sahlqvist theory for many-valued logics
on a distributive base.
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A Completeness
This section is an adaptation of the completeness result of [5, Appendix A] and [12,
Appendix B].
For any lattice L, anA-filter is anA-subset of L, i.e. a map f : L→A, which is both
∧- and⊤-preserving, i.e. f (⊤)= 1 and f (a∧b)= f (a)∧ f (b) for any a,b ∈L. Intuitively,
the ∧-preservation encodes a many-valued version of closure under ∧ of filters. An A-
filter is proper if it is also ⊥-preserving, i.e. f (⊥) = 0. Dually, an A-ideal is a map
i : L→ A which is both ∨- and ⊥-reversing, i.e. i(⊥) = ⊤ and i(a∨ b) = i(a)∧ i(b) for
any a,b ∈ L, and is proper if in addition i(⊤) = 0. We let FA(L) and IA(L) respectively
denote the set of properA-filters and properA-ideals of L. For anyL-algebra (L,,^),
and anyA-subset k :L→A, let k−^ :L→A be defined as k−^(a)=
∨
{k(b) |^b≤ a} and
let k− : L→ A be defined as k−(a) =
∨
{k(b) | a ≤ b}. By definition one can see that
k(a) ≤ k−^(^a) and k(a) ≤ k−(a) for every a ∈ L. Let Fm be the Lindenbaum-Tarski
algebra of L-formulas.
Lemma A.1. 1. If f : L→A is an A-filter, then so is f −^.
2. If f : Fm→A is a proper A-filter, then so is f −^.
3. If i : L→A is an A-ideal, then so is i−.
4. If i : Fm→ A is a proper A-ideal, then so is i−.
5. If ϕ,ψ ∈ L, then ⊤ ⊢ ϕ∨ψ implies that ⊤ ⊢ ϕ or ⊤ ⊢ ψ.
6. If ϕ,ψ ∈ L, then ϕ 0 ⊥ and ψ 0 ⊥ implies that ϕ∧ψ 0 ⊥.
Proof. We only prove items 3 and 4, as the other items were proven in [5, Lemma A.1].
For 3, we first show that i− is ⊥-reversing:
i−(⊥) =
∨
{i(b) | ⊥ ≤ b}
=
∨
{i(b) | b ∈ L}
= i(⊥)
= 1
We now show that i− is ∨-reversing. For all a,b ∈ L,
i−(a)∧ i−(b)
=
∨
{i(c1) | a ≤ c1}∧
∨
{i(c2) | b ≤ c2}
=
∨
{i(c1)∧ i(c2) | a ≤ c1 and b ≤ c2} (frame dist.)
=
∨
{i(c1∧ c2) | a ≤ c1 and b ≤ c2} (i is an A-ideal)
≤
∨
{ f (c) | a ≤ c and b ≤ c} (∗∗)
=
∨
{ f (c) | a∨b ≤ c}
= i−(a∨b),
where the inequality marked with (∗∗) follows from the fact that c1∨c2 ≤(c1∨c2).
For the converse inequality, observe that
∨
{i(c) | a ≤ c and b ≤ c} ≤
∨
{i(c) | a ≤ c}
and
∨
{i(c) | a ≤ c and b ≤ c} ≤
∨
{i(c) | b ≤ c}, which means∨
{i(c) | a ≤ c and b ≤ c} ≤
∨
{i(c) | a ≤ c}∧
∨
{i(c) | b ≤ c}.
12
Hence,
i−(a∨b)
=
∨
{i(c) | a∨b ≤ c}
=
∨
{i(c) | a ≤ c and b ≤ c}
≤
∨
{i(c) | a ≤ c}∧
∨
{i(c) | b ≤ c}
= i−(a)∧ i−(b).
We now prove item 4. In the algebra Fm, i−([⊤]) =
∨
{i([ϕ]) | [⊤] ≤ [ϕ]} =
∨
{i([ϕ]) |
⊤ ⊢ ϕ} =
∨
{i([ϕ]) | ⊤ ⊢ ϕ} = i([⊤]) = 0. The crucial equality is the third to last, which
holds since ⊤ ⊢ ϕ iff ⊤ ⊢ ϕ. The right to left implication can be easily derived in L.
For the sake of the left-to-right implication we appeal to the completeness of L with
respect to the class of all normal lattice expansions of the appropriate signature [11] and
reason contrapositively. Suppose ⊤ 0 ϕ. Then, by this completeness theorem, there is a
lattice expansionC and assignment v on C such that v(ϕ), 1. Now consider the algebra
C′ obtained from C by adding a new top element 1′ and extending the -operation by
declaring 1′ = 1′. We keep the assignment v unchanged. It is easy to check that C′ is
a normal lattice expansion, and that v(ϕ) ≤ 1 < 1′ and hence ⊤ 0 ϕ. 
Lemma A.2. For any f ∈ FA(L) and any i ∈ IA(L),
1.
∨
b∈L( f
−^(b)⊗ i(b))=
∨
a∈L( f (a)⊗ i(^a));
2.
∨
b∈L( f (b)⊗ i
−(b)) =
∨
a∈L( f (a)⊗ i(a)).
Proof. For the right-to-left inequality of (1) we use the fact that f (a)≤ f −^(^a) implies
that f (a)⊗ i(^a) ≤ f −^(^a)⊗ i(^a) for every a ∈ L, which gives
∨
a∈L( f (a)⊗ i(^a)) ≤∨
b∈L( f
−^(b)⊗ i(b)). Conversely, to show that∨
b∈L
( f −^(b)⊗ i(b))≤
∨
a∈L
( f (a)⊗ i(^a)),
it is enough to show that, for every b ∈ L,
f −^(b)⊗ i(b)≤
∨
a∈L
( f (a)⊗ i(^a)),
or equivalently, by the definition of f −^(b) and the fact that ⊗ is completely join-
preserving in its first coordinate,∨
^c≤b
( f (c)⊗ i(b))≤
∨
a∈L
( f (a)⊗ i(^a)).
Hence, let c ∈ L such that ^c ≤ b, and let us show that
f (c)⊗ i(b) ≤
∨
a∈L
( f (a)⊗ i(^a)).
Since i is ∨-reversing, hence order-reversing,^c ≤ b implies i(b) ≤ i(^c). Therefore,
f (c)⊗ i(b) ≤ f (c)⊗ i(^c) ≤
∨
a∈L
( f (a)⊗ i(^a)),
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as required.
For (2), we use the fact that i(a) ≤ i−(a) implies f (a)⊗ i(a) ≤ f (a)⊗ i−(a))
for all a ∈ L, from which we obtain
∨
a∈L( f (a)⊗ i(a))≤
∨
b∈L( f (b)⊗u
−(b)). To show
that ∨
b∈L
( f (b)⊗ i−(b)) ≤
∨
a∈L
( f (a)⊗ i(a))
we can show that for any b ∈ L
f (b)⊗ i−(b) ≤
∨
a∈L
( f (a)⊗ i(a)).
After applying the definition of i−(b) and the fact that ⊗ is completely join-preserving
in its second coordinate, we obtain the equivalent inequality
∨
b≤c
( f (b)⊗ i(c))≤
∨
a∈L
( f (a)⊗ i(a)).
Let c ∈ L with b ≤ c. Since f is order-preserving we get
f (b)⊗ i(c) ≤ f (c)⊗ i(c) ≤
∨
a∈L
( f (a)⊗ i(a)).

DefinitionA.3. Let Fm be the Lindenbaum–Tarski algebra ofL-formulas.5 The canon-
ical polarity-basedA-frame is the structure P = (FA(Fm), IA(Fm), I,R^,R) defined as
follows:6
I :FA(Fm)× IA(Fm)→A, R^ : IA(Fm)×FA(Fm)→A and R :FA(Fm)× IA(Fm)→
A are defined as follows:
I( f , i) :=
∨
ϕ∈Fm
( f (ϕ)⊗ i(ϕ));
R^(i, f ) :=
∨
ϕ∈Fm
( f −^(ϕ)⊗ i(ϕ)) =
∨
ϕ∈Fm
( f (ϕ)⊗ i(^ϕ));
R( f , i) :=
∨
ϕ∈Fm
( f (ϕ)⊗ i−(ϕ)) =
∨
ϕ∈Fm
( f (ϕ)⊗ i(ϕ)).
Lemma A.4. The structure P of Definition A.3 is a polarity-based A-frame.
Proof. We need to show that R^ is I-compatible, i.e.,
(R
(0)
^
[{β/ f }])↓↑ ⊆ R
(0)
^
[{β/ f }]
(R
(1)
^
[{β/i}])↑↓ ⊆ R
(1)
^
[{β/i}],
5In the remainder of this section, we abuse notation and identify formulas with their equivalence class in
Fm.
6Recall that for any set W, the A-subsethood relation between elements of A-subsets of W is the map
SW : A
W ×AW → A defined as SW ( f ,g) :=
∧
w∈W ( f (w)→ g(w)). If SW ( f ,g) = 1 we also write f ⊆ g.
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and that R is I-compatible, i.e.,
(R
(0)

[{β/i}])↑↓ ⊆ R
(0)

[{β/i}]
(R
(1)

[{β/ f }])↓↑ ⊆ R
(1)

[{β/ f }].
Considering the second inclusion for R^, by definition, for any i ∈ IA(Fm),
R
(1)
^
[{β/i}]( f )
=
∧
i′∈IA(Fm)
[{β/i}(i′)→ R^(i
′, f )]
= β→ R^(i, f )
and
(R
(1)
^
[{β/i}])↑↓( f )
=
∧
i′∈IA(Fm)
[(R
(1)
^
[{β/i}])↑(i′)→ I( f , i′)],
and hence it is enough to find some i′ ∈ IA(Fm) such that
(R
(1)
^
[{β/i}])↑(i′)→ I( f , i′) ≤ β→ R^(i, f ),
i.e. ∧
f ′∈FA(Fm)
([β→ R^(i, f
′)]→ I( f ′, i′))→ I( f , i′) ≤ β→ R^(i, f ) (∗)
Let i′ : Fm→ A be defined by the assignment
i′(ϕ) =
{
0 if ⊤ ⊢ ϕ
i(^ϕ) otherwise.
Using Lemma A.1 it can be readily verified that i′ is an A-ideal. Moreover,
I( f , i′) =
∨
ϕ∈Fm( f (ϕ)⊗ i
′(ϕ))
=
∨
ϕ∈Fm( f (ϕ)⊗ i(^ϕ))
=
∨
ϕ∈Fm( f
−^(ϕ)⊗ i(ϕ))
= R^(i, f ),
and likewise I( f ′, i′) = R^(i, f
′). Therefore, for this choice of i′, inequality (∗) can be
rewritten as follows:∧
f ′∈FA(Fm)
([β→ R^(i, f
′)]→ R^(i, f
′))→ R^(i, f ) ≤ β→ R^(i, f )
The inequality above is true if
β ≤
∧
f ′∈FA(Fm)
(
[β→ R^(i, f
′)]→ R^(i, f
′)
)
,
i.e. if for every f ′ ∈ FA(Fm),
β ≤ [β→ R^(i, f
′)]→ R^(i, f
′),
which is an instance of a tautology in residuated lattices.
Let us show that (R
(0)
^
[{β/ f }])↓↑ ⊆ R
(0)
^
[{β/ f }]. By definition, for every f ∈ IA(Fm),
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R
(0)
^
[{β/ f }](i)
=
∧
f ′∈FA(Fm)
[{β/ f }( f ′)→ R^(i, f
′)]
= β→ R^(i, f )
and
(R
(0)
^
[{β/ f }])↓↑(i)
=
∧
f ′∈FA(Fm)
[(R
(0)
^
[{β/ f }])↓( f ′)→ I( f ′, i)].
Hence, it is enough to find some f ′ ∈ FA(Fm) such that
(R
(0)
^
[{β/ f }])↓( f ′)→ I( f ′, i) ≤ β→ R^(i, f ),
i.e. ∧
i′∈IA(Fm)
([β→ R^(i
′, f )]→ I( f ′, i′))→ I( f ′, i) ≤ β→ R^(i, f )
Let f ′ ∈ FA(Fm) such that f
′ = f −^ (cf. Lemma A.1). Then
I( f ′, i) =
∨
ϕ∈Fm
(
f −^(ϕ)⊗ i(ϕ)
)
= R^(i, f ),
and likewise I( f ′, i′) = R^(i
′, f ). Therefore, for this choice of f ′,∧
i′∈IA(Fm)
([β→ R^(i
′, f )]→ R^(i
′, f ))→ R^(i, f ) ≤ β→ R^(i, f )
which is shown to be true by the same argument as the one concluding the verification
of the previous inclusion.
For the second inclusion involving R, it is helpful to first observe that for any
f ∈ FA(Fm):
R
(1)

[{β/ f }](α,w)
=
∧
f ′∈FA(Fm)
({β/ f }( f ′)→ R( f
′, i))
= β→ R( f , i)
and
(R
(1)

[{β/ f }])↓↑(i)
=
∧
z′∈ZA
((R
(1)

[{β/ f }])↓( f ′)→ I( f ′, i)).
and hence it is enough to find some f ′ ∈ FA(Fm) such that
(R
(1)

[{β/ f }])↓( f ′)→ I( f ′, i) ≤ β→ R( f , i),
i.e. ∧
i′∈IA(Fm)
([β→ R( f , i
′)]→ I( f ′, i′))→ I( f ′, i) ≤ β→ R( f , i) (∗∗)
Let f ′ : Fm→A be defined by the assignment
i′(ϕ) =
{
0 if ϕ ⊢ ⊥
i(ϕ) otherwise.
Using Lemma A.1 it can be verified that f ′ is an A-filter. Moreover,
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I( f ′, i) =
∨
ϕ∈Fm( f
′(ϕ)⊗ i(ϕ))
=
∨
ϕ∈Fm( f (ϕ)⊗ i(ϕ))
=
∨
ϕ∈Fm( f (ϕ)⊗ i
−(ϕ))
= R( f , i),
and likewise I( f ′, i′) = R( f , i
′). Therefore, for this choice of f ′, inequality (∗∗) can be
rewritten as follows:∧
i′∈IA(Fm)
([β→ R( f , i
′)]→ R( f , i
′))→ R( f , i) ≤ β→ R( f , i)
The inequality above is true if
β ≤
∧
i′∈IA(Fm)
(
[β→ R( f , i
′)]→ R( f , i
′)
)
,
i.e. if for every i′ ∈ iA(Fm),
β ≤ [β→ R^( f , i
′)]→ R^( f , i
′),
which is an instance of a tautology in residuated lattices.
Let us show that (R
(0)

[{β/i}])↑↓ ⊆ R
(0)

[{β/i}]. By definition, for every i ∈ IA(Fm),
R
(0)

[{β/i}]( f )
=
∧
i′∈IA(Fm)
[{β/i}(i′)→ R( f , i
′)]
= β→ R( f , i)
and
(R
(0)

[{β/i}])↑↓( f )
=
∧
i′∈IA(Fm)
[(R
(0)

[{β/i}])↑(i′)→ I( f , i′)].
Hence, it is enough to find some i′ ∈ IA(Fm) such that
(R
(0)

[{β/i}])↑(i′)→ I( f , i′) ≤ β→ R( f , i),
i.e. ∧
f ′∈FA(Fm)
([β→ R( f
′, i)]→ I( f ′, i′))→ I( f , i′) ≤ β→ R( f , i)
Let i′ ∈ IA(Fm) such that i
′ = i− (cf. Lemma A.1). Then
I( f , i′) =
∨
ϕ∈Fm
(
f (ϕ)⊗ i−(ϕ)
)
= R( f , i),
and likewise I( f ′, i′) = R( f
′, i). Therefore, for this choice of i′,∧
f ′∈FA(Fm)
([β→ R( f
′, i)]→ R( f
′, i))→ R( f , i) ≤ β→ R( f , i)
which is shown to be true by the same argument as the one concluding the verification
of the previous inclusion. 
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Definition A.5. Let Fm be the Lindenbaum–Tarski algebra ofL-formulas. The canon-
ical graph-based A-model is the structure M = (P,V) such that P is the canonical
graph-based A-frame of Definition A.3, and if p ∈ Prop, then V(p) = ([[p]], ([p])) with
[[p]] : FA(Fm)→ A and ([p]) : IA(Fm)→ A defined by f 7→ f (p) and i 7→ i(p), respec-
tively.
Lemma A.6. The structure P of Definition A.5 is a polarity-based A-model.
Proof. It is enough to show that [[p]]↑ = ([p]) and [[p]] = ([p])↓ for any p ∈ Prop. To
show that ([p])(i) ≤ [[p]]↑(i) for any i ∈ IA(Fm), by definition, we need to show that
i(p) ≤
∧
f∈FA(Fm)
([[p]]( f )→ I( f , i)),
i.e. that for every f ∈ FA(Fm),
i(p) ≤ [[p]]( f )→ I( f , i).
By definition, the inequality above is equivalent to
i(p) ≤ f (p)→
∨
ϕ∈Fm
[ f (ϕ)⊗ i(ϕ)].
Since f (p)⊗ i(p) ≤
∨
ϕ∈Fm[ f (ϕ)⊗ i(ϕ)] it is enough to show that
i(p) ≤ f (p)→ ( f (p)⊗ i(p)).
By residuation the inequality above is equivalent to
i(p)⊗ f (p) ≤ f (p)⊗ i(p),
which is the instance of a tautology in residuated lattices. Conversely, to show that
[[p]]↑(i) ≤ ([p])(i), i.e. ∧
f∈FA(Fm)
([[p]]( f )→ I( f , i)) ≤ i(p),
it is enough to show that
[[p]]( f )→ I( f , i) ≤ i(p) (2)
for some f ∈ FA(Fm). Let fp : Fm→ A be defined by the assignment
fp(ϕ) =
{
1 if p ⊢ ϕ
0 otherwise.
Hence, I( fp, i) =
∨
ϕ∈Fm( f (ϕ)⊗ i(ϕ)) =
∨
p⊢ϕ i(ϕ) = i(p), the last equality holding since
i is order-reversing. Therefore, [[p]]( f )→ I( fp, i) = fp(p) → i(p) = 1 → i(p) = i(p),
which shows (2).
By adjunction, the inequality ([p]) ≤ [[p]]↑ proven above implies that [[p]] ≤ ([p])↓.
Hence, to show that [[p]] = ([p])↓, it is enough to show ([p])↓( f ) ≤ [[p]]( f ) for every
f ∈ FA(Fm), i.e. ∧
i∈IA(Fm)
([p])(i)→ I( f , i) ≤ f (p),
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and to show the inequality above holds, it is enough to show that
([p])(i)→ I( f , i) ≤ f (p) (3)
for some i ∈ IA(Fm). Let ip : Fm→ A be defined by the following assignment:
ip(ϕ) =
{
1 if ϕ ⊢ p
0 if ϕ 0 p.
By construction, ip is ∨-, ⊥- and ⊤-reversing. Moreover, ([p])(ip) = ip(p) = 1, and
I( f , ip) =
∨
ϕ∈Fm( f (ϕ) ⊗ ip(ϕ)) =
∨
ϕ⊢p( f (ϕ) ⊗ 1) =
∨
ϕ⊢p f (ϕ) = f (p), where the last
equality follows from the fact that f is order preserving. Hence, the left-hand side of
(3) can be equivalently rewritten as 1→ f (p) = f (p), which shows (3) and concludes
the proof. 
Lemma A.7 (Truth Lemma). For every ϕ ∈ Fm, the maps [[ϕ]] : FA(Fm) → A and
([ϕ]) : IA(Fm)→ A coincide with those defined by the assignments f 7→ f (ϕ) and u 7→
i(ϕ), respectively.
Proof. We proceed by induction on ϕ. If ϕ := p ∈ Prop, the statement follows immedi-
ately from Definition A.5.
If ϕ := ⊤, then [[⊤]]( f ) = 1 = f (⊤) since A-filters are ⊤-preserving. Moreover,
([⊤])(i) = [[⊤]]↑(i)
=
∧
f∈FA(Fm)
[[[⊤]]( f )→ I( f , i)]
=
∧
f∈FA(Fm)
[ f (⊤)→ I( f , i)]
=
∧
f∈FA(Fm)
[I( f , i)].
To show that ([⊤])(i) ≤ i(⊤) = 0, i.e. that
∧
f∈FA(Fm)
I( f , i) ≤ 0,
it is enough to find some f ∈ FA(Fm) such that I( f , i) = 0. Let f⊤ : Fm→A be defined
by the assignment
f⊤(ϕ) =
{
1 if ⊤ ⊢ ϕ
0 otherwise.
By definition, I( f⊤, i) =
∨
ψ∈Fm[ f⊤(ψ)⊗ i(ψ)] =
∨
⊤⊢ψ i(ψ) ≤ i(⊤), the last inequality
being due to the fact that i is order-reversing. Hence, since i is ⊤-reversing, I( f⊤, i) ≤
i(⊤) = 0, as required.
If ϕ := ⊥, then ([⊥])(i) = 1 = i(⊥) since A-ideals are ⊥-reversing. Let us show
that [[⊥]]( f ) = f (⊥). The inequality f (⊥) ≤ [[⊥]]( f ) follows immediately from the fact
that f is proper and hence that f (⊥) = 0. To show that [[⊥]]( f ) ≤ f (⊥), by definition
[[⊥]]( f ) = ([⊥])↓( f ) =
∧
i∈IA(Fm)
[(i(⊥))→ I( f , i)] =
∧
i∈IA(Fm)
I( f , i), hence, it is enough
to find some i ∈ IA(Fm) such that
I( f , i) = 0. (4)
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Let i⊥ : Fm→ A be defined by the assignment
i⊥(ψ) =
{
1 if ψ ⊢ ⊥
0 if ψ 0 ⊥.
By definition and since f is order-preserving and⊥-preserving, I( f , i⊥)=
∨
ψ∈Fm[ f (ψ)⊗
i⊥(ψ)] =
∨
ψ⊢⊥ f (ψ) = f (⊥) = 0.
If ϕ := ϕ1∧ϕ2, then [[ϕ1∧ϕ2]]( f )= ([[ϕ1]]∧[[ϕ2]])( f )= [[ϕ1]]( f )∧[[ϕ2]]( f )= f (ϕ1)∧
f (ϕ2) = f (ϕ1∧ϕ2). Let us show that ([ϕ1∧ϕ2])(i) = i(ϕ1∧ϕ2). By definition,
([ϕ1∧ϕ2])(i)
= [[ϕ1∧ϕ2]]
↑(i)
=
∧
f∈FA(Fm)
[[[ϕ1∧ϕ2]]( f )→ I( f , i)]
=
∧
f∈FA(Fm)
[ f (ϕ1∧ϕ2)→ I( f , i)].
Hence, to show that i(ϕ1 ∧ ϕ2) ≤ ([ϕ1∧ϕ2])(i), we need to show that for every f ∈
FA(Fm),
i(ϕ1∧ϕ2) ≤ f (ϕ1∧ϕ2)→ I( f , i).
Since by definition I( f , i)=
∨
ϕ∈Fm[ f (ϕ)⊗ i(ϕ)]≥ f (ϕ1∧ϕ2)⊗ i(ϕ1∧ϕ2) and→ is order-
preserving in the second coordinate, it is enough to show that for every f ∈ FA(Fm),
i(ϕ1∧ϕ2) ≤ f (ϕ1∧ϕ2)→ f (ϕ1∧ϕ2)⊗ i(ϕ1∧ϕ2).
By residuation, the above inequality is equivalent to
i(ϕ1∧ϕ2)⊗ f (ϕ1∧ϕ2) ≤ f (ϕ1∧ϕ2)⊗ i(ϕ1∧ϕ2),
which is an instance of a tautology in residuated lattices.
To show that ([ϕ1∧ϕ2])(i) ≤ i(ϕ1∧ϕ2), it is enough to find some f ∈ FA(Fm) such
that
f (ϕ1∧ϕ2)→ I( f , i) ≤ i(ϕ1∧ϕ2).
Let fϕ1∧ϕ2 : Fm→ A be defined by
fϕ1∧ϕ2 (ψ) =
{
1 if ϕ1∧ϕ2 ⊢ ψ
0 otherwise.
The inequality above then becomes
I( fϕ1∧ϕ2 , i) ≤ i(ϕ1∧ϕ2).
Indeed, by definition, I( fϕ1∧ϕ2 , i) =
∨
ψ∈Fm[ fϕ1∧ϕ2 (ψ) ⊗ i(ψ)] =
∨
ϕ1∧ϕ2⊢ψ
[1 ⊗ i(ψ)] =∨
ϕ1∧ϕ2⊢ψ
i(ψ) ≤ i(ϕ1 ∧ ϕ2), the last inequality being due to the fact that i is order-
reversing.
If ϕ := ϕ1∨ϕ2, then ([ϕ1∨ϕ2])(i) = (([ϕ1])∧ ([ϕ2]))(i) = ([ϕ1])(i)∧ ([ϕ2])(i) = i(ϕ1)∧
i(ϕ2) = i(ϕ1∨ϕ2). Let us show that [[ϕ1∨ϕ2]]( f ) = f (ϕ1∨ϕ2). By definition,
[[ϕ1∨ϕ2]]( f )
= ([ϕ1∨ϕ2])
↓( f )
=
∧
i∈IA(Fm)
[([ϕ1∨ϕ2])(i)→ I( f , i)]
=
∧
i∈IA(Fm)
[i(ϕ1∨ϕ2)→ I( f , i)].
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Hence, to show that f (ϕ1 ∨ ϕ2) ≤ [[ϕ1∨ϕ2]]( f ), we need to show that for every i ∈
IA(Fm),
f (ϕ1∨ϕ2) ≤ i(ϕ1∨ϕ2)→ I( f , i).
Since by definition I( f , i)=
∨
ψ∈Fm[ f (ψ)⊗ i(ψ)]≥ f (ϕ1∨ϕ2)⊗ i(ϕ1∨ϕ2) and→ is order-
preserving in the second coordinate, it is enough to show that for every i ∈ IA(Fm),
f (ϕ1∨ϕ2) ≤ i(ϕ1∨ϕ2)→ f (ϕ1∨ϕ2)⊗ i(ϕ1∨ϕ2).
By residuation the inequality above is equivalent to
f (ϕ1∨ϕ2)⊗ i(ϕ1∨ϕ2) ≤ f (ϕ1∨ϕ2)⊗ i(ϕ1∨ϕ2),
which is a tautology in residuated lattices.
To show that [[ϕ1∨ϕ2]]( f ) ≤ f (ϕ1∨ϕ2), it is enough to find some i ∈ IA(Fm) such
that
i(ϕ1∨ϕ2)→ I( f , i) ≤ f (ϕ1∨ϕ2). (5)
Let iϕ1∨ϕ2 : Fm→A be defined by the assignment
iϕ1∨ϕ2(ψ) =
{
1 if ψ ⊢ ϕ1∨ϕ2
0 if ψ 0 ϕ1∨ϕ2.
By definition and since f is order-preserving and proper, I( f , iϕ1∨ϕ2) =
∨
ψ∈Fm[ f (ψ)⊗
iϕ1∨ϕ2(ψ)] =
∨
ψ⊢ϕ1∨ϕ2
[ f (ψ)⊗1] = f (ϕ1∨ϕ2). Hence, (5) can be rewritten as follows:
1→ f (ϕ1∨ϕ2) ≤ f (ϕ1∨ϕ2),
which is true.
Assume ϕ := ^ψ. We first show that ([^ψ])(i) = i(^ψ). By definition,
([^ψ])(i) = R
(0)
^
[[[ψ]]](i)
=
∧
f∈FA(Fm)
[[[ψ]]( f )→ R^(i, f )]
=
∧
f∈FA(Fm)
[ f (ψ)→ R^(i, f )],
Hence, to show that i(^ψ) ≤ ([^ψ])(i), we need to show that for every f ∈ FA(Fm),
i(^ψ) ≤ f (ψ)→ R^(i, f ).
By definition we have R^(i, f ) =
∨
ϕ∈Fm( f (ϕ)⊗ i(^ϕ)) ≥ f (ψ)⊗ i(^ψ), and since →
is order-preserving in the second coordinate, it is enough to show that for every f ∈
FA(Fm),
i(^ψ) ≤ f (ψ)→ ( f (ψ)⊗ i(^ψ)).
By residuation the inequality above is equivalent to
i(^ψ)⊗ f (ψ) ≤ f (ψ)⊗ (^ψ),
which is a tautology in residuated lattices.
To show that ([^ψ])(i) ≤ i(^ψ), it is enough to find some f ∈ FA(Fm) such that
f (ψ)→ R^(i, f ) ≤ i(^ψ). (6)
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Let fψ : Fm→ A be defined by
fψ(ϕ) =
{
1 if ψ ⊢ ϕ
0 otherwise.
By definition and Lemma A.2,
R^(i, fψ) =
∨
ϕ∈Fm( f
−^
ψ
(ϕ)⊗ i(ϕ))
=
∨
ϕ∈Fm( fψ(ϕ)⊗ i(^ϕ))
=
∨
ψ⊢ϕ i(^ϕ)
≤ i(^ψ),
the last inequality being due to the fact that i and ^ are order-reversing and order-
preserving respectively. Since→ is order-preserving in the second coordinate, to show
that (6) holds, it is enough to show that
fψ(ψ)→ i(^ψ) ≤ i(^ψ).
This immediately follows from the fact that, by construction, fψ(ψ) = 1.
Let us now show that [[^ψ]]( f ) = f (^ψ). By definition,
[[^ψ]]( f )
= ([^ψ])↓( f )
=
∧
i∈IA(Fm)
[([^ψ])(i)→ I( f , i)]
=
∧
i∈IA(Fm)
[i(^ψ)→ I( f , i)].
Hence, to show that f (^ψ) ≤ [[^ψ]]( f ), we need to show that for every i ∈ IA(Fm),
f (^ψ) ≤ i(^ψ)→ I( f , i).
Since by definition I( f , i)=
∨
ϕ∈Fm[ f (ϕ)⊗ i(ϕ)]≥ f (^ψ)⊗ i(^ψ) and→ is order-preserving
in the second coordinate, it is enough to show that for every i ∈ IA(Fm),
f (^ψ) ≤ i(^ψ)→ ( f (^ψ)⊗ i(^ψ)),
which holds in all residuated lattices.
To show that [[^ψ]]( f ) ≤ f (^ψ), it is enough to find some i ∈ IA(Fm) such that
u(^ψ)→ I( f , i) ≤ f (^ψ). (7)
Let i^ψ : Fm→ A be defined by the assignment
i^ψ(ϕ) =
{
1 if ϕ ⊢ ^ψ
0 if ϕ 0 ^ψ.
By definition and since f is order-preserving and proper, I( f , i^ψ) =
∨
ϕ∈Fm[ f (ϕ) ⊗
i^ψ(ϕ)] =
∨
ϕ⊢^ψ[ f (ϕ)⊗1] = f (^ψ). Hence, (7) can be rewritten as follows:
u^ψ(^ψ)→ f (^ψ) ≤ f (^ψ),
which is true since i^ψ(^ψ) = 1.
Assume ϕ := ψ. We first show that [[ψ]]( f ) = f (ψ). By definition:
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[[ψ]]( f ) = R
(0)

[([ψ])]( f )
=
∧
i∈IA(Fm)
[([ψ])(i)→ R( f , i)]
=
∧
i∈IA(Fm)
[i(ψ)→ R( f , i)]
Hence to show that f (ψ) ≤ [[ψ]]( f ) we must show that for every i ∈ IA(Fm) we have
f (ψ) ≤ i(ψ)→ R( f , i).
We have R( f , i) =
∨
ϕ∈Fm( f (ϕ)⊗ i(ϕ)) so R( f , i) ≥ f (ψ) ⊗ i(ψ). Since → is
order-preserving in the second coordinate, it will be enough to show that
f (ψ) ≤ i(ψ)→ ( f (ψ)⊗ i(ψ)).
Using residuationwe can see that this is an instance of a tautology in residuated lattices.
To show [[ψ]]( f ) ≤ f (ψ) we must find i ∈ IA(Fm) such that
i(ψ)→ R( f , i) ≤ f (ψ). (8)
Let iψ : Fm→A be defined by the assignment
iψ(χ) =
{
1 if χ ⊢ ψ
0 if χ 0 ψ.
By definition, and since f is order-preserving,R( f , iψ)=
∨
χ∈Fm( f (χ)⊗ i(χ))=
∨
χ⊢ψ( f (χ)⊗
1) = f (ψ). Hence, (8) can be rewritten as follows:
iψ(ψ)→ f (ψ) ≤ f (ψ),
which is a tautology since i(ψ) = 1.
Next, we want to show that ([ψ])(i) = i(ψ). By definition,
([ψ])(i) = [[ψ]]↑(i)
=
∧
f∈FA(Fm)
[[[ψ]]( f )→ I( f , i)]
=
∧
i∈FA(Fm)
[ f (ψ)→ I( f , i)].
To show that ([ψ])(i) ≤ i(ψ) we just need to find f ∈ FA(Fm) such that f (ψ) →
I( f , i) ≤ i(ψ). Define fψ : Fm→A by
fψ(χ) =

1 if ψ ⊢ χ
0 otherwise.
Clearly fψ(ψ) = 1 and so fψ(ψ)→ I( fψ, i) = I( fψ, i). Now,
I( fψ, i) =
∨
ϕ∈Fm( fψ(ϕ)⊗ i(ϕ))
=
∨
ψ⊢χ( fψ(χ)⊗ i(χ))
=
∨
ψ⊢χ(1⊗ i(χ))
=
∨
ψ⊢χ i(χ)
≤ i(ψ).
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The last inequality follows from the fact that i is order-reversing. Hence,
fψ(ψ)→ I( fψ, i) = I( fψ, i) ≤ i(ψ).
To show that i(ψ) ≤ ([ψ])(i), we must show that for all f ∈ FA(Fm) we have
i(ψ) ≤ f (ψ)→ I( f , i). By definition we have I( f , i) =
∨
ϕ∈Fm( f (ϕ)⊗ i(ϕ)) ≥ f (ψ)⊗
i(ψ). Therefore, the desired inequality will follow if we can show
i(ψ) ≤ f (ψ)→ ( f (ψ)⊗ i(ψ)),
which is an instance of a tautology in residuated lattices. 
Theorem A.8. The basic normal L-logic L is sound and complete w.r.t. the class of
polarity-based A-frames.
Proof. Consider an L-sequent ϕ ⊢ ψ that is not derivable in L. In order to show that
M |= ϕ ⊢ ψ, we need to show that [[ϕ]]( f ) [[ψ]]( f ) for some f ∈ FA(Fm). Consider the
proper filter fϕ and proper ideal iψ given by
fϕ(χ) =
{
1 if ϕ ⊢ χ
0 if ϕ 0 χ
and
iψ(χ) =
{
1 if χ ⊢ ψ
0 if χ 0 ψ.
Then
∨
χ∈Fm( fϕ(χ)⊗ iψ(χ))= 0, for else there would have to be a formula χ0 ∈ Fm such
that fϕ(χ0) = 1 and iψ(χ0) = 1, which would mean that ϕ ⊢ χ0 and χ0 ⊢ ψ and hence that
ϕ ⊢ ψ, in contradiction with the assumption that ϕ ⊢ ψ is not derivable. By the Truth
Lemma, [[ϕ]]( fϕ) = fϕ(ϕ) = 1 and ([ψ])(iψ) = iψ(ψ) = 1, and so
[[ψ]]( fϕ) = (([ψ]))
↓( fϕ)
=
∧
i∈IA(Fm)
(([ψ])(i)→ I( fϕ, i))
≤ (([ψ])(iψ)→ I( fϕ, iψ))
= iψ(ψ)→ I( fϕ, iψ))
= 1→ I( fϕ, iψ))
= I( fϕ, iψ))
=
∨
χ∈Fm
( fϕ(χ)⊗ iψ(χ))
= 0.
So we conclude thatM 6|= ϕ ⊢ ψ, as desired. 
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