Minimum mean-squared error decision-feedback equalisation (DFE) for joint spatial/temporal equalisation is derived. Here, no finite length assumptions are made but asymptotic results, i.e., ultimate limits are studied. The performance of MMSE DFE for transmission over MIMO ISI channels is assessed by means of numerical simulations for typical high-rate wireless scenarios.
Introduction
Using antenna arrays in transmitter and receiver, thus creating a multiple-input/multiple-output (MIMO) channel, spectral efficiency of a communication system can be increased dramatically. But transmitting a number of (independent) data streams in parallel, a superposition of the transmit signals is present at each receive antenna; the signals interfere and multiuser interference (MUI) is present. Task of the receiver in MIMO transmission schemes is to separate, i.e., equalise, the data streams and suppress or cancel MUI.
For the most part, flat fading MIMO channels are presumed in theoretical studies and in the design of practical transmission schemes. But if higher and higher data rates are desired, larger and larger bandwidths have to be used. As a result, the frequency selectivity of the channels becomes more and more important and has to be taken into account. Hence, due to the dispersive nature of the channels, intersymbol interference (ISI) is additionally present between pairs of transmit and receive antennas. Future high-rate transmission schemes have to deal with such MIMO ISI channels.
In this paper we derive minimum mean-squared error (MMSE) decision-feedback equalisation (DFE) for space-time transmission (short MIMO MMSE DFE), which performs joint spatial/temporal equalisation, as opposed, e.g., to MIMO OFDM (orthogonal frequency division multiplexing) systems which treat MUI (spatial equalisation) and ISI (temporal equalisation) separately. Contrary to the few derivations up to now known in literature [1] , no finite-length assumptions are made but asymptotic, ultimate limits are studied.
In Section 2, the channel model is explained. The optimisation of the required matrix filters is done in Section 3. The performance of MMSE DFE for transmission over MIMO ISI channels is assessed by means of numerical simulations for typical high-rate wireless scenarios in Section 4. The MMSE DFE approach is compared to ZF (zero-forcing) DFE and to linear (ZF) equalisation. The degradation due to error propagation in the feedback loop, as well as the impact of an optimised processing order of the parallel data streams on the performance are discussed. It is shown that (MMSE) DFE is an attractive equalisation scheme for future multiple antenna systems transmitting over ISI channels.
Channel Model
Point-to-point transmission over a MIMO ISI channel with N transmit and M ≥ N receive antennas is assumed. Over each antenna a sequence
, is transmitted. The data symbols are combined into the vector
T . From literature [6] , cf. [8, 9] , it is known that the optimum receiver for transmission over MIMO ISI channels consists of a matrix of matched filters for the cascade of transmit pulse shaping filters and channel impulse responses, followed by Tspaced sampling and discrete-time processing. Hence, as an intermediate step, a discrete-time model, including transmit filters, matched filter front-end and T -spaced sampling, can be set up. 2 This end-to-end model is characterised by the N × N Hermitian matrix polynomial (i.e.,
Assuming white channel noise, the autocorrelation matrix of the additive noise n[k] in the end-to-end model (after matrix matched filtering) reads
the respective channel model including matched filter front-end in the singleinput/singe-output case [3] ). Fig. 1 sketches the block diagram of the discrete-time endto-end channel model. Due to the dispersive nature of the channel, in addition to multiuser interference, which is present in each MIMO communication (given by the tap matrix H o,0 ), also intersymbol interference is present (quantified by the tap matrixes H o,k , k = 0).
MIMO MMSE DFE
An attractive equalisation strategy for transmission over dispersive channels is decision-feedback equalisation (DFE), where already detected symbols assist in the detection of subsequent symbols. DFE is the realization of the chain rule of information theory [4] ; it is known as successive cancellation in multiuser detection [5] and is the basic principle behind the BLAST detection algorithm [11] .
The block diagram of DFE is shown in Fig. 2 . First, the 
Additionally, the noise is filtered (n [k]) and now has noise power spectral density
.
. ., on previous data symbols already available, their contribution to the ISI and MUI can be subtracted out. This is done by the feedback filter B(z) − I. Usually, detection in the natural order 1 through N does not give the best performance, cf. e.g., [5, 12] . The detection order is given by the permutation matrix P (non-singular matrix where each row and column contains a single one, P T P = I), which corresponds to a relabelling of the transmit antennas. After decision, via P , the original ordering is reestablished.
We assume the feedforward filter F (z) to be two-sided. Since, for the derivation, we admit noncausal infinite impulse responses, without loss of optimality, no decision delay has to be taken into account, i.e., decisions are based on the coefficient matrix H 0 of the overall signal transfer function. The feedback filter B(z) − 1 may have also infinite length, but, of course, is strictly causal. In zero-forcing (ZF) DFE H(z) is shaped to have only postcursors which are completely cancelled by the feedback filter, i.e., B(z) = H(z) holds. Subsequently, we are interested in the generalisation to minimum mean-squared error (MMSE) DFE. The derivation follows that in the scalar case, cf. [3, 7] .
Optimisation
From Figure 2 , assuming correct decisions (â = a def = P T a), the error sequence (expressed by its z transform) reads
In the first step, we assume the matrix feedback filter B(z) to be given. The matrix feedforward filter F (z) is then chosen such that the mean-squared error is minimised. The orthogonality principle (cf, e.g., [13] ) states that this is achieved for the present problem if the error sequence e(z) is orthogonal to the observation y(z), i.e., the cross-correlation matrix has to be the zero matrix
Here, the definition
Because of the matched-filter front-end and assuming an i.i.d. data sequence a(z) (Φ aa (z) = σ 2 a I), the cross PSDs calculate to
Solving (5) for F (z) using (6a) and (6c) we have
and the error sequence is given by:
For the PSD of the newly defined error sequence e [k] e (z), we obtain (note that H o (z) and Φ ff (z) are Hermitian matrix polynomials)
3 For q(z)
o (z) exists, it is easy to show that the following holds:
Following
T e (z)). For this, we decompose Φ ff (z) by using a spectral factorisation according to (cf. [17, 18] )
where Σ = diag(ς 1 , . . . , ς N ) is a real-valued diagonal matrix, P the permutation matrix, and the matrix polynomial S(z) = k≥0 S k z −k is causal and minimum-phase, i.e., det(S(z)) = 0, |z| ≥ 1. Moreover, S 0 has to be lower triangular with unit main diagonal ("monic" matrix polynomial S(z)). With this additional constraint, the factorisation (10) is unique and it exists as long as log det H o (e j2πf T ) is absolutely integrable [18] . Efficient algorithms for solving this factorisation task exists, e.g., [14, 9, 10] .
Since the feedback filter in (MMSE) DFE should be a monic matrix polynomial like S(z), we have
which, using (7) and (10), gives the corresponding matrix feedforward filter
Using these matrix filters, the PSD of the error sequence e(z) at the input of the slicers calculates to
It is noteworthy that the results for MMSE DFE are almost identical to that of ZF-DFE [9] . The spectral factorisation is only amended by the additional term (σ 
Unbiased MIMO MMSE DFE
In summary, applying the MMSE-DFE matrix feedforward filter, the filtered receive sequence (in z domain) calculates to
The filtered receive sequence is thus decomposed into three parts: First, the data sequence, permuted with P T and filtered with S(z); second, an additive Gaussian noise sequence; and third, the residual, anticausal intersymbol interference. Since S H (z − * ) is monic and anticausal, its inverse S −H (z − * ) also has these properties. Thus, the biasing term −(σ
is present at the decision point. In order to get an unbiased receiver, we rewrite (13) as
with
Like S(z), S (z) is causal, minimum-phase 5 and monic. Since only the coefficient at k = 0 is changed, the feedback part of the DFE remains unchanged; it cancels the term (S(z)−I)P T a(z). Hence, from the first term in (14) , only the nondelayed contribution I − (σ (14)) is strictly anti-causal. To compensate for the bias, the signal at the slicer input is scaled by the diagonal scaling matrix
The unbiased MIMO MMSE DFE is shown in Figure 3 . 
After scaling by
, the MSE for symbol transmitted over antenna µ is thus
which corresponds to the signal-to-noise ratio
This result is consistent with the general statement on the relationship between unbiased and biased SNR, cf. [3, 7] .
Numerical Results and Discussion
To assess the performance of (unbiased MMSE) MIMO DFE numerical simulations were performed. Throughout this section we assume N = 4 transmit and M = 4 receive antennas, i.e., a 4 × 4 MIMO ISI channel, and 16-QAM signalling over each antenna. Moreover, a block-fading MIMO ISI channel is assumed which reflects a bursty transmission over a blockwise constant radio channel. The numerical results are averaged over a large number of channel realisations. The MIMO ISI channel is normalised such that its average energy equals N · M (16 in the present situation). Hence its average energy equals that of a one-tap (i.e., flat-fading) MIMO channel with the usual assumption of unit-energy fading coefficients. In each case, spectral factorisation (10) is performed using the optimal permutation matrix P (for details see [10] ). First, a MIMO ISI channel with constant power-delay profile (pdp) (equal-gain test channel, T -spaced taps) is considered. The elements of the tap matrices of H C (z) are are chosen i.i.d. complex Gaussian with variance 1/L. The length L of the impulse response is selected as L = 2, 4, and 8. From that, the end-to-end model is obtained as Figure 4 shows the symbol error rate (SER) over the ratio of total (average) transmitted energy per information bit E b and one-sided noise power spectral density N 0 of the channel. In the present situation E b /N 0 = σ 2 a /(4 σ 2 n ) holds. For comparison, the lighter dashed curves are valid for a genie-aided receiver where perfect, i.e., errorfree, feedback in the DFE loop is assumed.
A comparison of the error rate curves shows the gains due to temporal diversity. Increasing the length of the impulse response, temporal diversity increases and the performance of (MMSE) DFE gets better. Moreover, the effect of error propagation in the DFE feedback loop is visible. Unfortunately, in combined spatial/temporal DFE errors may propagate over space (parallel data streams) and time. At low signal-to-noise ratios, this effect is more pronounced for channels with longer impulse responses.
Next, the MMSE DFE approach is compared to other equalisation strategies in Figure 5 . Again, a channel with constant pdp and length L = 4 is assumed. The figure shows the error rate curves of DFE optimised according to the MMSE criterion (biased and unbiased version) and optimised according the zero-forcing (ZF) approach, as well as linear (ZF) equalisation.
As expected, the MMSE approach outperforms the ZF solution. In particular, comparing the curves with the respective genie-aided curves, it is visible that the MMSE approach suffers from less error propagation than the ZF approach. Interestingly, even for high signal-to-noise ratio, MMSE and ZF curves do not converge. This can be explained as follows: for a fixed channel realisation the error rates of MMSE and ZF DFE converge as the signal-to-noise ratio tends to infinity (cf. the convergence of the respective filters (10)). When averaging over the channel realisation, the error rates are weighted with the relative frequency of occurrence (to be precise, weighted with the probability density function) of the particular channel. As a consequence, for each SNR value the average error rate is dominated by the high-error portion of the individual error rate curves. In this region, however, MMSE DFE has a clear advantage over ZF DFE. As long as averaging leads to a error rate curve with linear slope in double-logarithmic scale (as it is the case for fading channels with finite diversity order (cf., e.g., [15, 2] ), the gain of MMSE at high error rates shows up over the entire SNR region. Hence, in the case of fading channels with finite diversity order-which is also true for MIMO ISI channelsthe MMSE approach is rewarding compared to the ZF one for all signal-to-noise ratios and error rate curves do not converge.
Even though the gains are relatively small, in MMSE DFE the bias should always be compensated by proper scaling (matrix G) prior to threshold decision. Lastly, it is evident that DFE significantly outperforms linear channel equalisation.
Finally, Figure 6 compares the results for the channel with constant pdp with that of a channel with exponentially decaying pdp, borrowed from the "Pedestrian A" power-delay profile, cf. [16] . In addition, the effect of an optimally sorted spectral factorisation in the filter calculation on the performance of MMSE DFE is visualised, too. Spectral factorisation (10) is done (i) using the optimal permutation matrix P (for details see [9, 10] ) and (ii) for P = I.
Since this channel with exponentially decaying pdp does not provide as much diversity as the equal-gain channel with L = 4, the slope of the error rate curves is significantly smaller and poorer performance is observed. This is in accordance with Figure 4 . Moreover, the influence of an optimised detection order is clearly visible. As the channel provides more and more diversity, the elements ς µ of Σ in the spectral factorisation (10) become very similar, and in turn the use of an optimised detection order is of minor importance. However, as the channel with exponentially decaying pdp offers only little temporal diversity, detection in an optimised order is of much more importance than for the channel with constant pdp, for which still significant gains (more than 2 dB) are possible.
Summary
In this paper, MMSE DFE for joint spatial/temporal equalisation (MIMO DFE) has been discussed. The required matrix filters have been derived and the performance for some selected channels has been studied by means of numerical simulations. The results reveal the advantage of the MMSE approach over zero-forcing DFE as well as over linear zeroforcing equalisation. The impact of an optimised processing order of the parallel data streams on the performance, as well as the degradation due to error propagation in the feedback loop have been discussed. In summary it can be stated that (MMSE) DFE is an attractive equalisation scheme for future multiple antenna systems transmitting over ISI channels.
