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ABSTRACT 
We give a cubic correction step for improving the current eigenvalue algorithms for 
computing the generalized Schur decomposition of a regular pencil hB - A using a 
Jacobi-like method. The correction method can be used to speed up the convergence at 
the end of the Jacobi-like process when the strictly lower triangular elements of the 
matrix pair (A, B) have become sufficiently small; it can be implemented in parallel on 
an n x n square array of mesh-connected processors in O(n) computational time. A 
quantitative analysis of the convergence and a comparison of the complexity of one 
Jacobi sweep versus one correction step are presented. 
1. INTRODUCTION 
Let A and B be two matrices of order n with complex elements. For the 
generalized eigenvalue problem Ax = hBx, it is well known that the set of all 
eigenvalues is preserved under equivalence transformations and the matrix 
pair (A, B) has the generalized Schur decomposition [12]. 
Up to now, the QZ algorithm [9] is the best one for computing eigenvalues 
on a single computer and requires O(n3) computational time. Charlier and 
Van Dooren [3] and Stewart [II] h ave shown that the Jacobi-like methods can 
be implemented in parallel on a grid-connected system of n x n processors for 
the eigenvalue problems Ax = XBx and Ax = Xx, in such a way that a sweep 
requires O(n) time. They gave a proof of global convergence under certain 
assumptions. However, the convergence is very slow if the problem is not near 
LINEAR ALGEBRA AND ITS APPLICATIONS 146:49-65 (1991) 
0 Elsevier Science Publishing Co., Inc., 1991 
655 Avenue of the Americas, New York, NY 10010 
49 
0024-3795/91/$3.50 
50 WEN-WE1 LIN AND C. W. CHEN 
to normality; and very often the methods do not converge at all for problems of 
dimension greater than 20. Bunse-Gerstner and Fassbender [2] recently devel- 
oped a Jacobi-like algorithm for the generalized eigenvalue problem analogous 
to the method of Eberlein [6]. Each iteration step in [2] needs only local 
information about the current matrix, thus admitting efficient parallel imple- 
mentations on certain parallel architectures. Their numerical experiments 
show that the convergence rate of the Jacobi-like method seems to be between 
linear and quadratic, which is much faster th:an the method in [3] when the 
pencils are far from normality. Davies and Modi [5] have proposed a direct 
method with 0( ) n computational time for the symmetric eigenvalue problem 
which can be applied to speed up the converg;ence of Jacobi method [l, 4,8]. 
The purpose of this paper is to describe an effective acceleration method 
(correction method) which can be used to speed up the convergence at the 
end of the Jacobi-like algorithm of [2] or [3] when the strictly lower triangular 
elements of the matrix pencil A - XB have become sufficiently small. The 
new method can be implemented in parallel on a grid-connected n x n 
processor system in O(n) time. Although our method is applicable only when 
the eigenvalues are distinct, this is often the case for matrices arising from a 
number of engineering problems of significant practical importance. 
In Section 2 we introduce a cubic acceleration method, which can be 
regarded as a corrector after some sweeps of the Jacobi-like method of [2] or 
[3], and we derive a two-variable matrix-equation system by using the accelera- 
tion method. A parallel implementation is also given. In Section 3 we present 
a quantitative analysis of convergence for the acceleration method. In Section 
4 we give a comparison of the flop counts of one Jacobi sweep versus one 
correction step and some examples which are first computed by the Jacobi-like 
method and then accelerated by the correction method. The results show that 
its accuracy in calculating the eigenvalues is almost twice that of the Jacobi-like 
method alone. 
2. THE DERIVATION OF THE ACCELERATION METHOD AND PAR- 
ALLEL IMPLEMENTATION 
In this section we develop an acceleration technique for reducing the 
arithmetic cost for the case when the eigenvalues of the matrix pair (A, B) are 
distinct. The method can be speeded up at the end of the Jacobi-like methods 
[2] or [3], when the strictly lower triangular elements have become sufficiently 
small for (A, B) to be regarded as a perturbation of an upper triangular matrix 
pair. 
We suppose that V = I + X1 + Xs is an n x n matrix with ]) X, ]] = O(E) 
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and (( X, 11 = O(E’) (h ere E is small in magnitude, and ]I (( is an arbitrary 
matrix norm). Now we will indicate how to choose X, (k = 1,2) so that V is 
fairly close to a unitary matrix. We consider the product (I + Xi + X,)( I + 
Xp + Xd), which yields the result 
I+(X1+Xf)+(X2+X$)+X1X*IfR, (2.1) 
where R = X,X$ + X,X*, + X,X*,. If we choose X, and X, such that 
X,+X?=0 and (X,+X$)+X1X:=0, (2.2) 
then V is close to a unitary matrix satisfying W* = I + E with ]( E 11 = 0( Em). 
From (2.2) it follows that X, must be a skew-Hermitian matrix V, (say) and 
x2 - ;Vi” = V2 must also be skew-Hermitian. Suppose that the elements of 
the strictly lower triangles of A and B are sufficiently small [with magnitude 
O(E), say]; we choose V = I + V, + V2 + ;VF and U = 2 + Vi + U, + $ UF 
as above, with skew-Hermitian Vi and Ui (i = 1,2), so that the norms of the 
strictly lower triangles of VAU and VBU are as small as possible. Let 
A = A,, + A,, (2.3a) 
B = B, + B,, (2.3b) 
where A,, B, are upper triangular and A,, B, are strictly lower triangular. 
Let P2 E V2 + iV12 and Q2 = U, + i Ui2, Then we collect the matrices with 
the same order and have 
VAU= (I+ V,+ V,+ +V:)(A,+A,)(I+ U,+ U,+ +Uf) 
=A,,+ (VIA,+A, +A&) 
+ ( $ViaAO + Vi A& + $A,U: + V, A, + A,U, + V, A,, + A,U,) 
+ [ Z’z( A, + A&) + (A, + %4,)Q2 
+PzA,U, + v,A,Q, + PzA,Q, + PzA,Q,] 
=A,+E,+E,+E,. P-4 
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Similarly, we also have 
VBU = B, + (V,B, + B, + B,U,) 
+(&aB, + V,B,U, + +B& + V,B, + B,U, + V,B, + B&J,) 
+[f’z(B, + B&I) + (BI + V,B& 
+P,B,U, + V,B,Q, + P,%Q, + h&Q,] 
= A,, + Fl + F, + F3. (2.5) 
If we set the strictly lower triangles of Ei and Fj (i = 1,2) equal to zero, then 
VAU and VBU are close to upper triangular. Hence we first solve the system 
of equations for V, and U, (by setting E, and Fl to equal zero): 
AoUr + V,A, = -A, + A;, 
B,U, + V,B, = -B, + B;, 
(2.6a) 
(26b) 
where Ai and Bi are two suitable upper triangular matrices such that the 
strictly lower triangles of A,U, + V, A, and B,U, + V,B, are equal to -A, 
and -B,, respectively. 
Next, we compute the strictly lower triangle A, (say) of the matrix 
($V,2A, + V,A,U, + $A$;) + (V,A, + A$,). (2.7) 
The matrix in (2.7) can be computed using the result in (2.6); that is, 
($V;Aa + V,A,U, + +A&) + (V, A, + A$,) 
= $[Vi(V,A, + A&) + (VIA, + A&)I4] + (VIA, + A?,) 
= +[Vr( -A, + A;) + (-A, + A’&] + (&A, + A&$) 
= ;[ Vi( A, + A;) + (A, + A’$J,l. 
Similarly, the strictly lower triangle B, (say) of the matrix 
($V,2B, + V,B,U, + ;B&) + (V,B, + B&J,) (29 
can be computed by i[V,( A, + A;) + (A, + A;)U,]. Now we set the strictly 
lower triangles of E, and F, equal to zero. We thus have to solve the 
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following system of equations for V, and V,: 
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A& + V,A, = -A, + A;, (2.9a) 
B&J, + V,B, = -B, + B;, (2.9b) 
where A; and Bi are two suitable upper triangular matrices such that the 
strictly lower triangles of A,& + V, A, and B,V, + V, B, are equal to -A, 
and - B,, respectively. 
We now have the desired V and V: 
v = I + v, + v, + iv:. (2.10a) 
v = I + v, + v, + $v& (2JOh) 
so that the matrix pair (VAV, VBV) is much closer to its Schur form than 
(A B). 
Parallel implementation fw solving (2.6) and (2.9) 
For the computation of V and V in (2.10) we have to evaluate the 
products of two matrices in (2.7), (2.8) and solve the systems of equations 
(2.6), (2.9). On a grid-connected system of n x n processors we know that the 
matrix multiplication requires O(n) time by the data-flow algorithm explained 
in [lo]. 
We now introduce the parallel implementation of solving the equations 
(2.6) and (2.9). W e arrange the Data-flow (for n = 4) as shown in Figure 1, 
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and suppose that the entries of A, are on the grid-connected system and the 
corresponding positions (the case for I? is the same as for A). 
Let V, = [xij] and tJ, = [ ydj] for i, j = 1; me, n. We consider the equa- 
tions (2.6) componentwise. For k = 1,2; * *, n - 1 and 1 6 j < i < n satisfy- 
ing n - i + j = k we have the following systems of equations for rij and yij: 
$,@ilYlj + l$lxilulj = -aijT 
, 
n j 
c b, ylj + C xilblj = - bij. 
l=i I=1 
(2.11a) 
(2.llb) 
By introduction on k, it is not difficult to see that one can compute the strictly 
lower triangular elements of V, and V, on the kth diagonal in ascending order 
(the diagonal on which the element a,& lies is called the kth diagonal). That 
is, at stage k the elements zij and yij with n - i +.j = k can be solved for. 
We also see that the elements on the same diagonal can be found indepen- 
dently; thus one only needs the solutions for the preceding diagonals. Hence 
they can be implemented in parallel and need O(n) time steps. 
Finally, we mention that the systems of equations (2.6) and (2.9) can be 
uniquely solved if and only if all determinants a,& b,, - a,,bkk of the system 
of two-variable equations for r,,,k and y,,,k (I < k < m < n) are not zero. In 
the very beginning we suppose that Ax = hBx has no multiple eigenvalues. By 
a generalized Bauer-Fike theorem [i’l we see that the chordal metric 
- X(lakkT bkk), (%w hnm)) 1 %mbkk 1 * 
1 akk I2 + 
Qkkbmm 2 
1 bkk 1 JI %m 12+ Ibn,l” 
must be larger than zero for 1 < k < m ( n, when the norms of A, and B, 
are sufficiently small. 
3. QUANTITATIVE ANALYSIS OF THE LOCAL CONVERGENCE FOR 
THE ACCELERATION METHOD 
In using the acceleration method, we have to solve two systems of 
equations (2.6) and (2.9), th en compute V and U in (2.10). From (2.4), (2.5) it 
clearly follows that if the norms of A,, B, in (2.3) and Vi, I-J (i = 1,2) are 
sufficiently small, then the strictly lower triangles of VAU and VBU are close 
to zero. Thus, our method improves the result. 
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We will first estimate the upper bounds of Vi and Vi (i = 1,2). Let @S;‘” 
denote the set of all strictly lower triangular matrices, and s&Z) denote the 
strictly lower triangle of the matrix 2. Here we use the notation in Section 2. 
Define an operator T: @S;,” x GS;xn * (I$“” x @S;“’ by 
T[ (X, Y)] = (sl( A,Y + XAo), sl( BOY + XB,)) (3.1) 
for any X, YE Gsyxn. The operator T is obviously linear in elements of X and 
Y. 
THEOREM 3.1. The operator T is nonsingular if and only if 
d= 1 <$y<, I aiibjj - ajjbii I > O- 
. . 
Proof. The proof can be done directly by solving the systems (2.11). n 
We now define the function dif of A, and B, by’ 
dif( A,, B,):= inf{m,(T( X, Y)): mF( X, Y) = 1, X, YE%?‘), (3.2) 
where mF( X, Y) = max { 11 X JJF, 11 Y 11 F} and 1) 1) F is the Frobenius norm. 
If T is invertible, we define the mFnorm of the inverse operator T- ’ by 
Then we have (see also [I2]) 
mF(Tw’)-’ = inf m,o) = dif(A B ) 
(X, Y)#O mF( X,Y) 
07 0 . (3.3) 
Since A0 - XB, is a regular pencil for sufficiently small 11 A, II and 11 B, 11, this 
implies that y := min i Ci4,max( I aji 1, 1 bii I} > 0. We now prove that 
THEOREM 3.2. difisaluwerboundfory. 
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proof. For i = 2, * * - , n, take 
zi = 1, (i,i - 1)thentryof Zi, 
0, otherwise. 
Then mF(Zi, 0) = mF(O, ZJ = 1. From evaluating first T(0, Zi) and then 
T(Zi, 0) by (3.1) it follows that m,(T(O, Z,)) = max( ) aii ), 1 bii I} and 
m,(T(Z,,O)) = max{) u,_~,~_~ 1, I bi_l,i_l I}. Therefore, by the definition of 
dif and y we conclude that 
n (3.4) 
The function dif does have the following nice property [12]: 
dif(A,+E,B,+F)~dif(A,,B,)-2IIEIl,-211F(I,; (3.5) 
however, it is insensitive to perturbations. Here E and F are upper triangular 
with small magnitude. 
Suppose that the eigenvalues of A, x = XB, x are distinct. We now define 
the quantities 
E := mF( A,, B1) < 1, (3.6a) 
p := max{m,( An, Ba), 1) 2 1 (3.6b) 
6 := min 
dif( 41, Bo) ,1 > o 
2 I . 
(3.6~) 
Filling in (3.1) with (2.6) and using (3.2), (3.3), we finally get 
m,(V,,Ur) = 2m,(sl(V,),sl(U,)) 6 2d;f$A;FB:;) = ;. (3.7) 
From the above bounds we can estimate the bounds of A, and B, (E @$xn) in 
(2.7) and (2.Q respectively, by 
mF( A,, Bz) < 2m,( A,, B,,)$ + 2m,( A,> B1); = 9 + $. (3.8) 
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Similarly to (3.7), one can also estimate the bounds of the solutions of V, and 
U, for the system (2.9) by 
2m,( 4 9 Bz) 
m’(V” ‘2) ~ dif( A,, Bo) 
2&2P 2E2 
f 63 ’ 62. (3.9) 
Let (I’,, U,) and (V,, U,) be the solutions for (2.6) and (2.9), respectively. 
From (3.6), (3.7), (3.8), and (3.9) one obtains immediately the errors of E, and 
Fs in (2.4), (2.5) as follows: 
mF( E3, F3) < 2 (T+$) 
From (2.1) we have W T = Z + R and UUT = Z + S, where R = VP/4 + 
(V,V,” - VfV,)/2 - (V,V, + V,V,) and S = Up/4 + (U,ZJ,” - UraU2)/2 - 
(U,U, + U2Ul). As above, the errors of R and S can be estimated by 
mF( RI, R2) < &3 ($+$)+++--q. (3.11) 
Now suppose that 
1 p2&3 p2E4 p3E4 max - - - 64 ' 65 ' 66 1 =741. (3.12) 
Then from (3.10) and (3.11) we conclude that 
mF( E3, F3) < 67.511, (3.13) 
mF( R,, R2) < 5.2%. (3.14) 
REMARK 3.1 
(1) From (3.13), (3.14) we have that if r] 4 E, then VAU, VBU are sufh- 
ciently close to upper triangular with two nearly unitary transformation matri- 
ces V and U. For a given small magnitude ‘1. one can easily estimate by (3.12) 
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the convergence region [-E, E] of our acceleration method. The smaller the 
quantities p and 6- ’ are, the larger the convergence region is. 
(2) Actually, the quantity 6 := dif( A,, Ba) is hard to compute. By theorem 
3.2 dif has an upper bound y. If we consider the standard basis Zij of @,1”” 
(for i > j), we then have that the both m,(T( Z,,, 0)) and m,(T(O, Zij)) are 
larger than y. Therefore, in practice, y can fairly well estimate the quantity 
dif( A,, B,). 
(3) By (3.10), (3.11) we see that the acceleration method converges 
cubically. In practice, the Jacobi-like iterative method developed by Bunse- 
Gerstner and Fassbender [2] can be used as a predictor to diminish the norms 
of the strictly lower triangular matrices A, and B,. If the convergence speed 
is linear or slower, then the acceleration method can be called as a corrector 
to accelerate the convergence rate. 
4. COMPARISON OF FLOP COUNTS AND NUMERICAL EXAMPLES 
In Section 2 we give a cubic correction step for improving the current 
Jacobi-like algorithm for computing the generalized Schur decomposition of 
A - XB. If the norms of the strictly lower triangles of A and B are sufficiently 
small, one can either continue with the Jacobi-like process or switch to the 
acceleration method to diminish the strictly lower triangles. The Jacobi-like 
method [2] converges quadratically in practice when the pencil A - hB is 
normal; that is, two consecutive sweeps of the existing method should give 
more accurate results than one correction step. On the other hand, if A - XB 
is far from normality, the convergence speed is close to linear or slower. A 
comparison of the complexity of one Jacobi sweep versus one correction step 
will be given below. It would also be indicated to do these comparisons as well 
for the case that B, = 0 [as in (2.3)], since both alternatives are then more 
economical on a single computer. 
We first compare the flop counts of the acceleration method with those of 
one double sweep in the Jacobi-like algorithm on a single computer. 
(1) Flop counts of the acceleration method: 
(i) Solve V, and U, for the equations (2.6): 
1x6+2x8+3x10+*.* +(n - 1) x 2(” + 1) 
I $n” for B1 # 0, z tn” for B,=O. 
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(ii) Compute Ar and B; in (2.6): 
4(12 + 22 + * * * +n2) = 
[ 
$n” for B, # 0, 
in” for B,=O. 
(iii) Compute A, and B, in (2.7) and (2.8): 
i 
2 in” + in") = 2n3 
( 
for 23, # 0, 
i fn” + in” + in” + $n” 1 17 =g 3 for B,=O. 
(iv) Solve Va and Us for the equations (2.9): 
I 
pn” for B, # 0, 
in” for B,=O. 
(v) Compute V, U in (2.10), and VAU as well as VBU: 
I $n” + $z” + 4n3 = 5n3 for B, f 0, in" + i.n" + .?a" = in" for B,=O. 
Total flop counts: 
10n3 flops for B, # 0, 
z 
9n3 flops for B,=O. 
(2) Flop count of double sweeps in the Jacobi method: 
(i) Single sweep for A: 
n(n + 1) 
x 8n = 4n3. 
2 
(ii) Single sweep for B: 
I 
n(n + 1) 
x 8n=4n3 for 2 B, # 0, 
n(n + 1) 
X 4n=2n3 for 2 B, = 0. 
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Total flop counts: 
16n3 flops for B, # 0, 
z 
12n3 flops for B,=O. 
We now estimate the flop counts of the acceleration method and the 
Jacobi-like algorithm on a parallel computer. Suppose that the matrices A and 
B are on the n x n grid-connected processors Pij and the time for data 
communication between two neighboring processors is negligible. 
(1) Flop counts of the acceleration method (for B, # 0 and B, = 0): 
(9 
(ii) 
Solve for V, and U,: 4n flops. 
Comment: We use the processors 
pi-l 1 
I ’ ’ ‘i+j, j-‘i+j, j+l-‘i+j, j+Z 
pt,1-pi,2 
for i = n, n - 1;**,2, j = l;**, n - i 
to solve for xij and yij (for i = n, n - 1; * -,2, j = 1; * 0, n - i). 
Compute AaU, + VIA, = -A, + A; and B,U, + V, B, = -B, + B;: 
4 x 2n = 8n flops. 
~:omp”te e2 and B, as in (2.7), (2.8):8n flops. 
Solve V2 and U,: 4n flops. 
Compute P, = V, + $Vra and Q2 = Us + +Uf: 4n flops. 
Compute VA17 = A,, + A; + [$(V,( A, + A;) + (A, + A’r)U,) + A,U, 
-t V, A,] + [ P2( A, + AaU,) + (A, + V, Ao)Q2] + o(E~): 8n flops. 
Compute VBU: 8n flops; 
Total flop counts = 44n flops. 
Let 
ai i+l ’ 
‘i+l,i+l 1 and Bi = bi,i bi,i+l bi+l,i I bi+l,i+l ’ 
(2) Flop counts of double sweeps in the Jacobi method (for B, # 0 and 
B, = Oj: 
(i) Compute Ci = B; ‘Ai: 14/4 = 4 flops. 
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(ii) Compute the outer rotation of Ci, i.e. 
qq = $) with Jc12+ Js12= 1: 
14/4 = 4 flops. 
(iii) Compute 
U,AiVi = 
I I ; : 
and UiBiVi = i z , 
1 1 
where 
13 flops. 
(iv) Pass the matrices Ui and Vi to the north, south, east, and west, and 
multiply them by current submatrices: 2(3 + 3)n/2 = 6n. 
Total flop counts of double sweeps: 2[(4 + 4 + 4 + 13)n + 6n] = 54n. 
We summarize the above flop counts in Table 1. 
From Table 1 we see that one correction step is cheaper than one double 
sweep in the Jacobi algorithm. In Section 2 we showed that the acceleration 
method is cubic if the norms of Ai and B, are sufficiently small. The 
convergence speed of the Jacobi method of [2] is only between linear and 
quadratic. Hence, if the norms of A, and B, are in the convergence region 
[- E, E] (see Section 3) we can apply our method as a corrector to accelerate 
the convergence rate of the Jacobi method. 
Numerical Examples 
In our numerical tests, we first iterate the pencil A - XB by the Jacobi-like 
method until the strictly lower triangles of A and B are sufficiently small. 
Then we either continue with the Jacobi process or speed up the convergence 
TABLE 1 
Flop count 
Computer Acceleration method Double sweeps 
Single 
Parallel 
lOn3 (B, # 0) 16n3 (B, # 0) 
9n3 (B, = 0) 12n3 (B, = 0) 
44n 54n 
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TABLE 2 
JACOBI ALGORITHM + ACCELERATION METHOD 
S Error Re. err. 
a = 0.1 
0 5.417E + 00 - 
1 7.504E - 01 - 
2 6.746E - 03 2.648~ - 04 
3 1.576~ - 05 2.872~ - 06 
4 5.067~ - 08 2.894E - 07 
--------------------------------- 
5 1.725~ - 10 3.69OE - 08 
6 5.897E - 13 1.266~ - 11 
7 6.631~ - 16 3.847~ - 13 
5AM 4.885~ - 16 2.049E - 13 
ff=l 
0 8.003~ + 00 - 
1 8.055~ - 01 - 
2 1.783~ - 01 - 
3 1.976E - 02 - 
4 2.660~ - 04 3.845~ - 04 
5 4.199E - 07 2.457~ - 07 
--------------------------------- 
6 1.277~ - 10 5.254~ - 09 
--------------------------------- 
7 2.017~ - 13 1.348~ - 12 
6AM 
7AM 
0 
1 
5 
9 
10 
11 
4.232~ - 14 6.138~ - 13 
1.812~ - 20 1.283~ - 13 
a=5 
3.129E + 01 - 
7.388~ - 01 - 
2.174~ - 02 - 
1.141E - 03 1.919E - 03 
9.868E - 05 1.373E - 05 
8.159E - 07 4.675~ - 07 
12 1.275~ - 10 5.618~ - 10 
13 4.209E - 14 2.162~ - 12 
12AM 6.3253 - 13 7.058~ - 12 
a = 10 
0 1.154E + 00 - 
6 1.613~ - 02 - 
11 6.601~ - 03 3.687~ - 03 
14 2.430~ - 04 1.639E - 03 
15 1.708~ - 07 1.672~ - 07 
-----------------------------_-_- 
16 6.640~ - 13 4.354E - 10 
17 5.051E - 18 2.289E - 12 
16AM 1.898E - 13 1.271~ - 11 
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by the acceleration method. All numerical results were computed on an IBM 
PC in FORTRAN 77 with double precision. We use the following notation for 
Examples 4.1 and 4.2: 
S: The number of Jacobi sweeps. 
Error: The Frobenius norms of the strictly lower triangles of the 
current pencil A - XB. 
Rel. err: maxlgiG.min ~~j~n{I~iilbii-ejI/lejI}, wbere aii-uii 
is the diagonal element of the current pencil A - XB and Bj is 
the eigenvalue of the original pencil. 
iAM: After i - 1 sweeps of the Jacobi-like algorithm we perform the 
acceleration method in the ith step. 
EXAMPLE 4.1. Let XB - A = U[XD,T - D&T + crE)]V* E @ZIOxl’, where 
0, = diag(I, 2,3,4,5, - 1, - 2, - 3, - 4, - 5) and Db = diag(1, 1, * * - , l), T 
and V are randomly unitary matrices, E is a random strictly upper triangular 
matrix which makes XB - A nonnormal for any value CY # 0, and U is a 
unitary matrix chosen so that B is upper triangular. The numerical results are 
shown in Table 2. 
EXAMPLE 4.2. Let A = Q1(D1 + aR,)Q, and B = Q1(D, + (rR,)Q, be 
20 x 20 matrices, where D, = diag( - 9, - 8; * *, - 1, 0,l; * -, 9, lo), D, = 
diag(1; * *, l,l.Oe - 4), Qk (k = 1,2) a re orthogonal, and Rk (k = 1,2) are 
strictly upper triangular with entries between *2. We have the results in 
Table 3 for 01 = 0.01, 0.2, 1, 5, respectively. 
For these two examples, the acceleration method almost doubles the 
accuracy of the eigenvalues and significantly improves the convergence speed 
of the Jacobi-like algorithm. The algorithm of Bunse-Gerstner and Fassbender 
[2] has a better convergence rate (between linear and quadratic) than the 
others. The combination of their algorithm and our acceleration method 
would be the most powerful strategy. 
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