Abstract: A quantization error caused by digital amplitude adjusters and phase shifters on array antennas leads to deterioration of directional patterns. Especially, it affects null depth and null angle. In this paper, reduction method of quantization error using auxiliary antenna on array antenna is proposed. One element in the array antenna is operated as auxiliary antenna to reduce the quantization error of other array elements. The null accuracy is improved by the effect of the auxiliary antenna, therefore, the deeper null is formed in correct angle. The validity of the proposed method is shown through numerical simulation. Keywords: array antenna, quantization error, auxiliary antenna Classification: Antennas and Propagation 
Introduction
A directional pattern of an array antenna is controlled by weighting for each antenna signal using amplitude adjusters and phase shifters. The amplitude adjusters and phase shifters are digitized for easing control. However, the digital amplitude adjusters and phase shifters cause a quantization error which generate deterioration of directional patterns [1, 2, 3] . Therefore several methods are proposed to reduce the effect of the quantization error [4, 5] . In Ref. [4] , multiple digital weights are used for respective array signal. It requires the extra hardware compared to conventional antennas. In Ref. [5] , optimum combination of digital weights is determined using search algorithms. Although this method has a merit which can obtain the optimum digital weights, it requires an enormous calculation quantity depending on the number of array elements or bits.
In this paper, quantization error reduction method which is feasible by simple array configuration and calculation is proposed. This paper is organized as follows. An array antenna configuration and a new quantization error reduction method are explained in Section 2. The performances of proposed method are shown in Sec. 3. The conclusion is provided in Sec. 4.
2 Reduction of quantization error using auxiliary antenna Fig. 1 shows the configuration of proposed method. We assume that two waves are combined by a K-elements linear array antenna which has digital amplitude adjusters and phase shifters. The wave S and I are expressing a desired wave and an interference wave, respectively. We consider suppressing the interference by null steering. In this method, the array antenna is divided into two parts to reduce quantization errors. One part consists of KÀ1-elements (#1 to #(KÀ1)element) and the directional pattern is controlled based on Directionally Constrained Minimization of Power (DCMP) algorithm. Another part which has one element (#K element) operates as an auxiliary antenna to correct the quantization errors.
First, we explain about KÀ1-elemnts array antenna. An ideal array weight W KÀ1 to suppress the interference is obtained by DCMP algorithm. The superscript of vector expresses the dimension of vector. In this paper, it corresponds the number of array elements. An interference component y ii which is contained in an output of the array antenna using W KÀ1 is expressed as
where H, ' i , v KÀ1 i ð' i Þ and i denotes complex conjugate transpose, an arrival angle of interference, a steering vector and an interference signal, respectively. The interference component y ii contained in the array output becomes zero in the ideal condition. On the other hand, an interference component y iq contained in an output of the array antenna using quantized weight W KÀ1 q is expressed as
where e denotes a quantization error component. The ei on Eq.
(2) appears due to the deterioration of null steering accuracy because of quantization errors. Therefore, the ei should be canceled by the auxiliary antenna to improve interference suppression performance.
Next, we explain about auxiliary antenna. An output y a of the auxiliary antenna is expressed as
where C, expðjÞ, α and v iK denote an amplitude coefficient, a phase coefficient, attenuation on ATT and a steering vector component of interference, respectively. The attenuation α is a parameter to adjust dynamic range of amplitude adjuster on the auxiliary antenna. Finally, we explain an operation of entire array antenna. The interference component included in the output y of K-elements array antenna has to be zero for perfect interference suppression. Thus, following equation is given.
Here, it is necessary to determine the appropriate C expðjÞ. If steering vector v K i ð' i Þ is known, the complex weight C expðjÞ can be determined by Eq. (5). C expðjÞ ¼ Àe=v iK ¼ e=v iK Á expðjÞ ð 5Þ
Although the appropriate C expðjÞ is determined, the C expðjÞ is also quantized. Thereby, the effect of quantization error remains. However, the effect becomes much smaller for the entire array antenna. This method requires information of steering vector of interference. If the steering vector is unknown, we need to know the steering vector by DOA estimation.
3 Effectiveness of quantization error reduction ]. The S (desired wave) and I (interference wave) come from angles 0 deg. and 30 deg., and both of their power is 0 dB. The thermal noise power is −50 dB and the number of snapshots is 64. In Fig. 2 (a), a form of directional patterns using an ideal weight and a normal quantization weight are almost the same. In contrast, the directional pattern of proposed method is slightly different compared to ideal weight's pattern. Fig. 2(b) shows the directional patterns in the vicinity of arrival angle of interference. You can see that the null depth is shallow and the direction of the null is off from arrival angle of interference in case of normal quantization weight. On the other hand, the null accuracy is increased by the proposed method. Fig. 2(c) shows the relationship between the attenuation and output signal-to-interference power ratio (SINR). It shows that an optimum attenuation exists. In this case, the optimum attenuation is about 13 dB. You can see that the SINR using optimum attenuation is close the SINR of the ideal weight. Fig. 3(a) shows the relationship between the arrival angle of interference and SINR. Other parameters except for the arrival angle of interference are the same as Fig. 2 . You can see that the proposed method improves SINR regardless of the arrival angle of interference if the angle difference is not so small. Furthermore, the SINR of the proposed method using the optimum attenuation is close to that of the ideal weight. Fig. 3(b) shows the relationship between the number of quantization bits and SINR. Other parameters except for the number of quantization bits are the same with Fig. 2 . The optimum attenuations are set corresponding to the number of quantization bits. Fig. 3(b) indicates that 11-bit are required for the normal quantization to obtain the SINR with the case of the ideal weight. In contrast, the proposed method using the optimum attenuation requires only 6-bit. These results indicate the effectiveness the proposed method.
Conclusion
A reduction method of quantization error using an auxiliary antenna on array antenna was proposed. In this method, one element in array antenna was operated as the auxiliary antenna to reduce the quantization error. The null accuracy was improved, and it was shown that SINR value obtained by the proposed method was comparable to that of the ideal case. The necessary number of quantization bits of the proposed method was 6 to achieve ideal performances. As a result, it was shown that the proposed method was effective to reduce the quantization error. Graduate School of System Design, Tokyo Metropolitan University, 1 Introduction
Background
For years, researchers have been studying the relation between earthquakes and geomagnetic field signals using observation results [1] . Using data from our continuous geomagnetic observation, this report describes "co-faulting" geomagnetic signal changes generated when earthquakes occur [2] . Magnetic fields start changing almost simultaneously with the onset of the earthquake rupture before P-wave arrival [2] . This co-faulting geomagnetic phenomenon is useful for disaster prevention.
Recently, earthquake early warning systems, mainly by the Japan Meteorological Agency, have become operational in Japan. Nevertheless, people often receive a warning after the S-wave arrival. Making the system faster is extremely important for disaster reduction. Therefore, we have proposed adding an earthquake detection capability to usual detection systems by using magnetic field measurements with seismic wave measurements [3] . The geomagnetic field propagates at light speed. Therefore, earlier warning can be achieved using geomagnetic field measurements.
Moreover, giving an alarm when a tsunami occurs is important for disaster reduction. The large initial rise and fall of the sea surface associated with a tsunami increases or decreases the atmospheric pressure, which propagates to the ionosphere. Observation results demonstrate a geomagnetic field signal induced by this phenomenon [4] . Discrimination of geomagnetic field anomalies is very desirable to detect natural disasters and to give an efficacious alarm. Commonly, the relation between signals observed at multiple observation points is used for geomagnetic field estimation. However, no accurate geomagnetic field estimation method has been fully developed. Robust discrimination requires robust estimation of a geomagnetic field using multiple observation results. Therefore, we first introduce a deep neural network (DNN) for geomagnetic field estimation. [5] . Autoencoder is an artificial neural network typically used for dimensionality reduction. Autoencoder can reduce the computation costs of geomagnetic estimation, but it also provides noise reduction.
Estimation model using autoencoder
The neural network model is presented in Fig. 1 . Here, we use GMT to produce a map of this figure [6, 7, 8, 9] . As input data, we use geomagnetic field signals observed at three observation points (Memambetsu, Kakioka, Kanoya in Fig. 1 ) operated by the Japan Meteorological Agency.
Our model uses the three orthogonal vectors ðx; y; zÞ of geomagnetic fields at three stations as input values and the estimated vertical vector (z) of geomagnetic field at IWK as output values. The I/O vectors of the neural network are assumed as a continuous time series of magnetic field data excluding DC the offset. The left part of the neural network schematic diagram in Fig. 1 is a pre-trained model of stacked encoder using the autoencoder model to extract the feature vector from the input. At right is a neural network model: a pre-trained stacked decoder model using autoencoder to rebuild a vector.
The center part (connecting part) of our model is a basic neural network model such as that presented in Fig. 1 . The neural network part estimates the feature value of IWK from the input feature value of multiple axes at multiple observation points. Consequently, our model is assumed as a DNN model which is stacked by these three parts. Finally, fine tuning [5] is applied to our DNN model. The procedures for estimation from input data to IWK data using this model are summarized below.
1. Input a vector of time series of geomagnetic observation signal. 2. Calculate the feature extraction from input vector signals at each observation point.
3. Estimate the extracted IWK feature from feature value at other points. 4. Rebuild the IWK vector from the IWK feature value. In our model, input vectors are divided for each channel. Information compression is done for each channel. Therefore, transient noise of one channel can be prevented from affecting other channels. Moreover, by changing the input vector dimension ratio, one can increase the influence of the more related channel.
The dataset consist of 10 Hz geomagnetic data obtained at the geomagnetic observatory (MMB, KNY, KAK) [10] and geomagnetic data obtained at our observation point (IWK). Observation data obtained from Jan. 2015 to Dec. 2015 are used for neural network training. Datasets have 0.5 million data (10 Hz sampled time series vector of 600 dimensions). We employ only observation data of 16:00-19:00 (UTC), which correspond to the middle of the night in Japan (i.e., low artificial noise period). Input data are normalized so that the vector of each dataset fits within the range of −1 to 1.
Results and discussion
To estimate the geomagnetic field change, data observed in March 2016 (excluding the maintenance period) were used as test data. Regarding test data, we applied data of 16:00-19:00 UTC using a similar manner of training.
We compared some conditions of input data: (a) three observation points and three axes (DNN model), (b) three observation points and three axes (simple threelayer neural network model), and (c) three observation points and two axes ðx; zÞ, (d) three observation points and one axis ðy; zÞ, (e) three observation points and one axis (z), (f ) two observation points (KAK, MMB) and z-axis, (g) one observation point (KAK) and the z-axis, (h) one observation point (KAK) and the z-axis (median smoothed transfer function), and (i) one observation point (KAK) and the z-axis (mean smoothed transfer function).
For (h) and (i), we also applied the mean filter or median filter to the result of the transfer function calculated for each frequency. For many researchers in the field of the geomagnetics, geomagnetic estimation using the transfer function has been reported as the usual method [11, 12] . Fig. 2 . Fig. 2 suggests that our DNN model using the data of three observation points and three axes as input data provides more similar results compared to the observed for one at IWK. Next, we quantitatively evaluated the estimation accuracy. The mean absolute error (MAE) was used as an evaluation value.
In this case, we calculated MAE between the estimation result and the result observed at IWK. Table I shows evaluation results obtained using MAE, which clarify that our DNN model using the data of three observation points and three axes as input data provides more reasonable and effective results than the observed values at IWK. Geomagnetic estimation results using our DNN model As described in this paper, we first reported a method of geomagnetic prediction using the deep neural network model. Results clarified that the proposed DNN model using data of multiple observation points and multiple axes as input data provides a more efficient solution for geomagnetic prediction. Results of this study suggest that the DNN model using multiple channels as input data provides accurate geomagnetic field estimation. Although the simple three-layer neural network yields precise results with similar accuracy, large computational cost is required for the three-layered neural network because it is a fully connected layer model. By contrast, no connection exists for each input channel in our DNN model. Therefore, its requirements for computational costs are smaller.
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Introduction
Radio frequency (RF) signal enabled wireless energy transfer (WET) technique has attracted increasing attention recently due to its potential to solve the energy scarcity problem of energy-constrained wireless networks [1] . In practice, one WET system might be deployed in the same geographic region with some existing wireless communication systems such as cellular and WiFi networks. Therefore, a new design paradigm, namely, cognitive wireless energy transfer (CWET), has been proposed to improve the spectrum utilization efficiency of the overall network recently [2, 3] . The key idea of CWET is to allow the WET secondary link to access the spectrum resource originally licensed to the wireless communication primary link opportunistically.
In this paper, we consider a secure CWET scenario, where a multiple-input multiple-output multiple-antenna eavesdropper (MIMOME) primary link coexists with a multi-antenna WET secondary link. The considered scenario is new and has not been studied in the existing literature yet. Since the MIMOME primary link and the WET secondary link share the same spectrum resource, the co-channel interference between these two links is unavoidable. For traditional wireless networks, interference is harmful because it will decrease the receiver's performance. However, it is worth noting that the co-channel interference here is useful rather than harmful. In particular, the co-channel interference generated by the energy transmitter (ET) of the secondary link can be considered as an artificial noise, which could be used to enhance the secrecy rate of the primary link. Meanwhile, the co-channel interference generated by the primary transmitter (PT) of the primary link is also an energy source for the energy receiver (ER) of the secondary link.
To make full use of the co-channel interference in the secure CWET network, in this paper, we study the cooperative precoding design problem. Specifically, we aim at maximizing the secrecy rate of the primary link while guaranteeing the energy harvesting constraint of the secrecy link by jointly optimizing the transmit covariance matrices of PT and ET. To solve the above-mentioned non-convex optimization problem, we propose a block coordinate descent (BCD)-based iterative algorithm with provable convergence. Numerical results show that the proposed precoding design outperforms the existing non-cooperative scheme in terms of both secrecy rate and energy harvesting.
Proposed scheme
Consider a secure CWET system, where a PT sends confidential messages to a primary user (PU) in the presence of an illegal eavesdropper (EA), and an ET of the secondary link transmits energy signal to a ER in a wireless manner with the same spectrum resource authorized to the PU. The number of antennas employed by PT, PU, EA, ET, and ER are N t , N p , N e , N s , and N h , respectively.
The co-channel interference generated by the ET can be regarded as artificial noise to help PU to achieve secure communication. Therefore, the secrecy rate of the primary link is given by RðQ; SÞ ¼ R p ðQ; SÞ À R e ðQ; SÞ ð 1Þ
where R p ðQ; SÞ ¼ log j denote the noise power at the PU and the eavesdropper, respectively; On the other hand, the co-channel interference generated by the PT can be regarded as an energy source for the ER. Hence, the total harvested energy at the ER is expressed as
where 0 1 denotes the energy harvesting efficiency, G h 2 C N h ÂN s and H h 2 C N h ÂN t represent the channel matrices from the ET and the PT to the ER, respectively. The ET would send energy signal for enhancing the secure transmission of the primary link under the condition that its energy harvesting target can be satisfied. Therefore, our design objective is to maximize the secrecy rate of the primary link by optimizing the transmit covariance matrices of PT and ET, subject to the energy harvesting constraint at the ER. Mathematically, the above-mentioned problem can be formulated as where e 0 is energy harvesting target of the ER; p t and p s are the maximum transmit power at PT and ET, respectively. Note that problem (3) is non-convex due to the complicated objective function, and it is difficult to solve in general. To deal with the non-convex problem (3), in the following, we first reformulate problem (3) to an equivalent problem and then propose a BCD-based iterative algorithm to tackle the resulting problem.
BCD-based iterative algorithm for problem (3)
Prior to solving problem (3), we first have a check on its feasibility, i.e., whether a given energy harvesting target e 0 for the ER can be met under the given transmit power p t and p s constraints. To this end, we need to solve the following problem. 
It is noted that problem (4) is a convex optimization problem. According to [4] , it is easily obtained that the optimal value of problem (4) 
where max ðÁÞ denotes the maximum eigenvalue of a matrix. Therefore, the feasibility of the original problem (3) for a given e 0 , p t , and p s can be easily verified by checking whether e 0 E Ã . Without loss of generality, in the rest of this paper, we assume that problem (3) is always feasible.
In the following, we will transform the problem (3) to an equivalent problem, which is more easier to tackle by using the BCD approach. For this purpose, we need the following lemma [5] .
Lemma 1 Let U 2 C NÂN be any matrix such that U # 0. Consider the function
fðWÞ;
and the optimal solution to the right-hand side of (5) is
Therefore, according to Lemma 1, we can equivalently re-express the term Àlogj
Similarly, we have
Substituting (6) and (7) into (1) 
It is noted that problem (8) is not jointly concave with respect to variables fQ; S; W 1 ; W 2 g. However, it is concave with respect to fQ; Sg for a fixed fW 1 ; W 2 g and vice versa. This coordinate-wise convexity property motives us to use BCD method to tackle problem (8) . Specifically, we need to solve the following three subproblems in an alternating fashion. 
where n denotes the nth iteration. According to Lemma 1, the optimal solutions of problem (9) and problem (10) with a fixed fQ nÀ1 ; S nÀ1 g are respectively given by
Note that problem (11) is a convex optimization problem and thus can be efficiently solved by interior-point method using existing software, e.g., CVX.
Based on the discussion above, we now readily summarize our proposed approach to solve problem (3) as Algorithm 1 shown in Table I .
One can easily verify that the proposed algorithm leads to a non-descending objective values, i.e., RðQ n ;
the total transmit power is limited. Therefore, the proposed algorithm will monotonically converge.
Simulation results
In this section, simulation results are presented to validate the performance of our proposed algorithm. In our examples, we set simulation parameters as follows:
The channels are assumed to be quasi-static flat Rayleigh fading and independent of each other. Also, each channel has i.i.d. entries distributed as CNð0; À40 dBÞ, where −40 dB corresponds to the signal attenuation from each transmitter to all receivers. Fig. 1 shows the convergence behavior of our proposed algorithm for different channel realizations with e 0 ¼ À5 dBm. It can be observed that the total transmit power monotonically decreases and finally achieves convergence within 10 iterations, which reveals that the proposed algorithm has a fast convergence rate. Fig. 2 compares the performance of our proposed cooperative precoding design with that of the non-cooperative baseline scheme. For the baseline scheme, there is no cooperation between the PT and the ET. From Fig. 2 , we can see that our proposed precoding design outperforms the non-cooperative baseline scheme in terms of both secrecy rate and energy harvesting. Moreover, we can also notice that the secrecy rate gradually decreases as the energy harvesting requirement increases. 
Conclusion
In this paper, we have studied the cooperative precoding design for a secure CWET system. The design objective is to maximize the secrecy rate subject to the energy harvesting requirement. We have proposed a BCD-based iterative to deal with the original non-convex optimization problem. Simulation results show that the proposed precoding design outperforms the non-cooperative design in terms of both secrecy rate and energy harvesting.
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Introduction
In recent years, to communicate stably large capacity data such as high definition images is required in even small wireless communication terminals. Thus, MIMO (Multiple-Input Multiple-Output) technology is spreaded to increase channel capacity. If MIMO antennas are introduced to small terminals, multiple antennas are needed to put closely from the viewpoint of an installing space. However, a strong mutual coupling by putting multiple antennas closely causes deteriorating radiation efficiency, and channel capacity decreases [1] . Therefore, to reduce mutual coupling is required. Our purpose is proposing a decoupling method for putting closely MIMO antennas.
Antenna models and decoupling method
In this paper, 2 elements monopole antennas are a base model assuming 2 Â 2 MIMO shown in Fig. 1(a) . This antenna array is implemented on a 140 Â 50 Â 0:8 mm one-side 35 µm copper plate FR4 substrate whose relative permittivity is 4.3, a ground plate is 100 Â 50 mm. If admittance between antennas Y 21 set to 0 at the desired frequency, decoupling can obtain [2] . In the previous study, connecting antennas by inductor L is proposed [3] . Fig. 2(a) shows Y 21 of Fig. 1(a) , and Fig. 2(b) shows Y 21 of connecting the monopole antennas by 28 nH. Here, the frequency at which the real and imaginary part of Y 21 change is defined as "resonance". Only monopole antennas ( Fig. 2(a) ) has one resonance at 1.6 GHz. The element length is relative to the frequency of appearing resonance each other. The shorter element length is, the higher resonance frequency is. In case of connecting by L, there are two current paths: monopole and another monopole via L. L lengthens the current path length, hence, one more resonance appears at the lower frequency 0 GHz (DC) than monopoles. Then, both real and imaginary parts of Y 21 get to 0 between two resonances. Like this, there are many decoupling methods of connecting antennas via a decoupling connecting [4] . However, if the decoupling network is used, the power loss due to resistance in the decoupling connecting occurs and radiation efficiency decrease. Besides, there are also some decoupling methods of connecting only antennas without the decoupling network [5] . Nevertheless, it is hard to connect antennas in a wireless terminal with a large number of parts. Moreover, adding meander branch element to monopoles instead of L is proposed [6] . This method is not needed to connect antennas and use decoupling connecting. As mentioned earlier, L lengthen the current path length, thus, to realize decoupling equivalent to L connecting is needed to add larger volume element to monopole antennas. Nevertheless, to insert mender branch element, antenna volume increases, thus, this method is not suitable for miniaturization.
3 Design by using a short stub
In this paper, we propose a short stub instead of the meander branch element to suppress antenna volume. The branch element is regarded as an open stub. Open stub must be from a quarter to a half of wavelength in order to exhibit inductivity. By contrast, if the short stub is used, the stub length must be less than a quarter of a wavelength. Hence, the short stub is more effective than the open stub to reduce antenna volume. The proposed antenna with the short stub attached to Fig. 1(a) is shown in Fig. 1(b) . h is the length of the short stub. Fig. 2(c) shows Y 21 of the proposed model whose h is changed 2.4 mm, 4.4 mm, and 6.4 mm. The desired frequency is 1.5 GHz. From Fig. 2(c) , one more resonance is generated at 0 GHz (DC) in addition to resonance by monopoles. This operation is the same at decoupling by L connecting (Fig. 2(b) ). Therefore, the short stub exhibit inductivity. Furthermore, Y 21 ¼ 0 is obtained at the desired frequency between two resonances at h ¼ 4:4 mm.
The procedure of antenna design is shown below. (a) The length of the monopole antenna is determined in order to resonate slightly higher than desired frequency which is wanted Y 21 to be 0 ( Fig. 1(a) ). (b) The short stub is attached to the monopole antenna. If the length of the short stub (h) is altered, the resonance of monopole is moved and the frequency of Y 21 ¼ 0 also changed. (c) The length of short stub is adjusted so that the frequency of Y 21 ¼ 0 become desired frequency (in this paper, length is 4.4 mm). In paper [7] , the decoupling method of using capacitive loads for two inverted-F antennas is also proposed. Unlike [7] , the novelty of proposed method is that there is no need to connect other stubs or capacitive loads to IFAs. Fig. 3 shows S-parameter of each model with matching circuits. Lines indicate calculated by CST studio suite, markers indicate measured S-parameter. It is confirmed that the calculated value corresponds to the measured value. S11 shown in blue is less than −10 dB at the desired frequency in both only monopoles and proposed model. However, in only monopoles, S21 shown in red is −2.1 dB which is high mutual coupling. On the other hand, S21 of the proposed model is −10.4 dB. Therefore, S21 decreases 8.3 dB by attaching short stub.
S-parameters and radiation efficiency
In addition, we simulated radiation efficiency. Radiation efficiency of only monopoles is −5.1 dB. By contrast, in the proposed model, radiation efficiency is 3.4 dB. As a result, radiation efficiency increased 1.7 dB by using the short stub.
Conclusion
In this paper, we proposed the decoupling method of putting closely MIMO antennas by using the short stub to realize the method equivalent to L connecting. The proposed antenna model with the short stub can obtain the same operation of L connection. Moreover, the decoupling condition Y 21 ¼ 0 is obtained at the desired frequency. Therefore, compared with only monopole antennas model, mutual coupling S21 can be reduced 8.3 dB and simulated radiation efficiency improves 1.7 dB. Hence, it is confirmed that decoupling can perform by using a short stub.
As for future studies, corresponding to CA (Carrier Aggregation), dual-band decoupling method is required. Furthermore, the decoupling method for multiple antenna more than 2 elements is also a future task. Abstract: Wireless communications channel is multipath propagation channel and its main drawback is fading that degrades system performance. Multipath fading effects can be mitigated by using diversity combing scheme at the receiver. Many diversity combining schemes were considered in the literature to study their performance in different multipath fading environments. Recently, N. C. Beaulieu considered generalized framework for performance analysis of selection combining diversity in Rayleigh fading channel by deriving expressions for average error rate. However, experimental measures shown that the Nakagami fading channel model is a good fit to different multi-path fading environments. Hence the performance analysis of selection diversity combining scheme in Nakagami fading channels with Laplace cochannel interference is presented in this paper by deriving the average error rate of binary phase shift keying signals. Keywords: cochannel interference, diversity combining, fading channel, Nakagami distribution Classification: Wireless Communication Technologies
Introduction
Wireless communications finds a broad usage among all the communication techniques. This technique plays a vital role in many areas of science and technology viz., cellular mobile radio communication. But the major limitation with this technique is signal degradation due to multipath effects i.e., fading. When a radio frequency (RF) wave is transmitted over a wireless link, the amplitude and phase of the received signal fluctuate randomly with respect to time. This random phenomenon is called as multipath fading [1] . The channels in wireless communication are multipath propagation channels and the fading occur at the receiver side. This in turn degrades the performance of wireless communication system [2] . Henceforth, the diversity combining techniques are implemented at the receiver to overcome the effects of channel fading. Selection combining (SC), maximal ratio combining (MRC) and equal gain combining (EGC) are considered as basic linear diversity combining techniques [3, 4] and studied extensively in the literature. The SC scheme finds a widely spanned significance over all the combining schemes because of its less complexity [3] . Recently, N. C. Beaulieu [2] considered the generalized framework for performance analysis of the D-fold SC scheme in Rayleigh fading channel with cochannel interference by deriving expressions for average error rate of binary phase shift keying (BPSK) modulation scheme.
In this work, some results that give the error rate performance of D-fold SC scheme over Nakagami fading channel with Laplace cochannel interference are presented.
The remaining portion of this paper is organized as follows: Selection diversity combining scheme principle and its importance is stated in Section 2. Whereas section 3 reports the evaluation of error rate performance of selection diversity reception scheme for different Nakagami fading channels. Analytical results are shown in section 4.
Selection diversity combining
First, signals are received at the receiver end and selecting the best signal among all the received signals, this is the basic principle SC diversity is based. Because of this principle [3] SC is termed as least complicated of all the basic diversity schemes MRC, EGC and SC, to receive transmitted signal in multipath fading channels. Highest signal-to-noise ratio (SNR) branch is chosen by the combiner. As the output of SC is only one branch signal [3] individual branch signals coherent sum is not required. And hence, SC is used with coherent and non-coherent modulation techniques. Due to this specification SC scheme is simple and low cost.
The error rate of D-branch SC for Rayleigh fading is given by [2] 
where " is the average faded signal-to-interference ratio (SIR) and P f ðÁÞ is the average probability of error in Rayleigh fading channel. It is assumed that the cochannel interference has Laplace distribution which is a good model for the multiuser interference in wireless communication networks [2] . For a Laplace cochannel interference environment, the error rate is given by [2] 
where, ρ is the instantaneous unfaded signal-to-interference ratio (SIR). In this work, Eq. (1) and Eq. (2) are used to derive the expressions for the average error rate of BPSK signals over Nakagami fading channels.
Nakagami-m fading channel
The probability density function (PDF) of Nakagami-m random variable is given by [3] 
where, m is the Nakagami fading parameter and Ω is the mean-square value of the channel amplitude, r, given by ¼ E½r 2 , here E½Á is the statistical expectation operator. The average error probability over Nakagami-m fading channel with Laplace cochannel interference can be derived by averaging (2) over the Nakagami-m fading distribution (3), by replacing ρ with instantaneous faded SIR, r 2 , as in [2] , we get 
Expressing (4) in terms of average faded SIR, " ¼ 2 2 , and by letting 2 ¼ , we
The average symbol error rate of D-fold SC scheme in Nakagami-m fading with Laplace cochannel interference, P
D Laplace f
ð " Þ, can be obtained by using (5) and (1) as
Substituting (5) in (6) and then applying numerical integration to compute the integral of (5), the average symbol error rate can be derived and the corresponding analytical result is shown in Fig. 1(a) for different order of diversity.
Nakagami-n fading channel
The PDF of Nakagami-n random variable is given by [3] 
And across the Nakagami-n fading PDF given in (7),
Expressing (8) in terms of " , as
The average symbol error rate of D-fold SC scheme in Nakagami-n fading with Laplace cochannel interference, P
D Laplace f
ð " Þ, can be derived by using (9) in (1) as
substituting (9) in (10) and then applying numerical integration then the analytical result is obtained which is shown in Fig. 1(b) .
Nakagami-q fading channel
The PDF of Nakagami-q fading channel is given by [3] as
The average error probability over Nakagami-q fading with Laplace cochannel interference can be derived by averaging (2) across the PDF of Nakagami-q fading given in (11),
Expressing (12) in terms of " , we get
D Laplace f
ð " Þ, can be derived by using (13) in (1) as
The analytical result is obtained by applying numerical integration to (14) which is shown in Fig. 2(a) .
Nakagami-0.5 fading channel
The probability density function (PDF) of Nakagami-0.5 fading channel is given in [4] as
2 uðrÞ ð 15Þ
In a D-branch combining scheme, the PDF of D-branch selection combining is given in [4] as
where uðrÞ ¼ f
and QðÁÞ is the Gaussian Q-function [5] . The average probability of error is obtained by using the equation given in (2) as,
where P e ðr ffiffiffiffiffiffiffiffiffi SNR p Þ is the instantaneous error rate that is a function of instantaneous SNR. Substituting (16) in (17) yields
Now, using the binomial expansion in (18) gives 
Note that
By using (21), (20) can be written as
The average error rate in Nakagami-0.5 fading channel with Laplace cochannel interference can be derived by averaging (2) across the Nakagami-0.5 PDF given in (15),
After some algebraic manipulation (23) can be written as
Substitute (24) in (22) yields
Results and discussion
Consider a wireless transmission system having D (here D ¼ 1; 2; 3; 4) receiving antennas. In all the simulations, it assumed that ¼ 10 dB. The average SER vs. average faded SIR in Nakagami-m fading for D-fold selection diversity is shown in Fig. 1(a) for m ¼ 1. The fading severity of the Nakagami-m channel is given by the parameter m. The fading parameter value m ¼ 0:5 indicates severe fading condition and as it increases fading decreases, i.e., m ! 1 indicates no fading. As m increased to 1 the fading effect gets zero and Nakagami-m channel converges to non-fading. Both the Rayleigh (i.e., m ¼ 1) and Rician channels can be considered as the special cases of Nakagami-m channel. Rician distribution is described by a fading parameter k, that is, the ratio of the power in the line-of-sight (LOS) component of the power in the multipath components. Furthermore, when m < 1 we obtain a one-to-one mapping between the m-parameter and the q-parameter allowing the Nakagami-m distribution to closely appears the Nakagami-q. The average SER vs. average faded SIR for D-fold selection combiner in Nakagami-q channel is presented in Fig. 2(a) . The average SER vs. average faded SIR in Nakagami-n fading for D-fold selection diversity is shown in Fig. 1(b) for n ¼ 0 (Rayleigh fading). In Nakagamin fading, n ! 1 indicates no fading. The Nakagami-0.5 distribution is an important special case of the Nakagami distribution as it represents a worst case fading. The average SIR vs. SER in Nakagami-0.5 fading for D-fold selection diversity is shown in Fig. 2(b) .
Conclusion
The average symbol error rate of SC scheme, operating over different Nakagami channels, has been derived. Analytical results are presented to show the performance of SC diversity scheme over Nakagami fading channels. Results show that the performance of selection combiner increases with increase in diversity order and SNR in the presence Laplace cochannel interference. Abstract: Crash Warning Application (CWA) for vehicle safety is expected one of the most important applications in smart city. CWA exchanges status information between all nodes by broadcast frames in V2X (Vehicle-toEverything) communications. Since CWA has some QoS requirements, the number of nodes such as vehicles and pedestrians must be less than a certain value to avoid congestion. In order to accommodate more communication nodes in CWA, a novel cluster-based communication method is proposed. In this method, a cluster head estimates its members' status and transmit them on behalf of the members instead of collecting members' information with using additional spectrums. Members transmit correction frames if they hear unacceptable error in the estimation. Depending on the error value, congestion level is to decrease in frames simultaneously sent by cluster head but to increase in additional frames for the error correction. The proposed method is evaluated to show its effectiveness for the number of cluster members and error values (error probabilities). Keywords: V2X, DSRC, IEEE802.11p, crash warning, congestion, clustering Classification: Terrestrial Wireless Communication/Broadcasting Technologies
Introduction
In recent years, Crash Warning Application (CWA) [1] is expected as one of ITS (Intelligent Transport Systems) applications for more safety vehicle transportation in Smart City. We focus on DSRC (Dedicated Short Range Communications) [2, 3] for V2X (Vehicle-to-Everything) communications. DSRC uses IEEE802.11p [4] as a MAC layer protocol, so the channel is accessed in a distributed manner complying CSMA/CA as the same as that in IEEE802.11a. For CWA to know surrounding situations and prevent traffic accidents, communication nodes such as cars and pedestrians exchange information frames which include own node status such as ID, time, location, velocity. Nodes such as cars periodically advertise their information by broadcasting the frames. Nodes also must satisfy specific QoS (Quality of Services) requirements in V2X communications for CWA. Specifically, nodes must receive 10 or more frames before 2.5 s∼9.5 s prior to potential crashes [5, 6] . It is more difficult to satisfy the requirements when more nodes exist due to the increasing interference signal strength and frame traffic congestion. Therefore, Node Accommodation Capacity (NAC) that is defined as the maximum number of nodes that can satisfy the requirements could not be reached at the desired capacity.
To increase NAC, cluster-based communication methods can be applied. The methods consist of three elements; (1) multiple nodes form clusters, (2) cluster heads collect all data frames of nodes in own cluster (members) in Intra-Cluster communications, and (3) only cluster heads transmit the frames on behalf in InterCluster communications. The methods can decrease the number of frames sent at the same time in Inter-Cluster communications so that interference signal strength would be reduced. The conventional cluster-based communication methods [7, 8, 9] , however, requires additional spectrums [7, 9] or power control mechanisms [8, 9] for Intra-Cluster communications. We here assume we cannot obtain additional spectrums nor power control mechanisms. Thus, we propose a novel cluster-based communication "CLASES (CLustering Algorithm with meSsage EStimation)" [10] that uses tiny Inter-Cluster communications without additional spectrums nor power control mechanisms for increasing NAC. Since the proposed method uses estimation schemes, we describe the procedures of the proposed method as well as describe how estimation error effects on NAC.
CLASES: CLustering Algorithm with meSsage EStimation

Ideas of CLASES
The proposed method does not explicitly communicate with cluster members. Instead, a cluster head and cluster members contribute to an estimation process. Two key ideas for the estimation process are as follows.
A) Estimation by a cluster head
The first idea is an estimation. In order to obtain own members' current status information without Intra-Cluster communications, a cluster head estimates it along with physical laws (i.e. physics relationships between location and velocity, etc.) from their past information. In other words, it estimates the information after a few milliseconds.
All nodes can hear and must hear other nodes' frames sent in broadcast mode. After estimating the members' current status information, the cluster heads transmit the same number of frames as members on behalf of the members. This results in the reduction of collision probability and the amount of interference signal strength because the upper limit of simultaneously sent frames is reduced from the number of nodes to the number of clusters.
B) Estimation Error Correction by the cluster members
The second idea is an error correction. The estimated information might contain some errors, so the proposed method needs a mechanism to correct these errors as follows. If a member detects unacceptable estimation error in a frame sent from the cluster head, the member transmit a correction frame which conveys the measured, i.e. correct information. The error correction frames are only sent for larger error than acceptable one.
We will not discuss how much error probability of the estimation should be observed. The accuracy of the estimation depends on a behavior of each vehicle and the past information of the vehicle. The broadcasted information includes enough data such as direction, velocity and acceleration. Then, it seems much easier to estimate accurate locations of the vehicles in 100 msec than the crash estimation in which all nodes in CWA are required to estimate in advance whether to collide with another node even before a few seconds. Unacceptable large errors may occur in cumulative estimations. We assume that the probabilities of the unacceptable error are small and error correction frames are sent in a few percentages over all frames in our evaluations.
Example of CLASES
We show an example of the proposed method by 5 nodes (A∼E) as the following.
Here, InfoðX; tÞ shows a measured information frame that node X transmits at time t and InfoðX 0 ; tÞ shows an estimated information frame of X.
Step 1) Cluster Making and Cluster Head Decision Although it is not our scope to show efficient cluster making process, we just show a sample making process. Before completing to form the cluster, the followings occur. Node A sends InfoðA; tÞ only, node B who is not in a cluster member hears it and knows that A belongs to no clusters. B sends InfoðB; t þ 100Þ and InfoðA 0 ; t þ 100Þ. Note that InfoðA 0 ; t þ 100Þ is an estimated value of InfoðA; t þ 100Þ, which in this case B estimates. All nodes know that B and A form a cluster because B sent InfoðA 0 ; t þ 100Þ. This process is repeated in every opportunity of information sending events, 100 msec. In case of that the maximum cluster member is five, this process ends at node E sending InfoðE; t þ 400Þ; InfoðD 0 ; t þ 400Þ; . . . ; InfoðA 0 ; t þ 400Þ and it takes 500 msec to form the cluster.
We suppose that effects on the system performance from this process is not so large, because this cluster making process is not expected to frequently occur. As long as members can hear each other frames, i.e. members are within about 300 m radius range, the cluster can survive regardless of positions of the members. Thus, the process occurs much less than that of periodic broadcasting, every 100 msec. Note that since cluster members does not need to be placed close to each other, it is desired to form a cluster with considering proximity in order to keep the cluster for longer time.
Then, nodes elect a cluster head. For example, we may make a rule that a cluster head is chosen in order from the node joined the cluster earlier. In the following steps, we discuss the case that A is their cluster head.
Step 2) Estimation In this step, cluster head A estimates member's status information. At time t, A estimates the status information of the members (B, C, D, E); InfoðB 0 ; tÞ; InfoðC 0 ; tÞ; . . . ; InfoðE 0 ; tÞ. In order to estimate it, A can use their past status information such as information at time t À 100; InfoðB; t À 100Þ; . . . ; InfoðE; t À 100Þ. A can obtain them by listening to their frames before time t. It should be noted that some estimated status information is likely to contain the unacceptable errors.
Step 3) Inter-Cluster Communications In Step 3, A broadcasts the frames conveying own measured information InfoðA; tÞ or members' estimated information InfoðB 0 ; tÞ; . . . ; InfoðE 0 ; tÞ as shown in Fig. 1(a) . All nodes, however, may still obtain status information remaining unacceptable error in this step.
Step 4) Estimation Error Correction In step 4, B∼E must listen to A's broadcasted frames in order to correct own information. For example, E's status information InfoðE 0 ; tÞ contains an unacceptable error, and then E broadcasts InfoðE; tÞ by itself as shown in Fig. 1(b) .
The cluster repeats Step 2 to Step 4.
Characteristics of CLASES
The proposed method has two characteristics about NAC. The first characteristic is that NAC increases at first as the number of cluster members increases, then decreases. This occurs because of a tradeoff between interference power reduction and parallel transmission reduction [10] .
The second characteristic is that NAC decreases as the more amount of the error correction frames to cause severer congestion. This occurs by two factors. Firstly, more possibility of occurring unacceptable error causes to transmit them more frequently. Secondly, they are also generated as the number of cluster members increases. This is because the number of times of estimation increases. Cluster heads transmit 5 estimated information (BB, DB, FB, HB, JB) in the case in Fig. 2(a) , but they increase up to 9 estimated information (BB∼JB) in the case in Fig. 2(b) . Therefore, the number of times of estimation increases to 9 from 5.
Eventually, NAC generally increases at first then decreases as the number of cluster members increases. Moreover, it decreases when the unacceptable error occurs the more frequently. The decreasing width increases as the number of cluster members increases. 
Node accommodation capacity
Due to space limitations, evaluation models refer [11] except for the following assumptions. An unacceptable error is introduced as the rate of error correction frames to frames conveying estimated information, i.e. error correction occurrence rate (ECOR). ECOR is set enough small, a few percentages. Fig. 3 shows NAC of the proposed method. Its horizontal axis is the number of cluster members and its vertical axis is NAC. As shown in Fig. 3 , NAC of the proposed method increases more than NAC of the non-cluster method (i.e. 1 member cluster) by 19% when ECOR is 2% and the number of cluster members is 9 nodes. In the case of no error correction frames, it is more than NAC of the non-cluster method by 24% when the number of cluster members is 11 nodes. On the other hand, it is less than NAC of the non-cluster method, when ECOR is over 14%.
Conclusion
We proposed a novel cluster-based method "CLASES", and then showed the proposed method is effective for CWA with V2X communications.
Experimental investigation of the relationship between inter-core crosstalk and Q-factor in multicore DSDM transmission lines Akira Isoda a) , Takayuki Mizuno, and Yutaka Miyamoto
Introduction
Space division multiplexing (SDM) for optical fiber transmission is one of the breakthrough techniques in overcoming the capacity limit of single-mode fiber [1] . SDM transmission uses a multicore arrangement of many cores in one fiber and/or a few-mode core with large-diameter cores, each of which can carry many optical modes. The characteristics of these fibers can yield very high capacity transmission systems. We refer to Dense SDM (DSDM) as SDM with over 30 spatial channels. The merit of DSDM transmission systems is achieving very high capacity transmission. Given the importance of higher-capacity transmission, many researchers have reported DSDM transmission experiments [2] . We focused on multicore DSDM transmission because it is a natural extension of the current optical transport network. A key issue in multicore DSDM transmission systems is inter-core crosstalk (XT), which refers to optical signals leaking from one core to another and is likely to degrade transmission quality. It is therefore necessary to avoid XT effects in transmission signals through optical paths. One way to do this is to change the modulation format and/or optical path by monitoring XT values at each point in multicore DSDM transmission systems. To achieve XT-aware network control, it is important to measure XT accurately. This paper demonstrates the relationship between XT and Q-factor by using our in-service inter-core XT monitoring method in a DSDM transmission line that includes a 32-core MCF [3] and a 32-core multicore erbium/ytterbium-doped optical fiber amplifier (MC-EYDFA) [4] . Fig. 1 shows the concept of the XT monitoring method we previously proposed [5] . This method uses tones that have different wavelengths in different cores. For example, in the case shown in Fig. 1 . Conventionally, we could not measure the XT value of the WDM signals from core #2 to core #1 because WDM2 will overlap with WDM1. But with our method, we calculated the XT as follows. First, we regarded the shorter-wavelength side XT at ðM1S þ M2SÞ=2 as the difference in the peak power between M1S and M2S, and the longer-wavelength side XT at ðM1L þ M2LÞ=2 as the difference in the peak power between M1L and M2L. Next, assuming that inter-core XT is a linear function of wavelength, we used linear approximation to estimate XT at each WDM channel using the shorter and longer-wavelength side XT values. This method is suitable for use under the condition that the OSNR level is higher than the XT value, and may affect the accuracy when the tones from neighboring cores are near the noise level [5] . Our XT monitoring method has three merits. The first is that it needs no additional signal frames for XT monitoring, because pilot tones are used. The second is that in-service monitoring is possible even in a multicore transmission line that includes optical amplifiers. The third is that we need only two pilot tones per core to monitor XT of the WDM channels, and by placing them out of the WDM signals, it will not affect spectral efficiency. These merits make it very easy and practical for in-service XT monitoring.
Crosstalk monitoring method
Experimental setup
We conducted an experiment on a 32-core DSDM transmission line to confirm the accuracy of our crosstalk monitoring method. Fig. 2 shows the experimental setup. We used a 51.4-km 32-core MCF [3] and a 32-core MC-EYDFA with a 32-core multicore isolator [6] as a single span transmission line. Cores #1, #3, #7, #9, #15, #23, #27 and #31 were connected in series to yield an 8-span MCF transmission line (Fig. 2(c) ). Signals were input to the remaining 24 cores to assess the effects of XT from adjacent cores. The WDM signals we used were 32-Gbaud polarization division multiplexed 16 quadrature amplitude modulation (PDM-16QAM) 50 GHzgrid 27WDM (1551.520 nm-1562.029 nm) and the Q-factors at the center wavelength of the WDM channel (1556.756 nm) were measured. The WDM signals were divided by 1 Â 2 optical couplers for input to the core under test and to adjacent cores. Pilot tones M1S (1550.717 nm) and M1L (1562.436 nm) from laser diodes (LDs) for the core under test and WDM signals from the transmitter were coupled by using 2 Â 1 optical couplers, then input to the core under test. Pilot tones M2S (1551.119 nm) and M2L (1562.844 nm) from LDs for the adjacent cores and WDM signals from the transmitter were coupled by using 2 Â 1 optical couplers, then input to the adjacent cores by using a 1 Â 32 optical coupler. Delay lines were set after the 1 Â 32 optical coupler to decorrelate the signals between adjacent cores. After transmission in the core under test, the WDM signals and the pilot tones were sent to the receiver and the optical spectrum analyzer by using a 1 Â 2 optical coupler. At the receiver, we measured the Q-factor at 1556.756 nm by offline processing. At the optical spectrum analyzer, we estimated the XT value from the optical peak power of each wavelength by determining the optical power ratios of M1S , M1L , M2S , and M2L . The resolution of optical spectrum analyzer is 0.1 nm. In this experiment, we measured Q-factors and XT from 51.4 km to 411.2 km for each 51.4-km span to reconnect cores in series. When we measured XT and Q-factor at 2 spans, we connected cores #1 and #3 in series as the core under test, and the 30 other cores were connected via the 1 Â 32 optical coupler as adjacent cores. In the same way, when we measured XT and Q-factor at 4 spans, we connected cores #1, #3, #7, #9 in series as the core under test, and the 28 other cores were connected via the 1 Â 32 optical coupler as adjacent cores. We changed the number of adjacent cores in accordance with the number of spans for the serially-connected transmission line.
Experimental results
To examine the relationship between XT and Q-penalty, we estimated Q-factors from the calculated Q-penalty by using the XT value monitored at each 51.4-km transmission span. Fig. 3 plots monitored XT and measured Q-factor values at 1556.756 nm. XT values are given by the green solid line with a triangular marker. They increased with transmission distance. The XT value was −20.2 dB and the measured Q-factor (see the blue solid line with quadrangular marker) was 5.8 dB after 411.2-km transmission. This value indicates the possibility of transmitting C-band WDM signals using a PDM-16QAM modulation format over 411.2 km in a 32-core DSDM transmission line. Estimated Q-factors at each distance are plotted by pink dotted lines and noted as "Q-factor (estimated)" in Fig. 3 . We evaluated the estimated Q-factor at each distance as follows. First, we needed OSNR without XT to calculate Q-factors at each distance. Since we set the pilot tones and WDM signals to have the same power, we regarded the difference between the peak power of the pilot tone from the core under test and the power level of the noise floor as OSNR. We called Q-factors that had no Q-penalty induced by XT as non-XT Q-factors and calculated them at each distance from the OSNR and back-to-back OSNR. Finally, we added the Q-penalty induced by XT to the non-XT Q-factors at each distance and regarded them as estimated Q-factors [7] . When we compared the measured and estimated Q-factors at each distance, we found that there was only a small discrepancy between them. That is, it ranged from only −0.3 dB to +0.5 dB. This confirms that our XT monitoring method is effective in measuring inter-core XT in service. 
Conclusions
We experimentally demonstrated the relationship between XT and Q-factor in a 32-core DSDM transmission line. At 1556.756 nm after 411.2-km transmission the measured XT was −20.2 dB and the Q-factor was 5.8 dB. A comparison of measured and estimated Q-factors at multiple spans showed that they were virtually the same value. This means our XT monitoring method will be effective in confirming the quality of transmission signals in service, and that it will also be useful as a means to provide XT-aware optical channel control.
The modeling of a concurrent dual-band transmitter exhibiting PM-PM/PM-AM distortions The co-existence of modern 3G, 4G and other communication systems increases the complexity of a base station. Multi-band systems, especially concurrent dual/ multi-band power amplifiers [1, 2] that accommodate different standards simultaneously, have been implemented successfully to accommodate dual/multi-band to reduce the cost and complexity of the base station.
In the concurrent dual-band transmitter, it shows intermodulation and crossband modulation products between the two modulation signals which further exacerbate the performance of the signals. A plurality of compensation methods based on the memory polynomial [3, 4, 5] have already been proposed to jointly compensate for the I/Q mismatch and distortion of power amplifiers (PAs). A transmitter model of parallel Hammerstein (PH) or parallel-MP (PMP) structure is used to exhibits and compensates non-linear distortion and hardware impairments in a concurrent dual-band transmitter. These existing transmitter joint model accounts for the PA dynamic behavior for the amplitude-dependent dynamic non-linearity and In-Phase/Quadrature (I/Q) impairments well. However, they fail to model the interaction effect between its modulator and the PA. The literature [6] investigated that a PA generates a non-negligible PM-AM and PM-PM effect due to a broadband linear filter before PA. In a broadband transmitter, the frequencydependent behavior from reconstruction filters and analog modulator cascaded with the PA will create the PM-PM and PM-AM distortion which is ignored by the previous transmitter model.
In this paper, a dual-band Cartesian MP model for the joint compensation of dual-band PA and modulator distortion, and cross effect therebetween is proposed. The accuracy of the model is improved due to the extra compensation for PM-PM and PM-AM distortion. The performance of the model is proved with a typical case of the 3G base station of a multi-carrier WCDMA signal. The results show that the model is high in accuracy and low in complexity.
2 PM-AM and PM-AM distortion due to frequency-dependent linear filter effect of modulator
In order to describe the frequency-dependent characteristics of a modulator due to the imbalance, the model can be characterized by a direct/conjugate channel model [7] , which could be given as follows:
fabricated with a GaN HEMT (CGH40010 from Cree) in two carrier frequencies of 880 MHz/1.96 GHz. Two vector signal generators are used to simulate imperfect modulators with intentionally I/Q imbalance offset. The baseband signals comprise a two-carrier WCDMA signal at 880 MHz (LB) and a 3-carrier WCDMA101 (with the middle carrier off) signal at 1.96 GHz (UB), respectively. The peak-to-average power ratio of both signals is more than 10 dB. A vector signal analyzer (PSA N9030B), and MATLAB software are used to record signals and identify the model parameter.
The modulator impairment is simulated under different conditions as follows: The signal generator for the lower band is set with a gain imbalance of 1 dB, a phase imbalance of 2 degrees, an I offset of 1.5% and a Q offset of 1.5%. The signal generator for the upper band is set with a gain imbalance of 1 dB, a phase imbalance of 2 degrees, an I offset of 1.5% and a Q offset of 1.5%. In the model validation, the non-linearity order of 5 (K ¼ 3) and the memory depth of 5 (M ¼ 4) are chosen for dynamic nonlinear effects of PA and modulator impairments.
The resultant adjacent channel power ratios (ACPR) data of the experiment is showed in Fig. 2 . and Fig. 3 . with spectrum performance before and after linearization. They show that the proposed model had a better performance in suppressing the out-of-band emission with achieves ACPR of −52.1 dBc and −51.3 dBc, an improvement of around 0.9 dB over other model in the dual-band. This paper presents a low-complexity Cartesian Memory Polynomial for modeling and compensating for a concurrent dual-band transmitter. The advantages of this model are as follows: (1) the proposed model may improve the linearization performance by compensating for PM/AM and PM/PM distortion of a transmitter and (2) the use of the IQ real-variable may characterize the IQ non-linearity and imbalance of the transmitter as well as the non-linearity of the amplifier and the cross-modulation thereof so that the model has a high accuracy at the same time.
The resultant data shows that the model has a good performance with lower complexity.
