Abstract. The conventional nonparametric tests in survival analysis, such as the log-rank test, assess the null hypothesis that the hazards are equal at all times. However, hazards are hard to interpret causally, and other null hypotheses are more relevant in many scenarios with survival outcomes. To allow for a wider range of null hypotheses, we present a generic approach to define test statistics. This approach utilizes the fact that a wide range of common parameters in survival analysis can be expressed as solutions of differential equations. Thereby, we can test hypotheses based on survival parameters that solve differential equations driven by hazards, and it is easy to implement the tests on a computer. We present simulations, suggesting that our generic approach performs well for several hypotheses in a range of scenarios. Finally, we extend the strategy to to allow for testing conditional on covariates.
Introduction
The notion of hazards has been crucial for the development of modern survival analysis. Hazards are perhaps the most natural parameters to use when fitting statistical models to time-to-event data subject to censoring, and hazard functions were essential for the development of popular methods like Cox regression and rank tests, which are routinely used in practice.
In the emerging field of causal inference [1, 2, 3] , however, there is concern that many statisticians just do advanced 'curve fitting' without being careful about the interpretation of the parameters that are being reported [4, 5] . This criticism can be directed to several areas in statistics. In this spirit, we think that statisticians in general should pay particular attention to effect measures with clear-cut causal interpretations.
In survival analysis, it has been acknowledged that interpreting hazards as effect measures is delicate, see e.g. [6] and [7] . This contrasts the more traditional opinion, in which the proportional hazards model is motivated by the 'simple and easily understood interpretation' of Date: July 3, 2018. hazard ratios [8, 4.3.a] . A key issue arise because the hazard, by definition, is conditioned on previous survival. If we consider causal diagrams [1, 2] , it is clear that we condition on a 'collider' that opens a non-causal pathway from the exposure through any unobserved heterogeneity into the event of interest, see [6, 9] , [10, 2.2.1]. Since unobserved heterogeneity is present in most practical scenarios, even in randomized trials, the conditioning will often be a problem, and is likely to yield bias, unless additional strong parametric assumptions are satisfied [6] .
Although we must be careful about assigning causal interpretations to hazards, we do not claim that hazards are worthless. On the contrary, hazards are key elements in the modelling of other parameters that are easier to interpret, serving as building blocks. This point of view is also found in [2, 17.1]:
"..., the survival analyses in this book privilege survival/risk over hazard. However, that does not mean that we should ignore hazards. The estimation of hazards is often a useful intermediate step for the estimation of survivals and risks." Indeed, we have recently suggested a generic method to estimate a range of effect measures in survival analysis, utilizing differential equations driven by hazards [11] .
Nevertheless, the conventional hypothesis tests in survival analysis are still based on hazards. In particular the rank tests [12] , including the log-rank test, are based on the null hypothesis
where α i t is the hazard in group i. Formulating such hypotheses in a practical setting will often imply that we assign causal interpretations to these hazard functions. In the simplest survival setting this is not a problem, as there is a one-to-one relationship between hazards and the survival curves, and a null hypothesis comparing two or more survival curves is straightforward. In more advanced settings, e.g. scenarios with competing risks, hypotheses like (1) are less transparent, leading to issues with interpretation [7] .
We aimed to develop new hypothesis tests for time-to-event outcomes with two key characteristics: First, the tests should be rooted in explicit null hypotheses that are easy to interpret. Second, the testing strategy should be generic, such that the scientist can apply the test to their estimand of interest.
Survival parameters as solutions of differential equations
We will consider survival parameters that are functions solving differential equations on the form
where A is a q dimensional vector of cumulative hazards, and F : R p −→ R p×q is Lipschitz continuous with bounded and continuous first and second derivatives, and satisfies a linear growth bound. The class of parameters also include several quantities that are Lebesgue integrals, so that A i t = t for some i. Here, X is a vector that includes our estimand of interest, but X may also contain nuisance parameters that are needed to formulate the estimand in (2) .
Many parameters in survival analysis solve equations on the form (2), such as the survival function, the cumulative incidence function, the restricted mean survival function, and the prevalence function. We will present these in detail in section 3. Nonparametric plugin estimators have been thoroughly studied in [11] . The strategy assumes that A can be consistently estimated bŷ
where G is a q ×l dimensional predictable process, and N is an l dimensional counting process. Furthermore, we assume thatÂ, the residuals W n = √ n(Â − A), and its quadratic variation [W n ], are so-called predictably uniformly tight. Moreover, we suppose that √ n(Â − A) converges (wrt the Skorohod metric) to a mean zero Gaussian martingale with independent increments. See [11, Lemma 1, Theorem 1 & 2] for details. Examples of estimators on the form (3) that satisfy these criteria are the Nelson-Aalen estimator, or more generally the Aalen's additive hazard estimator.
Our suggested plugin estimator of X is obtained by replacing A witĥ A, giving estimators that solve the system
whereX 0 is a consistent estimator of X 0 . Ryalen et al identified the asymptotic distribution of √ n(X t − X t ) to be a mean zero Gaussian martingale with covariance V solving a linear differential equation [11, eq. (17) ]. This covariance process can also be consistently estimated by inserting the estimatesÂ, giving rise to the system
where B t is a vector of length q defined by
t is a cumulative hazard 0, otherwise, i.e. B i = 0 if A i correspond to a Lebesgue integral. The variance estimator (5), as well as the parameter estimator (4), can be written as difference equations, and therefore they are easy to calculate generically using a computer.
Hypothesis testing
The null hypothesis is not explicitly expressed in many research reports. On the contrary, the null hypothesis is often stated informally, e.g. vaguely indicating that a difference between two groups is assessed. Even if the null hypothesis is perfectly clear to a statistician, this is a problem: the applied scientist, who frames the research question based on subject-matter knowledge, may not have the formal understanding of the null hypothesis.
In particular, we are not convinced that scientists faced with timeto-event outcomes got a profound understanding of null hypotheses based on hazard functions. Hence, using null hypotheses based on hazard functions, such as (1), may be elusive: In many scenarios, the scientist's primary interest is not to assess whether the hazard functions are equal at all follow-up times. Often the research questions of primary interest is more focused, such as assessing contrasts of other survival parameters at a prespecified t or in a prespecified time interval. For example, we may aim to assess whether cancer survival differs between two treatment regimens five years after diagnosis. Or we may aim to assess whether a drug increases the average time to relapse in subjects with a recurring disease. We will highlight that the rank tests are often not suitable for such hypotheses.
Instead of assessing hazards, let us study tests on contrast of (survival) parameters X 1 and X 2 in groups 1 and 2 at a prespecified time t 0 . The null hypothesis is
We emphasize that the null hypothesis in (6) is different from the null hypothesis in (1) . In particular, as (6) is defined for any parameter X t 0 at a t 0 . We will consider parameters X 1 and X 2 that solve (2): this is a broad class of important parameters, including (but not limited to) the survival function, the cumulative incidence function, the time dependent sensitivity and specificity functions, and the restricted mean survival function [11] .
2.1. Test statistics. We consider two groups 1 and 2 with population sizes n 1 , n 2 and let n = n 1 + n 2 . We can estimate parameters X 1 , X 2 and covariance matrices V 1 , V 2 using the plugin method described in section 1. The contrast √ n(X
) has an asymptotic mean zero normal distribution under the null hypothesis. If the groups are independent, we may then use the statistic (X
to test for differences at t 0 , whereV =V 1 /n 1 +V 2 /n 2 , and wherê V 1 andV 2 are calculated using the covariance matrix estimator (5). Then, the quantity (7) is asymptotically χ 2 distributed with p degrees of freedom under the null hypothesis.
Sometimes we may be interested in testing e.g. the r first components of X 1 and X 2 , under null hypothesis X 1,i
It is straightforward to adjust the hypothesis (6) and the test statistic, yielding the same asymptotic distribution with r degrees of freedom.
Examples of test statistics
We derive test statistics for some common effect measures in survival and event history analysis. By expressing the statistics explicitly, our tests may be compared with the tests based on conventional approaches.
3.1. Survival at t 0 . In clinical trials, the primary outcome may be survival at a prespecified t, e.g. cancer survival 5 years after diagnosis. Testing if survival at t is equal in two independent groups can be done in several ways, e.g. by estimating the variance of Kaplan-Meier curves using Greenwood's formula. However, we will highlight that our generic tests also immediately deals with this scenario: it is straightforward to use the null hypothesis in (6), where S 
for i ∈ {1, 2}. Assuming groupwise independence, the final variance estimator can be expressed asV t =V (7) becomes
which is approximately χ 2 distributed with 1 degree of freedom.
3.2.
Restricted mean survival until t 0 . As an alternative to the hazard ratio, the restricted mean survival has been advocated: it can be calculated without parametric assumptions and it may be interpreted causally [13, 14, 15] . The plugin estimator of the restricted mean survival difference between groups 1 and 2 iŝ
The plugin estimator for the variance readŝ
The statistic (7) can be used to perform a test, withV t 0 =V
3.3. Cumulative incidence at t 0 . Many time-to-event outcomes are subject to competing risks [16, 17, 18] . In such scenarios, the cumulative incidence function is often more interesting than the overall survival function. In particular, the Gray test is a competing risk analogue to the log-rank test, assuming that certain subdistribution hazards are equal at all t [18] . Analagous to the log-rank test, the Gray test has low power if the subdistribution hazard curves are crossing [19] . However, we are often interested in inference for the cumulative incidence at a time t, without imposing assumptions on the subdistribution hazards, which are even harder to interpret causally than standard hazard functions. By expression the cumulative incidence on the form (2), we use our transformation procedure to obtain a test statistic for the cumulative incidence at t. The plugin estimator for the cumulative incidence difference isĈ
where A i,j is the cumulative hazard for the event j of interest, andŜ i is the Kaplan-Meier estimate within group i. The groupwise plugin variances solvê
where N i,j counts the event of interest.
3.4.
Frequency of recurrent events. Many time-to-event outcomes are recurrent events. For example, time to hospitalization is a common outcome in medical studies, such as trials on cardiovascular disease. Often recurrent events are analysed with conventional methods, in particular the Cox model, using the first event in each subject only [20, 21] . A better solution may be studying the mean frequency function, i.e. the marginal expected number of events until time t, acknowledging that the subject can not experience events after death [22] . We let A i,E and A i,D be the cumulative hazards for the recurrent event and death in group i, respectively, and let K i and S i be the mean frequency function and survival. Then the plugin estimator of the difference iŝ
The plugin variances solvê
where N i,E counts the recurrent event, and whereV S i is the survival plugin variance in group i, as displayed in (8).
3.5. Prevalence in an illness-death model. The prevalence denotes the number of individuals with a condition at a specific time, which is e.g. useful for evaluating the burden of a disease. We consider a simple Markovian illness-death model with three states: healthy:0, ill:1, dead:2. The population is assumed to be healthy initially, but individuals may get ill or die as time goes on. We aim to study the prevalence P i,1 t of the illness in group i as a function of time. Letting A i,kj be the cumulative hazard for transitioning from state k to j in group i, one finds that P i,1 solves the system
The plugin estimator for the difference P 1,1 − P 2,1 iŝ
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The variance estimator for group i readŝ
Here, Y i,0 , Y i,1 are the number of individuals at risk in states 0 and 1, while N i,kj counts the transitions from state k to j in group i. By calculatingV P i,1 t for i ∈ {1, 2}, we can find the statistic (7). Here, the prevalence is measured as the proportion of affected individuals relative to the population at t = 0. We could also use a similar approach to consider the proportion of affected individuals relative to the surviving population at t. Alternatively, we could record the cumulative prevalence until t to evaluate the cumulative disease burden.
Performance
We calculate power functions for the example statistics in section 3 under several scenarios. These scenarios were simulated by defining different relations between the hazard functions in the two exposure groups: (i) Constant hazards in both groups, (ii) hazards that were linearly crossing, and (iii) hazards that were equal initially before diverging after a time t.
For each hazard relation (i)-(iii), we defined several κ's such that the true parameter difference was equal to κ at the prespecified time point t 0 , i.e. X
For each combination of target parameter, difference κ, and hazard scenario, we performed m simulations to obtain m realizations of (7), where 10% of the subjects were independently censored. To gain an overview of the simulations, figure 1 displays parameters (solid lines) and hazard functions (dashed lines) in scenarios with fixed κ = −0.05 at t 0 = 1.5, i.e. X In each scenario, we rejected H X 0 on the 5% confidence level. Thus, we obtained m Bernoulli trials where the success probability is the power function evaluated at κ. The estimated power functions, i.e. the estimates of the Bernoulli probabilities, are displayed in figure 2 (solid lines). The power functions are not affected by the structure of the underlying hazards, as desired: our tests are only defined at t 0 , and the particular parameterization of the hazard has minor impact on the power function.
The dashed lines in figure 2 show the power functions of alternative nonparametric test statistics that are already found in the literature, tailor-made for the scenario of interest. In particular, for the survival at t, we obtained a test statistic using Greenwood's variance formula. For the restricted mean survival at t, we used the statistic suggested in [15] . For the cumulative incidence at t, we used the statistic suggested in [23] . For the mean frequency function we used the estimators derived in [22] , and in the prevalence example we used the variance formula in [24, p. 295] , as implemented in the etm package in R.
Our generic strategy gave similar power compared to the conventional methods for each particular scenario. Indeed, in the prevalence example, we obtained more power than the conventional approach, which is likely due to the fact that our estimators got smaller variance. Nevertheless, our generic strategy does not only accommodate a wide range of test statistics, but also performs equally well as established tests for common, special-case scenarios.
4.1.
Comparisons with the log-rank test. We have argued that our tests are fundamentally different from the rank tests, as the null hypotheses are different. Nevertheless, since rank tests are widely used in practice, also when the primary interest seems to be other hypothesis than in (1), we aimed to compare the power of our test statistics with the log-rank test under different scenarios. In table 1, we compared the power of our test statistic and the rank test, using the scenarios in figure  1 . In the first column, the proportional hazards assumption is satisfied (constant), and therefore the power of the log-rank test is expected to be optimal (assuming no competing risks). Our tests of survival and restricted mean survival show only slightly reduced power compared to the log rank test. For the cumulative incidence, our test is indeed more powerful compared to the Gray test on the cumulative incidence, and less powerful than the log-rank test on the cause specific hazards. However, the cause specific hazard test may not be our primary interest here, as the type one error rate is not necessarily nominal, which we will return to in the end of this section.
The second column displays power of tests under scenarios with crossing hazards. For the survival function, it may seem surprising that the log-rank test got higher power than our test, despite the crossing hazards. However, in this particular scenario the hazards are crossing close to the end of the study (dashed lines in Figure 1) , and therefore the crossing has little impact on the power of the log-rank test. In contrast, the power of the log-rank test is considerably reduced in the scenarios for restricted mean survival and cumulative incidence, in which the hazards are crossing at earlier during follow-up.
The third column shows the power under hazards that are deviating. For the survival function, our test yields higher power. Intuitively, the log-rank test got less power in this scenario because the hazards are equal or close to equal during a substantial fraction of the followup time. For the restricted mean survival, however, the log-rank got more power. This is not surprising [15] , and it is due to the particular simulation scenario: Late events have relatively little impact on the restricted mean survival time, and in this scenario a major difference between the hazards was required to obtain κ. Since the log-rank test is sensitive to major differences in the hazards, it has more power in this scenario. For the cumulative incidence, in contrast, the power of the log-rank test is lower than the power of our test.
The results in table 1 illustrate that power depends strongly on the hazard scenario for the log-rank test, but this dependence is not found for our tests.
To highlight the basic difference between the log-rank test and our tests, we have studied scenarios where H X 0 in (6) is true ( figure 3 ). That is, at t 0 = 1.5 the difference X
= 0, but for earlier times the equality does not hold. In these scenarios, the log-rank test got high rates of type 1 errors. Heuristically, this is expected because the hazards are different at most (if not all) times t ∈ [0, t 0 ]. Nevertheless, figure 3 highlights that the log-rank test does not have the correct type 1 error rate under null hypotheses as in (6), and should not be used for such tests, even if the power sometimes is adequate (as in table 1).
Covariate adjustments
We can also use our strategy to do testing conditional on baseline covariates, using the additive hazard model. By letting the cumulative hazard integrand in (2) be conditional on specific covariates, we can test for conditional differences between groups, assuming that the underlying hazards are additive.
In more detail, we propose testing for differences between group 1 and 2 under the covariate level Z = z 0 by evaluating the cumulative hazards in each group at that level, yielding A 1,z 0 and A 2,z 0 . Estimateŝ A 1,z 0 andÂ 2,z 0 can be found using standard software. This allows us to estimate parameters with covariances using (4) and (5), and test the null hypothesis of no group difference within covariate level z 0 using the test statistic (7), again assuming that the groups are independent.
Discussion
By expressing survival parameters as solutions of differential equations, we provide generic hypothesis tests for survival analysis. In contrast to the conventional approaches that use hazard functions [25, Section 3.3], our null hypotheses are defined with respect to explicit parameters, defined at a time t 0 . Our strategy also allows for covariate adjustment under additive hazard models.
We have presented some examples of parameters, and our simulations suggest that the test statistics are well-behaved in a range of scenarios. Indeed, for common parameters such as the survival function, the restricted mean survival function and the cumulative incidence function, our tests obtain similar power to conventional tests that are tailor made for a particular parameter. Importantly, our examples do not comprise a comprehensive set of relevant survival parameters, and several other effect measures for event histories may be described on the differential equation form (2), allowing for immediate implementation of hypothesis tests, for example using the R package transforming.hazards [11, 10] . The fact that our derivations are generic and easy to implement for customized parameters, is a major advantage.
Our tests differ from the rank tests, as the rank tests are based on assessing the equality of the hazards during the entire follow-up. However, our strategy is intended to be different: We aimed to provide tests that apply to scenarios where the null hypothesis of the rank tests is not the primary interests.
Restricting the primary parameter to a single time t 0 is sometimes considered to be a caveat. In particular, we ignore the time-dependent profile of the parameters before and after t 0 . For some parameters, such as the survival function or the cumulative incidence function, this may be a valid objection in principle. However, even if our primary parameter is assessed at t 0 , this parameter may account for the whole history of events until t 0 . One example is the restricted mean survival, which considers the history of events until t 0 . Indeed, the restricted mean survival has been suggested as an alternative effect measure to the hazard ratio, because it is easier to interpret causally, and it does not rely on the proportional hazards assumption [13, 14] . An empirical analysis of RCTs showed that restricted mean survival tests yield results that are concordant with log-rank tests, under the conventional null hypothesis in (1) [14] , and similar results were found in an extensive simulation study [15] .
Furthermore, the time-dependent profile before t 0 is not our primary interest in many scenarios. In medicine, for example, we may be interested in comparing two treatment modalities, such as radiation and surgery for a particular cancer. Then, time to treatment failure will differ on the shorter term due to the fundamental difference between the treatment modalities, but the study objective is to assess longer-term treatment differences [26] . Similarly, in studies of cancer screening, it is expected that more cancers are detected early in the screening arm [27, 28, 29, 30] , but the scientist primary aim may be assessing whether the long term differences differ between screened and non-screened. In such scnearios, testing at a prespecified t 0 seems to be more desirable than the overall null-hypothesis of the rank tests.
Nevertheless, we must assure that cherry picking of t 0 is avoided. In practice, there will often be a natural value of t 0 . For example, t 0 (or multiple t 1 , t 2 , · · · , t k ) can be prespecified in the protocol of clinical trials. In cancer studies, a common outcome is e.g. five year survival. Alternatively, t 0 can be selected based on when a certain proportion is lost to censoring.
Finally, we are often interested in assessing causal parameters that are unaffected by confounding and selection bias, using observational data. Such parameters may be estimated after weighting the original data [10, 31, 32] . Indeed, weighted estimators are consistent when our approach is used [10] , but we would also like to identify the asymptotic root n residual distribution, allowing us to estimate covariance matrices that are appropriate for the weighted parameters. We consider this to be an important direction for future work. Currently, such covariance matrices can only be obtained using bootstrapping.
Software
We have implemented a generic procedure for estimating parameters and covariance matrices in an R package, available for anyone to use on github.com/palryalen/transform.hazards. Please inspect the package vignette for worked examples on how it can be utilized. Testing at prespecified times can be performed using (6).
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The authors were all supported by the research grant NFR239956/F20 -Analyzing clinical health registries: Improved software and mathematics of identifiability. Table 1 . Power comparisons of our tests and rank tests (our/rank) for the scenarios displayed in figure 1 , based on 400 simulations of 3000 individuals. In the lower row we also added power based on Grays test (our/rank/Gray). The power of the rank tests is sensitive to the shape of the underlying hazards, while the power of our tests vary less across the scenarios. In particular, the power of the rank tests is very sensitive to the rate of change of the hazards when they are deviating; see also the third column of figure 1. 05. The upper row shows survival, the middle row shows restricted mean survival, while cumulative incidence is displayed in the lower row. The hazards are displayed as dotted lines; constant in the left column, linearly crossing in the middle column, and deviating in the right column. The X 1 parameters/hazards are black, while the X 2 parameters/hazards are green. See Table 1 for a power comparison of our tests and the rank tests for the scenarios that are displayed. for each combination of black/gray hazards at t 0 = 1.5. In the lower row we show the estimated rejection rate as a function of the ratio of the hazard slopes (slope of gray/slope of black). The green curve shows the rejection rate of the log-rank test, while the black curve shows the rejection rate of our tests, which appear to be well calibrated along the 5% significance level.
