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Notes on multiplier Hopf algebras and invariants
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Abstract In this paper, we show that Hennings construction of invari-
ants of framed links and 3-manifolds obtained from Hopf algebras can
also be carried out for some algebraic quantum groups.
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Introduction
It is well known that Hopf algebras have been successfully used in the construction of
invariants of links and 3-manifolds. Several different constructions of invariants of links,
framed links and 3-manifolds from data involving a Hopf algebra have been given. Most
involve using the Hopf algebra to produce a braided monoidal category by forming the
category of modules, comodules or Yetter-Drinfel’d modules over the Hopf algebra. One
construction, due to Hennings [5] constructs invariants of framed links and 3-manifolds
directly from a Hopf algebra equipped with a suitable trace function, without passing to
any associated category. In his paper [5], Hennings restricted his attention to the case of
finite-dimensional Hopf algebras H, because of the existence of a non-zero right integral
in H∗. In principle, his construction also holds for infinite-dimensional Hopf algebras H
whose dual possesses a non-zero right integral. We refer to invariants arising from this
construction as Hennings invariants.
Multiplier Hopf algebras, introduced by A. Van Daele in [11], are a non-unital general-
ization of Hopf algebras, in which the target of the comultiplication is no longer the twofold
tensor product of the underlying algebra, but an enlarged multiplier algebra. A remarkable
feature of multiplier Hopf algebras is that they admit a nice duality which extends the (in-
complete) duality of Hopf algebras. This duality is based on left- and right-invariant linear
functionals called integrals, which are analogues of the Haar measures of a group.
Hence, it is natural to wonder if multiplier Hopf algebras can be used in the invariant
construction.
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The primary purpose of this note is to generalize the technical results used in construct-
ing Hennings invariants from Hopf algebras to the multiplier Hopf algebras. We find that
the Hennings construction can be carried out for some instances of the family of multiplier
Hopf algebras know as algebraic quantum groups. Along the way we also show that cate-
gories of finite dimensional modules over a slightly broader class of multiplier Hopf algebras
– ribbon quasitriangular multiplier Hopf algebras – provide adequate data for construction
of invariants of framed links.
The paper is organized as follow: In Section 1, we recall some notions which we will
use throughout, such as the definition of multiplier Hopf algebra, algebraic quantum groups
and their duality. In section 2, we consider the properties of the ribbon element in a mul-
tiplier Hopf algebra, and characterize ribbon quasitriangular multiplier Hopf algebras, also
showing that the category of finite-dimensional representations of a ribbon quasitriangular
multiplier Hopf algebra is a ribbon category. In Section 3, we investigate the trace functions
constructed from integrals on multiplier Hopf algebras and show that Hennings construction
can be carried out for suitable multiplier Hopf algebras.
1 Preliminaries
Throughout this paper, all vector spaces we considered are over a fixed field k (such
as the field C of the complex numbers). Let A be an (associative) algebra. We do not
assume that A has a unit, but we do require that the product, seen as a bilinear form, is
non-degenerated. This means that, whenever a ∈ A and ab = 0 for all b ∈ A or ba = 0 for
all b ∈ A, we must have that a = 0. Then we can consider the multiplier algebra M(A) of
A. Recall thatM(A) is characterized as the largest algebra with identity containing A as an
essential two-sided ideal. Elements of M(A) are called multipliers on A and we denote the
identity multiplier by 1. In particularly, we still have that, whenever a ∈M(A) and ab = 0
for all b ∈ A or ba = 0 for all b ∈ A, again a = 0. Furthermore, we consider the tensor
algebra A ⊗ A. It is again non-degenerated and we have its multiplier algebra M(A ⊗ A).
There are natural imbeddings
A⊗A ⊆M(A) ⊗M(A) ⊆M(A⊗A).
In generally, when A has no identity, these two inclusions are strict. If A already has an
identity, the product is obviously non-degenerate and M(A) = A and M(A⊗A) = A⊗A.
For more details about the concept of the multiplier algebra of an algebra, we refer the
reader to [11].
Let A and B be non-degenerate algebras, if homomorphism f : A −→ M(B) is non-
degenerated (i.e., f(A)B = B and Bf(A) = B), then has a unique extension to a homo-
morphism M(A) −→M(B), we also denote it f .
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1.1 Multiplier Hopf algebras and modules
Now, we recall the definition of a multiplier Hopf algebra (see [11] for details). A
comultiplication on algebra A is a homomorphism ∆ : A −→M(A⊗A) such that ∆(a)(1⊗b)
and (a⊗ 1)∆(b) belong to A⊗ A for all a, b ∈ A. We require ∆ to be coassociative in the
sense that
(a⊗ 1⊗ 1)(∆ ⊗ ι)(∆(b)(1 ⊗ c)) = (ι⊗∆)((a⊗ 1)∆(b))(1 ⊗ 1⊗ c)
for all a, b, c ∈ A (where ι denotes the identity map).
A pair (A,∆) of an algebra A with non-degenerate product and a comultiplication ∆
on A is called a multiplier Hopf algebra, if the linear map T1, T2 defined by
T1(a⊗ b) = ∆(a)(1 ⊗ b), T2(a⊗ b) = (a⊗ 1)∆(b) (1.1)
are bijective.
The bijectivity of the above two maps is equivalent to the existence of a counit and an
antipode S satisfying (and defined by)
(ε⊗ ι)(∆(a)(1 ⊗ b)) = ab, m(S ⊗ ι)(∆(a)(1 ⊗ b)) = ε(a)b, (1.2)
(ι⊗ ε)((a ⊗ 1)∆(b)) = ab, m(ι⊗ S)((a⊗ 1)∆(b)) = ε(b)a, (1.3)
where ε : A −→ k is a homomorphism, S : A −→ M(A) is an anti-homomorphism and m
is the multiplication map, considered as a linear map from A ⊗ A to A and extended to
M(A)⊗A and A⊗M(A).
A multiplier Hopf algebra (A,∆) is called regular if (A,∆cop) is also a multiplier Hopf
algebra, where ∆cop denotes the co-opposite comultiplication defined as ∆cop = τ ◦∆ with
τ the usual flip map from A ⊗ A to itself extended to M(A ⊗ A). In this case, ∆(a)(b ⊗
1), (1⊗ a)∆(b) ∈ A⊗A for all a, b ∈ A. By Proposition 2.9 in [12], multiplier Hopf algebra
(A,∆) is regular if and only if the antipode S is bijective from A to A.
We will use the adapted Sweedler notation for multiplier Hopf algebras (see [13]), e.g.,
write a(1) ⊗ a(2)b for ∆(a)(1⊗ b) and ab(1) ⊗ b(2) for (a⊗ 1)∆(b).
Let A be a regular multiplier Hopf algebra. Suppose M is a left A-module with the
module structure map · : A ⊗M −→ M . We will always assume that the module is non-
degenerate, this means that x = 0 if x ∈ X and a · x = 0 for all a ∈ A. If the module
is unital (i.e., A ·M = M), then it is non-degenerate and there exists an extension of the
module structure to M(A), this means that we can define f · m, where f ∈ M(A) and
m ∈M . In fact, since m ∈M = A ·M , then m =
∑
i ai ·mi, f ·m =
∑
i(fai) ·mi. In this
setting, we can easily get 1M(A) · x = x. For more details we refer the reader to [4].
1.2 Algebraic quantum groups and their dualities
Assume in what follows that (A,∆) is a regular multiplier Hopf algebra. A linear
functional ϕ on A is called left invariant if (ι⊗ ϕ)∆(a) = ϕ(a)1 in M(A) for all a ∈ A. A
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non-zero left invariant functional ϕ is called a left integral on A. A right integral ψ can be
defined similarly.
In general, left and right integrals are unique up to a scalar if they exist. And if a
left integral ϕ exists, a right integral also exists, namely ϕ ◦ S. In general right and left
integrals do not coincide. For a left integral ϕ, there is a unique group-like element called
the modular element δ ∈M(A) such that ϕ(S(a)) = ϕ(aδ) for all a ∈ A.
A regular multiplier Hopf algebra which admit a left integral is called an algebraic
quantum group in [12]. For an algebraic quantum group (A,∆) with integral ϕ, define Â
as the space of linear functionals on A of the form ϕ(·a), where a ∈ A. Then Â can be
made into a regular multiplier Hopf algebra with a product(resp. coproduct ∆̂ on Â) dual
to the coproduct ∆ on A (resp. product of A). It is called the dual of (A,∆). The various
objects associated with (Â, ∆̂) are denoted as for (A,∆) but with a hat. However, we use
ε and S also for the counit and antipode on the dual. The dual (Â, ∆̂) also has integrals,
i.e., the dual is also an algebraic quantum group. A right integral ψ̂ on Â is defined by
ψ̂(ϕ(·a)) = ε(a) for all a ∈ A. Repeating the procedure, i.e., taking the dual of (Â, ∆̂), we
can get
̂̂
A ∼= A (see Theorem (Biduality) 4.12 in [12]).
From Definition 1.5 in [1], an algebraic quantum group A is called counimodular, if
the dual multiplier Hopf algebra Â is unimodular integral, i.e., δ̂ = 1 in M(Â). For a
counimodular algebraic quantum group, we have ϕ(ab) = ϕ(bS2(a)) and ψ(S2(b)a) = ψ(ab)
for all a, b ∈ A (see Proposition 1.6 in [1]).
2 Ribbon Quasitriangular Multiplier Hopf Algebras
Recall from [3], that a regular multiplier Hopf algebra is quasitriangular if it is equipped
with an invertible multiplier R ∈M(A⊗A) satisfying
R∆(a) = ∆cop(a)R (2.1)
(∆ ⊗ ι)(R) = R13R23 (2.2)
(ι⊗∆)(R) = R13R12 (2.3)
Such a multiplier R is called a generalized R-matrix for A.
As in [3], if R is a generalized R-matrix for a regular multiplier Hopf algebra A, i.e.,
furthermore R(a⊗ 1), (a⊗ 1)R ∈ A⊗M(A) for all a ∈ A. Then we can define a multiplier
u such that for all a ∈ A,
ua = S(R(2))R(1)a. (2.4)
Because of the invertibility of R, by Lemma 2.2 and corollary 2.5 in [3], we have u is
invertible in M(A) and satisfies the following identities: for any a ∈ A,
u−1a = S−2(R(2))R(1)a = S−1(R(2))S(R(1))a = R(2)S2(R(1))a, (2.5)
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S2(a) = uau−1 = S(u)−1aS(u), (2.6)
∆(u) = (R21R12)
−1(u⊗ u) = (u⊗ u)(R21R12)
−1 ∈M(A⊗A). (2.7)
Proposition 2.1 The multiplier uS(u) belongs to Z(M(A)), the center of M(A).
Proof Indeed, for any a ∈ A,
S2(a) = uau−1 = uS(u)S(u)−1aS(u)S(u)−1u−1
= uS(u)S2(a)S(u)−1u−1.
Thus, because S2(A) = A we have that auS(u) = uS(u)a for any a ∈ A.
For any x ∈M(A),
a(xuS(u)) = (ax)uS(u) = uS(u)(ax)
= (uS(u)a)x = (auS(u))x
= a(uS(u)x)
holds for all a ∈ A, thus xuS(u) = uS(u)x. 
Remark The second part of the proof actually follows the fact that
{z ∈M(A)|za = az for all a ∈ A} = {z ∈M(A)|zx = xz for all x ∈M(A)}.
Plainly Z(A), the center of A is contained in Z(M(A)), the center of the multiplier algebra
of A.
Definition 2.2 ([6]) Let A be a quasitriangular multiplier Hopf algebra with generalized
R-matrix R, (A,R) is called ribbon multiplier Hopf algebra if there exists a central element
v in Z(M(A)) such that:
v2 = uS(u), S(v) = v, ε(v) = 1,
∆(v) = (R21R12)
−1(v ⊗ v).
Remark (1) This ribbon structure, introduced in Definition 6.4 of [6], is a special case
of Definition 2.2 in [1], in which G is the trivial group.
(2) Since u is invertible, v (called the ribbon element) is also invertible in M(A). The
multiplier uv−1 is group-like, and so S(uv−1) = vu−1.
(3) If v exists it may be non-unique. In order to describe the non-uniqueness of v, we
define the abelian group E(M(A)) ⊂M(A) consisting of central elements E ∈ M(A) such
that
E2 = 1, S(E) = E, ε(E) = 1, ∆(E) = E ⊗ E.
It is obvious that for any ribbon quasitriangular multiplier Hopf algebra (A,R, v) and any
E ∈M(A) the triple (A,R,Ev) is ribbon iff E ∈ E(M(A)).
5
Example 2.3 (1) Let A be an infinite-dimensional co-Frobenius Hopf algebra, and
suppose that A is coquasitriangular (or cobraided) in the sense of Definition VIII.5.1 in
[7]. Then the dual Â is a discrete quasitriangular multiplier Hopf algebra rather than a
classical Hopf algebra. Furthermore, if A is coribbon, then by Lemma A.2 in [1], Â is a
ribbon quasitriangular multiplier Hopf algebra.
(2) By Example A.3 in [1] and Proposition 6.16 in [6], Dq(sl2) and Uˆqq˜(gR) are ribbon
multiplier Hopf algebras.
(3) For an infinite group G, denote by A = kG the corresponding group algebra and
by Â = k(G) the classical motivation example introduced in [11]. Let D(G) = A⊗ Â as a
vector space and equip it with a new multiplication
(g1δh1) · (g2δh2) = g1g2δg−1
2
h1g2
δh2 ,
where we have dropped the ⊗-symbol on both sides, and the coproduct, counit, antipode
are given as follows: for any gδh ∈ D(G),
∆(gδh) = ∆A(g)∆
cop
Â
(δh) =
∑
p∈G
gδp ⊗ gδhp−1 ,
ε(gδh) = εA(g)εÂ(δh) = δh,e,
S(gδh) = SÂ(δh)SA(g) = δh−1g
−1 = g−1δgh−1g−1 .
Then follow the computation in [9] Drinfel’d double D(G) is a ribbon quasitriangular mul-
tiplier Hopf algebra with generalized R-matrix R and ribbon element v as follows
R =
∑
g∈G
g ⊗ δg ∈M(D(G) ⊗D(G)),
v =
∑
g∈G
g−1δg ∈M(D(G)).
The following theorem characterizes which quasitriangular multiplier Hopf algebras are
ribbon. The proof uses the next lemma.
Lemma 2.4 (1) For any multiplier x ∈M(A), S2(x) = uxu−1 = S(u)−1xS(u).
(2) For any group-like elements g ∈M(A), ug = gu.
Proof (1) We only check S2(x) = uxu−1, the other part is similar. For any a ∈ A,
xa ∈ A and S2(x)S2(a) = S2(xa) = uxau−1 = uxu−1uau−1 = uxu−1S2(a). Since S is
bijective, S2(x)a = uxu−1a holds for any a in A, hence the result holds.
(2) This follows easily from g = S2(g) = ugu−1. 
Theorem 2.5 If (A,R) is a quasitriangular multiplier Hopf algebra, then A is a ribbon
multiplier Hopf algebra if and only if there exists a group-like element g ∈M(A) such that
g2 = S(u)−1u and S2(a) = gag−1 for all a ∈ A.
Proof Let A be a ribbon multiplier Hopf algebra with ribbon element v, then S2(a) =
uau−1 = uv−1vau−1 = uv−1avu−1. Set g = uv−1, then S2(a) = gag−1,
∆(g) = ∆(uv−1) = ∆(u)∆(v−1) = (u⊗ u)(R21R12)
−1(v−1 ⊗ v−1)(R21R12) = g ⊗ g,
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g2 = (uv−1)2 = v−2u2 = (uS(u))−1u2 = S(u)−1u.
Conversely, if there exists an element g ∈ M(A) such that g2 = S(u)−1u and S2(a) =
gag−1, let v = ug−1, then we can easily check v satisfies the conditions of Definition 2.2:
v2 = (ug−1)2 = u2g−2 = u2u−1S(u) = uS(u),
S(v) = S(ug−1) = gS(u) = g(ug−2) = ug−1 = v,
∆(v) = ∆(ug−1) = ∆(u)∆(g−1) = (R21R12)
−1(u⊗ u)(g−1 ⊗ g−1) = (R21R12)
−1(v ⊗ v).
To see that v is central observe for any a ∈ A, va = av ⇔ g−1ua = ag−1u⇔ uau−1 = gag−1,
but both of sides of the last equation equal S2(a), by Lemma 2.4 and by hypothesis, re-
spectively. 
Remark (1) S(u)−1u = uS(u)−1. In fact, from g2 = S(u)−1u we get S(u)−1 = g2u−1,
so uS(u)−1 = ug2u−1 = g2. The last equation holds by Lemma 3.4 (2).
(2) This result generalizes Proposition 4.1 in [5] and Theorem 2 (2) in [8]. This theorem
also implies that there is a one-to-one correspondence between the ribbon elements and the
group-like elements satisfying certain conditions.
Corollary 2.6 Let (A,R) be a quasitriangular multiplier Hopf algebra in which the
order of G(M(A)), the group of group-like multipliers, is odd. Then (A,R) is ribbon if and
only if S2|G(M(A))| = ι.
Proof If A is ribbon with ribbon element v, let g = uv−1 as above, then S2(a) = gag−1
and S2|G(M(A))|(a) = g|G(M(A))|ag−|G(M(A))| = a, i.e., S2|G(M(A))| = ι.
Conversely, if S2|G(M(A))| = ι, writing |G(M(A))| = 2n+1 we have that (uS(u)−1)2n+2 =
uS(u)−1 because of uS(u)−1 ∈ G(M(A)). Let g = (uS(u)−1)n+1, then g is a group-like
element in M(A) and g2 = uS(u)−1 = S(u)−1u, while
gag−1 = (uS(u)−1)n+1a(uS(u)−1)−(n+1) = un+1S(u)−(n+1)aS(u)n+1u−(n+1)
= un+1S2(n+1)(a)u−(n+1) = S4(n+1)(a) = S2|G(M(A))|+2(a)
= S2(a).
Following Theorem 2.5, we can get A is a ribbon multiplier Hopf algebra. 
Let AM be the category of representations of a multiplier Hopf algebra A, whose objects
are unital left A-modules and whose morphisms are A-linear homomorphisms. For any
unital left A-module M and N , we can easily check that M ⊗ N is also a unital left A-
module with the action
a · (m⊗ n) = a(1) ·m⊗ a(2) · n, (2.8)
where a ∈ A, m ∈ M and n ∈ N . This module action of A on M ⊗ N makes sense,
since M and N are unital A-modules, it is clear that M ⊗ N is an A ⊗ A-module by
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(a⊗a′) · (m⊗n) = a ·m⊗a′ ·n and by Proposition 3.3 in [4] we can extend it to M(A⊗A).
Also the action of A on M ⊗N is unital.
By Proposition 3.4 in [4], AM is a monoidal category. The unit object is the basic field k
with the module action a · κ = ε(a)κ and the unit constraints are given by
lM : k ⊗M →M, κ⊗m 7→ κm,
rM :M ⊗ k →M, m⊗ κ 7→ κm.
If, in addition, A is a quasitriangular multiplier Hopf algebra, then by Theorem 4 in [15]
AM is a braided monoidal category with the braiding given by
cM,N (m⊗ n) = R
(2) · n⊗R(1) ·m.
In the following, we consider the full subcategory AMf , in which all objects are finite-
dimensional and morphisms are A-linear homomorphisms. Similar to Proposition 3.1 in
[14], we can get that AMf is a tensor category with left and right duality as follows: For
any finite-dimensional unital left A-module M , M∗ = Hom(M,k) becomes an object in
AMf with module action
(a · f)(m) = f(S(a) ·m), ∀a ∈ A,m ∈M,f ∈M∗. (2.9)
Moreover, the maps bM : k → M ⊗M
∗, bM (1k) =
∑
i ei ⊗ e
i and dM : M
∗ ⊗M → k,
dM (f ⊗m) = f(m) are morphisms in AMf , where {ei} and {e
i} are dual bases in M and
M∗, and (idM ⊗ dM )(bM ⊗ idM ) = idM , (dM ⊗ idM∗)(idM∗ ⊗ bM ) = idM∗ .
Similarly, ∗M = Hom(M,k) becomes an object in AMf with module action
(a · f)(m) = f(S−1(a) ·m), ∀a ∈ A,m ∈M,f ∈ ∗M.
Moreover, the maps bM : k →
∗M ⊗ M , bM (1k) =
∑
i e
i ⊗ ei and dM : M ⊗
∗M →
k, dM (m ⊗ f) = f(m) are morphisms in AMf , and (dM ⊗ idM )(idM ⊗ bM ) = idM ,
(id∗M ⊗ dM )(bM ⊗ id∗M ) = id∗M . Following these results, we can get that
Proposition 2.7 The category AMf is rigid.
If, furthermore, A is a ribbon quasitriangular multiplier Hopf algebra, then each M ∈
AMf has a twist map
θM :M −→M, m 7→ v
−1 ·m.
Then we can get the following result:
Theorem 2.8 For a ribbon quasitriangular multiplier Hopf algebra A, the category
AMf is a ribbon category.
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Proof For any morphism f : M → N in AMf , we can easily get that f ◦ θM = θN ◦ f
because f is an A-module morphism. In the following, we need to check that θM⊗N =
(θM ⊗ θN )cN,M cM,N and (θM )
∗ = θM∗. Indeed, for all a ∈ A, m ∈M and n ∈ N ,
(θM ⊗ θN )cN,McM,N (m⊗ n) = (θM ⊗ θN)
(
R21R12(m⊗ n)
)
= (v−1 ⊗ v−1)R21R12(m⊗ n)
= ∆(v−1)(m⊗ n)
= θM⊗N (m⊗ n).
And for any a ∈ A, m ∈M and f ∈M∗,
(θM )
∗(f)(m) = f
(
θM(m)
)
= f
(
v−1 ·m
)
= f
(
S(v−1) ·m
)
= (v−1 · f)(m)
= θM∗(f)(m).
where the next to last equality holds by 2.9, above. Following Definition XIV.3.2 in [7],
AMf is a ribbon category. 
It follows from the coherence theorem of Shum [10] that a choice of object (resp. of n
objects) in AMf gives rise to an invariant of framed links (resp. n-colored framed links).
All these invariants can also be obtained from categories of comodules over ordinary Hopf
algebras, since the ribbon subcategory of AMf generated by the chosen object(s) admits a
fiber functor to the category of vector spaces and will, thus be equivalent to a subcategory of
the category of comodules of the ribbon Hopf algebra obtained by Tannaka reconstruction.
It would seem to be the case that the construction of the invariant from a multiplier Hopf
algebra by way of its category of finite dimensional representations is more natural than
construction from an ordinary Hopf algebra in cases where the latter can be found only
retrospectively via Tannaka reconstruction after the invariant is already in hand.
3 Trace functions and the Hennings construction
In the Hennings [5], the ribbon element and trace functions play an essential role in
the construction of invariants of links and 3-manifolds. Above, we have considered the rib-
bon element. In this section, we will consider the trace functions on multiplier Hopf algebra
and generalize the Hennings construction from finite-dimensional Hopf algebras to algebraic
quantum groups.
Let A be a regular multiplier Hopf algebra with right integral ψ, namely an algebraic
quantum group. Assume that A is counimodular in the sense of Definition 1.5 in [1], i.e.,
δ̂ = 1 in M(A). Then by Proposition 1.6 in [1] we have
ψ(S2(b)a) = ψ(ab) for all a, b ∈ A. (3.1)
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Now let
C0 = {µ = ψ(m·),m ∈M(A) : µ(ab) = µ(ba),∀a, b ∈ A}.
In the following, we concentrate on finding trace functions. The following result shows a
necessary and sufficient condition of the form for some trace functions when A is counimod-
ular, generalizing Proposition 4.2 of [5] to multiplier Hopf algebras:
Proposition 3.1 Let (A,R) be a counimodular quasitriangular ribbon multiplier Hopf
algebra with ribbon element v and set g = uv−1. Then we have
(1) µ ∈ C0 if and only if µ = µz = ψ(gz·) for some z ∈ Z(M(A)),
(2) µ ∈ C0 and µ = µ ◦ S if and only if µ = µz for some z = S(z) ∈ Z(M(A)).
Proof (1) If z ∈ Z(M(A)), then for any a, b ∈ A,
µz(ab) = ψ(gzab)
(3.1)
= ψ(S2(b)gza) = ψ(gbza) = ψ(gzba) = µz(ba),
so µ ∈ C0.
Conversely, if z ∈M(A) such that µz ∈ C0, then for any a, b ∈ A,
ψ(gzab) = µz(ab) = µz(ba) = ψ(gzba)
(3.1)
= ψ(S2(a)gzb) = ψ(gazb),
hence ψ((gza − gaz)b) = 0 for any b ∈ A. From Proposition 3.4 in [12] non-zero invariant
functionals are always faithful, so gza = gaz for all a ∈ A, we can get z ∈ Z(M(A)).
(2) By Proposition 1.6 (4) in [1], ψ(gzS(·)) = ψ(gz·) if and only if S(gz) = gzδ,
i.e., S(z) = gzδg = zgδg, where δ is the modular element. From Proposition 2.9 in [3],
uS(u)−1 = δ−1((ι ⊗ 〈δ̂−1, ·〉)R). When A is counimodular δ̂ = 1, so g2 = uS(u)−1 = δ−1.
Hence, ψ(gzS(·)) = ψ(gz·) if and only if S(z) = z. 
Thus, in order to find an invariant of regular isotopy for unoriented framed links, as in
the Hennings’s construction, we need a counimodular ribbon quasitriangular multiplier Hopf
algebra, together with a choice of a central mulitplier z ∈ Z(M(A)) satisfying z = S(z).
Such multiplier Hopf algebras exist, as, for example, Dq(sl2) introduced in [1].
In order to extend Hennings’s construction of 3-manifold invariants, however, we will
see that z must lie in the center of the algebra, Z(A), rather than having the freedom to lie
in all of Z(M(A)).
To proceed, we first recall from [1] a right Â-module structure on A, denoted by A ◭ Â,
which is a special case of A ◭ B under a multiplier Hopf algebra paring 〈A,B〉 introduced
in [2]. For a, b ∈ A, we define a ◭ ψ(b·) = ψ(ba(1))a(2) = (ψ⊗ ι)((b⊗1)∆(a)) in A. Observe
that A ◭ Â defines an Â-module structure on A because the product in Â is dual to the
coproduct in A. As (A⊗ 1)∆(A) = A⊗A, we have A ◭ Â = A.
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In the following, as usual, (A,R) is a counimodular quasitriangular ribbon multiplier
Hopf algebra with ribbon element v ∈M(A). Suppose there is an element z = S(z) ∈ Z(A),
then µz ∈ Â and µz = µz ◦ S = Sµz. Consider the multipliers
Xz = S(u
−1)(S(u) ◭ µz)− ψ(zv)v
−1 and
Yz = u(u
−1
◭ µz)− ψ(zv
−1)v,
where the multiplier S(u) ◭ µz = (ψ ⊗ ι)((gz ⊗ 1)(S(u) ⊗ S(u))(R21R12)
−1) and u−1 ◭
µz = (ψ ⊗ ι)((gz ⊗ 1)(u
−1 ⊗ u−1)R21R12) belong to M(A).
Remark (1) Here we require z in Z(A) rather than Z(M(A)) mainly because S(u) ◭ µz
is in general not well-defined when z ∈ Z(M(A)). This condition lets Xz and Yz make sense
in the framework of multiplier Hopf algebras.
(2) If furthermore A is of discrete type, i.e. A has a left cointegral t. We can normalize
it to satisfy ψ(t) = 1. Since A is counimodular, by Lemma 1.7 (1) in [1] t is also a right
integral, and one example occurs by putting z = t, which implies the additional condition
z ∈ Z(A) is reasonable.
(3) An (infinite-dimensional) coFrobenius Hopf algebra H can be treated as a trivial
example of multiplier Hopf algebra. In this case, M(H) = H and Z(M(H)) = Z(H) and
z = 1 trivially satisfied the required conditions.
The following generalizes Proposition 4.3 of [5] to multiplier Hopf algebras, with (3.2)
being Hennings’ condition (1) and (3.3) and (3.4) being Hennings’ condition (2):
Proposition 3.2 If element z = S(z) ∈ Z(A) satisfying (1⊗ z)∆(z) = z ⊗ z, then
zXz = zYz = 0, (3.2)
and in addition,
(z ⊗ 1⊗ . . .⊗ 1)∆(n)(vXz) = z ⊗∆
(n−1)(vXz), (3.3)
(z ⊗ 1⊗ . . .⊗ 1)∆(n)(v−1Yz) = z ⊗∆
(n−1)(v−1Xz), (3.4)
where ∆(n) : A −→M(⊗nA) is linear map obtained from n−1 applications of the coproduct.
Proof First we compute zXz and zYz as follows.
zXz = zS(u
−1)(S(u) ◭ µz)− ψ(zv)zv
−1
= zS(u−1)(ψ ⊗ ι)((gz ⊗ 1)(S(u) ⊗ S(u))(R21R12)
−1)− ψ(zv)zv−1
= (ψ ⊗ ι)((gzS(u) ⊗ z)(R21R12)
−1)− ψ(zv)zv−1
= (ψ ⊗ ι)((vz ⊗ z)(R21R12)
−1)− ψ(zv)zv−1
= (ψ ⊗ ι)((1 ⊗ zv−1)∆(zv)) − ψ(zv)zv−1
= 0,
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and
zYz = zu(u
−1
◭ µz)− ψ(zv
−1)v
= zu(µz ⊗ ι)∆(u
−1)− ψ(zv−1)v
= (µz ⊗ ι)((1 ⊗ zu)∆(u
−1))− ψ(zv−1)v
= (ψ ⊗ ι)((gz ⊗ zu)∆(u−1))− ψ(zv−1)v
= (ψ ⊗ ι)((gzu−1 ⊗ z)R21R12)− ψ(zv
−1)v
= v(ψ ⊗ ι)((zv−1 ⊗ zv−1)R21R12)− ψ(zv
−1)v
= v(ψ ⊗ ι)∆(zv−1)− ψ(zv−1)v
= 0.
Then we check the equation (3.3), and (3.4) is similar. Now we see vXz = vS(u
−1)(S(u) ◭
µz) − ψ(zv)1M(A) = g(S(u) ◭ µz) − ψ(zv)1M(A) = ψ(gzS(u)(1))gS(u)(2) − ψ(zv)1M(A),
and ∆(n) : A −→ M(⊗nA) is non-degenerated, has a unique extension from M(A) to
M(⊗nA). Then for any a1, a2, ..., an ∈ A, ∆
(n)(ψ(gzS(u)(1))gS(u)(2))(a1 ⊗ a2 ⊗ ...⊗ an) =
ψ(gzS(u)(1))gS(u)(2)a1 ⊗ . . . ⊗ gS(u)(n+1)an ∈ ⊗
nA, so
(z ⊗ 1⊗ . . .⊗ 1)∆(n)(vXz)(a1 ⊗ a2 ⊗ ...⊗ an)
= (z ⊗ 1⊗ . . .⊗ 1)∆(n)(ψ(gzS(u)(1))gS(u)(2) − ψ(zv)1M(A))(a1 ⊗ a2 ⊗ ...⊗ an)
= ψ(gzS(u)(1))gzS(u)(2)a1 ⊗ . . . ⊗ gS(u)(n+1)an − ψ(zv)za1 ⊗ a2 ⊗ . . . ⊗ an
= (ψ ⊗ ι)
(
(1⊗ z)∆(zgS(u)(1))
)
a1 ⊗ . . .⊗ gS(u)(n)an − ψ(zv)za1 ⊗ a2 ⊗ . . .⊗ an
= ψ(zgS(u)(1)))za1 ⊗ . . .⊗ gS(u)(n)an − ψ(zv)za1 ⊗ a2 ⊗ . . .⊗ an
= za1 ⊗
(
ψ(zgS(u)(1))gS(u)(2)a2 ⊗ . . . ⊗ gS(u)(n)an − ψ(zv)a2 ⊗ . . .⊗ an
)
=
(
z ⊗
(
ψ(zgS(u)(1))gS(u)(2) ⊗ . . .⊗ gS(u)(n) − ψ(zv)1M(A) ⊗ . . .⊗ 1M(A)
))
(a1 ⊗ a2 ⊗ ...⊗ an)
= (z ⊗∆(n−1)(vXz))(a1 ⊗ a2 ⊗ ...⊗ an).
Therefore equation (3.3) holds. This completes the proof. 
It turns out that as in Hopf algebra case conditions (3.2), (3.3) and (3.4) are precisely
what is needed to obtain framed link invariants which behave well under the Fenn-Rourke
moves, and so which can be used to define invariants of 3-manifolds. We find that Hennings
construction can also be carried out with multiplier Hopf algebras. It remains to provide
an example showing that something is gained from the greater generality.
Example 3.3 Fix an infinite groupGwith at least one non-trivial finite subgroupK, and
consider the quantum double multiplier Hopf algebra of Example 2.3, D(G). First, D(G) is
unimodular with integral ψ given on the basis {gδh|g, h ∈ G} by ψ(gδh) = δg,e (where the
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second δ is the Kronecker δ). Thus, we wish to find elements z ∈ D(G) satisfying z = S(z)
and (1⊗ z)∆(z) = z ⊗ z.
A brief consideration of the formulas for multiplication, comultiplication and antipode
suggest that it would be reasonable to look for elements which are sums of basis elements
gδh, rather than more general linear combinations. Let Σ ⊂ G ×G be a finite subset, and
consider the element
z = zΣ :=
∑
(g,h)∈Σ
gδh
Then S(z) =
∑
(g,h)∈Σ g
−1δgh−1g−1 , so the condition z = S(z) will hold exactly when Σ
is fixed set-wise by the set involution of G×G given by (g, h) 7→ (g−1, gh−1g−1).
For the other condition,
z ⊗ z =
∑
(g,h)∈Σ
(γ,η)∈Σ
gδh ⊗ γδη
∆(z) =
∑
(g,h)∈Σ
s,t∈G
st=h
gδs ⊗ gδt
1⊗ z =
∑
u∈G
(γ,η)∈Σ
eδu ⊗ γδη
Thus
(1⊗ z)∆(z) =
∑
(g,h),(γ,η)∈Σ
s,t,u∈G
st=h
gδg−1sgδu ⊗ γgδg−1ηgδt
=
∑
(g,h),(γ,η)∈Σ
s∈G
sg−1ηg=h
gδg−1sg ⊗ γgδg−1ηg
=
∑
(g,h),(γ,η)∈Σ
gδg−1hg−1η−1g2 ⊗ γgδg−1ηg.
The requirement that this last sum be equal to z ⊗ z imposes more closure conditions
on Σ: for the second tensorand to range freely over all elements of Σ without regard to
the value of the first tensorand, Σ must be closed under the action of the subgroup of G
generated by pi1(Σ) acting on G × G by right multiplication on the first factor and right
conjugation on the second.
Once this condition is met, letting (ν, µ) = (γg, g−1ηg) we can rewrite the expresion as
∑
(g,h),(ν,µ)∈Σ
gδg−1hµ−1g ⊗ νδµ
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Thus for the first tensorand to range freely over Σ, pi−11 (g) = {k|(g, k) ∈ Σ} must be
fixed set-wise by the operations (g, h) 7→ (g, g−1hµ−1g) for all µ ∈ pi2(Σ).
These rather strange closure properties are easily seen to be satisfied of Σ is chosen to be
H ×K, for K a finite subgroup of G and H a finite subgroup of its normalizer, thus giving
us examples of traces with the necessary properties on a ribbon quasitriangular multiplier
Hopf algebra which is not an ordinary ribbon Hopf algebra.
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