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ABSTRACT
INDIVIDUAL DIFFERENCES AND THE EFFECT OF “BECAUSE” ON THE
EVALUATION OF EXPLANATIONS IN SCIENCE

Lillian K.E Asiala, M.A.
Department of Psychology
Northern Illinois University, 2015
Dr. Katja Wiemer, Director
The inclusion of causal connectives like “because” has been shown to influence the
perceived quality of an explanation (Wiemer & Asiala, under revision). This study tested the
effect of individual differences on the evaluation of explanations containing causal connective
“because”. Participants were recruited from programs of study in psychology and the natural
sciences, and read 24 texts describing various scientific phenomena. Each text was followed by a
“why” question about the causal mechanism of the phenomena, and a corresponding answer to
be evaluated in terms of its quality as an explanation for that question. All answers overlapped
equally with the text, but varied by quality (did or did not contain causally relevant information
regarding the question), and inclusion of causal connective “because”. Overall, participants
evaluated answers to be more explanatory when “because” was included. Academic major had
little influence over this effect, however several interactions emerged when participants were
compared on differences including level of background knowledge and logical reasoning ability.
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CHAPTER 1
INTRODUCTION

The widely recognized trend of students opting out of science related areas of study has
resulted in a push toward emphasizing STEM (science, technology, engineering, and math)
education. Science concepts are comprised of dynamic processes featuring complex causal
mechanisms (Graesser, León, & Otero, 2002). Understanding causal mechanisms is crucial to
success in scientific domains. Therefore, understanding the cognitive processes that emerge
during comprehension and reasoning about causal explanations in scientific text has implications
for STEM education.
Students often demonstrate diverse cognitive strategies in comprehending scientific text.
Criteria for comprehension of scientific discourse can also vary across individuals (Graesser et
al., 2002). This makes the study of scientific literacy complex, given the impact these individual
differences have on comprehension. Both the processes associated with general text
comprehension, and the processes associated with reasoning about relationships in science and
understanding causal explanations are relevant to informing the mechanisms involved with
scientific literacy. Examining the mental representations created during comprehension provides
insight into how students comprehend and reason about causal explanations in science. This
influences how educators and students alike can address strategies for STEM education.
The purpose of this study is to evaluate the effect that the causal connective “because”
has on the evaluation of scientific explanations in individuals who have a high degree of
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experience reasoning about science, compared to those who are less experienced. Reading and
reasoning about texts is a highly contextualized experience for the reader. The information
explicitly stated in the text interacts with the experience and background information the reader
already has at hand, as well as the interpretation of the text. Thus, the introduction will review
the process of reading comprehension, as well as ways in which features of the text (like causal
connectives) can impact the mind’s representation of the information presented in the text. This
review also covers aspects of scientific reasoning and individual differences at various levels of
these processes.

CHAPTER 2
LEVELS OF TEXT REPRESENTATION

The study of text comprehension relies upon the notion of multiple levels of discourse
representation (Van Dijk & Kintsch, 1983). There are three levels of representation to be
constructed during text comprehension. The three levels of discourse representation are mutually
dependent, and exist simultaneously. If at any point during the comprehension process one of these
levels is disrupted, comprehension is affected. The precise, word-for-word representation of the
text is the quickest to fade from memory. The next level is a proposition-based representation of
the discourse, which represents the content of the text without maintaining the precise wording.
This is known as the “textbase”. The relationships between concepts referenced in the text are
maintained, but exact wording is not. The deepest level of representation is known as the mental
representation, also called the “situation model” (Graesser & Millis, 1997). The situation model is
the most stable in memory, and is thought to be the representation most important for reasoning
and problem solving. For instance, Mannes and Kintsch (1987) found that students who had a
strong situation model for new material were more successful transferring their knowledge and
using it in novel situations than students with a stronger “text based” (propositional)
representation. The situation model is often the target of comprehension research due to its role in
reasoning and understanding (Mannes & Kintsch, 1987; McNamara & Magliano, 2009; Salomon,
Magliano, & Radvansky, 2013). The situation model involves an integrated network of what is
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explicitly stated in the discourse, in addition to relevant elaborations and inferences made by
the reader (Kintsch, 1998).
The specific cognitive processes by which pre-existing knowledge and text information
become an integrated network known as the situation model, is described by Kintsch in his
“Construction Integration” model (1988). In Kintsch’s (1988) model, two phases make up the
process of creating the situation model during reading. The “construction” phase describes a
dominantly “bottom up” process. As individual words and phrases are decoded, this knowledge
from outside of the text that is in some way related becomes available. Kintsch describes this
activation of related knowledge as generally associative (1988). Decoded words from the text
enter working memory and activate associated nodes of information. These activated nodes may
represent notions encountered in the text, as well as general pre-existing knowledge. The
information activated during the construction phase however, is not constrained by relevancy. In
other words, the information activated may or may not be relevant to the information at hand.
Many words in the English language for example, have multiple meanings. All possible
meanings for a word, and related knowledge nodes may be activated in this first phase of
comprehension.
This surplus activation of non-relevant information is remedied with the second
“integration” phase. During integration, spreading activation stabilizes a relevant network of
connections to activated prior knowledge. Some connections in the network created in the
construction phase are stronger than others. At this point, connections to information that is
irrelevant to the situation lose activation, and only information meaningful for the input in the
given context is integrated into the representation (Kintsch 1998). The final product is a situation
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model for the text, complete with text information and relevant background information. It is
this representation that will provide the basis for reasoning about the text.

Processes Establishing the Situation Model

Due to its role in critical thinking, it is important to understand the processes that affect
the construction of the situation model, given the information presented in the textbase (beyond
that provided by the Construction Integration model). This section provides a general overview
of these processes, before addressing components specifically relevant to the study at hand. One
cognitive aspect of situation model construction that contributes significantly to the nature and
strength of the representation is that of attentional processes. The ability to focus on relevant
information over unnecessary information is a critical skill in creating a maximally useful
situation model. Students that are skilled at picking out crucial information also tend to be more
skilled readers and write better summaries, better demonstrating their understanding of the
content (Winograd, 1984).
The process of inference making also has enormous influence over situation model
construction. Any connection made to information presented previously in the text, or general
world knowledge, is known as an inference. Usually, inferences are made during the
comprehension of the text. According to a constructionist approach of reading (also known as
“search after meaning”), inferences are produced as the reader creates a representation of the text
that addresses the goals associated with the task of the reading (Graesser, Singer, & Trabasso,
1994). Common goals include maintaining both local and global coherence of a text

(understanding how phrases are linked locally, while maintaining a coherent representation of
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the text’s hierarchical structure), and attempts at explaining why actions, events, and states are
mentioned in the text. These explanations involve naive theories of psychological and physical
causality in an effort to achieve understanding. Readers abandon these goals, however, if they
lack the background knowledge that permits the establishment of explanations and global
coherence (Graesser et al., 1994). This implies that a lack of background knowledge could result
in interference with the goal of successful reading comprehension via inference making. This
may impact what we can expect from readers with various levels of background information and
reasoning experience; mainly that those with less experience may be faster to abandon an effort
to establish local and global coherence.
In an effort to maintain local and global coherence during reading, connections are made
linking previous text information, world knowledge, and information presented explicitly in the
text. This process of establishing coherence, is essential to text comprehension (McNamara &
Magliano, 2009). Coherence depends on what information is made explicitly available at the
textbase. Ways in which texts can become more coherent can vary from elaborations that clarify
ideas from the text, to low level additions like identifying anaphoric referents and making
relationships between text segments explicit through connectives (McNamara, Kintsch, Songer,
& Kintsch, 1996). The more information needed to be inferred by the reader to establish
coherence, the less coherent the text is (McNamara & Magliano, 2009). One aspect of coherence
is the relationship between propositions in a text, and the way this relationship is expressed in the
text (whether it is made explicit or left to be inferred by the reader). Relationships in text are
known as coherence relations. They are necessary for understanding a text. An absence of
coherence relations renders a text nonsensical. These relationships can be explicit or implied.

Coherence relations are made explicit in text with connectives, which link text segments and
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indicate their relationship (Sanders, 1997). If the coherence relation is explicitly made in the text,
it does not need to be inferred by the reader, making the text more coherent. We will revisit this
notion, as it is important for the present study.

Text Features and the Situation Model

Characteristics of the textbase are crucial for the construction of the situation model.
Morphology (verb aspect and tense), elaboration (type and amount of additional information
presented by the text), and wording (connectives joining main and subordinate clauses) are all
text features that influence situation model construction. For instance, subtle changes across
these features have been found to result in the construction of situation models that emphasize
different features of the information from the text (Ferretti, Kutas, & McRae, 2007; Magliano &
Schleich, 2000; Millis, Golding, & Barker, 1995; Millis, Graesser, & Haberlandt, 1993).
Amount and type of elaboration in particular have implications for situation model
construction during comprehension. Attending to critical information in a text intersects with
characteristics of the text in terms of what is available to the reader. A study by Rottman and
Keil (2012) examined how different types of elaboration affected which information readers
would deem to be most important. Readers rated the importance of components of an
explanation. Key concepts that were elaborated upon were deemed more important than the
elaboration itself. When amount of elaboration on key components was manipulated, participants
rated the key concept that had additional elaboration to be more important than the key concept

without elaboration. Thus, elaboration determined the magnitude of importance in the mind of
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the reader. In addition, some kinds of elaboration enhanced attentional focus on certain concepts.
Elaboration that focused on the mechanism behind a key concept led to more attentional focus on
that concept than other types of elaboration. It appears that what the reader finds important (and
thus attends to) is determined by the amount and type of elaboration on a certain concept
(Rottman & Keil, 2012).
The way coherence relations are articulated also influences the situation model created by
the reader. As discussed previously, coherence relations refer to relationships that may connect
otherwise independent statements in a logical way (Sanders, 1997). Coherence relations can
imply a number of relationships including causal, additive, and contradictory relationships.
Coherence relations have four general properties. The first is their operation, or the relationship
they convey between text segments (e.g. causal, additive, or temporal) (Millis et al., 1995; Millis
et al., 1993). Coherence relations may be explicitly stated or they may be implied and left to the
reader to generate. Explicit coherence relations include a grammatical class of words known as
connectives. The presence of a connective causes the recognition of the coherence relation in the
reader’s situation model. In a study by Millis, Golding, and Barker (1995), participants saw three
combinations of sentence pairs; those connected with causal connective “because”, those
connected with additive connective “and”, and those without a connective present. Participants
who read sentence pairs linked with the word “because” spontaneously generated a causal
relationship in the sentence. An inference generation score was computed for sentence pairs,
where the response time from the connected sentence pair was subtracted from the response time
recorded for the pair when they were unconnected. A score statistically different from zero
indicated inference generation. Participants who read causal connectives were more likely to

generate an inference. Thus, the connective’s presence and type influenced the situation model
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constructed for the text in the study. Additionally, this study found that the inclusion of
connectives also reduced processing time of text items (Millis, Golding, & Barker, 1995).
Participants read sentence pairs featuring different types of connectives. Additive and causal
connectives reduced reading times for sentences.
A number of studies have also provided support for the notion that connectives facilitate
processing. Millis, Graesser, and Haberlandt (1993) varied the types of connectives in a passage
of text. Readers were instructed to rate the difficulty of the passages, and then recall as much of
the passage as possible. The texts with no connective yielded the best recall, and were rated as
the most difficult to read. This indicates that the presence of connectives serves to facilitate
processing. Notably, ease of processing does not correlate positively with memory. Research has
demonstrated that more processing work required in understanding a text can yield better
memory and transfer (Mannes & Kintsch, 1987). Collectively these studies provide support for
the notion that connectives decrease processing time.
These effects have been known to extrapolate to expository text. Singer, Harkness, and
Stewart (1997) attempted to resolve discordant findings that causal bridging inferences are found
during narrative text comprehension, but not during the reading of expository text. They
predicted that for expository text, participants should be able to compute causal bridging
inferences also for expository text, even if they lack background knowledge. Taking a Gricean
(1975) perspective that readers assume that the author is being factually compliant, conscientious
readers should be able to make bridging inferences without needing to validate them (i.e. check
them against prior knowledge). Four experiments confirmed that inference making occurs during
online processing if the participant has sufficient time to process, and has been previously
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exposed to relevant background information.
Millis and Just (1994) examined implicit measures of processing connectives by looking
at reading times for sentences containing connectives or not. For instance, in examining reading
times for distinct parts of a sentence, they found that participant reading times for segments
linked with a connective were slower following the connective. This slowing toward the end of
the sentence confirmed a “reactivation hypothesis”, where slower reading times for the second
clause is evidence for the reactivation of the first clause and the integration happening between
them as a result of the connective’s presence.

CHAPTER 3
SCIENTIFIC REASONING

Thus far I have discussed the importance of the link between text features, cognitive
processes, and the creation of the situation model. We now turn to the nature of reasoning about
science, and in particular, the nature of scientific explanations. The purpose of an explanation is to
make sense of a phenomenon in light of other established facts (Thagard, 1998). Causal
explanations are the foundation of many scientific domains (Osbourne & Patterson, 2011), as their
purpose is to express underlying causes for phenomena (Bratton & Windschitl, 2011), an important
goal of the sciences. By nature, a causal explanation identifies cause and effect between the
components of an explanation (Bratton & Windschitl, 2011). Scientific domains rely on
mechanisms-- a process that gives rise to the phenomenon to be explained, for causal explanations
(Bechtel & Abrahamsen, 2005). Bechtel and Abrahamsen (2005) provide a definition of
“mechanism” as an orchestrated system of component parts and operations that result in a
phenomenon. The authors suggest that in some sciences, explaining “why” is to produce the
mechanism for “how”. In line with this emphasis on mechanism, readers appear to be sensitive to
the importance of mechanistic information while reading about science. Research has found that
mechanisms and mechanistic information in fact has special status for attentional focus during
reading comprehension. As discussed previously, Rottman and Keil (2012) found that key
concepts with mechanistic elaboration were attended to more extensively than other
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kinds of elaboration (e.g. socioeconomic or historical).
Explanation is fundamentally a cognitive activity in which the explanation reflects the
cognitive representation of the events leading to an outcome to be explained (Bechtel and
Abrahamsen, 2005). The production of explanations also has a social component, in that the
relevance of an explanation depends upon the question that prompted it (Hilton, 1990; Keil,
2010). According to Gricean maxims of conversation, one’s contribution to a conversation
should be relevant and pertinent to the discussion (1975). Many questions in everyday
conversational exchanges require answers that vary from being literal to pragmatic, based upon
purpose of the question. Thus, the desired explanation should be relevant to the question’s
purpose. In scientific domains, the purpose of a “why” question is to elicit the description of a
causal mechanism. Other types of questions in pragmatic conversational scenarios may not
require causal mechanisms (Hilton 1990). This dialectical nature of explanation has some
similarity to argumentation, however Osbourne and Patterson (2011) draw an important
distinction between the two. An explanation serves to make the connection between the to-beexplained outcome and the occurrences that give rise to it as clear as possible. In an explanation
however, the existence of the phenomenon itself is not debated. Arguments instead operate under
the assumption that claims must be justified (Osbourne & Patterson, 2011). As the constituents
of the explanation must cohere with pre-established understanding of a phenomenon (Thagard,
1989; Osbourne & Patterson, 2011), explanations are essentially claims that describe how a
phenomenon occurs (Ohlsson, 2002), but do not necessitate justification. However, while not
arguments, explanations may still be evaluated to the extent that they have sufficiently provided
an explanation for the phenomenon in question.
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Building an accurate mental representation of scientific phenomena (and the causal
mechanisms responsible for them) is necessary so that the nature of the causal mechanism can be
appropriately communicated and transferred to relevant situations. However, reasoning about
science is more complex than simple knowledge acquisition. Understanding scientific
explanations and reasoning about scientific processes is the product of both scientific education
and intuitive and naïve “folk science” theories (Keil, 2010). Schtulman (2013) reports that rather
than replacing folk theories, formal scientific theories and naïve theories simply coexist. These
folk theories are thought to develop early in life, and despite formal education tend to shape
inferences and what are viewed to be acceptable explanations. Intuitive “folk” theories about
science can lead to misconceptions about phenomenon in science. The issue of misconceptions is
a problem that is compounded by the tendency to underestimate theoretical holes (Rozenblit &
Keil, 2002). Misconceptions remain elusive until a situation where an attempt is made at
explanation.
Chi, Roscoe, Slotta, and Chase (2012) highlight the specific misperception of agency in a
scientific process as a source of misconceptions in understanding scientific processes. The
authors suggest that students tend to rely on a generalized narrative schema to understand
scientific processes. This sort of schema is sufficient for understanding processes that have
distinct sequential phases (e.g. cycles of the moon, stages of mitosis, and so on), but is not
sufficient for processes that are emergent. An emergent process is a pattern that emerges from
the collective interactions of components in the process. Understanding an emergent process
with a narrative schema leads to robust misconceptions about the causal mechanism responsible
for the process (Chi et al., 2012). This has shown to be remedied by instruction that is directed at
changing the schema used to understand certain scientific processes. Chi et al. (2012) found that
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introducing the schema of an emergent process resulted in a reduction of student
misconceptions as they adopted the schema for emergent process to understand emergent
patterns in scientific phenomena.
In their study, students completed an intervention task about the concept of diffusion. The
experimental group received an instructional intervention before studying content about
diffusion. In this intervention, the students were introduced to the notion that two processes
(emergent and sequential) may look similar even though they are fundamentally different. The
intervention included definitions for emergent and sequential processes, examples, and typical
characteristics of each, with the goal of directing the student’s attention to key features of these
processes. The control group simply received a filler module designed from a chapter of the
regular textbook. Student performance was evaluated using pre- and posttests, which measured
emergent-related misconceptions. Students in the experimental module who received explicit
instruction about different types of processes had more substantial learning gains as revealed by
posttest performance. Importantly however, those who received the intervention that focused on
processes chose a lower proportion of answers reflecting a misconception. In other words, the
process module reduced the extent to which students held misconceptions about diffusion (Chi et
al., 2012). Thus it seems that despite the presence of misconceptions, it is possible to train
students to think and reason about scientific phenomena differently.
It is important that students focus on the causal mechanism to understand a scientific
explanation. However readers of different skill levels attend to different components of
explanations, and this could be problematic for discerning what is critical to the mechanism, and
what is merely elaborative. A study by Wittwer and Ihme (2014) gave participants a number of
scientific explanations varying on the degree of semantic similarity (repetition of nouns between
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sentences in the description of the mechanism). Explanations also varied on causal specificity,
referring to the verbiage used to describe causality between constituents of the explanation
(using either specific verbs such as “enlarge”, or nondescript causal verbs like “influence”). Less
skilled readers found scientific explanations with high semantic similarity more comprehensible,
evaluated them to be of better quality overall. Conversely, highly skilled readers preferred
explanations with less semantic similarity, and a high degree of causal specificity (Wittwe &
Ihme, 2014). These findings build upon the notion that readers of different skill levels have
different standards of coherence when reading (Todaro, Millis, & Dandotkar, 2010). Specifically,
the authors interpret these trends as demonstrating the emphasis readers with less skill place
upon the textbase, while more skilled readers are more focused on constructing a mental
representation of the situation model (Wittwe & Ihme, 2014). In the current experiment, readers
who build a stronger situation model of the descriptive text may be more likely to recognize the
causal mechanism as they read, resulting in a stronger ability to recognize whether it is described
in the explanation during the evaluation task. Conversely, a reader with a more shallow
representation may perceive coherence by recognizing semantic overlap in the text without
distinguishing critical information from elaboration in an explanation.

CHAPTER 4
CAUSAL CONNECTIVE “BECAUSE”

Chi et al. (2012) found that a major source of misconception in science is rooted in
misunderstanding the nature of the underlying causal mechanism in a scientific phenomenon.
Language is important for communicating the nature of a causal relationship in science related
texts (Sanders, 1997), and thus is responsible for expressing these underlying causal mechanisms.
An incorrect articulation of the nature of the relationship facilitates misconceptions like those
outlined above (Keil, 2010; Chi et al., 2012).
As we have seen throughout the review of this literature, elements of the textbase are
crucial to the construction of the situation model. In turn, the situation model is critical to
reasoning and problem solving (Saloman et al., 2013). Given the importance of understanding
causal relationships in science, an important component of scientific discourse comprehension
involves the comprehension of causal coherence relations. Causal relations articulate the nature of
the causal mechanism in scientific discourse. The connective “because” is an example of a
coherence relation that indicates causality. It improves processing of causally connected sentences
(translating to causality introduced to the situation model). Besides segmenting main and
subordinate clauses, it functions as a cue to integrate the segments causally, by inferring a causal
relationship (Noordman & Vonk, 1997; Millis et al., 1995; Singer et al., 1997). If an explanation

is read for the first time, it may be important to rely on the connective to understand the
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relationship between parts of the explanation (Singer et al., 1997). Its use in connecting
phrases describing phenomena that are causally related improves coherence of the description
(McNamara et al. 1996). The importance of causal connectives like “because” mandate an
understanding of how this connective gives rise to coherence during reading.
A crucial component of comprehending coherence relations is understanding what Sanders
(1997) describes as “source coherence”. The source of a connective’s coherence is the nature by
which it links the components of a proposition. This relationship implicated by the connective can
be semantic or pragmatic. In order to understand different sources of coherence a connective
implies, it is important to understand the difference between semantics and pragmatics. Semantic
meaning implies that the utterance is derived from the meaning of the words, as the reader
understands them. Pragmatic differs from semantic in that it is an approach that assesses the truth
of meaning based upon practical application. Pragmatic source coherence is more complex, as it
deals with the context in which the discourse takes place. The pragmatic meaning of a sentence is
its function as a speech act (an action to achieve some sort of goal). For example, commenting on a
chilly room semantically means the temperature is low. Pragmatically this comment may hint to
the listener to close a window or adjust the thermostat. Understanding speaker intent is reliant on
correct attribution of source coherence. Different types of texts feature different proportions of
semantic and pragmatic coherence relations. A corpus analysis of different types of texts
conducted by Sanders (1997) concluded that pragmatic relations are more prominent in
argumentation, whereas semantic relations tend to be found more in descriptive text (e.g. science
texts). Importantly, the interpretation of source coherence influences the situation model
constructed by the reader, as it determines the way in which clauses are related to one another.
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Furthermore, the type of text a reader is engaged in can determine the perceived source
of coherence for a coherence relation. Sanders (1997) presented participants with examples of
pragmatic, semantic, and ambiguous coherence relations. While the pragmatic and semantic source
coherence examples are source specific, ambiguous source coherence relations could be
interpreted with pragmatic or semantic source coherence. Sanders (1997) gave examples of these
relations from the sentence pairs about crane migration. Semantic source coherence links the
utterances “They have to fly big distances in a short period of time” and “They are in rough shape
when they arrive.” These utterances are related to one another through cause and consequence.
This differs from pragmatic source coherence, which links “It has to be the case that crane’s orient
themselves by the sun and stars” and “They never migrate when it is foggy” which have an
argument-claim relationship. In this case, lack of migration during fog is evidence that they rely on
the moon and stars for orientation. These utterances could not be linked with semantic source
coherence, as this would imply that a lack of migrating behavior during fog causes the crane’s use
of astronomical cues. In both of these cases the only interpretation for source coherence is
semantic and pragmatic respectively. An example of ambiguous source coherence is the link
between utterances “Cranes often make use of halting-places at the foot of the Pyrenees” and
“Those areas are indispensible for the birds.” This is ambiguous due to the fact that these
utterances could be linked through semantic source coherence (with a cause-consequence
relationship) or pragmatic source coherence (with a claim-argument relationship). In other words,
this “chameleon” link could be interpreted as a relation between two states of affairs, or it could be
interpreted as the speaker’s conclusion given a state of affairs.
Sanders (1997) sought to determine whether text analysts could distinguish between
semantic and pragmatic relations if the relations aren’t marked by connectives (implicit in the
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text). They then asked participants to find the best paraphrase for the sentence. Paraphrasing
explicitly defines how the connective connects segments of text, making it a good measure to
determine the source of coherence the analysts identify in their created situation model of the text.
These coherence relations (semantic, pragmatic, ambiguous) were presented at various points
throughout either argumentative or descriptive text. The researchers hypothesized that context
would determine the judgment of the “chameleon” (ambiguous) coherence relation, while
exclusively semantic and pragmatic would be properly recognized. Results revealed this predicted
pattern, and ambiguous coherence relations were interpreted based upon the context in which they
appeared. This trend demonstrates that the type of text (whether it’s argumentative or descriptive)
can change how coherence relations are comprehended.
Given these findings, it is clear that connectives like “because” have a number of meanings
dependent on their context. This variety of options is illustrated in three examples given by
Sweetser (1990). These interpretations map directly onto semantic and pragmatic source
coherence. Sweetser (1990) catalogues these as content related, epistemic, and speech act. A
content reading of because refers to taking “because” at face value for its indication of a causal
relationship between the event causing the effect and the effect itself. This is semantic source
coherence. For example, “Mary won the art contest because she was very creative”. The
antecedent directly caused the effect in this sentence, and the positive causal connective links
them. An epistemic reading of the word “because” refers to the antecedent providing evidence or
justification for the effect (making it an example of pragmatic source coherence). For example the
sentence “Mary was very creative because she won the art contest” takes advantage of this
epistemic reading of the connective. The speaker knows that Mary is creative because she won an
art contest. The episteme of the knowledge is generated from the outcome of her win. Finally, a

speech act reading of “because” may be “What are you doing this afternoon, because Mary is in
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an art contest”. This is another example of pragmatic source coherence. While the previous
example implied why the speaker knows something to be true, this speech act captures the
implication of the reason for the speaker’s initial comment. This example could be paraphrased as
“I am asking you what you are doing because Mary is in an art contest and I am suggesting we go
and see her”. In a speech act reading, “because” refers to the motivation behind the question
(Sweetser, 1990). Coherence between the main and subordinate segments of this example comes
from understanding the reason for the question. Thus the source of its coherence is pragmatic.
Based upon diversity of source of coherence, and the variety of contexts it can be utilized,
“because” can be interpreted in many ways. Research has documented numerous examples of
pragmatic uses of “because” in naturalistic spoken language (McCabe & Peterson, 1988). Despite
source of coherence, causal connectives like “because” universally serve as a cue that a causal
explanation will follow. A study by Wiemer and Asiala (under revision) examined students’
evaluations of scientific explanations containing causal connective “because”. University students
from an introductory psychology class evaluated scientific explanations on the extent to which
they addressed a causal question about a scientific phenomenon. Explanations varied in quality
(causal or not) and the use of because (present vs. absent). Explanations containing “because” were
rated higher on average than those without, suggesting that participants’ perceptions of explanation
quality were influenced by the connective, even in the face of poor quality. A follow up
manipulation provided an additional level of explanation quality, presenting explanations that were
obviously false. While the “obviously bad” explanations were identified least often as adequately
answering the question, they continued to receive higher ratings and were identified as
explanations slightly more often when they contained “because”. The presence of “because” in
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these explanations appeared to improve the perception of the quality of the explanation
irrespective of whether the information was causally relevant (Wiemer & Asiala, under revision).
This study demonstrates that textbase features have significant influence over the perceived quality
of a scientific explanation.

CHAPTER 5
INDIVIDUAL DIFFERENCES

In addition to text features, reasoning about scientific texts also depends on features of
the cognitive processes that occur during comprehension. One such feature is background
knowledge, which has a major impact on how texts with certain subject matter are
comprehended. For instance, regular comprehensive processes can be halted in cases where
sufficient background information for comprehension is lacking (Graesser, et al., 1994).
McNamara, Kintsch, Songer and Kintsch (1996) examined the interaction between types of text
and different levels of background information, finding that students with more background
knowledge (as assessed using a pretest for domain knowledge) benefitted from a less coherent
text, while those with less background knowledge had increased performance with a more
coherent text. Students with more background knowledge likely have a richer body of world
knowledge from which to draw and make necessary inferences where the text is less explicit.
The development of a situation model while reading unfamiliar material heavily depends
on what is made explicit in the text (represented by the textbase). This is due to the lack of
activation and inference from a pre-acquired knowledge base on the topic. For individuals with
higher levels of background knowledge, the situation model is comprised of the text and
previous background knowledge activated by the input from the text. This is consistent with
McNamara et al.’s (1996) observation that novices benefitted from a maximally coherent text

while those with experience in the topic at hand benefitted from less coherence.
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Individual differences in prior knowledge and experience with scientific reasoning also
impacts evaluation of scientific explanations. Wiemer and Asiala (under revision) calculated a
variable capturing accuracy by dividing participants based on their ability to discriminate good
from poor quality answers. The accuracy score reflects the proportion of correctly accepted
causal explanations plus correctly rejected fake and bad explanations, relative to the number of
judgments made (N=24). Individuals with high accuracy made higher ratings for high quality
explanatory answers if they contained “because”, but not for poor quality answers that contained
“because”. By contrast, the ratings of participants that demonstrated lower accuracy were
impacted by “because” to a higher degree in the cases of answers that did not contain causal
information (Wiemer & Asiala, under revision). This interaction suggests that while the presence
of the causal connective impacts judgment of quality across explanations, a different mechanism
may be at work in each case that interacts with scientific reasoning skill and literacy.
A higher accuracy performance could be contributed to a larger knowledge base and
more experience reasoning scientifically. It would appear that readers with less background
knowledge relied more heavily on what was presented in the text in order to construct their
situation model. In other words, they were more susceptible to inferring a causal relationship
when “because” was present, even if the following explanation was not causal. It thus stands to
reason that novices in a given area of study could be more reliant on explicit coherence relations
than their more experienced peers. This means that those who are less experienced could be more
susceptible to “processing mistakes” (i.e. assuming causality based on the presence of a
connective) because background knowledge is insufficient for processing at more than face
value. Additionally, students may not be motivated to reason about the explanation. Langer,

Blank, and Chanowitz (1979) found that motivation plays a role in the extent to which an
individual will reason about a causal explanation. When asked for a larger favor, participants
were more inclined to evaluate the explanation behind a request than if the favor was smaller.
Thus, many factors of the reader could influence their evaluation of the quality of scientific
explanations.
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CHAPTER 6
STUDY AND PREDICTIONS

The effect of connectives like “because” on discourse processes have been examined
from a number of perspectives, from its pragmatic usage in production (McCabe & Peterson,
1988) to its role as an indicator of causal relationships during comprehension. Given this breadth
of research, it remains unclear how individual differences in background knowledge influence
these effects. Understanding causal relationships in scientific domains is important for combating
misconceptions and promoting general academic success in these domains. Thus, understanding
how students with different skill levels evaluate the quality of explanations in science illuminates
mechanisms useful to fleshing out the implication of these individual differences for scientific
literacy.
Presumably, students who have experience in a scientific domain have higher levels of
scientific background knowledge, and more experience comprehending and reasoning about
scientific phenomena. This experience results in increased familiarity with reasoning about
causal mechanisms in science. The current study was designed to explore the extent to which
differences in background knowledge influence the ability to evaluate explanations containing a
causal connective. Furthermore, this study compared memory representations of scientific
explanations. Individual differences in background knowledge, initially distinguished by
academic major, were confirmed by a background knowledge assessment that spans several
domains of natural science, serving as a manipulation check for the initial groups. Participants
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were also evaluated on logical reasoning ability, vocabulary, and need for cognition.
This experiment used an explanation evaluation task from a study conducted by Wiemer
& Asiala (under revision) to examine the effect that the presence of “because” has on the
perception of explanation quality. This task involved rating the quality of an answer (on a scale
from 1-6) by how well it provided an explanation for a causal “why” question, and then
determining whether it provides an answer (yes or no). Answers differed on quality regarding an
answer for the “why” question. Causal answers outlined a causal mechanism (which offered an
answer to the question) while associated answers merely provided information that was related to
the phenomenon. In other words, these answers relayed information that was somewhat related
to the phenomenon in question, but which did not provide an explanation for the phenomenon.
Furthermore, answers differed on whether or not they contained causal connective “because”.
Consistent with Wiemer & Asiala’s findings (under revision), two main effects were
predicted. A main effect of answer quality was predicted, in which causal answers would receive
better ratings than associated answers. Likewise, a main effect for connective was predicted, in
that explanations with causal connective “because” would have overall higher ratings than those
without “because”. These main effects were initially established in Wiemer and Asiala’s
previous explanation evaluation task (under revision). In addition to this replication, an
interaction between presence of connective, explanation, and background knowledge was also
predicted (see Figure 1). Importantly, those with less background knowledge were expected to
show higher evaluations for explanations containing “because” overall, due to a prediction that
they would rely on discourse markers like “because” in their evaluations more than participants
with more knowledge.
Participants with differing levels of background knowledge were predicted to differ in
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Low Background Knowledge

Average Rating

High Background Knowledge

Because

No Because

Because

Causal

No Because

Associated
Answer Type

Figure 1. Predicted evaluation of explanation quality (scale and binary distinctions) for high and
low background knowledge participants.

ratings across different types of answers. Those with less background knowledge were expected
to be less able to discard associated explanations and more likely to consider discourse markers
(like “because”) when evaluating the quality of the answers. Perceived coherence is based upon
characteristics of the reader, such as background knowledge and reading skill. Singer and
colleagues (1997) found that when given two sentences linked with a causally in an expository
reading task, participants generated the inference necessary to make sense of the propositions.
For example, inferring that calcium salt produces a red flame from the sentence “Some fireworks
burn red because they contain calcium salt” (Singer et al., 1997). Additionally, readers appear to
make causal inferences regarding the antecedent specifically when reading expository texts about
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science topics (Millis & Graesser, 1994). These findings indicate that the generation of
inferences in light of causally linked propositions occurs online when processing expository text.
While Singer (1993) supports a validation model in which the generated inference is checked
against world knowledge, it is possible that the absence of background knowledge simply
prevents the evaluation of the inference’s factual correctness (Singer et al.1997). Thus it follows
that when readers do not have the knowledge to validate the inference, the inference is not
scrutinized in light of previously acquired knowledge. Thus, those with less experience in
science were predicted to show higher ratings for explanations containing “because”, due to a
heavier reliance on causal indicators from the text for their evaluations.
While associated answers containing “because” were predicted to be higher than those
without the connective, a more pronounced difference was predicted for those with lower
background knowledge. A function of causal connectives like “because” is that they signal
explanations and induce causal inference generation in the absence of relevant background
information (Singer et al., 1997; Graesser et al., 1994; & Langer et al., 1978). Given the
prediction that low background knowledge readers would rely more heavily upon discourse
markers, it was predicted that those with less science experience would accept associated
answers (without causally relevant information) as explanations more frequently. With less
access to relevant background information, the semantic overlap between the associated answer
and the original text may lead participants to perceive an explanation in the associated answer.
Furthermore, this effect would be larger when explanations contain “because”, as an explanation
following “because” may be up to less scrutiny without a cultivated network of supporting
domain knowledge (see Figure 2).
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No Because

Average Rating

Because

Causal Answer

Associated Answer
Answer Type

Figure 2. Predicted ratings of explanation quality for low knowledge participants (1-6 scale and
yes/no judgment) for associated answers.

Conversely, it was predicted that high knowledge participants would be better able to
reject answers that were merely associated. Furthermore, those who have good scientific
reasoning skills were predicted to show higher ratings for causal answers containing connective
“because” (see Figure 3). Good explanations contain causally relevant information, and the
presence of the connective makes the coherence relation explicit, improving the explanation’s
overall readability (Millis, et al., 1993). Participants with high background knowledge in science
were predicted to rate causal answers containing “because” higher than causal answers without,
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on the quality scale (1-6). They were also predicted to successfully reject poor answers that
contain the connective.
No Because

Average Rating

Because

Causal

Associated
Answer Type

Figure 3. Predicted explanation quality ratings for high knowledge participants (1-6 scale) for
causal answers.

The current study extended Wiemer and Asiala (under review) by comparing the memory
representations for different types of answers among those with high and low background
knowledge. Mental representations were evaluated using a forced-choice recognition task.
Participants chose one of two sentences that best matched what they read in the explanation (For
example, see Table 2 in Methods chapter). Situation model strength was evaluated by comparing
the proportion of answers selected that are conceptually consistent with the answer they
evaluated (as opposed to answers that do not conceptually match the answer). Higher proportions
of selected answers with conceptual overlap indicate a stronger situation model.
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It was predicted that those with high background knowledge in science would perform
better overall (i.e. select a higher proportion of answers that are conceptually consistent with the
explanation) than those with less background knowledge (McNamara et al. 1996, Singer et al.,
1997). This was predicted irrespective of explanation quality or presence of “because”. Those
with higher background knowledge were predicted to rely less on discourse markers in the text,
having a larger amount of domain specific experience to activate during the task (McNamara et.
al 1996).
An interaction between presence of connective and background knowledge was also
predicted (see Figure 4).

No Because

Memory Score

Because

High Background Knowledge

Low Background Knowledge

Background Knowledge
Figure 4. Predicted differences in mean recognition scores for high and low background
knowledge participants.
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Those with less background knowledge were anticipated to demonstrate lower
performance on the forced-choice memory task for explanations containing a causal connective.
This is due to an anticipated reliance on discourse markers in light of a lack of background
knowledge (Singer et al., 1997). Those with less background knowledge may be less likely to
process the explanation with the explicit connective as deeply as one without it, interpreting
“because” as a cue that a causal explanation has been given. This would lead to poorer memory
for explanations with a connective.
Predictions are similar for participants differing on logical reasoning ability. Higher
logical reasoning ability could compensate for lack of background knowledge and facilitate
evaluating whether an explanation is sufficient, regardless of the inclusions of a connective.
Thus, those with higher reasoning scores were predicted to rely less on causal connectives when
evaluating the quality of an explanation. Those with high logical reasoning ability likely have a
high standard of coherence for the information they read, as a solid situation model is the
foundation for understanding and critically evaluating claims. Thus, high scoring participants
were anticipated to better assess the quality of the explanation.
In addition to logical reasoning skill, reading skill itself may also influence the extent to
which a reader’s evaluation of an explanation is influenced by the presence of a connective. For
those with lower reading ability, research has shown that coherence is based more on semantic
relatedness of the components of the text (Todaro et al., 2010). For instance, when participants of
low and high reading ability judged the coherence of sentence pairs, semantic relatedness
between sentences had a greater influence on perceptions of coherence for less skilled readers
(Todaro et al., 2010). In other words, less skilled readers relied more on attributes of the textbase
(i.e. specific words used) to determine their judgments of coherence than did more skilled

33
readers. Therefore, those with lower reading skill may rely more heavily on discourse markers
in their evaluations of answers. Vocabulary has typically been used as a proxy for reading skill,
and will be evaluated as such in this experiment. It is reasonable to assume that differences in
reading skill might affect comprehension of explanations, and thus was monitored so that
vocabulary skill could be controlled for during the analyses and observed as an exploratory
variable.
Finally each participant’s need for cognition was assessed. This measure determines the
extent to which a participant enjoys cognitive tasks (Cacioppo, Petty, & Feng Kao, 1984).
Having a high need for cognition may lead to examining whether an answer provides a proper
explanation more carefully, and will be more likely to detect when an answer fails to do so.
Participants with low need for cognition may be more likely to rely on connectives like
“because” to form their judgment, as they would be less motivated to examine the provided
answer closely.

CHAPTER 7
METHOD

Participants

Participants were students from Northern Illinois University. Students were recruited for
participation through flyers posted around campus, emailing lists, and announcements made in
various natural science classes, psychology classes, and academic student life organizations on
campus. Students interested in participating were contacted via email to schedule an
experimental session. All participants were entered into a drawing to win one of six possible cash
prizes ranging from 25 – 50 dollars. Students with high background knowledge and experience
were recruited from 300 and 400 level natural science courses. Participants for the group with
less background knowledge in the natural sciences were recruited from 300 and 400 level
psychology courses. Students were regrouped for analyses based upon exposure to upper level
natural science courses, which led to unequal sample sizes and reduced power for initial
analyses.
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Design

Evaluation Task

Answers were manipulated based upon quality and the presence or absence of a causal
connective. High quality answers were causal explanations that described a causal mechanism
presented in the provided background text. Poor quality answers contained information that was
associated with the phenomenon, but not causally relevant to the question (see Table 1).
Ultimately this creates a 2 (causal v. associated) by 2 (because present v. absent) factorial design.

Dependent Measures

This study measured two aspects of evaluation. The first is the quality of the answer in
light of the question. Participants evaluated the quality of the answer based upon how well it
provides an explanation for the causal “why” question (“On a scale from 1-6, how well do you
feel this explanation answers the question?”). This response is on the scale from 1 to 6, with 1
being the worst and 6 being the best explanation. Participants also determined with a yes or no,
whether they felt the answer explained the mechanism addressed by the question or not (“Please
determine whether you feel the explanation appropriately answered the question.”).
The second dependent measure determined the strength of the participant’s mental
representation of the explanation. A forced-choice recognition task determined the strength of
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the situation model for each answer from the evaluation task. Participants were presented with
two sentences, and selected the option that best represented the answer they read in the
evaluation task (see Table 2). One option had lexical overlap with the original answer, using the
same words, but reordered to create a proposition that was inconsistent with the original
explanation. The other option had the same meaning as the explanation, but was
reworded using synonyms. The test contained 24 items, one for each answer read in the
evaluation task. The selection of the high conceptual overlap option over that of high lexical
overlap suggests a stronger mental representation for the corresponding answer. Participants
were presented with two options and determined which of the two best represented the answer
they read. Reading times for answers were also recorded.

Materials

Task Materials

Science Texts: Twenty-four science texts used in the evaluation task from Wiemer and
Asiala (under revision) were used for the present study. Each text was several paragraphs in
length and described a scientific phenomenon. Topics for these texts were lifted from several
disciplines including physics, biology, and earth sciences. Descriptions were primarily lifted
from science publications including “Scientific American” and were written at a reasonable level
of comprehension for adults without specific scientific knowledge (Wiemer & Asiala, under

revision). Each text was followed by a causal “why” question. This question specifically
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addressed the causal mechanism of the phenomena described in the text. Science texts and causal
“why” questions were derived from Wiemer & Asiala (under revision), which used the same
protocol.
Answers: The current study utilized causal “why” questions and answers from Wiemer
and Asiala (under revision). In that study, semantic overlap between answers and passages was
assessed with Latent Semantic Analysis (LSA; Dumais, 2004), to ensure maximal overlap with
the text, and were evaluated on overlap with the initial passage to confirm that special topic
knowledge was not necessary for understanding passages, questions, or answers (Wiemer &
Asiala, under revision). Topics varied on their complexity, and the answer length was adjusted to
accommodate this complexity while maintaining readability. Answers ranged from 22 to 69
words in length, and contained roughly 38 words (Wiemer & Asiala, under review).
Initially, Wiemer and Asiala’s study compared the evaluation of causal answers with answers
containing associated (but non-causal) information, and answers containing irrelevant
information entirely. The current study used causal and associated answers from Wiemer and
Asiala (under revision), but excluded irrelevant answers. Inclusion of the irrelevant answers
examined whether the presence of the connective would affect answers that clearly failed to
provide an explanation, an additional factor not explored by the current study. Causal and
associated answers were derived from the background text participants received prior to the
evaluation task. Causal answers contained the causal mechanism for the to-be-explained
outcome. Associated answers were written to sound like causal explanations, but described
information that was only related to the phenomenon without mentioning the causal mechanism
(Wiemer & Asiala, under revision). There were several types of associated answers. These
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included different types of explanations, such as goal-based explanations that focused on the
purpose of the outcome (rather than the antecedent), and incomplete explanations that describe
one factor of the mechanism, but leave out its critical components. Still others contained
contradictory information, as well as information that referenced the to-be-explained outcome
without actually explaining the mechanism responsible for it (Wiemer & Asiala, under review).
Answers in each category differed in whether they contained the connective or not (for sample
answers, see Table 1).
Forced-choice Recognition Test Items: Participants received 24 questions from the
memory task used by Weimer & Asiala (under revision) regarding the answers they evaluated.
Each item involved the choice between an item with conceptual overlap (reworded to have the
same conceptual meaning as the answer) or an item with lexical overlap (which used the same
words in a different order to result in a different meaning). Conceptual overlap options were
created by identifying important content words in the explanation, and replacing them with
synonyms. Lexical overlap options were constructed by reordering key concept words. This
resulted in an item that used identical terms to the original answer, while presenting a
fundamentally different idea from that of the original answer (Wiemer & Asiala, under revision).
For sample conceptual and lexical items, see Table 2.
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Table 1
Sample Answers Manipulated on Quality and Presence of Connective
“Why do bananas become brownish-black in the refrigerator?”
Causal Answer

Associated Answer

Answer contains
“because”

Bananas go brown in the
fridge because cell
membranes break in the
cold, leaking phenolic
compounds. When these
react with the polyphenol
oxidase enzyme, they
become melanins, which
look dark brown.

Bananas go brown in the
fridge because a cold
environment slows the
ripening process of
bananas. When the
ripening process is
artificially slowed, a
substance called melanin
makes the banana go dark
brown.

Answer does not contain
“because”

Bananas go brown in the
fridge. The cold breaks the
cell membranes in the
peel, and they leak
phenolic compounds.
When they react with the
polyphenol oxidase
enzyme, they become
melanins, which look dark
brown.

Bananas go brown in the
fridge. The cold
environment slows the
ripening process of
bananas. When the
ripening process is
artificially slowed, a
substance called melanin
makes the banana go dark
brown.
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Table 2
Forced Choice Recognition Item Sample
Explanation: “Researchers have observed an increase in underwater eruptions because the
water pressure on the ocean floor increases as glaciers melt and raise sea levels. The
added pressure on embedded magma chambers leads to eruptions, leaving tephra on the
ocean floor.”
Prompt
Item Type
Conceptual
Lexical
“Researchers have observed “…liquefying ice fields are “…as the ocean floor is
an increase in underwater
elevating the ocean’s water raised, it also increases sea
volcanoes because…”
level. The added weight
levels. This increases the
increases compression of
pressure of water masses on
the sea’s ground sediment.” glaciers, and they melt.”

Individual Difference Measures

A multiple-choice test assessing general scientific knowledge was administered to
evaluate current participant background knowledge. This 20-item measure assessed knowledge
of biology, scientific methods, mathematics, earth science, and chemistry, and is highly
predictive of reading and science comprehension. The measure is based upon inferences
necessary to understand the text of four high school level science book chapters (O’Reilly, Best,
& McNamara, 2004). The test has demonstrated high reliability and validity.
A measure of logical reasoning skill was also administered. This logical reasoning
assessment contains 18 questions pulled from the Law School Admissions Test (LSAT). The
LSAT is an achievement test of reading and verbal reasoning skill used to screen applicants for
law school. The 18 questions assess skills involved in thinking critically, including drawing wellsupported conclusions, reasoning by analogy, determining how additional evidence affects an
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argument, applying principles or rules, and identifying argument flaws. Additionally, a
vocabulary pretest assessed participant vocabulary. This test comes form the 4th edition GatesMacGinitie reading test (MacGinitie, 2000). It includes forty-five items that require participants
to correctly identify the best synonyms of five potential choices. Finally, need for cognition was
assessed using a measure developed by Cacioppo, Kao, and Petty (1984). “Need for Cognition”
refers to an individual’s tendency to enjoy and engage in effortful cognitive endeavors. This is
predictive of the way individuals will approach a task.

Procedure

This experiment was conducted on a computer using e-prime 2.0 (Schneider, Eschman, &
Zuccoloto, 2007). Participants were seated at a computer and received a written informed
consent. Participants advanced through instructions on the computer screen while these
instructions were given verbally. Participants were told they would read a number of expository
texts that describe scientific phenomena. They would be given a causal “why” question, and
asked to evaluate the quality of the explanation that follows.
Scientific texts were presented in their entirety on the screen. Participants had unlimited
time to read texts. When the participant advanced from the text, he or she was not able to access
the text again. At this point, a “why” question and answer were presented on the screen for
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evaluation. The participant was prompted to enter a number for the 6-point quality scale, then
judged whether the answer provided an explanation for the question or not.
Once they were finished with the reading and evaluation task for all texts, participants
read instructions for the forced-choice recognition task. This task involved selecting the sentence
that best represented what they had read for each answer during the evaluation task. Each item
began with the same causal “why” questions from the evaluation task. Participants were given
both lexical and conceptual overlap options to chose between. The task instructed participants to
select the option that best represented the answer they had evaluated. Participants were not
instructed that this was a “memory” task, to reduce demand characteristics and strategic
processing. After the forced-choice recognition task, participants completed individual difference
measures for logical reasoning, scientific pre-knowledge, vocabulary, and need for cognition,
tasks on paper. The study took roughly 90 minutes in its entirety.

CHAPTER 8
RESULTS

Participants

A total of 67 NIU students participated in the current study. Two participants were
eliminated from the analysis due to miss-labeled data, and one due to failing to follow
instructions during the memory task. Another was removed from the analysis, as English was a
second language. Sixty-three students remained in the current analysis. Ultimately, participants
were placed in groups depending on the number of 300-400 level science courses they were
currently enrolled in, or had completed. 28 participants fell into the psychology major group,
indicating they had not completed any advanced natural science courses. 36 participants fell into
the natural science major group, having taken at least one 300 – 400 level course. This unequal
sample sizes for the initial groups reduced power for analyses. See Table 3 for demographics and
comparisons between these groups on individual difference measures. Descriptive statistics and
correlations between all dependent measures for participants are presented in Table 4.

Table 3
T Tests for Individual Difference Scores Between Experimental Groups.
Science

Psychology

p

t

Logical Reasoning

0.52

0.51

p=0.82

t = 0.23

Background Knowledge

0.89

0.84

p=0.20

t = 1.28

Vocabulary

0.70

0.74

p=0.35

t = -0.94

Need for Cognition

29.9

21.89

p<0.05

t = 2.09

Science Courses

5.37

0.00

p<0.001

t = 6.59
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Table 4
Descriptive Statistics and Pearson Correlations Among Variables
M

(SD)

Ratings
Judgments
Memory
Logical
Reasoning
Background
Knowledge
Vocabulary

3.79
0.66
0.47

(1.08)
(0.28)
(0.25)

0.52

(0.19)

0.88
0.72

(0.14)
(0.20)

Need for
Cognition

26.37

(15.63)

Ratings Judgments
0.80**

Memory Logical
Reasoning
0.11
0.29*
0.00
0.24
0.34**

Background
Knowledge
0.11
0.24
0.26*
0.45**

Vocabulary
0.22
0.32**
0.32*
0.55**

Need for
Cognition
0.31*
0.19
0.27*
0.46**

0.45**

0.28**
0.28*

* = p<.05, **=p<.01
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Ratings

Participants rated answers on a scale from 1-6 regarding how well it provided an
explanation for the question. The overall mean of quality ratings for explanations (1-6) was
slightly above the midpoint of the scale (M=3.78, SD=1.08). Due to the overall mean for ratings
surpassing the midpoint of the given scale, participants indicated a tendency to assign higher
ratings to answers in general.
Answers containing “because” were predicted to receive higher ratings than those
without a causal connective. Furthermore, participants with majors in the natural sciences were
anticipated to show less susceptibility to this effect, with psychology majors rating answers with
“because” higher to a greater magnitude than science majors. An ANOVA on ratings found a
main effect of quality, in which answers with causal information received higher ratings
(M=4.56, SD=0.62) than those only containing associated information (M=3.00, SD=0.66),
F(1,61) = 260.8, p<0.001, η2= 0.81 (see Figure 5).
Furthermore, a main effect of connective was observed, F(1,61)=5.3, p<0.05, η2= 0.08,
such that explanations containing the word “because” were rated higher (M=3.87, SD=0.60) than
explanations that did not contain a connective (M=3.68, SD=0.59). Explanation quality and
presence of “because” did not interact with experimental group F(1,61)=0.001, p=0.98, failing to
support the prediction that those with lower levels of experience with scientific course work
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would rely more on causal discourse markers, and would be more likely to demonstrate a
“because” effect.
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Figure 5. Average ratings of answers for psychology majors and natural science majors.
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Judgments

Slightly over half of all explanations were judged to appropriately explanation the causal
“why” question during the evaluation task (M=0.66, SD=0.28). Half of the answers evaluated
during the task contained causal information, making them good explanations. As rate of
acceptance exceeded half of the answers, participants indicated an overall tendency to accept a
higher proportion of answers as explanations than actually contained causal information. An
ANOVA assessed the proportion of answers that were accepted as explanations when
participants determined whether the answer appropriately explained the question (yes or no). It
was predicted that answers containing “because” would be accepted more frequently than those
without “because”. In addition, participants with majors in the natural sciences were predicted to
have higher discrimination between causal and associated explanations despite the presence of
the connective. Psychology majors were expected to have less precise discrimination between
causal and associated answers and accept associated answers as explanations more frequently
when they contain “because”.
Answers containing causal information were accepted more frequently (M=0.83,
SD=0.16) than those containing associated information (M=0.48, SD=0.22), F(1,61) = 122.75,
p<.001, η2=0.67 (see Figure 6). Answers containing “because” were accepted somewhat more
frequently (M=0.68, SD=0.15) than explanations not containing “because” (M=0.63, SD=0.17),
F(1,61) = 6.81, p<0.05, η2=0.10 (see Figure 6). Similar to the ratings data, proportions of
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acceptance of an answer as an explanation did not interact with participant major F(1,61)=.06,
p=0.80.

Proportion of Acceptance
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Figure 6. Average proportion of acceptance of answers as explanations across psychology
majors and natural science majors.
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Memory

Participants on average selected the item with conceptual overlap from the forced choice
recognition task (M=0.47, SD=0.50) about as often as selecting the item with lexical overlap. In
general, the average score for the forced-choice recognition test reveals a general lack of
memory for explanations. It was predicted that participants with less experience with natural
sciences (i.e. psychology majors) would demonstrate poorer memory for answers containing the
word “because”. Each item contained the “why” question from the evaluation task, and two
sentences that contained semantic or conceptual overlap with the explanation that they
previously evaluated. Items with conceptual overlap reiterated the essence of the answer from the
evaluation task using different words, while the lexical overlap option was constructed using the
same words to form a proposition that was not read during the evaluation task. In other words,
lexical items used the same words for an alternative idea, while conceptual items presented the
same answer using different words. The memory score was calculated by determining the
proportion of items with conceptual overlap selected during the memory task. A main effect of
quality was observed as a nonsignificant trend F(1,61)=3.89, p=0.05, η2=0.06. Answers with
causal information tended to be remembered slightly better (more conceptual items were chosen)
(M=0.49, SD=0.23) than answers with associated information (M=0.45, SD=0.17), yielding a
mean difference of 0.04, and 95% CI [-0.007, 0.09] around this difference (see Figure 7). A
nonsignificant trend toward a main effect of connective was also observed F(1,61)=3.69, p=0.06,
η2=0.06, such that presence of “because” led to slightly worse memory for answers (M=0.45,
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SD=0.20) than the absence of one (M=0.49, SD=0.19). The difference between these mean

Memory Score

proportions was 0.04, with 95% CI [-0.095, 0.003] around the difference (see Figure 7).
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Figure 7. Mean recognition scores for all answer types for psychology and natural science
majors.

Performance on the forced-choice recognition task did not interact with connective and major
F(1,61)=0.67, p=0.42 contrary to the prediction that those with less experience with the nature
sciences would have poorer memory for answers containing a connective.
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Follow-up Analyses

The purpose of comparing natural science majors to psychology majors was to compare
differences in experience with science-related content. To determine whether academic majors
actually differed systematically on the individual difference measures, independent samples ttests compared groups on their performance on the background knowledge assessment. To
determine whether these groups truly differed from one another on background knowledge, only
items that were associated with the topics covered in the evaluation task were analyzed. Groups
were also compared on logical reasoning, vocabulary, and need for cognition (see Table 3).
These individual difference measures were significantly correlated with one another (see Table
4) however based on the level at which these variables correlate with one another, it is not likely
that any of these measures assessed identical traits (each measure captures distinct
characteristics).
Participants from the initial groups did not differ significantly on scientific background
knowledge, logical reasoning, or vocabulary. Groups differed significantly on the Need for
Cognition assessment, with majors in the natural sciences scoring higher (M=29.90, SD=14.14)
than those with psychology majors (M=21.89, SD=16.49), t(61)=2.09, p<0.05. Natural science
majors and psychology also differed on the number of upper level science courses they took,
with science majors averaging 5.37 courses (SD=4.31) and psychology students having no prior
experience with advanced coursework in the natural sciences (M=0.00, SD=0), t(61) = 6.59,
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p<0.001. With the exception of need for cognition and number of upper level science courses,
those with natural science and psychology majors did not differ from one another on other
independent measures. Thus, major did not appear to be a particularly effective indicator of
scientific background knowledge. Therefore, follow-up analyses tested the influence of these
other individual difference measures on the evaluation task.
It was predicted that participants with increased background knowledge in science would
be more critical in their evaluations of explanations. This was the initial motivation for recruiting
participants from different majors. Students with natural science majors were anticipated to have
access and utilize to a rich network of background information, reducing a reliance on the
connective. Consistent with this prediction, higher performance on relevant items from the
background knowledge assessment led to a better discrimination between causal and associated
answers. Dividing participants via median split on performance on the relevant items of the
background knowledge assessment revealed a significant quality by background knowledge
interaction F(1,47) =10.60, p<0.05, η2=.184 (see Figure 8).
The difference between ratings for associated answers (M=2.77, SD=0.71) and causal
answers (M=4.62, SD=0.55), d=2.90 was larger for participants with high background
knowledge in comparison to those with less knowledge. Participants with lower background
knowledge demonstrated a similar trend, in which associated answers received lower ratings
(M=3.18, SD=0.60) than causal answers (M=4.38, SD=0.73), d= 1.79 to a smaller degree. The
same interaction was also found for the judgment of whether an answer sufficiently provided an
explanation (yes or no) F(1,47) = 8.97, p<.05, η2 =0.16 (see Figure 9).
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Figure 8. Ratings for all answer types for students with high and low relevant scientific background
knowledge.
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Figure 9. Proportion of acceptance for all answer types for students with high and low scientific
background knowledge.
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Those with high background knowledge accepted causal answers as explanations at a
higher rate (M=0.86, SD=0.14), and accepted associated answers as explanations at a lower rate
(M=0.43, SD=0.21), d=2.41 when compared with those with less background knowledge. Those
with less background knowledge showed a smaller difference between acceptance of causal
answers (M=0.76, SD=0.19) and associated answers (M=0.53, SD=0.21), d=1.15.This indicates
that participants who demonstrated higher performance on the scientific background knowledge
assessment were more discriminatory in their evaluations of scientific explanations than those
who had lower performance.
A nonsignificant trend was observed between background knowledge and connective, in
which performance on the background knowledge assessment interacted with connective
F(1,47)=3.59,p=0.06, η2 =0.07. Those with low background knowledge tended to accept
explanations containing a connective more frequently (M=0.69, SD=0.16) than those without
(M=0.59, SD=0.19) d= 0.56, when compared to those with higher background knowledge.
Higher background knowledge demonstrated a smaller difference between answers containing
“because” (M=0.66, SD=0.15) and those that did not (M=0.64, SD=0.16), d =0.13. A
comparison between the means for causal and associated answers for lower knowledge
participants yielded a difference of 0.10, with 95% CI [0.04, 0.16] around the mean difference.
In comparison, the difference for the higher knowledge group was smaller, at 0.02, with 95% CI
[-0.03, 0.07] around the mean difference between groups (indicating a nonsignificant difference).
These results support the prediction that participants with low background knowledge
appeared to be more affected by the inclusion of the causal connective – presence of “because”
did not influence judgments of answers for high-knowledge students, but did for those with less
relevant background knowledge. The predicted knowledge by quality, by connective interaction

56
where lower-knowledge participants would show increased acceptance specifically for
associated answers that contained because, was not significant.
Finally, scientific reasoning ability was predicted to influence evaluations of
explanations. Similar to the interaction found with high and low knowledge, higher scores on the
logical reasoning assessment led to better discrimination between causal and associated answers,
in a logical reasoning by explanation quality interaction, F(1,52) =7.15, p<0.05, η2=0.12 (see
Figure 10).
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Figure 10. Ratings for all answers between participants with high and low performance on the
logical reasoning assessment.
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Participants with higher logical reasoning ability rated associated answers lower
(M=2.87, SD=0.70), and causal answers higher (M=4.69, SD=0.57), yielding a mean difference
of 1.82, d= 2.85. Participants with lower logical reasoning scores demonstrated a similar trend in
ratings between associated (M=3.21, SD=0.59), and causal answers (M=4.49, SD=0.62), with a
smaller difference of 1.28 between these answer types, d= 2.11.
This interaction was also found for the judgment of whether the answer explained the
question F(1,52) = 8.97, p<0.05, η2=0.12 (see Figure 11).
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Figure 11. Proportion of acceptance for answer types across more or less logical reasoning skill.

Higher logical reasoning led to acceptance of causal answers as explanations at a higher
rate (M=0.88, SD=0.14), and accepted associated answers as explanations at a lower rate
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(M=0.44, SD=0.20), resulting in a difference of 0.44 between means, d= 2.55. Similar to the
ratings data, those with lower logical reasoning scores demonstrated a smaller difference
between their acceptance of a causal answer (M=0.81, SD=0.18) and associated answer
(M=0.56, SD=0.25), yielding a difference of 0.25, d= 1.15.
It was predicted that those with less experience in scientific reasoning were more likely to
be influenced by the presence of a causal discourse marker. In other words, the presence of
“because” would lead to higher ratings and acceptance of answers as explanations for those
participants. When participants were divided using a median split on performance on the logical
reasoning assessment, a significant connective by logical reasoning score interaction was
identified F(1,53)=7.12, p<0.05, η2=.118. Participants with higher logical reasoning scores
tended to give higher ratings to answers with connectives (M=3.95, SD=0.62), than those
without (M=3.61, SD=0.55), yielding a 0.34 difference between these means, d= 0.58. Those
with lower scores on the logical reasoning task reversed this pattern, giving explanations
containing a connective lower ratings (M=3.84, SD=0.60) than those with a connective (M=3.92,
SD=0.55), yielding a smaller difference of 0.08, d= 0.14 (see Figure 10). 95% CI intervals
around the mean difference for skilled logical reasoners was [0.09, 0.53], while the 95% CI for
the mean difference between participants will less logical reasoning skill was [-0.28, 0.21]. Thus,
an examination of means for participants with less skill revealed the opposing trend observed
was not significant. Overall, these trends present a pattern that was not predicted, where those
who scored high in logical reasoning seemed more influenced by the connective than those with
lower scores in this domain. This interaction was not replicated for judgments.
Similar to the background knowledge by answer quality interaction, and logical reasoning
by answer quality interactions, higher need for cognition scores as well as higher vocabulary
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scores also led to higher discrimination between good and bad answers. No predicted
interactions were observed for memory performance via the forced-choice recognition task.
However, main effects were observed across individual differences such that higher scores on
each assessment reliably produced higher memory scores for those participants than individuals
with lower scores.

CHAPTER 9
DISCUSSION

The purpose of this study was to test the influence of background knowledge on students’
ability to evaluate explanations containing causal connective “because”. It was hypothesized that
individuals with less scientific background knowledge would be more influenced by discourse
markers like causal connectives when evaluating the quality of a scientific explanation.
Accordingly, they were predicted to accept more frequently and provide higher ratings for
answers that contained “because”, despite their explanation quality. Participants with higher
levels of background information were expected to rate answers with “because” higher only
when this explanation contained causal information. When answers were causal, the presence of
“because” is appropriate.
High background knowledge was predicted to enable readers to be less influenced by a
connective, as they would have a rich knowledge base to draw upon during the evaluation task,
and increased familiarity with scientific reasoning. Wittwe and Ihme (2014) found that
participants with higher reading skill emphasized causal specificity in the perception of
explanation quality, indicating a more stringent focus on relationships between components of
the text, as opposed to mere semantic overlap. Thus, familiarity with the subject matter could
equip high knowledge readers with the background to more stringently assess the relationships in
text, making them less susceptible to base their evaluation on the presence of a causal
connective.
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The Effect of “Because” on Evaluations

While participants discriminated between causal and associated answers in ratings and
judgments of explanations, answers containing “because” received higher ratings and were
accepted more frequently than those that did not. This is a direct replication of the findings from
Wiemer and Asiala (under revision), although the effect sizes for the both main effects in the
current study are smaller than the effect sizes found with the introductory student population
from the original experiment. Wiemer and Asiala’s original study found a partial eta squared
value of η2=0.20 for the main effect found for connectives. The analysis for the current study
finds the same main effect, with a smaller effect size of η2= 0.08. This indicates that the
difference between answers with a without a causal connective were smaller in the present study.
For judgment data, Wiemer and Asiala found a main effect of connective with η2= 0.15,
while the effect size for the current study was reduced to η2= 0.10. The proportions of acceptance
as an explanation from Wiemer and Asiala’s initial study show roughly the same gap between
answers types. Thus, in comparison to previous findings, the older students analyzed in the
current experiment were slightly less influenced by “because” in comparison to the introductory
students from Wiemer and Asiala’s original study (under revision) in ratings of explanation
quality, but less so in the judgments about the explanation. Contrary to the predicted interaction,
this effect did not change with level of background knowledge as assessed by exposure to upperlevel natural science courses. Those with more background knowledge were not less influenced
by the inclusion of a causal connective during the evaluation task.
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However, because natural science majors did not differ significantly from psychology
majors on the background knowledge assessment, it appears that exposure to upper level course
work in the natural sciences was not an effective way to distinguish increased scientific
knowledge or reasoning. Follow-up analyses show that those with higher background knowledge
assessed via the relevant items of a scientific background knowledge assessment (O’Reilly et al.,
2004) discriminated between causal and associated explanations with better accuracy than those
with lower background knowledge, consistent with what was predicted. However, the
evaluations of those with higher background knowledge were still influenced by the presence of
the causal connective.
The replication of the “because” effect in upper-level natural science and psychology
majors demonstrates the robust pattern that perception of explanation quality is enhanced by the
presence of the connective “because”. The inclusion of “because” could boost the evaluation of
the explanation for a number of reasons. However, the increase in ratings and judgments when a
causal connective is included does not interact with the quality of the explanation, indicating that
“because” does not merely increase in explanatory coherence for causal explanations.
There are a number of possible mechanisms that result in the boost in acceptance and
ratings of explanations containing “because”. One possibility is that the reader assumes the
author of the explanation has a good reason for using “because”, despite the lack of causal
information in the explanation. Connectives cue the formation of a various links between ideas in
the text in the reader’s situation model. In particular, “because” cues the reader to integrate text
segments with a causal relationship (Millis et al., 1995). According to the Gricean notion that
authors are being factually compliant, the author’s use of a connective indicates a relevant causal
relationship between text segments (Grice, 1975). However, in the context of scientific
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discourse, causal relationships indicate specific things about the mechanism that gives rise to
the phenomena. A concise articulation of these phenomena is important in understanding and
reasoning about science. This differs from other conversational contexts in which causal
connectives might indicate other relationships that are less literal and more pragmatic given the
context of the conversation (McCabe & Peterson, 1988). However, because causal connectives
do not function to trigger an evaluation of whether causal integration is appropriate for a
particular claim, readers who are cued to integrate without evaluating the relevance of the
following proposition would make the necessary inference to comprehend the explanation as an
answer to the question.
Another possible mechanism for the increased evaluations of answers containing
“because” could be reduced processing of these answers. A forced-choice recognition task was
utilized to assess the memory strength of answers from the evaluation task, which indicates the
level of processing that occurred for answers during their evaluation. It was hypothesized that
memory strength would differ (and thus, that processing would be different) depending on the
presence of “because” for participants with lower levels of background knowledge. While
background knowledge did not interact with connective for memory scores, overall memory of
explanations with no connective was better than memory explanations containing “because”.
This was manifested in a nonsignificant tend toward poorer memory overall for explanations that
contain “because” than explanations that did not.
Higher memory for explanations without a causal connective is consistent with the
finding that participants recalled more of a passage when there was a lower number of discourse
markers (Millis et al., 1993). A forced choice recognition test determined the strength of the
situation model formed for each explanation during the evaluation task. Those with lower
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background knowledge were expected to have lower memory for explanations containing a
causal connective. Neither academic major nor high or low performance on any individual
difference measures interacted with connective to reveal lower memory for explanations
containing “because”. Overall, however, explanations with “because” led to worse memory
performance in general, which is consistent with Millis, Graesser, and Haberlandt (1993)
experiment, in which reading passages without connectives were the most difficult, and yielded
the best recall.
However, several issues limit the conclusions that can be drawn from the memory task.
The selection of items with conceptual overlap was near 0.50. This could indicate that the
selection between the conceptual and lexical overlap options may have been due to chance.
Alternatively, when comparing the scores on the same test from the Wiemer and Asiala’s
previous study (under revision), the selection of conceptual options improved by comparison. In
the original study, participants selected conceptual items only 38% of the time, and demonstrated
a distinct preference for lexical overlap options. Therefore, the 0.50 rate of selection for items
with conceptual overlap could be due to chance, or could indicate improvement from the
memory scores in the original study.
Another potential limitation in the interpretation of the memory data is in the
interpretation of what the test measures. This memory task assumes that depth of processing
equates to better memory performance. However, memory may not be a clear indication of level
of processing. It is possible for there to be some disconnect between memory and processing
time. This disconnect was found by Myers, Shinjo, and Duffy (1987). In their study, participants
read pairs of sentences that varied on their degree of causal relatedness. The recall data for these
pairs revealed a function in which memory was good for sentences with intermediate causality,
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but not for sentence pairs that were very closely related or related very little or at all.
However, reading times did show this same pattern for sentence pairs of varying causal
distances. Myers et al. (1987) suggest that a more complete account is one that focuses on
elaboration between the text segments. Likewise, the memory for items with conceptual overlap
may not indicate the amount of processing assigned to the explanation, but rather the lack of
elaboration or integration taking place between the explanandum and explanans. A potential
solution for this in the future may be to test inferences produced during the evaluation task.

Interactions with Individual Differences

It was predicted that differences on characteristics such as logical reasoning and topicrelevant background knowledge would influence the extent to which a reader would be affected
by the presence of a causal connective. Both of these characteristics interacted with the quality of
the answer, such that higher knowledge and logical reasoning led to a higher discrimination
between causal and associated answers. Additionally there was a nonsignificant trend in which
participants with lower scores on the background knowledge assessment were more likely to
judge explanations favorably when they contained connective “because” than when they did not.
This difference was significant for lower knowledge participants, while there was no statistically
significant difference between explanations including “because” or not in participants with
higher knowledge. This is consistent with previous findings that differences in prior knowledge
determine the extent to which the reader relies on textbase level discourse markers that increase a
text’s coherence (McNamara et al., 1996). Need for Cognition failed to account for the effect
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(Cacioppo et al., 1984). Those who report generally enjoying cognitive tasks were just as
affected by the connective as those who did not.
Additionally, follow-up analyses comparing high and low performance on the logical
reasoning assessment revealed a change in the extent to which “because” affected evaluations. A
comparison of participants with higher and lower scores on the logical reasoning assessment (via
median split) showed that those with higher levels of reasoning ability rated answers with causal
connectives higher than answers without. This pattern of results opposed the anticipated
direction of ratings for explanations. However, judgment data did not replicate the influence of
connective for high skilled reasoners found in the ratings data. Rather, the distinction of whether
the explanation provided an answer was not affected by “because” for the high reasoners. In fact
(similar to those with higher background knowledge) those with higher reasoning ability had a
higher discrimination between causal and associated answers.
The increase in ratings for explanations with “because” demonstrated by the high logical
reasoning group may be due to a sensitivity to the coherence relation presented in the claim. In
other words, those with higher reasoning ability may have greater awareness of the claim
structure overall. A follow-up experiment could involve a justification task in which participants
provide reasons for their evaluations. Responses could be scored to determine if structure of the
argument is included in a justification. This could provide insight into the reasons for those with
higher logical reasoning ability demonstrate an overall effect of because, despite having better
discrimination between causal and associated answers.
A limitation in the assessment of logical reasoning ability is also of concern in this
experiment. Overall performance on logical reasoning assessment was low. While the median
score dividing participants into high and low categories was nine out of a possible 18 items, the
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“high” logical reasoning group averaged roughly 60%. This indicates that those with high
logical reasoning ability still struggled with the assessment, and that the greater effect of
connective discussed may not be a result of “high” logical reasoning skill per se.
Reasoning about causal phenomena has implications for success in many academic
domains. However, scientific domains in particular utilize causal processes and causal
explanations play an integral role in understanding phenomena and constructing experiments to
explore new phenomena. It is therefore imperative that students are able to critically evaluate the
quality of an explanation. A lack of critical evaluation is problematic for success with scientific
inquiry. A beneficial goal of future research will be to determine whether it is possible to
eliminate the effect and rather encourage readers to consider the relationship between text
segments to evaluate whether a causal connective is appropriate. One way to do this may be to
explicitly teach the meaning of connectives and the relationships they imply.
In sum, the effect that “because” has on explanations is robust and persistent (even when
the participant has relevant skills, such as logical reasoning ability). Reasoning about scientific
phenomena, and thus successfully reasoning about scientific explanations, has implications for
success in a scientific domain. Yet the inclusion of the connective may reduce a reader’s ability
to critically evaluate the quality of an explanation. This is problematic for successful situation
model construction regarding scientific phenomena, and may have additional implications for
explanation production. It has yet to be determined whether the effect that “because” has on
perceptions of explanation quality can be eradicated.

REFERENCES

Bechtel, W., & Abrahamsen, A. (2005). Explanation: A mechanist alternative. Studies in
History and Philosophy of Science Part C: Studies in History and Philosophy of
Biological and Biomedical Sciences, 36, 421-441.
Braaten, M., & Windschitl, M. (2011). Working toward a stronger conceptualization of
scientific explanation for science education. Science Education, 95, 639-669.
Cacioppo, J. T., Petty, R. E., & Feng Kao, C. (1984). The efficient assessment of need for
cognition. Journal of personality assessment, 48, 306-307.
Chi, M. T., Roscoe, R. D., Slotta, J. D., Roy, M., & Chase, C. C. (2012). Misconceived
causal explanations for emergent processes. Cognitive science, 36, 1-61.

Dumais, S. T. (2004). Latent semantic analysis. Annual review of information science
and technology, 38, 188-230.
Ferretti, T. R., Kutas, M., & McRae, K. (2007). Verb aspect and the activation of event
knowledge. Journal of Experimental Psychology: Learning, Memory, and
Cognition, 33, 182-196.
MacGinitie, W. H. (2000). Gates-MacGinitie reading tests. Itasca, IL: Riverside.
Graesser, A. C., and K. K. Millis (1997). "Discourse Comprehension." Annual Review
of Psychology 48, 163-189.
Graesser, A. C., León, J. A., & Otero, J. (2002). Introduction to the psychology of science
text comprehension. In A. C. Graesser, J. A. León, & J. Otero (Eds.), The
psychology of science text comprehension, (pp. 1-15). Informa, UK.
Graesser, A. C., Singer, M., & Trabasso, T. (1994). Constructing inferences during
narrative text comprehension. Psychological review, 101, 371-395.
Grice, H.P. (1975). William James Lectures, Harvard University, 1967. Published in part
as Grice, H.P.(1970). Logic and Conversation (pp. 41-58). Harvard University.
Hilton, D. J. (1990). Conversational processes and causal explanation. Psychological
Bulletin, 107, 65-81.

69
Keil, F. C. (2010). The feasibility of folk science. Cognitive science, 34, 826-862.
Kintsch, W. (1988). The role of knowledge in discourse comprehension: a constructionintegration model. Psychological review, 95, 163-182.
Kintsch, W. (1998). Comprehension: A paradigm for cognition. New York:
Cambridge University Press.
Langer, E. J., Blank, A., & Chanowitz, B. (1978). The mindlessness of ostensibly
thoughtful action: The role of "placebic" information in interpersonal interaction.
Journal of personality and social psychology, 36, 635-642.
Magliano, J. P., & Schleich, M. C. (2000). Verb aspect and situation models. Discourse
processes, 29, 83-112.
Mannes, S. M., & Kintsch, W. (1987). Knowledge organization and text organization.
Cognition and instruction, 4, 91-115.
McCabe, A., & Peterson, C. (1988). A comparison of adult's versus children's
spontaneous use of because and so. The Journal of genetic psychology, 149,
257-268.
McNamara, D. S., & Magliano, J. (2009). Toward a comprehensive model of
comprehension. Psychology of learning and motivation, 51, 297-384.
McNamara, D. S., Kintsch, E., Songer, N. B., & Kintsch, W. (1996). Are good texts
always better? Interactions of text coherence, background knowledge, and levels
of understanding in learning from text. Cognition and instruction, 14, 1-43.
Millis, K. K., Golding, J. M., & Barker, G. (1995). Causal connectives increase inference
generation. Discourse Processes, 20, 29-49.
Millis, K. K., Graesser, A. C., & Haberlandt, K. (1993). The impact of connectives on the
memory for expository texts. Applied Cognitive Psychology, 7, 317-339.
Millis, K. K., & Just, M. A. (1994). The influence of connectives on sentence
comprehension. Journal of Memory and Language, 33, 128-147.
Myers, J. L., Shinjo, M., & Duffy, S. A. (1987). Degree of causal relatedness and
memory. Journal of Memory and Language, 26, 453-465.
Noordman, L. G., & Vonk, W. (1997). The different functions of a conjunction in
constructing a representation of the discourse. In Costermans, J., & Fayol, M.
(Eds.) Processing Interclausal relationships: Studies in the production and
comprehension of text (pp. 75-94). Mahwah, NJ: Lawrence Erlbaum.

70
Ohlsson, S. (2002), Generating and understanding qualitative explanations in Otero, J.
(Ed), Leon, J. A. (Ed), Graesser, A. C. (Ed). The psychology of science text
comprehension. (pp. 91-128), NJ, US: Lawrence Erlbaum Associates Publishers;
US.
O’Reilly, T., Best, R., & McNamara, D. S. (2004). Self explanation reading training:
Effects for low-knowledge readers. In K. Forbus, D. Gentner, & T. Reiger (Eds.),
Proceedings of the 26th Annual Meeting of the Cognitive Science society (pp.
1053-1058). Mahwah, NJ: Erlbaum.
Osborne, J. F., & Patterson, A. (2011). Scientific argument and explanation: A necessary
distinction? Science Education, 95, 627-638.
Rottman, B. M., & Keil, F. C. (2012). Causal structure learning over time: observations
and interventions. Cognitive psychology, 64, 93-125.
Rozenblit, L., & Keil, F. (2002). The misunderstood limits of folk science: An illusion of
explanatory depth. Cognitive Science, 26, 521-562.
Salomon, M. M., Magliano, J. P., & Radvansky, G. A. (2013). Verb aspect and problem
solving. Cognition, 128, 134-139.
Sanders, T. (1997). Semantic and pragmatic sources of coherence: On the categorization
of coherence relations in context. Discourse processes, 24, 119-147.
Schneider, W., Eschman, A., & Zuccoloto, A. (2007). E-prime 2.0. Psychological
Software Inc.
Schtulman, A. (2013). Conceptual and Epistemic Obstacles to Achieving Scientific
Literacy. Paper presented at the annual meeting of the Psychonomics Society,
Toronto, Canada.
Singer, M. (1993). Causal bridging inferences: Validating consistent and inconsistent
sequences. Canadian Journal of Experimental Psychology 47, 340.
Singer, M., Harkness, D., & Stewart, S. T. (1997). Constructing inferences in expository
text comprehension. Discourse Processes, 24, 199-228.
Sweetser, E. (1990). From etymology to pragmatics: The mind-body metaphor in
semantic structure and semantic change. Cambridge:CUP.

Thagard, P. (1998). Ethical coherence. Philosophical Psychology, 11, 405-422.

71
Todaro, S., Millis, K., & Dandotkar, S. (2010). The impact of semantic and causal
relatedness and reading skill on standards of coherence. Discourse Processes, 47,
421-446.
Wittwer, J., & Ihme, N. (2014). Reading Skill Moderates the Impact of Semantic
Similarity and Causal Specificity on the Coherence of Explanations. Discourse
Processes, 51, 143-166.
Wiemer K. & Asiala, L.K.E (under revision). The effect of “because” on student
evaluations of scientific explanations.
Winograd, P. N. (1984). Strategic difficulties in summarizing texts. Reading Research
Quarterly, 404-425.
Van Dijk, T. A., Kintsch, W., & Van Dijk, T. A. (1983). Strategies of discourse
comprehension. New York: Academic Press.

APPENDIX A

INDIVIDUAL DIFFERENCE MEASURES

73
Measure of Prior Science Knowledge
1. Which unit of measurement is the largest?
a. yard
b. foot
c. meter
d. millimeter
2. Changes in species over time is called:
a. fitness
b. evolution
c. diversity
d. relative dating
3. Which of these has a positive charge and is found in the nucleus of an atom?
a. neutrons
b. protons
c. electrons
d. elements
Read the passage to answer the question that follows.
A tropical fish hobbyist wants to see whether a new, more expensive fish food
causes fish to grow faster. She sets up an experiment using four groups of ten fish
each. The fish in group A receive a diet of the new fish food. Fish in group B
receive the old fish food. Fish in group C receive a mixture containing two parts
new food and one part old food. Fish in Group D receive a mixture containing
three parts new food and one part old food. The length of each fish is measured
weekly.
4. What is the control group in the experiment?
a. group A
b. group B
c. group C
d. group D
5. Which of these causes ocean tides on Earth?
a. the gravitational pull of the moon
b. the revolution of the Earth around the sun
c. differences in wind speed around the Earth
d. the tilt of the Earth’s axis
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6. A man shopping for a car wants to calculate the average price for a car at seven
different dealers. How can he do this?
a. Add the numbers together.
b. Identify the most frequent number.
c. Sort the numbers and identify the fourth lowest number.
d. Add the numbers together and divide by seven.
Refer to the following graph to answer the question that follows.
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7. Which three-week period produced the most dramatic rise in sales?
a. weeks 5, 6 and 7
b. weeks 3, 4 and 5
c. weeks 1, 2 and 3
d. weeks 2, 3 and 4
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8. According to the adjacent illustration,
which of the lettered points is found
at 50 degrees south latitude and 20
degrees west longitude?
a. A
b. B
c. C
d. D
9. The basic unit of structure and function in living things is the
a. cell
b. tissue
c. organ
d. organ system

10. What are the recorded observations in an experiment called?
a. apparatus
b. data
c. hypotheses
d. variables
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11. What fraction of a yard is two feet?
a. 1/10
b. 2/3
c. 3/4
d. 1/3
12. Molten rock beneath the Earth’s crust is called:
a. magma
b. liquicite
c. lava
d. igneous
13. According to the protoplanet hypothesis, the solar system began as which of the
following?
a. a star
b. a vacuum
c. a huge cloud of dust and gas
d. a group of comets
14. Michael paid $320 dollars for a bicycle at a 20% off sale. What was the original price
of the bike?
a. $420 dollars
b. $400 dollars
c. $256 dollars
d. $300 dollars

15. Which represents a chemical change in matter?
a. carbon dioxide undergoing sublimation
b. water dissolving salt to form a solution
c. water undergoing evaporation
d. metal post beginning to rust
16. The New Wave Swim Team uses a 50-meter pool during the summer to prepare for
long-course events. Josh competes in the 1,500 meter race. How many kilometers
are in this event?
a. 1.5
b. 15
c. 50
d. 150
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17. What is the name given to the science that studies the atmosphere?
a. oceanography
b. atmospherology
c. meteorology
d. weatherology
18. Which of the following pair of lines is perpendicular?
a. AD and EB
b. AD and FC
c. EB and FC
d. EF and FB

..
. .
..
A

B

F

C

E

D

19. DNA is a:
a. carbohydrate
b. lipid
c. nucleic acid
d. sterol
20. Which of the following is not an element?
a. water
b. carbon
c. oxygen
d. hydrogen
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Logical Reasoning Assessment
Passage for questions 1-2
Chariots of Fire may have caught some professional critics off guard in 1982 as
the Motion Picture Academy’s choice for an Oscar as the year’s best film, but it won
wide audience approval as superb entertainment.
Refreshingly, Chariots of Fire features an exciting story, enchanting English and
Scottish scenery, a beautiful music score, and appropriate costumes.
All of these attractions are added to a theme that extols traditional religious
values--without a shred of offensive sex, violence, or profanity.
Too good to be true? See Chariots of Fire for yourself.
Those who condemn the motion picture industry for producing so many
objectionable films can do their part by patronizing wholesome ones, thereby
encouraging future Academy Award judges to recognize and reward decency.
1. The author of the above passage implicitly defines which of the following terms?
(A) objectionable
(B) appropriate
(C) patronizing
(D) Oscar
(E) professional
2. Which of the following is a basic assumption underlying the final sentence of the
passage?
(A) Academy judges are not decent people.
(B) The popularity of a film influences academy judges.
(C) Future academy judges will be better than past ones.
(D) There are those who condemn the motion picture industry.
(E) Chariots of Fire is a patronizing film
Passage for question 3
Andy: All teachers are mean
Bob: That is not true. I know some doctors who are mean too.
3. Bob’s answer demonstrates that he thought Andy to mean that
(A) all teachers are mean
(B) some teachers are mean
(C) doctors are meaner than teachers
(D) teachers are meaner than doctors
(E) only teachers are mean
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Passage for question 4
Theodore Roosevelt was a great hunter. He was the mighty Nimrod of his
generation. He had the physical aptitude and adventurous spirit of the true frontiersman.
“There is delight,” he said, “in the hardy life of the open; in long rides, rifle in hand; in
the thrill of the fight with dangerous game.” But he was more than a marksman and
tracker of beasts, for he brought to his sport the intellectual curiosity and patient
observation of the natural scientist.
4. Which of the following would most weaken the author’s concluding contention?
(A) Theodore Roosevelt never studied natural science.
(B) Actually, Theodore Roosevelt’s sharpshooting prowess was highly
exaggerated.
(C) Theodore Roosevelt always used native guides when tracking game.
(D) Theodore Roosevelt was known to leave safaris if their first few days were
unproductive.
(E) Theodore Roosevelt’s powers of observation were significantly hampered by
his nearsightedness.
Passage for question 5
Dave: According to my doctor, by adding high-fiber foods to your diet, you can
help your weight-loss program.
Jane: That’s not true. My sister eats some high-fiber foods, and she is seriously
overweight.
5. Dave can best counter Jane’s assertion by pointing out that
(A) it has not yet been scientifically proved that adding high-fiber foods to the
diet will cause weight loss
(B) Jane’s sister may be avoiding high-fiber foods, although Jane doesn’t know
this
(C) Jane’s sister is the exception that proves the rule
(D) Other components of Jane’s sister’s diet may be the cause of her being
overweight
(E) The metabolism of every human being is unique
Passage for questions 6-7
A large national Science Foundation grant was recently awarded to Florida State
University. The money will fund a center to study high-energy magnetism. Competing
for the grant was MIT, which, according to the NSF review panels, had the better
physicists. But the state of Florida pledged financial and political support that won it the
award. Defenders of the award point out that, though the government would appear to
get the best value by investing in the best institution, by diversifying the locations of its
awards, the NSF has created new centers of research of world-class standing.
The real reason is a fundamental shift in the way we spend money on science.
For years the primary reason scientists got money was for national security. But
nowadays economic development is a primary cause. Consequently, politics is becoming
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more important than dispassionate peer reviews. The state with more than 25 percent
of the members of the National Academy of Sciences gets just over 10 percent of the
sciences funds, because its congressional delegation is splintered. The economic benefits
are, at best, unpredictable. The benefits to science are even more doubtful.
6. Which of the following, if true, would support the awarding of the grant to Florida.
(A) The NSF has already awarded a large number of grants to Florida State
University.
(B) The NSF has already awarded a large number of grants in the South.
(C) The science review panels described the physics department as adequate.
(D) The University of Texas, once a mediocre research institution, has with
government support become a world-class center of scientific research
(E) The physics department at MIT is universally regarded as the best in the
country
7. Which of the following, if true, would weaken the argument of the second paragraph?
(A) The area around Los Alamos, a recipient of huge government funding, has not
developed in the last 30 years.
(B The development of the Silicon Valley in California is due chiefly to its
climate and quality of life.
(C) Economic development of an area depends chiefly on an infrastructure of
entrepreneurial faculty and venture capital.
(D) The proximity of the National Institutes of Health has made Montgomery,
Maryland, a center of biotechnology entrepreneurialism.
(E) The unity of a congressional delegation profoundly influences its
effectiveness in pork-barrel competition.
Passage for question 8
For the sixth year in a row, the average score for males taking the mathematics
section of a nationally administered examination for high school seniors was ten points
higher than the average score for females. Both males and females had taken twenty or
more full-year academic classes in high school, and the socioeconomic background of the
test takers was virtually the same. This result shows clearly the bias of the test in favor of
males.
8. The argument of this passage would be weakened if which of the following were
shown to be true?
(A) Regardless of gender, the higher a student’s grades are in high school, the
higher his or her scores on nationally administered examinations are likely to be.
(B) The highest scoring performers on the exam were students who had taken four
or more years of mathematics.
(C) The highest scoring ethnic group on the examination was Asian-American.
(D) While 40 percent of the female test takers had studied computer programming
only 38 percent of the male test takers had.
(E) Females taking the test had completed an average of 1.3 fewer mathematics
and natural science courses than males.
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Passage for question 9
The use of referendums or initiatives on the state ballot allows the electorate to
make decisions about important issues such as the environment, taxes, education, and
crime. It exposes the electorate to a deluge of communication that is cynical and
manipulative. Negative techniques in initiative campaigns are often used by candidates is
the election that follows.
9. The reasoning in the passage above is flawed because the passage
(A) does not give examples of issues that can be decided by initiative
(B) presents inconsistent judgments on initiatives
(C) deals only with state, not national, elections
(D) fails to discriminate between initiatives and referendums
(E) regards advertising in elections negatively

Passage for question 10
Jane: All New Yorkers are rude
Jack: No. I know many people from Pittsburgh who are very impolite.
10. Jack’s answer reveals that he has interpreted Jane’s statement to mean that
(A) rudeness can be restricted to a single city
(B) New Yorkers are worse than people who live in other cities
(C) Only New Yorkers are rude
(D) New Yorkers are likely to be more rude than people from anywhere else
(E) Degrees of rudeness can be measured
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Passage for questions 11-12
The new clean-air legislation is going to cost a great deal of money. Industry and
consumers will share costs that are predicted to run to ten billion dollars a year by 1995,
and twenty billion ten years later. Electric bills in the Midwest are likely to increase by
20 percent. Gasoline will cost 10 cents per gallon more to refine. Car costs will increase
by more then $100 a car. And cleaner air will not show as a productivity gain for the
economy. Small companies that cannot pass added costs on to their customers will be
especially hard pressed.
For very good reasons, the American public has decided that clean air is worth the
high price. The pollution control industry, of course, will get a big boost. So will makers
of catalytic converters and ethanol products, as well as many specialized engineering
firms. The implementation of the clean air legislation may lead to the commercial
development of wind or solar-generated electricity, new power sources for trains, and
non-polluting cars. Good public policy may become good business.
11. The passage as a whole is structured to lead to which one of the following
conclusions?
(A) The cost of implementing the new clean-air legislation will be enormous
(B) The clean-air legislation will so improve public health that the large costs are
a good investment
(C) The high cost of clean the air may be accompanied by the development of
new business opportunities.
(D) The implementation of the clean-air act will lead to large rises in the cost of
electricity, gasoline, and automobiles
(E) Regardless of the cost, it is essential to put an end to air pollution.
12. Which of the following best describes the organization of the argument of this
passage?
(A) The passage deals with specific details in the first paragraph and with general
principles in the second.
(B) The passage deals with economic issues in the first paragraph and social
issues in the second.
(C) The passage presents the liabilities of the legislation in the first paragraph and
some possible benefits in the second.
(D) The passage evaluates the legislation in the first paragraph in a way which the
second paragraph contradicts.
(E) The passage uses examples and analogies in the first paragraph, while the
second paragraph uses only examples.
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Passage for question 13

Add No-NOCK to your car and watch its performance soar. No-NOCK will give
it more get-up-and-go and keep it running longer. Ask for No-NOCK when you want
better mileage.

13. According to the advertisement above, No-NOCK claims to do everything EXCEPT
(A) improve your car’s performance
(B) increase your car’s life
(C) improve your car’s miles per gallon
(D) cause fewer breakdowns
(E) stop the engine from knocking
Passage for question 14
So many arrogant and ill-tempered young men have dominated the tennis courts of late
that we had begun to fear those characteristics were prerequisites for championship
tennis.
Tennis used to be a gentleman’s game. What is sad is not just that the game has
changed. With so much importance placed on success, it may be that something has gone
out of the American character, such things as gentleness and graciousness.
14. Which of the following statements, if true, would most weaken the above argument?
(A) The American character is a result of American goals.
(B) Tennis has only recently become a professional sport.
(C) Some ill-tempered tennis players are unsuccessful.
(D) The “gentleman” of early tennis often dueled to the death off the court.
(E) Some even-tempered tennis players are successful.
Passage for questions 15-16
Bill said, “All dogs bark. This animal does not bark. Therefore, it is not a dog.”
15. Which of the following most closely parallels the logic of this statement?
(A) All rocks are hard. This lump is hard. Therefore, it may be a rock.
(B) All foreign language tests are difficult. This is not a foreign language test.
Therefore, it is not difficult.
(C) All Blunder automobiles are poorly built. Every auto sold by Joe was poorly
built. Therefore, Joe sells Blunder automobiles.
(D) Rocks beat scissors, scissors beat paper, and paper beats rocks. Therefore, it
is best to choose paper.
(E) All paint smells. This liquid does not smell. Therefore, it is not paint.
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16. Which of the following would weaken Bill’s argument the most?
(A) Animals other than dogs bark.
(B) Some dogs cannot bark.
(C) Dogs bark more than cockatiels.
(D) You can train a dog not to bark.
(E) You can train birds to bark.
Passage for question 17
Chemists studying the lithium level in water supplies of ten Texas cities have
correlated those levels with the incidence of crime. They have found that communities
with no lithium in the drinking water have consistently higher rates of suicides,
homicides, violent crimes, and drug abuse than cities with naturally high levels of lithium
in the drinking water. A second study of prison inmates has shown that violent offenders
have lower levels of lithium in their bodies than do nonviolent offenders. Lithium is now
used to treat manic-depressive illness.
17. Which of the following can be inferred from the passage above?
(A) The suicide rate and level of violent crime could probably be reduced by
increasing lithium levels in the water supply.
(B) No two different scientific studies can prove the same thing.
(C) There is a need to repeat similar studies in other parts of the country.
(D) The crime rate of a city can be predicted by examining the lithium levels in its
water supply.
(E) The suicide rate will probably be lower in cities with a high rate of drug abuse
and violent crime.
Passage for question 18
With the end of the cold war, many Americans see an end to the nightmare fear of
nuclear destruction. But for antinuclear activists the threat has merely changed its form.
Hardly any nuclear weapons have been destroyed, and new and more dangerous weapons
are still being developed. If the threat of an American-Soviet showdown has declined,
the danger in other quarters has increased. Compared with the weapons we have now,
the Hiroshima bomb was far more powerful.
18. The logic of the paragraph would be most improved by the elimination of which of its
five sentences?
(A) the first (“With the end?”)
(B) the second (“But for antinuclear?”)
(C) the third (“Hardly any nuclear?”)
(D) the fourth (‘If the threat?”)
(E) the fifth (“Compared with the??”)
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ANSWERS
1. (A) objectionable
2. (B) The popularity of a film influences academy judges.
3. (E) only teachers are mean
4. (D) Theodore Roosevelt was known to leave safaris if their first few days were
unproductive.
5. (D) Other components of Jane’s sister’s diet may be the cause of her being overweight
6. (D) The University of Texas, once a mediocre research institution, has with
government support become a world-class center of scientific research
7. (D) The proximity of the National Institutes of Health has made Montgomery,
Maryland, a center of biotechnology entrepreneurialism.
8. (E) Females taking the test had completed an average of 1.3 fewer mathematics and
natural science courses than males.
9. (B) presents inconsistent judgments on initiatives
10. (C) Only New Yorkers are rude
11. (C) The high cost of clean the air may be accompanied by the development of new
business opportunities.
12. (C) The passage presents the liabilities of the legislation in the first paragraph and
some possible benefits in the second.
13. (E) stop the engine from knocking
14. (D) The “gentleman” of early tennis often dueled to the death off the court.
15. (E) All paint smells. This liquid does not smell. Therefore, it is not paint.
16. (B) Some dogs cannot bark.
17. (A) The suicide rate and level of violent crime could probably be reduced by
increasing lithium levels in the water supply.
18. (E) the fifth (“Compared with the??”)
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Gates McGinitie Vocabulary Measure
Choose the word that best fits the meaning of the underlined word for each question.

1. Try to unwind.
a. exercise
b. relax
c. take off the cap
d. breathe quickly
e. get better
2. the least one
a. final
b. likely
c. ordinary
d. smallet
e. farthest
3. It was rather sad.
a. suddenly
b. hardly
c. somewhat
d. doubly
e. often
4. the big turmoil
a. whirlpool
b. tornado
c. greasy substance
d. group of people
e. commotion
5. the new apparel
a. clothing
b. equipment
c. request
d. approach
e. perfume
6. about his sanity
a. treatment
b. having a sound mind
c. security
d. cleanliness
e. telling lies
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7. a big rebate
a. surplus
b. argument
c. restored building
d. return of money
e. clearance sale
8. too many calories
a. food choices
b. burners
c. units of energy
d. containers
e. signals
9. the last ovation
a. enthusiastic applause
b. repetition
c. formal meeting
d. chance to leave
e. group performance
10. The rules were lax.
a. unwritten
b. not strict
c. always followed
d. annoying
e. complicated
11. They will merge.
a. take over
b. combine
c. move
d. get a promotion
e. drive around
12. He was defiant.
a. loud
b. sick
c. courageous
d. disobedient
e. distant
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13. a satisfactory bounty
a. reward
b. treaty
c. dividing line
d. meal
e. salary
14. a silver urn
a. platter
b. coin
c. serving spoon
d. frame
e. vase
15. It was obliterated.
a. objected to
b. done as a favor
c. isolated
d. required
e. destroyed completely
16. They can ply it.
a. calm
b. run away from
c. learn about
d. use
e. listen to
17. It may be ratified.
a. distributed
b. approved
c. rated
d. labeled
e. explained
18. her great wrath
a. fortune
b. weeping
c. anger
d. conceit
e. compassion
19. the long wharf
a. warehouse
b. anchor chain
c. sea creature
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d. dock
e. whinny
20. They are indicted.
a. marked
b. accused
c. located
d. invited
e. left alone
21. the distant knoll
a. small hill
b. bell tower
c. large cave
d. storm
e. pasture
22. a meager meal
a. cold
b. festive
c. insufficient
d. meatless
e. delicious
23. the successful novice
a. athlete
b. player
c. advice
d. book
e. beginner
24. He officiated.
a. became an officer
b. built the office
c. led the ceremony
d. started the business
e. broke the law
25. from the aqueduct
a. diver
b. channel
c. large supply
d. product
e. waterfall
26. She winced.
a. drew back
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b. grinned
c. cried out
d. bit her tongue
e. winked
27. a jovial person
a. merry
b. worried
c. silly
d. critical
e. powerful
28. They were emancipated.
a. asked to participate
b. made stronger
c. made uncomfortable
d. asked questions
e. set free
29. It can be abridged.
a. spoiled
b. sent quickly
c. denied
d. shortened
e. irritated
30. He may nettle them.
a. go after
b. need
c. alarm
d. disapprove of
e. annoy
31. a successful hoax
a. magician
b. performance
c. practical joke
d. comedian
e. persuasive argument
32. his unusual stature
a. carving
b. height
c. secret
d. way of talking
e. field of study
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33. a faint hue
a. clue
b. image
c. color
d. whisper
e. breeze
34. a long procession
a. robe
b. parade
c. confession
d. concert
e. job
35. the new sprig
a. petal
b. season
c. water source
d. spree
e. small branch
36. They did forsake it.
a. smash
b. ask about
c. try to help
d. leave
e. advertise
37. the dark shale
a. rock
b. shape
c. moss
d. outer cover
e. cliff
38. It must be curbed.
a. pulled down
b. washed away
c. cupped
d. cleaned up
e. held back
39. He will waive a trial.
a. start
b. give up the right to
c. report on
d. preside over
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e. learn about
40. the old ledger
a. checkbook
b. scale
c. amount
d. computer part
e. account book
41. She will stoke it.
a. add fuel to
b. block
c. tie
d. find the answer to
e. brush
42. an interesting periodical
a. news story
b. predicament
c. magazine
d. new discovery
e. study
43. They run competently
a. to help people
b. compulsively
c. some of the time
d. capably
e. against others
44. They may impede it
a. hamper
b. send for
c. imprint
d. construct
e. bring
45. a difference facade
a. kind of makeup
b. point of view
c. parade
d. false front
e. bit of knowled

