This paper reviews and extends previous results of the ÿrst author concerning a particular semigroup of transformations on a ÿnite set of states. The noun 'medium' given to this semigroup stems from an important application in which the transformations formalize the e ects, on an individual, of 'tokens' of information delivered by the environment-i.e. the 'medium'-thereby modifying his or her opinions. The axioms containing the semigroup actually capture a wide variety of examples ranging from convex analysis to combinatorics. A common characteristic is that any transformation of a state-if it is e ective-leaves a trace which is a partially deÿning feature of the state produced. For instance, the family of all strict partial orders on a ÿnite set, equipped with the set of transformations consisting in adding (or removing) an ordered pair to (or from) a partial order to form another partial order is an instance of a medium. As suggested by this example, while these transformations are never one-to-one functions, each transformation has a unique 'reverse' transformation undoing its actions. We introduce the concepts of 'orientation' and 'closure' for a medium and derive some consequences. A recently published application of media theory to the analysis of opinion polls data is brie y discussed. ?
Introduction
This paper focuses on a particular semigroup of transformations of a set of 'states', called a 'medium', whose axioms are both strong and natural. The noun 'medium' stems from a particular application in which the transformations formalize the e ects, on an individual, of 'tokens' of informations delivered by the environment-i.e. the 'medium'. However, many di erent types of examples can be found, ranging from convex analysis to combinatorics, suggesting that this concept may very well be ubiquitous.
We begin with three examples. Their common characteristic is that any transformation of a state-if it is e ective-leaves a trace which is a partially deÿning feature of the state produced. Our ÿrst example is from everyday life. Example 1. Consider a jigsaw puzzle having a unique solution. A 'state' of the puzzle consists either in the complete solution of the puzzle, or in any partial solution in which all the pieces are interlocked. We also regard the empty solution as a state. To each piece p of the puzzle correspond two transformations p and˜ p of the states. Applying p to some state S results in adding p to S to form another state; if p is already a part of S or cannot be interlocked with a piece of S, then applying p to S leaves S unchanged. The reverse transformation˜ p consists in removing p from some state S to form another state; if S does not contain piece p, or if removing p from S would yield a disconnected solution, the application of˜ p to S does not change S. The pair (E; T), where E is the set of all states and T is the set of all transformations, is an instance of a medium. Note that, for any piece p, the two transformations p and p are not mutual inverses. Indeed, p is not a one-to-one function. This property is critical in a medium.
Example 2. Any ÿnite collection H of hyperplanes in R
n (a hyperplane arrangement) induces a partition of R n such that one class has measure zero and is made of the union of all the hyperplanes, and the other classes are formed by the open, convex polyhedral regions bounded by the hyperplanes, some (or all) of which may be unbounded. We regard each polyhedral region as a 'state', and we denote by P the ÿnite collection of all the states. From one state P in P, it is always possible to move to another adjacent state by crossing some hyperplane including a facet of P. (We suppose that a single hyperplane is crossed at one time.) We formalize these crossings in terms of transformations of the states. To every hyperplane in H corresponds two ordered pairs (H; H ) and (H ; H ) of open half spaces H and H separated by the hyperplane. These ordered pairs generate two transformations H; H and H ;H of the states. Applying H; H to some state P results in some other state P if P ⊆ H , P ⊆ H , and the polyhedral regions P and P share a facet which is included in the hyperplane separating H and H ; otherwise, the application of H; H to P does not change P. Clearly, the application of H ;H reverses the action of H; H whenever the latter was e ective in modifying the state. However, as in the preceding example, H; H and H ;H are not mutual inverses. Denoting by T the set of all such transformations, we obtain a pair (P; T) which is another example of a medium.
Note an important di erence between the two examples. In Example 1, there is a partition of the set T of all transformations into two natural subsets corresponding respectively to the addition or removal of the pieces. In other words, the transformations are equipped with an 'orientation'. Our basic Deÿnition 5 captures the more general concept evoked by Example 2, in which no such orientation is speciÿed a priori. In our third introductory example, the transformations are also oriented a priori. Fig. 1 . Diagram of the family of all partial orders on the set {a; b; c}. The directed edges indicate the addition of a pair. For example, the edge labelled 'ba' in the upper right corner indicates that the pair ba is added to the partial order {ac; bc} to form the total order b ¿ a ¿ c.
Example 3.
The family of all strict partial orders (asymmetric, transitive) on a ÿnite set enjoys an interesting property: any partial order can be linked to any other partial order in the family by a sequence of steps each of which consists in adding or removing one pair of elements, without ever leaving the family of all partial orders in the family. To cast this example as a medium, we consider each partial order as a 'state', with the transformations consisting in the addition or removal of some pair. This situation is illustrated in Fig. 1 in the case of the family of all partial orders on the set {a; b; c} (cf. Bogart [1] ). A precise discussion of this and related examples can be found in the second section of our paper. (See e.g. Deÿnitions 10 and 13, and Theorem 14.)
This paper reviews and substantially extends some previous results by Falmagne and others [3] [4] [5] [6] [7] 12] . The new material concerns the concept of orientation illustrated by Examples 1 and 3 above. In this framework, the concept of a 'closed medium' is also discussed.
One word regarding terminology is in order. The initial motivation for this work came from a class of empirical situations in the behavioral sciences, where the same sample of subjects is interviewed repeatedly, as often occurs in the case of opinion polls. For instance, the subjects may be asked to provide an ordering of some kind (e.g. a strict weak order; see Deÿnition 16) of the candidates in an election. We may consider a particular ordering provided by a subject as a representation of his or her state regarding the alternatives. Between two polls, the subjects are bombarded with (practically unobservable) tokens of information from the environment which may alter their states. The e ect of these tokens may be formalized by transformations of the subjects' states. Even though this empirical situation has no bearing on the combinatoric results reported in this paper, it inspired some of its terminology. For instance, a transformation of the states is called a 'token' (of information), and a composition of tokens is called a 'message'.
Our ÿrst section reviews the main concepts of media theory (cf. [6] ). Next, we list examples of media arising in combinatorics. The third section gathers new results dealing with particular subclasses of media called 'oriented media', which was suggested by Examples 1 and 3. In the ÿnal section, we summarize, in a stochastic framework, the results of an application of media theory to some polling data concerning the 1992 US Presidential Election (see [14] ).
Basic concepts
Deÿnition 4. Let E be a ÿnite set of states. A token (of information) is a function : S → S mapping E into itself. We shall use the abbreviations S = (S); and S 1 2 : : : n = n [ : : : 2 [ 1 (S)] : : : ] for the function composition. We denote by 0 the identity function on E which by deÿnition is not a token. Let T be a set of tokens on E. The pair (E; T) is called a token system. Let Q and S be two states. Then Q is adjacent to S if S = Q and S = Q for some token . A token˜ is a reverse of a token if for all distinct S; Q ∈ E, we have S = Q if and only if Q˜ = S: A ÿnite composition m = 1 : : : n of not necessarily distinct tokens 1 ; : : : ; n ∈ E such that Sm = Q is called a message producing Q from S. The content of a message m = 1 : : : n is the set C(m) = { 1 ; : : : ; n } of its tokens. We also write '(m) = n to denote the length of m. (We thus have |C(m)| 6 '(m).) A message m is e ective (resp. ine ective) for a state S if Sm = S (resp. Sm = S). A message m = 1 : : : n is stepwise e ective for S if S 1 : : : k = S 0 : : : k−1 ; 1 6 k 6 n: A message is called consistent if it does not contain both a token and its reverse, and inconsistent otherwise. A message which is both consistent and stepwise e ective for some state S is said to be straight for S. Two messages m and n are jointly consistent if mn (or, equivalently, nm) is consistent.
Deÿnition 5.
In Axiom (M3) below and in the rest of this paper, we say that a message m = 1 : : : n is vacuous if its set of indices {1; : : : ; n} can be partitioned into pairs {i; j}; such that one of i ; j is a reverse of the other. Q. An example of a medium is displayed in Fig. 2 . The tokens in the pair ( 1 ; 2 ) are mutual reverses, and so are the tokens in the pairs ( 3 ; 4 ) and ( 5 ; 6 ).
The next theorem gathers some simple results from [6] . (ii) For any two adjacent states S and Q; there is exactly one token producing Q from S.
(iii) Let m and n be two distinct straight messages transforming some state S. Then Sm = Sn if and only if C(m) = C(n).
(For proofs of results in this section, see [6] .) Theorem 6 (iii) suggests a description of the states in terms of the messages producing them.
Deÿnition 7.
Let (E; T) be a medium. For any state S, the content of S is the setŜ of all tokens each of which is contained in at least one straight message producing S. The familyÊ = {Ŝ | S ∈ E} is called the content family of E. 
A 1-graded family is said to be well-graded (cf. [3, 6] ; see also [4] ). Only well-graded and 2-graded families are of interest for this paper.
Theorem 11 (Falmagne [6, Theorem 1:20] ). The content family of the set of states in a medium is 2-graded. More speciÿcally; let S and Q be any two distinct states; and let m = 1 : : : n be a straight message producing Q from S; with S = S 0 and S 0 1 = S 1 ; S 1 2 = S 2 ; : : : ; S n−1 n = S n = Q. Then; for 1 6 i 6 n;Ŝ i \Ŝ i−1 = { i } and
Theorem 12. Any well-graded family F of subsets of a set X = ∪ F is representable as a medium (F; T); where T contains; for all
the two transformations x ;˜ x of F into F deÿned by
x : S → S˜ x = S \ {x} if x ∈ S and S \ {x} ∈ E S otherwise:
It is easy to verify that (F; T) satisÿes Axioms (M1) -(M4) of a medium. Many important families of relations are well-graded and, accordingly, lead to media. Several of them are described in the next section.
Examples of media
The deÿnition below recalls well known concepts.
Deÿnition 13. Let X and Y be any two ÿnite nonempty sets, with Y not necessarily disjoint or distinct from X . Consider the following three conditions for a relation R ⊆ X × Y , in which all the variables are universally quantiÿed for x; x ∈ X and y; y ∈ Y : (I) @(xRx), (B) xRy and x Ry imply xRy or x Ry, (S) xRy and yRx imply xRy or y Rx . Suppose ÿrst that X = Y . The relation R is an interval order on X i it satisÿes Axioms (I) and (B) (cf. [9] ). It is a semiorder i it satisÿes Axioms (I), (B) and (S), see [9, 10, 15, 16] . Interval orders and semiorders are easily seen to be strict partial orders (i.e. they are irre exive and transitive). A relation R ⊆ X × Y (where Y is not necessarily identical to X ), is a biorder from X to Y if it satisÿes (B) (see [2] ). Thus, an interval order is an irre exive biorder from a set to itself. We recall the next result from [3] .
Theorem 14.
The following families of relations are well-graded (X and Y denote arbitrary ÿnite sets) :
(i) The family of all partial orders on X:
(ii) The family of all interval orders on X: (iii) The family of all semiorders on X: (iv) The family of all biorders from X to Y .
By Theorem 12, each of these four families can thus be represented as a medium via the deÿnitions of the tokens provided by Eqs. (2) and (3) in the context of (1). A result similar to (i) was obtained by Ovchinnikov [11] . Note that neither the family of all linear orders on X (with |X | ¿ 2) nor the family of all of strict weak orders (with |X | ¿ 3) are well-graded. (However, see Examples 17 and 18.) Remark 15. (a) Theorem 14 also holds for families of relations which are duals to those listed in (i) -(iv). We recall that the dual R d of a binary relation R is deÿned as the converse of the complement of R (see [11, 12] in this connection); we thus have
depending on the context. Axioms (I) and (B) are self dual in the sense that a relation satisÿes (I) (resp. (B)) i its dual also satisÿes (I) (resp. (B)). We may regard the duals of interval orders (resp. semiorders) as re exive interval orders (resp. re exive semiorders). These relations are complete and negatively transitive. Clearly, the family of relations which are dual to biorders from X to Y is the family of all biorders from Y to X . The family of relations which are dual to partial orders are the quasi transitive relations (cf. [17] ).
(b) By Theorem 12, any well-graded family of relations (such as those listed in Theorem 14) is representable by a medium. It is worth comparing the content of the state representing a relation in a well-graded family, with the extension of that relation. Let R be a well-graded family of relations, and let xy and˜ xy be the two transformations consisting in adding (resp. removing) a pair xy to (resp. from) some relation in the family R. We simplify our notation and write xy and xy for xy and˜ xy , respectively. Let us ÿrst assume that ∩R = ∅. It is easy to see that we getR = {w | w = xy; xRy or w = xy; @(xRy)}. In fact, withR = { xy | @(xRy)}, we can writeR
implementing a symmetrization of the usual notation for a binary relation, with all the relations in the family having the same number of elements (cf. Theorem 9). The situation is similar when ∩R = ∅, but all the pairs xy ∈ ∩ R have to be removed from consideration since they do not correspond to tokens.
A family need not be well-graded to be representable as a medium. Examples are the family of all linear orders on a ÿnite set X , and if |X | 6 3, the family of all weak orders on X .
Deÿnition 16.
A relation ≺ is a (strict) weak order on a set X (cf. [15] ) if for all x, y and z in X ,
Note that ≺ is necessarily transitive. A relation ≺ is a (strict) linear order if it is a weak order which is weakly connected, that is: for all distinct x, y in X , either x ≺ y or y ≺ x.
Example 17. Let L be the family of all linear orders on a ÿnite set X . For any linear order L in L, we write ¡ L for the covering relation of L, that is, for every distinct x; y in X; x ¡ L y if xLy and there is no z satisfying xLzLy. For any distinct x; y in X , we deÿne a transformation
It is clear that the pair (L; T), where T contains all the transformations deÿned by (5), satisÿes all the conditions of a medium. We note that, by contrast to the preceding examples of this section, the transformations of this particular medium have no natural 'orientation'.
The deÿnition of the transformations in Example 17 is based on the fact that the family L is 2-graded. The next example describes a family of relations that is not k-graded, for any natural number k, but that is nevertheless representable as a medium. Example 18. Consider the family W of all strict weak orders (swo's) on the set X = {1; 2; 3}. There are thirteen di erent swo's on X , which fall into four di erent types: the strict linear orders (6 cases); the empty relation, which vacuously satisÿes the deÿning condition of a swo (1 case); one element dominates the other two (3 cases); one element is dominated by the other two (3 cases). These thirteen swo's form the states of the medium. Fig. 3 displays the generic diagram of these swo's.
The edges of the diagram represent the transformations of the swo's forming the states, which can be deÿned as follows. We use the fact that any swo W on X = {1; 2; 3} has a representation u W : X → {−1; 0; 1} satisfying iWj ⇔ u W (i) ¡ u W (j). We restrict consideration to the thirteen representations linked to the thirteen possible swo's by the equivalences
The transformations i ;˜ i (i = 1; 2; 3) of the states are then deÿned by
It is clear from the diagram in Fig. 3 that with T = { | = i or =˜ i ; i = 1; 2; 3}, the pair (W; T) forms a medium. This example was used in [8] and [14] .
Example 19. A set of vertices V of the unit hypercube in R n is connected if for any two vectors x; x in V, there exists a sequence x 1 = x; x 2 ; : : : ; x k = x in V, with |x i − x i+1 | = 1 (1 6 i 6 k − 1) and k = |x − x | 6 n. Any connected set of vertices of the unit hypercube in R n can be regarded as forming the states of a medium, with the transformations consisting in projections along some unit vector. Clearly, any such set V is representable as a well-graded family of subsets of a set X (each relevant dimension of V corresponding to some element of X ), and vice versa.
Except for those media discussed in Examples 2 and 17, all the examples discussed so far involved transformations endowed with an intrinsic 'orientation'. The next section is devoted to the concept of orientation in the context of a medium.
Oriented media Deÿnition 20. An orientation of a medium (E; T) is a partition of its set of tokens into two classes T
+ and T − respectively called positive and negative such that for any ∈ T, we have
A medium (E; T) equipped with an orientation {T + ; T − } is said to be oriented (by {T + ; T − }) and tokens from T + (resp. T − ) are called positive (resp. negative). The positive (resp. negative) content of a state S is the setŜ + =Ŝ∩T + (resp.Ŝ − =Ŝ∩T − ) of its positive (resp. negative) tokens. Any message containing only positive (resp. negative) tokens is called positive (resp. negative). We say that two messages have the same sign when they are both positive, or both negative. A corresponding terminology applies to tokens. Note that a medium (E; T) can be given 2 |T|=2 di erent orientations. Indeed, let {T + ; T − } be one particular orientation. Any subset A of T + deÿnes an orientation of (E; T) in which a positive token is either some element of A or the reverse of some token in T + \ A.
Theorem 21 (Theorem 12 revisited).
Consider a medium (F; T) deÿned, as in Theorem 12, from a well-graded family F of subsets of a ÿnite set X . Let T + be the set of all tokens x ; x ∈ X \ ∩F, deÿned by Eq. (2). Let T − contain all the tokens
x ; x ∈ X \∩F, deÿned by Eq. (3). Clearly, {T + ; T − } is an orientation of the medium (F; T).
In this case, the orientation was suggested by the combinatoric structure of the medium. In general, many orientations are possible. Some of the examples of structures representable by media encountered earlier enjoy a closure property. For instance, the family of all partial orders on a set is closed under intersection. Other examples are given later in this paper. The next deÿnition captures a closely related concept of closure in the framework of a medium.
Deÿnition 22. An oriented medium (E; T) is said to be u-closed (resp. i-closed) if for any state S and any two distinct positive (resp. negative) tokens ; both e ective for S, we have
For example, the families of all partial orders on a ÿnite set gives rise to an oriented i-closed medium, while its dual family (cf. Remark 15(a)) yields an oriented u-closed medium. Any result concerning u-closed medium can be reformulated for i-closed medium in a straightforwad manner. In the sequel, we simplify our terminology and say that a medium is closed if it is u-closed. Clearly, a medium can be closed under one orientation without being closed under some other orientation. It will be shown that when a medium (F; T) is deÿned, as in Theorem 12 , from a well-graded family of sets F, then F is closed under union if and only if (F; T) is u-closed in the sense of Deÿnition 22 (see Theorem 31).
The following result is a straightforward consequence of the closure property.
Theorem 23. In an oriented; closed medium; suppose that m = 1 : : : n is a positive straight message from some state S; with S 1 = S; and S i+1 = S i i for 1 6 i ¡ n. If a positive token ∈ C(m) is e ective for some state S i ; 1 6 i ¡ n; it is also e ective for any state S j ; i ¡ j 6 n.
In particular, if a positive token ∈ C(m) is e ective for S, then it is also e ective for any state S j ; 1 ¡ j 6 n.
Theorem 24.
In an oriented closed medium; suppose that n = 1 : : : k k+1 : : : n is a straight message from some state S; with k negative and k+1 positive. Then S 1 : : : k k+1 : : : n = S 1 : : : k+1 k : : : n :
In other words, the tokens k and k+1 in the original message n can be transposed without changing the state produced.
Proof. Let T = S 1 : : : k . Then, there are two distinct states W and W such that T k = W = S 1 : : : k−1 and T k+1 = W . Since both k and k+1 are positive and the medium is oriented and closed, we get W k+1 = W k , and thus also, successively
The result follows. Deÿnition 26. Suppose that n = mpm is a message, with m and m possibly empty messages, and p non empty. Then p is called a segment of n. If m is empty, then p is an initial segment or preÿx of n. Similarly, if m is empty, then p is a terminal segment or su x of n. With respect to some orientation, a segment is said to be positive (resp. negative) if it contains only positive (resp. negative) tokens.
Deÿnition 27. In an oriented, closed medium, a straight message m producing a state Q from a state S is called canonical if it satisÿes one of the following three cases: (1) m is positive, (2) m is negative, (3) m = nn , with n a positive preÿx and n a negative su x. In Case 3, the canonical message m = nn is said to be mixed.
Theorem 28. For any two distinct states S and Q in an oriented closed medium; there is a canonical message producing Q from S.
Proof. By (M2 ), there is a straight message p = 1 : : : n producing Q from S. If p is negative, it is canonical. Assume p is not negative. Let N (p) be the number of pairs (i; j) with i ¡ j such that i is negative and j positive. If N (p) = 0, then p is canonical. Suppose that N (p) ¿ 0. Then, there is a pair (k; k + 1) such that k is negative and k+1 positive. By Theorem 24, the order of the tokens k and k+1 can be transposed without changing the state produced. Let p be the message obtained from transposing k and k+1 . Clearly, N (p ) = N (p) − 1. An inductive argument completes the proof.
Theorem 29.
In an oriented closed medium; suppose that a state Q is produced from a state S by a mixed canonical message n = mm ; with Sm = T (thus; m is a positive preÿx); then
Proof. By Theorem 25,Ŝ + ⊂T + and also, becausem is positive, straight for Q, and producing T from Q;Q + ⊂T + . This implies thatŜ + ∪Q + ⊆T + . Since mm is straight, Theorem 6(i) implies that
Thus,T + ⊆Ŝ + ∪Q + , and the result is obtained.
Theorem 30. For any two states S and Q in an oriented closed medium; there is a unique state T whose positive content is the union of the positive contents of S and 
The next theorem results immediately from Theorem 30 and the deÿnitions.
Theorem 31. Suppose that a medium (F; T) has been deÿned from a well-graded family F of subsets of some ÿnite set; in the sense of Theorem 12; Eqs. Theorem 32. In a oriented closed medium (E; T); there is a unique state which is produced only by positive messages. Consequently; its positive content is identical to its content:ˆ + =ˆ .
Proof. As the collection E of states is ÿnite, we can show by induction that there exists a state whose positive content is equal to S∈EŜ + . Since a state is deÿned by its content, this state is unique. As it contains all the positive tokens, it cannot contain any negative one: by Theorem 9, we have |ˆ | = |T|=2.
We turn to the concept of a 'complete medium' which captures the idea that all possible straight messages between any two states exist.
Deÿnition 33.
A medium is called complete if for any state S and token , either or is e ective for S.
Theorem 34. A medium is complete if and only if it is closed under any orientation.
Proof. Assume that (E; T) is a complete medium. Let {T + ; T − } be some orientation and suppose that , are two positive tokens which are both e ective for S. Token cannot be e ective for S because this would contradict Theorem 6(i). Thus, by the completeness of (E; T); must be e ective for S . A similar argument establishes that must be e ective for S . Suppose that Q = S = W = S . Let n be a straight message producing W from Q. Thus, p = n˜ ˜ is a stepwise e ective message for S, which is also ine ective for S. By Axiom (M3), this is impossible if n is straight. We conclude that we must have S = S . We conclude that (E; T) must be closed for the arbitrarily chosen orientation {T + ; T − }. Conversely, assume that (E; T) is closed under any orientation. Take any state S and any token . There must be some state Q such that is e ective for Q. For any orientation, by Theorem 28, there is a canonical message p = 1 2 : : : n producing S from Q. Suppose that = 1 . We can assume that p and are both positive, by choosing an appropriate orientation. By the closure property of the orientation, must be e ective, successively for Q 1 ; Q 1 2 ; : : : ; Qp = S, and the result is obtained. In the other case, we have = 1 . We then suppose that is negative, and 2 3 : : : n positive. Then˜ is positive, and e ective for Q 1 ; Q 1 2 ; : : : ; Qp = S, yielding the theorem also in this case.
Example 35. As a special case of Example 2, consider a collection H of n hyperplanes x i = 0; 1 6 i 6 n, in R n . Each state is a region in R n deÿned by a system of inequalities x i P i 0; 1 6 i 6 n; where each P i stands for either inequality or of the reals. There are 2 n states and any state has facets deÿned by all n hyperplanes in H. Following the steps outlined in Example 2, we construct a medium which is complete by Deÿnition 33. The fact that this construction deÿnes a medium is established in [13] .
Example 36. As an application of Theorem 10 (cf. also 19), we consider the oriented closed medium (2 X ; P) induced via (2) and (3) by the well-graded family of all the subsets of a ÿnite set X . Thus, by deÿnition, P + is the set of all tokens x : S → S x = S ∪ {x}, for any x ∈ X and S ⊆ X . Likewise, P − is the set of all tokens˜ x : S → S˜ x = S \ {x}, x ∈ X , for any x ∈ X and S ⊆ X . Theorem 37. A medium (E; T) is complete if and only if for any orientation {T + ; T − }; we have
that is; every subset of positive tokens is the positive content of some state.
Proof. Su ciency: Let {T + ; T − } be some orientation and suppose that (6) holds. Take any state S ∈ E and any token ∈ T. Suppose that ∈Ŝ. By Eq. (6), there exists some state T withT =Ŝ \ { }. Since (E; T) is a medium by hypothesis, there exists by (M2 ) a straight message from S to T . This message can only be the single tokeñ . Thus,˜ is e ective for S. In the case ∈Ŝ, a similar argument establishes that there is a state T withŜ ∪ { } =T , with e ective for S. Thus, (E; T) is complete by Deÿnition 33.
Necessity: Suppose that (E; T) is complete and let {T + ; T − } be one of its orientations. LetT 
Empirical applications in a stochastic framework
We brie y mention a stochastic elaboration of the concept of a medium, which arises when the occurrences of tokens result from random events in the environment. In the deÿnition of a probabilistic token medium ([6], Deÿnition 5:1), it is supposed that there is proper probability distribution {Â } on the set T of tokens; that is, Â ¿ 0 for all ∈ T, and ∈T Â = 1. A Markov chain model is constructed by assuming that stochastic stream of unobservable tokens is delivered by the environment. The tokens occur successively and independently, as if they were drawn from an urn with replacement. Selecting an initial state according to another probability distribution, and applying occurring tokens ÿrst to the initial state and then to its images under successive tokens, we obtain a Markov chain. It is proved in [6, Theorem 5:2] that under the stated assumptions, the chain has a stationary distribution in which the probability of every state S is equal, up to a normalizing constant, to ∈Ŝ Â . In addition, for the sake of realism (to permit the application of the model in real time), it is also assumed that the times of occurrence of the tokens is governed by a renewal process (e.g. a Poisson process, with a parameter measuring the density of the ow of tokens).
This model has been developed by Falmagne et al. (see [8] ) in a particular case of this model in which the states are the strict weak orders on a set of three elements (cf. Deÿnition 16 and Example 18). Reggenwetter et al. (see [14] ) report the results of a large scale application of this model to National Election Study panel data from the 1992 Bush-Clinton-Perot campaign. (Thus, the states are the 13 strict weak orders on the set {B; C; P}.) The model permits a detailed statistical estimation of their nature and rate of occurrence. It also allows for di erent subsets of the population to be exposed to di erent channels of information and=or to interpret the same information di erently. The application of the model was very successful.
The main results are: (1) negative campaigning appears to have played a major role in the information ow, (2) between the ÿrst (pre-election) and the second (postelection) interviews, Democrats and Republicans appear to have been submitted to a barrage of contradicting information about Perot (negative vs. not so negative), revealing an unstable image of this candidate, (3) Democrats, Republicans and Independents each received=perceived di erent information, (4) during the period between the two interviews, there was a shift in the perception of the candidates that led the Republicans to evaluate Bush and Perot less favorably.
