This paper discusses our experience with fine-grain synchronization for a variant of the preconditioned conjugate gradient method.
Introduction
This paper describes an in-depth investigation of the impact of finegrain synchronization in MIMD machines on the performance of the precondhioned conjugate gradient method. The method uses the modified incomplete Cholesky factorization of the coefficient matrix to form the preconditioned (we will henceforth refer to this application as MICCG3D). An application study of this sort is important because it tells architects not only how programmers will use the mechanisms provided in parallel machines, but also the relative usefulness of various mechanisms provided in the system as evidenced by their impact on end application performance. One of the challenges in such a design methodology lies in tinding appropriate applications which will provide meaningful information concerning a specific set of mechanisms. The problem of finding an application that is both important and suitable for investigating fine-grain synchronization is particularly difficult because most parallel application studies for MIMD multiprocessors have focused on problems that are uninteresting from the standpoint of synchronization.
One of the reasons for this lack of benchmarks is the lack of machines that support fine-grain synchronization. The MICCG3D application meets our criteria because it is an important application with challenging synchronization requirements.
Our investigation of fine-grain synchronization has two major aspects. First, we investigate how fine-grain synchronization can be gainfully employed in MICCG3D and determine quantitatively the resulting performance benefits. We analyze the benefits both with a fixed problem size and when problem size is scaled with machine size. Our study uses a simulator of Alewife, a distributed memory multiprocessor that provides hardware support for the sharedmemory abstraction [1] . Our first result is that applications for which synchronization is challenging do exist. Furthermore, implementations on MIMD machines can achieve good performance by employing fine-grain synchronization.
Second, through a sequence of experiments, we try to understand exactly where the "muscle" of fine-grain synchronization ties. A common conception of fine-grain synchronization -one which has contributed to the preference for coarse-grain approaches -has been that its success relies on efficient, but expensive, hardware-supported synchronization primitives. We demonstrate that the most significant contributions of fine-grain synchronization for MICCG3D do not rely on hardware acceleration; rather, they arise from the expressiveness and flexibility of language-level support.
The rest of this paper proceeds as follows. Section 2 discusses the different styles of synchronization, and identifies the levels of support for fine-grain synchronization that machines can provide.
Section 3 describes the MICCG3D application and motivates the need for fine-grain synchronization by discussing why MICCG3D is difficult to parallelize. Section 4 discusses how we actually parallelize MICCG3D using coarse-and fine-grain synchronization. Section 5 describes our experimental environment. Section 6 presents our results and discusses their significance. Finally, Section 7 summarizes our work and makes some concluding remarks. municate only with those producers upon which they depend.
The significance of the first benefit is that parallelism is not artificially limited. Barriers impose false dependencies and thus inhibit parallelism because of unnecessary waiting. The significance of the second benefit is that each tine-grain synchronization operation is much less costly than a barrier. This means that synchronizations can occur more frequently without incurring significant overhead.
It is important to emphasize that these benefits are manifested by the expressiveness of fine-grain synchronization; they will be felt regardless of the underlying hardware implementation. This observation is important because it underscores the fact that fine-grain expression of synchronization and the implementation of synchronization primitives are orthogonal issues.
In this paper, we identify three mechanisms to support fine-grain synchronization.
They are: Memory hardware support to compactly store synchronization state.
Processorhardware support to operate efficiently on synchronization state.
The first component of support provides the programmer with a means to express synchronization at a fine granularity resulting in increased parallelism. Another attractive consequence is simpler, more elegant code [3] . The second component of support addresses the fact that an application using fine-grain synchronization will need a large synchronization name space. Providing special synchronization state can lead to an efficient implementation from the standpoint of the memory system. We refer to this benefit as memory eficierzcy. Finally, the last component of support addresses the fact that synchronizations will occur frequently. Therefore, support for the manipulation of synchronization objects can reduce the number of processor cycles incurred. We refer to this benefit as cycle ejiciency.
Preconditioned Conjugate Gradient
The Conjugate Gradient (CG) algorithm is a semi-iterative method for solving a system of linear algebraic equations expressed in matrix notation as Ax = b. The rate of convergence of the CG method can be improved substantially by preconditioning the system of equations with a matrix R--l and then applying the CG method to the preconditioned system. The idea is to choose a preconditioned such that K-lA is close to the identity matrix 1 [5] .
Since the operations in the basic CG method consist of vector updates, inner products, and sparse matrix-vector multiplies, efficient parallel versions of the algorithm have been demonstrated on many vector machines and MIMD multiprocessors [4, 6] . Preconditioned CG methods, however, have not enjoyed the same success. In many of the most popular preconditioning techniques, the preconditioned steps involve recurrence relations which do not vectorize or parallelize easily. Algorithmic solutions have been proposed which use different preconditioning techniques to obtain better parallel performance [8, 11, 13, 14] ; however, these approaches commonly suffer from reduced convergence rates. Also, some of these algorithms target a specific number of processors and are too complex to generalize to arbitrary machine configurations.
In this paper, we study the preconditioned CG method known as the Modified Incomplete Cholesky Factorization Conjugate Gradient in 3-Dimensions (MICCG3D). Although our study centers around a particular implementation, the general problem being addressed involves increasing parallel performance through the recurrence relations in the preconditioned steps, a problem that is common to almost all preconditioned iterative methods. Therefore, our solution using fine-grain synchronization has general consequences for the large number of algorithms that MICCG3D represents.
MICCG3D
MICCG3D is a preconditioned conjugate gradient method that assumes the coefficient matrix A in the system Ax = b is sparse, and symmetric positive definite (SPD factorization method, we obtain an approximate L-U factorization of matrix A which we denote as K. K can be computed as follows and is given in [13] .
In this expression, L is the same lower triangulm matrix mentioned above, and D is a diagonal matrix which can be easily computed from matrix A (see [1 3] ). Since K is an approximate factorization of A, we use K-l as the preconditioning matrix and apply the conjugate gradient method to the preconditioned system.
As mentioned earlier, the challenge of MICCG3D lies in parallelizing the vector solution step involving the preconditioned (which we shall refer to as the "solver operation"). Table 1 shows a cycle breakdown for one iteration of MICCG3D on a problem size of 8 x 8 x 8, where the problem size nz x nv x n. signifies the degree of discretization in the x, g, and z dimensions, respectively. The numbers were acquired from a single processor simulation of the Alewife machine which will be described in Section 5. Notice the solver is the most costly vector operation, If poor parallel performance is suffered in this part of the application, the potential parallel performance of the entire application will be severely limited.
Parallelization Issues
MICCG3D is difficult to parallelize because the recurrence relations in the solver operation impose data dependencies which are numerous and complex. The solver computes w;, the residual vector in the preconditioned system. Wi is given by
where z 1 is the solution vector of the current iteration step and r; = b -Az; is the residual vector in the original system without preconditioning. Ahhough K-l is the preconditioned, actually calculating it is infeasible because it is the inverse of a sparse matrix (and thus will be dense). Therefore, instead of solving equation 2, we solve
Since we have the factorization of K as the product of a lower triangular matrix and an upper triangular matrix (equation 1), we can solve for w~by first employing back substitution followed by forward substitution.
As an example, the backward substitution step can be expressed as follows.
where L is the lower triangular factor in K and 1,j is the Mr element in the~th non-zero diagonal away from the center diagonal in matrix n., ny, and n= denote the discretization degree in the x, y, and z dimensions, respectively. Second, the dependencies exist across all three spatial dimensions.
I
That is, an element can be computed only if all the elements to the left of it, behind it, and below it have been computed. Consequently, it is impossible to choose any cartesian axis in the solution space along which to partition work for the different processors and simultaneously avoid heavy dependencies.
The difficulty in performing computations involving recurrence relations is well known. Table 2 shows performance numbers on some vector computers as presented in [4] . The first column of numbers shows the absolute peak floating point performance of the machine. The remaining columns give the maximum performance in MFlops on each of the four vector operations that appear in
MICCG3D.
Notice how performance degrades for recurrence relations as compared to the other vector operations.
Although only results for 2-term recurrence relations are given, the general trends apply to the solver operation in MICCG3D (which involves a 3-term recurrence relation).
Parallel Implementation
In this section, we discuss two ways of paratlelizing MICCG3D.
One uses coarse-grain barrier synchronization and the other uses fine-grain data-level synchronization, Since we will study these implementations side-by-side in Section 6, it is important that they are in some sense a fair comparison. We believe our two implementations present a fair comparison based on the fact that both require equal programming effort. We do not claim that either implementation is the best that can be done; however, we are confident that they are both reasonable implementations,
Coarse-Grain MICCG3D
In the coarse-grain approach, we partition the solution space along the z dimension and assign nz/P contiguous planes in the solution space to each processor, where P is the number of processors.
To maximize physicat locality of data reference, we ensure that all planes assigned to a processor are allocated in that processor's local memory. To find an upper bound on speedup in the solver computation, we observe that sequential execution time is proportional to kP, the total number of blocks. Parallel execution time is proportionat to the number of blocks per processor, k, added to the number of intervals between barriers each processor spends idling, P -1.
Taking the ratio of sequential to parallel execution time gives the upper bound on speedup.
Notice this is only an upper bound because it ignores the overhead of barrier operations which becomes more significant ask increases.
Fine-Grain MICCG3D
Like the coarse-grain implementation, each processor is assigned n= /P planes partitioned along the z dimension; however, in the fine-grain implementation, these planes are not contiguous. Instead, processors are allocated planes modulo P. This scheme is illustrated in Figure 3 . Notice that compared to the coarse-grain im- For this implementation, the theoretical speedup is linear (i.e., s .,,., = P).
Implementation Environment
The results we report in Section 6 are in the context of the Alewife Although the memory is distributed across processors, a sharedmemory abstraction is implemented in hardware which includes support for maintaining cache coherence.
Alewife supports the fine-grain synchronization capabilities described in Section 2. At the language level, L-structure and Jstructure constructs allow the expression of synchronization at data-level granulmity. L-structures enforce mutual exclusion and J-structures provide producer-consumer synchronization (a detailed discussion on language-level support for fine-grain synchronization in Alewife appears in [7] ). Memory efficiency and cycle efficiency as discussed in Section 2 are facilitated by full-empty bits in the memory hardware and fast operations on full-empty bits in the processor hardware, respectively. Number of Processors philosophy driving this approach is that successful synchronization operations will be the common case when using fine-grain synchronization.
In Section 6, we will compare the importance of cycle efficiency, memory efficiency, and the benefit of increased parallelism offered by language-level support. In the next three sections, we discuss each of these sources of overhead and their significance. In particular, we try to extrapolate the behavior as problem size and machine size are increased beyond what we are able to simulate in a reasonable amount of time.
Memory System Overhead
The overhead of the memory system is consistently one of the smallest overheads in Table 3 , and we expect the effect of the memory system to be even less at larger problem sizes. In the coarsegrain implementation, the number of remote accesses will grow with the surface area of each processor partition while the number of local accesses will grow with the volume. Thus, as problem size is increased, the overall cost of memory system overhead will decrease. In the fine-grain implementation, a new J-structure is allocated on each iteration thereby bypassing the need to reset the J-structure in between iterations. This results in no data reuse. In a real implementation, J-structures will be reset between iterations and reused thus giving rise to better cache performance. Moreover, because of the static nature of the computation, we expect very naive prefetching to be effective in hiding most of the memory latency in both implementations.
Controlling J-Structure Synchronization Overhead
In the fine-grain implementation of the solver, processor P, consumes values produced by processor P; -1. We expect the number of JREF misses to be related to how far producers and consumers on neighboring processors are apart in their computations. If producers are well ahead of their consumers, then we expect very few JREF misses. If, however, values are consumed immediately after they are produced, then there is a much greater chance for JREF misses. The significance of this observation is that JREF miss rate is not dependent on the problem size; rather, it depends only on the relative computational progress neighboring processors make with respect to one another.
This intuition is supported by the simulation results reported in Figure 6 . We ran simulations on 4 and 16 processors while varying the problem size and recorded the JREF miss rates under two different failed synchronization policies which we call spinning and backofi When spinning on a JREF miss, the processor waiting for the JREF continually spins on the missing value. Once the value gets filled by the producer, the consumer immediately reads it and continues computing. This policy allows consumers to consume values very close to when they are produced. In the backo~policy, whenever a processor encounters a failed JREF, it idles for a fixed number of cycles before retrying the read. Backoff allows the producer to make computational progress ahead of the consumer. Figure 6 verifies that backoff achieves a dramatically lower JREF miss rate and also confirms that for non-trivial problem sizes, the miss rate is constant with respect to problem size. Along with a lower JREF miss rate, backoff has the added benefit of reducing false sharing effects in the cache.
Barrier Overhead
The most serious barrier overhead reported in Table 3 
where we have used nB = k + P -1 by recognizing that nB is equivalent to the number of blocks encountered by each processor as discussed in Section 4. Coarse-Grain Fine-Grain Table 3 : Cycle breakdown for simulations. Problem size= 16 x 16 x 16. "Cache" is waiting on the memory system, "JREF' is waiting on failed J-structure references, "Bar Time" is the cost of all the barriers (without skew), and "Bar Skew" is the total skew between the runtimes of the threads at all the barriers. (9) Equation 9 is the product of the ideal theoretical solver speedup and the overhead of a barrier operation in comparison to the average run-length between barriers. Notice that both these terms cannot be optimized simultaneously.
Making k large increases the theoretical speedup tew however, it reduces the run-length between barriers, r~, which makes the barrier overhead B more significant. Similarly, decreasing k helps the overhead term but lowers the theoretical speedup term.
To understand how barrier overhead behaves for large problem sizes, we simulated one block of computation in the solver on a 16
processor Alewife machine. Observing the barrier overhead for a single block is equivalent to looking at the total barrier overhead for a problem size that is a factor k~larger since there are IcP blocks in the entire coarse-grain solver operation (see Section 4.1). Even
for modest values of P and k, simulating the largest feasible block size is in fact equivalent to looking at fairly large problem sizes. The result of this experiment appears in Figure 7 which shows the average barrier operation cost (appearing as "BAR TIME') and the average skew in thread runtimes (appearing as "BAR SKEW') for -mrious block sizes. Since the cost of a barrier operation depends only on the number of processors, it is constant with respect to block size and is trivial for most block sizes. Skew, however, is a significant source of overhead even at the largest block sizes simulated (roughly 30%). We have observed that skew in MICCG3D is due to nonuniform cache hit rates and network latency across the machine and not due to load imbalance.
We draw two conclusions from Figure 7 . First, the barrier overhead of 68% reported for our 16 processor simulation in Table 3 is pessimistic and is due to the fact that we can only simulate small problem sizes. Second, although we expect better performance
Our results thus far indicate that an implementation of MICCG3D that uses fine-grain synchronization performs better than an implementation that uses coarse-grain synchronization.
We will now investigate the causes of this difference.
In particular, we investigate the impact of cycle efficiency and memory efficiency provided by the Alewife implementation of fine-grain synchronization (discussed in Sections 2 and 5).
To understand the effect of cycle efficiency, we simulated a 16 x 16 x 16 problem size on 4 and 16 processors, varying the cost of a successful JREF between 1 cycle and 21 cycles. This was accomplished by artificially introducing stall cycles immediately before each JREF. The results of these simulations appear in Figure 8 and show the effect on both the solver operation in isolation and on one entire MICCG3D iteration. As we can see, increasing the cost of a successful JREF does not dramatically impact overall nmtime.
We simulated the cost out to 21 cycles only to show extreme effects.
We expect any realistic JREF implementation to cost less than 10 cycles. Notice the 4 processor simulation is more sensitive to the cost of a successful JREF than the 16 processor simulation (exhibited by a steeper slope). This is because for a fixed problem size, there are more JREFs in the critical path of execution for smaller machine sizes; thus, a greater increase in execution time will result from a given increase in the cost of each JREF.
The degree to which performance is affected by the cost of a successful JREF depends on the frequency of JREFs. The more frequent JREFs are, the greater the effect increasing successful JREF cost will have. For MICCG3D on 16 processors, we have observed frequencies of approximately 1 JREF every 80 cycles. We were surprised to find such a low JREF frequency.
The frequency of JREFs is determined by three factors: the amount of computation between JREFs, the amount of waiting on the memory system betxteen JREFs, and the amount of waiting on failed synchronizations between JREFs. For this particular application, computation between JREFs is minimal, but for each JREF, at least one remote data value needs to be fetched; this cost is significant. Waiting on failed synchronization attempts also lowers the JREF rate significantly. This effect tends to be greater on large machines since the number of failed JREF attempts increases with more processors. We expect greater synchronization failure rates to be a trend as machine size grows; therefore, on larger machines, it will be more difficult to sustain high JREF rates.
The effect of memory efficiency can be measuredly implement- In the left graph of Figure 9 , we compare execution times. Figure9: Execution times andoverheads inh~dwme versus softwme implementations of J-s~c~res inthe solver operation.
The"H' bars (for "Hardware") use full-empty bit support, the "S1" bars (for "Software") use explicit software variables, and the "S2" bars (for "Softwzue2") use the same implementation as the "S 1" bars except cache size has been doubled to study the effects of cache pollution.
tion variables for each J-structure element, and "S2" (for Software2) uses the same J-structure implementation as "S 1" except the cache Since the JREF miss rate is independent of problem size (shown in Section 6.2), the asymptotic overhead for real problem sizes will be dominated by the cache overhead.
Interpreting the Fine-Grain Performance Gains
The discussion in the previous section examined in detail the impact of two components of support for fine-grain synchronization on application performance, those two which involve hardware-level support. In this section, we consider the essential results of this study and relate it to the importance of language-level support.
We collect data from earlier parts of the paper to show the increase in performance of the MICCG3D application as the components of support for fine-grain synchronization are added incrementally. processor data set will be even more pronounced.
There are two issues which help define the bounds within which this conclusion is valid. First, we recognize that this discussion has only considered machine scaling on a fixed problem size. This is important if we are interested in running a given problem as fast as possible. What if we are interested in scaling problem size while keeping machine size fixed? We expect that a larger problem size will improve the execution time of the coarse-grain implementation more than the fine-grain implementation, so the dramatic difference between bars I and II should decrease with problem size scaling.
The question is, how much will it decrease? Recall from Section 6.3 that even for fairly large problem sizes, barrier overhead will remain significant due to skew in the rrmtimes of threads. Therefore, we predict that limited parallelism will remain a problem in the MICCG3D application and tine-grain expression of synchronization will continue to be important.
Second, we recognize that the importance of memory and cy-cle efficiency ultimately depends on the frequency of JREFs (recall the discussion in Section 6.4). JREF frequency is determined by the amount of computation, memory system latency, and synchronization failure latency between every JREF. Therefore, the JREF frequency can be increased by employing the following optimization. More aggressive compiler optimizations can reduce the cost of the computation, prefetching can reduce the overhead of the memory system, and multithreading combined with fast context switching can hide the latency of synchronization failures. The extent to which these optimizations will influence the importance of memory and cycle efficiency relative to fine-grain expression requires further study.
Summary
Previous application studies have dealt with problems which do not present a challenge for synchronization.
To obtain a better understanding of what the synchronization needs of programmers will be, a more comprehensive look into how applications synchronize is needed. MICCG3D, a preconditioned conjugate gradient algorithm using the incomplete Cholesky factorization of the coefficient matrix as a preconditioned, is an application for which synchronization is a challenging problem.
It is an important application having received much attention in previous work [8, 11, 13, 14] , and it represents a larger class of preconditioned iterative methods which have traditionally been hard to parallelize, By implementing MICCG3D using both a coarse-and fine-grain approach, we have discovered that the application benefits greatly from fine-grain synchronization.
In problem sizes that we simulated, we observe that the implementation using fine-grain synchronization executed 3.7 times faster than the coarse-grain implementation on a 16 processor Alewife machine. Since JREF overhead does not depend on problem size, we expect the fine-grain version to maintain its performance as problem size is scaled. Although the barrier overhead in the coarse-grain implementation will improve as problem size is scaled, simulations
show that skew in the rontimes of threads will remain significant for realistic problem sizes. Fundamentrdly, this is due to the fact that an increase in problem size only affects an increase in run-length between barriers that is k~times smaller. Even for modest machine sizes, and especially for large machines, we expect run-lengths to be small enough on realistic problem sizes that skew at the barriers will remain significant. Therefore, we anticipate that the fine-grain implementation will sustain a significant performance advantage over the coarse-grain implementation at large problem sizes.
After evaluating the performance of MICCG3D implemented with both coarse-and fine-grain synchronization, we extended our study to understand how fine-grain synchronization achieves its performance advantage. First, we identified three components of support for fine-grain synchronization and enumerated the benefits they provide for applications: increased parallelism through expressiveness, cycle efficiency, and memory efficiency. Next, we ascertained the degree to which each of these benefits were responsible for the performance gains we observed in the fine-grain implementation of MICCG3D. Our conclusion is that for the MICCG3D application, cycle efficiency has the least impact while memory efficiency provides a more significant 40% increase in performance.
But by far the most important benefit for MICCG3D is the ability to increase parallelism by expressing synchronization at a fine granularity. By employing optimizations to reduce the cost of the computation, memory system, and synchronization failures, we expect the contributions of memory and cycle efficiency to become more significant, but further study is needed to quantify this effect.
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