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Abstrakt 
Diplomová práce popisuje vývojovou techniku model based design a její pouití pro 
návrh a testování algoritm. Popis této techniky je proveden na píkladu praktického vyuití v 
praxi pi vývoji modulu monitorování stavu motoru ve spolupráci se spoleností Unis. Vývoj 
v oblasti souasné letecké techniky klade velký draz na monitorování ivotnosti zaízení. 
Podle výstup algoritmu se dají naplánovat preventivní opravy s ohledem na aktuální 
podmínky opotebení a provozování. Implementace algoritm je provedena v prostedí 
Matlab/Simulink s následným testováním na platform! dSpace  
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Abstract 
The thesis describes Model Based Design process and its application for design and 
testing of algorithms. The description of this approach is done on example of practical 
application for development of the Engine Monitoring Module in collaboration with Unis 
company. The development of the aerospace industry nowadays is focused on continuous 
monitoring of equipment. The outputs of these algorithms can be used for planning the 
maintenance with respect to operative modes and conditions. Monitoring algorithms are 
implemented in Matlab/Simulink environment and are tested on dSpace platform. 
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1. INTRODUCTION 
Every engine needs some kind of control system. The main function of such a control 
system is to make the engine perform at maximum efficiency at any instance. In the past, 
engine control systems were represented by simple mechanical linkages such as rods, levers, 
cables and pulleys, which were directly controlled by the pilot. These linkages connected the 
cockpit with the throttles of the engine and control surfaces of the aircraft. By using them, the 
pilot or the flight engineer could control fuel flow, power output, valves and other essential 
parameters. The maximum level of force applied to the control elements was limited by the 
pilots physical limits.  
 
Fig.  1 Simple mechanical control system [1] 
Eventually aircrafts grew bigger and faster and the forces needed to control the aircraft 
started exceeding the humans capabilities. The necessary increase in control force was 
introduced using hydraulic boosters. Up to this point, the connection between the pilot and the 
controlled elements of the aircraft were direct and there was a force feedback present. From 
now on, power driven control of the aircraft started being introduced to practice. 
First the drives part was replaced by the electric analogue power transmitting 
actuators, while the hydraulic elements were still present. Later, with the development of 
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technologies these mechanical systems were fully replaced by electric control systems. It was 
a big step forward, but it also brought in new problems such as noise interference, the 
reliability issue or the need for additional sensory signals. In the sixties the first full authority 
analogue engine control (FADEC) was introduced.  
 
Fig.  2 fly by wire scheme
1
 [5] 
 
The control system became very complex with lots of space for faults. In the 
beginning it was a huge problem and it took time for solutions to proof their reliability. The 
reason why all technologies used in aerospace are slightly out of date is connected to the 
fact that the aerospace industry is safety critical and therefore, all the technologies used are 
strictly controlled and have to time-proof their reliable functionality.  
The complexity of the sensory-actuator control system of the aircraft also brought in a 
new need. The system now had to monitor not only the parameters needed for the control, but 
also to monitor the functional status of the sensors. This monitoring system gradually evolved 
                                                 
1
 The term fly-by-wire is used for the control system that relies fully on electrical power drives and 
sensory information instead of the physical bound. In this control philosophy the pilot gives the command for the 
aircrafts motion rather than the exact commands for actuators in order to achieve the motion. This is only 
possible with the use of sophisticated algorithms in microcontroller and many different input sensory signals. 
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and was enhanced with different intelligent algorithms. It is called the Engine Monitoring 
Module (EMM). 
In my thesis I will show the Model Based Design (MBD) approach applied to 
development of the EMM module. The advantages of such an approach are the shortening of 
development time decreasing testing costs and the ability to change the source code for the 
target device fast. The design and testing of the algorithms were performed using 
Matlab/Simulink environment. The dSpace system was used for evaluating the designed 
algorithm and testing the performance of the platform. 
This thesis was created in cooperation with Unis company where the EMM module is 
a part of a bigger, more complex project. This influenced my approach and the point of view 
from which I will present my work. I will go through the whole process from the analysis to 
the testing and present the results and summarise them in the final conclusion chapter.  
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1.1. Engine monitoring 
As I mentioned before, the need for engine monitoring came up from the complexity 
of the control system. It has gradually become more and more important from the economical 
and safety point of view. It is a practical tool that helps us to prevent accidents and save not 
only money, but  and which is even more important  also human lives. The EMM modules 
benefits might not be that obvious at the first glance, but its importance cannot be neglected. 
Here are the main functions of the described EMM: 
- First of all, the EMM monitors parameters and the signals of the engine, applies its 
algorithms to the collected data and sends the results out through the information 
channel.  
- It checks whether the values of the static and dynamic measured data are in 
acceptable range for the specific flight modes. It detects relevant damage and 
failures that influence the tasks for the crew during the flight, and the maintenance 
technicians during the after-flight check.  
- The module detects flight modes and counts the summarised and specific operating 
duration for each flight mode in time units and cycles. This helps to estimate the 
wear-off of the system and helps with the correct maintenance timing. 
- It checks the slow-down time of the rotor on the ground after the engine is 
switched off. If the time is not in the expected range it might mean that the rotor's 
bearing or the turbine is damaged and it requires checking. 
- The EMM also forms the informational signals and messages concerning the faults 
of the engine and its systems and sends them to the cockpit.  
- The last, but not least important function of the EMM is to process the data of the 
technical condition of the engine's circulatory system. The condition is determined 
by using the thermo-dynamical parameters measured during the engine operation. 
The results are used for the purpose of ground maintenance. 
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1.2. System integration 
From a hardware point of view there are several possibilities how to construct the 
EMM. It can be either as a stand-alone board or it can be integrated on the same board as the 
Electronic Control System (ECU  the module which is responsible for the motor control 
itself. It generates system flags, validates signals, it is responsible for the starting sequence of 
the engine and it gives commands for the fuel-dosing element). Usually, there are at least two 
ECU channels working parallel. The reason for doubling the control channel is reliability and 
validation. The algorithm compares control signals of the two ECU boards and detects the 
difference which can mean failure in the board function. In such a case, a second ECU is used 
for the aircraft control. 
 
Fig.  3  there are several constructional solutions of the EMM and ECU:
2
 
                                                 
2
 A  EMM and both ECU are separate boards installed in one case 
B  EMM is a part of one of the ECU boards. Both boards are installed in one case 
C  ECU boars are in one case, EMM has its own case  
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Fig.  4 The scheme of the information flow of the control system with integrated EMM. 
3
  
 
Please take notice of the memory part of the EMM module. Because it stores the 
information about flight time, cycles and critical parameters log, it is important for the 
memory to be power-independent on other systems of the aircraft. In case of a critical failure 
or even an accident it is necessary to have the possibility to check the data stored in the EMM. 
This can give us a hint on what lead to the failure and provide us with data to analyse the 
situation. 
 
                                                 
3
 As you can see, the EMM is integrated parallel to the ECU. Both modules take the input information 
primarily from the aircraft sensors and from the cockpit. The EMM does not influence the motor  or to be more 
precise  the aircraft system via actuators. It is there to monitor the system, to process collected data and inform 
the crew. 
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2. MODEL BASED DESIGN 
MBD is a mathematical visualisation method. It provides the possibility of designing 
the system as a whole, including the plant and control system, or as in our case, the 
monitoring algorithm. The MBD process consists of the analysis of required functionalities, 
overall design of the system and the simulation of algorithms. It also includes the synthesis of 
these algorithms and progressive testing of sub-processes.  
 
Fig.  5  MBD scheme [3] 
 
 As shown in Fig.2, the MBD design process is composed of five main sub-processes: 
 
Analysis  description of the system with its functionalities, behavior and the target platform 
Design  transformation of requirements into the simulated form of a model for further use 
Implementation  transformation of the algorithms into compliable code for the target 
platform 
Integration  compilation of the source code and loading into the target platform 
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Testing and verification  verification of the development progress and outputs takes place 
parallel to all other development sub-processes. Results are compared to the requirements in 
order to validate the progress or to decide to redesign. [3] 
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3. FUNCTIONALITY ANALYSIS 
The guideline for the functionalities of the module was received from the costumer in 
a form of a technical assignment. It came in several documents and appendices, which 
contained specifications and sets of datasheets of the engine the module should be designed 
for, and sensors that will provide us with signals we need as inputs for control algorithms. 
Documents included ranges, tolerances of parameters, time requirements, explanations and 
demanded algorithmic functionalities. These were explained in words or shown in the form of 
schemes and tables. During the analysis of the documents questions popped up and some 
ambiguities were found. After several iterations the questions were answered and 
questionable parts were explained.  
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3.1. Algorithms description 
It was demanded to make the EMM system functionally modular. Each of these 
functionalities is focused on a separate domain of the monitoring events. The system has both 
global and functionality-specific requirements. Most of the global requirements concern event 
forming algorithms, timing, fault management, maintenance options or tolerance handling. 
Functionality-specific requirements define parameter sources with units, the lowest acceptable 
frequency of the task and the conditions to enter the algorithm. Obviously, each of the 
functionalities is described separately in sufficient detail. Both purely words and formulae 
definitions and the combinations with schemes and comments give a clear view on the 
required system. The EMM is designed to complete the following tasks: 
- The module continuously monitors the values of defined engine parameters and 
signals. It processes these signals and values of parameters according to the 
algorithms described below and send results to the crew. This monitoring and 
processing takes place both while the aircraft is on the ground and during the flight 
- The module continuously checks if the monitored parameters are in the defined 
range. The range for the measured parameters can be defined both statically and 
dynamically according to the change in flight mode 
- The module detects faults and damage that can influence decisions of the crew 
concerning the control of the aircraft during the flight and the actions of 
maintenance crew during the on-ground after-flight service. 
- Forming the messages of the event type concerning faults and the damage of the 
engine and its systems and sending them to the cockpit. 
- Detection of flight modes for later use in determining the wear-off of the engine. 
- Calculating sum flight durations for limited modes and the total sum flight 
duration for the engine in hours and cycles. 
- Determining the engines slow-down time after it is switched off. 
- Processing the data for on-ground maintenance and trend analysis diagnostics of 
the flow system of the engine. 
The input signals and parameters of the EMM are being previously validated using the 
reliability criteria defined for the build-in validation check system. If the input signal in a 
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given sample is detected to be faulty, the last validated sample is used for the algorithm 
processing.  
Every signal of the event type is formed in each sample and in case it is sent to the 
cockpit after it stays on for three samples in a row. Each of these events deactivates if its 
conditions are not met at one sample. There is also a possibility to change validity limits for 
monitored signals and flight times. The duration of the read and write process must take less 
than 10 minutes.  
3.1.1. AK01 - Input signal processing and monitoring 
This algorithm has the biggest frequency required and it is always on when the power 
is on. We can call this the base algorithm, because it processes the input data for the rest of 
the algorithms and systems. It consists of three parts: 
- The first part takes care of receiving, monitoring and further distribution of input 
parameters of the engine. It processes the signal according to the rules and detects 
possible faults. In case the signal is validated, it is sent further. In case of fault 
detection, further calculating with this parameter is cancelled. 
- The second part concentrates on the processing of failure signalisations of the 
engine. It monitors the possible failure of the engine signalisation of oil and fuel 
input pressure and filter clogging. 
- The third part receives and processes signals from aircraft systems. When the 
engine goes operative, the algorithm detects the engine operative mode and forms 
related flags. 
3.1.2. AK02  Gas dynamics parameters monitoring 
The algorithm monitors the gas dynamics parameters of the engine, it checks if they fit 
the minimum and maximum allowed range on different operative modes. The main goal of 
the algorithm is to maximise the level of knowledge of the crew on board. The results of the 
algorithm help the crew to evaluate the operability of the engine and help them to make 
decisions concerning the control of the aircraft. The results of this algorithm are later used by 
maintenance personnel for evaluating the technical condition of the motor. It also helps 
personnel with the timing of servicing actions. 
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The algorithm monitors failures of sensory systems and sends them to the crew. There 
are three parameters it continuously monitors and compares to the minimum and maximum 
allowed values. These are: 
- The output air temperature 
- The speed of the gas turbine 
- The speed of the free turbine 
The algorithm is off only when there is an engine stop or fuel supply stop signal 
detected. 
3.1.3. AK03  Oil system monitoring 
This algorithm monitors the functionality of the engine's lubrication system on 
different operative modes. The results of this algorithm are used by the crew during the flight 
to determine the operability of the engine's lubrication system and help to make decisions 
concerning the control of the aircraft. The results are also used by maintenance personnel to 
find faults and fix them during the on-ground service.  
The oil inlet temperature and pressure are monitored and values are compared to the 
maximum values allowed for the given parameter. Failures in sensory channels which are also 
signals of faults in the engine's lubrication system are checked.  
In case the measured parameters are out of range or the sensory channel failure is 
detected, the algorithm sends a corresponding message to the crew. 
3.1.4. AK04  Fuel system monitoring 
This algorithm monitors the functionality of the engine's fuel system on different 
operative modes. The results of this algorithm are used by the crew during the flight to 
determine the operability of the engine's fuel system and help to make decisions concerning 
the control of the aircraft. These results are also used by the maintenance personnel to find 
faults and fix them during the on-ground service.  
The fuel inlet pressure is monitored and collected values are compared to the 
maximum values allowed. Failures in sensory channels which are also signals of faults in the 
engine's fuel system are checked. In case the inlet fuel pressure is out of range or a sensory 
channel failure is detected, the algorithm sends a corresponding message to the crew. 
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3.1.5. AK05  Number of starts and duration of start sequence monitoring 
The algorithm completes the task of determining the time of duration of the start 
sequence. The time is calculated from the moment the start is running via start generator 
flag is on until the flag engine operative goes on as well. The duration of the start sequence 
is calculated in whole seconds. 
 
The algorithm also determines the sum value of completed start sequences of the 
engine. One completed start sequence is determined by activating the start is running via 
start generator flag and consequently when the speed of the gas turbine exceeds 10 percent of 
the maximum value.  
 
Values of the sum of number of starts and the duration of the start sequence are sent to 
the cockpit for 30 seconds after the engine is switched off. They are also saved in the power 
independent memory of the module. The maximum number of starts is 36 000. 
3.1.6. AK06  On-ground engine slow-down time monitoring 
This algorithm monitors the duration of the engine's on-ground slow-down time after it 
is switched off. It starts to calculate the time when the following conditions are met: 
- The flag ground is on and there is an active engine stop signal 
- The engine was on (it was cooling down) on small gas mode for at least 175 
seconds before it was switched off 
If the above-mentioned conditions are not met the algorithm switches the slow-down time to 
zero and sends the appropriate message to the crew. The calculation of the slow-down time 
itself is implemented as follows: the time counter starts at the moment when the engine stop 
command is detected and stops when the speed of the gas turbine slows down to less than 5 
percent of its maximum value. The time detected is then compared to the allowed range. If the 
measured time is out of range, the message to the crew is sent. 
 The duration of the engine's slow-down time characterises the technical condition of 
the rotating parts of the engine. The reason for divergence of the measured time from the 
expected value might be the degradation of bearings or actuators, the fault in the reductor's 
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function, oil system, the turbine shovel prolongation or the presence of external objects inside 
the engine. 
 The results of this algorithm are used during the on-ground maintenance work and as 
primary information for finding and the investigation of faults in nodes and units of the 
engine with abnormal slow-down time values. These results are also useful for gathering the 
data for evaluating the influence of different faults of the engine on its slow-down time. 
3.1.7. AK07  Wear-off calculation algorithm 
The algorithm takes care of the following main tasks: 
- Calculating the sum time of engine operating in hours 
- Calculating the sum number of flight cycles 
- Monitoring the engine's continuous operating time on One Engine Inoperative 
(OEI) and Take Off mode  
The algorithm monitors the above-mentioned parameters and saves them to the modules 
memory. Operating hours on OEI mode are recalculated to the take-off hours with the 
coefficient 2. If the voltage supply drops below 18V the monitoring saves current values of 
operating hours and continues to work with these values after the supply voltage level has 
been restored. When the engine is switched off the module sends current values of operating 
hours to the cockpit. This information is shown for 30 seconds. The maximum value of the 
sum engine operative hours is 12 000. If the continuous operating time on OEI of Take Off 
mode exceeds 5 minutes, the module continuously sends the information about the current 
duration value to the crew. The mode-specific operating time is shown in hours and minutes. 
In case there is a need to install a new EMM or an EMM which has been installed on a 
different engine or a new engine, there is an option to change the values of operating hours 
manually.  
3.1.8. AK08  Data gathering algorithm for the purpose of on-ground 
maintenance of the flow system. 
The algorithm has the following functions: 
- During the steady continuous operating mode, the algorithm gathers engine 
operating data, which is later used for the on-ground maintenance. The data 
gathering process is carried out during the early phases of the engine operation 
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after the installation on the aircraft. The data can be gathered either on the ground 
or during first flights. The primary data are saved to be used in the future. 
- The engine operating data are gathered from each subsequent flight. Data packages 
from the last several flights are stored in the modules memory for maintenance 
purposes. The trend analysis is then used by the maintenance crew to evaluate 
gathered data. 
The purpose of the algorithm is to use the gathered information in order to shorten the 
duration and decrease the laboriousness of detection of faults during technical maintenance of 
the engine. Consequently, the testing operation time of the engine is decreased. As a result, 
the waste of the engine resources is minimised. 
Three conditions for entering the algorithm have to be met: 
- The engine operative flag has to be on 
- The failure of block of fuel consumption control channel flag has to be off 
- The measurement of gas thermodynamic parameters complete flag has to be off 
The parameters collected and saved are the mean values of reduced speed of gas turbine and 
reduced gas temperature. The mean value is calculated from 400 consequently measured 
samples. During the measurement the torque and the gradient of the measured parameters has 
to be within limits. After the data is processed and mean values are calculated the module 
turns the measurement of gas thermo dynamic parameters complete flag on and saves the 
values into its memory. There is also a possibility of manually setting the measured data to 
zero.  
 
   
 25 
4. DESIGN OF THE SYSTEM 
The design process is composed of turning requirements into a model which can be 
used for simulations. Depending on the type of the system, the model can include 
mathematical equations, differential equations, difference equations or logical operations. As 
a result, we have an environment where these mathematical equations are solved. It is usually 
much harder to solve these mathematical equations analytically than to do it numerically. This 
is why numerical models which give results in every time step are usually used. Blocks 
represent equations, subsystems represent functional parts of the model and libraries can be 
used to store the sub-models for reuse in different projects. Later on I will mention how the 
first designed model can be used as a base for the design of a source model for auto-generated 
code for a given platform. 
 In case of the EMM, there are two main parts of the system  the input signals 
processing and the monitoring algorithms system. 
 
Fig.  6  Signal path from the engine sensory system to monitoring algorithms 
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4.1. Input signals processing 
The algorithm that processes the input signals was created because of the modules 
requirement of having the input signals validated and to have the information about the 
measuring channel's errors.  
The algorithm starts with checking the electric inputs. Here the first validation takes 
place. The algorithm detects short circuit or interruption and forms the corresponding error 
message. If there is no error detected, the signal is considered electrically valid and is sent 
further. 
 
Fig.  7  An example of the conversion of an electrical signal into a value of a physical 
parameter
4
.  
 In the next step the electric inputs are converted into physical parameters. Specific 
equations or look-up tables are used by the algorithm. These are taken from data sheets and 
technical specifications of the motor and its sensory systems. Here the validation of a range of 
physical parameters takes place. The values of the signals are compared to the ranges 
provided. The out-of-range error messages are formed if detected and the signal is saturated to 
the correct range. 
After the signal has been converted and range-checked, the gradient of the change of a 
given parameter is monitored and evaluated. If the difference of two consequent values of a 
specific parameter is bigger than accepted, the gradient error message is sent. 
 
                                                 
4
 There is floating average filtration of the sensor input signal and supply compensation of the 
inputs. The unit conversion takes place before the signal enters the look-up conversion table 
where the processed inputs signal is converted into the value of a physical parameter. 
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4.2. The monitoring algorithm's system 
The monitoring algorithm itself consists of eight functionalities. Each of these 
functionalities has a different sample time requirement. The concept of base sample time and 
enabled subsystems was chosen. The input signals' monitoring functionality is modelled 
completely in Simulink.  
 
Fig.  8  The input signals processing top model scheme.
5
  
 
The decision of the design environment came from the nature of algorithms and from 
the way requirements have been received  most of them were in a form of flow charts 
according to the post-soviet standards. These flow charts are conceptually similar to the 
Stateflow principles. This is why cores of all functionalities are modelled with the use of 
Stateflow. 
                                                 
5
 Inputs of this part of the algorithm are the electrical signals of the engine's sensory system. The 
outputs are converted, validated and saturated signals in physical units in combination with error indication. 
   
 28 
 
Fig.  9  the example of the flow chart (left) and its corresponding Stateflow representation  
 
Each functionality comes with its own m-file containing the parameters needed for the 
subsystem to run properly. Each of these m-files contains the script which creates the 
structure of parameters. This structure enters the Stateflow as a bus. In case parameters are 
needed outside the Stateflow, they are defined separately. 
 
Fig. 10  An example of the m-file showing the script which creates the structure of 
parameters for the algorithm
6
.  
All functionality subsystems are then put into the top-level model. The same inputs are 
shared and there are logical rules applied to the outputs if they are formed in different 
functionality subsystems.  
                                                 
6
 It is necessary to generate .c and .h files for Stateflow to see this structure  
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Fig. 11  A part of the monitoring algorithm's top-level mode.
7
  
 
Fig. 12  The counter algorithm scheme and generated signals.  
The counter algorithm is used to provide signals enabling the subsystems with correct 
sample times. The subsystem on the left counts up to 40 and then starts from zero again. The 
counter value is then compared to the certain value. Having the base sample time of 40 Hz the 
enabling impulses were created to run on 1, 5 and 20 Hz. Enabling at the same moment was 
                                                 
7
 As can be seen in this figure, the enabled subsystems were used to implement specific functionalities 
On the right side there is a part of the output data processing part of the algorithm which will be shown below 
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prevented by shifting the enabling impulse by one sample. The processor computing load was 
therefore optimised. 
 
Fig.  13  An example of the engine monitoring functionality subsystem.
8
  
 
Fig.  14  A Stateflow diagram example.  
 
                                                 
8
 The core part in the middle is the Stateflow diagram, subsystems on some inputs and outputs 
take care of minor signal processing or logical signal validation. 
   
 31 
The Stateflow diagram is composed of transition lines and nodes. Several transition 
lines can lead to or from a node. There can be either conditions (to pass through a given line) 
to pass or an action to take when the algorithm passes through the transition line. The priority 
of transitions is also possible to set. There is a final node at the end of the Stateflow diagram. 
During one sample the algorithm goes through the whole diagram from the starting node to 
the end one. The results are sent further after it gets to the last node. During the next sample 
the whole diagram is processed again. 
 
Fig.  15  the scheme of the part of the model processing the output signal.
9
 
  
                                                 
9
 The outputs of the algorithm are supposed to be sent out by using the RS232 protocol. This 
protocol uses serial port to send bit packages. In this interpretation the 16 bit packages were 
used. In order to minimize the number of packages, data of boolean type and signals of lower 
dimensions were grouped into 16 bit packages. As can be seen in this figure, the signal is 
converted into unsigned integer first and then shifted bitwise. Then bitwise logical operator 
and is applied. Using this procedure several signals can be fit into one 16bit data package. 
Obviously to decode the message we need to interpret the package correctly. That is not a 
problem with the knowledge of how it was packed. 
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5. IMPLEMENTATION 
During the implementation part the module's algorithms are converted from Simulink 
model to target platform source code in C language. This can be done with the use of Matlab 
Coder and Simulink Coder toolboxes. There is also a possibility of using the Embedded 
Coder Toolbox to generate the entire code including scheduler and drivers for a specific 
microcontroller. This toolbox includes the set of blocks that provide the hardware interface in 
the model. 
The appearance and the behaviour of the final generated code is highly influenced by 
many factors such as the model architecture, settings and constructions, signal data types or 
the storage class definitions. Because the target code is highly model-dependent, it is 
necessary to use certain constructions and keep strict model-designing rules and standards. If 
we didn't keep them, the generated code would lack readability, apprehensibility, traceability 
to the source model and standard interface for connection with other code parts. [1] 
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Fig.  16  The generated code traceability example.
10
  
 
5.1. Model adjustments 
The rules and selection of structure for the design of the source-model for the 
generated C code are essential no matter what approach we are going to use for generating the 
code itself. The following aspects should be taken into account: 
                                                 
10
 The part of the Simulink model is transformed automatically into understandable C code. 
We can clearly see the source model blocks for each of the code parts.[1] 
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- The model should be composed of basic blocks with known functionality. It is 
important to understand that beneath every block in Simulink there is a code that 
provides the given block's functionality. The more complicated the blocks function 
is, the more complicated and harder it is to understand the code providing it. It is 
usually the effect of the tendency to fit in as many block options as possible. 
Generally, if we want the final generated code to be legible, traceable and 
certifiable, it is better to combine basic blocks to get the needed functionality than 
to use the ready-made block.  
- If it is possible, signals in the model should have unique standardized names. The 
reason for this is that the model's signals are represented as variables in the 
generated C code. If the signal does not have a name, it is inherited from the block 
the signal came from. It might not be a problem when we have a tiny system, but 
when it comes to something more complex the effect of naming the signals 
properly has a priceless effect on the apprehensibility of the C code.  
- There is a need to define the data types explicitly. The reason is that the variables 
and parameters with undefined data types are usually by default considered to be 
of double data type. This turns out to be ineffective in many cases. If needed, the 
storage class of signals and/or parameters can be defined. This can increase the 
legibility and apprehensibility and effectiveness of the code. 
- The model should be logically structured according to its functionalities. This will 
have an impact on the C code structure. Atomic subsystems should be used to 
group separate functionalities. This will provide us with functional blocks of 
generated code. 
- No implicit operations such as saturate on overflow should be used to ensure 
traceability. If such functionality is required it should be implemented in the 
design with the use of basic blocks. 
- Attention should be paid to the model's settings with the focus on optimisation and 
code generation.[1] 
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5.2. Code generation 
There are two basic approaches to code generation. One possibility is to use the 
Embedded Coder. In this case the code is generated as an entire system. It allows us to put the 
hardware interface into the model and connect it directly inside the model with the entire 
system. There is also a scheduler provided by the toolbox. Drivers are either inserted into the 
Matlab/Simulink project or included in the Embedded Coder toolbox. The disadvantage of 
this possibility might be the relatively difficult implementation and modification of drivers 
and schedule within the project. It is also difficult to properly insert the hand-written part of 
the code into the generated one. The control of what is going on on low level is also lost and 
the Matlab/Simulink settings possibilities are reduced. Also, the Embedded Coder supports 
only a limited set of microcontrollers. Among the advantages of such an approach is the ease 
of usage of the rapid control prototyping. Supported microcontrollers are supported well and 
the loading to the target can be easily done. 
The second approach is focused on separate task generation. Each task represents a 
separate functionality and is created with a standardized interface. The top level algorithms 
are generated and are embedded into a hand-written low level microcontroller interface 
containing drivers and a scheduler. This approach is inevitable in case the target hardware is 
not supported by the Embedded Coder or if non-standard drivers or scheduler are required. 
This approach gives us full control over the code and the unlimited ability to update or 
improve the code.[1] 
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6. INTEGRATION 
During the process of integration the generated C code is compiled and uploaded to 
the target platform. 
 
Fig.  17  TMS320F28335 Experimenter Kit [4] 
 
In this case, the TMS320F28335 Experimenter Kit was the target platform. The core 
of the kit is a TMS320F28335 Delfino Microcontroller integrated in a TMS320F28335 
controlCARD. This controlCARD is a small 9cmx2.5cm piece of hardware with a standard 
100  pin DIMM interface transmitting analog and digital I/O and JTAG signals. It also has 
an isolated RS-232 interface which will be later used for sending the processed data to other 
modules of the aircraft. The TMS320F28335 controlCARD has a standard 5V power supply.  
The kit itself is a very simple piece of hardware, which has a slot for the 
controlCARD, power supply, serial communication, JTAG slot, usb slot and the on/off 
switch. 
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7. TESTING 
First, each of the functionalities was modelled. These small models were then 
separately tested in Matlab/Simulink interface. The ability of the model to run was tested. At 
this point, phase bugs were detected and repaired. After all the subsystem functionalities were 
operational, they were put into one global model. Here data types consistency and model 
configuration bugs and errors are tested. After the model can be run as a whole, the 
experimental set of input signals is connected. These are designed to emulate different 
operative modes and situations which can occur during the flight and on-ground during the 
aircraft operation. Outputs of the algorithm were monitored and compared to the required 
results. Up to this point testing took place in the Simulink environment only. When the model 
functions look bugless, testing can carry on to the next phase. 
The C code was generated and loaded into the platform, then dSpace was connected. 
From now on HIL testing took place. The algorithms were loaded into the kit and dSpace 
provided the input signals. The outputs were received via serial port. 
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Fig.  18  The HIL testing setup 
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8. CONCLUSION 
In this thesis the whole process of the MBD applied on the design EMM has been 
described. The task to design the EMM was received from the costumer as a part of a FADEC 
development project in which the author's employer Unis company was involved. The 
requirements were received in the form of a technical assignment consisting of several 
documents, sets of charts definitions, diagrams and data sheets. These documents were 
analysed, misunderstandings and faults were cleared and fixed and the design process started.  
In my work I described the main idea of MBD, its main phases and advantages. I 
followed the whole process of development of the EMM. I started with requirements analysis, 
then the design of architecture of the system was described. Main modelling principles was 
presented as well as the preparation of the model for generation of C code. I went through the 
implementation process and showed the target platform into which the module was integrated. 
I also presented how the output data are processed in order to send them via RS232 protocol. I 
showed that testing took place at different levels of the MBD and adjustments to the 
algorithms were done at different stages. I described HIL testing principles and demonstrated 
its advantages.  
Unfortunately our hardware department had not finished the memory part of the 
hardware so I did not have a chance to test it. I will certainly do it as soon as it is ready. 
Overall, I think I was successful, I enjoyed working on this thesis and I am pleased it was a 
part of a real project. 
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