In this work the design and evaluation of the recognition performance of context dependentHidden Markov Models (HMMs) for the intervocalic voiced and unvoiced stops is described. The phoneme HMMs are context-dependent in order to account for coarticulatory effects. Continuous probability density functions are used for the out putvectors.
INTRODUCTION
The objective of acoustic phonetic recognition is the decoding of the continuous acoustic speech signal in a sequence of discrete units-like pho nemes-from which all words of a given vocabulary can be constructed.
High performance acoustic phonetic recognition is a difficult task, mainly because acoustical cor relatesof phonemes have a very high degree of variability. One of the main sources of this vari abilityis the coarticulatory effect, its consequences are that acoustic realization of a given phoneme differs depending on the phonetic environment in which it is produced, and a lack of clear boundaries between the acoustic segments corresponding to different phonemes. Speaker trained recognition experiments of the intervocalic realization of the stops /p, t, k, b, d, g/ embedded in nonsense fluent speech productions of VCVCVCV sequences were conducted in order to evaluate the effectiveness of the system to extract the phonetic information on a purely acoustic phoneticbasis.
The performance of the system was evaluated using phoneme models with different degrees of context dependence and alternatively including spectral dynamics and energy related parameters in the acoustical vectors.
SPEECH DATA AND SPEECH ANALYSIS

Acoustical Description of the Spanish Stops
The Argentine Spanish language presents three unvoiced stops /p, t, k/ and three voiced stops /b, d, g/. They are the most frequent consonant group in Spanish, with high frequency of occurrence in intervocalic position in fluent speech.
Each voiced stop has mainly two allophones, one is as stop and the other as approximant.4) The stop variant occurs at the utterance initial position or immediately after a nasal consonant, the approxi mantvariant is more frequent in all contexts.
The acoustical analysis of the unvoiced stop con sonantsshows that these sounds are characterized by a period of silence with total absence of acoustic energy, followed by a brief burst of noise and a rapid change in the formant frequencies of the following voiced sound.
The general articulatory process to produce the unvoiced stop consonants does not differ from production in other languages, the silent period corresponds to the time along which the occlusion of the vocal tract occurs, then an overpressure is sud denlyreleased and the articulators move apart toward the position corresponding to the next sound.
A systematic analysis of the acoustic charac teristicsof Spanish stop consonants5) showed that the duration of the silence is in average 80 ms for the unvoiced stops, they present a weaker burst than in English, the measurements of burst am plituderelative to the following vowel amplitude are for /k/. For a given unvoiced consonant the burst spectra and following formant transitions are main lydependent on the following vowel class, and their spectral characteristics do not differ from that found in other languages. Voicing starts immediately after the noise burst without any aspiration noise as it occurs in English for the unvoiced consonants, so, the formant transitions are similar to that of the voiced stops.
On the other hand, the voiced stop sounds, particularly in intervocalic position, are realized as approximants in a high percentage, 6) they show no signs of burst and a weak evidence of consonant release, moreover, their acoustical realization ap pearsas a slight acoustic variation of the transition between two particular vowels.
To produce these consonants the articulators do not force a total closure of the vocal tract, instead, they reach a variable degree of closeness, generally the articulation is so relaxed that a turbulent airstream is not produced.
The realization of the intervocalic voiced stops shows a variable energy dip associated to the occlu sion,its duration is in average 50ms and the am plitudeof its depth ranges from -5 dB up to -25 dB, depending on the degree of relaxation at the partial closure. Voicing is present all along the acoustical realization of the voiced consonants, al thoughin some cases, the consonant /g/ shows simultaneously a perceptible level of frication noise when it is produced in context with high vowels, becoming in this case a voiced fricative.
The acoustic correlates of the coarticulation of the voiced stops in intervocalic position follow approxi matelythe typical formant patterns obtained by Ohman 7) for Swedish and American English. The formant pattern of each VC transition from an initial vowel into a stop consonant, being different for each VC combination, also depends, at a smaller degree, on the transconsonantal vowel. Similarly the CV transition into a final vowel depends mainly on the following vowel and, at a smaller degree, also depends on the vowel preceding the stop.
Speech Data
As this work attempts to optimize models for the intervocalic stops, rather specialized speech data was used in order to produce a balanced corpus of stops. It was directed to evaluate the recognition performance only in a purely acoustic-phonetic basis. The six stops/p, t, k, b, d, g/ were produced embedded in an intervocalic context; the context vowels used for these experiments were all the dif ferentcombinations of /a, i, u/, providing 9 different vocalic contexts for each consonant.
In order to obtain continuous speech utterances of these sounds three different consonants were pro ducedembedded in a VCVCVCV sequence; they were nonsense but compatible with the phonotactic structure of the Spanish language.
A balanced corpus was formed in which every consonant appears evenly in every context and with different degrees of stress. Each speaker produced a total of 1,296 stops in 432 VCVCVCV utterances, they were instructed to produce the sequences in a natural way, the resulting speaking rate was variable between medium to fast.
Each half of the total corpus for each speaker was recorded in different sessions spaced two weeks apart. The speech data was produced by two male Argentine speakers from Buenos Aires.
Speech Analysis
The speech samples analysed in these experiments were recorded in a low noise room, low pass filtered to 5kHz and digitized to 16 bits at a sampl ingfrequency of 10kHz. Each utterance was preceded and followed by short segments of background noise. Pre-emphasis was accomplished by means of a first difference filter.
Linear prediction spectrum analysis was performed using the autocorrelation method with a 25.6ms. Hamming window spaced every 10ms. The linear predictor order p was set to 14 according to a pre liminarystudy in which LPC spectral sequences were obtained from a set of intervocalic voiced stops, it was appreciated with that lower orders some formant transitions near the partial closure were fused with adjacent formants. As basic features to be used for the recognition, p cepstral coefficients Spectral dynamics parameters, as proposed by Furui, 9) were alternatively computed, increasing the number of acoustical features characterizing each time frame.
The cepstral change Dt (k) was obtain edas the difference between cepstral vectors in the following and preceding frames.
Short-time energy expressed in dB was also obtained, and a measure of energy dynamics was computed as the difference between log-energy values for the same frames.
In the course of the experimentation referred to in section 5 it was considered that an additional parameter related with the absolute value of the energy could be useful to eliminate certain recogni tionerros (mainly insertions and deletions).
It was considered that schemes of normalization of speech level using its maximum and/or minimum, as are used in word based recognition systems,") will not be effective in a phoneme based recognition system due to the high variability of the log-energy contour of each phoneme depending on the stress pattern of the utterances in which they are embedded.
To tackle with this problem a new procedure for using energy was devised; the goal of the proposed strategy was to remove the slowly varying trend in the log-energy contour produced by the stress pattern of the utterance but preserving the log energychanges within the time span of a syllable.
After some preliminary experimentation the following normalization scheme was adopted:
A copy of the log-energy contour of every utter ancewas heavily smoothed by 60 passes through a zero phase MA filter with weights 0.25, 0.5 and 0.25; a light smoothing of 5 passes through the same filter was applied to the original log-energy contour and then the difference between the light and the heavily smoothed contours was obtained; after filtering, the resulting contour was normalized sub stractingits peak value from the whole contour, this last step was necessary to achieve a similar level in the vowel sounds independently of the depth of the energy dips corresponding to the consonants. The value of this processed log-energy contour for each time frame was an additional acoustic feature that proved to be useful in the recognition stage.
In Fig. 1 the original and processed log-energy contours of an utterance are shown, it is possible to appreciate that values corresponding to vocalic or consonantal segments are more consistent in the processed contour.
In the following we refer to an acoustic vector Y (t) as either a vector formed by the cepstral coeffi cientsand the amplitude change parameter, and optionally, the cepstral change coefficients, and the filtered and normalized energy parameter, for time t.
SPEECH MODELING
Model Definition
The model definition and initialization was guided by prior knowledge from some aspects of acoustics, perception and preliminary automatic recognition experiments of the spanish stops.
It is a well stated fact that some phonemes are cued by brief, subtle and context dependent acoustic features, while others are cued by longer, stronger, and more context independent ones, typical examples of both classes are occlusive consonants and vowels respectively.
Perceptual experiments 5, 11) with synthetic speech have shown that the perceptual system in its recogni tionprocess matches these acoustic characteristics, since its sensitivity to spectral variations is different depending on the phonetic category which is rec ognized.For instance, a formant shift in a long steady state vowel is usually irrelevant in the sense that it do not produce any change in the perceived phonetic category, on the other hand, smaller changes in the realization of some portions of an occlusive consonant will probably change the perceived category. Also, a preliminary automatic recognition ex perimentof these sounds carried on in the framework of Dynamic Time Warping (DTW) tech niques 12)suggested that a significant improvement in recognition performance could be achieved by weighting more the differences between test and reference patterns along the temporal portions corresponding to the bursts and transitions between consonants and vowels, while reducing the weight of perceptually unimportant variations in the long sequence of vowel spectra following the more brief consonantal segments.
Further experimentation 13) have shown that both VC and CV transitional segments contribute simi larlyto the recognition of the intervocalic voiced stops while CV transition is more relevant than VC transition for the unvoiced stops.
It has been advocated 3) that if certain aspects of the speech signal are known to be perceptually salient, it would be a benefit to concentrate on pre servingthem in the speech representation used for recognition. Given that the fast changing spectra at the burst and following formant transitions are the most perceptually relevant and acoustically dis tinctivesegments cueing the unvoiced stops, and similarly, the vowel-to-consonant and consonant-tovowel transitional segments are relevant and dis tinctivefeatures cueing the voiced stops, a HMM structure for the whole set of stop consonants was proposed in which these relevant transitional seg mentswere represented explicitly in the phoneme models.
Because its dynamic nature a sequence of three states was defined as a sub-phoneme model for the VC and CV transitional portions, these states were not allowed to loop in order to model the relative temporal rigidity of the transitions, the number of states was chosen according to the duration of typical short formant transitions, its limited time span was also directed to produce a mapping of the transition models only over the acoustic segments where the most acoustically discriminative information lies. The consonant model was completed with a central state associated with the closure, it can loop allowing adaptation to different speaking rates. The result ingconsonant-in-context model structure was formed by the concatenation of the VC transition, the central state, and the CV transition, resulting in a seven state left-to-right 14) HMM.
Regarding the vowels, only one state was associat edwith every vocalic sound, they are allowed to loop in order to characterize the rather long vowel segments.
Two types of context dependency were proposed, in the first one, for a given consonant, different models for the VC transition and the central state are defined depending on its left-context vowel, similarly, different CV transition models are defined depending on its right-context vowel. This kind of models will be referred to as diphone-dependent models (DDMs).
For the second type of context-dependency, different models for each consonant in each one of the different phonetic environments, as determined by the context of both, preceding and following, vowels in which the consonant is embedded, are defined. These models will be referred to as triphone dependent models (TDMs).
On the other hand, given the fact that quasi stableportions of vowels are slightly affected by adjacent consonants the models corresponding to the vowels were defined context-free and formed with one loop state.
The difference between classical diphone or triphone units and the proposed DDMs or TDMs is that the information corresponding to the rather stationary and context independent vowel nucleus is not dispersed among various diphone or triphone models, instead, the consonant models include only the transitions to and from the vowels.
A desired consequence of these structures is that the PDFs corresponding to vowels states absorb rather great acoustic variability, and it is expected that small spectral changes probably will not pro ducedchanges in classification, on the other hand, because it limited time span and context, the non loop state sequence associated with the transitions absorb a smaller acoustic variability, consequently, small spectral changes along these acoustic segments could produce differences in classification. This characteristic of the proposed model structures agrees well with the above mentioned perceptual and ASR experiments.
Additionally, context-independent models (CIMs) for the consonants, with the same structure of seven states, were implemented in order to evaluate the improvement in performance when using the con text-dependent ones.
In order to effect the recognition process in a For the CIMs an equiprobable transition from each vowel model to the first state of every consonant model was defined, and similarly an equiprobable transition was defined from the last state of every consonant model to each vowel model. Associated with each model state, we defined a single Gaussian multivariate probability density function (PDF) with a diagonal covariance matrix. The use of continuous probability density functions for the output acoustical vectors, although more expensive in terms of computation and storage than the vector quantization approach, has been proved to produce better recognition results. 10)
Initial Training
The initial training phase consisted of getting the initial values for the parameters of the models, i.e. means and variances for the PDFs and the state transition probabilities.
An essential feature of the acoustical modeling proposed here is the effective association of the non-loop states referred to above with the VC and CV transitions of the intervocalic consonants. Its objective is that these model states focus on the most acoustically discriminative acoustic segments.
The initialization stage for phoneme HMMs is usually a very time consuming task, based in most of the cases in careful hand labeling of the speech waveforms which is difficult to achieve consistently, this is particularly more critical for the voiced stops because their realization as approximants do not show clear boundaries. To overcome these prob lems,in this work an automatic segmentation pro cedurewas devised in order to locate precisely the spectra corresponding to the VC or CV transitions (or bursts-plus-transitions in the case of the unvoiced stops) of each intervocalic consonant.
The proposed scheme consisted of two steps, in the first, a dip detector was used to locate the rela tivemaxima and minima in the lightly smoothed log-energy contour, the minima between two maxima were defined as candidate dips, then, the amplitude of each dip was defined as the average of the dif ferencesbetween the amplitudes of each minimum and the surrounding maxima, then, the three greatest dips of each VCVCVCV utterance were selected and assumed as corresponding to the consonantal seg ments.
In the second step, for every detected dip, the points of maximum-positive and negative-slope of the log-energy between the minima and the surrounding maxima were located. These points were used as anchor points where the middle state of the corresponding sub-phoneme model of each transition was tied, with the exception of the CV transition of the unvoiced stops where the anchor point was tied to the first state of the subphoneme model. In this way the non-loop states of the models were "locked" at the bursts and essential spectral transitions.
The consonant spectra between the two transitions were associated with the looping central state of the corresponding consonant models. On the other hand, vowel spectra between transitions were as sociatedwith a unique state for each vowel class.
Monitoring in a graphic display the segmentation process, no errors were found over the whole data base. From this segmentation and the phonetic transcription of every VCVCVCV sequence the corresponding models were trained according to the different degree of context-dependence.
In order to obtain the initial parameter estimates, the data from each speaker were split in two halves. From each half, maximum likelihood estimates of the means and variances of the acoustical vectors were obtained along the speech portions associated, by the previous segmentation, with each state of each model. The transition probabilities were estimated by a counting process over the state se quences.
For each data half and for each speaker, our training material included 36 occurrences of each sub-phoneme diphone unit used for the DDMs, 12 occurrences of each triphone unit used for the TDMs and 108 occurrences of each consonant for the CIMs.
Given the sensitivity of continuous density HMMs to the initialization of the mean of each PDF, 15) it was expected that the association of model states with acoustic events would be preserved in the optimization stage.
Model Optimization
The objective of the optimization stage is to im provethe parameters of the models in order to represent the speech training data with higher were Y (1:T) represents the sequence of T acoustical parameter vectors Y (t) from t=1 to t=T, that con stitutesthe training data. Assuming the formalism of HMMs (1) can be computed as where Q (1: T) is the path or sequence of hidden states in the HMM that produces the observed se quenceY (1:T), the sum is over all possible state sequences Q (1:T) of length T. The sum in (2) is now approximated in (3) by its maximum.
The double maximization problem can be ap proximatelysolved by the following iterative pro cedure.
Each iteration consists of two steps:in the first one, assuming some initial estimates of the model parameters Lo, the state sequence that maximizes (4) is computed.
This maximization is accomplished using the Viterbi algorithm 15)(outlined in the next section), from it, the optimal state sequence can be recovered, and then the sequence of training vectors is segmented or labeled by the association of each vector with a state of the HMM. In the second step the parameters of the phone models are reestimated from the labeled sequences of acoustic vectors, which corresponds to maximize (5), where Qo (1:T) represents the state sequence obtained in the previous step.
Assuming a Gaussian PDF associated with each state of the HMMs,(5) is reduced to the maxi mumlikelihood estimation of the means and covariances over all the acoustic vectors mapped, by the previous segmentation, to every state of each model. Also, by means of a counting process over the state sequence Qo (1:T) the state transition prob abilitiescan be estimated.
After one pass over all the training data the parameters of a new model are obtained, then the process is started again with the new model as initial condition.
Given that in every step of the iteration the likeli hood evaluated at the current Lo and Qo (1:T) is increas ing(or at least equal) to the likelihood evaluated at the previous Lo and Qo (1:T), a maximum of (6) is eventually reached, which corresponds to reach a local maximum of an approximation to (1) .
In this implementation of the reestimation pro cedure,according to (4), the Viterbi algorithm was applied to each utterance using a left-to-right 25 state HMM formed by the concatenation of the corresponding phoneme models according to the phonetic transcription of each VCVCVCV sequence, from which the relevant context was also obtained.
The segmentation of every VCVCVCV utterance was informally monitored in a graphic display superimposed to the log-energy contour (Fig. 4) , it was appreciated that the mapping of the non-loop states over the VC and CV transitions and bursts was maintained along all the reestimation process when using the context dependent models, but some different mappings were appreciated in around 5% of the utterances when using the context independent models.
Starting from the models obtained in the initial training, the reestimation iteration was ended when the average relative difference between the means of the newly estimated model and the previous one was 0.0001.
The number of iterations was variable between 6 and 30 depending on the type of context dependence and the acoustic parameters used.
As an additional test of convergence, the logarithm of the quantity corresponding to (6) i.e. the joint log-likelihood of the speech data and the opti malstate sequence, was computed in each itera tion.It was obtained accumulating the log-like- The state sequence was obtained by the Viterbi algorithm using a leftto-right 25 state HMM, formed by the concatenation of the phone models corresponding to the utterance.
lihood of every utterance obtained from the Viterbi algorithm over all the data base. It was verified that this quantity was monotonically increasing in each iteration, asymptotically reaching a maximum at the end of the reestimation procedure.
SPEECH RECOGNITION
Continuous speech acoustic-phonetic decoding was accomplished finding the state sequence with maxi mumprobability in the above mentioned ergodic HMM. The initial and final states were assumed to be vowel states, accordingly to the use of models for intervocalic consonants.
The recognition process was accomplished using an efficient implementation of the Viterbi algorithm (VA), it computes the optimum segmentation (i.e. state sequence) over all the possible assignations of states to acoustic vectors allowed by the structure of the single ergodic HMM and the duration of every test utterance.
The VA can be outlined as follows:Let T the length of the test utterance, Bj (Y (t)) the likelihood of observing vector Y (t) when the current state is j, and Aij the probability of a transition to state j given that current state is i. N is the total number of states in the model, Pred (j) is the set of all states that are possible predecessors of state j; PI (j) is the initial probability for every state j, in this case PI was defined as 1/(number of vowels) for the vowel states, and 0 for the other states. FSS is the set of all possible final states, in this case it included only the vowel states.
Then, V(j, t) is defined as the maximum joint log-likelihood over all the partial state sequences ending in state j at time t, and the partial acoustic vector sequence Y (1:t), conditioned on the HMM with parameters L then, easily it can be shown that V (j, t) can be computed recursively for any t and any state j as for t=1 for j=1 to N for t=2 to T for j=1 to N then corresponds to the joint log-likelihood of the most probable state sequence and the acoustical vector input sequence. The optimal state sequence Q*(1:T) can be backtracked from the last state saving a pointer to the predecessor of each state j from time t=2 to T, as follows:
starting with for t=T-1 to t=1
A label was associated also with every state of the model to allow the recovery of the phoneme sequence from the state sequence. The number of states N was 129 using the diphone dependent models, 381 using the triphone dependent models and 45 for the context independent models. A scoring algorithm was developed that, first obtain the optimal match between the reference and decoded phoneme sequence, and then detects the substitution, deletion and insertion errors. In all the recognition experiments the speech data were split in two halves ; one was used as training set and the other as test set. This process was then repeated interchanging the speech data between training and test sets. The scores were averaged among these runs.
EXPERIMENTAL RESULTS
The system was trained and recognition experi mentswere conducted in a speaker dependent manner using the two types of context-dependent models and the context-independent one, and three different combinations of acoustic features in the acoustic vectors. In Table 1 and Table 2 the results for each speaker are presented respectively, the features used in the acoustical vectors are denoted as follows, Bf corresponds to the basic features composed of cepstrum coefficients and energy dynamics, D corresponds to the addition of cepstral dynamics features, and E corresponds to the addition of filtered and peak normalized log-energy.
The recognition rate was computed as:
Rec Table 1 Recognition results for Sp. 1 over a total of 1,296 consonants in 432 VCVCVCV utterances.
Bf corresponds to the basic features composed of cepstrum coefficients and log-energy dynamics, D corresponds to the addition of cepstral dynamics, and E corresponds to the addition of filtered and normalized log-energy.
Diphone-dependent VC+CV transition model, vowel context independent.
Triphone-dependent consonant model, vowel context independent.
Context independent consonant and vowel models. Triphone-dependent consonant model, vowel context independent.
Context independent consonant and vowel models.
performed similarly. The distribution of errors using DDMs or TDMs is quite different. Both were clearly superior than the context independent models. The use of spectral dynamic parameters (Bf, D) produced a systematic improvement of the recogni tionperformance over all the consonants for the two speakers. A significant improvement was also achieved including the proposed parameter of filtered and normalized log-energy (Bf, D, E).
A very high recognition rate was obtained for the unvoiced stops using DDMs and TDMs; the best results were, on average, 100% for Sp.1 and 99.4% for Sp. 2.
The voiced stops have different distribution of errors depending on the type of context-dependent model, for the DDMs in the best condition the recognition performance was quite high for /b/ and /d/(on average, 99.5% for Sp.1 and 94.4% for Sp. 2) but, comparatively, very poor for /g/(86.6 for Sp.1 and 73.1 for Sp.2). A detailed inspection of errors showed that most occurred in the context given by vowel /u/ following the consonant, the most frequent error was the substitution of /g/ recognized as /b/; it is worth to note that this is a frequently observed human recognition error in spanish.
Using the TDMs, although theoretically the acoustical modeling is more precise, the average performance for /b/ and /d/ was lower than using DDM, this might be attributed to the lack of suffi cienttraining data, since the number of training samples for each triphone unit was a third than that for diphone units, nevertheless, the scores for the consonant /g/ were better than using DDMs. This suggest that a higher performance could be achieved with the triphone-dependent models if more data were available to train them.
Regarding the different types of errors, in most of the cases the insertions and deletions corresponded to voiced consonants embedded in vowels of the same class, the highest percentage of them cor respondedto the consonant /9/. The substitution errors occurred mainly between consonants with the same manner of articulation using DDMs and CIMs, on the other hand using the TDMs a high percentage of the substitutions corresponded to errors in the recognition of the manner but the place of articulation was correctly recognized.
DISCUSSION
This has been a first step to the continuous rec ognitionof Spanish sounds, many improvements remain to be done, the extension of the system to the recognition of all the Spanish sounds seems possible by augmenting the number of phone models while, at the same time, restricting the allowable sequences according to the phonotactic constraints of the language. The evaluation of the system in speaker independent mode and the inclusion of better durational models are also planned.
The Argentine Spanish intervocalic voiced stops seem to be quite more difficult to recognize than the unvoiced stops, probably, this is a consequence of their production as approximants instead of as stops, as in most languages. The approximants have an inherent less precise articulation than the stops, consequently, their acoustical correlates have greater acoustic variability and the coarticulatory effect is also stronger.
The high performance achieved in the recognition of /p, t, k/ using the DDMs suggests that this struc turefits well to these sounds, for /b/ and /d/ the best performance was also achieved with the DDMs, but for the consonant /g/ a more elaborated model as the TDM represents better its very coarticulated acoustical realization, although, more training data seems necessary for a competitive evaluation of tri phone-dependent models.
The proposed energy parameter obtained by filtering out the prosodic information of the logenergy contour resulted a useful feature for the recognition at the acoustic-phonetic level.
CONCLUSIONS
The definition of a set of statistical phoneme models guided by speech specific knowledge for the recognition of the intervocalic Spanish stops has been presented.
Main features of the proposed models are their structure, context dependence and training proce durethat determined the focussing of states over acoustical segments where distinctive features like transitions and bursts lie.
High performance has been obtained in a task of acoustic-phonetic recognition of continuous VCVCVCV utterances by means of an ergodic HMM formed by the linking of context-dependent phoneme models according to the phonotactically valid transitions.
The best performance has been achieved with diphone-dependent models for all intervocalic stops except /g/, for this sound triphone-dependent models performed better.
The use of cepstral dynamics parameters and a filtered and normalized log-energy parameter, proved to add useful features for the recognition of these consonants, which resulted in a significant reduction of the error rate.
