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POLINOMIOS ORTOGONALES RELACIONADOS CON
PROBLEMAS ESPECTRALES
por
JAIRO CHARRIS CASTANEDA,· GUSTAVO SALAS Y VICTORIA SILVA
ABSTRACT. Some Systems of orthogonal polynomials related
to the Chebichev polynomials and to spectral problems are
considered. One of the systems presents embedded eigenval-
ues. Their orthogonality measures an their spectra are de-
scribed in detail. Basic material is explained.
SUMARIO. Se consideran tres sistemas de polinomios ortogo-
nales relacionados con los polinomios de Chebichev y con
ciertos problemas espectrales. Uno de tales sistemas presenta
val ores propios interiores al espectro. Las medidas de ortogo-
nalidad y los espectros de los tres sistemas se estudian en
detalle. Se describe el material basico necesario.
§l. INTRODUCCION. En [6], T.S. Chihara (v. tambien [5]) ha
estudiado el sistema de polinomios ortogonales {Sn (x) } definido
por las relaciones de recurrencia.
n ~ 0.(1.1)
y las condiciones iniciales
So(x) = 1. (1.2)
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Se supone que a, b > O.
Relaciones de recurrencia de la forma (1.1) han aparecido re-
cientemente en el estudio de di versos procesos en ffsico-quimica
(Slim [17], Wheeler [20]), y corresponden a tri-diagonalizaciones
del Hamiltoniano que describe el proceso (Broad [4]; Heller,
Yamani and Reinhardt [9], [l0]), con respecto a bases apropiadas
del espacio L 2. Los polinomios {Sn (x)} son el sistema ortogonal
asociado a la matriz de Jacobi resultante de tal diagonalizaci6n.
En este articulo estudiaremos dos sistemas {P n(x)} y {Q n(x)} re-
sultantes de cambios en las condiciones iniciales de {Sn (x)}. Asf ,
{P n (x)} sera el sistema determinado por (1.1) para n ~ I Y por las
condiciones iniciales
Po(x) = 1, c > 0 (1.3)
(n6tese que S 2 (x) = x2 - b) mientras que {Q n(x)} estara dado por
(1.1) para n ~ 1 Y por
~(x)=I, Ql(X) =x, ~(x) =cx2 - cb , c >0 (1.4)
Tales cambios corresponden a variaciones en el estado inicial del
proceso y representan la biisqueda de condiciones iniciales que
determinen la existencia de concentraciones espectrales, valores
propios sumergidos en el espectro continuo y polos de resonan-
cia. Permiten adem as estudiar en detalle, en un caso relativa-
mente simple, el efecto de perturbaciones de rango finito sobre
el espectro de un operador lineal autoadjunto, 10 cual constituye
su principal interes desde el punto de vista matematico.
Si bien los fen6menos esperados no se encontraron, los polino-
mios determinados por (1. 3) y (1.4) tiene algunas propiedades
interesantes. Las investigaciones en torno a ellos condujeron,
adernas, a un sistema {R n(x)} que si presenta caracterfsticas pe-
culiares (puntos de masa interiores al espectro) y que puede des-
cri birse, como {Sn (x)}, {P n(x)} y {Q n (x)}, en terminos de los poli-
nomios de Chebichev. Aunque ignoramos si tal sistema se rela-
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ciona con procesos ffsicos, ha motivado toda una serie de inves-
tigaciones sobre las perturbaciones que conducen a resultados
curiosos que esperamos presentar en un futuro pr6ximo.
En la secci6n NQ2 estudiaremos las nociones basicas relativas a
los polinomios ortogonales y las matrices de Jacobi. Aprove-
charemos la ocasi6n para mejorar y completar algunos resulta-
dos de [5]. En la Secci6n NQ3 revisaremos brevemente las propie-
dades necesarias de los polinomios de Chebichev. Las Secciones
NQ4 y NQ5 estaran dedicadas a los sistemas {P n(x)} y {Q n(x)}, y la
NQ6. a los {Rn(x)}.
EI presente articulo se origin6 en los resultados obtenidos por V.
Silva en su tesis de maestria y por G. Salas en su trabajo de espe-
cializaci6n, ambos dentro del Programa de Postgrado en Mate-
maticas de la Universidad Nacional de Colombia en Bogota.
Algunas de las ideas en que se basan fueron presentadas durante
el XIII Congreso Nacional de Matematicas, Bogota, Agosto de 1987,
Y una generalizaci6n del sistema descrito en el §6 fue presentado
por el primer autor en la primera conferencia Ruso-Americana
sobre teoria de la aproximaci6n, Tampa. Florida, marzo de 1990
§2. MATERIAL BASI CO. Un sistema de polinomios reales
{Pn(x)} es un sistema ortonormal (S.O.N.) si
1) Para todo n ~ 0, Pn(x) tiene grado n y su coeficiente de maximo
grado es positivo, kn, es positivo. Ademas, Po(x) = 1.
2) Existe una medida positiva u, soportada por el eje real, tal que
roo Pm(x) Pn(x)dll = ~n'
-00
m , n ~ 0 (2.1)
Se dice en tal caso que {p n (x)} es ortonormal con respecto allY
que Il es una medida de ortonormalidad de {Pn(x)}.
Si {Pn(x)} es un S.O.N., entonces {Pn(x)} es una -base (algebrai-
ca) del espacio lC[x] de los polinomios complejos. Esto implica que
existen mimeros reales an .b n, n ~ 0, unicos, tales que
37
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n ~ 1, (2.2)
y que
XPn(X) = bn+lPn+l(x) + anPn(x) + bnPn-l(x), n ~ 1, (2.3)
donde
(2.4)
De hecho, an' b n estan determinados por
n ~ 0, y se verifica ademas, a partir de (2.5) y con bO = 0, que
2 b2 2an + n + bn+ 1 n ~O. (2.6)
En general existen muchas medidas J.l para las cuales (2.1) sa-
tisface (v.[6], p.73). Sin embargo, si el soporte Suppu de J..l es aco-
tado, J..l es tinica, como se deduce del teorema de aproximaci6n de
Weierstrass (v.[5], p.99). La condici6n de acotaci6n del soporte
implica, en virtud de (2.5) y (2.6), que existe una constante M > 0
tal que
n ~O. (2.7)
Sup6ngase ahora que {Pn(x)} es el sistema de polinomios rea-
les dado por una relaci6n de recurrencia de la forma (2.3) con
condiciones iniciales (2.4). Sup6ngase adem as que (2.7) se satis-
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se denomina la matriz de Jacobi de {Pn(x)}, Sea L2( lC) el conjun-
to de las sucesiones complejas {xnln ~ O} tales que
(2.9)
Con el producto escalar
({Xn}, {Yn}) = L Xn Y n,
k=O
(2.10)
L2(lC) es un espacio de Hilbert.
Sea {enln ~O} la base canonica de L2(lC): en = (oon,oln. 0211,")'
n ~ O. El operador lineal L: L2(lC) ~ L2(lC), definido por
n ~ 0, (2.11)
y extensi6n lineal continua (suponemos que bO = 0, e -1 = 0), es un
operador autoadjunto acotado, con
IILII~M, (2.12)
y cuya matriz, con respecto a {e n }, es I. Se dice que L es el opera-
dor de Jacobi de {Pn(x)}, Y se verifica facilmente por inducci6n a
partir de (2.3) y (2.4) que
n~O (2.13)
Para todo n ~ 0, sean J 0 = 1, ..111= [aol,
aO bl 0 0 0
b 1 al b2 0 0 J = [J, OJI - (2.14)n- n 0 0'
0 0 b n-l an-l
A
donde In es infinita. Como se demuestra en [5], p.85, los valores
propios de In son las raices Xn1 <Xn2 < ... < xn,n de Pn(x), Y estan
todos en [-M,M]. Como In es simetrica, existe una matriz unitaria
Un tal que
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siendo ~(n) la k-esima columna de Un. Y
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0, -x < 'S'I1 '
k A
(2.22)Enx = I J.ln j1h i ' Xnk ~X<Xn,k+1, k ~ 1,
i=1
} x ~ xnn ,
Enx es una resoluci6n de la identidad, continua por la derecha
para in' asf que si es L n el operador de 12 (a:) cuya matriz de
Jacobi con respecto a {en} es in entonces
(2.23)
Sea an(X) = (E nxeo; eo). EI principio de selecci6n de Helly ([6],
p.53) permite escoger una subsucesi6n {and de (an} la cual es
puntualmente convergente hacia una funci6n a: IR ~ IR. La fun-
ci6n a es no-decreciente y, sustituyendola por la a( y) =
limE~o+a(Y+E), si es necesario, se puede suponer que a es conti-
nua por la derecha. Es facil verificar (v.[5], p. 109) que, bajo las
hip6tesis (2.7), la medida u , definida para toda funci6n continua
con soporte compacto por
J/df..l = f/ (x)da(x) ,
-00 --00
(2.24)
(donde la integral de la derecha es una integral usual de Rie-
mann-Stieljes) tiene soporte SUPPf..lcontenido en [-M ,M]. (Obser-
vese que a es constante fuera de [-M,M] y que (v.[6], p.54)
(2.25)
para toda funci6n continua f sobre IR).
. Como se demuestra en [5], p.108, si k + j < n entonces
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Por 10 tanto,
r~k (t) P/ t) d ~
- 00
!i m r~k (t)p /t)dOni(t) = Okj. (2.27)
l~oo -00
Entonces {P n(x)} es un S.O.N., con medida de ortogonalidad ~.
cuyo soporte esta contenido en [-M, M] .
Por otra parte (v.[5], p.lll), si {Pn *(x)} es el sistema de poli-
nomios reales definido como {Pn(x)} por (2.3) para n e: 1 pero con
las condiciones iniciales
po(x) =0, p~(x) =1/bl' (2.28)
entonces









La relaci6n (2.30) fue establecida en [5], p.Ll l , y es todo 10 que se
necesita usualmente en las aplicaciones. Demostraremos, sin
embargo, que, en realidad,
lim
n~
= roo d~(t) ,
-00 x - t
x ~ [-M,M], (2.31)
y que la convergencia es uniforme en compactos de Ie - [ -M ,M] .
Esta demostraci6n fue omitida en [5].
La relaci6n (2.31) se conoce como el Teorema de Markov y se
demuestra usual mente recurriendo a la teorfa de las fracciones
continuas. La demostraci6n que sigue, basada, con algunas co-
rrecciones, en ideas producidas por M.E.H. Ismail en [11], es,
esencialmente, analftico-funcional.
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En primer lugar, es importante observar la siguiente relacion,
conocida como la identidad de Abel (v.[5], p.83):
bn +1 ~n (X)P~+1 (x) - P n+l (x)p~ (X)] = 1, n ~ O. (2.32)
La relaci6n (2.32) se verifica facilmente por inducci6n a partir





Z i!: [-M,M]. (2.33)
Pn (z)P n +1(z) ,
1
Ahora, el desarrollo en serie de Laurent en la corona Izi > M del
miembro de la derecha en (2.33) comienza con C2n+rz-2n-1. Esto
implica que los coeficientes J.Lr), de zl), j = 0, 1,2, "', 2n, en los
desarrollos de Laurent de Pn*(z)/Pn(z) Y P*n+l(z)/Pn+l(z) en la
misma corona, coinciden:
J..l~n) = J..l~n+l), j = 0,1,···, 2n.
J J
(2.34)
Pero, de (2.29) se deduce que
p~(z) ~ roo .
= £.Jz-j-l tJdon(t),
P n(z) j~ -00
Izi >M , (2.35)
as! que
J..l~n) = r~jdOn(t), j =0, 1, ... ,2n
J -00
(2.36)
De (2.36) se concluye que
J+oo= P (t)d am (t) (2.37)
para todo polinomio p(x) cuyo grado sea s m+n. Esto implica que
para todo polinomio P (x).
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para todo polinomio p (x).
Volvamos ahora a (2.31). Sean K un compacta de a: -[ -M ,M] Y
ao < -M < M < bo tales que Kn[ao, bo] = 0. Como la funci6n lI(x-t)
es continua en K x [a(} boL dado e > 0 existe, en virtud del teorema
de aproximaci6n de Stone-Weirstrass (v.[21]), un polinomio
p(x, t), de grado, digamos; m , tal que
Sup 1_1_ - p(x,t) 1:5; e .
K x[Go' bol x - t
(2.39)
Se deduce que para xEK y k ~ n ~ m ,
Pn *(x) _ tod~t)




Como el segundo termino de la derecha es nulo se obtiene, de
(2.29), (2.37) y (2,39), que
Como el miembro de la derecha es :5; 2£ [cr(bo) - cr(ao)] cuando
n ~ 00, se deduce que el de la izquierda tiende a 0, uniformemente
en K, cuando n ~ 00 • Esto demuestra (2.31).
La funcion x(z) definida por
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n ---)00 Pn (z)
(2.40)
donde el Ifmite exista (10 cual ocurre si Z~ [-M ,MD, se denomina,
por buenas razones (v.[5], p. 105), la fracci6n continua de
{Pn(x)}. Los polinomios {Pn *( x)}, que juegan un papel importante
en la teorfa de los polinomios ortogonales, se denominan, por ra-
zones obvias, los polinomios numeradores del sistema {Pn(x)}.
Sea ahora Ey el operador de L2(1C) definido por
Eyek = j~ [CPk(t)~ (t)d~(t) h' k =0,1"" (2.41)
y extension lineal continua. Observese que Ey=O si 't <-M,Ey=I si
y ~ M. Es tambien facil verificar que limY-tJ..l.+IIEyx - EIlXII = 0 y
que E yEJ..I.= E (J., a = min {Y,Il}. En particular E y2 = Ey. Como
(E yek ;ej) = r Pk (t)Pj (t)dll(t),
- 00
(2.42)
se deduce, en particular, que
(2.43)




=bk+l r;k+l ('Y)Pj(y)dcr(y) + ak J+;k ('Y)Pj(y)dcr(y)
-~ -~
+00
+ b k t!,1k - 1(y) Pj (y) d cr(y)
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se concluye que {E 'Y I 'YE lR} es una resoluci6n de la identidad para
L, continua por la derecha, y que la medida espectral de L,
d(E'Ye 0; eo), es ~ (10 anterior constituye, en esencia, una demos-
traci6n del teorema espectral para los operadores de Jacobi).
Ahora, Suppu = C ~ uP~, donde C u , denominado el soporte con-
tinuo de u , es el conjunto de los puntos de incremento continuo
de 0, es decir, de los puntos 'YE lR en los cuales 0 es continua y 0 (Y1)
< o( 'Y2) si. 'Y1 < 'Y < Y2' Por otra parte, P u, denominado el soporte
puntual, es el conjunto, necesariamente enumerable, de puntos
de discontinuidad de 0, es decir, de los puntos 'YE lR tales que o(y)-
o(y-O) #- O. (Aquf,o(y-O) = \fmE -s o + o(y-£». Claramente
o(y)- o(y-O)= ~({y}), yEIR (2.46)
Por 10 tanto, ~({y}) #- 0 si y s610 si yE P ~.
Como se demuestra en [5], p. 96, el espectro o(L) de L coin-
cide con Suppu, 0 c(L), el espectro continuo de L, coincide con C I!'
Y 0 p(L), el espectro puntual, conjunto de los valores propios de L,
es PI!'
Por definici6n, una sucesion x = {xn I n ~ O} de mirneros
complejos es un vector propio de L para eI valor propio y si y s610
si x E L2«(), x#-O Y L(x) = y X. En virtud de la definici6n de L, esto
ultimo es equivalente a que
yx" = bTl + IX" +1 + asx; + b cx; -I, n ~ ° (2.4 7)
(don de bo = 0, X_I = 0), asf que
x" = xop ,,( y), n ~ ° (2.48)
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N6tese que ~ntonces Xo"# O. Por 10 tanto, y es un valor propio de L
si y s610 si I p~(y) < + 00.
n =0
Demostraremos ahora un resultado, general mente atri-
bufdo a Chebichev, el cual no se demostr6 en [5]. La dernostra-
ci6n se basa en el analisis funcional, y evita todo uso de la teorfa
de fracciones continuas, de las desigualdades de Chebichev y, en
general, de las tecnicas propias del problema de los momentos (v,
[1], [2], [16]).
TEOREMA 2.1. Un punto esui en P J1 si y solo si
(2.49)
En tal caso,




Demostraci6n. Como hemos dicho, yE PJl si Y solo si yes un valor
propio de L. Por 10 tanto, yE P Jl asegura que (2.49) se satisface.
Recfprocamente, si (2.49) se satisface, {Pn(y)1 n ~ O} es un vector
propio de L, como se deduce de (2.3), y yE PJl. Observese que (2.48)
implica, en particular, que el subespacio N y(L) de L2(C) generado
por los vectores propios de L para y, es decir, Ker(L - yl), tiene
dimensi6n uno, y que {p n (y)} es una base. Escribamos x y =
{Pn(y)}. Es facil ver ([21], p.309) que limE~o+EY-E x y existe para
todo x E L2 (C) (en el sentido de la norma). Escribiremos E y-O x =
limE-+o+EY-E x y E y-O asf definida es una proyecci6n ortogonal tal
que E JlE y-O = E y-OE Jl = E Jl si /1< y, E y-OE Jl = E y-O si y $; /1. Se tiene
(v.[21], p.319) que (EyEy-O) x = x para todo vector propio x para
y. En particular, (Ey-EyO) x t = x y, de 10 cual se obtiene que
00
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Por otra parte, Eyp (L) = p(L)Ey para todo polinomio p(x) (v.[21],





Y ek = pk(L)eo, (2.13) permite concluir que
(Y -. -> 00 (y




o( y) - o( Y - 0) = ~({ Y }) 1 (2.57)
Esto demuestra el teorema. C
Sea {P n(x)} un sistema de polinomios que satisface la relaci6n de
recurrencia
Pn+1 (x) = (Anx + Bn)Pn(x) - GzPn-1 (x), n ~ 1, (2.58)
donde An, Bn son mimeros reales, y las condiciones iniciales
(2.59)
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Sup6ngase que




k n = Aol An CI" ,Cn = n (AkCk+ 1)1 Ae + 1 > 0,
k=O
(2,61)
y se verifica inmediatamente que el sistema de polinomios
Pn (x) = Pn (x)/..{k; , n ~ 0 (2-62)
satisface la relaci6n de recurrencia (2.3) y las condiciones ini-
ciales (2.4), con
an =-Bn/An• bn+l =JCn+l/AnAn+l , n ~O (2.63)
{Pn(x)} es, por 10 tanto, un S.O.N. con respecto a una medida u, (la
cual tendra soporte acotado si (2.7) se satisface). Entonces,
fooPm(X)Pn(x)dj..t= knomn; m , n ~O
_ 00
(2.64)
Se dice que {P n (x)} es un sistema ortogonal de polinomios
(S.O.G.) con respecto a j..t y que j..t es una medida de ortogonalidad
para {P n(x) } .
Los polinomios numeradores {Pn*(x)} de {P n(x)} se definen
mediante (2.58) para n ~ I, con
(2.65)
Se verifica que









z II [-M,M]. (2.67)
Si j..t es una medida con soporte compacto en IR,
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~(z ) = ..!:- roo d Jl( t), z ~ sup p ~
2m _00 z - t
(2.68)
es una funci6n analftica de z, denominada la transformada de
Cauchy-Stieltjes de u. La medida Jl puede recuperarse, a partir de
i!(z), mediante la formula de inversion de Stieltjes (v.[5], p.112;
[4], [12]):
valida para toda funci6n continua f en IR. Si
O'(y) = r d Jl (2.70)
es la funcion de distribucion de u, entonces
(2.71)
,
De (2.31) se deduce que si Jl es la medida de ortogonalidad de
{Pn(x)} entonces X(z) = -21tii!(z), z ~ [-M,M],
(i(X)dJl(X) = lim _1-roo{X(X-ie)-X(X+ie)}r(X)dX, (2.72)
-00 £~+ 21ti -00
y
0'( y) = lim _1_J'Y {X(x -i e) - X(x +i e) }dx .
£ ----)0 + 21ti -00 (2.73)
NOT A 2.1. Sean
X£(x) = X(x -i e ; -X(x +ie) (2.74)
y
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jij (x) ::: _1_ lim Xix)
21ti E ~o+
(2.75)
en los puntos donde el lfmite exista. Claramente ~(x)::: 0 si
XE [-M ,M]. Sup6ngase que ~(x) existe en casi todo punto de un
intervalo acotado [a,b] y que IXE(x)1 :5; C ::: c(a,b) para casi todo XE
[a,b] y todo e :5; to(a,b). Del teorema de convergencia de Lebesgue




para toda funci6n continua con soporte compacto en (a, b). Mas
generalmente, si 1 es un intervalo abierto en el cual ~(x) existe
para casi todo x E I, Y si para todo subintervalo cerrado [a ,b] de /
es posible escoger c(a ,b) y toea ,b) como arriba, entonces ~ es
integrable en / y (2.76) vale para toda funci6n continua con so-
porte compacto contenido en I. En efecto, si [a ,b] r:;;,/ entonces
~(x) ~ 0 para casi todo XE [a ,b]; si no, serfa posible encontrar un
subconjunto compacto K de [a,b], de medida de Lebesgue positiva,
tal que ~(x) < 0 para XE K; pero entonces, de 10 anterior,
J.1(K) ::: rooC(X)~ (x )dx < 0 ,
-00
(2.77)
donde C (x) denota la funci6n caracteristica de K; esto es absurdo.
Como es posible escoger una sucesi6n {fn} de funciones conti-
nuas tales que 0 :5; fn(x) :5; In + 1 (x) :5; 1 para todo XE I, que el
soporte de In sea un subintervalo cerrado de I , y que In (x) ~ 1,
XE I, se deduce, del Teorema de Levi ([15], p.32), que
asf que ~ es integrable, con
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Observese que el argumento anterior no exige que existan c.
EO> 0, tales que IXE(x)1 ~ c si XE lyE ~ Eo.
Bajo las circunstancias anteriores se con~uye que In P11 = cI>
y, si ~(x) > 0 para casi todo XE I, que I k:CIl. Si I = (-M ,M) entonces
~(x)dx es la parte absolutamente continua de u. Si ~(x) > 0 para
casi todo XE(-M ,M) y J..l({±M}) = 0, entonces C 11 = Suppu = [-M ,M].
EI conjunto D 11 de los puntos aislados de Suppu se denomina el
soporte discreto de J..l. Es claro que D 11 k: P 1.1' EI siguiente criterio
es util para determinar si un punto 't esta en D 11' Y el valor J..l( {y} ).
Para su demostraci6n, vease [5], p.114.
TEOREMA 2.2. Un punto r esta DJ1 en si y solo si es un polo
simple de X(z). En tal caso,
J..l({y}) = Res(X,y). (2.78)
DEFINICION 2.1. Un punto de masa de J..linterior a Suppu se
denomina un punto de masa sumergido.
Si y es un punto de masa sumergido de u , yE P Il-D 11' Si L es un ope-
rador de Jacobi de {Pn(x)} entonces y E :L) y y E op(L).
Los polinomios numeradores {P /(x)} de (P n(x)} cumplen otro
oficio importante. En efecto, cualquier sistema de polinomios
{Q n(x)} que satisfaga (2.58) para n s: I puede escribirse en Ia
forma
Qn(X) = AP n(x) + BP n"(r), n e 0 (2.79)
con
A = QO(x), (2.80)
Si (Qn(x)} satisface (2.58) para n ;?: 0 (con Co arbitrario) entonces
B = 0; y si adem as Q o(x) = 1, entonces Q n(x) = P 1/(x), 1/;?: O. La re-
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laci6n (2.79) resulta del hecho de que {P n(x)} Y {P /(x)} forman
un sistema linealmente independiente de soluciones de (2.58),
como se deduce de la relaci6n
(2.81)
= AoCI' .. Cn, n ~ 0
otra de las formas de la identidad de Abel (v. (2.32».
§3. LOS POLINOMIOS DE CHEBICHEV Estableceremos ahora
f6rmulas para las fracciones continuas de los polinomios de
Chebichev que seran utiles en el futuro. A pesar de que existe
una extensa bibliograffa sobre los polinomios de Chebichev, ra-
ramente se dan estas f6rmulas explfcitamente. Introduciremos,
tambien, algunas funciones especiales que necesitaremos en las
pr6ximas secciones.
Los polinomios de Chebichev se primera clase {Tn (x) } estan
dados por la relaci6n de recurrencia
n~O (3.1)
y las condiciones iniciales
To(x) = I, (3.2)
Los de segunda clase, {U n (x) }, por
2xUn(x) = Un+l(x) + Un_l(x), n ~ 0,
Uo(x) = 1, UI(x)= 2x. (3.3)
Observese que
Tn"(x) = U n-I(x), n~O (3.4)
(es costumbre suponer que P _n(x) = 0, n ~ 1, en cualquier sistema
ortogonal {P n(x)}). Por otra parte,
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n e O. (3.5)
En la determinacion de las fracciones continuas de {Tn (x)} y
{ Un (x)} usaremos el siguiente resultado:
LEMA 3.1. (Darboux). Sean/(z) = Inoo=oanzn, g(z) = Inoo=oanzn, y
sup ong ase que /(x) y g(x) tienen radio de convergencia
o < R < +00, Y que h(z) = /(z) - g(z) es continua en {z : Izi ::;;R } .
Entonces
(3.6)
Una demostraci6n del Lema 3.1, consecuencia inmediata del
teorema de Riemann-Lebesgue, puede encontrarse en [5], p.116,
donde se dan referencias acerca de las diferentes extensiones y
multiples aplicaciones del denominado metoda de Darboux.
Como se verifica inmediatamente a partir de (3.1) y (3.2),
1 - z t





1 - 2z t +t 2 . (3.8)
Sean
1/2 J(z ± 1) = Iz ± 11 . e l/2Ar g(z ±l) , (3.9)
donde -1t < Arg(z ± 1) s x, y
( )
1/2 ( )1/2 ( )1/2
z2 - 1 = z + 1 z - 1 (3.10)
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( )
1/2
La funci6n z2 - 1 es evidentemente ana l It ic a para
z E ([ - ( -00,1], Y puede prolongarse analfticamente a ([ - [ -1,1] (pues











X 2 - 1 = i Y I - x2, -1:5: x :5:1, (3.12)
con




( )1/2 ()1/2a(z) = z + z2 - 1 , ~(z) = z - z2 - 1 , (3.14)
asf que a(z) + ~(z) = 2z, a(z)~(z) = l. Es claro adernas que
a(x) - ~x) = 2i[1 - x2, -1:5: x:5: 1, (3.15)
y que
lim a(x +ie) = a(x), lim J3(X-+ie) = I3(x), -1:5:x:5: 1, (3.16)
E-~O+ E~+
mientras que
lim a(x-ie)=~(x), lim J3(x-ie)=a(x), -1:5:X:5:1.(3.17)
E~O+ E~+
Se verifica tambien que 1~(z)l:5: la(z)l, con 1~(z)1 = la(z)1 si y solo si
ZE [-1,1], en cuyo caso la(z)1 = 1~(z)1 = 1. Las funciones a(z), ~(z)
son entonces analfticas en ([ - [-1,1] Y 1~(z)1 < la(z)1 para z en este
dominio.
Con a = a(z), ~ = ~(z), (3.7) puede escribirse
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fTn (z)tn = 1 - zt
n=O (t-a)(t-~)
(3.18)
Esta es una funci6n analftica de t para It I < I~I, y tiene en t = ~ un
polo simple. De la misma manera se concluye que (~_la-);/~_ ~) es
tambien analftica para It I < I~I y tiene en t = ~ un polo simple.
Como
h(z,t) = 1-zt
(t - a)(t -~)
1 - z ~ = az - 1
(~- a) (t - a)(~-a)( t - 13)
es continua para It I :5: I~I cuando z ~ [-1,1], Y
1 - z P = ~ f ~-n - 1i",
(~- a) (t - a) a - ~ n =0
se deduce que




1 - z ~ 1~nTn (z) ~ --r.t- . ~- , n ~oo, z ~ [-1,1].
a - ....
(3.20)
(La expresi6n an _bn, n ~ 00. significa que limn~oo an Ibn = 1).
Un argumento enteramente analogo demuestra que
~nUn(z) ~~.~-1, n ~oo, z~[-l,l].a- ....
(3.21)
Por 10 tanto, la fracci6n continua T (z) de {Tn (x)} es
T(z) = p(z)
1 - z~(z)
z ~ [-1,1]. (3.22)
Esta es una funci6n analitica de z para U [-1,1]. De la misma ma-
nera se verifica que la fracci6n continua U (z) de {U n(x)} es
U(z) = 2~(z), z ~ [-1,1], (3.23)
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y es analftica en lC-[-I,I].
N6tese que
. {V(x-ie)-V(x+ie)} {~.JI-x2'-1:S:X:S:I'
~(x) =/lm . = 1t
E~ 21t1 0, Ixl > 1,
(3.24)
es continua sobre IR.
Como IVE(x)1 = IV(x - ie) - V(x + ie)l:s: 40~ 1 + e2 si lxl s 1 y e :S: 1 (la
estimativa es burda), la medida de ortogonalidad Jl de {U n (x)} re-
sulta ser absolutamente continua, y esta dada por
dJ1(x) = '£. VI - x2 . C(x)dx, (3.25)
1C
donde C (x) es la funci6n caracterfstica del intervalo (-1,1). Ana-
logamente se comprueba que la parte absolutamente continua de
la me did a de ortogonalidad v de {T n(x)} es
1 . C(x)dx, (3.26)
1t VI - x2
Como Suppv ~ [-1,1], entonces Py ~ {±I}. Pero
t;(_1) = (-1f, T n (l) = 1, (3.27)
mientras que ko = 1, kn =~. Entonces Inoo=:J,)Tn2(±l)/kn es diver-
gente, asf que P y = ~ yves absolutamente continua.
Las relaciones de ortogonalidad para {T n(x)} y {U n(x)} son en-
tonces








rVn (x )Um (x)d Jl = Omn '
-00
m , n ~O. (3.29)
Por 10 tanto {V n(x)} es un S.O.N., pero {Tn(x)} no 10 es (el S.O.N.
correspondiente a {T n(x)} es to(x) = 1, tn(x) = {2 T n(x), n ~ 1).
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Relaciones trigonometric as elementales muestran, por otra
parte, que
T () l'Jo U. ( l'Jo) _ sen (n +1)9n coss = cosn o, n cOSu - ,
sen 9
0::;; 9::;; 1t. (3.30)
Un estudio detallado se los polinomios de Chebichev puede en-
contrarse en [13], [14], [18].
§4. EL SISTEMA {P n (x n. Consideraremos en esta secci6n el
sistema ortogonal definido por




Eliminando P 2n(X) Y P2n+2(X) de (4.1) se obtiene que




2wPn(x) = Pn + I(X) + P'; - I(X), n ~ 1, (4.5)
donde
w = w(x) = (4.6)
Por 10 tanto, de (2.78) y (3.5),
Pn(x) = AUn(w) + BUn. I(X). n ~ 0, (4.7)
y, puesto que Po(x) = x Y
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'" 3PI(X) = x - bex - ax,
c:
se obtiene, de (2.79), que
A = x, B = (l - e )b[;;b . x. (4.8)
Se deduce que
rr: n ~ (l-e)b ]
P2n+I(X)=(-vab)xlUn(W)+ -r;;; ,Un-I(W) , n ~O (4.9)
y mediante (3.3), (4.1) Y (4.9), que
P2"(X)=(YabrC[U"(W)+{V~b (l_~)X2 +a}U"-I(W)} .,0 (4.[0)





Observemos que para e = 1, es decir, para los polinomios
(Sn(x)}, (4.9) y (4.10) se reducen a
S2n+l(X) = (Vabrx Un(w), II~O,
(4.13 )
que coinciden con las expresiones dadas en [5], [6]. En cuanto a
'los polinomios numeradores Sn"(x), estos coinciden, evidente-
mente, con los P /(x), 11 ~ O. La fracci6n continua S (z) de. Ips po-
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•
S(z) = lim S2n(Z)
n~OOS2n(Z)
_z_. Un-l(W) _z_.[3(w)
lim fiii Un(w) ~ , (4.14)
n ~ 00 1+,,[jL. Un-l(W) 1+,,{{L.[3(w)
t» U,,(w) t»
como se estableci6 en [5].
De la misma manera se llega a que la fracci6n continua P (z)
del sistema {P n(x)} es
z--·j3(w)
p * (z) ~b
P(z) = lim 2n = -.Jab (4.15)
n ~oo P2 n (z ) C [1 + ~ ((l - c) z2 + a ). j3(w )]
-.Jab c
0, 10 que es 10 mismo,
*
P(z) = lim P2n+ 1(z)
n~oo P2n+I<z)
(4.16)
y un calculo simple muestra que
,
P(z) = S(z) ,
[
1 - c ]C 1+-c-'zS(z)
(4.17)
donde S(z) esta dado por (4.14). Esta es la forma mas conveniente
de P(z). Si
M =C,{; - fb, - I,{; - fb I) U (,,{; - fb 1,~ .n: (4.18)
P ( z) tiene un conjunto ~ontinuo de singularidades esenciales en
M y es analftica en ([ - M, excepto, tal vez, por polos simples, u-
bicados sobre el eje real. Como ademas el soporte de la medida de
ortogonalidad 1..1. de {Pn(x)} esta contenido en [-N,N], donde
N = max(fb,M) + r; (4.19)
se deduce que estos polos estaran colocados en uno de los interva-
los [-N, .s; -{b), (-I~ - {hi, I~~ - ~), (~ + {b, N] (observese
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que N ~ ~ + {b). N6tese que N = ~ + ...fb si e = 1, y, como se de-
muestra en [5], S (z) tiene, si a > b , y solo en tal caso, un polo
simple en z = O. Los polos de P (z), si alguno, estaran entonces
ubicado en z = 0 y en los puntos fuera de M donde se anula el de-
nominador D(z) de P(z) en (4.17):
D(z) = e + (l - e) zS( z) = O. (4.20)
Sea ahora
~(x) = lim {P(x - ie ) - P(x +ie)} (4.21)
E~+
en los puntos donde el limite exista. Claramente ~(x) = 0 para
x~ [-N ,N], y un calculo basado en las relaciones
lim _1_. {S(x -ie)-S(x +ie)} b .Jl- w2, x EM (4.22)
E~+ 2m' ~ -Lr l
y
lim +S(x - ie) = S(x),
E~O
lim +S(x + ie) = S(x),
E~O
validas para tales valores de x (v.[5]), muestra que
J1-w2~(x) = be2
1t,[;;b Ixl Ie + (1 - e)xS(x)12 '
X E M (4.23)
Como, de (4.22),
Im(e + (l - e)xS(x» = 2(e - l)bi:
xEM, (4.24)
se deduce que D(x) = e + (1 - e)x S(x) no se anula en este conjunto.
Por 10 tanto, ~(x) es continua en M. Por otra parte, D (±I ~ - fbi)
= 0 si a::l= bye = (...fb- ~ )/..Jb. En este caso, sin embargo, ID(x)12 =
(1 +w)F(x), donde F(±I~ -...fbI) = 2. Por 10 tanto, ~/M es con-
tinua en ±I~ - {hi. Si a = b, limx~O~(x) = 1/1t..J~, y ~/M es tam-
bien continua en O. Un raciocinio similar demuestra que ~ es
continua en ±(..J"""i+ {b), y e~ facil concluir, de 10 dicho en la Nota
2.1, que ~ es integrable en M y que
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f+OO +00t d ~ = f t (X) 0 (x ) dx
- 00 -00
(4.25)
para toda funcion continua I, con soporte compacta contenido en
M.
Se deduce que 0(x)C(x)dx, donde C(x) es la funcion caracteris-
tica de M, es la componente absolutamente continua de ~. Ade-
mas, puesto que 0(X) > 0 en M, se deduce que M ~ C I!' el soporte
continuo de u ,
En cuanto ~ D I!' el soporte discreto de u , este esta contenido en
{O} U {XEIR -M : D(x) = O}, Y PI!' el soporte puntual, sera un sub-
conjunto de ~ U {±I~ - ."fbi, ±(~ + -{b)}. Demostraremos ahora
que ± ,."f-;' - " b I Y ± ('/-;, +."fb") no soportan masas de ~. Para este
proposito necesitamos observar, como se deduce de (4.1) y (4.2),
que
roopm (x) Pn (x) d ~ = k n Om n ,
- 00
m .n ~ 0, (4.26)
donde
ko = I, k; = be; ki« = ct ab)", k2n+l = cbcab i", n~l, (4.27)





TEOREMA 4.1 El soporte puntal Pf1 es puramente discreto;
es decir, Pf1 = Df1. En particular, 0 e Pf1 si a = b
Demostraci6n. Sea xo = ±I{;; -~, asf que wo = w(Xo) = -1.
De (4.9) se deduce, teniendo en cuenta que U n(-1) = (_l)n(n+ 1),
que si a i:- b entonces
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u.f.- [ (1-c)b ]P2n+l (XO) = .[;;b 'XO' n+l- ,[';;b -n , n ~O. (4.29)
p z«; I(XO) '" (_I)n. xo '[1 _(1- C)b] n, n--"oo.ct W (4.30)
En ambos casos L pin + 1(xo) diverge, y XO~ P 11' Sup6ngase ahora
n=O
que a = b, asf que Xo = O. De (4.10) se deduce que
p2n(0) = (-I)n«.[n(l- a)+ 1], (4.31)
de 10 cual
p2n(0) '" (_I)n -v'C(l - a)n , a i' 1; p2n(0) '" (-1(<<, a = 1. (4.32)
-
En ambos casos L pin(O) diverge, y O~PIl·n=O
El argumento que demuestra que ±d~ + %) no porta masa de
~ es enteramente similar.
COROLARIO 4.1. Cil = M.
NOTA 4.1. Observese que Cil =(-2~ ,2~] si a = b.
Describimos ahora D 11 •




Dil = {±y}, donde 0 < Y< %-~, si c < (~ + {b)/...Jb .
(3 ) c > 1, a > b; Dil = {O}.
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(4 ) c > 1, a < b;
D~=fljsic~(~ +...fb)/...J/;; _
D~ = {±"(' }, donde ~ +...fb< "(' ~ N, si c > (~ +...fb )/...Jb .
Demostraci6n. De (4.16) se deduce que los posibles pol os de P(z)
estan colocados en z = 0 y en los puntos fuera de M donde
(c - 1) ~(w) = Va/b. (4.33)
Ahora,
~(W(O» = ~(- (a + b)/2...J ab) = -{f;i;; si b < a,
~(-(a+ b)/2...J ab = - ...Ja/b si a < b.
Por 10 tanto,
, {O'If m z P'(z) >
Z--+ 0 a-b




Esto permite concluir, en virtud del Teorema 4.1, que OE D 11 si y
solo si a > b , cualquiera que sea c. Observese que de (4.34 se de-









como se estableci6 en [5], p.123. Examinemos ahora las distintas
posibilidades:
(1) La relaci6n (4.33) es imposible en este caso, pues
I~(w)1 ~ 1 para cualquier valor de w.
(2) Si c = 1, (4.33) es imposible. Si 1 > c ~ (...J/; - ~ )/...J/;.
entonces 1/(c - I)...J alb ~ -1, 10 cual hace (4.33) imposible si
XE(~-...Jb.O)U (O,fb-...J7J),osea,siwE(-(a +b)/2...Jab, -1), ya
que entonces ~(w) > -1. Tal relaci6n es tambien imposible si
XE [-N, -~ - ...Jbj U [~ + {bj, N], 0 sea si W > 1, pues ~(w) > O.
Entonces, D Jl = e. Por otra parte, si c < (~ -...fb )/...J/; entonces -1 <
1/(c - I)...J alb < -...Jalb = ~(-(a + b)/2...J ab ), y debera existir
WOE (- (a +b)/2...J ab , -I) tal que ~(w) = 1/(c - I)...J a/b. Como ~(w)
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es ereciente en tal intervalo, tal valor woes iinico. Sea entonees
yE (0, -{b- ~) tal que w(y) = w00
Las demostraeiones de (3) y (4) siguen las mismas Iineas, ob-
servando ahora que I/(c -1)"'-1alb > 0 y, por 10 tanto, que
(-I"'-I~ -"'-Ibi,O) U (0, I"'-I~ - "'-Ibi) estara libre de masas en tal case,
mientras que las habra en [-N, -"'-I~ - {bj U [-{;z + -fb. N] si y s610 si
1/(c - 1)"'-1alb < 1.
De la misma manera se verifiea que
TEOREMA 4.3. Si a == b, et conjunto DI-!es como sigue:
(1) si 0 < c ~ 2, DI-!== 0,
(2) si c > 2, DI-!== {±y'}, donde -{;z + {b< y' ~ N.
NOTA 4.2. Observese que OEDI! si y s610 si a > b. Si a = b, OECI-!'
Si a < b, OESUPPIl.
Resumiendo se tiene el siguiente teorema, euya demostraei6n
es eonseeueneia de 10 anterior y de algunos calculos simples.
TEOREMA 4.4. La medida de ortogonalidad Il de {P n(x)} es
eomo sigue:
(1) 0 < c ~ 1, a > b. Entonces
dutx) = 0(x)C (x)dx + Ilo(x)dx, (4.36)
donde 0(x) esta dada por (4.23) para xEMy por 0(X) = 0 para
XE R - M, C( x) es fa funcion caracteristica de M, o(x) es fa medida
de Dirac en 0, y
110 = b - a (4. 3 7 )
h - a + ch
(2) 0 < c ~ 1, b > a, c ~ ("'-IT -"'-I~)db. Entonces Il es absofuta-
mente continua y
(3)
dll(X) = 0(x)C (x).
0< c s 1, b > a, e < ({b - ~ )I"'-I!; Entonces
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donde O(x ± y) es fa medida de Dirac en ± y,
y= 1!_C_ (b (1 - c) - a)
V 1 - c
y
2
fly = Res(P(z), y) = 1 .(1 - c) b - a
2( 1 - c) (1 - c) b - a
(4) c> 1, a > b. Entonces
(5)
dfl(X) = ~(x) C(x)dx + floO(x)dx.
c> 1, a < b, c s ({;z +m/-Vb. Ent onc es
dfl(X) = ~(x) C (x)dx .
c> 1, a < b, c > ({;z +..fb )/-Vb. Entonces
dutx) = ~(x) C(x)dx + fly'{O(X - y') + o(x + y')}dx,
(6)
donde




fly' = 1 b (c - 1) - a
2(c - 1) b (c - 1) + a
(7) a=b.0<c~2.Entonces
dutr) = ~(x)C(x)dx.
(8) a = b. c > 2. Entonces


















COM E N TAR I 0 . Como se mencion6 en la introduccion, el
cambio (1.3) en las condiciones iniciales de {Sn(x)} que deter-
mina el sistema {P n (x)} corresponde a un cambio en las condi-
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ciones iniciales del proceso descrito y, por 10 tanto, del corres-
pondiente Hamiltoniano. La matriz de Jacobi, de {S 11 (x)} es J,
como en (2.8), con an = 0 n ~ 0, y
b2n={(i, b2n+I=Vb, n~O. (4.51)
La de {P n(x)} es
b I = Vt;";;, bz« = {(i, bz« + I= Vb, n ~ 1. (4.52)
y a 11 = 0, n ~ O. EI cambio en las condiciones iniciales representa
una perturbacion de rango 2. Ambas matrices presentan a M
como espectro continuo y tienen a 0 como valor propio aislado
cuando a > b. Este valor propio corresponde en tal caso a un es-
tado ligado (bound - state) que desaparece cuando a = b. En el
caso de {P n(x)} aparecen, cuando a < b y c < CVb - -V--;; )/-Vb. 6
c > (-v--;; + -{b )/-Vb, dos valores propios aislados, que pueden en-
tenderse como un desplazamiento del valor propio O. Sin em-
bargo, no se introducen estados de resonancia (por ejernplo, va-
lores propios interiores al espectro) ni, de hecho, ningiin tipo de
concentraciones espectrales (por ejemplo, valores propios en los
extremos de los intervalos que constituyen el espectro continuo).
§5. EI sistema {Q ,,(x)}. Tal sistema esta dado por
XQ2n(X) = Q2n + I(X) + aQ2n - I(X),
XQ2n + I(X) = Q2n + 2(X) + bQ2n(X), n ~ 1,
(5.1)
y las condiciones iniciales
Qo(X) = 1, QI(X) = X, Q2(x)=(1+c)(x2-b), c>-1. (5.2)
N6tese que el caso c = 0 fue considerado en la Seccion NQ4.
Tal como en la Seccion NQ4, se veri fica que
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- b. Un.l(W)], n~O, (5.6)
W
De (3.3), (5.l) y (5.6) se deduce adernas que
Q2n(X)=
(5.7)
(w)n[(l+C) x2-b ·Un.l(w)+a cx
2
-(c+l)b 'Un.2(W)], n ~ O.
W W
Un argumento similar da, para los polinomios numeradores ,
las relaciones
y
La fracci6n continua sera entonces




como se deduce de (5.6) y (5.8). En (5.9), a(w), ~(w) estan dadas
por (3.14). Si M es como en (4.18), Q (z) tiene singularidades no
- -
aisladas en todo punto de M, y es analitica en C - M, excepto,





D(z):=w+ 21C[a(w)+ cti]=o. (5.10)
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Observese que Oe:D, pues w(O) = -(a + b)/2...[;;b y a(w(O» = -...[;;Ii; s i
a ~ b, a(w(O» = -...Jbla si b > a.
Si c ~ 0, D q-I...J~ - ...Jbl , I...J~ - ...Jbl), ya que w, a(w) > 0 para
XE R-(MuD). Esto era de esperarse, pues si v denota la medida de
ortogonalidad de {Q n(x)},
Suppv~;[-.ya-ib,va+ib], c~O. (5.11)
Si -1 < c < 0, D = DouDlUD_l, donde Doq-,...J--;;'-...Jbi , I...J--;;'-...JbI) ,
Dlq~ +...Jb, N), y o., = -Dlq-N, -i; -fb). Aqui,
N=max(Vl:C,va}+ib. (5.12)
Daremos ahora condiciones que garanticen que D t:-~. Obser-
vese que D = ~ si c = 0, como se demostr6 en la Secci6n NQ4.
TEOREMA 5.1. Si c > 0, D t:- ~ si y solo si alb > [(2c + l)/c]2. En
tal caso D = {±y}, donde 0 < Y < ~ - fb.
Demostraci6n. Si ...Jalb s (2c+l)/c entonces (l!2c)(-I+c...Jalb)
s 1, 10 cual implica que w + (1/ 2c)(a(w)+c~ < 0 para
WE (-(a +b)/2...J ab, -1), es decir, para ZE db=...J~, ~-{bj. Entonces
D = ~. Por otra parte, si ...Jalb > (2c + 1)/c entonces D (0) =
-(l/2)d b I a +{;;Ib) < 0, mientras que D (~-...Jb) = -1 +
(l/2c)(l+c...J alb) > 0, as! que debe existir yE (0, ...J~-...Jb) tal que
D( y) = O. Como D (x) es creciente en este intervalo, y es iinico.
NOT A 5.1. EI valor y puede obtenerse resolviendo la ecuaci6n
w(x) + 21c [a(w(x» + cft]=O. (5.13)
Esta es una ecuaci6n de segundo orden en w y bicuadrada en x.
TEOREMA 5.2. Si -1 < c < 0 entonces DO = ~.
Demostraci6n. Es claro que DO = ~ si a = b.
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Si a > b entonces D (0) = (-1/2)(-V b/a +( I/c)-V a/b) > O. Como D (x)
es creciente en (0, I-V~--{hi), entonces D (x) > 0 en este intervalo.
TEOREMA 5.3. Si -1 < c < 0, D 1 "# ~ si y solo si -{;;jb > -(2c + 1)/c.
En tal caso Ir; = {y'}, donde~+{b<1''5,N.
De rn os tr acl on. La condici6n es equivalente a que
D( {(j + Vb) = 1 + 2IJ1 + c ft] > O.
Por otra parte
D(x) = w + t{a(w) + cft] ~-oo
cuando x ~ 00, y es una funci6n decreciente de x en [-V~ + -{b, +00)
Entonces, debe existir t' > -V~ + -Vb, iinico tal que D (y') = O.
Claramente y' '5, N.
COROLARIO 5.1. Si -1 < c < 0, D "# ~ si y solo si -Va/b >
-(2c + 1)/c, en cuyo caso D = {±y'}. donde ~ + -{b< l' '5, N.
COROLARIO 5.2. Si -1 < c < -1/2 entonces D = {±y'}, con y'
como en el corolario anterior.
EI espectro discrete D v de v es entonces un subconjunto de
Du{O}. Mas precisamente:
COROLARIO 5.3. EI conjunto Dy = {OJ es como sigue:
(1) c = O. Entonces Dv = {OJ si a »b, ~ si b '5, a.
(2) c > O. Entonces D; = ~ si alb '5, 1; D; = {OJ si 1 < -{;;Ii; '5,
(2c+I)/c;Dv= {O,±y},O<y<~ --{b, si {;;jb> (2c+I)/c.
(3) -1 <c<O. Entonces Dy=~si{";;li;S. 1, -(l+2c)/c.
(4) -1 < c < O. Entonces D; = {OJ, si 1 < {";;Ii; s -(l+2c)/c.
(5) -1 < c < O. Entonces Dy = {±y'}, con ~ +{b < y' s N, si
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-(l+2c)/c <...[;;ib:5 1.
(6) -1 < c < O. Entonces Dy = {O,±y'}, can y' como en (5),
si -{;;Ii; > 1, 1+2c)/c .
Demostraci6n. Todo 10 que queda por ver es que OE Dy si a > b Y
s610 en este caso. Ahora, si a = b. OE M. as! que O~ D y. Podemos
suponer entonces que a "# b, as! que 0 es, a 10 sumo. un polo de
Q(z). Como a(w(O)) = ---Ja/b si a > b, a(w(O)) = ---Jb/a si a < b. se
deduce de (5.9). que





Por 10 tanto v tiene en 0 una masa, cuyo valor es
v({O})= a - b •
a + ch
(5.14)
si y s610 si a > b.
En cuanto a r ; se tiene que Pyr;;,D yu{±I~ - --Jbi, ±d-; + -fb)}, y
recordamos que D v = ~ si c = 0 y a :5 b. D v = {O} si c = 0 y a > b. En
este caso, Pv = Dy. Mas generalmente:
TEOREMA SA. r; = o; Es decir los puntas Xl = ±(~ + 1b) y X2
= ±I~ - -{bj no portan masas de v.
Demostraci6n. Observese en primer lugar que
J
+OO
_00 Qm(x)(2"(x)df.l=K,,8m,,. m.n~O, (5.15)
don de
Ko= 1. KI = b; K2" = (l+c)(ab)", K2"+1 = (l+c)b(ab)", n ~ l. (5.16)
Por otra parte. de (5.6) se deduce. teniendo en cuenta que
WI(X) = 1 y que UnO) = n + 1, que
7 I
CHARRIS, SALAS Y SILVA
Q2n +I(XI) = (Y~b/XI[n +1 + C(if- + 2).n]
= n'ab(XI[n {I + C(if + 2)}+ 1].
Por 10 tanto,
Q2n+I(XJ)= XI ,,{ii=_2c+l
Y K 2n + I Y (l + c)b ' V b c'
mientras que
Q2n +I(XI) ~ XI [1 + c {,,{ii + 2}].n, ,,{iii:- _ 2c + 1.
YK2n+1 Y(l+c)b t» t» c
00 2
En ambos casos L Q2n +1 (X 1) diverge.
n =0 K 2n+ 1
La demostraci6n para x2 = ±I-{;; - {bj es esencialmente la mis-
ma, usando (5.7) en lugar de (5.6) cuando a = b, y observando que
Un(-I) = (_l)n (n + 1), como se deduce, por ejemplo, de (3.30).
NOT A 5.2. Observese, en particular, que O~ Py cuando a = b.
Describiremos ahara la parte absolutamente continua de v. De
(5.9) se obtiene que
~(x)= lim Q(x - ie) - Q(x + ie)
E ---to+ 21ti
= (1 + c)b Y 1 - w2 • xEM.




de 10 cual ~(x) es continua en M- to}, excepto si ...Jalb = (2c+l)/c,
en cuyo caso L(±I-{;; - -fbi) = O. En este caso
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L(x) = (l + w)F(x), xeM,
donde F(±I~ - -.fbi) = 2, y
~(x) = (l+c)b. Y1-w2 = (l+c)b (l-w)1/2( 1+wrI/2, xeM,
trW·1x1 (l-tw)·F(x) trWF(x)
es ~tegrable. Observese finalmente que si a = b , en cuyo caso
OeM,
lim ~(x) = 1 + c
x~o tr{ii.
Esto perrnite concluir que ~(x) es, en todos los casos, integra-
ble en M. Los argumentos expuestos en la seccion NQ2 permiten
entonces demostrar que
TEOREMA 5.5. La parte absolutamente continua de v es ~(x)
es ~(x)·C (x)dx, donde ~(x) estd dada por (5.7) para xe M y por
~(x) = 0 para XE R -M, Y C (x) es fa funcion caracteristica de M.
EI Corolario 5.3
completamente a v.
en los puntos ±y es
v( {±y}) = (l+c)b V1- w 2 ,w = w(y) y2_a_ b
. {w+(l+2c)Vw2-1h2 2W
y el Teorema 5.4 permiten entonces describir
Observese que el valor de la masa que v tiene
(5.18)
COMENTARIO. La matriz de Jacobi de {Qn(x)} esta dada por
an = 0, n ~ O. y
b, = Vb. in = Va; bz« = -s, bi«: I= Vb, n ~ 1,
l+c
y representa una perturbaci6n de rango 2 de la matriz de Jacobi
de {S n (x)}. EI operador de Jacobi correspondiente presenta un
desacoplamiento del valor propio O. pero, tambien, tres estados
ligados simultaneos, 10 cual no ocurre con el de {Sn (x)} ni con el
de {P n(x)}.
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§6. EI sistema {R n(x)}. Este esta definido por
XR2n(X) = R2n+I(X) + n +2 . R2n-I(X),
4(n+l) (6.1)
XR2n+I(X)=R2n+2(X)+ n+l ·R2n(X), n~O,
4(n+2)
con condiciones iniciales
R-I(x) = 0, Ro(x) = 1. (6.2)
La eliminaci6n de R2n(X) Y R2n +2(X) de (6.1) conduce a que
(x2_ 1/2)R2n+I(X) = R2n+3(X) + ..l..R2n.l(X), n ~ 0, (6.3)
42
as! que los polinomios
.-...
Rn(x) = 4n R2n+l(X), n ~ 0, (6.4)
satisfacen
.-... "
R-l(X) = 0, Ro(x) = x, RI(x) = 4x3- 2x (6.5)
y ,
" .-...
2wRn(x) = R; + l(X) + R; -l(X), n ~ 0 (6.6)
donde
w = T2(X) = 2x2 - 1.
Por 10 tanto, de (2.78) y (2.79),
Rn(x) = xUn(W), R2n+I(X) = _1 . xUn(w), n ~ O. (6.8)
4n
(6.7)
Por otra parte, si
Rn(X) = _1 . R;n+ I(X), n ~ 0,
4n
entonces {Rn(X)} satisface (6.6) para n ~ 1, mientras que
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De (2.78) y (2.79) se deduce nuevamente que
Rn(x) = Un(w) + LUn.l(W);
2
R;~ + 1 (x) = ...L[Un(w) + LUn.l(W)J', n ~ O.
4n 2
(6.11)
La fracci6n continua R (z) de {R 11 (x) } es en tonces
R(z)= 11m L[1 +L Un.l(W)]=l[1 +l~(w)],
n~~Z 2 Un(w) Z 2
(6.12)
w:= 2z2 - 1. Aquf ~(w) esta dado por (3.14). Esta es una funci6n
analftica de z para z~ [-1, 1], y
ll'(x) = 11m _1_ {R(x-ie) - R(x+ie)
£ ~ 0+ 21ti
= f~VI - x2,
\0,
(6.13)
XE [-1, O)u(O, 1],
xli: [-1, 1]
la cual es integrable sobre R. De 10 discutido en la Nota 2.1 se de-
duce entonces que la parte absolutamente continua de la medida
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(6.16)
entonces
rzn(O) = (_1)n./ 2 ,n~O,
'V (n +1 )(n +2)
como se deduce de (6.1), (6.8), (6.15) y de Un(-1) = (_l)n(n+l).
Como r2n + 1(0) = 0 entonces
(6.17)
L r;(0) = 2 L 1 = 2,
n =0 n =0 (n + 1 )( n +2 )
(6.18)
asf que OEP~ y
(6.19)
Por 10 tanto
TEOREMA 6.1. La medida de ortogonalidad J.1 de {Rn(x)} es
dJ.1=L. ~ C(x)dx + 1..8(x)dx,
n 2
(6.20)
donde C (x) es fa funcion caracteristica de [-1, 1] Y 8(x) es fa me-
dida de Dirac en O. SUppJ.1 = [-1, 1], y 0 es un punto de masa
sumergido en J.1.
COMENTARIO. El operador de Jacobi L de {R(x)}, el cual esta
dado por la matriz de Jacobi (2.8) con
an=O; b2n=L.~n+2, b2n+l=L~n+1, n~O, (6.21)
2 n + 1 2 n +2
tiene entonces un valor propio, 0, interior de (J (L). Solo recien-
temente se ha encontrado, en forma mas 0 menos explfcita, sis-
temas ortogonales con tal propiedad (v. [8]). Creemos que nues-
tro ejemplo es el mas sencillo que existe.
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