We show that when the thresholds and the polychoric correlation are estimated in two stages, neither Pearson's X 2 nor the likelihood ratio G 2 goodness of fit test statistics are asymptotically chi-square. We propose a new test statistic, M n , that is asymptotically chi-square in this situation. M n , may have a wide range of applications beyond the one considered here as it is asymptotically chi-square for a broad class of consistent and asymptotically normal estimators. M n equals X 2 with an adjustment to take into account that the estimator is not asymptotically efficient. Also, M n ≤ X 2 where M n = X 2 in the case of the one-stage maximum likelihood estimator.
Introduction
Consider a bivariate standard normal density categorized according to (I -1) and (J -1) thresholds, respectively. Within a maximum likelihood framework, Olsson (1979) considered one and two-stage approaches to estimate the q = (I -1) + (J -1) + 1 parameters of this model from the observed I × J contingency table. In the one-stage approach all parameters are estimated simultaneously. In the two-stage approach, the thresholds are estimated separately from each univariate marginal, then the polychoric correlation is estimated from the bivariate table using the thresholds estimated in the first stage.
Of course, after estimating the parameters one must test the model (Muthén, 1993) . To this end, one may employ the likelihood ratio statistic G 2 or
Pearson's X 2 test statistic. From standard theory (e.g, Agresti, 1990) , when the one-stage approach is employed both statistics are asymptotically distributed as a chi-square with r = IJ -q -1 = IJ -I -J degrees of freedom. However, the distribution of G 2 and X 2 when the two-stage approach is employed remains to be investigated. Yet, ever since Olsson (1979) concluded that very similar results are obtained with the computationally simpler two-stage approach, this approach has become the standard procedure for estimating this model. As such, it is the procedure implemented in computer programs such as PRELIS/LISREL (Jöreskog & Sörbom, 1993) and MPLUS (Muthén & Muthén, 1998) . To assess the goodness of fit of the moel, G 2 is used in PRELIS/LISREL (Jöreskog, 2001, July 26, personal communication) . No goodness of fit test is currently implemented in MPLUS. The purpose of this paper is to investigate the asymptotic distribution of G 2 and X 2 when the two-stage estimator is employed.
Asymptotic distribution of parameter estimates
Consider a I × J contingency table. Let
In the sequel, let . We now provide the asymptotic distribution of the one and twostage parameter estimates using standard results for maximum likelihood estimators for multinomial models. Agresti (1990) is a good source for the relevant theory.
Let π and p be C-dimensional vectors of multinomial probabilities and sample proportions, respectively, and let N denote sample size. Consider a parametric structure for π, π(ϑ), with Jacobian matrix
, and suppose we estimate ϑ by maximizing
Then, under typical regularity conditions, it follows that 
where
→ denotes convergence in distribution, and a = denotes asymptotic equality.
One-stage estimation
Akin to (5) we write, 
, , ln , ,
, by a direct application of (7) ( )
where 12 12 12
and all necessary derivatives can be found in Olsson (1979) .
Two-stage estimation
Consider now the following sequential estimator for κ (Olsson, 1979) :
First stage: Estimate the thresholds for each variable separately by maximizing
Second stage: Estimate the polychoric correlation by maximizing
We shall now provide an alternative derivation of Olsson's results for this estimator closely following Jöreskog's (1994) . We first notice that ˆˆ and Gong and Samaniego (1981) .
To obtain the asymptotic distribution of the two-stage estimates we first apply (6) to the first stage estimates to obtain ( ) ( )
where ( )
, and so on. These derivatives can also be found in Olsson (1979) . Now, letting 11 1
, by (11) and (1) we get
Similarly, a direct application of (6) to the second stage estimates yields
where ( ) 
where 12 21
. Putting together (13) and (14) 
Finally, putting together (12) and (15) we obtain
and since as shown in the Appendix, 
Goodness of fit testing
We shall first obtain the asymptotic distribution of the unstandardized residuals (
N N = − e p π κ when κ are two-stage parameter estimates.
In the Appendix it is shown that
. Thus, by (19) and (17),
We wish to investigate the asymptotic distribution of Pearson's X 2 statistic, and of and the likelihood ratio statistic Agresti, 1990: p. 434 ). Therefore, we only consider here the asymptotic distribution of X 2 . Now, again using standard results (Agresti, 1990: p. 432 
In the Appendix we show that when the two-stage estimator is employed ( (23) Let ϑ be a consistent estimator satisfying
for some q × C matrix G satisfying
Now, let
= − e p π ϑ and consider the test statistic
where U denotes U evaluated at ϑ . We show in the Appendix that under these
We note that M n can be written as
Thus, M n ≤ X Agresti (1992) In Table 1 we provide the thresholds and polychoric correlation for each pair of variables estimated in two-stages and the asymptotic standard errors of these parameters. The standard errors were obtained as the square root of the diagonal of (18) which was consistently estimated by evaluating all derivative matrices and probabilities at the estimated parameter values.
Numerical results

-------------------------------------------
Insert Tables 1 and 2 
about here -------------------------------------------
In The most surprising fact in Table 1 is that the values for the asymptotically correct M n and the asymptotically incorrect X 2 are rather close. This is because as reflected in (29), the values of M n and X 2 will be very close if the estimator used is highly efficient, yet not fully efficient. With these data, the two stage estimator is so highly efficient that it is irrelevant for practical purposes whether M n or X 2 is used. To see this, in Table 2 we provide the results obtained when the model is estimated using one-stage maximum likelihood. Note that in this case, the thresholds estimated from different bivariate tables need not be the same across tables. We see in Table 2 (18) is only 2.5% larger than the determinant of the asymptotic covariance matrix of the one-stage estimates. Also, the population asymptotic variances of the two-stage parameter estimates are less than 1% larger than for the one-stage parameter estimates.
Yet, in our implementation, the two-stage estimates are on average 17 times faster to compute than the one-stage estimates.
To investigate the small sample performance of G 2 , X 2 and M n we performed a simulation study using the above population values. The results for N = 50, N = 100, and N = 1000 across 1000 replications are presented in Table   3 .
-
------------------------------------------
Insert Table 3 about here
-------------------------------------------
As can be seen in this table, in the critical region {1% to 10%} G 2 tends to reject too often the null hypotheses when N = 50 and N = 100. The behavior of X 2 and M n is acceptable even when N = 50 in these 5 × 5 contingency tables. This is remarkable. Also, we see in this table that the empirical distributions of X 2 and M n are very similar for all sample sizes, with M n taking slightly smaller values, in accordance to (29). Thus, the small sample behavior of M n relative to X 2 matches the asymptotic efficiency results for the two-stage estimates at these parameter values.
Discussion
The purpose of this research was to investigate whether it was theoretically justified the present use of 
Appendix: Proofs of key results
Proof of Equation (14):
A first order Taylor expansion of ( ) 
Proof of Equation (17): 
and (17) Proof of Equation (28):
First, using a Taylor expansion we find analogously to the proof of (19) that
