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摘　要:考虑外界环境对灰色系统预测模型精确度的影响 , 对 GM(1 , 1)模型进行了改进———用序列算子和影
响因子来对原始序列的数据进行一定的处理 ,提高了GM(1 , 1)模型的精度。通过对我国普通高等学校招生人数及
宁夏的农业总产值进行预测 ,说明此种方法的合理性。
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Abstract:Considering the precision inflence to the GM(1 ,1)model , this paper improves GM(1 ,1)model by dealing with the
original series using the series operator and the influence factor.The rationality of this method is illuminated by the examples which
forecast the number of our college' s recruit students and the agriculture total production value in Ningxia.
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1　引　言
灰色系统理论经过近二十年的发展 ,已广泛应用于社会
经济生活的很多领域 , 用得较多的模型为 GM(1 , 1)预测模
型。由于GM(1 , 1)模型是根据序列本身的数据来寻找规律
进行预测的 , 所以难免有一些不适合实际应用的时候。对
GM(1 , 1)模型的改进方法也有很多种 , 如:
(1)新信息GM(1 , 1)模型[ 1] 　不断地补充新出现的信
息 ,即在预测下一时刻的值时 ,将最新的信息加入。此模型
随着时间推移 ,序列长度会越来越长;
(2)新陈代谢GM(1 , 1)模型[ 1] 　即新信息出现后 , 将老




(1 , 1)模型 , 用残差GM(1 , 1)模型的预测值来对原始序列的
预测结果进行修正;
(4)GM(1 , 1)模型群法[ 1] 　用原始序列数据建立多个
GM(1 , 1)模型 , 给出预测值的区间。




生人数 ,如果国家有政策决定要扩招 30%, 而这时仍用原来




等)对 GM(1 , 1)模型预测精度的影响 , 提出用序列算子作用
和加入影响因子的方法来对原始数据序列进行一定的处理 ,




定理 1　设原始数据序列为[ 1] X =(x(1), x(2), … ,
x(n)), 则
XD1 =(x(1)d1 , x(2)d1 , … , x(n)d1)




n - k +1
(x(k)+ x(k +1)+…+ x(n)),
k =1 , 2 , … , n
x(k)d2 =
x(1)+ x(2)+…+ x(k -1)+ kx(k)
2k -1
,
k =1 , 2 , … , n -1;x(n)d2 = x(n)
则算子 D1 为弱化算子 , D2 为强化算子。
弱化算子会使原始序列 X 的变化速度变慢 , 强化算子
会使原始序列数据变化速度加快。相应 XD1D1为二阶弱化







X =(x(1), x(2), … , x(n))
D 为序列弱化算子









例 1　宁夏人口从 1991 年到 1998 年间每年的相对增长
比例在逐年递减 ,如果直接用原始数据 , 则预测 1999年的人
口比对原始序列进行一阶弱化处理得到的绝对误差要大。
1991年至 1998 年的宁夏人口[ 5](单位:万人)为
X =(473.88 , 482.27 , 490.85 , 503.87 ,
512.50 , 521.2 , 528.94 , 536.57)





=1 , 2 , … , 8)则预测 1999 年的人口数为 541.58。而 1999 年
宁夏的实际人口数为543 ,计算绝对误差 ,直接预测模型为 Δ
=|543 -548.40|=5.4;一阶弱化后的模型为 Δ′=|543-
541.58|=1.42。
由此可见 ,原始序列经过弱化后 , 在一定程度上提高了
预测精度。但这种方法一般适用于序列比较长的情况 , 如果







定义　设序列 X =(x(1), x(2), … , x(n)), 称 σ(k)=











为 X 在 n 时刻的级比 , α为估计值 , 然后采用处理后的序列
建立 GM(1 , 1)模型 ,用这种方法建立的模型称为加入影响因
子的 GM(1 , 1)模型。
例 2用新陈代谢 GM(1 , 1)模型与加入影响因子的 GM
(1 , 1)模型结合来对序列数据将会有大幅提高情况来进行预
测 ,例 3 对序列数据将会有降低或持平趋势的情况进行预
测 , 通过这两个实例来说明加入影响因子的 GM(1 , 1)模型的
应用及其合理性。
例 2　我国普通高校招生人数在 1993 年到 1997 年的数
据较平稳 , 但 1998年和 1999 年国家政策对招生人数有大幅
度的提高。采用加入影响因子的方法来对原始序列数据进
行处理 , 然后建立新陈代谢GM(1 , 1)对这两年的数据进行预
测。
1993年至 1997 年的普通高校招生人数为[ 5] X =(92.4 ,90 ,
92.6 , 96.6 , 100);σ(5)= x(5)/ x(4)为序列 X在 k =5 时刻的
级比。假如知道 1998 年国家政策将扩大招生人数 8%左右 ,
对 X 作如下处理
x(k)= x(k), k =1 ,2 , 3 ,4
x(5)=(2+0.08-σ(5))x(5)
得1998年的预测值为 108.49。1998年的实际值为 108.36 ,实际
值和预测值极其接近。如果直接用原始数据建模 ,则得到的预
测值为 103.61 ,预测值没能反映政策因素的影响。
　　将1993年的数据去掉 ,加入1998年的数据得 X =(90 , 92.6 ,
96.6 , 100 , 108.36)。如果预先知道 1999 年的招生规模会扩大
40%左右 , 对 X 作如下处理
x(k)= x(k), k =1 , 2 , 3 , 4
x(5)=(2 +0.4-σ(5))x(5)
得 1999 年的预测值为 154.97 和 1999 年的实际值 154.86 也
极其接近。如果直接用未改进的 GM(1 , 1)建模 , 则得预测值
为 112.81 , 和实际值的相对误差高达 27.2%。
例 3　宁夏 1994年到 1998年的农业总产值都保持着稳
步上升的趋势 , 但 1999 年因气候和自然环境的影响 , 造成农
业总产值和上一年基本持平或略有下降的状况。用加入影
响因子的 GM(1 , 1)模型来预测 1999 年的农业总产值。
1994年至1998年的宁夏农业总产值为[ 6] X =(45.80 , 56.55 ,
69.17 , 72.82 , 78.74);σ(5)= x(5)/ x(4)为序列 X 在k =5时
刻的级比。考虑到 1999 年的实际情况 , 对 X 作如下处理
x(k)= x(k), k =1 , 2 , 3 , 4
x(5)=(2+0-σ(5))x(5)
得 1999 年的预测值为 80.88。 1999 年的实际值为 78.00 , 实
际值和预测值很接近。如果直接用原始数据建模 ,则得到的
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预测值为 88.23 ,预测值的相对误差为 13.1%。
由此可见 ,如果预先知道某一年的数据因某种原因将会
有大的变化 ,可对原始数据根据定性分析的结果及序列级比
进行一定的处理 , 对处理后的序列数据再建立 GM(1 , 1)模
型 ,则可得到精度很高的预测结果。这种建模方法考虑了定
性分析的结果 ,并将分析结果加入到定量模型中 , 运用定性
与定量相结合的方法 ,使得预测结果更加符合实际。
当然 , 在预测出一个数据后 , 根据新陈代谢 GM(1 , 1)模









X =(x(1), x(2), … , x(n))
其各数据的权重为
W =(w(1), w(2), … , w(n))
令 X′=(w(1)x(1), w(2)x(2), … , w(n)x(n)), 则用 X′建






建立 GM(1 , 1)模型的方法:采用序列算子可使相对增长较快
的序列减缓其变化速度 ,而加入影响因子的方法 ,可使预测
模型在序列有可能出现异常的情况下仍能作出正确的预测。
本文着重讨论的这两种方法都在一定程度上对 GM(1 , 1)模
型进行了改进 , 提高了 GM(1 , 1)模型的精度 ,并扩大了 GM
(1 , 1)模型的应用范围。
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