We demonstrate a new method of cavity-enhanced non-destructive detection of atoms for a strontium optical lattice clock. The detection scheme is shown to be linear in atom number up to at least 2 × 10 4 atoms, to reject technical noise sources, to achieve signal to noise ratio close to the photon shot noise limit, to provide spatially uniform atom-cavity coupling, and to minimize inhomogeneous ac Stark shifts. These features enable detection of atoms with minimal perturbation to the atomic state, a critical step towards realizing an ultra-high-stability, quantum-enhanced optical lattice clock.
Introduction
A range of quantum sensors from atom interferometers [1] to atomic clocks [2] rely on spectroscopy of coherent atomic spins. These quantum sensors are extraordinarily precise, finding use in accurate frequency standards [3] and accelerometers for inertial navigation [4] , but they also underpin several pioneering investigations of new physics beyond the standard model [5] [6] [7] [8] . However, these sensors are typically operated using samples of N statistically uncorrelated atoms, meaning that their stability is affected by shot noise or quantum projection noise at the standard quantum limit [9] . If the atomic samples were instead prepared in a correlated, spin squeezed quantum state, then the precision of quantum sensors could potentially be enhanced by a substantial factor of up to √ N [10] . In this work we take a step towards spin squeezing in an optical lattice clock, demonstrating a new scheme for cavity-enhanced non-destructive detection of strontium atoms. Cavity-enhanced detection methods have previously been applied to microwave atomic clocks, in which weak cavity-based measurements were used to prepare spin-squeezed states [11, 12] or to implement an atom phase lock [13] . However, efforts to employ such techniques on optical lattice clocks, a highly accurate and stable configuration of atomic clock [3, 14] , have so far been much too destructive to realize correlated quantum states [15, 16] .
The method presented here has been carefully designed to detect atoms in the lattice clock with large signal to noise and small perturbation to the atomic state. The signal is found to be linear in atom number over a wide range, enabling the use of large samples N 10 4 where the potential stability gains from spin squeezing are greatest. Although technical noise sources in our implementation of the scheme have so far prevented reaching a signal to noise compatible with spin squeezing, we realize the first demonstration of recycling of atoms after detection. This is advantageous for the optical lattice clock since it can improve the duty cycle of clock interrogation, thus minimizing the Dick-effect frequency instability of the clock [17, 18] . In principle, taking the cavity-enhanced detection scheme to its fundamental photon shot noise limit should enable us to enter the quantum correlated regime in the optical lattice clock.
Detection scheme
The detection scheme presented here relies on the dispersion of light as it propagates through a sample of cold strontium trapped in a high-finesse cavity. The dispersion due to the 1 S 0 to 1 P 1 transition at 461 nm causes the resonant frequencies of the cavity to shift in proportion to the number of atoms present in the cavity. By probing the atom-dressed cavity resonances as depicted in Figs. 1 and 2 , a signal can be synthesized which is proportional to the atom-induced cavity shift, and therefore also proportional to atom number. Here, we explain the operating principles of the detection scheme and we derive expressions to quantify the atom number signal, the photon shot noise, and the probe-induced Stark shift.
The atom signal
When a strontium atom in its ground state is placed inside the cavity, it interacts with each TEM 00 cavity mode near 461 nm with a vacuum Rabi frequency of
in angular frequency units, where n is the longitudinal mode number, λ n = 2π/k n is the wavelength of the cavity mode, Γ = 2π × 30.2 MHz is the decay rate of the 1 S 0 to 1 P 1 atomic transition, L and w 0 are the cavity length and mode waist respectively, and z and ρ are the axial and radial displacements of the atom from the center of the cavity mode [19] . The Gouy phase and the beam divergence have been neglected for simplicity. If N ground-state atoms are placed in the cavity, then the resonant frequency of each cavity mode will experience a perturbation
where ∆ n = ω n − ω 0 is the angular frequency detuning of the empty cavity resonance from the atomic transition. For the approximation to hold, we assume a large cavity detuning ∆ 2 n N g 2 n , tight radial confinement of atoms to a region ρ w 0 , and an effectively random atom position along z so that cos 2 (k n z) = 1/2. Experimentally, these constraints on ρ and z are set by an optical lattice trap at 813 nm enhanced within the same cavity.
If the cavity is probed using a laser with an electric field amplitude E p n at a frequency ω p n close to the atom-dressed cavity resonance ω n + δω n , then the reflected field amplitude E r n ∝ E p n will depend strongly on the residual frequency offset between the probe and the atom-dressed cavity. Assuming a high finesse cavity with mirror transmission and loss coefficients t 1 , l 1 , t 2 , l 2 1, and keeping within the regime of small residual offset (ω n + δω n )−ω p n (t 2 1 +l 2 1 +t 2 2 +l 2 2 )/2π×ω FSR , we find
where j is the imaginary unit, ω FSR = 2π × c/2L is the free spectral range of the cavity and Z 0 = (l 2 tot /t 2 1 −1)/(l 2 tot /t 2 1 +1) is the cavity impedance matching coefficient, with l 2 tot = l 2 1 +t 2 2 +l 2 2 +2b describing the total round-trip losses from all sources except for transmission t 2 1 through the cavity input mirror. For completeness we include in this expression the single-pass atomic power absorption b = 3Nλ 2 Γ 2 /(4π 2 w 2 0 ∆ 2 n ), although for our cavity parameters given in Table 1 the atomic absorption loss is much smaller than other cavity losses as long as N 4 × 10 5 . To realize the non-destructive detection scheme explored in this work, two neighboring cavity modes (n, n + 1) are both probed simultaneously using the frequency spectrum depicted in Fig. 1 . The cavity shift is tracked in a feedback loop by sending a frequency tuning voltage to the RF modulation source, creating a signal V tune proportional to the intracavity atom number (see text). Ideally the cavity modes at 461 nm would be placed symmetrically around the transition so that δω n+1 ≈ −δω n . However, there is also the constraint that the 813 nm lattice must be operated within a few MHz of the magic wavelength to realize an accurate atomic clock, and must be resonant with the same cavity. In our experimental system the closest magic-wavelength cavity mode within the piezo tuning range has a residual offset at 461 nm of (ω n+1 + ω n )/2 − ω 0 = 2π × −173 MHz.
The six separate frequency components are generated using the optical setup in Fig. 2 , in which a single 461 nm beam at carrier frequency ω c = (ω n + ω n+1 )/2 is sent through an amplitude modulator to the cavity. The modulator is DC biased to generate zero carrier output power, and is then driven with the sum of three phase-locked voltage-controlled oscillators (VCOs) to modulate the light as:
for real amplitudes B A 1. The result is that very little of the optical power is present in the two cavity-coupled 'probe' sidebands at ω c ± Ω, while most of the optical power exiting from the amplitude modulator is contained in the four 1 st order 'local oscillator' sidebands at ω c ± Ω ± Ω m . Further details of the amplitude modulator optics and drive electronics are given in appendix A. Note that it is important to suppress the transmission of carrier power through the amplitude modulator: even though it is far off resonance from the cavity modes, a poorly suppressed carrier could still leak into the cavity and cause significant excess scattering of photons due to its proximity to atomic resonance.
The purpose of probing two cavity modes (n, n + 1) simultaneously is to generate a beat signal at Ω m whose amplitude is proportional to the frequency difference between the two cavity resonances. This is achieved by constructive interference between two separate Pound-Drever-Hall (PDH) signals [20] . The key advantage of this approach is that it provides first order immunity to technical noise on the laser frequency and the cavity length [16, 21, 22] . This noise suppression means that stabilization of the probe laser to ω c ≈ (ω n + ω n+1 )/2 at the few tens of kHz level is sufficient to resolve differential atom-induced cavity shifts of a few hundreds of Hz. By analogy with the PDH scheme, the relative phases of the local oscillator and probe components of Eq. (4) are chosen so that, for each group of three frequency components, the beat signals at Ω m of the two local oscillator components against (E r n ) or (E r n+1 ) constructively interfere, while the less useful beats against (E r n ) or (E r n+1 ) cancel out. Compared against the simpler approach where only one local oscillator modulation frequency is applied at either Ω + Ω m or Ω − Ω m , this results in an extra factor of √ 2 in signal to photon shot noise ratio for the same total local oscillator power-an advantage also shared by some other related heterodyne detection schemes [16, 23] .
Propagating the cavity-coupled probe frequency components at ω c ± Ω according to Eq (3), and assuming that the off-resonant local oscillator components at ω c ± Ω ± Ω m are reflected directly from the cavity input mirror (a valid assumption for large Ω m ), a beat signal can be detected on a photodiode with an rms photocurrent amplitude
where δΩ = Ω − ω FSR /2 is the frequency deviation of the probe oscillator from the half free spectral range of the empty cavity, P LO /4 and P p /2 are respectively the powers in each individual local oscillator and probe frequency component, η = η det η prop is the detection efficiency of photons reflected from the cavity including photodiode quantum efficiency and propagation losses, ξ is the coupling efficiency into the TEM 00 cavity mode, and q e is the electron charge. 
The transfer cavity is used to lock the 813 nm lattice and the 461 nm probe to the 698 nm clock laser frequency, ensuring that the 461 nm probe is passively on resonance with the atomic cavity when the atomic cavity length is locked to the 813 nm lattice. Definitions: TA: tapered amplifier, SHG: second harmonic generation, DAQ: data acquisition hardware (low noise oscilloscope), PDH: Pound-Drever-Hall frequency lock [20] , Ω comp : Modulation frequency for compensating inhomogeneous Stark shifts (see section 2.2), V tune : frequency tuning voltage sent to the "master" oscillator Ω, to which the other oscillators are phase locked with an offset of ±Ω m .
A simple implementation of the detection scheme could use static modulation frequencies with δΩ = 0 and then read in the photocurrent i as the atom number signal. However, we include one additional step to synthesize a signal proportional to the intracavity atom number: the photocurrent in Eq. (5) is demodulated at Ω m and sent into a feedback loop actuating on the frequency Ω to servo the beat amplitude i to zero. The synthesizer generating Ω is set to have a base output of ω FSR /2, so that the synthesizer frequency tuning voltage V tune becomes proportional to the deviation δΩ ≈ (δω n+1 − δω n )/2 once the loop is closed. This closed-loop configuration has two important advantages: (1) the size of the atom number signal V tune is insensitive to probe and local oscillator power, and (2) the closed-loop signal is linear over a much larger range of atom numbers N.
Experimental data based on V tune is shown in Fig. 3 . The atom number N is inferred by averaging V tune in a region of interest lasting a few hundred microseconds. The signal is observed to be linear even for atom-induced cavity shifts much greater than the resonance linewidth of κ/2π = 330 kHz. To acquire each trace, a sample of up to 2 × 10 4 strontium atoms is prepared in the cavity-enhanced optical lattice trap at 813 nm. The probe beam at 461 nm is then switched on and V tune is recorded. Before detection the atoms have been laser cooled in a two-stage magneto-optical trap [24] , reaching a final temperature of 5 µK in the lattice. Since the atoms are cold compared with the lattice trap depth of 15 µK, their radial spread is initially negligible compared with the waist of the non-destructive probe. However, once the probe is switched on, the atoms begin to heat up due to the scattering of 461 nm photons. After a few milliseconds the atoms are hot enough to fly out of the probe region in the radial direction, resulting in the observed decay in the V tune signal. 2), which is critical for being able to quickly measure the atom-induced cavity detuning non-destructively. Also shown is a background trace with no atoms and no compensation sidebands, verifying that the slow settling time is a result of atom dynamics induced by the inhomogeneous Stark shift. Inset: The linearity of the cavity-aided detection scheme is verified by comparing the atom-induced cavity detuning in the ROI against the fluorescence signal that is typically used to measure atom number.
Destructivity and shot noise
So far we have shown that the cavity-based detection scheme can generate a useful signal proportional to the atom number. However, in order to assess how non-destructive the scheme is, we need to characterize the effect of the probe light on the atomic state. Here, we consider two destructive processes: the scattering of probe photons and the probe ac Stark shift.
The probe and the local oscillator components all excite intracavity fields which interact with the atoms. However, as long as we use moderate power in the local oscillators and a sufficiently large modulation frequency Ω m compared with the cavity linewidth, then the resonant probe components will dominate inside the cavity. The intracavity circulating power is then given by P (cav) q = P p /2 × (1 − Z 0 ) 2 /t 2 1 in each of the two cavity modes q = n and q = n + 1, generating a standing-wave intensity profile in each mode:
By applying steady state solutions to the optical Bloch equations [25] , we find that the photon scattering rate per atom and the total ac Stark shift are given by
Near z = 0 where the atoms are loaded, the neighboring cavity modes (n, n + 1) form two standing wave intensity profiles which are almost perfectly out of phase-one mode is shaped like sin 2 (k q z) while the other is cos 2 (k q z). As a result, for cavity modes arranged symmetrically around the atomic resonance such that ∆ n ≈ −∆ n+1 , the total number of scattered probe photons is nearly independent of atom position along z and can be approximated as
where ∆ avg = (∆ n+1 − ∆ n )/2 is the mean magnitude of the detuning from atomic resonance, t is the probe time, and we have assumed tight radial confinement of atoms to a region ρ w 0 . Equation (9) highlights that a compromise must be made: in order to minimize the scattering of photons, we should avoid using large probe pulse areas P p t. However, reducing the pulse area also reduces the signal size, and therefore compromises the signal to noise ratio of the atom number measurement. A fundamental signal to noise limit is imposed by photon shot noise from the intense local oscillator components, which causes a standard deviation in the integrated photocurrent i × t given by σ it = ηq e P LO t/ ω 0 . Comparing this shot noise against the signal discriminant in Eq. (5), and using Eq. (9) to express P p t as a function of scattered photons, we can derive the fundamental photon shot noise limit to the signal to noise ratio:
In the context of optical lattice clocks, it is useful to compare the signal to photon shot noise ratio SNR phot against the signal to atom shot noise ratio SNR SQL . The atom shot noise occurs when a projective measurement is applied to N TOT ≈ 2N atoms in an equal, coherent superposition of ground and metastable excited states. This type of shot noise imposes a "standard quantum limit" to the stability of the quantum sensor [10] . For an ideal projective measurement, the measured ground-state atom number N follows a binomial distribution with standard deviation σ N = N/2, resulting in a signal to atom shot noise ratio SNR SQL = √ 2N. Combining this result with Eq. (10), we observe that
where the critical atom number N crit is given by
which represents the threshold number above which it is theoretically possible to perform weak measurement (scattering an average of less than one photon per atom) with noise below the standard quantum limit. For the experimental data presented in this work, the dominant noise sources were technicalprimarily the imperfect photodetector and the amplified spontaneous emission from the tapered Loss fraction Fig. 4 . Top: Measured power spectral density (PSD) of noise on the atom-induced cavity shift δΩ/2π using probe power P p = 1.6 nW. The projected shot noise limit is also shown for reference. The noise peak at 50 Hz and subsequent harmonics result from a combination of electrical mains noise and a cooling fan close to the chamber, while the spike at 19 kHz corresponds to a dither frequency used to stabilize an etalon within the 813 nm laser. Bottom: Fraction of atoms lost from the lattice after a 300 µs probe pulse followed by a 10 ms delay, with P LO = 30 µW and a range of P p . Also plotted is rms noise in δΩ/2π integrated over a bandwidth of 10 Hz to 1.7 kHz, with a fit curve proportional to 1/ P p .
amplifier-which together introduce a white noise floor around six times higher than the photon shot noise limit. Nonetheless, as shown in Fig. 4 the achieved signal to noise is quite sufficient to operate an atomic clock, even for probe powers weak enough to enable recycling of the atomic sample in the lattice. In addition to the scattering of photons, the probe also induces an ac Stark shift ∆ ac (ρ, z) on the atomic ground state as given in Eq. (8) . Unlike the photon scatter rate, the ac Stark shift is not approximately uniform against position along the z axis-the standing wave contributions to ∆ ac (ρ, z) have opposing signs, and therefore form a lattice dipole potential alternating between blue-and red-detuned intensity peaks. As observed in Fig. 3 , at high probe power this lattice can have a substantial effect on the time-dependent atom number signal V tune -there are clear atomic motion settling dynamics during the first millisecond of the cavity interrogation. A speculative explanation of these settling dynamics is that the atoms are initially heated axially by the sudden presence of an intense standing-wave Stark shift, but then undergo axial Sisyphus cooling due to the interaction with the blue-detuned lattice [26] , which slightly dominates over interactions with the red-detuned lattice since we operate with |∆ n+1 | < |∆ n |. Regardless of their cause, the settling dynamics are inconvenient for atom number measurement: they reduce the signal size and add significant noise in the ROI.
In order to suppress the spatial dependence of the probe Stark shift along z, we apply an extra frequency component on the amplitude modulator at Ω comp = 7ω FSR /4 to generate second-order sidebands on the light at frequencies ω c ± 7ω FSR /2 [27, 28] . The modulation amplitude at Ω comp is tuned to inject seven times as much power into the pair of cavity modes (n − 3, n + 4) as is injected into modes (n, n + 1): this power ratio is chosen so that the standing-wave Stark shift from (n − 3, n + 4) is the same size as the Stark shift from (n, n + 1), but has the opposite sign in the region near the center of the cavity z L/4. An alternative approach could be to inject light into (n − 1, n + 2), but we choose the further-detuned (n − 3, n + 4) pair in order to scatter fewer photons for a given Stark shift and to reduce the interference between harmonics of Ω and Ω comp . The effect of these additional Stark shift compensation sidebands is clear in Fig. 3 : when compensation sidebands are added the initial settling time is almost instant, limited by the bandwidth of the servo actuating on V tune rather than by atomic motion dynamics. The improved settling time has the benefit of reducing the noise in the region of interest, thus ultimately improving signal to noise in the atom number readout. Additionally, suppression of the inhomogeneous Stark shift will prove to be essential in order to limit excess dephasing or 'anti-squeezing' of the atomic state in future spin squeezing experiments [29] .
Conclusion
We have developed and demonstrated a non-destructive detection scheme for optical lattice clocks. Compared with the similar cavity-based detection technique presented in Ref. [16] , we make several important advances toward realizing a quantum-enhanced clock: a short lock capture time, the recycling of atoms after non-destructive probe, compatibility with large atom number in the 10 4 range, and compensation of inhomogeneous ac Stark shifts from the probe.
Future work will focus on two main applications. First we will exploit non-destructivity in the classical sense, minimizing the Dick instability of the optical lattice clock through repeated recycling of the atomic sample after detection [18] . Second, we will take steps to reduce the detection noise toward the shot noise limit in order to realize minimally-perturbative non-destructive detection with less than one scattered photon per atom. In this regime of weak measurement it should be possible to prepare a spin-squeezed state with reduced quantum projection noise [10] , replicating for optical clocks some of the metrological enhancements which have already been realized in microwave clocks using Rb [11, 12, 30] and Cs [31] .
Ultimately, the relatively modest single-atom cooperativity C = 4 g 2 /κΓ = 0.045 for the apparatus in this work will be a limiting factor for high detection efficiency at low atom number, as compared with previous demonstrations of high-fidelity cavity detection of Yb [32] and Sr [33] . However, quantum non-destructive detection is still feasible in our cavity above the critical atom number N crit = 28, with significant metrological gain possible in the N ≈ 10 4 range. Meanwhile, part of the motivation for lower cooperativity in this work is to include design features compatible with low and stable systematic shifts to the optical clock transition. Specifically, we choose cavity mirror coatings with high transmission at 698 nm so that the clock transition can be excited uniformly along the lattice axis, minimizing residual s-wave collisions [34] ; the lattice waist w 0 = 100 µm is selected to be large enough to trap high atom numbers with minimal density shifts; finally, the large 18 mm separation of atoms from the cavity mirrors reduces vulnerability to patch charges, a known cause of dc Stark shifts [35] . The apparatus should therefore allow quantum-enhanced stability while still maintaining a systematic frequency uncertainty for the optical lattice clock in the 10 −18 range [24] .
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A. Details of the amplitude modulator
Here we explain some of the experimental details of the non-destructive detection scheme which were overlooked in Fig. 2 .
The non-destructive detection scheme centrally relies on a ∼ 7 GHz-bandwidth, high extinction ratio amplitude modulator, which is realized using the optics and electronics shown in Fig. 5 . We implement the amplitude modulator as a Mach-Zehnder interferometer with additional AOMs and EOMs to control the optical amplitude and phase of the individual branches. A number of feedback loops are employed to stabilize the overall phase delay of the modulator setup and to null the transmitted carrier.
The Mach-Zehnder interferometer is stabilized using the balanced photodiode signal V BPD generated at the bottom right of the figure: weak 180 MHz sidebands are injected onto the EOM in Branch 1 to create a beat signal at 107 MHz on V BPD , which is then used to lock the optical phase of Branch 1 at a 73 MHz offset from the LO branch. An I/Q demodulator forms the basis of two further control loops which are used to suppress both the I and the Q components of the strong beat remaining at 73 MHz: the first loop acts on the phase of Branch 2 to ensure that the carriers exiting branches 1 and 2 have opposite phase; the second loop acts on the AOM diffraction efficiency of Branch 1 to match the carrier power in Branch 1 to the power in Branch 2. With the 73 MHz beat suppressed, the interferometer transmits zero output power at the carrier frequency ω c , meaning that light sent to the atomic cavity is formed only of RF sidebands at ω c ± Ω mod for the various RF modulation frequencies Ω mod ∈ {180 MHz, Ω − Ω m , Ω, Ω + Ω m , Ω comp }. The physical path lengths of Branch 1 and Branch 2 have been matched to within approximately 1 mm to optimize the suppression of broadband laser noise exiting the interferometer.
The electronics underpinning the generation of the atom signal V tune are depicted in the top right part of the figure. The two voltage-controlled oscillators (VCOs) at Ω ± Ω m are offset-locked to a master oscillator at Ω with a loop bandwidth of 1 MHz each. The offset locks are implemented using two separate DDS channels at Ω m , with a common clock and with relative phase tuned to match the optical phase modulation profile of Eq. (4). In order to lock the master frequency Ω to the cavity mode splitting, the cavity reflection photodiode signal is demodulated at Ω m and sent into a control loop acting on Ω with a unity gain bandwidth of 150 kHz. This master loop is always engaged, even when the 461 nm probe beam is switched off, so to avoid railing the integrator there is a high-value DC limiting resistor in the feedback path. When the probe beam is switched on using the Switch AOM, the loop captures with a settling time of around 20 µs (see Fig. 3 ) and the in-loop control voltage V tune is finally read into a low noise PC oscilloscope to generate an estimate of atom number in each shot of the experiment. 
