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The electronic density of states (DOS) quantifies the distribution of the energy levels that can
be occupied by electrons in a quasiparticle picture, and is central to modern electronic structure
theory. It also underpins the computation and interpretation of experimentally observable material
properties such as optical absorption and electrical conductivity. We discuss the challenges inher-
ent in the construction of a machine-learning (ML) framework aimed at predicting the DOS as a
combination of local contributions that depend in turn on the geometric configuration of neighbours
around each atom, using quasiparticle energy levels from density functional theory as training data.
We present a challenging case study that includes configurations of silicon spanning a broad set
of thermodynamic conditions, ranging from bulk structures to clusters, and from semiconducting
to metallic behavior. We compare different approaches to represent the DOS, and the accuracy of
predicting quantities such as the Fermi level, the electron density at the Fermi level, or the band en-
ergy, either directly or as a side-product of the evaluation of the DOS. We find that the performance
of the model depends crucially on the resolution chosen to smoothen the DOS, and that there is a
tradeoff to be made between the systematic error associated with the smoothening and the error in
the ML model for a specific structure. We find however that the errors are not strongly correlated
among similar structures, and so the average DOS over an ensemble of configurations is in very
good agreement with the reference electronic structure calculations, despite the large nominal error
on individual configurations. We demonstrate the usefulness of this approach by computing the
density of states of a large amorphous silicon sample, for which it would be prohibitively expensive
to compute the DOS by direct electronic structure calculations, and show how the atom-centred de-
composition of the DOS that is obtained through our model can be used to extract physical insights
into the connections between structural and electronic features.
I. INTRODUCTION
The combination of electronic structure calculations
and machine learning (ML) techniques has become com-
monplace in the atomistic modelling of matter. In par-
ticular, this combination has proven very valuable for
building models that can inexpensively predict, using
only atomic coordinates as inputs, any property that can
be computed by first-principles calculations, based on a
small number of reference calculations1,2. The earliest
and now most widespread applications have focused on
the construction of interatomic potentials by predicting
total energies and atomic forces 3–5, reducing dramati-
cally the cost of ab initio simulations. Since the early
demonstrators, general and transferable ML potentials
have been built to describe the potential energy surface
of a material across many phases and including a wide
variety of defects6, and have also become prominent in
studying amorphous materials7. These efforts go beyond
the more traditional fitting of semi-empirical potentials,
as they aim to describe in a completely general, possi-
bly non linear, manner the correlations between atomic
configurations and target properties. Recently, machine-
learning models have also been used to learn and pre-
dict other properties of crystals and molecules such as
ionisation energies8, NMR chemical shifts 9,10, dielec-
tric response properties11, as well as properties that are
more directly linked to electronic structure, such as the
charge density12–16 or the position of the Wannier cen-
ters17. Building models of electronic properties can be
an end in itself, or be useful as a stepping stone to
evaluate quantities that have a clear physical relation to
the predicted quantity, e.g. for the electron density the
exchange-correlation energy12, the electrostatic poten-
tial18, or topological descriptors of chemical bonding13.
The electronic density of states (DOS) is another quan-
tity that underlies many useful materials properties. It
can be used to calculate the electronic contribution to the
heat capacity in metals, the density of free charge carriers
in semiconductors, and is an indirect proxy for properties
such as the energy band gap, the band energy and also
the optical absorption spectrum. In recent years, several
approaches have been proposed to “learn” the DOS of
materials, with applications including the prediction of
the DOS value at the Fermi energy in alloys 19, the main
features of the DOS curves of transition metals20 or the
local density of states of structures from ab-initio molec-
ular dynamics trajectories15. However, these attempts
have been restricted to predicting particular values of the
DOS curve, or rather limited in the diversity of structures
included in the training and testing.
In this work, we present a machine-learning frame-
work aimed at predicting the DOS, based on Gaussian
process regression (GPR) and on a representation of the
local geometry using a description of the atomic environ-
ments, known as the Smooth Overlap of Atomic Posi-
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2tions (SOAP)21,22, the same one that is widely used to
build interatomic potentials and is just one example of a
set of closely related representations based on the atomic
neighbour density 23–25. We investigate in depth the im-
pact of different approaches to represent the DOS as a
target of the ML model, and highlight the strong impact
of the level of Gaussian smearing applied to the DOS on
the difficulty of the regression task. We also assess the
relative performance of models that directly predict elec-
tronic properties such as the band energy and the optical
absorption spectrum, with those of models that use the
DOS as an intermediate quantity. All these results are
presented together with uncertainty quantification based
on a committee model26 that provides an assessment of
the quality of the predicted DOS and its derived quan-
tities. We use as benchmark a challenging data set of
silicon structures that includes different solid phases, liq-
uid and amorphous configurations, and gas phase clus-
ters, and that also spans a wide range of behaviors from
metallic to semiconducting. Finally, we demonstrate the
transferability of the model to predict the DOS of very
large amorphous configurations, exploiting the local de-
scription to link atomic environments to their contribu-
tions to the overall density of energy levels.
II. METHODS
We define the DOS as a sum of Dirac distributions cen-
tred around the eigenvalues of the single-particle Hamil-
tonian, En(k) describing the energy levels the electrons
can occupy at each point k of the electronic Brillouin
zone (BZ):
DOS(E) =
2
Nk
bands∑
n
∑
k
δ(E − En(k)).
This definition approximates the integral over the BZ,
and extends readily to a-periodic systems by removing
the summation over k points. In order to obtain a con-
tinuous distribution, the Dirac distributions are broad-
ened with a Gaussian smearing gb: δ(E − En(k)) →
(gb
√
2pi)−1 exp
[−(E − En(k))2/(2g2b)].
In the following subsections we introduce the different
components of our strategy to predict the DOS based
on a regression model trained on a small number of ref-
erence configurations. We discuss briefly the equations
that underlie a Gaussian process regression model that
includes an inexpensive estimate of the prediction uncer-
tainty, different possible choices to discretize the density
of states, and the family of representations that we use
to describe atomic environments (Fig. (1)).
A. An atom-centred model of the DOS
We aim to build a model of the DOS for a structure
A by decomposing the total DOS into a sum of local
contributions from each of its atomic environments Xj ,
i.e.
DOS(A, E) =
∑
Xj∈A
LDOS(Xj , E). (1)
Implementing such a model requires the definition of a
framework to parameterise the shape of the LDOS, and
a framework to represent the structure and the compo-
sition of the environment surrounding each atom. Given
these, one can determine the parameters x of the LDOS
model by minimising a loss function of the form:
`2(A,x) =
∫
dE
∣∣∣∣∣∣DOS(A, E)−
∑
Xj∈A
LDOSx(Xj , E)
∣∣∣∣∣∣
2
.
(2)
The model can then be used to make predictions for new,
possibly more complex, structures. In this work we model
LDOSx(Xj , E) using the Projected Process (PP) approx-
imation of the Gaussian Process Regression (GPR)27.
We use the most diverse M atomic environments, se-
lected according to a Farthest Point Sampling (FPS)
scheme among the training structures, as the active set
that defines the basis on which the target is expanded in
local contributions:
LDOSx(E,X ) =
∑
i∈M
xi(E)k(X ,Xi), (3)
where k(X i,X ) is a positive-definite kernel basis func-
tion that expresses the similarity between the environ-
ment X and an environment from the active set Xi, that
will be defined in Section II D. Given the additive na-
ture of the DOS model (1), we define the kernel be-
tween entire structures as the sum of the kernels between
the atomic environments that constitute the structures,
k(A,A′) = ∑i∈A,i′∈A′ k(Xi,Xi′). The linear expansion
coefficients xi(E) depend on the energy and should be
discretised in a way that reflects the representation of
the DOS, which is discussed in Section II C. We optimise
the coefficients xM (E) by minimising the following em-
pirical loss function, in the same spirit of ridge regression
models, based on knowledge of the targed DOS for the
training structures:
`2λ(xM ) =
∑
A∈train
`2(A,xM ) + λ2xTMKMMxM . (4)
Here, λ is the regularisation parameter and KMM is the
kernel matrix, whose entries are the kernel functions be-
tween the active-set environments. The optimal solution
to this problem is obtained as a function of the kernel
matrix of the active set KMM and the kernel matrix of
the training structures A and the active set KNM :
xM (E) = (λ
2KMM +KMNK
T
MN )
−1KMNyN (E), (5)
where yN is a vector containing the values of DOS(A, E)
for the N training structures. Once we find the optimal
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FIG. 1. Schematic representation of the DOS ML workflow. A indicates full atomic configurations, X represents the atomic
environments in these structures, the blue curves are the DOS from DFT calculations and the red dots are the targets of the
ML models.
solution for our problem, usually using a k-fold cross-
validation scheme, the DOS of a new structure A∗ can
be obtained as a simple dot product:
DOS(A∗, E) = kTA∗M · xM (E),
where kA∗M is the vector that contains the kernels be-
tween the structure A∗ and the M active-set environ-
ments.
B. Uncertainty estimation
Gaussian process regression models have a built-in
variance estimator, that makes it possible to assess the
statistical uncertainty – and hence the reliability – of the
prediction for a specific structure28. For computational
efficiency, and to simplify the propagation of uncertainty
from the atom-centered decomposition to the full density
of states of a structure, we build instead a committee of
NRS GPR models of size n < N , as discussed e.g. in
Ref. 26. If the models are built based on the PP ap-
proximation, keeping a fixed active set for all the mod-
els, each model corresponds to a different weight vector
x
(i)
M (E), and predictions can be obtained inexpensively
as the kernel vector in Eq. (II A) must be computed only
once for each new structure. The average of the predic-
tions DOS(i)(A∗, E) made by the models in the commit-
tee is taken as the prediction:
DOSRS(A∗, E) = 1
NR
∑
i
DOS(i)(A∗, E),
while their variance is taken as a measure of the uncer-
tainty
σ2RS(A∗) =
αRS
NR − 1
∑
i
(
DOS(i)(A∗, E)−DOSRS(A∗, E)
)2
.
(6)
The factor αRS serves to compensate for the correlations
that are present between the training points, and between
the different resampled models; αRS can be determined
by calibrating the uncertainty estimate with a likelihood
maximization criterion26, using a validation set or an in-
ternal reference. Note that it is possible to realize this
calibration process by rescaling the predictions around
4the mean, i.e.
DOS(i)(A∗, E)←DOSRS(A∗, E)+
√
αRS
[
DOS(i)(A∗, E)−DOSRS(A∗, E)
]
.
(7)
We can use this calibrated ensemble of predictions to
perform post-processing tasks, such as the assembly of
atom-centered predictions, in a way that automatically
incorporates correlations between the predictions of dif-
ferent models.
C. DOS representation
In order build a practical model of the DOS, one
needs to represent the (L)DOS as a set of discrete val-
ues, yi(A), that can then be used to construct a mul-
tivariate regression model. A pointwise, trivial ap-
proach is to discretise the energy axis over a finite
range [E0, E0 + (NDOS − 1)δE], and take the smooth
DOS computed at each energy point as a regression tar-
get,
yi(A) = DOS(E0 + iδE,A). (8)
In the Gaussian process regression model we use, each re-
gression task is independent of the others, which means
that the number of these descriptors can become arbi-
trarily high depending on the level of complexity (defined
by the Gaussian broadening) and the density of the con-
sidered energy points (linked to the discretization width
δE), which results in an increase in the number of pre-
diction models.
This pointwise representation is not necessarily the
most efficient: it potentially requires to train and evalu-
ate hundreds of ML models, and it ignores the fact that
variations in the DOS between different structures and
different energy levels are correlated, both because of
physical reasons and because of the Gaussian smooth-
ing. It is possible to reduce the degrees of freedom of
the problem by projecting the DOS on an orthogonal ba-
sis set, and learning the expansion coefficients. In order
to capture the correlations between the variations of the
DOS at different points, we construct a data-adapted ba-
sis by evaluating the principal components (PC) of the
DOS within the training set. Given that we aim to build
a predictor for the LDOS, but we only have information
on the total DOS of a structure, we normalize the DOS
of each structure by the number of electronic states, and
construct the matrix
Y˜Ai =
yi(A)
NA
− 1
Ntrain
∑
A
yi(A)
NA
. (9)
We then compute the eigendecomposition of the covari-
ance matrix
YTY = UΛUT . (10)
The columns of the unitary matrix U that are associated
to the largest eigenvalues Λk describe uncorrelated modes
of variation of the (L)DOS. The truncation of the expan-
sion to a small number of PCs determines the error that
one makes in approximating the DOS, and corresponds
effectively to an additional smoothing of the DOS. Build-
ing a model in the PC representation amounts to com-
puting the projection of the DOS on the basis functions
yPCk (A) =
∑
i
yi(A)Uik, (11)
training a regression model on each of the yPCk coefficients
and then reconstructing the prediction in terms of the
principal vectors,
yi(A) ≈
∑
k
yPCk (A)Uik, (12)
A third approach to represent the DOS can be derived
to address the fact that a loss of the form (2) cannot
discriminate between distributions that differ by the po-
sition of peaks that have negligible overlap – a problem
that is frequently encountered when comparing spectral
functions. The Wasserstein distance (also known as earth
mover’s distance) is a metric to compare distributions
designed to address this problem, and that can be easily
computed as the norm of the pointwise difference between
the inverse cumulative distribution functions29. Inspired
by the Wasserstein metric, we propose to represent the
DOS in terms of the associated cumulative distribution
function (CDF), that can be computed as partial sums
over the pointwise representation, which approximate the
integral over the energy:
yCDFn (A) =
n∑
i=0
yi(A). (13)
Even though a Euclidean norm that uses this vector is
not a precise implementation of the earth mover’s dis-
tance (that is based on the Euclidean distance between
inverse CDFs), it is sensitive to shifts in peak position,
and preserves the additive construction of the total DOS
based on atom-centred contributions – a physical con-
straint that would be lost by using a metric based on the
inverse CDF.
D. Structural representation
We describe atom-centred environments using a rep-
resentation that corresponds to a smoothed version of
a 3-body correlation function30, that we indicate as the
vector
∣∣X (2)〉. We use in practice the projection of this
correlation function on a basis of radial functions Rn(r)
and spherical harmonics, that corresponds to the SOAP
power spectrum introduced in Ref. 31. The SOAP fea-
ture vector can be computed by first expanding the Gaus-
sian smeared atomic density centred on the j-th atom
5(restricted by a cutoff function to within a radial cutoff
distance rc) on such an orthogonal basis,
〈r|Xj〉 =
∑
i
fcut(rij)g(r− rij),
〈nlm|Xj〉 =
∫
dr 〈r|Xj〉Y ml (rˆ)Rn(r).
(14)
We indicate with gs the standard deviation of the Gaus-
sian g, with nmax the number of radial basis functions,
and with lmax the maximum angular momentum channel.
Based on these expansion coefficients, one can build a
hierarchy of rotationally-invariant features. The second-
order invariant corresponds to the SOAP power spec-
trum,〈
nn′l
∣∣∣X (2)j 〉 = 1√
2l + 1
∑
m
(−1)m 〈nlm|Xj〉 〈n′l−m|Xj〉 .
(15)
The scalar product between the power spectrum vectors
can be used to define the SOAP kernel we use in this
work:
k(X i,X j) ∝
∣∣∣〈X (2)i ∣∣∣X (2)j 〉∣∣∣ζ . (16)
An exponent ζ > 1 effectively introduces non-linear
terms that corresponds to some (but not all32) higher
body order correlations.
In order to better reflect the locality of the LDOS, and
the contribution of neighbors to the structure-property
relation, we use a radial scaling of the SOAP features that
is implemented as an additional weighting of the contri-
butions from the neighbors, u(rij) =
c
c+(rij/r0)m
, where c,
m and r0 are parameters to be optimized with respect to
the target property of the learning scheme. An optimized
radial scaling can improve substantially the performance
of a model, similarly to what can be obtained by the use
of multiple kernels with different length scales33.
III. COMPUTATIONAL DETAILS
Reference data We use as a training and validation
data set a challenging combination of 1039 silicon struc-
tures containing configurations that correspond to elas-
tically and thermally distorted bulk diamond and β-
tin structures, snapshots from molten silicon simula-
tions, amorphous configurations obtained at different
quenching rates, as well as some cluster configurations.
We extract these structures from the training data set
used to build a machine-learning interatomic-potential
for silicon6. Fig. 2 demonstrates the heterogeneity of the
data set, showing a projection on the two largest prin-
cipal components of the average SOAP power spectrum
vectors of the different configurations. The parameters of
the SOAP are the same as those used for the regression
models, discussed below. The map reflects the presence
of several distinct groups of structures, that have been
FIG. 2. Clustering of the structures in the Silicon data set
based on the first 2 kernel principal components of every con-
figuration. These components hold ≈ 94% of the variance in
features space. The structures are well separated in the fea-
tures space, except of a few liquid structures computed at high
pressure, that partly overlap with β-tin phase configurations.
obtained with simulations performed at different tem-
peratures and pressures. In what follows we randomly
selected 800 structures that we used to train the differ-
ent models, and used the remainder of the data set for
testing.
We compute the single-particle energy levels for this
system by running density-functional theory calculations
using the FHI-aims all-electrons code34. We use the
“tight” settings of AIMS, and the PBE35 exchange-
correlation functional. We keep a constant k-point spac-
ing of 0.01A˚−1 for the periodic structures. As discussed
below, we compute the density of states by summing over
the single-particle eigenvalues, using a Gaussian smear-
ing with varying width.
Model parameters As introduced in Section II D, the
SOAP representation has several hyperparameters that
need to be tuned depending on the training data and the
target property. Given that, as discussed above, we aim
to compare the performance of the model with different
representation of the DOS and different target proper-
ties, one would need to perform hundreds of separate
optimization procedures for these hyperparameters. In-
stead, we performed a single optimization using the co-
hesive energy as the target property; this avoids bias-
ing explicitly our comparison towards one of the DOS
learning protocols, and is representative of a scenario
in which one wants to re-use the features that under-
lie a machine-learning potential to estimate additional
electronic-structure properties.
We use the metric induced by a preliminary set of
SOAP features to select, by farthest point sampling
(FPS)36, 3000 environments to use as active points for
the PP approximation. As shown in the SI, increasing
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FIG. 3. (Left) Distribution of the first 200 eigenvalues of the
covariance matrix of the DOS at a gb = 0.3 eV. The 3 small
panels on the right represent the shape of the average DOS
in the data set, the 1st principal component and the 16th
principal component. (Right) The reference DOS curve of a
Silicon diamond structure at 0.3 eV smearing and its recon-
struction from the first 80 PCs. The lower panel shows the
errors at every energy level. The total error for this structure
is ≈ 5.11× 10−3 eV−1/atom.
the active set size further leads to negligible reduction of
the prediction error. We then selected the best hyperpa-
rameters using a 5-fold cross validation regression scheme
and a grid search, using a single random ordering of the
full data set. We obtain the smallest prediction errors for
the cohesive energy for the following set of parameters:
rc = 6A˚, nmax = 12, lmax = 9, gs = 0.45, c = 1, m = 5,
and r0 = 3.0A˚. As shown in the SI, this choice of param-
eters lead only to a marginal degradation of performance
in comparison to a model that has been specifically opti-
mised to reproduce the DOS. For consistency, given that
the change of hyperparameters modifies the kernel, and
the kernel-induced distance, we then re-selected 3000 ac-
tive using these optimal values. It should be noted, how-
ever, that selecting new active points led to negligible
improvement of model accuracy.
After having determined the optimal value of the hy-
perparameters, we built 8 models using the same active
set but different 50% subsampling of the 800 train struc-
tures. We report the mean of the model as our best
predictions (which has an accuracy comparable to that
of a single model trained on the full 800 structures), and
rescale the spread of the models around the mean, as
discussed in Section II B, to obtain an ensemble of pre-
dictions based on which we can easily propagate our un-
certainty quantification.
In order to investigate the impact of the representation
of the DOS on the performance of the model, we con-
sider three values of the Gaussian broadening gb: 0.1 eV,
0.3 eV and 0.5 eV. We discretise the DOS on a grid where
the points are spaced by δE = 0.05 eV, which ensures
that we are able to sample the fine structure of a curve at
0.1eV smearing. We use this representation as the trivial
representation, Eq. (8). We use the same grid to com-
pute the cumulative integral of the DOS, Eq. (13). For
the PC representation, Eq. (11), we select the principal
eigenvectors of the covariance matrix computed for the
800 training structures. The left panel in Fig. 3 demon-
strates the rapid decay of the eigenvalues of the covari-
ance for gb = 0.3 eV, and the shape of the average DOS
of the data set, the 1st and the 16th eigenvectors. One
notices that the the principal components corresponding
to the high eigenvalues contribute to the general struc-
ture of a DOS curve, while the ones corresponding to
lower eigenvalues describe the fine structure of the DOS
curve. We choose the number of PCs to retain 99.99% of
the variance, which corresponds to 200, 80 and 35 PCs
for gb = 0.1, 0.3, 0.5 eV, respectively. Even though the
error resulting from this approximation is visually very
small, as shown in the right panel of Fig. 3, it leads to
non-negligible errors when using the DOS to compute
derived properties such as the band energy.
IV. RESULTS
Having discussed the details of the DOS model, we
now turn to assessing its performance on the database of
silicon structures. We begin by comparing the accuracy
as a function of the smearing of the density of states,
and its representation, and proceed to determine how
the error in the prediction of DOS(E) translate to the
error in quantities that can be obtained from it, such as
the band energy or the Fermi level.
To facilitate the comparison of the model performance
between different properties and scenarios we normalise
the root mean squares error (RMSE) by the standard
deviation of the target property, expressed as a percent-
age. This is particularly important because reducing the
Gaussian smearing increases substantially the the com-
plexity of the DOS, measured in terms of the variance
over the full data set (see Table S1 in the SI). For scalar
properties, the expressions reads:
RMSEscalar = 100 ∗
√
1
N
∑
(yipred − yi)2√
1
N
∑
(yi − y¯)2
(17)
This expression is easily extended to cover the proper-
ties that have an energy dependence (DOS and A(∆)),
that require the simultaneous regresion of multiple coef-
ficients, by comparing the L2 distance to the deviation
from the average vector representing the target property
of the training set:
RMSEvec = 100 ∗
√
1
N
∑
i
∫
(yipred − yi)2√
1
N
∑
i
∫
(yi − y¯)2
, (18)
720 0
0.1
0.2
0.3
D
O
S 
[e
V
1
/a
to
m
]
ML DOS
QM DOS
20 0
0.025
0.000
0.025 20 0
diamond
20 0
20 0
20 0
20 0
20 0
20 0
liquid
20 0
20 0
20 0
Energy [eV]
FIG. 4. (First row) A few examples of DOS predictions of the Silicon data set. The first three panels represent the DOS of
diamond structures exhibiting the best, median and worst predicted uncertainty, respectively, compared to the reference DFT
DOS curve. The reference DOS is constructed using gb = 0.3 eV. We use the prediction of a committee of 8 GPR models. The
last 3 panels show the same for the the liquid structures. The shaded areas are the uncertainties of the ML model at predicting
the DOS at every energy level. (Second row) The red curve is the difference between the reference DOS and the predicted DOS
of the structures showed in the first row. The shaded area represents the uncertainty of the prediction at every energy level
and the dashed black line is the reference for a perfect prediction, i.e zero error.
0.5eV 0.3eV 0.1eV
smearing of the DOS
0
5
10
15
20
%
R
M
SE
DOS
Pointwise
PC decomposition
CDF
FIG. 5. Average errors in the DOS over 16 train/test splits
in the Si data set using 3 different representations of the DOS
curves: the pointwise approach, the decomposition on a basis
set of principal components and derived from the learnt CDF,
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where y¯ is the vector containing the average of each co-
efficient in the yi. We will use either of the definitions as
appropriate, and indicate the error simply as %RMSE.
A. Model performance
We begin by showing, for the pointwise representa-
tion of the DOS and gb = 0.3 eV, a plot of the model
DOS(E) for the diamond and liquid structures with the
lowest, median and highest predicted uncertainty (Fig-
ure 4). The figure demonstrates that a single model is
capable of predicting the behavior of Si across the semi-
conductor to metal transition, and that the uncertainty
quantification correctly identifies the most problematic
test structures.
In order to assess more quantitatively the accuracy of
the model for different values of gb and different repre-
sentations of the DOS, we then compute the integrated
%RMSE of predictions (18), shown in Fig. 5. Note that
in this case we did not generate an ensemble of models,
but report errors based on the full training set of 800
structures. To account for the dependency of the accu-
racy on the test/train split, we repeated regression and
testing on 16 random splits, and report mean and stan-
dard error of the mean over the different splits. Even
though we have renormalized the error on the intrinsic
variance of the data, which is larger for the smaller val-
ues of the Gaussian smearing, the error in the predicted
DOS is clearly much larger for the finer gb. The errors
jump from ≈ 8% for the 0.5eV smearing and ≈ 11%
for the 0.3eV smearing to ≈ 22% for the 0.1eV smearing.
The representation of the DOS has a small impact on the
accuracy of the model, with the CDF showing a slight,
but systematic, advantage over the pointwise and the PC
representations. The projection errors for the latter rep-
resentation are too small to affect the errors of the DOS,
unlike what we will encounter later when we discuss the
8101 102 103
100
101
102
Pointwise
PC decomposition
CDF
101 102 103
PC #1
PC #3
PC #16
Train size
%
R
M
SE
FIG. 6. Learning curves for (Left) the 3 different representa-
tions of the DOS curve and (Right) the projection on the first,
third and 16-th PC as a function of the training structures.
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viation of the training set. The reference DOS is computed
with gb = 0.1 eV.
derived quantities.
In order to understand the limitations of our data set
and to validate the training set size we use in this work,
we examine the learning curves (LC) for the different
representations of the DOS, as shown in the left panel of
Fig. 6 for the most challenging case of gb = 0.1 eV. For
training sizes less than ≈ 100 structures, we notice that
all the LCs are decreasing exponentially, and for larger
sizes, the rate decreases and we can see that the LCs
start to saturate, which indicates that adding more data
to train the ML models will not result in a significant
improvement of the models’ performance. Despite small
differences at the smaller train set sizes, the three repre-
sentations show similar convergence behavior. The PC
representation can provide some insight on the origin of
the plateau. The right panel of Fig. 6 shows the LCs of
the first, third and sixteenth projections of the DOS on
the PC basis, with the fractional error referring to the
variance of each component. We see that the first two
elements are well learnt: errors are around 10% for 100
structures in the training set, and the corresponding LCs
saturate at low validation errors, 2% and 8% respectively.
In contrast with the first few principal components, the
learning is slower and more difficult for lower-importance
components. The error is below 60% for the 16th com-
ponent only for the full training data set. In general,
we observe that the convergence of these individual er-
rors gets slower as we consider higher PCs of the DOS.
As shown in Fig. 3, these smaller-variance PCs are as-
sociated with high-frequency, “noisy” modes, that are
necessary to describe the fine structure of the DOS. For
many applications, a large Gaussian smearing does not
hinder using the density of states – and indeeed previous
attempts at using ML to predict the DOS used a large
smearing. Whenever a higher resolution is needed (e.g.
to identify the position of individual defect states, or to
determine precisely the band gap), much larger amounts
of data will be needed, possibly in combination with more
complex models.
B. Beyond the DOS
Besides its intrinsic interest as a description of the
single-particle energy levels in a condensed-phase system,
the DOS(E) can be used as the starting point to derive
other quantities, that relate to experimental observables.
We will consider four quantities: the Fermi energy (F ),
the density of states at the Fermi energy (DOS(F )), the
band energy (band), and the distribution of excitations
(A(∆)), because they are easily extracted from a smooth
DOS curve. For completeness, we define these quantities
as follows:
• The Fermi energy (F ).
F :
∫
dE DOS(E)fFD(E − F , T = 0) = N,
where fFD(E, T ) is the occupation of the energy
level according to Fermi-Dirac statistics and N is
the number of valence electrons.
• The density of states at the Fermi energy
(DOS(F ))
• The band energy
band =
∫
dE E fFD(E − F , T = 0) DOS(E).
• The distribution of excitations
A(∆) =
∫ ∫
dE dE′ DOS(E) fFD(E − F , T = 0)
DOS(E′) (1− fFD(E′ − F , T = 0))δ(E − E′ −∆).
A(∆) mimics the adsorption spectrum, where ∆
corresponds to the absorbed photon’s energy and
we ignore the amplitude the transition. The shape
of A(∆) for small excitation energies reveals the
presence and the magnitude of a band gap.
For each of these properties we build a ML model using
the same kernel parameters and train set, minimizing a
loss function analogous to equation 2. We compare these
direct predictions to indirect models built by first predict-
ing DOS(E) and then using it to compute F , DOS(F ),
band, A(∆). Whenever an expression depends on F , we
use the value computed consistently from the predicted
DOS. We build different models with various values of gb
and representation of the DOS, as in in Section IV A.
The average prediction errors for the four properties
and for the different models, are illustrated in Fig. 7.
Similar to what we observe for the DOS learning, the
prediction errors increase as we decrease the value of gb,
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and hatched areas represent the average systematic errors due to the projection on the basis of PCs. The test errors grow
systematically when we decrease the value of gb.
including the direct method. The truncation errors in
the PC decomposition representation contribute signifi-
cantly to the overall errors, since the number of PCs is
not optimised for these quantities.
Let us focus on each individual quantity, starting by
the Fermi energy, whose accurate determination is par-
ticularly important, as it enters the definition of the other
three quantities. The prediction errors for the direct pre-
dictions are low, between 3.5% and 4.5%. They increase,
although less dramatically than in the case of the DOS,
for decreasing values of the Gaussian smearing gb. Errors
for the indirect predictions are comparable at gb = 0.3 eV
and gb = 0.5 eV, except for the PC decomposition, for
which the errors are almost twice as large. The trunca-
tion of the DOS contributes to the larger error. As shown
in the SI, a large number of PC component are necessary
to obtain an accurate estimate for F . In combination
with the difficulty in learning the fine-grained compo-
nents, this explains the poor performance of the PC ap-
proach. Similarly to what was observed for the DOS
modes, the error increases substantially for she smallest
smearing value, and the direct prediction outperforms by
nearly a factor of 2 all the indirect predictions.
The prediction errors of the DOS(F ) of the direct
model follow the same trend as the DOS, where they grow
from 9.5% for gb = 0.5 eV to 23% for gb = 0.1 eV. In
contrast to the case of the Fermi energy, here the errors of
the indirect models are significantly lower for gb = 0.5 eV
(≈ 5% error) and gb = 0.3 eV (≈ 7% error) and compa-
rable between the three approaches, with a minor advan-
tage for the CDF scheme. For gb = 0.1 eV errors increase
substantially, but the indirect models still outperform a
direct prediction, with the exception of the PC decom-
position, where the errors are close to 29%. The DOS
truncation error contributes partly to the poor perfor-
mance of the PC scheme, similarly to what observed for
the Fermi energy – whose internally-consistent prediction
is used as the point at which the DOS is computed.
The prediction errors of the direct model of the band
energy are low in comparison with the intrinsic variabil-
ity, below 1% and largely independent on the value of
gb. The fact that the error in the predicted band energy
is largely independent on the smearing suggests that the
averaging procedure that is associated with the evalua-
tion of band reduces the sensitivity to the fine details of
the DOS, and that the large error that is observed on
the prediction of DOS(E) for gb = 0.1 eV is not reflected
in coarser-grained features of the distribution of energy
levels. The prediction errors of the indirect models are
slightly lower than those of the direct model, once again
with the exception of the PC decomposition, where the
errors jump to 2% for gb = 0.5 eV to 3% for gb = 0.1 eV.
Even though the use of PCs does help improve marginally
the accuracy of the predicted DOS, this is clearly not re-
flected in the accuracy of derived quantities, because of
the presence of high-frequency components in the DOS
that contribute to the value of F , band and DOS(F )
and are either discarded or very difficult to learn. Fi-
nally, the direct prediction errors of A(∆) are usually
low (between 2% and 4.5%), with errors that grow gen-
tly as gb is reduced. The errors of the indirect models
are systematically lower than the direct model, with the
CDF model showing consistently the best performance.
Overall, these examples show that using a model
of the DOS as an intermediate step in the calcula-
tion of electronic-structure properties can outperform,
marginally or substantially, a direct prediction. The im-
provement is most noticeable when learning properties
such as the excitation density A(∆) or the DOS at the
Fermi level that clearly depend in a non-trivial way on
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non-locality – i.e. the presence of a localized defect can
change in a non-additive manner the value of the prop-
erty for the entire system. Another advantage of an in-
direct model is that, based on a single prediction, one
can compute a multitude of physical observables – in ad-
dition to those we mention here, the electronic contri-
butions to a material’s heat capacity or Gibbs free en-
ergy, the band gap, etc. – and that these predictions
are consistent with each other, rather than affected by
independent model errors. An important observation is
that – contrary to what we observed when building a
model of DOS(E) – the strategy used to represent the
target function has an important effect on the accuracy
of the indirect predictions. In particular, learning the
separate principal components in the data set leads con-
sistently to degraded performance, in part because of the
error incurred by truncating the PC expansion, but also
in part because higher-order components have very poor
learning rates, at least when using a single set of fea-
tures for all the components. The CDF-based model is
consistently the best of the indirect models, suggesting
that a Wasserstein-type metric is the most relevant way
to assess the quality of a predicted DOS. It is worth not-
ing that the three approaches are simple linear transfor-
mations of the same data, which in a multivariate ker-
nel regression framework is equivalent to the choice of a
non-diagonal regularization of the regression weights that
couples different targets properties. One could envisage
to explicitly optimize the regularization to improve the
accuracy in the desired derived quantities.
V. DENSITY OF STATES OF AMORPHOUS
SILICON
We use carefully-equilibrated large-scale configurations
of amorphous silicon37 to demonstrate two advantageous
features of a local machine-learning model, such as the
one we use here. On the one hand, it allows predict-
ing properties of large structures with a cost that scales
linearly with system size; on the other, it provides a data-
driven decomposition of the DOS in local contributions,
that can be used to analyze structure-property relation-
ships.
A. Large-scale evaluation of the DOS
We consider a series of larger amorphous silicon (a-
Si) structures, with a size ranging between 216 and 4096
atoms, that were obtained by slowly annealing a molten
Si configuration using a GAP model, following the pro-
tocol described in Ref.37. For all but the largest size, we
compute DFT reference values following the same scheme
we used for the train set. For this application we modified
the training set by eliminating the cluster configurations,
that occupy a completely disconnected portion of phase
space (see Fig 2). We have also added 10 amorphous
structures of 128 atoms each, to ensure that the train
set contains more complex disordered configurations that
might be absent in 64-atom cells, due to finite-size ef-
fects. We represent the DOS using the CDF approach
and with a Gaussian smearing gb = 0.1 eV, and use the
same SOAP parameters we adopted in the previous sec-
tion.
When computing the properties of materials in realis-
tic thermodynamic conditions, it is necessary to average
over multiple configurations, to compute a mean value
that is consistent with a (quasi)-equilibrium probabil-
ity distribution. We observe that this ensemble average
smoothens the DOS, and that as a result the agreement
between ML predictions and DFT reference values im-
proves substantially (Fig. 8). The features of the DOS
are well reproduced, including the presence of a small
peak around the Fermi energy (i.e near ≈ −5.7eV). We
can also to provide a prediction of the DOS of the largest
structure (bottom right panel of Fig. 8), for which an
explicit DFT calculation would require application of a
linear-scaling approach at still substantial cost38. The
DOS predicted for this structure is consistent with the
average DOS of the smaller structures – which indicates
that the structure of this larger sample reflects motifs
that are found, with similar probability, in smaller simu-
lations.
B. Analysis of local environments
Having shown that the ML model reproduces accu-
rately the total DOS of the sample, we assess whether
the local contributions can be given a meaningful inter-
pretation. In principle the atom-centred decomposition
of the DOS that underlies our model is not physically-
motivated, which is reflected e.g. by the fact that some
atoms can give a negative contribution to the DOS in
some energy ranges. However, as it has been found many
times11,39, the data-driven optimization of the decompo-
sition leads to local terms that reflect well-established
(and sometimes novel) physical insights.
First, we apply the recently-developed kernel principal
covariates regression technique (KPCovR)40 to find a 2D
map of the environments in the 4096-atom structure that
correlates strongly with the LDOS computed from the
model. KPCovR finds a low-dimensional projection of
the kernel-induced features that correlate linearly with a
set of target properties – in this case the energy-resolved
LDOS. As shown in Fig. 9, KPCovR identifies a purely
structure-based latent space that correlates well with the
ML LDOS, and identifies environments that have a DOS
similar to bulk Si, and defective environments with sub-
stantially different electronic properties. By visualizing
the environments with the interactive structure analyzer
chemiscope41 (input available in the SI), we can recog-
nize the structural features associated with the principal
axis of the KPCovR latent space. Type N environments
(to the right of the plot) have a distorted structure, with
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FIG. 9. (left) KP-
CovR map of the Si environ-
ment in the 4096-atom amor-
phous configuration. Points
are colored according to the
RMSE between the environ-
ment LDOS and that of crys-
talline Si. Snapshots of se-
lected environments are also
shown, with highly-distorted
Si-Si-Si angles highlighted in
dark red. (right) Compar-
ison between the LDOS of
selected configurations taken
from the circular regions in-
dicated in the KPCovR map,
compared to the DOS of bulk
Si. From top to bottom, the
panels correspond to N, P, O
type environments.
tetrahedral angles that approach 180 degrees. Type P
environments (to the left of the plot) have relatively reg-
ular distribution of nearest neighbors, but their neighbors
have a highly distorted configuration, similar to that ob-
served for environments at the right end of the map. En-
vironments at the center of the plot (type O) have both
the central atom and its neighbors in a regular tetrahe-
dral structure, and often with the same relative orienta-
tion one would find in close-packed Si structures.
We can further analyze the link between geometric and
electronic structure by computing a “local charge” indi-
cator, defined as
Q(Xj) = 4− 2
∫
dE fFD(E − F )LDOS(Xj , E). (19)
This local charge correlates strongly with the KPCovR
map (see Fig. 10), with type N environments being neg-
atively charged, type P environments having a net pos-
itive local charge, and type O environments being ap-
proximately neutral. We define more quantitatively N
atoms as those with Q < −0.05, P atoms as those with
Q > 0.05, and O atoms as those with −0.05 ≤ Q ≤ 0.05.
The bottom panel of Fig. 10 shows that the position of
different types of environments are strongly correlated:
N and P atoms are less often found as first-neighbors of
an environment of the same type, while N–P pairs are
encountered more often than one would expect from a
random distribution. These correlations are consistent
with the charge-transfer nature of these defects, confirm-
ing that the data-driven LDOS analysis we performed re-
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flects physically-meaningful insights. It is worth stressing
that commonly-used structural descriptors, such as the
tetrahedrality index42,43 correlate rather poorly with the
LDOS, and the LDOS-derived indicators of local elec-
tronic structure (for an interactive view, see the chemis-
cope input in the SI). Previous work has shown, that
over- and under-coordinated structures do contribute to
the DOS peak in the band gap44, but it is plausible that
those is not the only structures that do so. The combi-
nation of a general-purpose structural descriptor and a
hybrid supervised/unsupervised learning method such as
KPCovR facilitates greatly the rationalization of compli-
cated structure-property relations in amorphous silicon,
in particular the evidently complex relationship of coor-
dination, charge and contribution to band gap states.
VI. CONCLUSION
In this work we present a ML framework based on
sparse Gaussian process regression, a SOAP-based rep-
resentation of local environment, and an additive decom-
position of the electronic density of states to learn and
predict the DFT-computed DOS for a diverse data set
of Silicon structures, covering a broad range of thermo-
dynamic conditions and different phases. We discuss the
effect of the Gaussian broadening values usually used to
smoothen the DOS curves on the prediction process. We
find that the large variance introduced by low smearing
values contributes to increasing the validation error, be-
cause of the sharp peaks of the states. Errors grow from
8% for a 0.5eV smearing to 22% for a 0.1eV smearing. We
also compare 3 different methods to represent the DOS,
that can be linked to the use of different metrics to assess
the error in the predictions: the pointwise discretization
approach, a decomposition on the basis of selected prin-
cipal components, and the description of the DOS as a
derivative of its associated cumulative distribution func-
tion. We find that the different representations are fairly
compatible, with a slight advantage to the latter for all
the smearing values.
We also investigate the accuracy of derived properties,
that can be computed from the predicted DOS, against
a direct ML model. We consider the Fermi energy, the
DOS value at the Fermi energy, the band energy and
the excitation spectrum. With the exception of the PC
decomposition – that gives poor results for the indirect
prediction of F and the band energy, partly due to er-
rors introduced by the truncation of the principal compo-
nents expansion – we find that the indirect models lead
to small but consistent improvements over direct predic-
tions. This improvement is remarkable, because a di-
rect model has the possibility to focus on the structure-
property relations that are more relevant to the target
property. The fact that going through the DOS improves
prediction indicates that it is more amenable to an addi-
tive, local decomposition with respect to properties like
F that depend on the global imposition of charge neu-
trality.
We demonstrate an application of our ML model to
the prediction of the DOS of some amorphous silicon
configurations, including one containing 4096 atoms for
which a brute-force DFT calculation would be extremely
expensive. We observe excellent accuracy in the predic-
tions, and that the averaging over multiple configura-
tions – that is necessary to obtain predictions consistent
with experimental observations – reduces considerably
the discrepancy between the ML model and the DFT
reference. A data-driven analysis of the local density of
states reveals specific structural patterns associated with
electronic defects in a-Si, and identifies charge-transfer
defects between a highly-distorted environment and one
of its neighbors as one of the most prominent features in
the configurations we analyzed.
Our ML framework makes it possible to estimate,
based exclusively on atomic configurations, one of the
most essential descriptors of electronic structure. Com-
bining it with one of the well-established potential energy
models, this makes it possible to compute the electronic
contributions to macroscopic properties such as the heat
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capacity of metals, and provides another brick in the con-
struction of a full surrogate ML model of the properties
of molecules and materials. The possibility of comput-
ing atomic charges by enforcing global charge neutrality,
and then using local DOS to determine charge partition-
ing, provides an interesting line of investigation to real-
ize a “grand-canonical machine learning” framework that
combines a local model with a physics-based charge equi-
libration scheme.
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