Abstract. The discovery of characteristic rules is a well-known data mining task and has lead to several successful applications. However, because of the descriptive nature of characteristic rules, typically a (very) large number of them is discovered during the mining stage. This makes monitoring and control of these rules, in practice, extremely costly and difficult. Therefore, a selection of the most promising subset of rules is desirable. Some heuristic rule selection methods have been proposed in the literature that deal with this issue. In this paper, we propose an integer programming model to solve the problem of optimally selecting the most promising subset of characteristic rules. Moreover, the proposed technique enables to control a user-defined level of overall quality of the model in combination with a maximum reduction of the redundancy extant in the original ruleset. We use real-world data to empirically evaluate the benefits and performance of the proposed technique against the well-known RuleCover heuristic. Results demonstrate that the proposed integer programming techniques are able to significantly reduce the number of retained rules and the level of redundancy in the final ruleset. Moreover, the results demonstrate that the overall quality in terms of the discriminant power of the final ruleset slightly increases if integer programming methods are used.
Introduction
Data mining is the automated search for hidden, previously unknown and potentially useful information from large databases. Moreover, data mining is a crucial phase in the KDD (Knowledge Discovery in Databases) process [7] . In fact, two important goals of KDD can be identified, more specifically prediction, i.e. the use of training data to construct a model to predict unknown values of future instances, and description, i.e. the search for interesting patterns and their (re)presentation in an easy, human understandable format. In this paper, we are primarily interested in the latter objective, namely description, however, without neglecting the former objective, i.e. predictive power.
One of the most well-known data mining tasks to extract descriptive information from data is the discovery of characteristic rules. Briefly, characteristic rules express characteristics or properties of a certain class of instances in attribute-value (propositional) rule format, such as if species = swan then type = bird and color = white. In general, for a characteristic rule Y ⇒ X, X summerizes one or more properties common to all (or many) instances of Y [14] . 1 Among the advantages of characteristic rules are clearly their natural representation and the ease of integration of the discovered rules with background knowledge. Several successful applications [3, 5, 24] have demonstrated their usefulness. However, also some drawbacks of characteristic rules can be identified. Firstly, because of their descriptive nature, often a large number of rules is discovered during the mining stage. Especially for real-world applications, this makes monitoring and control of these rules extremely costly and difficult. Secondly, characteristic rules often suffer from being incomplete, i.e. not all instances are covered by the set of discovered rules, or they may contain redundancy, i.e. the same database instance may be covered by multiple rules. Previous researchers have already highlighted this problem of redundancy. In their study on the interestingness of rules Klemettinen, Mannila, Ronkainen, Toivonen and Verkamo [16] concluded: 'A problem that remains is redundancy. Large amounts of rules could potentially be pruned, if there were appropriate ways to remove redundant or nearly redundant rules'. Indeed, with characteristic rule discovery, instances may be covered by multiple rules causing some rules to overlap, i.e. describing the same database rows. In this paper, we specifically focus on this problem of redundancy and we propose a post-processing method to reduce the redundancy extant in a set of induced characteristic rules. Moreover, we are able to influence the rule pruning process such that some overall measure of quality (such as the discriminant power of the reduced ruleset) can be controlled.
The outline of the remainder of this paper is as follows. In Section 2, we introduce the discovery of characteristic rules and present a graphical illustration of the redundancy reduction problem. Section 3 provides an overview of the previous work on the problem of interestingness in order to put the key issue of this work in a global perspective. Section 4 introduces a formal representation of the problem of redundancy reduction and presents a novel solution to reduce the redundancy in a set of characteristic rules by using integer programming techniques. In Section 5, we discuss the results of the RuleCover heuristic [22] as a method for redundancy reduction and compare it with two optimal models (Model 1, 2) that we will propose in this study. Finally, Section 6 summarizes our work and presents the limitations of this study.
Problem situation

Characteristic rules
Characteristic rules express characteristics or properties of one class of instances in a typical attributevalue, or propositional rule format. For instance, to express that a swan is a bird and has usually a white color, the following characteristic rule may apply: if species = swan then type = bird and color = white. Although this rule satisfies the completeness property (i.e. it is true for all or almost all swans) the rule is not necessarily a good differentiator between different classes of instances in the database (i.e. also parrots and ducks are birds and can have a white color). Therefore, the above rule does not have a high discriminant power with respect to the target class, i.e. 'swans'. If Y represents the class value and X represents the (combination of) descriptive attribute value(s), then the following presents a formal representation of these notions [14] : Definition 1. Completeness (or also confidence). The rule Y ⇒ X is s% complete, if X satisfies/covers s% of the instances belonging to class value Y . Definition 2. Discriminant power. The rule Y ⇒ X is c% discriminant, if X satisfies/covers (100 − c)% of the negative instances.
These two measures are important to distinguish between discriminant/classification rules that primarily serve the purpose of prediction and characteristic/descriptive rules that primarily serve the purpose of description. So far, most research on rule induction has concentrated on finding discriminant rules from examples, both in a noise-free domain, i.e. to find rules that cover all positive instances (high completeness) without covering any of the negative instances (high discriminant power) (e.g. Michalski's AQ family of concept learning algorithms). Some recent extensions are proposed to cope with noisy data [10, 16] . In contrast, up till now, characteristic rule induction has obtained far less attention in the research community. However, in some situations, especially when dealing with highly skewed class frequency distributions, it may be worthwhile considering partial classification techniques, such as characteristic rules, as an alternative [21] . For instance, when the concept/class to be described is largely underrepresented in the data (e.g. in customer satisfaction research where dissatisfied customers compared to satisfied customers typically represent a small minority in the data), it is known that traditional discriminant rule induction and classification techniques have difficulties discriminating well between the classes. In such situations however, it may be worthwhile to describe the most prevalent characteristics of the instances of the target class (high completeness) whith discriminant power of secondary importance. In this setting, discovering characteristic rules is essentially a sequential process: firstly, finding a ruleset with high completeness and then, secondly, removing rules that have low discriminant power.
A number of methods have been developed to discover characteristic rules of which the two most important approaches are the data cube approach [6, 9] and the attribute-oriented induction approach [11, 12] . The former approach is based on the specialization and generalization operations carried out as drill-down and roll-up actions on multidimensional database cubes. On the other hand, the latter approach deploys attribute removal (in the case when concept hierarchies on attributes do not exist) and attribute generalization (in the case when concept hierarchies on attributes exist) operations. In the current paper, we use the notion of frequent itemsets from association rules to generate all combinations of properties/characteristics of instances of a given class that have a minimum presence/completeness within that class. 2 A similar approach can be found in [3] . In fact, by using a minimum presence/support threshold, we can be sure that all discovered rules are minimaly s% complete. The discovery of frequent itemsets has been studied extensively in the literature on association rules [1, 2, 18] . In this approach, concept hierarchies can also be used, however, the rule induction process is not based on the principle of attribute value generalization. Instead, the basic Apriori algorithm uses boolean attributes 3 (representing whether the instance representing that concept posessess the property or not) and finds all combinations of properties of the concept that are shared by at least a minimum proportion of the instances that represent that concept. The frequent itemset approach is especially attractive when there is no concept hierarchy available or one is interested in finding characteristics of a concept expressed at the lowest attribute-value level. 
Redundancy: graphical problem illustration
Especially, with the frequent itemset approach, often a (very) large number of characteristic rules is discovered. Furthermore, because characteristic rules describe properties that are common to many or all instances of a class, different rules may describe different properties of the same instances. Consequently, mutual exclusivity in the discovered set of rules cannot be guaranteed, i.e. some instances in the database are covered by multiple rules. Although completeness and discriminant power (see Definition 1 and 2) can be used to filter less interesting rules, these measures do not guarantee mutual exclusivity in the induced set of rules. Therefore, other methods are needed to reduce the level of redundancy that is present in the set of characteristic rules. Graphically, redundancy could be presented as follows:
In Fig. 1 , it can be observed that rule number 2 (dashed line) does not cover any instances in addition to the instances already covered by the other rules (rule 1, 3 and 4) in the model. We suggest that rule 2 is redundant and therefore, it can be discarded. However, one must be careful in cutting away rules from the ruleset, because:
-Discarding rules can result in reducing the covered 4 instance space and this may not be recommended; -When discriminant power is of particular importance, the selected set of characteristic rules should describe as many positive instances and as few negative instances as possible with respect to the original ruleset.
Previous work
A number of methods have been proposed to deal with redundancy in a variety of ways. The following provides an overview of the previous work in this field.
Gago and Bento [8] propose a distance metric between rules to select the most heterogeneous set of rules that together gives a good coverage of the instance space. The method, however, has several drawbacks. First of all, the method can only be applied if the underlying data follows a uniform distribution. Secondly, three weight parameters are specified in the distance function but there is no concrete guidance for reasonable values of these parameters. Finally, outliers in the data can significantly affect the percentage of overlap of two rules.
Kryszkiewicz [17] introduces the interesting notion of RR (representative association rules), i.e. a least set of rules that covers all association rules. Subsequently, a user may be provided with the set of RR's instead of the whole set of association rules. However, when needed, all usual association rules can be generated from the set of RR's by means of a cover operator.
Hoschka and Klösgen [13] deal with the problem of redundancy in their Explora system. It uses partial orderings of attributes and attribute sets to avoid presenting several kinds of redundant knowledge. Bayardo [4] proposes a pruning strategy called redundancy exploitation. The idea is to prevent continued effort at classifying instances already classified by existing rules with high confidence.
In yet another approach, the use of rule covers was proposed by Toivonen et al. [22] to reduce redundancy in a discovered set of association rules (see also Section 5) .
Whereas all of the above techniques are based on heuristic procedures, this paper studies the performance of an optimal rule selection technique based on integer programming methods. More specifically, the RuleCover algorithm will be used as a benchmark against the results of our integer programming models (see Section 4) .
One important advantage of our approach however, when compared to heuristic approaches, is that the selection of rules for the final ruleset is independent of any ordering of the rules. For instance, with the RuleCover heuristic, the stepwise selection of a subsequent rule is dependent on which rules have been chosen during the previous steps. Consequently, because of the adoption of heuristic selection criteria, there is a possibility that some of the previously selected rules are not optimal from an overall perspective. In contrast, our integer programming approach always results in the most optimal selection irrespective of the ordering of the rules, because it adopts a simultaneous selection of rules instead of a stepwise selection.
Finally, redundancy has also been tackled from a totally different point of view, namely, in the research community involved in validation and verification of knowledge based systems, redundancy has mainly been studied from the syntactical point of view [19, 20, 23] .
Solution: integer programming
In this section, we propose a solution that takes into account either one (Model 1) or both (Model 2) measures of completeness and discriminant power that were deemed important to assess rule quality. Before we introduce both models we will elaborate on the algebraic definition of the problem.
Algebraic problem definition
Consider the following instance-rule matrix (see Table 1 ): The matrix shows K rules and N instances. Depending on the number of classes, the instance space is subdivided in two or more groups. For example, in the above matrix two groups of instances can be identified. One group belongs to a first (positive) class and carries the index values 1 to I, the other group of instances belongs to a second (negative) class and carries the index values J to N . The matrix shows whether a particular instance i is covered by a certain characteristic rule j or not. Note, however, that the above matrix only contains instances that are covered at least once by the original ruleset. As a consequence, the number of rows in the matrix may be lower than the total number of instances because with a characteristic ruleset, the property of completeness can be violated (see Section 2). Formally, we define:
1 if instance i is covered by rule j 0 if instance i is not covered by rule j 
The decision variable x j is binary-valued and specifies whether characteristic rule j will be included in the final ruleset. The target function specifies that the model should look for patterns that have a minimum overlap of instances as possible in the group of positive instances. This means that the model searches for characteristic rules that are as far apart as possible in the positive instance space. The constraint in the model is used to ensure that the original positive instance space is not reduced so that the final ruleset will still cover all positive instances (in the instance-rule matrix) that were covered by the original ruleset. Otherwise, when neglecting this constraint, the model would select no rules at all since the objective function forces the model to select as few rules as possible. Although providing an optimal solution to the redudancy reduction problem, the model presented above still suffers from a few imperfections.
Firstly, the user may want to sacrifice completeness in turn for obtaining fewer rules. Obviously, if the objective is to further reduce the size of the ruleset obtained from Model 1, this cannot be done without reducing the current level of completeness of that ruleset because the solution is guaranteed to be optimal given the constraint that each positive instance in the rule-instance matrix must be covered. However, in some circumstances, for instance, when dealing with noisy data, it may be sensible to sacrifice a certain level of completeness to enable further reduction of the ruleset [11] . Secondly, although completeness is probably the most important quality criterion for characteristic rules, the user may also want to take into account the discriminant power of the rules (see Definition 2). Indeed, when selecting rules for the final (reduncancy reduced) ruleset, it may be appropriate to select characteristic rules that, as a group, cover as few negative instances as possible. This is particularly important when the task is to discover characteristics of a class of instances which is largely underrepresented in the data but, at the same time, those characteristics should differentiate the target class from other classes in the data. To accomplish this, we introduce explicit, user-defined bounds on the coverage of positive and negative instances of the final ruleset. More specifically, consider the statements below: α = proportion of positive instances that are covered by the final ruleset β = proportion of negative instances that are covered by the final ruleset When all positive instances in the instance-rule matrix (see Table 1 ) are covered by the final ruleset, then α = 100%. However, to account for a certain level of noise in the data, we specify that it is allowed to leave a certain proportion (100 − α) of the positive instances uncovered, i.e. we sacrifice completeness. In addition, to control the discriminant power (i.e. the proportion of negative instances covered by the final ruleset) it is specified that no more than β percent of the negative instances in the instance-rule matrix can be covered.
Integrating these improvements into Model 1, results in a slightly different model presented below.
Model 2. Incorporating α and β into Model 1.
Let: i = number of instances j = number of patterns Given:
In Model 2, in contrast to Model 1, the target function exists of two parts. The first part represents the coverage of positive instances whereas the second part represents the coverage of negative instances. Consequently, the first part will force the search algorithm to select as few rules as possible and the second part of the target function is conceived to minimize the coverage of negative class instances in order to increase the discriminant power of the final ruleset. Without any constraints, this model would result in an empty ruleset selection. Therefore, constraints are again added to the model to enforce certain quality criteria. More specifically, to control the completeness of the final ruleset, the first constraint specifies that at least a certain proportion of positive instances must be covered. This is enforced by the introduction of a boolean slack variable p i which determines the number of positive instances that may be left uncovered by the final ruleset. Indeed, p i itself is subject to a constraint specifying that no more than 100 − α percent of the positive instances (in the instance-rule matrix) may be left uncovered by the final ruleset. In addition, the second constraint controls the discriminant power of the final ruleset. In turn, this is enforced by the introduction of a boolean slack variable q i which determines the number of negative instances that may be covered by the final ruleset. Indeed, q i itself is subject to a constraint specifying that no more than β percent of the negative instances may be covered by the final ruleset. An infinitely large number M is introduced in the second constraint to ensure that the boolean slack variable q i is powerful enough to compensate for the fact that an instance may be covered by multiple rules. The W 1 and W 2 parameters are continuous weight values to correct for possible bias in the target function as a result of a different number of instances in each class. When there are more negative than positive instances, then W 1 > W 2 , i.e. W 1 = (N − I)/I. Moreover, these weight parameters offer the user an additional degree of freedom to specify the importance of each part of the target function.
The model, however, is not guaranteed to reach an optimal solution, depending on the choice of the values of the parameter values α and β. For example, if α is too high and β too low, reaching an optimal solution may be impossible. Indeed, it will then be difficult for the model to find a good set of rules having a low degree of redundancy but also covering at least α percent of the positive instances and covering less than β percent of negative instances. When discussing the empirical results (Section 5), we will elaborate on this and propose guidelines for appropriate settings for the α and β parameters.
Empirical evaluation
To assess the performance of the proposed method, we will use the results of a previous research [5] . In short, in the latter study, data from a customer satisfaction survey, carried out by a leading Belgian bank, were used to identify characteristic rules for dissatisfaction. With these rules, 733 latently dissatisfied customers were identified, i.e. customers that report overall satisfaction but who possess characteristics that are indicators for dissatisfaction. The dataset contained 7264 instances of which 445 (6.1%) reported dissatisfaction and the rest (6819 or 93.9%) reported satisfaction. Characteristic rules were used since we were interested in characteristics of dissatisfied customers and it can be observed that this group is largely underrepresented in the data. It turned out that 29 characteristic rules for dissatisfaction were found to be interesting, 5 covering 328 (i.e. completeness = 74%) of the total group of dissatisfied instances. However, closer observation of the discovered set of rules revealed considerable redundancy (i.e. the same instance being covered by multiple rules). Therefore, as a post-processing step, the integer programming methods, presented in Section 4.2, will be used to reduce the redundancy and select a smaller set of rules.
We will compare the results of our integer programming method against those obtained from the heuristic method of rule covering (see formal description below) proposed by Toivonen [22] . // remove the rule from the original set 
// remove matched rows end;
In short, the RuleCover algorithm, presented above, works as follows: a greedy algorithm uses an original set Γ (containing the entire set of characertistic rules) and then iteratively selects a rule X i ⇒ Y to move it into ∆. In each pass the rule is selected that covers the maximum number of instances that are left over after having deleted the instances that were covered by the rule which was selected during the previous pass. This process continues until no instances or rules are left over. At the end, ∆ contains the minimum rule cover of Γ. In paragraph 5.1 and 5.2, the results of the empirical research will be highlighted.
Maximal redundancy reduction (Model 1)
In the first analysis, we compare the RuleCover heuristic with the first proposed integer programming model to select a ruleset with minimal redundancy. In fact, this means that for IP-model 1 in Section 4.2, the redundancy in the ruleset, covering positive instances, has to be minimized, regardless of the performance of the ruleset in the negative class, i.e. without taking the discriminant power of the final ruleset into account.
Empirical results show that the IP-model succeeds in selecting fewer rules than the RuleCover algorithm and that the level of redundancy is lower if the IP-model is being applied. Table 2 illustrates these results.
RuleCover returns 15 rules whereas the integer programming algorithm returns only 13 rules that are able to cover all positive instances that were covered by the original ruleset (α = 100%). This means that within the total dataset, the completeness of the ruleset remains 74%, i.e. equal to the completeness of the original ruleset of 29 rules. Furthermore, the level of redundancy is significantly different when comparing the two methods. When calculating the average number of times each positive instance is covered by the final ruleset, for the RuleCover algorithm this figure amounts to 5.02 whereas for the IPmodel this figure only amounts to 4.34. This again illustrates that RuleCover is a heuristic and therefore, it cannot guarantee an optimal solution to the redundancy reduction problem. In fact, 11 out of the 15 rules that were selected by the RuleCover algorithm were also selected by our method. However, it must be clear that no attention is being paid to the discriminant power of the resulting ruleset. Actually, it is possible that RuleCover returns more rules, i.e. it produces more redundancy, but that the discriminant power in terms of the coverage of negative instances is better (i.e. it covers fewer negative instances) than the one obtained by the integer programming model.
Incorporating α and β (Model 2)
Firstly, the number of negative instances covered by the final ruleset, overall, is an important indicator for the discriminant power (see Definition 2 in Section 2) of the final ruleset, and therefore it should play an important role in the selection of rules for the final ruleset. Secondly, the user may be willing to sacrifice completeness in turn for obtaining fewer rules. Especially, when dealing with real-world data, certain levels of noise in the data may be expected and therefore specifying α = 100% may be too restrictive.
To carry out the analysis, the following idea was adopted. Observations indicated that from the 15 patterns selected by RuleCover (see Table 2 ), the first four patterns cover 81% of the positive instances (in the instance-rule matrix), which corresponds to 60% completeness within the total group of positive instances in the dataset, which is very reasonable. This 4-member ruleset however, also covers 458 (62.4%) of the negative instances in the instance-rule matrix (see Table 1 ), producing a relatively high discriminant power of 93% within the total dataset. Consequently, Model 2 in Section 4.2 can be used to select the minimum set of rules that achieves at least the same coverage of positive instances while covering less than 62.4% of the negative instances of the instance-rule matrix. As such, we force the IP-model to perform at least as good as the RuleCover heuristic.
More specifically, by setting α equal to 81% and β equal to 62.4%, the final ruleset selected by the integer programming model covers 437 (59%) of the negative instances in the instance-rule matrix, resulting in an overall discriminant power of 94%, which is slightly better than the RuleCover heuristic. Table 3 summarizes these results.
Notice that although the percentage improvement in discriminant power is relatively low (i.e. 1%), the absolute difference in the coverage of negative instances shows a clearer picture (i.e. from 458 with RuleCover to 437 with Model 2, resulting in a difference of 21 instances)! Since the primary objective of the algorithm is to reduce redundancy and not to maximally discriminate between the two target groups, the amount of reduction in redundancy is also an important indicator. In analogy with Section 5.1, the degree of redundancy can be expressed as the average number of times each instance is covered by the final ruleset. For the ruleset obtained from the RuleCover heuristic, this figure amounts to 1.54 whereas for the optimal IP-model this figure only amounts to 1.32, again indicating a significant improvement. Furthermore, the above illustrations indicate that the parameter values for α and β obtained from examining the results of RuleCover are good lower bounds (for α), and upper bounds (for β) for the parameter values to be used in the optimization model.
Conclusion and future work
In this paper, we introduced two integer programming models to tackle the problem of redundancy in a set of characteristic rules. The first model searches for an optimal selection of rules that is able to maximally reduce redundancy given the constraint of covering all (positive) instances that are covered by the original ruleset. In the second model, the first model was adapted (by incorporating two parameters α and β) to account for a flexible adjustment of the completeness and discriminant power of the final ruleset. Both models were empirically tested on real-world data and compared with the well-known RuleCover heuristic. It was found that the IP models are able to produce significantly better results than the RuleCover heuristic. Firstly, in terms of the number of characteristic rules that are retained for the final ruleset. Secondly in terms of the discriminant power of the final ruleset and finally also in terms of the total redundancy that remains in the final ruleset.
However, the reader should also consider the limitations of this work. Currently, comparison of our models against the RuleCover heuristic has been carried out on one dataset only. Therefore, to gain a better insight in the improvements of the proposed models, analysis on additional datasets should be carried out. Secondly, the proposed methods may become computationally complex when very large redundancy reduction problems are considered. In those circumstances, the use of heuristic techniques may then be considered. In contrast, for reasonably-sized problems, the proposed integer programming methods are worth to be considered as an alternative to the traditional heuristic techniques.
