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Abstract
We propose a transductive meta-learning method that uses unlabelled instances
to improve few-shot image classification performance. Our approach combines a
regularized Mahalanobis-distance-based soft k-means clustering procedure with a
state of the art neural adaptive feature extractor to achieve improved test-time clas-
sification accuracy using unlabelled data. We evaluate our method on transductive
few-shot learning tasks, in which the goal is to jointly predict labels for query (test)
examples given a set of support (training) examples. We achieve new state of the
art in-domain performance on Meta-Dataset, and improve accuracy on mini- and
tiered-ImageNet as compared to other conditional neural adaptive methods that use
the same pre-trained feature extractor.
1 Introduction
Deep learning has revolutionized visual classification, enabled in part by the development of large
and diverse sets of curated training data [42; 11; 17; 38; 40]. However, in many image classification
settings, millions of labelled examples are not available and techniques that can achieve sufficient
classification performance with few labels are required. This has motivated research on few-shot
learning [5; 47; 46; 2] where methods are developed that can learn from limited labelled data while
delivering comparable performance. Given a few labelled "support" images per class, a few-shot
image classifier is expected to produce labels for a given set of unlabelled "query" images. Existing
approaches achieve this goal through various methods for model adaptation based on the support
examples of the given task. This can range from learning new class embeddings [39; 44; 41], and
amortized [33; 28] or iterative [49] partial adaptation of the feature extractor, to complete fine-tuning
of the entire network end-to-end [31; 6]. Most recently, Bateni et al. [1] achieved state of the art
accuracy using Simple CNAPS, a conditional neural-adaptive feature extractor with a regularized
Mahalanobis-distance-based classifier that uses high-dimensional mean and covariance estimates to
produce class-clusters in the feature space.
While these methods use labelled support examples for few-shot learning of visual tasks, Ren et al.
[32]; Kim et al. [14], and Liu et al. [22] make additional use of unlabelled data, whether through
a secondary support set of images without labels [32] or by directly taking advantage of the query
images, provided all at once, as unlabelled examples [22; 14]. In our work, we focus on the latter
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Semi-Labelled K-Means Clustering
Figure 1: Soft k-means Mahalanobis-distance based clustering method used in Transductive CNAPS.
First, cluster parameters are initialized using the support examples. Then, during each cluster update
iteration, query examples are assigned class probabilities as soft labels and subsequently, both the soft-
labelled query examples and the labelled support examples are used produce new cluster centroids
and covariance estimates.
paradigm, otherwise known as transductive few-shot learning. In this setting, the query examples are
provided for labelling at the same time. This allows for semi-supervised learning using both support
and query instances all together. Existing transductive few-shot classifiers rely on label propagation
from labelled to unlabelled examples in the feature space through either k-means clustering using the
squared Euclidean distance [32] or message passing in graph convolutional neural networks [22; 14].
To achieve high accuracy on few-shot visual tasks, it is crucial to use an appropriate distance metric
for classification. Previous methods have used the Euclidean distance [32], the absolute difference
[15], cosine similarity [44], linear classification [6; 33] or additional neural network layers [14; 41].
Simple CNAPS [1] improved these results by using a class-adaptive Mahalanobis metric. In this
framework, each class is assigned a representative feature vector and a covariance metric, which is
estimated from the support set. The covariance is computed using a shrinkage estimator that combines
the per-class sample covariance with a global covariance and identity prior. The result is low-shot
visual classification model that achieves state-of-the-art performance on the Meta-Dataset benchmark
[43]. However this performance degrades in extremely low-shot regimes where five or fewer support
examples are available for a given class.
Motivated by this observation, we explore the use of unlabelled examples through transductive
learning of improved class covariances estimates. We show that extending Simple CNAPS with a soft
k-means clustering framework can increase visual few-shot classification accuracy. Our contributions
are as follows. First, we propose a transductive few-shot learner, namely Transductive CNAPS,
that employs an iterative soft k-means procedure for refining class covariances using both labelled
and unlabelled examples. Second, we demonstrate that when deployed at test time, an empirical
improvement of 2%-3% in classification accuracy is achieved by Transductive CNAPS on the the
in-domain tasks on Meta-Dataset [43]. Furthermore, Transductived CNAPS outperforms CNAPS-
based baselines such as Simple CNAPS [1] and CNAPS [33] by statistically significant margins on
mini-ImageNet [39] and tiered-Imagenet [32].
2 Related work
2.1 Few-Shot Learning using Labelled Data
Early work on few-shot visual classification has focused on improving classification accuracy through
the use of better classification metrics with a meta-learned non-adaptive feature extractor. Matching
networks [44] use cosine similarities over feature vectors produced by independently learned feature
extractors. Siamese networks [15] classify query images based on the nearest support example in
feature space, under the L1 metric. Relation networks [41] and variants [14; 36] learn their own
similarity metric, parameterised through a Multi-Layer Perceptron. More recently, Prototypical
Networks [39] learn a shared feature extractor that is used to produce class means in a feature space
where the Euclidean distance is used for classification.
Other work has focused on adapting the feature extractor for new tasks. Transfer learning by fine-
tuning pre-trained visual classifiers [49] was an early approach that proved limited in success due
to issues arising from over-fitting. MAML [6] and its variants [25; 26; 31] learn meta-parameters
that allow fast task-adaptation with only a few gradient updates. More recently, work has been done
on partial adaptation of feature extractors using conditional neural adaptive processes [28; 7; 33; 1].
These methods rely on channel-wise adaptation of pre-trained convolutional layers by adjusting
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Figure 2: Overview of the neural adaptive feature extraction process used in Transductive CNAPS.
Figure was adapted from [1].
parameters of FiLM layers [29] inserted throughout the network. Our work builds on the most recent
of these neural adaptive approaches, specifically Simple CNAPS [1].
2.2 Few-Shot Learning using Unlabelled Data
In addition to labelled support examples, some approaches [14; 22; 32] in few-shot visual classification
have explored the use of unlabelled instances to improve performance. EGNN [14] employs a graph
convolutional edge-labelling network for iterative propagation of labels from support to query
instances. Similarly, TPN [22] learns a graph construction module for neural propagation of soft
labels for transductive inference on the query set. These methods rely on a neural parameterization
of distance within the feature space. Finally, [32] proposed a soft k-means approach (extending
Prototypical Networks [39]) that uses a single soft-weighted update to learn class prototypes.
3 Method
3.1 Problem Definition
Following [39; 1; 33; 6], we focus on a few-shot classification setting where a distribution D over
image classification tasks (S,Q) is provided for training. Each task (S,Q) ∼ D consists of a
support set S = {(xi, yi)}ni=1 of labelled images and a query set Q = {x∗i }mi=1 of unlabelled
images; the goal is to predict labels for these query examples, given the (typically small) support
set. Each query image x∗i ∈ Q has a corresponding ground truth label y∗i available at training time.
A model will be trained by maximizing, over some parameters θ (which are shared across tasks),
the expected query set classification loss over tasks: E(S,Q)∼D[
∑
x∗i∈Q log pθ(y
∗
i |x∗i ,S,Q)]; the
inclusion of the dependence on all of Q here allows for the model to be transductive. At test time, a
separate distribution of tasks generated from previously unseen images and classes is used to evaluate
performance. We also define shot as the number of support examples per class, and way as the
number of classes within the task.
3.2 Simple CNAPS
Our method extends the Simple CNAPS[1] architecture for few-shot visual classification. Simple
CNAPS performs few-shot classification in two steps. First, it computes task-adapted features for
every support and query example. This part of the architecture is the same as that in CNAPS [33],
and is based on the FiLM metalearning framework[29]. Second, it uses the support set to estimate a
per-class Mahalanobis metric, which is used to assign query examples to classes.
Figure 3 shows a comparison between Simple CNAPS and Transductive CNAPS, the architecture
that we develop in this paper. Both architectures use a ResNet18[11] feature extractor, pre-trained
on ImageNet [34], denoted as f˜θ. Within each residual block, Feature-wise Linear Modulation
(FiLM) layers compute a scale factor γ and shift β for each output channel, using block-specific
adaptation networks ψφ that are conditioned on a task encoding gφ(S). This produces an adapted
feature extractor fθ (which implicitly depends on the support set S) that maps support/query images
onto the corresponding adapted feature space. We will denote by Sθ,Qθ versions of the support/query
sets where each image is mapped into its feature representation z = fθ(x).
Where Simple CNAPS and Transductive CNAPS differ is in how they construct the classifier. Simple
CNAPS computes a Mahalanobis distance relative to each class k by estimating a mean µk and
regularized covariance Qk in the adapted feature space, using the support instances:
µk =
1
nk
∑
i
I[yi = k] zi, Qk = λk Σk + (1− λk) Σ + βI, λk = nk
nk + 1
. (1)
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Figure 3: Transductive CNAPS (right) extends the Mahalanobis-distance based classifier in Simple
CNAPS (left) through transductive soft k-means clustering of the visual space.
Here I[yi = k] is the indicator function and nk =
∑
i I[yi = k] is the number of examples with
class k in the support set S. The ratio λk balances an task-conditional sample covariance Σ and a
class-conditional sample covariance Σk:
Σ =
1
n
∑
i
(
zi−µ
)(
zi−µ
)T
, Σk =
1
nk
∑
i
I[yi = k]
(
zi−µk
)(
zi−µk
)T
, (2)
where µ = 1n
∑
i zi is the task-level mean. When few support examples are available for a particular
class, λk is small, and the estimate is regularized towards the task-level covariance Σ. As the number
of support examples for the class increases, the estimate tends to towards the class-conditional
covariance Σk. Additionally, an identity regularizer βI is added to the covariance estimate to ensure
invertability of the covariance matrix.
Given the class means and covariances, Simple CNAPS computes class probabilities for each query
feature vector z∗i by as a softmax over the squared Mahalanobis distances with respect to each class:
p(y∗ = k | z∗) ∝ exp (− (z− µk)TQ−1k (z− µk)). (3)
3.3 Transductive CNAPS
We can interpret Simple CNAPS as a form of supervised clustering in feature space; each cluster
(corresponding to a class k) is parameterized with a centroid µk and a metric Qk, and we interpret
(3) as class assignment probabilities based on the distance to each centroid.
With this viewpoint in mind, a natural extension to consider is to use the estimates of the class
assignment probabilities on unlabelled data to refine the class parameters µk,Qk in a soft k-means
framework based on per-cluster Mahalanobis distances [24]. In this framework, we alternate between
computing updated assignment probabilities using (3) on the query set and using those assignment
probabilities to compute updated class parameters.
We will define Rθ = Sθ unionsq Qθ as the disjoint union of the support set and the query set. For each
element ofRθ, which we index by j, we define responsibilities wjk in terms of their class predictions
when it is part of the query set and in terms of the label when it is part of the support set,
wjk =
{
p
(
y′j = k | z′j
)
z′j ∈ Qθ,
I[y′j = k] (z′j , y′j) ∈ Sθ.
(4)
Using these responsibilities we can incorporate unlabelled samples from the support set by defining
weighted estimates µ′k and Q
′
k:
µ′k =
1
n′k
∑
j
wjk z
′
j Q
′
k = λ
′
kΣ
′
k + (1− λ′k)Σ′ + βI, (5)
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Algorithm 1 Iterative Refinement in Transductive-CNAPS
1: procedure COMPUTE_QUERY_LABELS(Sθ,Qθ, Niter)
2: For j ranging over support and query sets, wjk ←
{
1 if (z′j , y
′
j) ∈ Sθ and yj = k
0 otherwise
3: for iter = 0 · · ·Niter do . The first iteration is equivalent to Simple CNAPS;
4: Compute class parameters µk,Qk according to update equations (5)-(6)
5: Compute class weights using class parameters according to (4)
6: break if the most probable class for each query example hasn’t changed
7: end for
8: return class probabilities wjk for j corresponding to Qθ
9: end procedure
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Figure 4: Class recall (otherwise noted as in-class query accuracy) averaged between classes across
all tasks and (a: In-Domain, b: Out-of-domain, c: all) Meta-Dataset datasets. Class recalls have been
grouped together, averaged and plotted according to the class shot in (a), (b), and (c).
where n′k =
∑
j wjk defines λ
′
k = n
′
k/(n
′
k + 1), and the covariance estimates Σ
′ and Σ′k are
Σ′ =
1∑
k n
′
k
∑
jk
wjk
(
z′j−µ′
)(
z′j−µ′
)T
, Σ′k =
1
n′k
∑
j
wjk
(
z′j−µ′k
)(
z′j−µ′k
)T
. (6)
with µ′ = (
∑
k n
′
k)
−1∑
jk wjkz
′
j being the task-level mean. These update equations are simply
weighted versions of the original Simple CNAPS estimators from Section 3.2, and reduce to them
exactly in the case of an empty query set.
Algorithm 1 summarizes the soft k-means procedure based on these updates. We initialize our weights
using only the labelled support set. We use those weights to compute class parameters, then compute
updated weights using both the support and query sets. At this point, the weights associated with the
query set Q are the same class probabilities as estimated by Simple CNAPS. However, we continue
this procedure iteratively until we reach either reach a maximum number of iterations, or until class
assignments argmaxk wjk stop changing.
4 Experiments
4.1 Benchmarks
Meta-Dataset [43] is a few-shot image classification benchmark that consists of 10 widely used
datasets: ILSVRC-2012 (ImageNet) [34], Omniglot [18], FGVC-Aircraft (Aircraft) [23], CUB-200-
2011 (Birds) [45], Describable Textures (DTD) [4], QuickDraw [13], FGVCx Fungi (Fungi) [37],
VGG Flower (Flower) [27], Traffic Signs (Signs) [12] and MSCOCO [21]. Consistent with past
work [33; 1], we train our model on the official training splits of the first 8 datasets and use the test
splits to evaluate in-domain performance. We use the remaining two dataset as well as three external
benchmarks, namely MNIST [19], CIFAR10 [16] and CIFAR100 [16], for out-of-domain evaluation.
Task generation in Meta-Dataset follows a complex procedure where tasks can be of different ways
and individual classes can be of varying shots even within the same task. Specifically, for each task,
the task way is first sampled uniformly between 5 and 50 and way classes are selected at random from
the corresponding class/dataset split. Then, for each class, 10 instances are sampled at random and
used as query examples for the class, while of the remaining images for the class, a shot is sampled
5
In-Domain Accuracy (%)
Model ImageNet Omniglot Aircraft Birds DTD QuickDraw Fungi Flower
MAML [6] 32.4±1.0 71.9±1.2 52.8±0.9 47.2±1.1 56.7±0.7 50.5±1.2 21.0±1.0 70.9±1.0
RelationNet [41] 30.9±0.9 86.6±0.8 69.7±0.8 54.1±1.0 56.6±0.7 61.8±1.0 32.6±1.1 76.1±0.8
k-NN [43] 38.6±0.9 74.6±1.1 65.0±0.8 66.4±0.9 63.6±0.8 44.9±1.1 37.1±1.1 83.5±0.6
MatchingNet [44] 36.1±1.0 78.3±1.0 69.2±1.0 56.4±1.0 61.8±0.7 60.8±1.0 33.7±1.0 81.9±0.7
Finetune [49] 43.1±1.1 71.1±1.4 72.0±1.1 59.8±1.2 69.1±0.9 47.1±1.2 38.2±1.0 85.3±0.7
ProtoNet [39] 44.5±1.1 79.6±1.1 71.1±0.9 67.0±1.0 65.2±0.8 64.9±0.9 40.3±1.1 86.9±0.7
ProtoMAML [43] 47.9±1.1 82.9±0.9 74.2±0.8 70.0±1.0 67.9±0.8 66.6±0.9 42.0±1.1 88.5±0.7
CNAPS [33] 51.3±1.0 88.0±0.7 76.8±0.8 71.4±0.9 62.5±0.7 71.9±0.8 46.0±1.1 89.2±0.5
AR-CNAPS [33] 52.3±1.0 88.4±0.7 80.5±0.6 72.2±0.9 58.3±0.7 72.5±0.8 47.4±1.0 86.0±0.5
Simple CNAPS [1] 58.6±1.1 91.7±0.6 82.4±0.7 74.9±0.8 67.8±0.8 77.7±0.7 46.9±1.0 90.7±0.5
Transductive CNAPS 58.8±1.1 95.2±0.3 84.0±0.6 76.4±0.7 68.5±0.8 77.8±0.7 49.7±1.0 92.7±0.4
Table 1: In-domain few-shot classification accuracy of Transductive CNAPS compared to previous
methods. With the exception of [AR-]CNAPS and Simple CNAPS where the reported results come
from [33] and [1], all other benchmarks are reproduced directly from [43]. Error intervals showcase
95% confidence intervals on the reported performances across the 600 evaluated tasks per each
dataset. Values in bold achieve state of the art performance with statistically significant margins.
Out-of-Domain Accuracy (%) Average Accuracy (%)
Model Signs MSCOCO MNIST CIFAR10 CIFAR100 In-Domain Out-Domain Overall
MAML [6] 34.2±1.3 24.1±1.1 NA NA NA 50.4±1.0 29.2±1.2 46.2±1.1
RelationNet [41] 37.5±0.9 27.4±0.9 NA NA NA 58.6±0.9 32.5±0.9 53.3±0.9
k-NN [43] 40.1±1.1 29.6±1.0 NA NA NA 59.2±0.9 34.9±1.1 54.3±0.9
MatchingNet [44] 55.6±1.1 28.8±1.0 NA NA NA 59.8±0.9 42.2±1.1 56.3±1.0
Finetune [49] 66.7±1.2 35.2±1.1 NA NA NA 60.7±1.1 51.0±1.2 58.8±1.1
ProtoNet [39] 46.5±1.0 39.9±1.1 74.3±0.8 66.4±0.7 54.7±1.1 64.9±1.0 56.4±0.9 61.6±0.9
ProtoMAML [43] 52.3±1.1 41.3±1.0 NA NA NA 67.5±0.9 46.8±1.1 63.4±0.9
CNAPS [33] 60.1±0.9 42.3±1.0 88.6±0.5 60.0±0.8 48.1±1.0 69.6±0.8 59.8±0.8 65.9±0.8
AR-CNAPS [33] 60.2±0.9 42.9±1.1 92.7±0.4 61.5±0.7 50.1±1.0 69.7±0.8 61.5±0.8 66.5±0.8
Simple CNAPS [1] 73.5±0.7 46.2±1.1 93.9±0.4 74.3±0.7 60.5±1.0 73.8±0.8 69.7±0.8 72.2±0.8
Transductive CNAPS 70.8±0.7 47.3±1.0 94.2±0.4 75.2±0.7 61.2±1.0 75.4±0.7 69.7±0.8 73.2±0.7
Table 2: Middle) Out-of-domain few-shot classification accuracy and (Right) in-domain, out-of-
domain and overall mean accuracy of Transductive CNAPS compared to past methods. With the
exception of [AR-]CNAPS and Simple CNAPS where the reported results come from [33] and [1],
all other benchmarks are reproduced directly from [43]. Error intervals showcase 95% confidence
intervals on the reported performances across the 600 evaluated tasks per each dataset. Values in bold
achieve state of the art performance with statistically significant margins.
uniformly from [1, 100] and shot number of images are selected at random as support examples with
total support set size of 500. Additional dataset-specific constraints are enforced, as discussed in
Section 3.2 of [43], and since some datasets have fewer than 50 classes and fewer than 100 images
per class, the overall way and shot distributions resemble Poisson distributions where most tasks have
fewer than 10 classes and most classes have fewer than 10 support examples (see Appendix-A.1). We
train for a total of 110K tasks using Episodic Training [39; 6] (see Appendix-A.3 for details).
mini/tiered-ImageNet [44; 32] are two benchmarks for few-shot learning. Both datasets employ
subsets of ImageNet [34] with a total of 100 classes and 60K images in mini-ImageNet and 608
classes and 779K images in tiered-ImageNet. Unlike Meta-Dataset, tasks across these datasets have
pre-defined shots/ways that are uniform across every task generated in the specified setting. Following
[26; 22; 39], we report performance on the 1/5-shot 5/10-way settings across both datasets with 10
query examples per class. We train episodically for 20K tasks (see Appendix-A.2 for details).
4.2 Results
Evaluation on Meta-Dataset: In-domain, out-of-domain and overall accuracy on the Meta-Dataset
are shown in Tables 1/2. Transductive CNAPS sets new state of the art accuracy on 5 out of the 8
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mini-ImageNet Accuracy (%) tiered-ImageNet Accuracy (%)
5-way 10-way 5-way 10-way
Model 1-shot 5-shot 1-shot 5-shot 1-shot 5-shot 1-shot 5-shot
CNAPS [33] 77.8±1.0 87.6±0.7 65.7±0.7 80.0±0.6 75.7±1.0 85.5±0.7 63.7±0.7 78.2±0.5
Simple CNAPS [1] 80.5±0.9 89.5±0.6 68.6±0.7 83.7±0.5 79.0±0.9 87.6±0.6 67.1±0.7 81.0±0.5
Transductive CNAPS 82.4±0.9 90.9±0.5 73.3±0.7 85.7±0.5 81.0±0.9 89.2±0.6 69.1±0.7 83.1±0.5
Table 3: Few-shot visual classification results on 1/5-shot 5/10-way few-shot on mini/tiered-ImageNet.
Note that all results were re-produced using the same generated tasks for consistency in comparison.
Intervals showcase 95% confidence intervals on the reported performances across the 600 evaluated
tasks per each setting. Values in bold achieve statistically meaningful state of the art performance.
All reported accuracies are averaged between five distinct runs.
In-Domain Accuracy (%)
Model ImageNet Omniglot Aircraft Birds DTD QuickDraw Fungi Flower
GMM-EM+ CNAPS 46.4±0.9 86.6±0.8 73.8±0.7 68.8±0.8 57.5±0.7 61.7±0.8 35.9±0.9 84.2±0.6
GMM CNAPS 45.3±1.0 88.0±0.9 80.8±0.8 71.4±0.8 61.1±0.7 70.7±0.8 42.9±1.0 88.1±0.6
GMM-EM CNAPS 48.7±1.0 92.3±0.5 80.0±0.7 72.4±0.7 59.8±0.7 71.1±0.7 41.4±0.9 87.7±0.5
Transductive+ CNAPS 55.3±1.1 92.2±0.5 79.9±0.7 72.3±0.9 74.3±0.7 72.7±0.9 42.3±1.0 92.0±0.4
Simple CNAPS [1] 58.6±1.1 91.7±0.6 82.4±0.7 74.9±0.8 67.8±0.8 77.7±0.7 46.9±1.0 90.7±0.5
Transductive CNAPS 58.8±1.1 95.2±0.3 84.0±0.6 76.4±0.7 68.5±0.8 77.8±0.7 49.7±1.0 92.7±0.4
Table 4: In-domain few-shot classification accuracy of Transductive(+) CNAPS compared to GMM-
based ablations. Error intervals showcase 95% confidence intervals on the report performances
across the 600 evaluated tasks per dataset. Values in bold achieve state of the art performance with
statistically significant margins.
in-domain datasets, while matching past methods on the remaining 3. On out-of-domain tasks, it
matches Simple CNAPS on 4 out of the 5 datasets, while performing worse on Signs. We attribute
this to the dataset’s highly specialized domain which makes transductive learning more difficult.
Overall, Transductive+ CNAPS achieves 75.4%±0.7%, 69.7%±0.8%, and 73.2%±0.7% on in-domain,
out-of-domain and overall mean accuracy, outperforming past state of the art on in-domain datasets
while statistically matching Simple CNAPS on out-of-domain datasets and overall mean performance.
Evaluation on mini/tiered-ImageNet: As shown in Table 3, Transductive CNAPS achieves better
performance as compared to CNAPS and Simple CNAPS on 1/5-shot 5/10-way few-shot classification
on both mini/tiered-ImageNet. We explicitly omit other baselines (instead provided in Appendix-
B), as although our model outperforms them, CNAPS-derived methods use an feature extractor
pre-trained on ImageNet, which gives them an unfair advantage on ImageNet-based benchmarks.
Performance vs. Class Shot: In Figure 4, we examine the relationship between class recall (i.e.
classification accuracy among query examples belonging to the class itself) and the number of support
examples given for the class (shot). As demonstrated, Transductive CNAPS is especially effective
when class shot is below 10, showing large average recall improvements, especially at the 1-shot
level. However, as the class shot increases beyond 10, we see performance loss compared to Simple
CNAPS. This suggests that soft k-means learning of cluster parameters can be effective when very few
support examples are otherwise available for use. Conversely, in high-shot classes, the transductive
updates may act as distractions. We also observe that the margin of improvement on low-shot classes
is diminished on out-of-domain tasks as compared to in-domain. This signifies the importance of
properly adapting the feature space, a task that is more difficult to perform on out-of-domain tasks,
and its impact on the effectiveness of our method.
Training Transductive CNAPS: In our work, we use Transductive CNAPS at test-time only, using
a pre-trained Simple CNAPS feature adaptation network. It’s natural to consider training the feature
adaptation network end-to-end through the soft k-means transduction procedure. We provide this
comparison in the bottom-halves of Tables 4 and 5 where Transductive+ CNAPS describes this
end-to-end trained setting. End-to-end training results in an average accuracy decrease of 2.5%,
which we hypothesize to be due to the difficulty of learning with transductive soft-labels that are
noisy especially in the early iterations.
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Out-of-Domain Accuracy (%) Average Accuracy (%)
Model Signs MSCOCO MNIST CIFAR10 CIFAR100 In-Domain Out-Domain Overall
GMM-EM+ CNAPS 56.7±0.9 37.4±0.8 89.8±0.4 58.9±0.8 43.7±0.8 64.4±0.8 57.3±0.7 61.6±0.8
GMM CNAPS 68.9±0.7 37.2±0.9 91.4±0.5 64.5±0.7 46.6±0.9 68.5±0.8 61.7±0.7 65.9±0.8
GMM-EM CNAPS 63.6±0.8 39.2±0.8 89.8±0.5 66.9±0.7 50.5±0.8 69.2±0.7 62.0±0.7 66.4±0.7
Transductive+ CNAPS 67.5±0.8 45.8±1.1 95.6±0.3 73.0±0.7 55.8±1.1 72.6±0.8 67.5±0.8 70.7±0.8
Simple CNAPS [1] 73.5±0.7 46.2±1.1 93.9±0.4 74.3±0.7 60.5±1.0 73.8±0.8 69.7±0.8 72.2±0.8
Transductive CNAPS 70.8±0.7 47.3±1.0 94.2±0.4 75.2±0.7 61.2±1.0 75.4±0.7 69.7±0.8 73.2±0.7
Table 5: Middle) Out-of-domain few-shot classification accuracy and (Right) in-domain, out-of-
domain and overall mean accuracy of Transductive(+) CNAPS compared to GMM-based ablations.
Error intervals showcase 95% confidence intervals on the report performances across the 600 evaluated
tasks per dataset. Values in bold achieve statistically significant state of the art performance.
Comparison to Gaussian Mixture Models: The Mahalanobis-distance based class probabilities
produced by Equation 3 closely resembles the cluster posterior probabilities (responsibilities) inferred
by a Gaussian Mixture Model (GMM). The only changes required to make this correspondence
exact is to introduce a class prior distribution pi, and to change the class probability model (3) to the
Gaussian likelihood:
p(y∗ = k | z∗) ∝ exp (− 1
2
(z− µk)TQ−1k (z− µk)−
1
2
log |Qk|
))
(7)
With these modifications, Transductive CNAPS would exactly correspond to inference in a GMM,
with cluster parameters learned through semi-supervised expectation maximization (EM). Given this
observation, we consider three ablations that use this inference model: First, GMM CNAPS, which is
equivalent to Simple CNAPS using GMM inference instead (no EM); second, GMM-EM CNAPS,
which extends GMM CNAPS by performing test-time EM (the iterative refinement in Algorithm 1,
with the correct GMM likelihood); and lastly, GMM+EM+ CNAPS, which uses GMM-EM CNAPS
with EM performed during training as well. These three models, in order, correspond to GMM
versions of Simple CNAPS, Transductive CNAPS and the Tranductive+ CNAPS ablation discussed.
We provide results on these GMM-based ablations in the upper-halves of Tables 4 and 5. Surprisingly,
the addition of the log(det(Qk)) term results in 6%-9% loss in classification accuracy.
However, when the Gaussian likelihoods within the GMMs are not properly normalized, higher
classification accuracy can be achieved. We also observe that transductive learning in GMM-based
CNAPS models through semi-supervised EM improves accuracy at test-time, but reduces performance
when used during training as well. These trends are similar to our results for Transductive CNAPS.
5 Discussion
In this paper, we have presented a few-shot visual classification method that achieves new state of
the art performance via a transductive clustering procedure for refining class parameters derived
from a previous neural adaptive Mahalanobis-distance based approach. The resulting architecture,
Transductive CNAPS, is more effective at producing useful estimates of class mean and covariance
especially in low-shot settings, when used at test time. Even though we demonstrate the efficacy of
our approach in the transductive domain where query examples themselves are used as unlabelled
data, our soft k-means clustering procedure can naturally extend to use other sources of unlabelled
examples in a semi-supervised fashion.
Transductive CNAPS superficially resembles a transductive GMM model stacked on top of a learned
feature representation; however, when we try to make this connection exact, we suffer substantial
performance hits. This suggests that the appropriate framework to reason about the Transductive
CNAPS and Simple CNAPS family of models is through local metric learning [30; 48; 10]; the
class precision matrices Q−1k play the role of the Riemannian metric at the class centroids, and the
resulting classifier is a coarse approximation of a distance-based classifier on the induced Riemannian
manifold. We discuss this connection in more depth in Appendix C. Working out the exact nature of
the geometric connection, and why the probabilistic model fails empirically, is a subject for future
research.
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A Benchmarks and Training
A.1 Meta-Dataset
A brief description of the sampling procedure used in the Meta-Dataset setting is already provided
in Section 4.1. This sampling procedure, however, comes with additional specifications that are
uniform across all tasks (such as count enforcing) and dataset specific details such as considering
the class hierarchy in ImageNet tasks. The full algorithm for sampling is outlined in [43], and we
refer the interested reader to Section 3.2 in [43] for complete details. This procedure results in a task
distribution where most tasks have fewer than 10 classes and each class has fewer than 20 support
examples. The task frequency relative to the number of classes is presented in Figure 5a, and the class
frequency as compared to the class shot is presented in Figure 5b. The query set contains between 1
and 10 (inclusive) examples per class for all tasks; fewer than 10 query examples occur only when
there are not enough total images to support 10 query examples.
A.2 mini/tiered-ImageNet
Task sampling across both mini-ImageNet and tiered-ImageNet first starts by defining a constant
number of ways and shots that will be used for each generated task. For a L-shot K-way problem
setting, first K classes are sampled from the dataset with random probability. Then, for each sampled
class, L of the class images are sampled with random probability and used as the support examples
for the class. In addition, 10 query images (distinct from the support images) are sampled per class.
A.3 Meta-Dataset Training/Testing
Following [1; 33], we train using Episodic training [39; 6] where tasks themselves are used as training
examples. For each iteration of Episodic training, a task (with additional ground truth query labels is
generated, and the adaptation network is trained to minimize the classification error (cross entropy) of
the query set given the task. The pre-trained ResNet18 feature extractor is fixed during this process.
We train for a total of 110K tasks, with 16 tasks per batch, resulting in 6875 gradient updates. We
train using Adam optimizer with learning rate of 5× 10−4. We evaluate on the validation splits of all
8 in-domain and 1 out-of-domain (MSCOCO) datasets, saving the best performing checkpoint for
test-time evaluation.
A.4 mini/tiered-ImageNet Training/Testing
Similar to Meta-Dataset, we use Episodic training: at each iteration, a task is generated, and we
backpropagate the query set classification loss through the adaptation network. For mini/tiered-
ImageNet, we train for a total of 20K tasks, validating performance every 2K tasks and saving the
best checkpoint for test-time evaluation. We, similarly, use the Adam optimiser with learning rate of
5× 10−4, and use a batch size of 16, for a total of 1250 gradient steps.
(a) Number of Tasks vs. Ways (b) Number of Classes vs. Shots
Figure 5: Test-time way and shot frequency graphs. Figure is directly from [1]. As shown, most tasks
have fewer than 10 classes (way) and most classes have less than 20 support examples (shot).
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B mini/tiered-ImageNet Baselines
Past state of the art methods and their performances on mini-ImageNet and tiered-ImageNet on
1/5-shot 5/10-way few-shot visual classification are shown in Table 6. We must emphasize that
CNAPS-based models, including ours, use a ResNet18 feature extractor pre-trained on ImageNet.
This gives CNAPS-derived methods an unfair advantage over past baselines. We provide these
baselines for reference and discourage drawing strong direct comparisons between them and CNAPS-
derived methods.
mini-ImageNet Accuracy (%) tiered-ImageNet Accuracy (%)
5-way 10-way 5-way 10-way
Model 1-shot 5-shot 1-shot 5-shot 1-shot 5-shot 1-shot 5-shot
MAML [6] 48.7±1.8 63.1±0.9 31.3±1.1 46.9±1.2 51.7±1.8 70.3±1.7 34.4±1.2 53.3±1.3
MAML+ [22] 50.8±1.8 66.2±1.8 31.8±0.4 48.2±1.3 53.2±1.8 70.8±1.8 34.8±1.2 54.7±1.3
Reptile [26] 47.1±0.3 62.7±0.4 31.1±0.3 44.7±0.3 49.0±0.2 66.5±0.2 33.7±0.3 48.0±0.3
Reptile+BN [26] 49.9±0.3 66.0±0.6 32.0±0.3 47.6±0.3 52.4±0.2 71.0±0.2 35.3±0.3 52.0±0.3
ProtoNet [39] 46.1±0.8 65.8±0.7 32.9±0.5 49.3±0.4 48.6±0.9 69.6±0.7 37.3±0.6 57.8±0.5
RelationNet [41] 51.4±0.8 67.0±0.7 34.9±0.5 47.9±0.4 54.5±0.9 71.3±0.8 36.3±0.6 58.0±0.6
Gidariss et al. [8] 56.2±0.9 73.0±0.6 NA NA NA NA NA NA
TADAM [28] 58.5±0.3 76.7±0.3 NA NA NA NA NA NA
TPN [22] 51.4±0.8 67.1±0.7 34.9±0.5 47.9±0.4 59.9±0.9 73.3±0.7 44.8±0.6 59.4±0.5
LEO [35] 61.8±0.1 77.6±0.1 NA NA 66.3±0.1 81.4±0.1 NA NA
CNAPS [33] 77.8±1.0 87.6±0.7 65.7±0.7 80.0±0.6 75.7±1.0 85.5±0.7 63.7±0.7 78.2±0.5
Simple CNAPS [1] 80.5±0.9 89.5±0.6 68.6±0.7 83.7±0.5 79.0±0.9 87.6±0.6 67.1±0.7 81.0±0.5
Transductive CNAPS 82.4±0.9 90.9±0.5 73.3±0.7 85.7±0.5 81.0±0.9 89.2±0.6 69.1±0.7 83.1±0.5
Table 6: Few-shot visual classification results on 1/5-shot 5/10-way few-shot on mini/tiered-ImageNet.
Note that unlike Table 3, we also present baselines here. We emphasize that direct comparisons
of these results with CNAPS-based models should be avoided due to CNAPS-based methods
using a ResNet18 feature extractor pre-trained on ImageNet.
C Connections with Riemannian metric learning
Here, we frame the Simple CNAPS and Transductive CNAPS family of models in a Riemannian
metric learning framework.
Riemannian metric learning seeks to learn an underlying local metric tensor (d× d positive-definite
matrix defined for each point in Rd), g(x), in a data or feature space Rd. The metric tensor defines
the geometry of the underlying space; in particular, we can use it to define a notion of length. The
distance along a path γ : [0, 1] → Rd is computed in terms of this metric tensor via the arclength
functional:
L[γ] =
∫ 1
0
√
γ˙(λ)Tg(γ(λ))γ˙(λ)dλ (8)
From this, we can derive a global distance metric (the geodesic distance) between points as (loosely)
the length of the shortest path between x and y:
d(x,y) = inf
γ
L[γ] for γ where γ(0) = x, γ(1) = y (9)
The arclength functional is difficult to analyze, but we can instead analyze the energy functional E[3]:
E[γ] =
∫ 1
0
γ˙(λ)Tg(γ)γ˙(λ)dλ (10)
Both E and L yield the same local minimizers; these are called geodesics, and are equivalent to
straight lines in the geometry defined by g(x).
In metric learning, our goal is to estimate the metric tensor g(x) from data. This is a very underdeter-
mined task, since its only constraints are smoothness and positive definiteness.
To reduce the space of metric tensors under consideration, we treat the class centroids µk as local
inducing points for a metric that is locally (near µk) the Mahalanobis distance defined by Qk, and
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model the global metric tensor as some smooth interpolation of these local Mahalanobis metrics:
g(x) =
∑
k
wk(x− µk)Q−1k (11)
Here, {wk(r)}k is a smooth partition of unity, which satisfies:
wk(0) = 1 (12)
wk(x) ≥ 0 (13)∑
k
wk(x) = 1 (14)
The existence of such functions is guaranteed [20].
Even with these simplifying assumptions, the global geodesic distance is extremely challenging to
compute in high dimensions. Since the geodesic distance is the minimum path length over all paths,
we can upper bound it by a specific path [30]:
d(x,y) ≤
∫ 1
0
√
c˙(λ)Tg(c(λ))c˙(λ)dλ (15)
where c(λ) = (1 − λ)x + λy is a straight line (in the coordinate space) interpolation. The time
derivative of c is easily computed to be c˙ = y − x.
The corresponding energy functional upper bounds the squared distance:
d(x,y)2 ≤ E˜(x,y) =
∫ 1
0
c˙(λ)Tg(c(λ))c˙(λ)dλ (16)
We don’t actually care too much about the actual squared distance for purposes of classification -
we care about the difference in distance between a test point x and two class centroid µi, µj , which
corresponds to their relative probabilities. Substituting the energy along the straight-line paths yields:
∆Eij = E˜(x, µi)− E˜(x, µj) =
∫ 1
0
∆Ti gi(λ)∆i −∆Tj gj(λ)∆jdλ (17)
where:
∆k = (x− µk) (18)
gk(λ) = g(λµk + (1− λ)x) (19)
We can write ∆Eij in terms of a path parameter T ∈ [0, 12 ] as:
∆Eij(T ) =
∫ T
0
∆Ti gi(λ)∆i −∆Tj gj(λ)∆jdλ+
∫ 1
1−T
∆Ti gi(λ)∆i −∆Tj gj(λ)∆jdλ (20)
As T increases, we simultaneously grow the path inward from each class centroid towards x and
outward from x to the class centroids.
A first-order Taylor expansion of this around T = 0 causes the first integral to drop out (since
gi(0) = gj(0)), and the second integral yields (when evaluated at T = 12 ):
∆Eij ≈ 1
2
[
(x− µi)TQ−1i (x− µi)− (x− µj)TQ−1j (x− µj)
]
(21)
The higher order terms can be controlled to some degree by forcing the partition functions wk(x) are
very flat near the class centroids.
This allows us to think of the Simple CNAPS classifier logit function (squared Mahalanobis distance
to class centroids with per-class metrics) as a coarse approximation of the geodesic energy between a
test point and a class centroid; this coarse approximation is improved slightly by noting that other
low-order terms that could be considered drop out when examining the difference in geodesic energy
between a test point and two class centroids.
This fits into an energy-based classification framework[9], where the energy function describing the
joint energy of a point x in feature space (with the structure of a Riemannian manifold) and a class y
is given by:
H(x, y) = inf
γ:γ(0)=x,γ(1)=µy
E[γ] (22)
where µy are class prototype points on the same manifold; in other words, the joint energy of a class,
instance pair is given by the geodesic energy connecting that instance with some prototype instance
of the target class.
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