In this paper, the parameter estimation problem is investigated for the continuous time stochastic logistic diffusion system. A new continuous process is built based on the likelihood ratio scheme, the Radon-Nikodym derivative and the explicit expressions of the error of estimation are given under this new continuous process. By using the random time transformations, law of large numbers for martingales, law of iterated logarithm and stationary distribution of solution, the consistency property are proved for the estimation error. Finally, a numerical simulation is presented to demonstrate the effectiveness of the proposed method in this paper.
Introduction
In the past few decades, parameter estimation problem for the stochastic differential equation have been studied by many scholars whose results mostly base on the discrete observation. In order to get more accurate estimators, we should observe through continuous time. Deterministic model, which parameters are deterministic irrespective of environmental fluctuations, are usually used to describe the overall impact of changes between different factors. these models obviously impose limitations in mathematical modeling of whole real systems. However, in the real world, many random factors (i.e. earthquakes, typhoons, car accidents and other unforeseen factors) may make the parameters into random variables. Therefore, it is more reasonable to use the stochastic differential equation with to describe the real systems disturbed by random noises. For example, the stochastic logistic diffusion model has been widely used in the field of social life, application of stochastic logistic diffusion model has been used in the field of applied economics [1] [2] [3] , biology [4] [5] [6] [7] , power engineering [8] [9] [10] and so on. Very recently, considerable research results have been reported on the parameter estimation based on discrete observation. To be special, [11] used the least squares method to estimate the parameters, also obtained the point estimators and confidence intervals as well as joint confidence regions. [12] used conditional least squares and weighted conditional least squares method to study the parameter estimation of two-type continuous-state branching processes with immigration based on low frequency observations at equidistant time points. [13] studied the asymptotic behaviour of parametric estimator for nonstationary reflected Ornstein-Uhlenbeck process by applying maximum likelihood estimation. For the stochastic logistic diffusion model, [14] worked out the optimization problem with respect to stationary probability density and provide a new equivalent, an ergodic method is used to show the almost surely equivalency between the time averaging yield and sustainable yield. [15] considered a stochastic logistic growth model involving both birth and death rates in the drift and diffusion coefficients and the associated complete Fokker-Planck equation is also established to describe the law of the process. [16] focused on stochastic dynamics involve continuous states as well as discrete events, and obtain weak convergence of the underlying system, and utilized the structure of limit system as a bridge to invest stochastic permanence of original system driving by a singular Markov chain with a large number of states. [17] presented some basic aspects of adequate numerical analysis for the random extensions such as numerical regularity and mean square convergence. [18] improved two mathematically tractable cases: at the limit of the number of individuals and at the limit of basic reproduction ratio. In the discrete observations, we let the time interval tends to 0 to get more accurate result. Therefore, this means that parametric inference based on continuous time observation is much more accurate in dealing with parameter estimation problem. During the estimation processing, two important theories have been used to estimate parameters based on continuous observation in the existing literature. One is denoting Radon-Nikodym derivative with likelihood ratio and the other one is by using stationary distribution of solution.
The stochastic logistic diffusion model can be described by the following stochastic differential equation: [20] proved that no matter how small 0 σ > , the solution will not explode in a limited time.
In this paper, the continuous observations shall be used to obtain more accurate results than discrete observations, and the likelihood ratio will be employed to get Radon-Nikodym derivative which can be used to solve the parameter estimation problem for logistic diffusion model. As we all know that logistic diffusion model is a diffusion process, for a general diffusion model 
Preliminaries
In this paper, the parameter estimation problem shall be studied for the logistic diffusion model described by a stochastic differential equation as given in (1.1).
In this model α , β are unknown parameters. We can calculate ε use the method in [21] and this means that ε is also a known parameter. Because of the complication of the transitional density function for this model, it is difficult to obtain commonly used expression for the unknown parameters. Therefore, we will calculate the likelihood ratio (with respect to , P α β , α and β are the true parameters) for a finite set of time points From now on we shall work under the assumptions below. 
The parameter α and β enter into the description of t X of (1.1), we can get ε exactly by (2.1). We begin with a class of probability ( )
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From the theory of random time transformations, we have ( )
where t W ′ is a standard Brownian motion(or its measure 
Similarly, we can get,
Writing , t P α β for the restriction of we can obtain the estimators as follows: 
Main Results and Proofs
In this section, we shall give the asymptotic distribution of the estimated errors and the corresponding proof. It's easy to konow the solution of Equation (1.1) has following expression:
Firstly, let us give following four lemmas.
Lemma 1 (The law of iterated logarithm) [24] 
Then, for any given initial value x + ∈  , the solution t X of equation 
, V x t t is again an Itô process with the stochastic differential given by ( ) 
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is a matingale with zero mean with respect to the σ-algebra t − F .
Moreover, according to (1.1), ( ) 
By LHospital rule, we get 
. Thus the rule applies to situations in which the ratio of the derivatives has a finite or infinite limit, and not to situations in which that ratio fluctuates permanenty as x gets closer and closer to c.
If either ( ) ( )
Theorem 2 Under Assumptions 1-3, α and β are strongly consistent.
Proof: Substituting (1.1) into the expression of α yields 
Conclusion
In this paper, parameter estimation problem has been studied for the continuous time stochastic logistic diffusion model by using likelihood ratio. The explicit expressions for the estimation errors have been given and the according asymptotic properties have been proved by applying the he law of iterated logarithm, random time transformations, stationary distribution of solutions of stochastic differential equations and the law of large numbers for martingales.
To get more accurate results, we use continuous observation method, and the proposed estimators are closer to the true value that be demonstrated by a simulation example. In the future research, we will consider the state estimation problem for non-linear systems with incomplete observation [26] and non-linear systems with random disturbance caused by Levy jump or Poisson jump [27] .
