Let (a, b) be a finite interval and 1/p, q, r ∈ L 1 [a, b]. We show that a general solution (in the weak sense) of the equation (pu ′ ) ′ + qu = λru on (a, b) can be constructed in terms of power series of the spectral parameter λ. The series converge uniformly on [a, b] and the corresponding coefficients are constructed by means of a simple recursive procedure. We use this representation to solve different types of eigenvalue problems. Several numerical tests are discussed.
Introduction
The spectral parameter power series (SPPS) method proposed in [14] as an application of pseudoanalytic function theory and developed into a numerical technique in [15] rapidly became an important and efficient tool for solving a variety of problems involving Sturm-Liouville equations. In [2] , [3] , [8] , [11] , [16] , [17] the SPPS method was used for solving spectral problems for Sturm-Liouville equations, in [7] the electromagnetic scattering problem was * Research was supported by CONACYT, Mexico via the research projects 166141 and 176987. The second named author additionally acknowledges the support by FCT, Portugal. studied, in [10] for fourth-order Sturm-Liouville equations and in [6] to study interesting mapping properties of transmutation operators.
In previous publications dedicated to the SPPS method the coefficients of the differential equations were assumed to be continuous functions. Only in [12] with a short explanation there were considered models involving discontinuous coefficients. However, obviously, many different applications require considering piecewise continuos or only integrable coefficients.
In the present paper we obtain the SPPS representation for solutions of the Sturm-Liouville equation with coefficients from the space L 1 [a, b] (the precise conditions can be found in Section 3). The proof in this case required to find different ways to obtain estimates for the summands of the SPPS series as well as to prove the convergence of the series in the corresponding norms (especially for the series defining the derivatives of the solutions). Though the proofs resulted to be quite different and more elaborate as compared to the SPPS representations in the case of continuous coefficients, in general the SPPS approach did not suffer any serious modification and the main result of this work consists in the fact that the SPPS method is now available in the much more general situation of discontinuous coefficients.
The paper is structured as follows. In Section 2 we introduce preliminary facts and definitions concerning weak solutions of the Sturm-Liouville equation and absolutely continuous functions and we also establish some auxiliary results. In Section 3 we prove the main result of the paper, the SPPS representation for solutions of the Sturm-Liouville equation with discontinuous coefficients (Theorem 7). Section 4 is dedicated to the numerical implementation of the SPPS method and numerical examples involving spectral problems for Sturm-Liouville equations with discontinuous (and, in general, complex) coefficients. Excellent performance of the method is illustrated.
Preliminaries
First let us introduce some classical function spaces that will be needed throughout the paper. Let L 1 [a, b] be the Lebesgue space of absolutely integrable functions on [a, b]. As usual the Sobolev space 
(see, e.g., [4] , [19] , [13] [5] , Theorem 8.2) in the following sense:
Let us introduce the concept of weak solution corresponding to the equation (pu
First assume that
and integrating by parts we arrive at the equality
where we have used that ϕ(a) = ϕ(b) = 0.
Proposition 2 Under the conditions of the above definition a function u ∈ AC[a, b] is a weak solution of (2) iff pu
Proof. Let u ∈ AC[a, b] be a weak solution of (2). Equality (3) means that the distributional derivative of pu
The opposite statement follows from the fact that the usual derivative of a function from AC[a, b] coincides with its distributional derivative.
The following result will be useful further. 
This is in fact a well-known result when the functions V n are continuously differentiable [1] . Also, it is not hard to see that Proposition 3 is equivalent to the fact that the space AC[a, b] equipped with the norm given by u = |u(x 0 )| + u ′ L 1 is a Banach space. This result is mentioned and used in many sources (see, e.g., [18] ), but since we know no reference where a detailed rigorous proof can be found, we provide one here. Proof. Consider the absolutely continuous function
Using the representation (1) for V n we find that
When N → ∞ , the last expression tends to zero since
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on some finite interval (a, b) where 1/p, q, r ∈ L 1 [a, b] and λ ∈ C is the spectral parameter. Following [20] 
holds a.e. on (a, b).
Following [15] let us introduce two families of functions X (n) (x) and X (n) (x) by the recursive equalities
for an even n (7)
for an odd n
where x 0 is an arbitrary point in [a, b] . Below we show that the introduced families of functions are closely related to the Sturm-Liouville equation (5) . For this the following proposition will be used.
Proposition 5 Under the above conditions the functions X (n) and X (n) belong to AC[a, b] and the following estimates hold
where
and n = 0, 1, 2, ...
Proof.
The absolute continuity of the functions X (n) (x) and X (n) (x) follows immediately from the summability of the integrands [13] . Let us prove the inequalities when x ≥ x 0 , for x < x 0 a similar reasoning can be applied. First let us obtain the following auxiliary inequalities
x ≥ x 0 , where
As P and R are monotonically increasing then P (x) ≤ C 1 and R(x) ≤ C 2 thus (9) and (10) follows from (11) and (12) . The proof of (11) and (12) is by induction. First we consider X (2n) . For n = 0 the estimate (11) is trivial. Suppose that (11) is valid for n = k − 1,
Then for n = k we have
where we have used the equalities dR(t) = |r(t)f 2 (t)| dt and dP (t) = 1 |p(t)f 2 (t)| dt following from (13) .
The proof for X (2n−1) (x) is similar. For n = 1 the inequality (12) holds
Let for n = k − 1 (12) be true
The estimates for X (n) can be shown similarly.
Remark 6
When additionally 1/p and r ∈ L ∞ [a, b], stronger estimates can be obtained for X (n) and X (n) (as those obtained in [15] for continuous coefficients). For example,
The following theorem generalizes the result from [15] onto the case when 1/p, q and r are integrable on [a, b].
Theorem 7 Let p, q and r be complex-valued functions of a real variable
where c 1 and c 2 are arbitrary complex constants,
and both series converge uniformly on [a, b].
Proof. First let us prove that both series
converge uniformly to the functions v and w ∈ AC[a, b] respectively, and that the series obtained by term-wise differentiation converge to the functions v
where C = |λ| C 1 C 2 , and the constants C 1 , C 2 are defined in Proposition 5. Thus, the uniform convergence of the series defining the functions v and w follows from the Weierstrass M-test. In order to prove that the series obtained from
as N → ∞. From Proposition 3 we conclude that v ∈ AC[a, b], the series defining v can be term-wise differentiated and v ′ = w pf 2 a.e. The corresponding result for the function w is proved similarly.
Next we prove that u 1 is a solution of (5). The functions u 1 and
are absolutely continuous on [a, b] . Moreover, as f is a nonvanishing solution of (14) the operator L admits the Polya factorization (6) and hence we have
In a similar way we can check that u 2 satisfies (5) as well. The last step is to verify that the generalized Wronskian of u 1 and u 2
is different from zero at some point (this is equivalent to show that the solutions u 1 and u 2 are linearly independent [20] ). As X (n) (x 0 ) = X (n) (x 0 ) = 0 for any n ≥ 1 it is easy to see that
. Thus pW (u 1 , u 2 ) = 1.
Remark 8
The SPPS representation for solutions (15) established in Theorem 7 is based on a particular solution f corresponding to λ = 0. Following [15] one can observe that this solution f can be found as
where c 1 and c 2 are arbitrary constants, u 1 and u 2 are defined by (15) with f ≡ λ = 1 and by using −q in place of r in the definition (7) and (8) of X (k) and X (k) . In the regular case the choice c 1 = 1 and c 2 = i provides a nonvanishing solution f .
The procedure for construction of solutions given by Theorem 7 is still valid when a solution of the equation (pf * ′ ) ′ + qf * = λ * rf * is available for some λ = λ * . In this case the solutions (15) take the form
where X (k) and X (k) are given by (7), (8) with f = f * . Indeed, equation (5) can be written as
then the same arguments that were used to prove Proposition 5 and Theorem 7 can be applied. The procedure for constructing solutions of equation (5) based on a particular solution f * corresponding to λ = λ * is known as the spectral shift and is of great practical importance especially in numerical applications [15] , [10] , [16] .
Numerical implementation and examples
The SPPS method based on the representations established in Theorem 7 is especially convenient for solving spectral problems. It has been used previously in a number of works and proved to be efficient in various applications both with continuous [7] , [10] , [2] , [3] , [8] , [6] , [11] , [16] , [17] and some special cases of singular coefficients [9] . In this section we present several numerical examples illustrating the application of the method to the spectral problems with discontinuous coefficients. In practical terms the SPPS method can be formulated in the following steps
• obtain an analytic expression for the characteristic function of the problem which will be denoted by Φ(λ) in terms of the SPPS representations (15);
• calculate the first 2N + 1 formal powers X (n) and X (n) necessary to approximate the characteristic function Φ(λ) by a partial sum Φ N (λ);
• find roots of the equation Φ N (λ) = 0.
To perform the second step it is necessary to find a nonvanishing particular solution f of equation (14) wich can be obtained by the SPPS method (see Remark 8) . The SPPS representation given by Theorem 7 is based on this particular solution f which corresponds to λ = 0 and the power series of Φ(λ) is centered in λ = 0. To improve the accuracy of the eigenvalues located farther from the center of the series we perform the spectral shift described in Remark 8. On every step after calculating an eigenvalue λ n this value is chosen as a new λ * and the corresponding particular solution f * is computed according to (16) . In the case when the boundary conditions are spectral parameter dependent, the characteristic function can again be written in a form containing power series in terms of (λ − λ * ), we illustrate it in some examples below.
The range of applicability of the SPPS method includes complex coefficients and complex eigenvalues. Therefore it is important to note that step 3 can be complemented with a preliminary counting of zeros in a given domain of the complex plane of the variable λ. This can be done using a classical result from complex analysis -the principle of the argument. More on applications of the argument principle (as well as of Rouche's theorem) can be found in [9] , [16] .
All calculations were performed with the aid of Matlab 2009 in the double precision machine arithmetic. The formal powers X (n) and X (n) were computed using the Newton-Cottes 6 point integration formula of 7th order, modified to implement indefinite integration. The integration was performed separately on each subinterval where the coefficients of the considered equation were continuous, with subsequent joining together of separate integrals into a continuous function. To find zeros of the polynomial Φ N (λ) the routine roots of Matlab was used.
In all the considered examples we use the spectral shift technique (see Remark 8) for calculating every subsequent eigenvalue λ n with λ * n = λ n−1 + ∆λ, where ∆λ is a displacement and λ * 0 = 0. In the presented numerical results we specify two parameters: N is the degree of the polynomial Φ N , i.e. the number of calculated formal powers is 2N + 1, and M is the number of points chosen on the considered segment for the calculation of integrals. To obtain the exact eigenvalues we use the routine FindRoot of Mathematica applied to the exact characteristic function Φ(λ).
Example 9
Our first example is taken from [21] where the numerical results are obtained by means of the sinc method. Consider the equation
where 
The subscripts "+" and "−" denote the limiting values of u(x) as x approaches 0 from the right and left, respectively. A general solution of equation (17) (λ = −2) which satisfies the transmission conditions is
Substituting it to the boundary conditions (18) it is easy to arrive at the following characteristic equation
In terms of the SPPS solutions (15) the eigenfunctions of the spectral problem take the form
and λ satisfies the SPPS characteristic equation
We denote for short
and taking into account that p(x) = −1 write down Φ(λ) in explicit form
equal cero for α < 0.
When the shift by λ * is performed the characteristic function can be written as power series in terms of (λ − λ * ), we denote it by Φ
and X (−1) 1 = 0. The formal powers X (k) and X (k) are calculated again by (7) and (8) but now with f = f * .
In Table 1 we present the exact eigenvalues obtained by FindRoot, an absolute error of the numerically computed eigenvalues by means of the SPPS method and the result from [21] where the sinc method is used to calculate the square roots of the eigenvalues. Notice that in [21] the negative eigenvalue was not detected .
Example 10
As a second example we consider the eigenvalue problem that arises [12] in the study of heat conduction in layered composites
with p i , r i being nonzero complex-valued constants, the boundary and the transmission conditions are
It can be verified that the eigenfunction of this Sturm-Liouville problem for λ = 0 can be taken in the form
, where v(x) = sin
for values of λ satisfying the following characteristic equation which is a result of the transmission condition
In terms of the SPPS solutions (15) the eigenfunctions of this spectral problem are
where λ satisfies the characteristic equation
In this example, we calculate the eigenvalues for the cases of both real and complex coefficients. The results for the case of real coefficients is presented in Table 2 which contain the exact eigenvalues obtained by FindRoot and an absolute error of the numerically computed eigenvalues by means of the SPPS method. For the calculations the following values of parameters were used a 1 = −4; a 2 = −2; a 3 = 0; a 4 = 2; p 1 = 11; p 2 = 0.5; p 3 = 22; r 1 = 3; r 2 = 7; r 3 = 1 For the second case of complex coefficients we take the same interval as in the previous case and the following complex values of parameters p 1 = 11 + 1i; p 2 = 0.5 + 2i; p 3 = 22 + 1i; r 1 = 3 + 2i; r 2 = 7 + 1i; r 3 = 1 − 2i. The numerical result presented in Table 3 is obtained using the spectral shift with λ * n = λ n−1 + 0.5 if Im(λ n−1 ) > 0. If Im(λ n−1 ) < 0, we do not make a shift, i.e., λ * n = λ n−2 + 0.5. The computation time for each obtained eigenvalue was around 20 sec. Let us note that the SPPS approach allows one to visualize the characteristic function of the problem. In Fig. 1 we plot the SPPS approximation of the function − ln |Φ 90 (λ)| on the disk |λ| 45 in the complex plane of the variable λ. The peaks on the graph correspond to the first eleven approximate eigenvalues of the problem. This example is from [21] where unfortunately the results are given with a misprint. Due to this we are not able to compare our numerical results to those presented in [21] . Table 3 .
It is easy to see that the general solution of the equation (19) The numerical result is presented in Table 5 . 
