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Abstract
Codebooks with small inner-product correlation are applied in many practical applications in-
cluding direct spread code division multiple access (CDMA) communications, space-time codes
and compressed sensing. It is extremely difficult to construct codebooks achieving the Welch
bound or the Levenshtein bound. Constructing nearly optimal codebooks such that the ratio of
its maximum cross-correlation amplitude to the corresponding bound approaches 1 is also an
interesting research topic. In this paper, we firstly study a family of interesting character sums
called generalized Jacobi sums over finite fields. Then we apply the generalized Jacobi sums
and their related character sums to obtain two infinite classes of nearly optimal codebooks with
respect to the Welch or Levenshtein bound. The codebooks can be viewed as generalizations of
some known ones and contain new ones with very flexible parameters.
Keywords: Code division multiple access, codebooks, signal sets, compressed sensing, Welch
bound, Levenshtein bound.
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1. Introduction
Codebooks(also called signal sets) with small inner-product correlation are usually used to
distinguish among the signals of different users in CDMA systems. An (N,K) codebook C is
a set {c0,c1, ...,cN−1}, where each codeword cl ,0 ≤ l ≤ N− 1, is a unit norm 1×K complex
vector over an alphabet A. The alphabet size is the number of elements in A. The maximum
cross-correlation amplitude, which is a very important performance measure of a codebook in
practical applications, of an (N,K) codebook C is defined by
Imax(C ) = max
0≤i< j≤N−1
| cicHj |,
where cH denotes the conjugate transpose of a complex vector c. Minimizing the maximal cross-
correlation amplitude of a codebook is an important problem as it can approximately optimize
many performance metrics such as outage probability, average signal-to-noise ratio and symbol
error probability for multiple-antenna transmit beamforming from limited-rate feedback [17, 22].
Besides, minimizing Imax(C ) is equivalent to minimizing the block error probability in the con-
text of unitary space-time modulations [15]. If N ≥ K, codebooks are also called frames and a
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codebook C with minimal Imax(C ) is referred to as a Grassmannian frame. Furthermore, min-
imizing Imax(C ) of finite frames brings to minimal reconstruction error in multiple description
coding over erasure channels [25].
For a given K, it is desirable to construct an (N,K) codebook with N being as large as
possible and Imax(C ) being as small as possible simultaneously. There exist some bounds among
the parameters N, K and Imax(C ) of a codebook C .
The Welch bound is given as follows.
Lemma 1.1 (Welch bound). [30] For any (N,K) codebook C with N ≥ K,
Imax(C )≥
√
N−K
(N− 1)K . (1.1)
In addition, the equality in (1.1) is achieved if and only if
|cicHj |=
√
N−K
(N− 1)K
for all pairs (i, j) with i 6= j.
If a codebook C achieves the Welch bound in (1.1), which is denoted by IW , we call it a
maximum-Welch-bound-equality (MWBE) codebook [32]. An MWBE codebook is referred to
as an equiangular tight frame [28]. The reader is referred to [3, 26] for the connection of MWBE
codebooks and equiangular tight frames. MWBE codebooks are also applied in many practical
applications including CDMA communications, space-time codes and compressed sensing [21,
27, 28]. To our knowledge, only a few constructions of MWBE codebooks were reported in
literature. We list them in the following.
(1) In [24, 32], optimal (N,N) and (N,N − 1) codebooks with N > 1 were generated based
on the (inverse) discrete Fourier transform matrix or ideal two-level autocorrelation se-
quences. Specific constructions of optimal (N,N−1) codebookswere also given in [11, 8].
In fact, optimal (N,N) codebooks are the same as orthonormal bases.
(2) In [2, 25], optimal (N,K) codebooks from conferencematrices were given whenN = 2K=
2d+1 with d being a positive integer and N = 2K = pd + 1 with p being a prime number
and d being a positive integer.
(3) In [4, 5, 32], optimal (N,K) codebooks were constructed with cyclic difference sets in the
Abelian group (ZN ,+) or the additive group of finite fields or Abelian groups in general.
(4) In [10], the authors constructed optimal (N,K) codebooks from (2,k,v)-Steiner systems.
(5) In [9, 23], graph theory and finite geometries were applied to study MWBE codebooks.
According to [25], the Welch bound on Imax(C ) of a codebook C is not tight when N >
K(K+1)/2 for real codebooks and N >K2 for all codebooks. The following Levenshtein bound
turns out to be tighter than the Welch bound in these cases.
Lemma 1.2 (Levenshtein bound). [19] For any real-valued codebook C with N > K(K+ 1)/2,
Imax(C )≥
√
3N−K2− 2K
(N−K)(K+ 2) . (1.2)
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For any complex-valued codebook C with N > K2,
Imax(C )≥
√
2N−K2−K
(N−K)(K+ 1) . (1.3)
In general, it is very hard to construct codebooks achieving the Levenstein bound, which
is denoted by IL (the right-hand side of (1.2) or (1.3)). There are only a few known optimal
constructions of codebooks achieving the Levenshtein bound. These optimal codebooks were
constructed from Kerdock codes [1, 33], perfect nonlinear functions [7], bent functions over
finite fields [36], and bent functions over Galois rings [13]. Codebooks achieving the Levenshtein
bound are used in quantum physics and the design of spreading sequences for CDMA and sets
of mutually unbiased bases [7, 31].
Since it is very difficult to construct optimal codebooks, there have been a lot of attempts to
construct a codebook nearly meeting the Welch bound or the Levenshtein bound with equality,
i.e., Imax(C ) is slightly higher than the bound equality, but asymptotically achieves it for large
enough N. We follow the following definition throughout this paper.
Definition 1.3. An (N,K) codebook C is said to be nearly optimal if one of the following holds:
• limN→∞ Imax(C )IW = 1 for any (N,K) codebook C with N ≥ K;
• limN→∞ Imax(C )IL = 1 for any real-valued codebook C with N >K(K+1)/2 or any complex-
valued codebook C with N > K2.
We remark that Definition 1.3 has been actually used in [12, 14, 29, 33, 34, 37], though it
was not explicitly given before. We summarize some well known nearly optimal codebooks in
the following.
♦ In [14], new constructions of (N,K) codebooks nearly meeting the Welch bound were
proposed based on difference sets and the product of Abelian groups.
♦ In [37], a construction of (uv+ k,k) codebook C with Imax(C ) =
√
1
k
was given from
(v,u,k,λ) relative difference set in an abelian group G relative to a subgroup H of G.
Some specific nearly optimal codebooks were obtained by this construction.
♦ In [29], the authors used Gauss sums to construct nearly optimal (q2− 1,q− 1) codebook
C with Imax(C ) =
√
q
q−1 , where q is a power of a prime.
♦ In [34], the authors constructed a new nearly optimal (N,K) partial Fourier codebook C
with Imax(C ) =
1√
K
, where N = K2− 1 and K = pk for any prime p and a positive integer
k.
♦ In [33, Theorem 7], nearly optimal (22m+ 2m,2m) codebooks C with Imax(C ) =
√
1
2m−1
with respect to the Levenshtein bound were presented based on binary codes.
♦ In [12], new codebooks C with parameters ((q−1)k+n,n)with Imax(C ) = q
k+1
2
(q−1)k+(−1)k+1 ,
and new codebooksC ′ with parameters ((q−1)k+qk−1,qk−1)with Imax(C ′)= q
k+1
2
(q−1)k+(−1)k+1
were constructed with multiplicative characters over finite fields, where n = 1
q
((q− 1)k+
(−1)k+1) and q is a power of a prime.
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Besides, there are also some constructions of codebooks with relatively small maximum cross-
correlation amplitude in [6, 18, 24, 35].
The purpose of this paper is to construct nearly optimal codebooks based on some interesting
character sums. We firstly introduce a family of character sums called generalized Jacobi sums
which can be viewed as a generalization of the classical Jacobi sums. Based on the generalized
Jacobi sums and their related character sums, two classes of nearly optimal codebooks with very
flexible parameters are constructed. Our constructions produce codebooks with new parameters
compared with known ones in literature. In particular, our main results contain those in [12] as
special cases.
2. Mathematical Foundations
In this section, we recall some necessary mathematical foundations on characters, Jacobi
sums and Gauss sums over finite fields. They will play important roles in our constructions of
codebooks.
In this paper, we always assume that p is a prime number and q= pm with m being a positive
integer. Let Fq denote the finite field with q elements. Let α be a primitive element of Fq. Let
Trq/p be the trace function from Fq to Fp defined by
Trq/p(x) =
m−1
∑
j=0
xp
j
.
2.1. Characters over finite fields
In this section, we recall both additive and multiplicative characters over finite fields.
Definition 2.1. An additive character of Fq is a mapping χ from Fq to the set C
∗ of nonzero
complex numbers such that χ(x+ y) = χ(x)χ(y) for any (x,y) ∈ Fq×Fq.
It is well known that every additive character of Fq can be expressed as
χa(x) = ζ
Trq/p(ax)
p , x ∈ Fq,
where ζp is a primitive p-th root of complex unity. In particular, we call χ0 the trivial additive
character and χ1 the canonical additive character of Fq. The orthogonal relation of additive
characters (see [16]) is given by
∑
x∈Fq
χ1(ax) =
{
q, if a= 0,
0, otherwise.
Definition 2.2. A multiplicative character of Fq is a nonzero function ψ from F
∗
q to the set C
∗ of
nonzero complex numbers such that ψ(xy) = ψ(x)ψ(y) for any x,y ∈ F∗q, where F∗q = Fq\{0}.
The multiplicative characters of Fq can be expressed as follows [16]. For j = 0,1, · · · ,q− 2,
the functions ψ j defined by
ψ j(α
k) = ζ
jk
q−1, for k = 0,1, · · · ,q− 2,
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are all the multiplicative characters of Fq, where ζh = e
2pi
√−1
h denotes the h-th root of complex
unity. If j = 0, we have ψ0(x) = 1 for any x ∈ F∗q and ψ0 is called the trivial multiplicative
character of Fq.
For two multiplicative characters ψ,ψ′, we define their multiplication by setting ψψ′(x) =
ψ(x)ψ′(x) for all x ∈ F∗q. Let F̂∗q be the set of all multiplicative characters of Fq. Let ψ denote
the conjugate character of ψ by setting ψ(x) = ψ(x), where ψ(x) denotes the complex conjugate
of ψ(x). It is easy to verify that ψ−1 = ψ. Then F̂∗q forms a group under the multiplication of
characters. Furthermore, F̂∗q is isomorphic to F∗q.
For a multiplicative character ψ of Fq, the orthogonal relation (see [16]) of it is given by
∑
x∈F∗q
ψ(x) =
{
q− 1, if ψ = ψ0,
0, otherwise.
2.2. Jacobi sums
We now extend the definition of a multiplicative character ψ by setting
ψ(0) =
{
1, if ψ = ψ0,
0, if ψ 6= ψ0. (2.1)
Then the property that ψ(xy) = ψ(x)ψ(y) holds for all x,y ∈ Fq. With this definition, we deduce
that
∑
x∈Fq
ψ(x) =
{
q, if ψ = ψ0,
0, otherwise.
(2.2)
Definition 2.3. [16, p. 205] Let λ1, . . . ,λk be k multiplicative characters of Fq. The sum
J(λ1, . . . ,λk) = ∑
c1+···+ck=1
c1 ,··· ,ck∈Fq
λ1(c1) · · ·λk(ck),
is called a Jacobi sum in Fq.
Jacobi sums are very useful in coding theory, sequence design and cryptography. For any
a ∈ F∗q, more generally, we define the sum
Ja(λ1, . . . ,λk) = ∑
c1+···+ck=a
λ1(c1) · · ·λk(ck),
where the summation extends over all k-tuples (c1, . . . ,ck) of elements of Fq satisfying c1+ · · ·+
ck = a. Hence, J1(λ1, . . . ,λk) = J(λ1, . . . ,λk). It was shown in [16, p. 205] that
Ja(λ1, . . . ,λk) = (λ1 · · ·λk)(a)J(λ1, . . . ,λk).
Therefore, |Ja(λ1, . . . ,λk)| = |J(λ1, . . . ,λk)|. In [16], the values of |J(λ1, . . . ,λk)| were deter-
mined for several cases.
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2.3. Gauss sums
Let ψ be a multiplicative character and χ an additive character of Fq. TheGauss sum G(ψ,χ)
is defined by
G(ψ,χ) = ∑
x∈F∗q
ψ(x)χ(x).
The explicit value of G(ψ,χ) is very difficult to determine in general. However, its absolute
value is known as follows.
Lemma 2.4. [16, Th. 5.11] Let ψ be a multiplicative character and χ an additive character of
Fq. Then G(ψ,χ) satisfies
G(ψ,χ) =

q− 1, if ψ = ψ0,χ = χ0,
−1, if ψ = ψ0,χ 6= χ0,
0, if ψ 6= ψ0,χ = χ0.
If ψ 6= ψ0,χ 6= χ0, then
|G(ψ,χ)|=√q.
If we consider the extended definition of ψ in Equation (2.1), then the extended Gauss sum
can be defined as
Ĝ(ψ,χ) = ∑
x∈Fq
ψ(x)χ(x).
Lemma 2.4 yields the following corollary.
Corollary 2.5. Let ψ be a multiplicative character and χ an additive character of Fq. Then
Ĝ(ψ,χ) satisfies
Ĝ(ψ,χ) =

q, if ψ = ψ0,χ = χ0,
0, if ψ = ψ0,χ 6= χ0,
0, if ψ 6= ψ0,χ = χ0.
If ψ 6= ψ0,χ 6= χ0, then
|Ĝ(ψ,χ)|=√q.
3. Generalized Jacobi sums and related character sums
In this section, we present a generalization of Jacobi sums.
Let k be any positive integer. For each integer 1 ≤ i ≤ k, let mi be any positive integer, λi a
multiplicative character of Fqmi , χi the canonical additive character of Fqmi , and Trqmi/q the trace
function from Fqmi to Fq. Let χ denote the canonical additive character of Fq.
Now we define the generalized Jacobi sums by
Ĵa(λ1, . . . ,λk) = ∑
(c1,··· ,ck)∈Ŝ
λ1(c1) · · ·λk(ck),
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where
Ŝ = {(c1, · · · ,ck) ∈ Fqm1 ×·· ·×Fqmk : Trqm1/q(c1)+ · · ·+Trqmk/q(ck) = a}
for any a ∈ F∗q. Note that |Ŝ| = qm1+···+mk−1. If m1 = m2 = · · · = mk = 1 and a = 1, then
Ĵa(λ1, . . . ,λk) is the usual Jacobi sum.
Theorem 3.1. Let λi be a multiplicative character of Fqmi for i= 1,2, . . . ,k. Assume that F̂
∗
qmi =
〈φi〉 and λi = φtii , where i= 1,2, . . . ,k and 0≤ ti ≤ qmi − 2.
(1) If all the multiplicative characters λ1, . . . ,λk are trivial, then
Ĵa(λ1, . . . ,λk) = q
m1+···+mk−1.
(2) If some, but not all, of λ1, . . . ,λk are trivial, then
Ĵa(λ1, . . . ,λk) = 0.
(3) If all the multiplicative characters λ1, . . . ,λk are nontrivial and t1+ · · ·+ tk ≡ 0 (mod q−
1), then
|Ĵa(λ1, . . . ,λk)|= q
m1+···+mk−2
2 .
(4) If all the multiplicative characters λ1, . . . ,λk are nontrivial and t1+ · · ·+ tk 6≡ 0 (mod q−
1), then
|Ĵa(λ1, . . . ,λk)|= q
m1+···+mk−1
2 .
Proof. By the orthogonal relation of additive characters, we have
Ĵa(λ1, . . . ,λk)
=
1
q
∑
(c1,...,ck)∈Fqm1
×···×F
q
mk
λ1(c1) · · ·λk(ck) ∑
y∈Fq
χ
(
y
(
Trqm1/q(c1)+ · · ·+Trqmk/q(ck)− a
))
=
1
q
 ∑
c1∈Fqm1
λ1(c1)
 · · ·
 ∑
ck∈Fqmk
λk(ck)
 ∑
y∈F∗q
χ
(
y
(
Trqm1/q(c1)+ · · ·+Trqmk/q(ck)− a
))
+
1
q
 ∑
c1∈Fqm1
λ1(c1)
 · · ·
 ∑
ck∈Fqmk
λk(ck)

=
1
q
 ∑
c1∈Fqm1
λ1(c1)
 · · ·
 ∑
ck∈Fqmk
λk(ck)
 ∑
y∈F∗q
χ1(yc1) · · ·χk(yck)χ(ay)
+
1
q
 ∑
c1∈Fqm1
λ1(c1)
 · · ·
 ∑
ck∈Fqmk
λk(ck)

=
1
q
∑
y∈F∗q
χ(ay)λ1 · · ·λk(y)
 ∑
c1∈Fqm1
λ1(yc1)χ1(yc1)
 · · ·
 ∑
ck∈Fqmk
λk(yck)χk(yck)

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+
1
q
 ∑
c1∈Fqm1
λ1(c1)
 · · ·
 ∑
ck∈Fqmk
λk(ck)

=
1
q
Ĝ(λ1,χ1) · · · Ĝ(λk,χk) ∑
y∈F∗q
χ(ay)λ1 · · ·λk(y)+ 1
q
 ∑
c1∈Fqm1
λ1(c1)
 · · ·
 ∑
ck∈Fqmk
λk(ck)

=
1
q
(λ1 · · ·λk)(a)Ĝ(λ1,χ1) · · · Ĝ(λk,χk) ∑
y∈F∗q
χ(ay)λ1 · · ·λk(ay)
+
1
q
 ∑
c1∈Fqm1
λ1(c1)
 · · ·
 ∑
ck∈Fqmk
λk(ck)
 .
(3.1)
Assume that F̂∗qmi = 〈φi〉 and λi = φtii , where i = 1,2, . . . ,k and 0 ≤ ti ≤ qmi − 2. Let F̂∗q = 〈ψ〉.
For y ∈ F∗q, one can deduce that
φi(y) = ψ(y) for i= 1,2, . . . ,k.
Hence, (λ1 · · ·λk)(y) = ψt1+···+tk(y) where y ∈ F∗q and 0 ≤ ti ≤ qmi − 2 for i = 1,2, . . . ,k. This
implies that
∑
y∈F∗q
χ(ay)λ1 · · ·λk(ay) = ∑
y∈F∗q
χ(y)λ1 · · ·λk(y)
= ∑
y∈F∗q
χ(y)ψt1+···+tk (y)
= G(ψt1+···+tk ,χ). (3.2)
Combining Equations (3.1) and (3.2), we have
Ĵa(λ1, . . . ,λk) =
1
q
(λ1 · · ·λk)(a)Ĝ(λ1,χ1) · · · Ĝ(λk,χk)G(ψt1+···+tk ,χ)
+
1
q
 ∑
c1∈Fqm1
λ1(c1)
 · · ·
 ∑
ck∈Fqmk
λk(ck)
 (3.3)
where 0 ≤ ti ≤ qmi − 2 for i = 1,2, . . . ,k. In the following, we discuss the absolute values of
Ĵa(λ1, . . . ,λk),a ∈ F∗q, in several cases.
(1) If all the multiplicative characters λ1, . . . ,λk are trivial, we have
Ĵa(λ1, . . . ,λk) = |Ŝ|= qm1+···+mk−1.
(2) If some, but not all, of λ1, . . . ,λk are trivial, then by Equations (2.2), (3.3) and Corollary
(2.5) we have
Ĵa(λ1, . . . ,λk) = 0.
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(3) Assume that all the multiplicative characters λ1, . . . ,λk are nontrivial. By Equations (2.2)
and (3.3), we have
Ĵa(λ1, . . . ,λk) =
1
q
(λ1 · · ·λk)(a)Ĝ(λ1,χ1) · · · Ĝ(λk,χk)G(ψt1+···+tk ,χ).
Now we discuss the absolute values of Ĵa(λ1, . . . ,λk) in the following two cases.
• If t1+ · · ·+ tk ≡ 0 (mod q− 1), then by Lemma 2.4 and Corollary 2.5 we have
|Ĵa(λ1, . . . ,λk)|= q
m1+···+mk−2
2 .
• If t1+ · · ·+ tk 6≡ 0 (mod q− 1), then by Lemma 2.4 and Corollary 2.5 we have
|Ĵa(λ1, . . . ,λk)|= q
m1+···+mk−1
2 .
The proof is completed.
Now we define another character sum related to generalized Jacobi sums by
J˜a(λ1, . . . ,λk) = ∑
(c1,··· ,ck)∈S˜
λ1(c1) · · ·λk(ck),
where
S˜ = {(c1, · · · ,ck) ∈ F∗qm1 × . . .×F∗qmk : Trqm1/q(c1)+ · · ·+Trqmk/q(ck) = a}
and a ∈ Fq.
Lemma 3.2. The values of |S˜| for a ∈ F∗q and a= 0 are respectively given as follows.
(1) For a ∈ F∗q, |S˜|= 1q
(
(qm1 − 1) · · ·(qmk − 1)+ (−1)k+1).
(2) For a= 0, |S˜|= 1
q
(
(qm1 − 1) · · ·(qmk − 1)+ (−1)k(q− 1)).
Proof. By the orthogonal relation of additive characters, we have
|S˜| = 1
q
∑
c1∈F∗qm1
· · · ∑
ck∈F∗qmk
∑
y∈Fq
χ(y(Trqm1/q(c1)+ · · ·+Trqmk/q(ck)− a))
=
(qm1 − 1) · · ·(qmk − 1)
q
+
1
q
∑
y∈F∗q
χ(−ay)
 ∑
c1∈F∗qm1
χ1(yc1)
 · · ·
 ∑
ck∈F∗qmk
χk(yck)

=
{
1
q
(
(qm1 − 1) · · ·(qmk − 1)+ (−1)k+1) , if a ∈ F∗q,
1
q
(
(qm1 − 1) · · ·(qmk − 1)+ (−1)k(q− 1)) , if a= 0.
This proves the conclusions.
The relationship between J˜a(λ1, . . . ,λk) and Ĵa(λ1, . . . ,λk), a ∈ F∗q, is established as follows.
Lemma 3.3. The relationship between J˜a(λ1, . . . ,λk) and Ĵa(λ1, . . . ,λk), a ∈ F∗q, is given as
follows.
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(1) If all of λ1, . . . ,λk are nontrivial, then
J˜a(λ1, . . . ,λk) = Ĵa(λ1, . . . ,λk).
(2) If λ1, . . . ,λh are nontrivial and λh+1, . . . ,λk are trivial, 1≤ h≤ k− 1, then
J˜a(λ1, . . . ,λk) = (−1)k−hĴa(λ1, . . . ,λh).
Proof. The first conclusion is obvious and we only prove the second conclusion. If λ1, . . . ,λh are
nontrivial and λh+1, . . . ,λk are trivial, 1≤ h≤ k− 1, then
J˜a(λ1, . . . ,λk) = ∑
(c1,··· ,ck)∈S˜
λ1(c1) · · ·λk(ck)
= ∑
(c1,··· ,ck)∈S˜
λ1(c1) · · ·λh(ch),
where S˜ = {(c1, · · · ,ck) ∈ F∗qm1 × . . .×F∗qmk : Trqm1/q(c1)+ · · ·+Trqmk/q(ck) = a}. For a fixed
h-tuple
(c1, . . . ,ch) ∈ F∗qm1 ×·· ·×F∗qmh ,
we deduce that the number of the solutions of the equation
Trqmh+1/q(ch+1)+ · · ·+Trqmk/q(ck) = a− (Trqm1/q(c1)+ · · ·+Trqmh/q(ch))
equals{
1
q
(
(qmh+1 − 1) · · ·(qmk − 1)+ (−1)k−h+1) , if Trqm1/q(c1)+ · · ·+Trqmh/q(ch) 6= a,
1
q
(
(qmh+1 − 1) · · ·(qmk − 1)+ (−1)k−h(q− 1)) , if Trqm1/q(c1)+ · · ·+Trqmh/q(ch) = a,
by Lemma 3.2. Hence,
J˜a(λ1, . . . ,λk)
=
1
q
(
(qmh+1 − 1) · · ·(qmk − 1)+ (−1)k−h+1
)
∑
(c1,··· ,ch)∈F∗qm1×···×F
∗
q
mh
Trqm1 /q(c1)+···+Trqmh /q(ch) 6=a
λ1(c1) · · ·λh(ch)
+
1
q
(
(qmh+1 − 1) · · ·(qmk − 1)+ (−1)k−h(q− 1)
)
∑
(c1,··· ,ch)∈F∗qm1×···×F
∗
q
mh
Trqm1 /q(c1)+···+Trqmh /q(ch)=a
λ1(c1) · · ·λh(ch)
=
1
q
(
(qmh+1 − 1) · · ·(qmk − 1)+ (−1)k−h+1
)
∑
(c1,··· ,ch)∈F∗qm1×···×F
∗
q
mh
λ1(c1) · · ·λh(ch)
+(−1)k−hJ˜a(λ1, . . . ,λh).
Since λ1, . . . ,λh are nontrivial, we have
∑
(c1,··· ,ch)∈F∗qm1×···×F
∗
q
mh
λ1(c1) · · ·λh(ch) =
 ∑
c1∈F∗qm1
λ1(c1)
 · · ·
 ∑
ch∈F∗qmh
λh(ch)
= 0.
10
Thus
J˜a(λ1, . . . ,λk) = (−1)k−hJ˜a(λ1, . . . ,λh) = (−1)k−hĴa(λ1, . . . ,λh).
Combining Theorem 3.1 and Lemma 3.3 directly yields the following theorem.
Theorem 3.4. Let a ∈ F∗q. Let λi be a multiplicative character of Fqmi for i= 1,2, . . . ,k. Assume
that F̂∗qmi = 〈φi〉 and λi = φtii , where i= 1,2, . . . ,k and 0≤ ti ≤ qmi − 2.
(1) If all the multiplicative characters λ1, . . . ,λk are trivial, then
J˜a(λ1, . . . ,λk) =
1
q
(
(qm1 − 1) · · ·(qmk − 1)+ (−1)k+1
)
.
(2) If λ1, . . . ,λh are nontrivial, λh+1, . . . ,λk are trivial and t1+ · · ·+ th ≡ 0 (mod q− 1),1≤
h≤ k− 1, then
|J˜a(λ1, . . . ,λk)|= q
m1+···+mh−2
2 .
(3) If λ1, . . . ,λh are nontrivial, λh+1, . . . ,λk are trivial and t1+ · · ·+ th 6≡ 0 (mod q− 1), 1 ≤
h≤ k− 1, then
|J˜a(λ1, . . . ,λk)|= q
m1+···+mh−1
2 .
(4) If all the multiplicative characters λ1, . . . ,λk are nontrivial and t1+ · · ·+ tk ≡ 0 (mod q−
1), then
|J˜a(λ1, . . . ,λk)|= q
m1+···+mk−2
2 .
(5) If all the multiplicative characters λ1, . . . ,λk are nontrivial and t1+ · · ·+ tk 6≡ 0 (mod q−
1), then
|J˜a(λ1, . . . ,λk)|= q
m1+···+mk−1
2 .
4. Nearly optimal codebooks based on generalized Jacobi sums and related character sums
In this section, we present a construction of codebookswith multiplicative characters of finite
fields. We follow the notations in Section 3.
Let Fqm1 , . . . ,Fqmk , be any k finite fields, where m1, . . . ,mk are any k positive integers. For an
nonempty set
S ⊆ Fqm1 ×·· ·×Fqmk ,
let K := |S|.
Let EK denote the set formed by the standard basis of the K-dimensional Hilbert space:
(1,0,0, · · · ,0,0),
(0,1,0, · · · ,0,0),
...
(0,0,0, · · · ,0,1).
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For any λi ∈ F̂∗qmi , i= 1,2, . . . ,k, we define a unit-norm codeword of length K by
c(λ1, . . . ,λk) =
1√
nc¯(λ1,...,λk)
(λ1(c1) · · ·λk(ck))(c1,...,ck)∈S , (4.1)
where nc¯(λ1,...,λk) denotes the Euclidean norm of the vector
c¯(λ1, . . . ,λk) := (λ1(c1) · · ·λk(ck))(c1,...,ck)∈S .
Now we present a generic construction of codebooks as
C = {c(λ1, . . . ,λk) : λi ∈ F̂∗qmi for i= 1,2, . . . ,k}∪EK. (4.2)
We call S the defining set of C . It is clear that C has N = ∏ki=1(q
mi − 1)+K codewords. If the
defining set S is properly selected, then C may have good parameters with respect to the Welch
or the Levenshtein bound.
4.1. When S = Ŝ
In the following, we investigate Imax(C ) if we select S = Ŝ, where Ŝ is defined in Section 3
for a ∈ F∗q. Then K = |Ŝ| = qm1+···+mk−1. Now we consider the value of nc¯(λ1,...,λk) defined in
Equation (4.1). It is easy to verify that
|S˜| ≤ nc¯(λ1,...,λk) ≤ |Ŝ|, (4.3)
where |S˜|= 1
q
(
(qm1 − 1) · · ·(qmk − 1)+ (−1)k+1) by Lemma 3.2 and |Ŝ|= qm1+···+mk−1. We re-
mark that nc¯(λ1,...,λk) achieves the lower bound of Inequality (4.3) if all of λ1, · · · ,λk are nontrivial,
and achieves the upper bound of Inequality (4.3) if all of λ1, · · · ,λk are trivial.
Theorem 4.1. If S= Ŝ and q≥ 4, the codebook C in Equation (4.2) has parameters(
k
∏
i=1
(qmi − 1)+ qm1+···+mk−1,qm1+···+mk−1
)
and
Imax(C ) =
q
m1+···+mk+1
2
∏ki=1(q
mi − 1)+ (−1)k+1 .
Proof. Let c′,c′′ ∈ C be any two different codewords. Denote F = C\EK . Now we calculate the
correlation of c′ and c′′ in the following cases.
(1) If c′,c′′ ∈ EK , we directly have |c′c′′H |= 0.
(2) If c′ ∈ F ,c′′ ∈ EK or c′ ∈ EK ,c′′ ∈ F , we have
|c′c′′H |= 1√
nc¯(λ1,...,λk)
|λ1(c1) · · ·λk(ck)|= 1√
nc¯(λ1,...,λk)
for some (c1, . . . ,ck) ∈ Ŝ and λi ∈ F̂∗qmi , i= 1,2, . . . ,k. By the Inequality (4.3), we have
1√
qm1+···+mk−1
≤ |c′c′′H | ≤
√
q
(qm1 − 1) · · ·(qmk − 1)+ (−1)k+1 .
Both the lower bound and the upper bound of this inequality can be achieved.
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(3) If c′,c′′ ∈ F , we assume that c′ = c(λ′1, . . . ,λ′k) and c′′ = c(λ′′1, . . . ,λ′′k ) with (λ′1, . . . ,λ′k) 6=
(λ′′1 , . . . ,λ
′′
k ) where λ
′
i,λ
′′
i ∈ F̂∗qmi for i= 1,2, . . . ,k. Denote λi = λ′iλ′′i for all i= 1,2, . . . ,k.
Then by Equation (4.1) we have
c′c′′H =
1√
nc¯(λ′1,...,λ
′
k)
· 1√
nc¯(λ′′1 ,...,λ
′′
k )
∑
(c1,...,ck)∈Ŝ
λ1(c1) · · ·λk(ck)
=
1√
nc¯(λ′1,...,λ
′
k
)
· 1√
nc¯(λ′′1 ,...,λ
′′
k
)
Ĵa(λ1, . . . ,λk).
Since (λ′1, . . . ,λ
′
k) 6= (λ′′1 , . . . ,λ′′k ), not all of λi, i= 1,2, · · · ,k are trivial characters. Hence,
by Theorem 3.1, we have
|c′c′′H | ∈
{
0,
q
m1+···+mk−2
2√
nc¯(λ′1,...,λ
′
k)
·√nc¯(λ′′1 ,...,λ′′k ) ,
q
m1+···+mk−1
2√
nc¯(λ′1,...,λ
′
k)
·√nc¯(λ′′1 ,...,λ′′k )
}
.
Due to the lower bound of Inequality (IV.3), we obtain
|c′c′′H | ≤ q
m1+···+mk+1
2
(qm1 − 1) · · ·(qmk − 1)+ (−1)k+1 . (4.4)
In the following, we prove that there indeed exist c′,c′′ ∈ F such that |c′c′′H | achieves the
upper bound in Inequality (4.4). Due to Theorem 3.1 and Inequality (4.3), it is sufficient
to prove that there exist (λ′1, . . . ,λ
′
k),(λ
′′
1 , . . . ,λ
′′
k ) such that
• all of λ′1, . . . ,λ′k are nontrivial,
• all of λ′′1 , . . . ,λ′′k are nontrivial,
• all of λ1, . . . ,λk are nontrivial and t1 + · · ·+ tk 6≡ 0 (mod q− 1), where λi = λ′iλ′′i ,
F̂∗qmi = 〈φi〉 and λi = φtii for i= 1,2, . . . ,k and 0≤ ti ≤ qmi − 2.
In fact, we can choose a positive integer s such that
0< s≤min{qmi − 2 : i= 1, · · · ,k} and 0< s+ 1≤min{qmi − 2 : i= 1, · · · ,k}.
Firstly, we assume that k = 2t+ 1 for some nonnegative integer t. Let
(λ′1, · · · ,λ′t ,λ′t+1, · · · ,λ′2t ,λ′2t+1) = (φs1, · · · ,φst ,φs+1t+1 , · · · ,φs+12t ,φs2t+1)
and
(λ′′1 , · · · ,λ′′t ,λ′′t+1, · · · ,λ′′2t ,λ′′2t+1) = (φs+11 , · · · ,φs+1t ,φst+1, · · · ,φs2t ,φs+12t+1).
Then
(λ1, · · · ,λt ,λt+1, · · · ,λ2t ,λ2t+1) = (φ−11 , · · · ,φ−1t ,φ1t+1, · · · ,φ12t ,φ−12t+1),
which implies that
t1+ · · ·+ tk ≡−1 (mod q− 1).
Secondly, we assume that k = 2t for some positive integer t. Let
(λ′1, · · · ,λ′t−1,λ′t , · · · ,λ′2t−2,λ′2t−1,λ′2t) = (φs1, · · · ,φst−1,φs+1t , · · · ,φs+12t−2,φs2t−1,φs2t)
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and
(λ′′1 , · · · ,λ′′t−1,λ′′t , · · · ,λ′′2t−2,λ′′2t−1,λ′′2t) = (φs+11 , · · · ,φs+1t−2 ,φst−1, · · · ,φs2t−2,φs+12t−1,φs+12t ).
Then
(λ1, · · · ,λt−2,λt−1, · · · ,λ2t−2,λ2t−1,λ2t) = (φ−11 , · · · ,φ−1t−2,φ1t−1, · · · ,φ12t−2,φ−12t−1,φ−12t ),
which implies that
t1+ · · ·+ tk ≡−2 (mod q− 1).
Thus we have proved that there indeed exist c′,c′′ ∈ F such that
|c′c′′H |= q
m1+···+mk+1
2
(qm1 − 1) · · ·(qmk − 1)+ (−1)k+1 .
Summarizing the conclusions in the three cases above, we obtain
Imax(C ) =
q
m1+···+mk+1
2
∏ki=1(q
mi − 1)+ (−1)k+1
for q≥ 4.
Theorem 4.1 contains Theorem 19 in [12] as a special case. If not all of mi, i = 1, · · · ,k, are
equal to 1, then the parameters of C in Theorem 4.1 are different to those of the codebook in
Theorem 19 of [12].
Corollary 4.2. For the codebook C in Theorem 4.1, the followings hold.
1. If k = 1 and m1 = 2, then C is nearly optimal with respect to the Levenshtein bound.
2. If k = 1,m1 > 2 or k > 1, then C is nearly optimal with respect to the Welch bound.
Proof. If k= 1 andm1 = 2, then C is a (q
2+q−1,q) codebook with Imax(C ) = 1√q . In this case,
we have N > K2 and IL =
√
q+2
q+1 by Lemma 1.2. Then we have limq→∞
Imax(C )
IL
= 1 which implies
that C is nearly achieving the Levenshtein bound.
If k = 1,m1 > 2 or k> 1, we can deduce that N < K
2 and
IW =
√
∏ki=1(q
mi − 1)
(∏ki=1(q
mi − 1)+ qm1+···+mk−1− 1)qm1+···+mk−1
by Lemma 1.1. By Theorem 4.1, it is easy to see that limq→∞
Imax(C )
IW
= 1 which implies that C is
nearly achieving the Welch bound.
Remark 4.3. In Theorem 4.1, let k = 2 and m1 = 1,m2 = 2. Then C has parameters (q
3− q+
1,q2) and
Imax(C ) =
q2
(q− 1)(q2− 1)− 1 .
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For a (q3− q+ 1,q2) codebook, Lemma 1.1 implies that
IW =
√
q− 1
q3
.
In Table I, we list the parameters of some new specific codebooks for k = 2 and m1 = 1,m2 = 2.
From this table, we know that Imax becomes very small for large enough q. It can been seen
that Imax is very close to IW given by the Welch bound for large enough q, which means that our
codebooks are indeed nearly optimal. In particular, the larger the value of q is, the smaller the
difference between IW/Imax and 1 is. These demonstrate that our codebooks should have a good
applicability in communications.
Table I. Some new nearly optimal codebooks for k = 2
and m1 = 1,m2 = 2 in Theorem 4.1
q N K Imax IW IW/Imax
4 61 16 0.363636 0.216506 0.595392
5 121 25 0.263158 0.178885 0.679763
7 337 49 0.170732 0.132260 0.774664
9 721 81 0.126761 0.104756 0.826406
11 1321 121 0.100917 0.086678 0.858904
13 2185 169 0.083871 0.073905 0.881175
16 4081 256 0.066946 0.060515 0.903938
23 12145 529 0.045545 0.042523 0.933648
49 117601 2401 0.020842 0.020199 0.969149
81 531361 6561 0.012502 0.012269 0.981381
121 1771441 14641 0.008334 0.008230 0.987521
4.2. When S = S˜
In the following, we investigate Imax(C ) if we select S = S˜, where S˜ is defined in Section 3
for a ∈ F∗q. Then K = |S˜|= 1q
(
(qm1 − 1) · · ·(qmk − 1)+ (−1)k+1) by Lemma 3.2. It is clear that
nc¯(λ1,...,λk) = K in Equation (4.1) for any λi ∈ F̂∗qmi , i= 1,2, · · · ,k.
Theorem 4.4. If S= S˜, the codebook C in Equation (4.2) has parameters(
k
∏
i=1
(qmi − 1)+ 1
q
(
k
∏
i=1
(qmi − 1)+ (−1)k+1
)
,
1
q
(
k
∏
i=1
(qmi − 1)+ (−1)k+1
))
and
Imax(C ) =
q
m1+···+mk+1
2
∏ki=1(q
mi − 1)+ (−1)k+1 .
Proof. Let c′,c′′ ∈ C be any two different codewords. Denote F = C\EK . Now we calculate the
correlation of c′ and c′′ in the following cases.
(1) If c′,c′′ ∈ EK , we directly have |c′c′′H |= 0.
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(2) If c′ ∈ F ,c′′ ∈ EK or c′ ∈ EK ,c′′ ∈ F , we have
|c′c′′H |= 1√
K
|λ1(c1) · · ·λk(ck)|= 1√
K
for some (c1, . . . ,ck) ∈ S˜ and λi ∈ F̂∗qmi , i= 1,2, . . . ,k.
(3) If c′,c′′ ∈ F , we assume that c′ = c(λ′1, . . . ,λ′k) and c′′ = c(λ′′1, . . . ,λ′′k ) with (λ′1, . . . ,λ′k) 6=
(λ′′1 , . . . ,λ
′′
k ) where λ
′
i,λ
′′
i ∈ F̂∗qmi for i= 1,2, . . . ,k. Denote λi = λ′iλ′′i for all i= 1,2, . . . ,k.
Then by Equation (4.2) we have
c′c′′H =
1
K
∑
(c1,...,ck)∈S˜
λ1(c1) · · ·λk(ck)
=
1
K
J˜a(λ1, . . . ,λk).
Since (λ′1, . . . ,λ
′
k) 6= (λ′′1 , . . . ,λ′′k ), not all of λi, i= 1,2, · · · ,k are trivial characters. Hence,
by Theorem 3.4, we have
|c′c′′H | ∈
{
q
m1+···+mh−2
2
K
: 1≤ h≤ k
}
⋃
{
q
m1+···+mh−1
2
K
: 1≤ h≤ k
}
.
Summarizing the conclusions in the three cases above, we obtain
Imax(C ) =
q
m1+···+mk+1
2
∏ki=1(q
mi − 1)+ (−1)k+1 .
Theorem 4.4 contains Theorem 15 in [12] as a special case. If not all of mi, i = 1, · · · ,k, are
equal to 1, then the parameters of C in Theorem 4.4 are different to those of the codebook in
Theorem 15 of [12].
Corollary 4.5. For the codebook C in Theorem 4.4, the followings hold.
1. If k = 1 and m1 = 2, or k = 2 and m1 = m2 = 1, then C is nearly optimal according to the
Levenshtein bound.
2. In other cases, then C is nearly optimal according to the Welch bound.
Proof. The proof is similar to that in Corollary 4.2 and we omit the details here.
Remark 4.6. In Theorem 4.4, let k = 2 and m1 = 1,m2 = 2. Then C has parameters (q
3−
2q,q2− q− 1) and
Imax(C ) =
q2
(q− 1)(q2− 1)− 1 .
For a (q3− 2q,q2− q− 1) codebook, Lemma 1.1 implies that
IW =
q− 1
q2− q− 1.
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In Table II, we list the parameters of some new specific codebooks for k= 2 and m1 = 1,m2 = 2.
From this table, we know that Imax becomes very small for large enough q. It can been seen
that Imax is very close to IW given by the Welch bound for large enough q, which means that our
codebooks are indeed nearly optimal. In particular, the larger the value of q is, the smaller the
difference between IW/Imax and 1 is. These demonstrate that our codebooks should have a good
applicability in communications.
Table II. Some new nearly optimal codebooks for k = 2
and m1 = 1,m2 = 2 in Theorem 4.4
q N K Imax IW IW/Imax
4 56 11 0.363636 0.272727 0.750000
5 115 19 0.263158 0.210526 0.799998
7 329 41 0.170732 0.146341 0.857139
9 711 71 0.126761 0.112676 0.888885
11 1309 109 0.100917 0.091743 0.909094
13 2171 155 0.083871 0.077419 0.923072
16 4064 239 0.066946 0.062762 0.937502
23 12121 505 0.045545 0.043564 0.956505
49 117551 2351 0.020842 0.020417 0.979608
81 531279 6479 0.012502 0.012348 0.987682
121 1771319 14519 0.008334 0.008265 0.991721
5. Conclusions and remarks
This paper gave two classes of nearly optimal codebooks based on generalized Jacobi sums
and related character sums. The main contributions are the following:
• We generalized the classical Jacobi sums over finite fields and defined the so-called gener-
alized Jacobi sums. The absolute values of the generalized Jacobi sums were investigated.
Besides, some related characters sums derived from generalized Jacobi sums were also
studied.
• We obtained a class of nearly optimal codebooks in Theorem 4.1 based on the generalized
Jacobi sums. This result contains that in [12, Theorem 19] as a special case.
• We obtained a class of nearly optimal codebooks in Theorem 4.4 based on the character
sums related to the generalized Jacobi sums. This result contains that in [12, Theorem 15]
as a special case.
As pointed out in [17], constructing optimal codebooks with minimal Imax is very difficult
in general. This problem is equivalent to line packing in Grassmannian spaces [2]. In frame
theory, such a codebook with Imax minimized is referred to as a Grassmannian frame [25]. The
codebooks presented in this paper should have applications in these areas. With the framework
developed in [20], our codebooks can be used to obtain deterministic sensing matrices with small
coherence for compressed sensing.
It is natural to consider to generalize the generalized Jacobi sums in this paper to some special
rings such as Galois rings. The reader is invited to make further progress in this direction.
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