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iAbstract
The sensitivity of the predictive skill of a decadal climate prediction system is investigated
with respect to details of the initialization procedure. For this purpose, the coupled
ocean-atmosphere UCLA/MITgcm climate model is initialized using the following three
different initialization approaches: full state initialization (FSI), anomaly initialization
(AI) and full state initialization employing heat flux and freshwater flux corrections (FC).
The ocean initial conditions are provided by the GECCO state estimate (the German
contribution to Estimating the Circulation and Climate of the Ocean project), from which
ensembles of decadal hindcasts are started every 5 years from 1961 to 2001. To evaluate the
performance of the initialized hindcasts, they are compared with the persistence forecasts
and an ensemble of twentieth-century simulations (un-initialized hindcasts).
The study is divided in two main parts. In the first part the primary focus is to estimate
the predictive skill for differently initialized hindcasts of sea surface temperature (SST),
sea surface height (SSH) and the Atlantic meridional overturning circulation (AMOC).
The predictive skill for SST, SSH and AMOC is assessed against the GECCO synthesis
using anomaly correlation coefficient and root-mean-squared-error skill score. In regions
with a deep mixed layer the predictive skill for SST anomalies remains significant for up
to a decade in the FC experiment. By contrast, FSI shows less persistent skill in the
North Atlantic and AI does not show high skill in the extratropical Southern Hemisphere,
but appears to be more skillful in the tropics. In the extratropics, the improved skill
is related to the ability of the FC initialization method to better represent the mixed
layer depth, and the highest skill occurs during wintertime. The correlation skill for the
spatially averaged North Atlantic SSH hindcasts remains significant up to a decade only
for FC. The North Atlantic MOC initialized hindcasts show high correlation values in the
first pentad while correlation remains significant in the following pentad too for FSI and
FC. Overall, for the current setup, the FC approach appears to lead to the best results,
followed by the FSI and AI procedures.
An extended analysis of predictive skill for SSH hindcasts from different initialization
experiments is performed in the second part. The analysis employs a method that al-
lows to distinguish different contributions to steric SSH changes, namely those related to
density changes imposed by temperature or salinity anomalies beneath the mixed layer
(thermosteric and halosteric heave terms) and those related to processes of density com-
pensated temperature–salinity changes (spice term). The spice and heave contributions in
the mixed layer are not separated (mixed layer term). The patterns of the predictive skill
suggest significant improvement of initialization which is related to the thermosteric heave
term (in the subtropical Pacific, western North Atlantic), thermosteric mixed layer term
(in the subtropical Atlantic) and spice term (in the eastern and subpolar North Atlantic
and Southern Ocean). These contributions imply useful predictive skill as they occur in
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the regions of large interannual variability and show improvement beyond the persistence
skill. In the North Atlantic, all the initialized hindcasts seem to correctly represent the
thermosteric SSH changes in the mixed layer, while for the quantities below the mixed
layer, the AI hindcasts appear to have no predictive skill, in contrast to FSI and FC.
iii
Zusammenfassung
Die allgemeine Zielsetzung dieser Doktorarbeit besteht darin, die Empfindlichkeit der
dekadischen Vorhersagen des UCLA/MITgcm Modells in Abha¨ngigkeit verschiedener Ini-
tialisierungsstrategien, insbesondere bei vollsta¨ndiger Initialisierung (FSI), bei Anomalie-
Initialisierung (AI) und bei der Flux-Korrektur (FC), zu untersuchen. Die Anfangsbe-
dingungen sind der GECCO-Ozeansynthese (the German contribution to Estimating the
Circulation and Climate of the Ocean project) entnommen. Die initialisierten Hindcasts
(retrospektive Experimente) fu¨r den Zeitraum von 1961 bis 2001 werden in 5-Jahres-
Schritten gestartet. Um die Qualita¨t der initialisierten Hindcasts zu bewerten, wurden sie
mit Persistenzprognosen und einem Ensemble von nichtinitialisierte Klimasimulationen
verglichen.
Die Studie gliedert sich in zwei Hauptteile. Im ersten Teil wird die Vorhersagegu¨te der
verschiedenen initialisierten dekadischen Vorhersagen der Meeresoberfla¨chentemperatur
(SST), des Meeresspiegels (SSH) und der atlantischen meridionalen Umwa¨lzzirkulation
(AMOC) gescha¨tzt. Die Vorhersagegu¨te von SST, SSH und AMOC wird mit den GECCO-
Daten evaluiert. Der Vergleich erfolgt anhand des Korrelationskoeffizienten und des mit-
tleren quadratischen Fehlers. In Regionen mit einer tiefreichenden Mischungsschicht bleibt
die Vorhersagegu¨te fu¨r SST-Anomalien bis zu einem Jahrzehnt signifikant. Im Gegenteil
dazu zeigt sich bei der FSI-Methode fu¨r den Nordatlantik eine wenig stabile Vorhersagegu¨te
und bei der AI fu¨r die außertropische su¨dliche Hemispha¨re keine signifikante Vorher-
sagegu¨te. In den Außertropen beruht die bessere Vorhersagegu¨te auf der besseren Darstel-
lung der Mischungsschichttiefen durch die FC-Methode, und die beste Vorhersagegu¨te wird
imWinter erreicht. Nur die FC-Methode fu¨hrt zu guten Vorhersagen fu¨r Nordatlantik SSH
fu¨r einen Zeitraum von bis zu zehn Jahren. Die fu¨r den no¨rdlichen AMOC berechneten
Hindcasts zeigen eine gute Korrelation wa¨hrend den ersten fu¨nf Jahren. Fu¨r FSI und FC
bleibt die Korrelation auch fu¨r die folgenden fu¨nf Jahre signifikant. Fu¨r den gewa¨hlten
Experimentrahmen zeigt die FC-Methode die besten Resultate, gefolgt von FSI und AI.
Eine erweiterte Analyse der Vorhersagegu¨te fu¨r SSH Hindcasts fu¨r verschiedene
Initialisierungs-Strategien ist im zweiten Teil erfolgt. Die Analyse basiert auf einer
Methode, die es erlaubt, die zugrundeliegenden Prozesse von sterischer SSH-A¨nderungen
zu unterscheiden. Sterische SSH-A¨nderungen sind in die folgenden Terme aufgeteilt:
Dichtevera¨nderungen aufgrund von Temperatur- oder Salzgehaltsa¨nderungen unterhalb
der Mischungsschichttiefe (Heave Term) und dichtekompensierte Temperatur- und Salzge-
haltsa¨nderungen (Spice Term). Die Heave und Spice Terme in der Mischungsschichttiefe
wurden nicht aufgeteilt (Mixed-layer Term). Die Vorhersage des Heave Terms (wegen Tem-
peratura¨nderungen im subtropischen Pazifik und westlichen Nordatlantik), des Mix-layer
Terms (wegen Temperatura¨nderungen im subtropischen Atlantik) und des Spice Terms
(im o¨stlichen und subpolaren Nordatlantik und Su¨dliche Ozean) zeigt eine Verbesserung
iv Zusammenfassung
durch die Initialisierung. Diese Komponenten zeigen nutzbare Vorhersagegu¨ten aufgrund
guter Korrelation in Regionen mit großer zwischenja¨hrlicher Variabilita¨t und eine bessere
Vorhersagegu¨te als die Persistenzprognosen.
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Climate change projections indicate that global average temperature is expected to con-
tinue increasing, so do ocean heat content and sea level (IPCC IPCC, 2013). Whereas
historical temperature records suggest that our planet is warmer than it was in 1970s,
observation records over the last decade have detected the slowdown of warming (Knight
et al., 2009; Met Office Hadley Centre, 2013). One of the hypotheses is that natural inter-
nal variability is responsible for the pause. However, longer periods of observation would
be needed in order to distinguish the natural climate variability from the longer-term cli-
mate change. On the other hand, the state-of-the-art climate models represent powerful
tools to predict and analyze such climate phenomena. Moreover, modeling studies by
Knight et al. (2009), Meehl et al. (2011) and Guemas et al. (2013) have shown that the
models do contain necessary mechanisms of climate variability and are able to capture
the slowdown in global temperature rise over the last decade. Though climate predictions
still contain uncertainties related to internal variability, model errors and external forcing,
Hawkins and Sutton (2009) speculate that proper initialization of climate predictions with
the observations of current climate state has the potential to narrow the uncertainty from
internal variability (Fig. 1.1) and by enabling comparison of climate predictions with
observations, it allows to identify model errors and consequently reduce model-related
uncertainty.
1.2 Achievements in the field of decadal predictions
In the late 1990s climate research community introduces a novelty – decadal climate pre-
dictions which mean to predict climate fluctuations for the nearest future (up to 10 years)
starting from the observed state of the climate system. This new field intends to bridge a
gap between seasonal forecasts and long-term climate change projections and is expected
to find implications for climate change adaptation strategies, agricultural infrastructure
management, investments planning, etc. The decadal predictability research began with
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Figure 1.1— The relative importance of each source of uncertainty in decadal mean surface air tem-
perature predictions is shown by the fractional uncertainty (the 90% confidence level divided by the mean
prediction), for the global mean, relative to the warming since the year 2000 (i.e., a lead of zero years).
The dashed lines indicate reductions in internal variability, and hence total uncertainty, that may be possi-
ble through proper initialization of the predictions through assimilation of ocean observations (Smith et al.,
2007). Adapted from Hawkins and Sutton (2009).
“perfect model experiments” (Griffies and Bryan, 1997; Boer, 2000; Collins, 2002; Collins
et al., 2006). The lack of available historical observation records for assessment of pre-
dictability stipulated usage of numerical model simulations (Griffies and Bryan, 1997). To
quantify predictability with a “perfect model” approach, a set of integrations with a cou-
pled model is usually carried out, starting from atmospheric conditions chosen randomly
from the model’s climatology, but with identical oceanic initial conditions. Thereafter,
predictability of the system is assessed as a “rate of separation” of model solutions to give
an indication of the error growth rate (Boer, 2000). This approach does not compare the
model simulations to observations, and is used to assess the ability of the model to repro-
duce itself given an amount of uncertainty in initial conditions. Whereas continuously new
observed climate data become available, this method is being widely applied. For instance,
recent studies by Branstator and Teng (2010) and Teng et al. (2011) use “perfect model”
approach to analyze initial-value predictability versus predictability of the forced response
in the Atlantic basin.
The “perfect model” studies have shown that the Atlantic meridional overturning cir-
culation (AMOC) could be predicted for about a decade (Collins et al., 2006; Teng et al.,
2011). Whereas global mean surface temperature is predictable only one year ahead, on
a regional scale a wide range of potential predictability is found, for instance, the North
Atlantic yields predictability for about five years (Griffies and Bryan, 1997; Collins, 2002;
Collins et al., 2006).
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Along with “perfect model” experiments, another potential predictability approach has
been studied by Boer (2000, 2004), Pohlmann et al. (2004) and Boer and Lambert (2008)
and others, and termed as “diagnostic” potential predictability approach. These studies
are based on variance analysis that identifies regions where long timescale variance is a
useful fraction of the total variance and mean to indicate that prediction is potentially
possible. In this respect, potential predictability is found at mid to high latitudes, in
particular over the North Atlantic and the Southern Ocean (Boer, 2004). In contrast
to the approach discussed previously, “diagnostic” potential predictability analysis can be
applied to both real and modeled systems. Boer (2011) states that potential predictability
provides information about the upper limit of predictability.
Above-mentioned approaches utilize the terms (potential) predictability and (poten-
tial) predictive skill. Predictability, as defined in Glossary of Meteorology, is “the extent
to which future states of the climate system may be predicted based on knowledge of
current and past states of the system” (Glickman, 2000). Boer (2000) explains the term
potential predictive skill as a “statistical and indirect concept where the argument is
that the observed or modeled variability of some mean quantity is greater than can be
accounted for by sampling error given the noise in the system”. In general, potential pre-
dictive skill can be assessed for both observation dataset and decadal climate prediction
system. For the latter, potential predictive skill can be assessed in terms of error growth,
correlation (Collins, 2002), EOFs (Griffies and Bryan, 1997), relative entropy (Branstator
and Teng, 2010), etc. Moreover, as shown by Hawkins et al. (2011) predictive skill can
also be assessed for statistical methods that are used for analyzing the quality of decadal
predictions. Eventually, as more observational records became available, research groups
began to assess predictive skill of a climate system from a set of predictions for the past
climate (hindcasts) and their comparison with the observational counterpart. When pre-
dictions are verified against real observations, verification metrics signify actual predictive
skill of the system (Smith et al., 2007). However, it is still difficult to estimate statistically
reliable predictive skill for many climate variables, simply because of short observational
records’ time (e.g., for sea surface height and AMOC). Tebaldi and Knutti (2007) state
that models can also be evaluated using reanalysis data. The study by Boer et al. (2013)
compared actual predictive skill (also called forecast skill) and potential predictive skill for
decadal predictions and concluded that the latter one does not imply actual skill, meaning
that if models have deficiencies in simulating processes in some regions, this will result in
low forecast skill where significant potential predictive skill might still exist.
The studies by Smith et al. (2007), Keenlyside et al. (2008) and Pohlmann et al.
(2009) started a new era of decadal prediction experiments, namely predictions initialized
with the observed state of the climate system. Meehl et al. (2009, accepted, 2013) drew
attention of the climate modeling community to the issues in focus regarding decadal
climate predictions, and two of the main questions that are still not entirely resolved
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• how to initialize decadal predictions and
• how to evaluate decadal prediction skill.
Attempting to answer these questions, the decadal climate research community adopted
much of the experience from the seasonal-to-interannual forecast practice (Goddard et al.,
2012). Thus, the initialization strategy that has now been widely used for decadal predic-
tions is well known from seasonal-to-interannual forecasting, namely full state initializa-
tion (FSI). Because of model’s drift, FSI has a significant drawback for predictive skill in
seasonal-to-interannual and, subsequently, in decadal prediction systems. In seasonal fore-
casting the common practice is to remove the drift by means of a posteriori bias-correction
(Stockdale, 1997), while Meehl et al. (2009) indicated that this might also remove some
part of useful signal that is masked as bias. Alternative ways of initialization of decadal
climate predictions that account for drift are anomaly initialization method (AI) and flux
correction (FC). Though, it is not yet clear which of the initialization techniques is the
most appropriate for decadal climate prediction because all three initialization techniques
may have some technical problems. For instance, at the beginning (on short lead times)
initialized predictions may face a problem of initialization shock due to an imbalance
between the initial conditions and model dynamics, this may cause abrupt changes or
non-linear interaction between model drift and the evolution of model state. Other issues
related to different initialization strategies for decadal predictions were discussed earlier
by Pierce et al. (2004), Goddard et al. (2013), Magnusson et al. (2012a,b) and Smith et al.
(2013).
Because initialization of decadal prediction embrace not only the method of initial-
ization but also the initial conditions, it is important to consider the quality of initial
conditions and their possible impact on forecast quality (Doblas-Reyes et al., 2011a). As
was mentioned before initialization shock is a problem of initialization methods but it
is expected to be reduced if the initial conditions are derived in the coupled data as-
similation approach which aims to incorporate observational information from the ocean,
atmosphere, ice and land surface into a coupled model (Sugiura et al., 2008). So far initial
conditions were mostly derived from atmospheric or oceanic general circulation models. In
principle all components of the climate system should be initialized (in studies by Smith
et al. (2007), Troccoli and Palmer (2007), Doblas-Reyes et al. (2011a) and Magnusson
et al. (2012a) both the ocean and atmosphere were initialized). But since most of the
long-term memory resides in the ocean, it is not uncommon to initialize only ocean com-
ponent of the coupled model (Keenlyside et al., 2008; Pohlmann et al., 2009; Matei et al.,
2012). The studies by Carton and Santorelli (2008), Stammer et al. (2009), Lee et al.
(2010) and Munoz et al. (2011) give overviews of the performance of available ocean state
estimates. Evaluating different ocean synthesis products on potential applicability to pro-
vide initial conditions for decadal forecasting, Kro¨ger et al. (2012) came to a conclusion
that the choice of the product as the source of initial conditions should be based on an
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agreement between climate variations obtained after assimilating the ocean state estimate
into the model and variations of the original state estimate.
The quality of initialized decadal predictions is often addressed by using deterministic
metrics (Smith et al., 2007, 2013; Pohlmann et al., 2009; Matei et al., 2012). A short-
coming of these methods is that information about prediction uncertainty is not available.
Tebaldi and Knutti (2007) suggest that the best verification approach should include
multiple diagnostics of performance that identify uncertainty, possible correlations, and
limitations in the model’s performance. In this respect, in the verification framework for
decadal climate predictions Goddard et al. (2013) proposed to additionally use probabilis-
tic metrics, like continuous ranked probability skill score, which measures improvement of
probabilistic forecast relative to a reference forecast. Recent studies by Corti et al. (2012)
and Hazeleger et al. (2013a) investigated predictive skill of decadal predictions in terms
of the Brier skill score, which enable to estimate level of closeness of forecast probabilities
to the observed frequencies, as well as level of correspondence of forecast probabilities to
climatological probability of the event.
A large datasets of results for near-term climate predictions is now available from the
WCRP Coupled Model Intercomparison Project - Phase 5 (CMIP5; IPCC IPCC, 2013),
which also addresses the decadal timescales. CMIP5 initialized experiments show that
the initialization of decadal prediction systems with the recent state of the climate system
provides regional improvement of decadal predictions for temperature and, additionally
to the large ocean regions where the externally forced hindcasts (un-initialized) have high
predictive skill, the initialized hindcasts show skill over the North Atlantic, Indian Ocean
and the southeast Pacific. Branstator and Teng (2010) and Boer et al. (2013) found out
that information from initial conditions seems to be more essential in the first years to a
decade and becomes undetectable after about a decade with the external forcing taking
over subsequently. Though the skill might get invalidated in the case of an explosive
volcanic eruption (Doblas-Reyes et al., 2011b), which is currently not possible to predict,
but large volcanic eruption can effect oceanic temperature on decadal timescale (Delworth
et al., 2005). The predictive skill for CMIP5 initialized predictions of precipitation seems
to be very poor (Goddard et al., 2013). Whereas AMOC initialized hindcasts appear to be
skillful on decadal timescales (Pohlmann et al., 2012). Numerous studies on predictive skill
of initialized hindcasts have demonstrated that state-of-the-art-models are able to capture
processes which provide skill on decadal timescales. Observed and modeled climate modes
of decadal variability like AMO, NAO, PDO and ENSO (e.g., Kerr, 2000; Knight et al.,
2005; Hurrell and Van Loon, 1997; Mantua and Hare, 2002; Power et al., 2006, and others)
are widely considered as potential sources of decadal climate predictability in the initialized
predictions (Matei et al., 2012; Mochizuki et al., 2010; Doblas-Reyes et al., 2013). Also
the AMOC variability shows high predictive skill and is believed to have impact on the sea
surface temperature (SST) variability in the North Atlantic. Matei et al. (2012) suggest
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that predictive skill for SST and OHC fluctuations at the beginning of the forecasts is due
to persistence, while at longer lead times the skill might be a consequence of initializing the
AMOC variability. The results from the study by Pohlmann et al. (2009) showed that the
AMOC leads the North Atlantic SST variability by about 5 years. However, the study by
Hazeleger et al. (2013b), based on the multi-model approach, suggest that coupled climate
models appear to have different relationships between the AMOC and temperature (and
salinity) in the subpolar North Atlantic. Therefore, the precise physical mechanisms in
high predictability regions are yet to be completely understood.
To summarize, significant contributions have been made to estimate potential and ac-
tual predictive skill of decadal climate prediction systems. It has been shown that initial-
ization accounts for internal natural variability and provides predictive skill for important
climate variables at decadal timescales. So far, primarily the ocean component of the cou-
pled models was initialized, though initialization of other climate system components such
as sea ice and land surface may also contribute to predictive skill on decadal timescales.
In prediction studies, anomaly initialization or/and full state initialization were mostly
applied, but it is still unclear which of the initialization methods is the most appropri-
ate for decadal predictions. In order to skillfully predict climate fluctuations on decadal
timescales, further research is required to study the benefits from different initialization
techniques. For this, the understanding of underlying physical processes responsible for
high predictive skill of coupled climate models is very important.
1.3 Goals of the thesis
This thesis aims to investigate the sensitivity of retrospective decadal predictions per-
formed with the UCLA/MITgcm to three ocean initialization approaches: full state ini-
tialization, anomaly initialization and flux correction. Firstly, we are going to evaluate
the regions and duration of high predictive skill for differently initialized hindcasts of
sea surface temperature (SST), Atlantic meridional overturning circulation (AMOC) and
sea surface height (SSH). In order to find out whether initialization provides any use-
ful information, predictive skill for the initialized hindcasts is compared with the skill for
twentieth-century simulations (un-initialized hindcasts) and low-skill persistence forecasts.
The performance of different initialization strategies is compared to answer the question
whether any of them show an advantage over the other strategies and if so, then why?
Secondly, we are interested to understand possible underlying mechanisms giving rise to
high predictive skill. For this, the decomposition analysis, which allows to distinguish
different contributions to SSH changes associated with density anomalies, is used.
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1.4 Structure of the thesis
The remaining thesis consists of four Chapters:
Chapter 2 describes the methodology for studying decadal climate predictability. This
includes the description of the UCLA/MITgcm coupled model and initial conditions which
are sampled from the GECCO ocean state estimate, the experimental set-up, details of im-
plementation of three initialization approaches, procedures of bias correction, de-trending,
predictive skill estimation and significance level assessment.
Chapter 3 provides an evaluation of the predictive skill for the initialized SST, SSH
and AMOC hindcasts in terms of correlation coefficients and root mean square error skill
score. The evaluation of the skill is mainly performed with respect to the GECCO ocean
state estimate. The predictive skill for the North Atlantic SST and SSH with possible
mechanisms for the North Atlantic SST predictability are also discussed in this Chapter.
Chapter 4 explores processes which contribute to predictive skill for SSH in different
initialization experiments. In this Chapter we analyze steric contributions to SSH changes
imposed by temperature (thermosteric SSH changes) and salinity (halosteric SSH changes)
anomalies, and estimate predictive skill for these terms. Thereafter, the analysis of pre-
dictive skill for three contributions derived from both thermosteric and halosteric SSH
changes, namely those imposed by temperature or salinity anomalies within and beneath
the mixed layer, and those related to processes of density compensated temperature-
salinity anomalies (advection on isopycnals) is carried out.
Finally, a conclusion and outlook are given in Chapter 5.
Chapter 3 of this thesis has been published in Climate Dynamics: Polkova, I., Ko¨hl,
A., Stammer, D. (2013), Impact of initialization procedures on the predictive skill of a





This chapter outlines the details of the research methods used to address the key ques-
tions posed in Chapter 1.1. The methodology to explore decadal climate variability and
predictability incorporates a range of tools:
• the UCLA/MITgcm coupled ocean-atmosphere model
All the experiments in this study were performed in the coupled climate model frame-
work. The MITgcm ocean model was used for both GECCO ocean state estimate
(the source of initial conditions in this study) and as a component of the coupled
model for the initialized hindcasts. Model, data and description of tested climate
parameters such as sea surface temperature (SST), sea surface height (SSH) and
Atlantic meridional overturning circulation (AMOC) are discussed in Section 2.1.
• Experiments and initialization approaches
The experimental setup is described in Section 2.2. Section 2.3 explains an im-
plementation of different initialization strategies for decadal predictions: full state
initialization, anomaly initialization and flux correction.
• Methods for diagnostics and verification of decadal predictions
The procedures of bias correction of the initialized hindcasts, de-trending, persis-
tence forecast, assessment of predictive skill through deterministic metrics such as
correlation coefficients and root mean squared error skill score including significance
test are given in Section 2.4.
• Method for identification of underlying mechanisms
A method that provides some insight into underlying mechanisms giving rise to high
predictive skill will be discussed latter in Section 4.2.
10 2 Methodology for Exploring Decadal Predictability
2.1 Model and climate parameters
2.1.1 Description of a coupled model
The climate model used in this study is the University of California, Los Angeles coupled
general circulation model (UCLA CGCM), which consists of the UCLA atmospheric gen-
eral circulation model (UCLA AGCM; see www.atmos.ucla.edu/~mechoso/esm/agcm.
html) coupled with the Massachusetts Institute of Technology ocean general circulation
model (MIT OGCM; see mitgcm.org). The performance of UCLA CGCM is described for
ENSO forecasts (Cazes-Boezio et al., 2008). The model was also used recently by Stammer
et al. (2011) to simulate the global climate response to Greenland ice sheet melting.
UCLA AGCM
The UCLA AGCM is a state-of-the-art model with advanced parameterization of the ma-
jor physical processes in the atmosphere. It is a finite difference model that integrates the
primitive equations of the atmosphere. The model’s horizontal and vertical discretization
are arranged as “C” and Lorenz grids, respectively (The model divides the atmosphere
into a rectangular grid of layered vertical columns). The parameterization of cumulus
convection, including its interaction with the planetary boundary layer (PBL) uses prog-
nostic version by Arakawa and Schubert (1974) and described by Pan and Randall (1998).
Surface heat fluxes are calculated following the bulk formula proposed by Deardorff (1972)
and modified by Suarez et al. (1983). The model includes parameterization of prognostic
cloud liquid water and ice (Ko¨hler, 1999). The parameterization of PBL processes are
based on the mixed-layer approach of Suarez et al. (1983), as revised by Li et al. (2002),
and upgraded to multi-layer by Konor et al. (2009). The parameterization of radiation
processes is performed according to Harshvardhan et al. (1987, 1989), and includes the
effects of cumulus, ice and PBL clouds.
For this thesis the UCLA AGCM version 7.1 with a horizontal resolution of 2.5◦ lon-
gitude and 2◦ latitude, and 29 vertical layers was used. The AGCM is coupled to the
first-generation Simplified Simple Biosphere model (SSiB; Xue et al., 1991) that has three
soil layers and one vegetation layer. Ma et al. (2010) discussed the upgraded land surface
processes that yield a significant improvement of UCLA AGCM performance. The model
uses data for vegetation type from Dorman and Sellers (1989); Xue et al. (1996) to specify
monthly climatological land surface properties. The ozone mixing ratios are prescribed
as two-dimensional (latitude and height) according to monthly climatology from Li and
Shine (1995). This version of the model does not include aerosol effects and changes in
solar activity. The distributions of greenhouse gases, sea ice, and ocean surface albedo are
prescribed as monthly mean observed climatology. A more detailed AGCM description is
given at http://www.atmos.ucla.edu/~mechoso/esm/agcm.html.
2.1 Model and climate parameters 11
MIT OGCM
Here we use the same version of the MIT OGCM that was employed in the study by
Stammer et al. (2011). The model solves the primitive equations (Adcroft et al., 2008)
such that, at any time t, the prognostic variables for the flow are the horizontal velocity
(u, v), potential temperature (θ) and salinity (S), and the sea surface height (η), which is
diagnosed using a linearized implicit scheme (Dukowicz and Smith, 1994).
The MIT OGCM has a quasi-global domain 80◦S to 80◦N with all lateral boundary
conditions closed. The resolution of the model is 1◦×1◦ with the refinement of the merid-
ional resolution equatorward of 30◦S and 30◦N, such that at the equator it equals 1/3◦.
The meridional and vertical resolution in the tropics provides realistic representation of
tropical currents and related thermal structure (Lee et al., 2002). The OGCM uses 46
levels with thickness ranging from 10 m in the top 150 m, and gradually increasing to 400
m near the maximum model depth of 5815 m. The total number of grid points is 360 by
224 by 46, zonally, meridionally, and vertically, respectively.
The model employs the K-Profile Parameterization (KPP) vertical mixing scheme of
Large et al. (1994) and the isopycnal mixing schemes of Redi (1982) and of Gent and
McWilliams (1990) with surface tapering (Large et al., 1997). Surface freshwater fluxes
are applied as real freshwater fluxes. The fields between the AGCM and OGCM are
exchanged between each other once in a day. No-slip bottom, free-slip lateral, and free
surface boundary conditions are employed. Laplacian diffusion and friction are used, with
the exception that horizontal friction is biharmonic. Isopycnal diffusivity and isopycnal
thickness diffusivity is 100 m2s−1. Vertical diffusivity is 10−5 m2s−1. Horizontal eddy
viscosity coefficient for mixing of momentum laterally is 10−4 m2s−1, biharmonic viscosity
coefficient for mixing of momentum laterally is 1013 m4s−1.
The sea-ice distribution is prescribed according to an observed monthly climatology in
the atmospheric model, in the ocean at the northern and southern boundaries the sea ice
mask is used to reset the temperature to the value -1.9◦C.
The model’s bathymetry is based on ETOPO5 (Data Announcement 88MGG-02, Digi-
tal relief of the Surface of the Earth, NOAA, National Geophysical Data Center, Boulder,
Colorado, 1988).
2.1.2 Parameters to study decadal predictability
In this Subsection, the choice of the climate variables used to study decadal predictability,
and their prognostic or diagnostic evaluation in the coupled model is explained.
Sea surface temperature
Being the ”easiest“ ocean variable to observe, SST has the longest observation records
among the other ocean quantities. SST is crucial for studying the ocean as well as the
atmosphere since it controls the exchanges of heat flux between these two components.
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We analyze initialized SST hindcasts for comparison reasons, because many decadal pre-
dictability studies primarily estimate the skill for either SST or surface air temperature
(Pohlmann et al., 2009; Mochizuki et al., 2010; Matei et al., 2012; Magnusson et al.,
2012a,b). These studies suggest improved SST skill due to initialization, e.g. in the North
Atlantic, North Pacific and Indian Ocean. Another reason for the analysis of SST in this
study is the use of heat flux correction, which aims to improve model SST that is, through
physical connections, expected to lead to better representation of other variables.
The time evolution of temperature is evaluated prognostically in the MIT OGCM (Ad-
croft et al., 2008). We then analyze monthly and annual mean SST fields from the model.
Atlantic meridional overturning circulation
The Atlantic meridional overturning circulation (AMOC) variability is considered to con-
tribute to climate variations in the Atlantic Ocean and over the northwest Europe on
decadal timescales (Hurrell et al., 2006). We also analyze the AMOC for this thesis be-
cause to date very little is known how different initialization approaches impact AMOC
evolution. Some modeling studies discovered weakening of AMOC in response to increased
external forcing (Gregory et al., 2005), however observation records are too short to verify
this. By contrast, Menary et al. (2013) pointed out a diversity in models’ responses to
historical forcing and that more realistic representation of the anthropogenic aerosol forc-
ing (both direct and indirect effects) might result in a weaker downward trend of AMOC
or even a strengthening of AMOC. A recent study by Pohlmann et al. (2012) showed that
different ocean syntheses exhibit similar behavior of AMOC at 45◦N: an upward trend
from 1960s to 1990s, followed by the downward trend. The AMOC fluctuations were
highly correlated with observed variations of North Atlantic Oscillation, the strength of
the North Atlantic subpolar gyre, Atlantic SST dipole and Labrador Sea convection, and
provided predictability up to 6 years due to initialization. Whereas the twentieth-century
integrations (un-initialized experiments) had a tendency to show downward trend all over
the analyzed period.
The AMOC property is computed as the mean meridional mass transport streamfunc-






v(x, y, z) dxdz (2.1)
where v is the monthly mean meridional velocity field, v = v(x, y, z, t), H denotes a
depth profile along zonal section.
Sea surface height
The SSH is a useful property to analyze because it can act as a proxy for other climate
properties, like ocean temperature, OHC and ocean circulation. Leuliette and Wahr (1999)
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reported high correlation between SST and SSH records due to heat storage near the
surface of the ocean. SSH changes are directly related to the temperature changes in a
volume of seawater, (when warm/cold water expands/contracts, the sea level rises/falls),
and the averaged temperature changes are in turn proportional to OHC. The ocean stores
large amounts of heat that is distributed around the world by ocean currents, and the
non-uniform redistribution of heat (and salt) horizontally and vertically through air-sea
exchange and the ocean circulation affects the spatial variability of SSH (Bindoff et al.,
2007).
The state-of-the-art models contain mechanisms for simulating internal climate vari-
ability, which additionally to forced response to variations in the Earth’s energy budget
affect SSH changes (Delworth and Knutson, 2000; Sturges and Hong, 2001; Zhang and
Church, 2012). Using ”perfect model approach”, Griffies and Bryan (1997) showed that
potential predictive skill for SSH might be higher than that for SST, in particular, when
the multi-decadal variations of the thermohaline circulation were active, the first and sec-
ond EOF patterns for the North Atlantic SSH showed potential predictability time scales
on the order of 10–20 years, whereas the first EOF of SST had potential predictability time
scales of 5–7 years. Motivated by these results, we analyze the initialized SSH hindcasts,
in particular to investigate whether they capture the processes and simulate correctly
variability associated with SSH predictability on decadal timescales.
Ocean general circulation models usually simulate dynamic topography which is the
SSH taken with respect to a motionless state and is therefore an expression of the ocean’s
large-scale circulation. When referring to the dynamic topography in this thesis, we will
use the term SSH. For comparison of model SSH with observations, one should keep in
mind the other contributions to SSH changes (Fig. 2.1), so that the verification dataset
reflects the dynamic topography only.
The SSH fields from the MIT OGCM are diagnosed using an implicit free-surface
scheme, which is described by Dukowicz and Smith (1994). The model also uses real
freshwater flux formulation and the Boussinesq approximation and does not include sea
ice model.
The evolution equation of sea level in non-Boussinesq models is obtained by integration
of the mass continuity equation over the depth of the ocean:
∂η
∂t








where η is the SSH, P − E + R is the freshwater flux (precipitation - evaporation +
river runoff), ▽ · U denotes the convergence of vertically integrated horizontal currents
and ρ is density of seawater. Thus, the first term in the equation on the right hand side
denotes boundary mass flux across the ocean surface and affects SSH through changes
in boundary forcing, the second and third terms are the sea level tendency and steric
effect. Therefore, Eq. 2.2 suggests that SSH changes result from changes in dynamic
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Figure 2.1— Possible contributions (reviewed by Church et al., 2010) to SSH changes and contributions
(dynamic topography) simulated by the coupled model.
fields within the ocean by horizontal motion and upward expansion/contraction of water
column in response to local density changes.
In the Boussinesq fluid, the mass conservation (dM = ρdV = const) is replaced by
volume conservation (dV = dM/ρ = const) which implies that the model does not allow
total volume changes and consequently global mean SSH changes. An example with a local
heat flux helps to understand this difference and how it affects regional SSH changes. If
the ocean is heated at the surface, in non-Boussinesq model (and in reality) SSH changes
result from the density changes (third term of the Eq. 2.2); the sea level will rise as a result
of an increased ocean volume (and decreased density). In the Boussinesq model, in order
to maintain constant volume, the density and mass must decrease. Loss of mass implies
negative bottom pressure anomaly that leads to a large-scale adjustment (geostrophic
adjustment). As a result, the volume will be transported to the regions where mass
changes occur. In this case, this is the second term in Eq. 2.2 which pushes the sea level
upward. In order to account for the non-Boussinesq effect in global mean sea level change,




This study includes the following experiments (see also Tab. 2.1):
• 300-year spin-up run (climatology from the last 100 years of spin-up run is used in
the anomaly initialized experiments),
• an ensemble of twentieth-century integrations (20C) used as a reference run for
comparison with the initialized hindcasts,
• 3 assimilation runs (one for each initialization strategy: full state initialization (FSI-
ASSIM), anomaly initialization (AI-ASSIM) and flux correction (FC-ASSIM)) used
as a source of atmospheric initial condition for the initialized hindcasts and
• 3 sets of initialized hindcasts (one for each initialization strategy: FSI-HIND, AI-
HIND and FC-HIND).
Table 2.1— Summary of experiments.
Experiments Initialization and forecast period Initial conditions Forcing∗ Realizations
20C run 1900-2011, 1910-2011, 1920-2011 From spin-up run GHG 3
FSI-ASSIM monthly, 1952-2001 GECCO full state GHG 1
FSI-HIND at the end of 1960, 1965, 1970, 1975,
1980, 1985, 1990, 1995 and 2000
GECCO full state GHG 3
AI-ASSIM monthly, 1952-2001 GECCO anomalies + GHG 1
AI-HIND at the end of 1960, 1965, 1970, 1975,
1980, 1985, 1990, 1995 and 2000
+ model climatology GHG 3
FC-ASSIM monthly, 1952-2001 GECCO full state + GHG 1
FC-HIND at the end of 1960, 1965, 1970, 1975,
1980, 1985, 1990, 1995 and 2000
+ flux correction GHG 3
∗As greenhouse gas (GHG) forcing, only CO2 concentrations are applied to all the model runs.
All coupled model simulations were carried out on a high performance computing
systems Tornado and Blizzard operated by the German Climate Computing Centre
(Deutsches Klimarechenzentrum GmbH, DKRZ).
2.2.1 Spin-up run
We used a climatology of 300-year spin-up run with constant greenhouse gas (GHG) con-
centration from the year 1980 for constructing initial conditions in the anomaly initialized
experiments (see AI-ASSIM and AI-HIND in Subsec. 2.3.3). In the current experiment,
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the coupled model was initialized from a state of rest with Levitus temperature and salin-
ity climatology (Levitus and Boyer, 1994; Levitus et al., 1994). All three assimilation runs
were started subsequently with the atmospheric state from the end of the spin-up run.
2.2.2 Twentieth-Century Simulations
An ensemble integration of the 20C simulations was performed starting from the same
initial condition in 1900, 1910, 1920 until 2011. The model was forced by annually and
globally averaged concentrations of CO2 (Fig. 2.2; Robertson et al. (2001); Tans and
Keeling (NOAA/ESRL, Scripps Institution of Oceanography, 2011).)
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Figure 2.2— Time series of the globally averaged annual mean CO2 concentration (ppm).
The time series of globally averaged annual mean SST anomaly are shown in Fig. 2.3 a.
There are some discrepancies between the behavior of the 20C ensemble mean and the
HadISST observations1. The interdecadal variability and trend of the GECCO SST
anomalies are also somewhat different from HadISST until the mid-1970s, with better
agreement starting from the mid-1980s. Over the period 1990-2000, the 20C SST vari-
ability is more consistent with GECCO and HadISST, though the 20C SSTs are cooler by
about 0.2◦C. The correlation coefficients between the annual mean SST anomalies from
20C and GECCO (HadISST) are shown in Fig. 2.3b. When pentadal and decadal means
are analyzed, correlation between 20C and GECCO (HadISST) goes up, suggesting good
agreement in long-term behavior rather than interannual variability.
1HadISST is the sea surface temperature dataset developed at the Met Office Hadley Centre for Climate
Prediction and Research. The data set consists the monthly mean global fields of SST on a 1◦ latitude-
longitude grid from 1871 to 2011 (Rayner et al., 2003).
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Figure 2.3— (A) Time series of the globally averaged annual mean SST anomaly from 20C run (white),
HadISST (gray) and GECCO (black). Ensemble spread in the 20C ensemble is shown in light blue. (B)
Correlation coefficients computed for annual, pentadal and decadal mean SST.
Model bias
Model bias is an important issue for climate predictions because an er-
ror in the mean state can affect the variability of the coupled model.
Figure 2.4— Typical SST bias (◦C) from the UCLA/MIT
CGCM computed as the difference between the 20C run and
HadISST over the period 1952-2001.
The typical SST bias of the UCLA
CGCM computed with respect to
HadISST is shown in Fig. 2.4.
Overall the model is warmer than
observation, except for the tropi-
cal Pacific where it has a promi-
nent cold bias that extends too
far to the west. Strong warm
biases are observed at the west-
ern boundaries of the North Pa-
cific and the North Atlantic with
the bias extended to the Labrador
Sea, at the western coast of Africa
and along the Antarctic Circum-
polar current. The SST cold
bias in the South Pacific at about
15◦S amounts up to 5 ◦C and the
warm biases in some regions in the
northern North Atlantic and the northern North Pacific come up to 8◦C.
The SST bias can be caused by the deficiencies to represent physical processes both
in the atmospheric and ocean models and can get amplified through coupled feedbacks.
Fig. 2.5 shows the freshwater flux, heat flux and wind speed from the atmospheric model
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Figure 2.5— Comparison of atmospheric net freshwater flux and heat flux, and annual wind speed
patterns from ERA Interim (left panel) and 20C run (middle panel). Right panel shows a difference between
20C and ERA Interim for the time mean over 1989 to 2011.
compared the fluxes from the ERA-Interim reanalysis2. There is a strong bias in fresh-
water flux in the western tropical Pacific (Fig. 2.5 c), which signifies that the UCLA
CGCM suffers from a common for current coupled models bias, like double intertropical
convergence zone (ITCZ). The ocean model has a problem of wrong position of the west-
2ERA-Interim global atmospheric reanalysis is produced by the European Centre for Medium Range
Weather Forecasts (Simmons et al., 2007). The data set has 0.75◦ × 0.75◦ spatial resolution from 1989 to
2012.
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ern boundary currents, which might cause a dipole heat flux bias along western boundary
currents (Fig. 2.5 f). In the Southern Ocean the model simulates weaker, in comparison
with ERA-Interim, winds which may result in zonally extended warm SST bias (Fig. 2.5
h). Also the mixing processes in the ocean are rather reduced there (Fig. 2.6) and the
heat from the atmosphere might not penetrate deep enough into the ocean leading to the
sub-surface temperature increase.
Figure 2.6— Maximum mixed layer depth in meters derived from monthly mean fields over 1952-2001
from (a) the 20C run and (b) the GECCO ocean state estimate (which is discussed in Subsection 2.3.1).
Warm SST bias at the eastern South Atlantic is believed to be related to the lack of
low clouds (Barthelet et al., 1998). This type of bias is usually inherent in both eastern
South Pacific and South Atlantic oceans. In the current CGCM, this feature is obvious in
the eastern South Atlantic, while in the eastern South Pacific the colder underlying SSTs
with the minimum around 110◦W can be associated with less penetration of shortwave
radiation due to increased cloudiness of the spurious southern ITCZ (Mechoso et al., 1995;
Yu and Mechoso, 1999), in this region the negative heat flux bias is apparent.
The secondary minimum of the elongated SST bias in the equatorial Pacific is observed
at 150◦W. Coupled models usually tend to underestimate zonal SST gradient along the
equatorial Pacific to the west and overestimate to the east with the upwelling shifted
westward from the observed location. Mechoso et al. (1995) attributed cold equatorial
SST bias to the deficiencies of the models to simulate winds, mixed layer and upwelling
correctly. According to Figs. 2.5 and 2.6, the UCLA CGCM tends to simulate too strong
easterlies and has deeper mixed layer in the western tropical Pacific, compared to the
mixed layer from the GECCO ocean synthesis. This may suggest that cool SST anomalies
in the eastern equatorial Pacific lead to intensification of zonal trade winds to the west
and further cooling and westward spreading of SST through increased wind stirring and
latent heat loss.
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2.2.3 Assimilation runs and initialized hindcasts
We performed three 50-year long assimilation runs, which cover the period 1952-2001 for
three assimilation runs employing initialization methods discussed in Subsec. 2.3.2 – 2.3.4
(FSI-ASSIM, AI-ASSIM and FC-ASSIM). The assimilation runs are performed by re-
initializing the ocean component of the coupled model at intervals of one month with the
GECCO ocean state estimate discussed in Subsec. 2.3.1. Re-initialization of the long-term
continuous integration is a simple data assimilation method and implies subdividing long
integrations into short-term (in our case monthly) periodic integrations. The method was
employed in weather forecasting to eliminate systematic error growth in long integrations,
as a downscaling approach in regional climate models (Lo et al., 2008) and also as an
adjustment of an initial condition to obtain a simulation in agreement with the remotely-
sensed derived observations (Moulin et al., 1998). Re-initialization is to some extend an
equivalent of nudging approach, they both aim to keep the model close to the observed
climate. The difference is that nudging is based on adding a difference between modeled
and observed state to a prognostic equation and applied at each time step of integration,
while re-initialization is applied once per re-initialization interval.
The resulting assimilation runs provide atmospheric initial conditions for the follow-
ing initialized decadal hindcasts. The ensembles of initialized hindcasts are started from
the 31st of December 1960, 1965, 1970, 1975, 1980, 1985, 1990, 1995 and 2000 with 3
realizations for each starting date (following the CMIP5 protocol in which a minimum
of 3 ensemble members is required for the initialized experiments; Taylor et al., 2012).
Hence, we obtained 27 hindcasts over the period 1961-2010 for each initialization scheme.
The ensemble members were generated using lag initialization approach by shifting the
atmospheric state by two days relative to the assimilation run (these are the atmospheric
states from December 27, 29 and 31). The initial conditions for the ensemble members
differ only in their atmospheric state, ocean initial conditions are unchanged.
2.3 Initialization of decadal climate predictions
Internal variability is the natural variability of the climate system that occurs in the ab-
sence of external forcing and is addressed by initialization procedures. Decadal climate
predictions, especially designed to study internal variability, are used to make predictions
for the next few years starting from the recent state of the climate system. To date,
different approaches exist to initialize decadal predictions, which differ in the way of im-
plementation and dealing with model drift. In the following sections we introduce the
initial conditions and three initialization methods used across the study, namely full state
initialization, anomaly initialization and full state initialization employing flux correction.
First two are frequently applied in the decadal prediction studies, while the benefits of
using the latter one for the initialized predictions is less understood.
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2.3.1 Initial conditions (GECCO)
In this study the GECCO ocean state estimate was used as the ocean initial conditions
(3-D temperature, salinity, zonal and meridional velocities, and SSH fields) for decadal
climate predictions. The ocean synthesis fields are available from the German contribu-
tion to Estimating the Circulation and Climate of the Ocean project and represent the
50-yr period over 1952-2001 (Ko¨hl and Stammer, 2007, 2008). GECCO has a quasi-global
domain, 1◦ horizontal resolution and 23 vertical layers. This ocean state estimate is a
modification of the 11-yr ECCO ocean synthesis (Ko¨hl et al., 2007) and uses the adjoint
method to bring the MIT OGCM model in agreement with observations, initial temper-
ature and salinity conditions and time-dependent surface fluxes of momentum, heat and
freshwater. GECCO combines most of the World Ocean Circulation Experiment obser-
vations available for the synthesis period. Input data are described more detailed in the
ECCO Report (Ko¨hl et al., 2006).
It is important for this study to consider the quality of the GECCO synthesis as a
source of initial conditions and its possible impact on decadal prediction quality. Ko¨hl and
Stammer (2007, 2008) analyzed GECCO with respect to long-time change of the sea level
and AMOC. They found a general increase in the AMOC at 25◦N over the period 1962-
2001. The correlation analysis revealed the four different processes that contribute to the
GECCO AMOC variability, two of them do not involve time lags, namely the Ekman drift
and coastal upwelling, and the other two are Rossby and Kelvin wave-based processes.
In terms of the SSH variability, the results are in a good agreement with the AVISO3
observations. The study lacked salinity data in the Southern Ocean. The ”estimation of
the global mean freshwater flux from sparse salinity data was not well conditioned“ in the
data assimilation approach and provides an unrealistically large bias (Ko¨hl and Stammer,
2008). Pohlmann et al. (2009) used GECCO synthesis for initializing decadal hindcasts.
They found that GECCO SST is much higher in the Southern Hemisphere in the 1950s
and too low (high) in the Pacific in the 1970s (1990s) when comparing with HadISST.
Though, GECCO is constructed with the ocean circulation model dynamically consistent
with most of the observations, it is still limited by the formulation of the numerical model.
Comparisons of different ocean state estimates including GECCO were performed by
Carton and Santorelli (2008), Stammer et al. (2009), Lee et al. (2010) and Munoz et al.
(2011). Carton and Santorelli (2008) documented differences between analyzed ocean
products and historical observations in terms of upper ocean heat content (OHC) decadal
variability. For the global average OHC, GECCO demonstrated cooling until mid-1970s, a
multi-decadal period of warming thereafter, with some disagreement to other ocean state
estimates in the general pattern of OHC in the 1970s. Stammer et al. (2009) claimed
that this ocean state estimate was the only dynamically self-consistent solution (obtained
3AVISO SSH data set is a global gridded product at latitude-longitude resolution 1/3◦ from 1992
available from the Ssalto/Duacs project and distributed by Archiving, Validation and Interpretation of
Satellite Oceanographic Data (AVISO) project, with support from Cnes (http://www.aviso.oceanobs.
com/duacs/)
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using four-dimensional variational data assimilation) among the compared products and
identified this period as the one with enhanced observation data errors. Lee et al. (2010)
suggested that the coarse resolution (0.5◦-2◦) is another important limiting factor of con-
sistency among the analyzed ocean products. Munoz et al. (2011) and Kro¨ger et al. (2012)
analyzed the AMOC variability of the ocean products. Munoz et al. (2011) observed large
disagreement among actual ocean state estimates with respect to the interannual variabil-
ity of the Atlantic meridional heat transport around latitudinal bands centered at 30◦S and
30◦N, and to the long-term mean of the maximum AMOC. Kro¨ger et al. (2012) analyzed
three ocean synthesis products as potential initial conditions for decadal predictions. The
results demonstrated that GECCO AMOC variability obtained after assimilation of the
estimate into the ECHAM5-MPIOM does not resemble variability of the original ocean
state estimate. Thus, we expect that using in this study the same ocean model (although,
the grid is still different) for initialized experiments as was used for estimating the initial
conditions (from GECCO) might resolve this issue.
2.3.2 Full state initialization
In the FSI experiment the MIT OGCM is initialized with the full field monthly mean
GECCO state (full state implies both mean seasonal cycle and departures from it):
ICFSI = 〈temp(x, y, z), salt(x, y, z), u(x, y, z), v(x, y, z), η(x, y)〉, (2.3)
where ICFSI represents the ocean initial state for temperature, salinity, zonal and
meridional velocities, and sea surface height at grid points x, y, z in the zonal, meridional
and vertical directions, respectively.
The grid (meridional and vertical) and topography of GECCO and the coupled model
differ, therefore linear interpolation was applied to the GECCO fields.
Pros and cons
+ Uses initial conditions that represent the actual observed climate state, so that the
initialization approach aims to start the model close to ”real-world attractor“ (Troccoli
and Palmer, 2007; Magnusson et al., 2012a,b; Smith et al., 2013).
− At the beginning of the forecast can have initial shock, which is a rapid adjustment due
to imbalance between initial conditions and model dynamics (Balmaseda and Anderson,
2009). This may lead to errors in the forecast, which are greater than the errors at
longer lead time.
− Forecasts drift away from their initial state towards the model’s climate due to develop-
ment of systematic errors and loss of predictability (Pierce et al., 2004). Development
of biases is attributed to the underrepresentation of some physical processes both in
ocean and atmospheric components.
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− Relatively expensive, as a posteriori bias correction requires large enough set of hind-
casts to better estimate the mean drift.
− Bias correction procedure might be inappropriate if the bias is non-stationary (not the
same for hindcasts as well as for the real-time forecasts; Kumar et al., 2012).
2.3.3 Anomaly initialization
In the AI experiment, MIT OGCM is initialized with the GECCO anomalies:
ICAI = 〈temp
∗(x, y, z), salt∗(x, y, z), u∗(x, y, z), v∗(x, y, z), η∗(x, y)〉, (2.4)
where ICAI represents the ocean initial state and indices
∗ imply that the initial field is
obtained by adding monthly GECCO anomalies to model’s climatology which is computed
from the last hundred years of a long spin-up run with constant CO2 concentrations from
the year 1980. The GECCO anomalies are calculated with respect to the 50-year mean.
Pros and cons
+ Avoids the model drift (Schneider et al., 1999).
+ By avoiding model drift, the lead-time dependent bias correction is not required, instead
a long integration to estimate the model climatology is needed for constructing initial
conditions and estimating the bias. This makes the procedure of bias correction less
expensive. (Of note, the sampling period used for the observed climatology should be
consistent with that used for the model climatology.)
− Does not guarantee reduction of initialization shock because the structure of the ob-
served anomalies may not be consistent with the model mean state (Magnusson et al.,
2012a; Goddard et al., 2013).
− The disadvantage of anomaly initialization approach is that large errors are allowed in
the climate mean state and this can affect internal variability (Schneider et al., 1999).
Moreover, findings by Robson (2010) suggest that errors in the assimilated density
anomalies, which arise from nonlinearities in the equation of state, may affect climate
in regions sensitive to density changes, like the subpolar gyre in the North Atlantic.
− Potential drifts (non-stationary biases) due to an incorrect model response to anthro-
pogenic or natural external forcing are possible (Goddard et al., 2013).
2.3.4 Full state initialization employing flux correction
Initialization approach based on empirical corrections of heat, freshwater or momentum
fluxes is another application to deal with model drift, which represents a workaround strat-
egy until model systematic errors are solved. In the FC experiments here, the coupled
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model was initialized from the GECCO fields (Eq. 2.3). Additionally, a monthly climato-
logical correction of the surface heat and freshwater fluxes during model integration was
applied. This was performed in three steps:
Step 1. First, a 10-year run was carried out, in which SST and sea surface salinity (SSS) of
the coupled model were relaxed toward the monthly climatology of GECCO with a
timescale of 30 days. For this, the surface forcing terms from the potential tempera-
ture and salinity equations were modified by adding externally supplied fields to the
fluxes that come from the atmospheric model (Adcroft et al., 2008):
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clim are GECCO cli-
matological relaxation fields used in conjunction with the nudging coefficient λ = 1
T
that controls the magnitude of the flux correction (the smaller relaxation time T , the
stronger correction, here T = 30 days), ∆zs = 10 m is the top ocean layer thickness,
ρ0 = 1000 kg/m
3 is the reference density, S0 = 35 ppt is the reference salinity, and
Cp = 3994J/kg
◦C is the specific heat capacity. Net surface heat flux Q including
shortwave radiation in W/m2, and freshwater flux E − P in kg/m2/s are provided
by the atmospheric model. R is river runoff.
Step 2. The flux correction terms were constructed from the climatology of SST and SSS
obtained from a 10-year run:
∆SST = SST 10yr−runclim − SST
G
clim,




Step 3. Eventually, the assimilation run and initialized hindcasts (FC-ASSIM and FC-HIND)
were carried out employing the corrected terms that were added to the fields of heat
flux and freshwater flux as in Eq. 2.5:
FSST = −λ∆SST + ...
FSSS = −λ∆SSS + ...
(2.7)
Climatological correction for February and December in terms of heat and freshwater
fluxes is shown in Fig. 2.7. In addition to this, annual mean flux correction terms are
described in Chapter 3. In contrast to the freshwater flux adjustments, the heat flux
terms have vigorous seasonal variability and the corrections are strongest in the summer
hemisphere.
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Figure 2.7— AI-ASSIM is by 1.3 ◦C warmer than GECCO. Examples of flux correction terms for Febru-
ary (upper panel) and September (middle panel).
Pros and cons
+ The same as FSI, uses initial conditions which represent the actual observed climate
state, so that the initialization approach aims to start and keep the model close to ”real-
world attractor“ (Rosati et al., 1997; Magnusson et al., 2012a,b), therefore reducing the
model drift.
+ By improving the mean state and the seasonal cycle of SST, might improve the am-
plitude of SST interannual variability, and through physical connections it might lead
to better representation of other variables, e.g., wind stress, precipitation, etc. (Man-
ganello and Huang, 2009; Magnusson et al., 2012a,b).
− Difficulties to construct correction terms that are relevant for future climate and the
future evolution of the atmospheric state might be affected by the artificial flux terms.
Some disadvantages for studying coupled climate feedbacks when applying flux correc-
tion are discussed by Neelin and Dijkstra (1995). Marotzke and Stone (1995) pointed
out that the transient behavior of a coupled model that employs flux correction might
be erroneous.
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− Flux correction schemes are model-dependent. Spencer et al. (2007) suggest that heat
flux corrections can cause unexpected effects on both the mean state and variability of
coupled models and could be used with caution for seasonal forecasting. This contra-
dicts the mentioned above advantage of improved mean and variability.
− As FSI and AI, might have potential drifts (non-stationary biases) due to an incorrect
model response to anthropogenic or natural external forcing (Magnusson et al., 2012a).
The difference between initialized hindcasts for the globally averaged SST is illustrated
in Fig. 2.8. FSI-HIND show strong drift in first years of hindcasts. To remove unwanted
drift in the predicted anomalies, we perform a lead-time dependent bias correction, which
is explained latter in Subsec. 2.4.2. Unlike in FSI-HIND, the AI-HIND hindcasts do not
drift and evolve close to the anomaly initialized assimilation run. An offset towards warm
SSTs is discussed in Subsec. 2.2.2. FC-HINDs do not drift as strongly as FSI-HIND,
although there is still quite a large offset from the assimilation run, which is not the case
in the AI-HIND. The drift in FC-HIND might result from the relatively weak relaxation
time. Therefore, FC-HINDs are also subject to applying bias correction.
In terms of assimilation runs, Fig. 2.9 shows the amount of time-mean SST difference
between corresponding assimilation run and original GECCO synthesis. The SST bias
in FC-ASSIM is significantly improved in many regions except for the western boundary
currents and the Southern Ocean, and a cold bias in the equatorial Pacific. The FSI-
ASSIM and FC-ASSIM bias for the global SST amounts to 0.52 and 0.38 ◦C, respectively.
2.4 Predictive Skill Estimation
Preparing the hindcasts
Predicted anomalies are estimated as departures of the initialized hindcasts from the
average condition (1952-2001) of the corresponding assimilation run. The same time period
was used for computing GECCO and 20C anomalies. For the verification metrics we use
the annual mean fields of anomalies.
2.4.1 Trend removal
Decadal climate predictions are initialized with the observed state of the climate system
which also includes information about external forcing. Current climate represents internal
variability imprinted on top of the long-term global warming trend. Previous studies
show that a great fraction of skill for the global SST comes from the external forcing.
While for regional climate parameters, like the North Atlantic SST, it is believed that
the impact from radiative forcing will be small at least in the first few years of decadal
predictions, which are likely to be dominated by internal natural variability of the climate
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Figure 2.8— Time series of the global mean SST anomalies (◦C) for GECCO (black solid), assimilation
runs (black dashed) and initialized hindcasts: FSI-HIND (red and orange), AI-HIND (green and light green)
and FC-HIND (blue and light blue). 12-month running mean is applied. The offset in FSI-HIND and FC-HIND
from GECCO shows an amount of drift in the first year.
Figure 2.9— (Upper panel) Time mean (1952-2001) SST bias (◦C) computed with respect to GECCO
from (a) FSI-ASSIM, (b) AI-ASSIM and (c) FC-ASSIM.
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system (Branstator and Teng, 2010). Thus, in order to investigate how much improvement
three different initialization procedures can provide, predictive skill of the model will be
analyzed with respect to the detrended fields. We do not remove the hindcasts trend from
10-year simulations because this period might be too short to separate trends from decadal
variability. Therefore, the long term trend of GECCO is subtracted from the predicted
SST, SSH and AMOC fields.
Because trend in AMOC hindcasts appears to be opposite to that due to external
forcing, we assume the former one might be related to the long-term variability. Thus we
also analyze the non-detrended AMOC hindcasts. The linear trends for SST, SSH and
AMOC are calculated from GECCO fields over the initialization period 1961-2001, using






































and the detrended hindcasts are obtained as
oDt = ot − (α0 + α1t).
(2.8)
where ot represents the SST (or the SSH) GECCO anomalies field (x, y, t). Coefficients
α0 = α0(x, y) and α1 = α1(x, y) are computed for each grid point, N is a dimension size.
Assuming the variable is normally distributed as N(α0+α1t, σ
2), oDt represents detrended
data.
The drawback of this method is that if the trends of decadal hindcasts and GECCO are
different, then by removing the GECCO trend from hindcasts, the latter might still have
some remaining trend. In the following assessment of hindcast’s performance this approach
may lead to underestimation of the skill (when the hindcasts with remaining trend are
compared against the observations with no trend). The alternative approach is to subtract
own trends of GECCO and hindcasts over lead years (e.g., detrend time series that contain
fields at particular lead year). Similar approach was also suggested by Kharin et al. (2012)
as time-dependent trend adjustment and an alternative to bias-correction procedure.
2.4.2 Bias correction
An a posteriori bias correction procedure is commonly applied in seasonal forecasting
(Stockdale, 1997) and can be computed from a series of initialized hindcast over all staring
dates or in a cross-validated way. Smith et al. (2013) argued that, given a small sample size
(as in CMIP5 initialized experiments), the latter approach may lead to underestimation
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of predictive skill, while mean bias-correction tends to overestimate the skill. Hence, the
authors suggested to use both methods, stating that the ”true skill“ lies between these two
estimates. Both methods imply dependency of bias on lead year but not on the starting
date. In this thesis we mostly apply mean bias correction as the sample size is rather small
and it is important to use all the starting dates to better estimate the bias.
The mean bias correction is performed as follows. Let H = hist, ..., hIST represent
predicted anomaly, where i identifies a particular ensemble member in an ensemble of I
simulations, s = 1, ..., S identifies starting date for initialized hindcasts, and t identifies a
particular hindcast year (lead year). The initialized ensembles for a particular initialization
scheme consists of S = 9 starting dates, I = 3 simulations per starting date that are T = 10
years in length. We correct the predictions for the lead-time dependent bias (bt) computed
with respect to GECCO. The GECCO synthesis goes only until 2001, therefore the number





h∗nt = hnt − bt,
(2.9)
where ont is an observed (in our case GECCO) counterpart of the hindcast hnt, and
h∗nt is a bias corrected initialized hindcast. This procedure is applied to non-detrended
(AMOC) hindcasts. To account for trend in the SST, SSH and AMOC hindcasts, we











where index (D) implies that computations take into account a linear trend. The bias
corrected hindcasts for the North Atlantic SST, AMOC and North Atlantic SSH as well
as their mean biases are shown in Fig. 3.5, 3.10, 3.12, respectively.
2.4.3 Verification Metrics







where the input for computations are bias corrected hindcasts (hist = h
D∗
nt for detrended
time series, and hist = h
∗
nt for non-detrended ones).
The predictive skill can be assessed by comparing the modeled predictions with the ob-
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servations or with reanalysis data (Tebaldi and Knutti, 2007; Goddard et al., 2013). While
for a single given diagnostic or variable, the model performance is difficult to estimate,
previous studies indicate that the differences are more distinct if multiple diagnostics are
considered. Hence, the skill of the model is measured using the anomaly correlation as a
function of lead time (COR) and root-mean-square-error skill score (RMSS). Correlation









where hst is the ensemble mean of predicted anomalies at lead time t or the subsample
of the 20C ensemble mean, ost is observed anomaly. The 20C ensemble mean covers
the period 1920-2010; for estimating predictive skill, it is sub-sampled to have the same
prediction intervals as the initialized hindcasts. We note that GECCO is used as the
verification dataset for SST, SSH and MOC. Additionally, for evaluation of SST skill,
we use the UK Met Office Hadley Centre observations dataset (HadISST; Rayner et al.
(2003)).
The analysis of RMSS addresses the question of the relative accuracy of initialized
















where RMSEHIND and RMSE20C are the root-mean-squared-errors of initialized and
un-initialized hindcasts (hst), respectively, computed with respect to GECCO (ost). COR
and RMSS are computed either for each grid point or for spatial averages.
2.4.4 Persistence
To find out whether initialized hindcasts show any predictive skill due to initialization, they
are compared with the low-skill persistence forecasts. The damped persistence forecasts are
calculated from the annual GECCO anomaly fields, starting from the year that precedes
the initialization year. For this we use the first-order autoregression or AR(1) model (or
damped persistence, von Storch and Navarra, 1999):
gt = αgt−1 +Nt, (2.14)
where gt represents the GECCO data over the period 1960-2001, Nt is a white noise process
(here Nt = 0). The autoregression parameter α is calculated as the lag-1 autocorrelation
coefficient from the GECCO time series over the period 1960-2001.
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This method is more appropriate for comparing performance of initialized hindcasts
and persistence at every lead year. When the skill is computed for the averages over
lead years 2 to 5 (yr2-5) and years 6 to 9 (yr6-9), the persistence forecasts are calculated
from the averages over 4 years, which precede the initialization date. For instance, for
the first start date 1961, the hindcasts at lead time yr2-5 (1962-1965) are compared with
the persistence forecast at lag-5 (1957-1960) and the hindcasts at yr6-9 (1966-1969) are
compared with the persistence lag-9 (1957-1960).
2.4.5 Assessment of Significance Level
An estimation of the significance level for COR and RMSS is based on a nearest-neighbor
bootstrap method proposed by Goddard et al. (2013). This method is good for a small-
sized set of integrations because it does not need assumptions about distributions, and for
the integrations which are non-independent in space or time because this dependency is
preserved by re-sampling the data in blocks of length based on autocorrelation function.
A verification metric as a function of lead time is computed for ensemble-mean initial-
ized hindcasts hs, where s identifies a starting date. Hence, the non-parametric bootstrap
algorithm is as follows:
Step 1A. First, we carry out a re-sampling with replacement of S starting dates for both
hindcasts and their counterpart observation time-series which gives us bootstrapped
samples: hBis and o
B
s . Given the likely time-dependence (e.g. due to anthropogenic
forcing) between the starting dates, block moving bootstrap of neighboring 5-year
pairs is applied.
For example, for a set of starting dates:
sh = 1(1960) 2(1965) 3(1970) 4(1975) 5(1980) 6(1985) 7(1990) 8(1995) 9(2000)





= 2(1965) 3(1970) 6(1985) 7(1990) 3(1970) 4(1975) 2(1965) 3(1970) 1(1960)
where underline denotes the dates that are picked randomly and the following dates are
assigned in a pair. The sample of dates for observations is the same as for hindcasts.
Step 1B. Thereafter, we resample with replacement the ensemble members, for instance:
1 1 1 1 1 1 1 1 1 3 2 1 1 1 2 3 2 3
ih = 2 2 2 2 2 2 2 2 2 after re-sampling: ih
B
= 1 1 2 3 2 1 3 2 1
3 3 3 3 3 3 3 3 3 1 3 2 2 1 3 2 3 2
and construct an ensemble mean hBs of bootstrapped hindcasts.
Step 2. Compute verification statistics (COR, RMSS) based on bootstrapped samples hBs
(Step 1B) and oBs (Step 1A).
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Step 3. Repeat Steps 1 and 2 a large number of times, say 1000, to generate a probability
distribution of skill scores:
Figure 2.10— Example of the histograms of the re-sampled correlations between the FC-INIT and
GECCO for the lead year 2 (upper panel) and lead year 10 (lower panel).
Step 4. A fraction of negative values serves as p value for the test and is compared to
the significance level α: if the p value 6 α, COR (RMSS) is significant for the
(1− α)× 100 confidence level.
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Chapter 3
Impact of Initialization Procedures
on Predictive Skill of a Coupled
Ocean–Atmosphere Model4
3.1 Introduction
Insight into the predictability of the climate system at decadal timescales can be gained
from initializing coupled climate models (Smith et al., 2007; Keenlyside et al., 2008;
Pohlmann et al., 2009; Mochizuki et al., 2010). In addition to the external forcing, ini-
tializing coupled climate models accounts for internal variability of the climate system,
such as El Nin˜o-Southern Oscillation, fluctuations in the meridional overturning circula-
tion (MOC) and changes in ocean heat content. Branstator and Teng (2010) reported
the dominance of the initial conditions for potential predictability of the North Atlantic
upper ocean heat content for up to a decade, with subsequent control by the external forc-
ing. The initialization of dynamical climate models with the current state of the climate
system is expected to further improve the skill of near-term climate predictions (Climate
Model Intercomparison Project Phase 5: Doblas-Reyes et al. (2011b)). However, the full
benefits gained from using present day initial conditions for climate predictions are not yet
determined, nor do we know the best practices for climate model initialization procedures.
In general terms, the initialization of decadal climate predictions refers to a start-up of
a coupled climate model given the recent climate state as initial conditions. In principle,
all climate components should be initialized; however, since most of the climate memory
resides in the ocean, it is not uncommon for decadal predictions to primarily initialize the
ocean model component using ocean information provided by some kind of ocean state
estimate. To date, numerous ocean synthesis products exist, which in principle all could be
used as initial conditions (see http://icdc.zmaw.de/easy_init_ocean.html for detailed
4Polkova I., Ko¨hl A. and Stammer, D. Impact of initialization procedures on the predictive skill of a
coupled ocean–atmosphere model. Climate Dynamics DOI 10.1007/s00382-013-1969-4
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information). Examples in the context of initialized decadal prediction experiments are
provided by Smith et al. (2007, 2013), Keenlyside et al. (2008), Pohlmann et al. (2009),
Mochizuki et al. (2010), Matei et al. (2012), Magnusson et al. (2012a) and Hazeleger et al.
(2013a). Comparisons of different ocean state estimates were performed by Carton and
Santorelli (2008), Stammer et al. (2009), Lee et al. (2010) and Munoz et al. (2011).
While differences exist between available ocean syntheses, a guiding principle for their
use as initial conditions in a coupled model should be that the initial ocean state is
as close as possible to the numerical details of the ocean component of the model, so
as to minimize initial drift of the coupled model and thereby improve the forecast skill.
However, this choice may not guarantee a low drift because uncoupled and coupled models
tend to establish different climate and the ocean synthesis additionally introduces changes
to the forcing that reduces the climate bias from which the coupled model can not benefit.
Unless initial conditions are estimated with the coupled model itself used for the climate
prediction, model drift cannot be avoided altogether. To minimize drift, the right choice of
the initialization procedure is essential. Because decadal climate predictions are an initial
value problem, some initialization approaches used for seasonal to interannual forecasting
are potentially applicable to initialize predictions at decadal timescales as well (Goddard
et al., 2012). Among them are full state initialization, anomaly initialization and flux
correction.
The strengths and shortcomings of the full state and anomaly initializations were re-
viewed previously by Meehl et al. (2009, accepted, 2013) and applied by Troccoli and
Palmer (2007), Doblas-Reyes et al. (2011a), Smith et al. (2007, 2013), Pohlmann et al.
(2009), Mochizuki et al. (2010) and others. An alternative initialization approach that ac-
counts for model drift employs flux correction. The flux correction scheme was introduced
by Sausen et al. (1988) for a simple non-linear ocean-atmosphere model. Applications
of the flux correction in state-of-the-art coupled climate models have undergone further
development and differ significantly from application to application (adjustment of heat,
freshwater and momentum fluxes). The study by Shackley et al. (1999) reviews aspects of
using flux correction in coupled ocean-atmosphere general circulation models. Magnusson
et al. (2012a), focusing mainly on systematic error, recently discussed these three initial-
ization methods in the context of seasonal to decadal forecasts without identifying a clear
preference to any of them.
The goal of this work is to investigate the sensitivity of decadal predictive skill of the
UCLA/MITgcm coupled climate model to three different ocean initialization approaches,
notably the full state initialization (FSI), anomaly initialization (AI) and full state initial-
ization employing flux correction (FC). In contrast to several previous studies, we initialize
the ocean component with the ocean synthesis provided by the project “German contri-
bution to Estimating the Circulation and Climate of the Ocean” (GECCO; Ko¨hl and
Stammer (2008)), which was produced using the same MITgcm ocean model that is also a
part of the coupled system. While still not ideal in the sense that we did not estimate the
initial state using the coupled model, we assume that using the same ocean model for esti-
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mating the initial conditions as well as for the prediction of the coupled model is already a
step in this direction. The present work focuses specifically on assessing which of the three
initialization procedures lead to the best predictive skill for the North Atlantic sea surface
temperature (NA SST) and the Atlantic meridional overturning circulation (AMOC). We
also analyze sea surface height (SSH) hindcasts to learn whether it is possible to improve
SSH predictions through initialization procedures.
The remaining paper is organized as follows. In Section 3.2 we provide a description of
the coupled ocean-atmosphere general circulation model, initialization procedures, exper-
iments and methods used to estimate the predictive skill of the model. In Section 3.3 we
compare the skill of the three initialization approaches for SST with focus on the North
Atlantic region. We also consider possible mechanisms responsible for the NA SST pre-
dictability. The SSH predictive skill is addressed in Section 3.4 and in Section 3.5 AMOC




The climate model used in this study is the University of California, Los Angeles cou-
pled general circulation model (UCLA CGCM), which consists of the UCLA atmospheric
general circulation model (UCLA AGCM; see www.atmos.ucla.edu) coupled with the
Massachusetts Institute of Technology ocean general circulation model (MIT OGCM; see
mitgcm.org). The performance of UCLA CGCM is described for ENSO forecasts (Cazes-
Boezio et al., 2008). The model was used recently by Stammer et al. (2011) to simulate
the global climate response to Greenland ice sheet melting. The UCLA AGCM is a state-
of-the-art model with advanced parameterizations of the major physical processes in the
atmosphere. In the present study, we use the UCLA AGCM version 7.1 with a horizontal
resolution of 2.5◦ longitude and 2◦ latitude, and 29 vertical layers. The MIT OGCM has
a quasi-global domain 80◦S to 80◦N and uses 46 levels. The resolution is 1◦×1◦ with the
refinement of the meridional resolution equatorward of 30◦S and 30◦N, such that at the
equator it equals 1/3◦.
We initialize the coupled model with the GECCO fields. The GECCO ocean synthesis
product is a modification of the first ECCO ocean synthesis and uses the adjoint to the
MIT OGCM model with a quasi-global domain, 1◦ horizontal resolution and 23 vertical
layers (Ko¨hl and Stammer, 2008). Decadal hindcasts were initialized previously with the
GECCO synthesis by Pohlmann et al. (2009), Kro¨ger et al. (2012) and Matei et al. (2012).
Initialization Methods
In the FSI and FC experiments, UCLA CGCM is initialized with the 3-D GECCO temper-
ature, salinity, zonal and meridional velocities, and sea surface height (SSH). In addition,
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in the FC experiment monthly climatological mean corrections to the surface heat and
freshwater fluxes are applied. We calculate these fluxes from the relaxation terms ob-
tained from a 10-year run, in which SST and sea surface salinity (SSS) of the model were
relaxed toward the monthly climatology of GECCO, with a timescale of 30 days. The
correction terms were constructed from the climatology of the associated heat and fresh-
water fluxes. Fig. 3.1 displays annual mean of the flux correction terms. The model in
general tends to exhibit a warm SST bias and negative SSS bias (not shown). Positive
surface heat flux correction reduces SST of the model, and negative surface freshwater
flux correction increases SSS. For instance, heat flux correction of about 15 to 40 W/m2 is
employed in the Southern Ocean, and about 25 W/m2 is added to the Labrador Sea, along
the eastern side of Greenland and the Kuroshio Current. The freshwater flux correction
values are in general between -1 to 1 mm/day and reach up to 4 mm/day on the eastern
side of the subtropical gyres and up to -4 mm/day in the western equatorial Pacific Ocean
and Mid-Indian Basin.
Figure 3.1— Annual mean of heat flux (a) and freshwater flux (b) adjustment terms.
In the AI experiment, the model is initialized from anomalies of the 3-D GECCO tem-
perature, salinity, zonal and meridional velocities, and SSH. The GECCO anomalies with
respect to the 50-year mean are added to the coupled model’s climatology, which is com-
puted from the last hundred years of a long spin-up run with constant CO2 concentrations
centered in the period that covers initialized experiments (1961-2010). This may introduce
a small remaining drift due to differences in the external forcing.
Experiments
To test each of the above initialization schemes, an assimilation run and a series of initial-
ized hindcasts are carried out. Before starting the assimilation runs, the coupled model was
brought close to equilibrium during a 300-year spin-up run with constant greenhouse gas
(GHG) concentration from the year 1980. In the assimilation experiments, the GECCO
ocean state was introduced to the coupled model by a monthly re-initialization procedure,
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which is an equivalent of nudging with the relaxation time scale 30 days. By doing this
the atmosphere is brought to the state that is in agreement with GECCO. As ocean ini-
tial conditions for the assimilation runs and further for initialized hindcasts, we always
use the GECCO temperature, salinity, zonal and meridional velocities, and SSH fields.
The resulting assimilation runs cover the period 1952-2001 and are used as a source of
atmospheric initial conditions for the following initialized decadal hindcasts. Ensembles
of initialized hindcasts are started at the end of 1960, 1965, 1970, 1975, 1980, 1985, 1990,
1995 and 2000. Each ensemble contains three realizations that are generated by shifting
the atmospheric state by two days relative to the assimilation run.
Hereafter, the assimilation runs using FSI, AI, or FC, are referred to as FSI-ASSIM,
AI-ASSIM and FC-ASSIM, respectively. Accordingly, three sets of initialized coupled
integrations are named as FSI-HIND, AI-HIND and FC-HIND. All experiments are sum-
marized in Tab. 2.1.
We also performed ensemble integrations of the twentieth-century simulations starting
from the same initial condition in 1900, 1910, 1920 till 2011, where the model is forced by
annually and globally averaged concentrations of GHG (natural variations of the forcing,
namely changes in solar irradiance and volcanic aerosols, were ignored). GHG concen-
trations are provided by Robertson et al. (2001) and Tans and Keeling (NOAA/ESRL,
Scripps Institution of Oceanography, 2011). In the following we will refer to this experi-
ment as 20C. Due to including only CO2 external forcing, the 20C run obtains considerably
lower skill than, for instance, in study by Pohlmann et al. (2009) and the correlation with
observations for the globally averaged annual mean SST is only 0.24 in comparison to
their value which is slightly larger than 0.6.
Time series of the spatially averaged NA SST and NA SST anomalies for the assimi-
lation runs and the ensemble mean 20C simulation are shown in Fig. 3.2 a, b. The NA
SST from the assimilation runs resembles well the interannual variability of GECCO. In
addition, FC-ASSIM NA SST is the closest to the GECCO mean state. Anomaly correla-
tion coefficients for NA SST between GECCO and assimilation runs are high, 0.98 for all
three experiments. By contrast, the 20C run performs poorly in simulating the NA SST
variability, the correlation with GECCO is only 0.21. Figs. 3.2 c, d show that the AMOC
at 26.5◦N of the three assimilation runs agrees with the GECCO estimate in terms of its
interannual variability, although the AI-ASSIM AMOC reveals a strong upward trend.
Kro¨ger et al. (2012) also found an amplification of the AMOC trend at 25.6◦N in their
anomaly assimilation run. The same was true for the AMOC variability, which was highly
increased in almost the entire basin and also for the other two ocean syntheses. The
authors speculated about the strong effect of the anomaly initialization method on the
transient behavior of the AMOC. Thus, depending on where anomalies enter the coupled
model, they might interfere with existing variability. We also found that the evolution of
the AMOC is influenced by the deficiencies of the initialization methods to correctly insert
information associated with the flow through the narrow passages in the Caribbean Basin,
whereas at high latitudes the AMOC trend and variability are in good agreement with
38 3 Impact of Initialization Procedures on Predictive Skill of a CGCM
GECCO for all the initialization experiments (not shown). The correlation coefficients for
the AMOC at 26.5◦N are 0.85 for FSI-ASSIM, 0.83 for AI-ASSIM and 0.83 for FC-ASSIM.
The variability of the overturning stream function in the 20C ensemble mean does not re-
semble the variability of GECCO. Due to opposing trends, the 20C AMOC at 26.5◦N over
the period 1952-2001 is negatively correlated with GECCO by about -0.65. This result is
consistent with the finding of Pohlmann et al. (2009). Previous studies also suggest that a
common feature of coupled model 20C simulations is a reduction in the AMOC when only
the GHG radiative forcing is prescribed (Gregory et al., 2005). However, a recent study by
Menary et al. (2013) indicates that the 20C integrations tend to simulate a weaker trend
or even a strengthening of the AMOC, when they include a more realistic representation
of the anthropogenic forcing taking into account aerosols (with both direct and indirect
effects).
Figure 3.2— Time series of the North Atlantic annual-mean SST (a) and SST anomalies (b) from FSI-
ASSIM (red), AI-ASSIM (green), FC-ASSIM (blue), GECCO (black), HadISST (dashed purple) and the 20C
ensemble mean (dashed light blue). Time series of the annual-mean Atlantic MOC at 26.5◦N (c) and Atlantic
MOC anomalies at 26.5◦N (d).
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Skill Metrics
The predicted anomalies are estimated as departures of the initialized (un-initialized) hind-
casts from the time-average condition over 1952-2001 of the corresponding assimilation run
(20C run). Long term trends are calculated from the GECCO fields over the initialization
period 1961-2001 and removed from the SST and SSH fields. The uninitialized hindcasts
were also detrended. This step is done in order to focus on the predictive skill due to ini-
tialization rather than the total signal which contains also the external forcing response.
Because there appears to be no trend due to external forcing in the AMOC case, we com-
pute the skill for the non-detrended AMOC hindcasts. However, to avoid possible build-in
skill, especially in the AI-HIND where the amplification of the AMOC trend is evident, we
analyze in the following both the non-detrended and detrended AMOC hindcasts. Here-
after, for each starting date from 1961 to 1991, the lead-time dependent bias is derived
with respect to the (detrended) GECCO data, and the overall mean bias is then removed
from a set of hindcasts over all starting dates. A posteriori bias correction is based on the
common procedure used in seasonal forecasting (Stockdale, 1997), recently discussed in
more detail for decadal predictions by Magnusson et al. (2012a) and Smith et al. (2013).
Following the recommendation by Goddard et al. (2013), we analyze the ensemble mean
prediction averages over three ensemble members for each starting date.
The verification metrics are computed from annual mean fields of the SST, SSH and
AMOC anomalies. The predictive skill of the model is measured using the anomaly cor-
relation coefficients as a function of lead time (COR). The lead time here is the length of
time between the starting date and the year of initialized hindcasts. The question about
the relative accuracy of initialized hindcasts with respect to externally forced hindcasts is





Root-mean-squared errors of the initialized (RMSEINIT ) and un-initialized (RMSE20C)
hindcasts are given as the square root of the average squared differences between the
predicted anomalies and GECCO anomalies.
The significance level estimation for the verification metrics is based on the nearest-
neighbor bootstrap approach, which uses moving-blocks resampling with replacement algo-
rithm applied to initialized/uninitialized simulations and observations in order to estimate
the probability of obtaining high skill scores by chance. In the presence of temporal auto-
correlation (trends due to external forcing, long-term variability), instead of resampling
individual years, the blocks of consecutive years are resampled to preserve dependent
structure in the sample. Here, the nearest-neighbor bootstrap considers five-year pairs.
We have implemented the algorithm, which was described in details by Goddard et al.
(2013) and especially designed for the CMIP5 set-up with every five-year initialization.
Throughout this study, the skill assessment for all quantities is mainly done against the
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GECCO state estimate. We compare the skill of the initialized hindcasts with the persis-
tence forecasts, computed at one-year lag for the comparison with initialized hindcasts at
the first lead year, and 5- and 9-year lags of 4-year averaged (detrended) GECCO fields
for the comparison with initialized hindcasts at lead time yr2-5 and yr6-9, respectively.
Since the evaluation of skill must be performed against observed anomalies and it is not
clear how close the GECCO synthesis represents the real ocean state, we use additionally
the UK Met Office Hadley Centre SST product (HadISST; Rayner et al. (2003)) and the
AVISO SSH maps. However, because of the relatively short observational records for SSH,
we use the AVISO SSH fields only for a qualitative comparison without calculating skill
scores.
3.3 Initialized Decadal SST Hindcasts
3.3.1 Global distribution of SST predictive skill
Previous studies indicate that information provided by the initial conditions becomes in-
significant with time. To judge the predictive skill of the initialized decadal SST hindcasts
and define how fast the hindcasts “forget” about their initial state, we compare them first
against the GECCO synthesis. Fig. 3.3 shows the regions with high predictive skill in
terms of the correlation coefficients (COR) for detrended annual mean SST in the cases of
initialized hindcasts: FSI-HIND, AI-HIND and FC-HIND and the two reference hindcasts:
20C run and persistence.
In the initialized experiments, the SST COR is significant in the first lead year over
wide areas of the ocean, particularly in the North Atlantic, the central South Pacific,
the western North Pacific, the Indian Ocean and the extratropical Southern Hemisphere.
The high skill obtained during the first lead year is partly due to the closeness of the
hindcasts to the GECCO initial conditions, which is also shown by the high skill of the
persistence. For lead time yr2-5 and yr6-9, a significant reduction of the correlation is
evident. FSI-HIND and FC-HIND show more pronounced skill in the Southern Ocean
at lead time yr2-5 and yr6-9 than other hindcasts. For the North Atlantic, FSI-HIND
and AI-HIND show some skill in the subpolar gyre region at lead time yr2-5, while for
FC-HIND the region with high skill is even more extended. Persistence forecasts also show
skill in these regions for lead time yr2-5. Collins (2002) reported that the North Atlantic
and the Southern Ocean regions demonstrated potential predictability for the surface air
temperature on decadal time scales. AI-HIND shows skill in the equatorial Atlantic, which
persists also at lead time yr6-9. For this period both AI-HIND and FC-HIND appear to
be more skillful in the North Atlantic than all other hindcasts. There is some skill in the
eastern tropical Pacific at lead time yr2-5 for AI-HIND and yr6-9 for FSI-HIND and in the
eastern South Pacific at lead time yr6-9 for FC-HIND. FSI-HIND shows high correlation
values in the Kuroshio-Oyashio extension region over lead time yr6-9. Mochizuki et al.
3.3 Initialized Decadal SST Hindcasts 41
Figure 3.3— SST COR between detrended GECCO and initialized hindcasts for the first lead year (left
column), lead time yr2-5 (middle column) and yr6-9 (right column). The hatched regions indicate significant
skill at the 90% level according to a bootstrap procedure.
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(2010) reported that their initialized Pacific Decadal Oscillation hindcasts are significantly
correlated with observations of SST and temperature in the upper 300m over almost a
decade in the Kuroshio-Oyashio extension and the subtropical oceanic frontal regions. The
authors determined these regions as the centers of action of the Pacific Decadal Oscillation,
which might thus be predictable on decadal timescales. The 20C run shows almost no skill
for the given hindcast periods.
When comparing the initialized hindcasts with HadISST observations, the areas with
high correlation are reduced, particularly in the extratropical Southern Hemisphere (not
shown). In the North Atlantic the skill for FC-HIND at lead time yr2-5 is rather extended
to the tropics. At lead time yr6-9 FSI-HIND and AI-HIND show some skill over larger
areas in the eastern Pacific then FC-HIND does. The relatively low skill of the initialized
hindcasts is mainly due to disagreement between GECCO and HadISST.
The distribution of the SST RMSS values is shown in Fig. 3.4. Positive values of
the RMSS imply that initialized hindcasts outperform the 20C run, while negative values
indicate that the skill of the initialized hindcasts is worse than that of the externally
forced hindcasts. In general terms, the patterns are in agreement with the areas of high
skill computed in terms of SST COR. For lead time yr6-9, FSI-HIND shows more skill in
the Pacific Ocean and Indian Ocean than other initialized hindcasts do.
3.3.2 The North Atlantic SST predictability
Motivated by the results shown in Figs. 3.3 and 3.4, which indicate some skill over
the North Atlantic basin, we analyze the time series of the spatially averaged NA SST
anomalies. Fig. 3.5 a shows the mean model bias from ensemble-averaging the difference to
GECCO. In most cases the tropical band of latitudes extended from the equator till 20◦N
in the North Atlantic basin did not obtain significant predictive skill, therefore we exclude
this region from spatial averaging of the NA SST. At first, we intended to correct the bias
only for FSI-HIND. Further analysis of the FC-HIND SST reveals that the model drift
is not entirely removed. This is a consequence of the relaxation approach which requires
some bias to generate correction fluxes. An incremental update procedure as proposed
by Bloom et al. (1996) can resolve this problem but a smaller relaxation time may be a
further option to reduce systematic model errors. Moreover, flux correction changes only
the buoyancy fluxes, while wind stress forcing may still be biased. Therefore, correction
of the residual drift is still required for FC-HIND. For comparison reasons, AI-HIND is
also bias-corrected. For FSI-HIND, the systematic error grows over the first five years and
saturates at about 2◦C. The FC-HIND drift appears to be more moderate and levels out
around the value of 0.7◦C after the first four years. The AI-HIND has a warm bias of
about 3◦C for all lead years.
The time series of the spatially averaged (50◦W-10◦W; 20◦N-60◦N) bias corrected NA
SST anomalies are shown in Fig. 3.5 b, c, d. The trends in FSI-HIND and FC-HIND
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Figure 3.4— SST RMSS for the first lead year (the first column), lead time yr2-5 (the second column)
and yr6-9 (the third column) for the detrended data. The hatched regions indicate significant skill at the 90%
level according to a bootstrap procedure.
resemble most closely the trend in GECCO. The interannual variability of the NA SST in
FC-HIND agrees better with GECCO than those from FSI-HIND and AI-HIND. For the
last hindcast interval started in 2001, the AI-HIND NA SST anomalies stay closer to the
observed SST anomalies than the other two experiments do. Hindcast quality statistics for
the detrended spatially averaged NA SST anomalies are shown in Fig. 3.6. For lead time
up to yr2-5, both metrics indicate significant skill only for the FC-HIND experiment. The
FC-HIND NA SSTs are significantly correlated with GECCO until lead year six, while the
NA SST COR already drops below the significance level after the third year in FSI-HIND
and after the second lead year in AI-HIND (not shown). The NA SST COR for the 20C
run shows no significant skill for the entire forecast period. The correlation coefficient for
the persistence forecast is significant only in the first lead year.
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Figure 3.5— (A) Lead-time dependent North Atlantic SST bias averaged over the region 50◦W-10◦W,
20◦N-60◦N from FSI-HIND (red), AI-HIND (green) and FC-HIND (blue). Time series of the North Atlantic SST
anomalies from GECCO (solid black), HadISST (dashed black; 2001–2010) and bias-corrected initialized
hindcasts: FSI-HIND (b), AI-HIND (c) and FC-HIND (d). 12-month running mean is applied. Grey shading
implies ensemble spread.










































Figure 3.6— Anomaly correlation coefficient (a) and root mean square error skill score (b), both are
computed with respect to GECCO, for the North Atlantic SST averaged over the region 50◦W-10◦W, 20◦N-
60◦N from FSI-HIND (red), AI-HIND (green), FC-HIND (blue), the 20C ensemble mean (dashed light blue)
and the persistence forecast (black). Squares imply significant correlation at the 90% confidence interval
estimated with a bootstrap procedure. Skill scores are computed for the SST time series with the long-term
trend taken out.
3.3.3 Possible mechanism responsible for the NA SST predictability
It can be expected that regionally high predictive skill in the North Atlantic and in the
extratropical Southern Hemisphere may be linked to the seasonal cycle of the mixed layer
depth (Frankignoul and Hasselmann, 1977; Alexander and Deser, 1994; Ciasto and Thomp-
son, 2009). The mixed layer is essentially deeper in winter than in summer. Fig. 3.7 shows
the regions of maximum mixed layer depth derived from GECCO and the initialized hind-
casts for the first lead year. The winter SST anomalies of the initial conditions in the first
lead year reflect the anomalies of the temperature of the deep mixed layer and skill persist
throughout wintertime. Thereafter, these anomalies remain beneath the shallow summer
mixed layer and are re-entrained into the mixed layer during the following winter. High
correlation regions for SST (Fig. 3.3) are clearly related to areas of deep winter mixed
layers and the higher skill, for instance, in the extratropical Southern Hemisphere for FSI-
HIND and FC-HIND is related to a better agreement of their mixed layer depths with
GECCO. The periodic shielding of the deep winter mixed layer by the shallow seasonal
mixed layer implies a damped periodic oscillation of skill reflecting a good agreement with
GECCO in wintertime. Indeed, the skill of the spatially averaged monthly mean NA SST
hindcasts shown in Fig. 3.8, demonstrates high correlation and low RMSE during the
winter months January, February and March, while low correlation and high RMSE are
seen during the summer months June, July and August. This result is in agreement with
previous studies by Marshall et al. (1993) and Qiu and Huang (1995) which imply that
the ocean has a selective memory to winter initial conditions.
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Figure 3.7— Annual climatological mean of the deep mixed layer in the first lead year for (a) GECCO,
(b) FSI-HIND, (c) AI-HIND and (d) FC-HIND. The mixed layer depth is computed using a potential density
criterion (0.125 in sigma units).
3.4 Initialized Decadal SSH Hindcasts
As indicated above, much of the hindcast skill of SST anomalies is believed to be related
to temperature anomalies in the deep winter mixed layer, which therefore also relate to
heat content anomalies. Much of the low frequency sea level variability outside of shallow
or polar areas is associated with steric sea level changes (Vinogradova et al. (2007)). The
GECCO synthesis shows good agreement with the AVISO data spanning the period 1993–
2001, and the study by Ko¨hl and Stammer (2007) indicates that during these recent years
most of the regional sea level trend is due to the thermosteric sea level, therefore also
reflecting heat content changes. The clear link between variations of SST and SSH, also
seen by Leeuwenburgh and Stammer (2001), motivates the analysis of predictability for
decadal SSH hindcasts.
We base the computation of the skill for initialized SSH hindcasts on GECCO data
because routine SSH observations with satellite altimeters became available only in 1993.
The distribution of COR as a function of lead time is given in Fig. 3.9. We observe high
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Figure 3.8— Anomaly correlation coefficient (a) and root mean square error (b), both are computed
with respect to GECCO, for the North Atlantic monthly-mean SST averaged over the region 50◦W-10◦W,
20◦N-60◦N from FSI-HIND (red), AI-HIND (green), FC-HIND (blue). Squares imply significant correlation at
the 90% confidence interval estimated with a bootstrap procedure. 3-month running mean is applied. Skill
scores are computed for the SST time series with the long-term trend taken out
correlation in the first lead year over slightly larger areas of the ocean than for SST COR
(Fig. 3.3). In general, the SSH COR patterns are concordant with those of SST COR;
additionally, at lead time yr2-5 high correlation values are seen in the Arabian Sea. Areas
of significant correlation in the North Atlantic and the Southern Ocean are more extended
than for SST COR.
The mean bias and time series of the spatially averaged (50◦W-10◦W; 20◦N-60◦N) NA
SSH are shown in Fig. 3.10. FSI-HIND and FC-HIND start with a cold bias in the first
lead year. Thereafter, the drift shows a different tendency in these experiments. There
is no saturation phase such as in the SST bias. FSI-HIND shows a very strong negative
bias beyond 5 years. The AI-HIND NA SSH has a positive bias after the first lead year
that constantly increases such that the drift amounts to 1 cm per decade. Like for AI-
HIND, the FC-HIND bias also shows an upward trend. The NA SSH anomalies after bias
correction are rather flat, being in the range ±1 cm. For Fig. 3.10 we removed the global
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Figure 3.9— SSH COR between the detrended GECCO data and hindcasts for the first lead year (left
column), lead time yr2-5 (middle column) and yr6-9 (right column). The hatched regions indicate significant
skill at the 90% level according to a bootstrap procedure.
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trend from AVISO data, because the Boussinesq approximation used by the model implies
constant ocean volume.
Fig. 3.11 shows COR and RMSS for the spatially averaged NA SSH. In terms of
correlation, all the initialized hindcasts show high significant skill up to lead time yr2-5.
The correlation coefficients between the FC-HIND NA SSH hindcasts and GECCO stay
significant also at lead time yr6-9. The correlation coefficients computed for each lead
year remain significant up to three years for FSI-HIND, five years for AI-HIND and nine
years for FC-HIND (not shown). High RMSS is evident for the persistence forecast, FC-
HIND and AI-HIND for the first year, hereafter AI-HIND shows an improvement over
the uninitialized hindcasts (although not significant) at lead time yr2-5 and yr6-9, and
FC-HIND for yr6-9. One reason of a low RMSS connected with a high COR in FC-HIND
at lead time yr2-5 might be a remaining drift that is not corrected properly. COR is not
affected by the drift because lead years are correlated, note that AI-HIND has highest
RMSS and probably the smallest drift.
3.5 Initialized Decadal AMOC Hindcasts
Variability of the AMOC is widely considered to play an important role in driving NA SST
variations (Marshall et al., 2001) and demonstrates potential predictability on interannual
to decadal time scales (Collins et al., 2006). The mean bias and the time series of the
AMOC anomalies at 26.5◦N (at 1000m) are shown in Fig. 3.12. The FSI-HIND and FC-
HIND AMOC hindcasts drift towards the model’s preferred state at about 10-11 Sv (not
shown). This is also the range at which the AMOC at 26.5◦N occurs in the 20C ensemble
mean. The bias of both FSI-HIND and FC-HIND starts from a negative value of about
1 Sv, which decreases to close to neutral values during years 3 to 4, but increases rapidly
thereafter over the rest of the time interval. The AI-HIND AMOC has a negative bias in
the range of -1 to -1.5 Sv. After adjusting the bias, the AMOC anomalies of FSI-HIND
and FC-HIND are in good agreement with GECCO (Fig. 3.12 b, d). AI-HIND shows some
large maxima before 1980 that are not in GECCO AMOC, which mainly stays within the
AI-HIND ensemble spread (Fig. 3.12 c).
Predictive skill in terms of correlation coefficients for non-detrended and detrended
AMOC is summarized in Figs. 3.13 and 3.14, respectively. South of the equator, high
correlation between the hindcasts and GECCO remains significant up to a decade in all the
initialized experiments. A reduction of skill in the first lead year is evident in the region
between the equator and 20◦N in the FSI-HIND (Fig. 3.13) and is more pronounced in all
the initialized hindcasts (Fig. 3.14) and also the persistence when detrended data are used.
The decrease of the skill is related to deficiencies of the initialization methods to correctly
insert information associated with the flow through narrow passages passing through the
Caribbean Sea into the Gulf of Mexico and through the Strait of Florida into the North
Atlantic. This can already be noticed in the assimilation runs (not shown).
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Figure 3.10— (A) Lead-time dependent North Atlantic SSH bias averaged over the region 50◦W-10◦W,
20◦N-60◦N from FSI-HIND (red), AI-HIND (green) and FC-HIND (blue). Time series of the North Atlantic
SSH anomalies from GECCO (solid black), AVISO (dashed black) and bias-corrected initialized hindcasts:
FSI-HIND (b), AI-HIND (c) and FC-HIND (d). 12-month running mean is applied. Grey shading implies
ensemble spread.











































Figure 3.11— Anomaly correlation coefficient (a) and root mean square error skill score (b), both are
computed with respect to GECCO, for the for the North Atlantic SSH averaged over the region 50◦W-10◦W,
20◦N-60◦N from FSI-HIND (red), AI-HIND (green), FC-HIND (blue), the 20C ensemble mean (dashed light
blue) and the persistence forecast (black). Squares imply significant correlation at the 90% confidence
interval estimated with a bootstrap procedure. Skill scores are computed for the SSH time series with the
long-term trend taken out.
According to Fig. 3.13 b, c, all three approaches lead to skillful AMOC predictions dur-
ing the first pentad over the whole North Atlantic up to 55◦N, while only the FSI-HIND
and FC-HIND obtain significant skill during the second pentad (with the exception of the
42◦N-48◦N latitudinal band). Due to the opposing trend, the 20C Atlantic MOC is nega-
tively correlated with GECCO. For the detrended AMOC hindcasts the skill is somewhat
decreased but the overall significantly skillful regions for the initialized hindcasts remain
the same. The correlation coefficients for non-detrended AMOC at 26.5◦N computed for
each lead year remain significant up to five years for FSI-HIND, six years for AI-HIND
and nine years for FC-HIND (not shown).
3.6 Summary and Discussion
The goal of this study was to estimate the impact of different initialization strategies
on the predictive skill of sea surface temperature (SST), sea surface height (SSH) and
the Atlantic meridional overturning circulation (AMOC). The predictive skill was tested
against the GECCO synthesis and the HadISST product for SST, while the predictive skill
for SSH and the AMOC was assessed exclusively against the GECCO synthesis. All the
experiments were performed using the UCLA/MITgcm coupled ocean-atmosphere model.
In the FSI approach, the coupled climate model tends to drift away from the initial
conditions as the model state becomes centered on the modeled climatological state. In
this case it is necessary to apply a lead-time dependent bias correction (Stockdale, 1997;
Doblas-Reyes et al., 2011a; Magnusson et al., 2012a). Early on, Meehl et al. (2009) consider
the FSI method as less efficient because predictable signals of small amplitude can be
masked by model biases. However, more recently, Smith et al. (2013) show that FSI
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Figure 3.12— (A) Lead-time dependent Atlantic MOC bias at 26.5◦N (1000m) from FSI-HIND (red), AI-
HIND (green) and FC-HIND (blue), respectively. Time series of the Atlantic MOC anomalies from GECCO
(black) and bias-corrected initialized hindcasts: FSI-HIND (b), AI-HIND (c) and FC-HIND (d). 12-month
running mean is applied. Grey shading implies ensemble spread.












































































Figure 3.13— Anomaly correlation coefficient for the Atlantic MOC at 1000m between GECCO and
initialized hindcasts: FSI-HIND (red), AI-HIND (green), FC-HIND (blue), the 20C ensemble mean (light blue)
and the persistence forecast (black). CORs are calculated for the first lead year (a), lead time yr2-5 (b) and
yr6-9 (c). The hindcasts that do not obtain significant skill at 90% significance level are shown in dashed
curves.
can be advantageous on seasonal timescales, while on multi-year time scales FSI and AI
lead to a comparable predictive skill. For the detrended North Atlantic SST and North
Atlantic SSH hindcasts, averaged over the region 50◦W-10◦W, 20◦N-60◦N, our results
show predictive skill up to 3 years. For the non-detrended AMOC the FSI results show
high predictive skill between 15◦N and 55◦N up to lead time yr2-5.












































































Figure 3.14— Anomaly correlation coefficient for the detrended Atlantic MOC at 1000m between
GECCO and initialized hindcasts: FSI-HIND (red), AI-HIND (green), FC-HIND (blue), the 20C ensemble
mean (light blue) and the persistence forecast (black). CORs are calculated for the first lead year (a), lead
time yr2-5 (b) and yr6-9 (c). The hindcasts that do not obtain significant skill at 90% significance level are
shown in dashed curves.
The AI approach prevents the coupled climate model’s drift by starting the model close
to its mean state. Here, the initial condition is a combination of the GECCO anomaly
and the climatological state of the coupled model. An analogous method was implemented
previously, e.g. by Smith et al. (2007), Pohlmann et al. (2009), Mochizuki et al. (2010)
and Matei et al. (2012), who applied relaxation of the ocean’s temperature and salinity
to the analyses of the observed anomalies superimposed on the model’s climate. For the
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detrended spatially averaged North Atlantic SST, our approach shows predictive skill for
2 lead years, and 5 lead years for the North Atlantic SSH. By contrast, Pohlmann et al.
(2009) reported predictive skill up to a decade for the eastern North Atlantic SST. However,
the authors analyzed the non-detrended SST hindcasts. Therefore, a large fraction of their
SST skill is related to the external forcing. One reason why the anomaly initialized SST
hindcasts obtain skill lower than previously assessed is that the mean state was constructed
from the last hundred years of the long spin-up run with constant CO2 concentrations
centered in the period that covers initialized experiments (1961-2010). A further reason is
the low skill of the 20C run in simulating the observed global mean SST evolution during
the last 50 years due to underrepresentation of the GHG forcing, and a lack of volcanic
forcing or solar variations, which also indicates that the contribution to the skill due to
the forced response is lower. In terms of the non-detrended AMOC, our AI results appear
to be skillful between 15◦N and 55◦N up to 5-6 lead years. While Pohlmann et al. (2009)
reported about the significant skill only for the higher latitudes, the skill obtained for a
larger band of latitudes here might be due to the advantage of using the same ocean model
for initialized hindcasts as was used for obtaining the GECCO ocean synthesis.
The FC approach corrects the SST and sea surface salinity fields towards the GECCO
climatology. It improves the skill for SST by suppressing climate model drift, although
not completely and an a posteriori correction of a drift is still required. For the detrended
spatially averaged North Atlantic SST, our results show predictive skill up to 6 years and
up to 9 years for the spatially averaged North Atlantic SSH. For the non-detrended AMOC
between 15◦N to 55◦N the skill remains significant at lead time yr2-5 and yr6-9.
In summary, the FC initialized hindcasts yield the best predictive skill for SST and SSH
over parts of the North Atlantic and the extratropical Southern Hemisphere. By contrast,
FSI shows less persistent skill in the North Atlantic, and AI does not show high skill in the
extratropical Southern Hemisphere. In these regions, the predictive skill is related to the
ability of the initialized model to correctly represent the seasonal cycle of the mixed layer
depth, especially during wintertime, and the FC approach appears to be most successful
in this respect. As a consequence, hindcast quality statistics for the space-time averages
for the North Atlantic shows that the FC method provides an improvement over AI and
FSI, although still requires drift correction for the initialized hindcasts. In contrast to
FSI and FC, the AI SST hindcasts appear to be more skillful in the tropics. In study by
Magnusson et al. (2012a), for lead time yr2-5, all the initialization approaches showed some
skill in the tropical Pacific with the highest skill in the AI experiments. Both detrended
and non-detrended North Atlantic MOC initialized hindcasts show high correlation values
in the first pentad (with some exceptions around the latitude of the Caribbean) while
correlation remains significant in the following pentad for FSI and FC. A remaining drift
in the predicted AMOC and SST anomalies in FC-HIND can possibly be further removed
by applying an additional momentum flux correction or a 3-D flux correction.
Performing decadal hindcasts on more frequent initialization intervals is necessary for
robust verification metrics (van Oldenborgh et al., 2012; Smith et al., 2013). Moreover, the
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low number of ensemble members (in our case three, the minimum number of realizations
suggested for the CMIP5 experimental setup; Taylor et al. (2012)) might also contribute
to some variations of the statistics. The coupled model and the GECCO synthesis do not









In Sections 3.3 and 3.4 we identified patterns of high predictive skill for sea surface tem-
perature (SST) and sea surface height (SSH). Similarities in patterns of skill for SST and
SSH suggest common underlying processes. Griffies and Bryan (1997) speculated that in
terms of potential predictability, SSH as a property that represents subsurface features of
the ocean can be more skillful than SST, which is directly coupled to atmospheric variabil-
ity. Our results also demonstrate longer predictability timescales for SSH, in contrast to
SST. These findings motivate us to further investigate what are the possible mechanisms
for high predictive skill of analyzed climate variables?
As was shown in Section 3.3.3, predictive skill for SST in regions of a deep winter mixed
layer is related to re-emergence of SST anomalies from one winter to another. This damped
oscillating processes yields predictability until winter SST anomalies are eventually mixed
down into the deep ocean or damped back to the atmosphere (e.g., Frankignoul and
Hasselmann, 1977; Alexander and Deser, 1994). For differently initialized SST hindcasts
this mechanism provides predictive skill up to 2–4 winter seasons in the North Atlantic
Ocean, with the flux corrected hindcasts having the longest skill. The timescales for
re-emergence mechanism are consistent with findings of Deser et al. (2003).
This mechanism is based on persistence of ocean heat content (OHC) anomalies within
mixed layer in winter-time and below mixed layer in highly stratified environment in
summer-time. Because OHC changes affect SSH, persistence of OHC anomalies can also
contribute to predictability of SSH changes. This Chapter is mainly focused on the analysis
of SSH changes from different initialization experiments and tackles the following ques-
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tions: what processes contribute to high predictive skill for SSH and why do differently
initialized hindcasts lead to different duration of predictive skill for SSH?
4.1.2 Observed SSH changes and its contributions
Global mean sea level is considered as an indicator of climate change and has
been seen as a major threat to low-lying coastal areas (e.g., Church et al., 2010).
Figure 4.1— The global sea-level budget from 1961
to 2008. The observed sea-level using coastal and island
tide gauges (solid black line with grey shading indicating the
estimated uncertainty) and using TOPEX/Poseidon/Jason-
1&2 satellite altimeter data (dashed black line). The two
estimates have been matched at the start of the altimeter
record in 1993. Adapted from Church et al. (2011).
The estimates of SSH changes are
usually based on reconstructions from
satellite altimetry (allowing SSH
changes to be measured globally in
parallel with the in situ measurements
of thermosteric SSH since 1992) and
tide gauges. Church et al. (2011)
newly revised the estimates of dif-
ferent contributions to global mean
sea-level rise, according to which the
first largest contribution is the ocean
thermal expansion (thermosteric
SSH) with the value updated from
about 23% of the observed global rate
(IPCC AR4; Bindoff et al., 2007) to
about 40%; the melting of glaciers
and ice caps have been recognized as
the second largest contribution (Fig.
4.1). The revised assessment includes
a new estimate, the rate of sea-level
changes due to groundwater depletion
(Konikow, 2011). The uncertainties
in the estimates of different contri-
butions, which mainly arise from
incompleteness of ocean observations
and lack of data for the deep-ocean
contribution, are still very large, for
instance, in study by Church et al.
(2011), the uncertainty in the global
estimate of sea-level rise is 27%. The
estimated halosteric (due to salinity
changes) contribution seems to be relatively small, 1% to the globally averaged total
SSH changes and 10% to the steric SSH changes (Antonov et al., 2002; Ishii et al.,
2006). In addition to forced variations in the Earth’s energy budget, SSH changes are
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also influenced by internal climate variability (Delworth and Knutson, 2000; Zhang and
Church, 2012). While it is difficult to distinguish SSH forced response from internal
variability, because of relatively sparse observations including short records of altimeter
data, some studies indicate that natural fluctuations of global-scale SSH changes represent
significantly smaller contribution to global SSH changes than the anthropogenic forcing
of the Earth’s energy budget (Huber and Knutti, 2011; Santer et al., 2011).
However, estimates of regional SSH changes can be very different from global ones
because sea-level variability exhibits strong regional patterns, which are often associated
with climate modes (Stammer et al., 2013). As was mentioned in Section 2.1.2, the
UCLA OGCM does not allow studying other contributions than those related to the ocean
dynamics. To point out the contributions which are specifically analyzed in this Chapter,
we expand Fig. 2.1 that shows the major contributions to regional SSH changes (Fig. 4.2).
Figure 4.2— Contributions to SSH changes. The colored boxes represent the parameters which are
covered in this Chapter. The decomposition of SSH changes into contributions related to density changes is
discussed in Subsection 4.2.
Some modeling studies advocate that regional SSH changes are caused by density (baro-
clinic) changes in the ocean, with small contributions from changes in the barotropic circu-
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lation at mid to high latitudes (e.g., Lowe and Gregory, 2006). Unlike in global estimates,
halosteric contributions play important role for regional SSH variability. For instance, in
the North Atlantic halosteric and thermosteric contributions can be nearly of the same
magnitude with opposite sign (Lowe and Gregory, 2006; Landerer et al., 2007). Banks
and Gregory (2006) related interior heat redistribution to the advection of temperature
anomalies along isopycnals; this is also accompanied by changes in the ocean circulation
(convection and high-latitude sinking). Therein, the North Atlantic is characterized by
a vigorous overturning circulation accompanied by downward mixing of heat from the
surface along isopycnals as well as by diapycnal diffusion, formation of the North Atlantic
Deep Water and exchanges of water properties with the rest of the abyssal oceans. The
local SSH changes due to mass redistribution occur in high latitudes (Vinogradova et al.,
2007) and along the coastal areas as a result of bottom pressure increase across shallow
shelf areas, following ocean thermal expansion (Landerer et al., 2007).
4.1.3 Regional SSH changes and SSH forcing factors
In the last decade much progress has been made in understanding the factors controlling
regional SSH changes (Church et al., 2010; Stammer et al., 2013). Based on this, the
following forcing factors and responses were identified:
• forcing: changes in surface wind stress and buoyancy,
– mixed layer depth changes
∗ lateral and vertical mixing,
∗ local density changes (as warm/cold and fresh/salty water ex-
pands/contracts, SSH rises/falls);
– advection of heat and salt
∗ Sverdrup response to Ekman pumping (e.g., water is pumped down into
the ocean, which leads to a deepening of the thermocline and an increase
in local SSH);
– density changes
∗ wave-dynamics, like first baroclinic Rossby waves (SSH changes along
Rossby waves propagation pathways);
• forcing: changes in (real) mass flux through freshwater flux (P–E+R).
– river runoff,
– sea ice and ice sheet melting.
In reality the forcing factors may perform in conjunction, as well as there are local and
non-local forcing effects and response of the ocean through SSH changes can be a complex
combination of different processes.
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4.1.4 Some candidate mechanisms for decadal variability
Most of the recent studies on statistical assessment of forecast skill for decadal climate
predictions are focused on identifying whether initialized predictions are able to capture
observed decadal variability and if so, then in which regions and for how long? In order to
gain confidence in predictive skill, the next step is to understand which physical processes
give rise to high predictive skill across climate models. Below some candidate mechanisms,
which might be relevant to predictive skill at decadal timescale, are reviewed.
In general, internal climate variability is characterized by a variety of timescales. The
timescales of underlying processes define the relevance of different mechanisms to regional
variability, and hence control the duration of predictive skill. On decadal timescales, cli-
mate modes, like North Atlantic Oscillation, Atlantic Multidecadal Oscillation, Pacific
Decadal Oscillation, El-Nin˜o Southern Oscillation and others, are widely considered as
potential sources of predictability. Thought, there are still many unknowns, like what
is triggering these phenomena and how do they interact together? For instance, Parker
et al. (2007) stressed on possible combination of different influences that can cause nontriv-
ial regional response patterns with enhanced or masked anthropogenic effect. Moreover,
finding plausible physical mechanisms responsible for predictive skill is quite challenging
because mechanisms of simulated decadal variability can differ across different climate
models (Murphy et al., 2010).
Much effort to identify decadal variability mechanisms has been made in 1990s (for de-
tails, see Anderson and Willebrand, 1996), before climate modeling community was able
to run large sets of initialized hindcasts and could verify them against available observa-
tions. In this respect, Dijkstra and Ghil (2005) review some mechanisms of low-frequency
variability related to wind and buoyancy forcing. Thus, according to the candidate mech-
anism proposed by Weaver and Sarachik (1991) decadal variability is characterized by
advection of salinity and temperature anomalies from the region of their origin, between
the subtropical and subpolar gyres, to the eastern ocean boundary, where deep water is
formed. The time needed to complete the advection path is estimated to be about eight
years. The other mechanism introduced by Latif and Barnett (1996) is related to ocean
adjustment with some lag to the change in wind stress curl. The ocean adjusts to this
atmospheric forcing through changes in the strength of the subtropical gyre and northward
heat advection by the western boundary current, this leads to SST changes which in turn
can reinforce wind stress changes. Thus, adjustment allows continuous oscillations and
might be predictable several years ahead.
A recent study by Weijer et al. (2013), addresses the role of Rossby basin modes in
decadal variability of North Pacific Ocean. This involves long-wave basin modes that have
a damping timescale longer than the basin-crossing time for the energy carried westward
by the long Rossby waves to be returned to the eastern boundary of the North Pacific
Ocean. Cessi and Louazel (2001) and Primeau (2002) found out that, for the certain
shape of ocean basin, the modes decay rate is related to the partition of energy that can
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be either dissipated in the western boundary layer or transmitted back to the eastern
boundary through a forced gravity wave response. Though, it might be expected that at
decadal timescales there will be no predictability associated with wind forcing, because of
white spectrum of wind forcing at low frequencies, Capotondi and Alexander (2001) and
Cessi and Louazel (2001) have shown some evidence for decadal variability, stating that
when basin modes are coupled to the wind stress, they can become sustained instead of
being damped.
In this Chapter 4 we investigate the origin of steric SSH changes (see Fig. 4.2) and their
predictability in the context of different initialization strategies. Therefore, the structure
of Chapter 4 is organized as follows:
Section 4.2 introduces a decomposition approach for steric SSH changes into the mixed-
layer term (thermosteric and halosteric SSH changes due to temperature and salinity
anomalies in the mixed layer, respectively), heave term (thermosteric and halosteric SSH
changes due to displacements of isopycnals; from previous studies this term is believed to
be governed by wind forcing) and spice term (associated with advection of density com-
pensated temperature-salinity anomalies on surfaces of constant density).
In Section 4.3 we investigate interannual variability of steric SSH changes and its con-
tributions, which are derived from the GECCO verification dataset.
Section 4.4 contains an overview of regions with high predictive skill for thermosteric
and halosteric components in different initialization experiments.
The skill for the mixed-layer term, heave term and spice term is discussed in Section 4.5.
Finally, concluding remarks are presented in Section 4.6.
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4.2 Steric SSH decomposition analysis
Regional steric SSH changes can be derived diagnostically (Gill and Niller, 1973). Firstly,
we construct density from temperature and salinity time-varying fields using the UNESCO
international equation of state (IES80) and, secondly, compute steric SSH changes, by







ρ(T, S, z) − ρ(T, S, z)
)
dz, (4.1)
where ∆η is steric SSH changes, ρ is density as a function of potential temperature
T , salinity S and depth z, ρ0 is referenced to 1027 kg/m
3, H is the ocean depth. The
overbar denotes the time-mean value, density anomalies are computed with respect to the
long-term mean over 1952-2001. For the initialized hindcasts the time mean is derived
from the corresponding to the initialization technique assimilation run.
To distinguish the contributions of temperature and salinity anomalies to steric SSH





















where ∆ηT and ∆ηS are the thermosteric and halosteric SSH changes, respectively, T
and S are the time-mean values of the temperature and salinity fields, respectively. For the
initialized hindcasts, time mean is calculated from the corresponding to the initialization
technique assimilation run (over 1952-2001). Thus, the idea behind the thermosteric and
halosteric SSH changes is: when water warms up, the density drops, consequently the
volume of the water expands and the sea level goes up; changes in salinity occur as a
result of added or removed amount of freshwater flux, thus freshening of the water column
will result in density decrease and sea level rise.
Ko¨hl (accepted, 2014) proposed a scheme for diagnostic of thermosteric and halosteric
SSH changes, it aims to detect the origin of regional SSH changes. The concept of this
approach is as follows: tracer anomalies subduct into the deep ocean along the surfaces of
constant densities (isopycnals). Temperature and salinity anomalies that are compensated
on a given isopycnal surface are referred to as spice anomalies (e.g., Munk, 1981; Schneider,
2000; Yeager and Large, 2004). These anomalies do not change density and are advected
like passive tracers with the mean flow. While subducting, tracer anomalies induce vertical
deviations of isopycnals. Vertical and lateral isopycnal displacements are termed as heave
anomalies and are induced by wind forcing (Doney et al., 2007). Heave anomalies can also
propagate from the place of origin through planetary wave dynamics (Schneider, 2000).
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This approach uses an assumption that the influence of mixing processes is small. To
satisfy this assumption, the contributions of thermosteric and halosteric SSH changes are
computed above the maximum of the mixed layer depth (mixed-layer term); and below the
maximum of the mixed layer depth they are decomposed into the SSH changes due to dis-
placement of isopycnals (heave term) and due to movement along isopycnals (spice term).
Therefore, the decomposition is performed as follows: Steric SSH anomalies can be
calculated as ∆η = − 1
ρ0
∫ 0
−H ∆ρdz. The displacement aligned to the time mean density




|▽ρ| . To account separately for temperature and salinity perturbations, re-write the
density gradient as ▽ρ = −α ▽ T + β ▽ S, where α = −∂ρ/∂T and β = ∂ρ/∂S are
the thermal expansion (“minus” sign) and haline contraction (“plus” sign) coefficients,
respectively. To account for the adiabatic compressibility instead of potential density ρ,



















Taking into account the assumption about small impact of mixing processes, the integral
in Eq. (4.3) is split into two parts: below and above the maximum mixed layer depth
(MLD). This gives “pure” heave term and the mixed-layer term, respectively.
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The spice term is then calculated as:
ηspiceT = −η
spice
S , therefore η





where ▽γ, ▽T and ▽S are gradients of neutral density, temperature and salinity,






. Overbar denotes time-mean fields. ηheaveT and
ηheaveS are the heave terms for thermosteric and halosteric SSH changes, respectively. The
maximum MLD field is calculated as the largest monthly mean MLD field over the period
1952-2001. ηMLDT and η
MLD
S are the mixed-layer terms for thermosteric and halosteric SSH
changes, respectively. ηspiceT and η
spice
S are the spice terms for thermosteric and halosteric
SSH changes, respectively, because they result from density compensating temperature-
salinity anomalies, the spice term can be calculated either from thermosteric or halosteric
SSH changes.
Computing the density gradients, one should pay attention to the choice of reference
pressure (depth). To trace a water parcel from one place to another, the dependence of
density on pressure should be removed. Using potential density for calculating density
gradients does not account for the adiabatic compressibility or pressure dependency of the
haline and thermal expansion coefficients. It is therefore in practice to use isopycnals with
a reference pressure near the investigated depth range (Lynn and Reid, 1968) or neutral
surfaces (McDougall, 1987). Neutral surfaces are surfaces along which particles can move
without changing their potential energy. Small displacements of a water parcel on neutral
surfaces at constant potential temperature and salinity result in the same density of water
parcel as the surrounding water.
Spice contributions do not have a density signature and will not be seen in the total
steric SSH changes, however any temperature or salinity anomalies affect thermosteric
and halosteric SSH. Both the thermosteric and halosteric spice terms are always equal but
opposite in sign. In the special case, given no movement of isopycnals, the thermosteric and
halosteric SSH changes will be purely due to density compensating temperature-salinity
anomalies (or spice contribution) and vice versa if water mass characteristics on isopycnals
remain unchanged, the steric SSH changes will result only from the heave thermosteric
and halosteric components.
4.3 Variability of steric SSH changes and its contributions
from GECCO
To get an impression about amplitude and distribution of steric SSH variability and steric
SSH contributions, we analyze interannual variability derived from the GECCO verifica-
tion dataset. Information about patterns of SSH variability is also necessary in order to
understand whether the initialized hindcasts yield any predictive skill in high variability
regions. For this purpose, Fig. 4.3 demonstrates the GECCO SSH variability derived
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over the period 1990-2001 for different contributions to steric SSH changes obtained using
Eqs. (4.1) – (4.5). The regions of high steric SSH variability are evident in the tropi-
cal Pacific and Mid-Indian Basin, extratropical Southern Hemisphere and subpolar region
of the North Atlantic Ocean, and are consistent with those previously reported by Ko¨hl
(accepted, 2014) for the GECCO2 product. Also Piecuch and Ponte (2011), analyzing
origin of interannual variability for steric SSH changes over the period 1993-2004 in the
ECCO ocean state estimate, concluded that high variability was mostly happening in the
shallow tropics with an exception in the Southern Ocean and the subpolar North Atlantic.
High SSH variability in the tropical Pacific Ocean is related to climate modes, like El-
Nin˜o Southern Oscillation in the Pacific Ocean and Indian Ocean, with the contribution
from Indian Ocean zonal mode. The tropical oceans are dominated by dynamics of the
equatorial current system.
Piecuch and Ponte (2011) suggested that 70% of SSH variability can be explained by
advection processes associated with shallow wind-driven processes, and vertical advection
in the extra-equatorial region driven by Ekman pumping. And up to 90% of variability can
be explained with oceanic transports including advection and diffusive mixing. In addition
to these contributions, Ko¨hl (accepted, 2014) investigated the role of temperature-salinity
compensation processes for interannual steric SSH variability for the period 1993-2011 and
pointed out its importance in the Atlantic and Indian Oceans. Doney et al. (2007) suggest
that, for the upper-ocean (0–400m), in the tropics and subtropics temperature variability
results from heave term, and salinity variability is dominated by the spice term; for the
North Atlantic both temperature and salinity variability is related to the heave term in
the subtropics, and spice term in the subpolar region.
In summary, the patterns of GECCO SSH variability are in agreement with previously
reported and imply that
• the total steric SSH variability pattern is dominated by thermosteric SSH variability,
which has somewhat larger values than that of the total signal. This is related to
the role of halosteric SSH changes, which compensate thermosteric SSH changes and
thereby reduce the total signal (e.g., Ko¨hl, accepted, 2014);
• the thermosteric SSH variability pattern is dominated by heave component in the
tropical Pacific, Indian Ocean and Atlantic subtropical gyres; and the mixed-layer
term in the subpolar and subtropical mode water regions (as defined by Talley, 1999),
and along the equator in the Pacific Ocean;
• the halosteric SSH variability pattern is dominated to a great extend by the spice
component with mixed-layer-related SSH variability in the subpolar region of the
North Atlantic and Southern Ocean; the heave contributions are evident in the
subpolar North Pacific.
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Figure 4.3— Interannual variability (1990-2001) of steric SSH (a, cm) and its components: thermosteric
(c) and halosteric (d) SSH changes, both of which are further decomposed into contributions within the
mixed layer (e, f) and below the mixed layer into spice (b) and heave terms (g, h). The spice thermosteric
and halosteric SSH variability share the same patterns.
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4.4 Predictability of thermosteric and halosteric SSH
changes
Predictive skill for steric SSH and its thermosteric and halosteric contributions
This section gives an overview of regions with high predictive skill for steric, thermosteric
and halosteric SSH changes. The correlation values in the first lead year are high for
all initialization approaches due to closeness of hindcasts to GECCO initial state (not
shown). The distribution of significant skill for steric SSH terms at lead time yr2-5 is
shown in Fig. 4.4. The skill in different colors refers to: significant correlation (Sec.
2.4.5) between hindcasts and GECCO (in orange color) with overlaid significant correlation
between hindcasts and GECCO in the regions of substantial interannual variability derived
from GECCO (in green color) and significant skill of the persistence forecasts (in red color).
Figure 4.4— Significant COR skill for steric, thermosteric and halosteric SSH changes computed be-
tween detrended GECCO and initialized hindcasts: FSI-HIND (left), AI-HIND (middle) and FC-HIND (right)
for lead time yr2-5. Orange area stands for significant COR with no interannual variability, green for signifi-
cant COR over the regions with STD >1.5 cm, and red for significant COR from persistence.
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The patterns of skill for steric SSH changes resemble those for SSH changes (dynamic
topography analyzed in Chapter 3, Fig. 3.9) in the Indian Ocean, western tropical Pacific,
Southern Ocean and the North Atlantic. FSI-HIND and FC-HIND demonstrate very
similar correlation distribution in these regions.
The correspondence in patterns of skill for steric SSH changes and its contributions
indicate where predictability of steric SSH changes might come from. Hence, high corre-
lation values in the Indian Ocean (for all the initialized hindcasts) and western tropical
Pacific (for FSI-HIND and AI-HIND) to a large extend relate to the thermosteric contribu-
tion (green color). Overall, the amplitude of the halosteric SSH signal and its interannual
variability (Fig. 4.3) are smaller than those for thermosteric SSH, therefore, the skill for
the halosteric term is mostly shown in orange color, except for high latitudes, namely, in
the northern North Pacific and subpolar North Atlantic. In the eastern North Atlantic
and the extratropical Southern Hemisphere the correlation values from both contributions
are significant but mostly the thermosteric term signifies “useful” skill. By “useful” skill
we mean significant skill in the regions with high interannual variability (green color).
In the tropical North Atlantic (for all the initialized hindcasts) and in some areas of
the eastern North Pacific (thermosteric terms of AI-HIND and FC-HIND), decomposed
components show the skill which is not present in the total steric signal. This might be
related to compensated temperature-salinity anomalies (spice term) that have no effect on
steric SSH.
In terms of the performance of different initialization strategies, in contrast to FSI-
HIND and FC-HIND, AI-HIND demonstrates higher correlation values in the western
tropical Pacific, which are mostly coming from the thermosteric contribution, and lower
skill in the eastern North Atlantic and Southern Ocean. The persistence skill is mostly
shown in the Southern Ocean and Indian Ocean (red color).
To sum up, a qualitative comparison of skill patterns for the initialized SSH changes
(Fig. 3.9) and its steric contribution suggests that the SSH skill is mainly dominated
by the steric SSH changes, which in some regions appear to be predictable on decadal
timescale, and patterns of predictive skill have more regions of significant correlation
values than the persistence forecasts. The remaining contribution to SSH changes from
bottom pressure (mass redistribution) and associated predictive skill was not investigated.
Both thermosteric and halosteric contributions demonstrate large-scale patterns of high
predictive skill, whereas thermosteric term appears to be skillful in the regions where
interannual variability occurs.
Predicting SSH changes knowing its contributions
To get an idea about the amplitude of different SSH contributions, Fig. 4.5 demonstrates
an example of the time series for SSH changes (dynamic topography), steric SSH changes
and its temperature and salinity contributions averaged over the North Atlantic (NA).
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Figure 4.5— Time series of the North Atlantic (50◦W-10◦W, 20◦N-60◦N) SSH anomalies (dynamic
topography; a), steric (b), thermosteric (c) and halosteric contributions (d) from GECCO (solid black), as-
similation run (dashed black) and bias-corrected initialized hindcasts FC-HIND (blue). Grey shading implies
ensemble spread.
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When comparing interannual variability of GECCO SSH changes with that of steric
SSH changes a clear resemblance is evident. The amplitude of the GECCO thermosteric
and halosteric terms suggests the equal importance of these two contributions in the
North Atlantic Ocean, at the same time, the interannual variability is larger for the ther-
mosteric contribution. These two contributions also oppose each other, with warm/salty
and cold/fresh combinations on top of a warming/freshening trend since 1980s. The am-
plitude of the total steric SSH signal is smaller than for its individual components. The
FC-HIND SSH changes and steric SSH changes follow closely their GECCO counterparts
and are in good agreement with each other. For the thermosteric and halosteric SSH
changes more discrepancies are found between FC-HIND and GECCO, and the halosteric
hindcasts tend not to vary much with time.
The correlation coefficients between the initialized steric SSH changes and GECCO SSH
changes (dynamic topography); and between the initialized thermosteric SSH changes and
GECCO SSH changes (dynamic topography) are shown in Fig. 4.6 a. The initialized steric
SSH skillfully predict GECCO SSH changes, up to yr2-5 for FSI-HIND and AI-HIND and
up to yr6-9 for FC-HIND. These findings are consistent with the results for SSH skill
analyzed in Chapter 3 (Fig. 3.11), indicating that contribution from bottom pressure
to SSH changes in this region is negligible. By contrast, Fig. 4.6 b shows that when
thermosteric SSH changes are used to predict GECCO SSH changes, the FC-HIND are no






























































Figure 4.6— Anomaly correlation between (a) steric SSH changes (from the initialized hindcasts) and
GECCO SSH changes (dynamic topography), and between (b) thermosteric SSH changes and GECCO
SSH changes. The North Atlantic SSH anomalies are averaged over 50◦W-10◦W, 20◦N-60◦N and derived
from FSI-HIND (red), AI-HIND (green) FC-HIND (blue) and the persistence forecast (black). Squares imply
significant correlation at the 90% confidence interval estimated with a bootstrap procedure. Skill is computed
for the SSH time series with the long-term trend taken out.
The correlation skill for thermosteric SSH changes between the initialized hindcasts
and GECCO drops faster than the skill for steric SSH changes (not shown); this is already
expected from Fig. 4.5 c, d. These results indicate that the steric contribution appears to
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be more predictable than its individual components. The spice term, which results from
temperature-salinity compensation processes, does not affect steric SSH changes but is
present in the thermosteric and halosteric SSH changes, and might be a reason for the
reduced skill.
4.5 Predictability of SSH heave, spice and mixed-layer
terms
4.5.1 Predictive skill in different initialization experiments
To track further indications of processes which provide predictability of steric SSH changes,
the patterns of correlation skill for the thermosteric and halosteric contributions at lead
time yr2-5 and 6-9yr are analyzed. Figs. 4.7 and 4.8 show only significant correlation (Sec.
2.4.5) in orange color with overlaid skill from the persistence forecast in red color. In green
color those regions are shown where the model has skill and where the interannual variabil-
ity exists, therefore implying “useful” skill from the initialization. An interesting result
is that the regions which seemed to have predictive skill for thermosteric SSH (Fig. 4.4)
show skill due to persistence for single contributions (e.g., Indian Ocean). And regions
with “useful” skill for thermosteric SSH now show skill in low variability regions, suggest-
ing that first, the amplitude of individual contributions is smaller than that of thermosteric
signal and second, the contributions add together rather than cancel each other. Hence,
“useful” skill is shown by FSI-HIND and FC-HIND for the mixed-layer term over the
subtropical North Atlantic, by all the hindcasts for the thermosteric heave term within
the latitudinal bands 30◦N–40◦N and 30◦S–40◦S in the Pacific Ocean and for the spice
term over the subpolar North Atlantic. In addition, the thermosteric heave term from
AI-HIND shows high correlation over the eastern equatorial Pacific.
The skill for the mixed-layer term is evident in the Southern Ocean and the subtropical
Atlantic (up to yr6-9). We expected that the mixed-layer term would have skill due to
persistence of heat content anomalies in the winter mixed layer in first lead years (this
mechanisms has a connection to SST re-emergence mechanism described in Section 3.3.3;
Fig. 4.9). Thermal anomalies from previous winter persist below the sallow summer mixed
layer and re-entrain into the mixed layer during the following winter. The annual mixed-
layer term should incorporate the density changes due to these thermal anomalies. This
mechanism is related to persistence skill in the Southern Ocean and North Atlantic. Hall
and Manabe (1997) found an indication for persistence of salinity anomalies in the winter
mixed layer. An indication of this mechanism was investigated by Alexander and Deser
(1994) using observations in the North Atlantic and North Pacific, Deser et al. (2003) using
model and observations, Ciasto and Thompson (2009) using observations in the western
extratropical South Pacific and others.
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Figure 4.7— Significant COR skill for different thermosteric and halosteric SSH terms computed be-
tween detrended GECCO and initialized hindcasts: FSI-HIND (left), AI-HIND (middle) and FC-HIND (right)
for lead time yr2-5. Orange area stands for significant COR, green for significant COR over the regions with
STD >1.5 cm, and red for significant COR from persistence. M stands for the mixed-layer term, S spice term
and H heave term.
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Figure 4.8— Significant COR skill for different thermosteric and halosteric SSH terms computed be-
tween detrended GECCO and initialized hindcasts: FSI-HIND (left), AI-HIND (middle) and FC-HIND (right)
for lead time yr6-9. Orange area stands for significant COR, green for significant COR over the regions with
STD >1.5 cm, and red for significant COR from persistence. M stands for the mixed-layer term, S spice term
and H heave term.
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Whereas in the Southern Ocean the pattern of skill for thermosteric mixed-layer term is
more noisy than for halosteric, in the North Atlantic both halosteric and thermosteric SSH
changes have quite similar patterns. The correlation patterns indicate that persistence of
heat content anomalies is not the only contribution to SSH skill in the subtropical Atlantic
(small regions with persistence skill and large regions with “useful” skill).
Over the North Atlantic, in addition to mixed-layer term, the spice and heave terms
show “useful” correlation with GECCO (up to yr2-5). The patterns of high skill for spice
terms, in different initialization experiments, are evident over the eastern North Atlantic,
subtropical South Atlantic, eastern North Pacific, and Southern Ocean. For AI-HIND,
the spice and thermosteric heave terms appear to be the largest contributors to SSH skill.
Figure 4.9— Scheme of SST re-emergence mechanism (adapted from Deser et al., 2003). Temperature
anomalies in the ocean mixed layer result from atmospheric forcing and damp back to the atmosphere;
temperature anomalies created in winter persist below the summer MLD and re-entrain into the MLD the
following winter. The mixed layer depth (MLD) is a function of seasonal cycle, and the maximum MLD is
used in the decomposition analysis (Sec. 4.2).
The skill due to persistence is present in the thermosteric heave term (in all the initial-
ized experiments) over the Indian Ocean, subtropical South Atlantic and in some regions
over the extratropical Southern Hemisphere. Surprisingly, there appears to be almost
no significant skill beyond lead time yr2-5 due to persistence. The persistence skill in
the extratropical Southern Hemisphere is apparent for all the terms related to halosteric
SSH contribution. Now we review the ocean basins which show high predictive skill and
possible mechanisms in those regions for future analysis.
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4.5.2 Indication of mechanisms for predictability
Atlantic Ocean
The pattern of SSH skill in the Atlantic Ocean (Fig. 4.7, 4.8) is rather complex and
represents a combination of different signals. In the North Atlantic north of 20◦N the
skill (beyond persistence) is dominated by signal from the mixed-layer and heave terms,
while in the tropical North Atlantic the skill from spice term is evident. The later term
contributes to the thermosteric and halosteric skill but cannot contribute to the skill from
total steric SSH changes (Fig. 4.4). In the South Atlantic, predictive skill comes mostly
from the mixed-layer term and persistence skill is evident in the heave term of thermosteric
and halosteric SSH changes in the tropical Atlantic and spice in latitudinal band 30◦S –
50◦S.
The large-scale patterns of skill are attributed to the subtropical mode water regions
identified by Talley (1999). As was mention in Section 4.1, some fraction of the SSH skill
in the North Atlantic might be attributed to the seasonal variations of thermal anoma-
lies stored in the deep winter mixed layer (Fig. 4.9), though such a pronounced seasonal
feature, as was present in the skill for the NA SST, was not observed in the skill for the
dynamic NA SSH signal. Also in the study by Deser et al. (2003), where the re-emergence
mechanism was studied with respect to SST and OHC changes, the skill for OHC demon-
strated rather monotonic decay. This is expected, as OHC represents integrated subsurface
temperature changes.
The skill for the decomposed terms in the earlier reviewed region over the North Atlantic
(Fig. 3.11, where FC-HIND demonstrated the longest duration of predictive skill for SSH
changes) is shown in Fig. 4.10. The FSI-HIND skill bears similarities to that of FC-HIND.
The thermosteric and halosteric heave terms appear to be skillful up to 7 years. In the FC-
HIND, the thermosteric mixed-layer term remains skillful up to 8 years, while the halosteric
mixed-layer term contributes to the skill in the first four years. The spice term (advection
on isopycnals) in both FSI-HIND and FC-HIND is skillful up to 4 years and comes from
the persistence. In the persistence forecast, the skill is decreasing more rapidly for the
heave terms and the halosteric mixed-layer term, while more gradually for the spice term
and thermosteric mixed-layer term. AI-HIND shows skill for the thermosteric mixed-layer
term, whereas the skill for the advection term becomes significant in later years (6-9yrs).
To summarize, for the North Atlantic predictability of steric SSH changes and under-
lying mechanisms are related to
• the thermosteric and halosteric mixed-layer terms. In the first lead years, predictive
skill is associated with persistence of heat content anomalies in winter mixed layer.
The other mechanism might be advection of heat toward regions of high predictive
skill by the Atlantic meridional overturning circulation (AMOC). High predictive
skill for AMOC up to a decade in the FSI and FC experiments supports this idea
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Figure 4.10— COR between different contributions to the NA SSH changes from GECCO and initialized
hindcasts: FSI-HIND (a), AI-HIND (b), FC-HIND (c) and persistence (d). The spice term is shown in black,
heave term in orange and mixed-layer term in magenta. Solid lines represent thermosteric terms and dashed
lines – halosteric terms. Symbols imply significant correlation values at 95% level (Goddard et al., 2013).
The COR is computed for detrended data.
(Fig. 3.13 and 3.14). The mechanisms for decadal predictability that involve AMOC
were reviewed by e.g., Latif and Keenlyside (2011).
• the thermosteric and halosteric heave terms (heave anomalies induced by persistent
wind stress forcing, propagate from the place of origin as baroclinic Rossby waves).
Previous studies on processes contributing to SSH changes suggest that the heave
term is mostly occur as adjustment to wind forcing through the Rossby waves.
As in high latitudes Rossby waves are much slower than in low latitudes (Yang
et al., 2003), these propagating features might provide predictability for SSH at
decadal timescale. The mechanism of low-frequency Rossby waves forced by wind
was earlier investigated by Sturges et al. (1998) for the subtropical North Atlantic.
Also Cabanes et al. (2006), investigating mechanisms for interannual variability of
SSH changes in the Atlantic Ocean from altimeter data, identified the following
processes: local steric SSH changes due to surface buoyancy forcing; local response to
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wind stress through Ekman pumping; baroclinic and barotropic oceanic adjustment
via propagating Rossby waves and Sverdrup balance.
• the spice term is often generated from the mixed layer, therefore might share the
same mechanism as the mixed-layer term. Advection of temperature and salinity
anomalies by the mean currents in the North Atlantic subtropical gyre was earlier
studied by Laurian et al. (2009).
Understanding whether, in the current experimental setup, the candidate mechanisms
of heat advection and Rossby waves provide predictability for steric SSH changes is left
for future work. Simple models can be used to isolate some of the physical mechanisms,
e.g., wind forcing model as applied by Sturges et al. (1998), Qiu and Chen (2006) or Ca-
banes et al. (2006), and to analyze their impact on spatial and temporal skill distribution.
Correlation skill is computed as a function of lead time, but in order to analyze propagat-
ing structures, like Rossby waves, other diagnostics (e.g., complex empirical orthogonal
functions, Hannachi et al., 2007) applied to individual starting dates is needed.
Pacific Ocean
In the North Pacific, SSH skill is dominated by two contributions, the spice term (persis-
tence skill) along the western coast of the North America and the heave term (“useful”
skill) in the central (30◦N–40◦N) North Pacific. In the eastern equatorial Pacific the skill
is dominated by the thermosteric heave term (for AI-HIND).
The study by Latif and Barnett (1996) indicate that in the North Pacific thermal
anomaly variability is attributed partly to Rossby wave adjustment and advection from
subtropical mixed layer around the subtropical gyre. Weijer et al. (2013) also proposed
that decadal variability in the subpolar North Pacific might result from the pressure (den-
sity) adjustment to Rossby wave fronts coming from the western boundary. Capotondi
and Alexander (2001) found that for a latitudinal band 10◦N–15◦N long baroclinic Rossby
waves with propagation time about 7–10yr might be responsible for decadal variability.
Example of propagating SSH anomalies from the GECCO dataset and FC-HIND along
40◦S in the South Pacific are shown in Fig. 4.11. The SSH anomalies propagate to the west
of the basin and can be damped or exited by wind forcing. FC-HIND show resemblance
of these propagating features with GECCO in the first lead years. As the wind forcing
differs in GECCO and FC-HIND the propagating feature can develop differently. Further
analysis is needed to test Rossby-wave mechanism in the current experimental setup.
The Southern Ocean
Additionally to the mixed-layer term contribution, some fraction of the skill also comes
from the halosteric spice and heave terms. Vivier et al. (2005) suggest that the dominant
dynamical response in the Southern Ocean is barotropic, which results from wind forcing
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Figure 4.11— Time-longitude (Hovmo¨ller) diagram for the annual SSH anomalies from GECCO (left)
and FC-HIND (right) over 1961-1995 at latitude 40◦S. For the FC-HIND diagram the first five-year periods of
the initialized hindcasts were merged, i.e., 1961-1965, 1966-1970, ..., 1991-1995.
adjustment. The skill over the Southern Ocean in the initialized hindcasts comes to a
great extend from the persistence. The planetary wave mechanism suggests that baroclinic
Rossby waves become progressively slow toward higher latitudes (about 50yrs, estimated
by Qiu and Chen, 2006), this also supports persistence skill at decadal timescale in the
Southern Ocean.
Indian Ocean
Patterns of high predictive skill for SSH changes (Fig. 3.9) up to yr2-5 are clearly related
to the steric SSH contribution (Fig. 4.4). The analysis of decomposed terms revealed
that the skill in the band of latitudes from 20◦N to 10◦S is mostly dominated by the
thermosteric heave term and comes from the persistence. In the Arabian Sea, skill for
mixed-layer term is evident (mostly persistence), in addition, the equatorial region shows
some skill due to temperature and salinity compensation processes.
4.6 Concluding remarks
The analysis performed in this Chapter aims to detect indications for mechanisms of pre-
dictability at decadal timescale and, in particular, addresses the question on the level of
predictability of steric (density-related) SSH changes and its components. The contri-
butions to SSH changes, which are caused by temperature- and salinity-induced density
changes, can result from vertical displacement of isopycnals caused by dynamical processes
such as the response to variations in wind stress curl and through planetary waves; from
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mixing processes as the response to wind and buoyancy forcing and from density compen-
sating temperature-salinity anomalies. This may strongly affect dynamic SSH changes in
the model owing to the fact that a large fraction of SSH variability is related to steric
SSH contribution. Thermosteric and halosteric components of SSH changes that are com-
pensated with no change in total density structure are not detected in total steric SSH
changes. In this case temperature and salinity anomalies are advected from the place of
origin along isopycnals as passive tracers. Advection and mixing processes are responsible
for heat and salt transport into the deep-ocean. Spice anomalies can also be important for
teleconnections. More specifically, propagating along mean geostrophic streamlines and
appearing at the ocean surface, spice anomalies may interact with atmosphere and not
being density-compensated anymore, but thereby cause remote density anomalies (Lau-
rian et al., 2009). In this way they can contribute to variability of ocean circulation. Ko¨hl
(accepted, 2014) suggests that advection on isopycnals plays an important role in the
variability of SSH in the subpolar regions, also the halosteric SSH changes appear to have
the largest impact from this term, while the mixed-layer term is important in mode water
regions. When temperature or salinity changes are not compensated, this creates density
anomalies and leads to exchange of properties in the ocean. Related to this thermosteric
heave component is believed to be a dominant part of the tropical SSH variability (Doney
et al., 2007; Piecuch and Ponte, 2011; Ko¨hl, accepted, 2014).
We analyzed the patterns of GECCO SSH interannual variability and found out that
the thermosteric SSH variability pattern is dominated by the heave term in the tropical
Pacific, Indian Ocean and Atlantic subtropical gyres; by the mixed-layer term in the
subpolar and subtropical mode water regions, and along the equator in the Pacific Ocean.
The halosteric SSH variability pattern is dominated to a great extend by the spice term.
Also there is a contribution from the mixed-layer term in the subpolar region over the
North Atlantic and Southern Ocean; and heave term in the subpolar North Pacific.
We then analyzed SSH skill associated with thermosteric and halosteric SSH changes.
The term “useful” skill was introduced to study whether the skill of the initialized hindcasts
have significant values in the regions of high interannual variability. A lot of similarities in
the “useful” skill for steric SSH changes are related to the thermosteric term, also halosteric
term appeared to have “useful” predictive skill in the Atlantic Ocean. We continued the
analysis by decomposing the thermosteric and halosteric SSH changes into the heave, spice
and mixed-layer contributions. In general, FSI-HIND and FC-HIND showed quite similar
distribution of skill. The correlation values in the tropics, in particular in the Indian
Ocean (for all three initialized experiments) and in the Pacific Ocean (for AI-HIND),
comes mostly from the thermosteric heave term, which is also evident in the persistence
forecast. In the extratropical Southern Hemisphere, the skill for the halosteric terms is
due to persistence as well.
Predictive skill analysis for the decomposed terms over the North Atlantic showed that
the mixed-layer term is one of the dominant contributions to predictive skill for SSH
changes and appears to be better captured by FC-HIND. Predictability of this term is
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associated with persistence of heat content anomalies in the winter mixed layer up to yr2-
5. While results showed that this is not the only mechanism in the North Atlantic region
and advection of heat toward regions of high predictive skill by AMOC is hypothesized.
In AI-HIND, the mixed-layer term in the North Atlantic seems to be better represented
signal than other contributions. Robson (2010) found out that anomaly initialization
may suffer from the problem of imbalanced initial conditions as this approach assumes
that using observed anomalies of temperature and salinity with model climatology will
produce the same anomalies of density in the model. Robson demonstrated that this
linearity assumption caused errors especially in the regions sensitive to density anomalies.
This might be the reason for low skill of the steric SSH changes in the AI-HIND here.
Though “useful” predictive skill comes from the mixed-layer term to a large extend, the
North Atlantic is dominated by a combination of different processes. Spice term shows
high skill in the first four years but not beyond the persistence skill. The heave term is
the second long-lasting contribution to SSH skill in FSI-HIND and FC-HIND, after the
mixed layer term.
Previous studies associated the heave term with wind forcing, and due to white spec-
trum of wind stress, the skill for the heave term is expected to vanish eventually. The
correlation analysis showed that this term in some regions possess predictability at long
time scales, e.g. around 30◦S–40◦S and 30◦N–40◦N in the Pacific Ocean up to yr2-5.
The candidate mechanism for predictability in these regions is hypothesized to baroclinic
Rossby waves. Though, additional analysis would be needed to better understand the
mechanisms for the skill of the heave term.




The primary objective of this study was to investigate the performance of three different
initialization strategies for decadal climate predictions using the UCLA/MITgcm coupled
ocean-atmosphere model. We mainly focused on estimating predictive skill for sea surface
temperature (SST), sea surface height (SSH) and Atlantic meridional overturning circu-
lation (AMOC). We attempted to gain insight into how predictive skill is distributed in
time and space, in order to identify the regions where initialization is able to improve
predictions and to further investigate possible mechanisms giving rise to high predictive
skill.
In the following we will provide an overview of the main results and the main conclusions
in Section 5.1. This section also includes the evaluation of sensitivity of the results to
different metrics, bias and trend removal approaches. Recommendations for further work
are given in Section 5.2.
5.1 Thesis overview and main conclusions
5.1.1 Improving decadal predictions through different initialization pro-
cedures
In this thesis, we test three initialization schemes for decadal predictions, namely full
state initialization, anomaly initialization and flux correction. Full state initialization
and anomaly initialization schemes were originally designed for seasonal-to-interannual
forecasts (e.g. Stockdale, 1997; Schneider et al., 1999). In terms of predictive skill for
SST and SSH in current experimental setup, the former one demonstrates more regionally
extended and persistent skill, by contrast the later demonstrates high skill in the equatorial
region. The skill for full state initialized AMOC hindcasts appears to be more long-
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sustained than for anomaly initialized ones.
The flux correction schemes, which were earlier disqualified from transient climate
change simulations due to possible feedbacks distortion (Neelin and Dijkstra, 1995;
Marotzke and Stone, 1995), is nowadays reconsidered for initializing decadal climate pre-
dictions (Magnusson et al., 2012a,b). It is expected that this approach has a potential
to improve predictions of internal climate variability. Moreover, because the response to
anthropogenic forcing seems to play a minor role in the first years of predictions, flux
correction is believed not to contradict with external forcing response. Our flux corrected
hindcasts obtain the highest and more persistent skill for the analyzed climate variables.
Also for AMOC and SSH the skill is almost always slightly better than just full state
initialization.
The highest skill for SST and SSH is achieved in the deep mixed-layer regions in the
North Atlantic and Southern Ocean in full state initialized and flux corrected hindcasts.
The analysis of skill for monthly mean SST shows that correlation values are high in winter
time and low in summer and the root mean squared error is low in winter-time and high in
summer. The re-emergence mechanism, which was previously investigated by Frankignoul
and Hasselmann (1977), Alexander and Deser (1994) and Deser et al. (2003), is associated
with high skill in these regions. The SST re-emergence mechanism provides predictive skill
for the North Atlantic SST for up to 2 to 4 lead years, in differently initialized experiments,
but the spatial distribution of skill suggests predictability up to lead time yr6-9. Therefore,
the second part of this study is dedicated to find other candidate processes that might
work in conjunction and provide high predictability for these regions.
5.1.2 Sensitivity of the results
When estimating predictive skill of initialized hindcasts we followed recommendations of
the verification framework for decadal predictions (Goddard et al., 2013). The results of
this thesis are based on every-five year initialization scheme (following the recommenda-
tions of the CMIP5 experimental design for the initialized hindcasts; Taylor et al., 2009),
on the detrended (with the GECCO trend removed from the initialized hindcasts), bias
corrected hindcasts (with a posteriori mean bias correction scheme applied). In recent
years a progress has been made in improving the experimental setup for the decadal
predictions using denser initialization periods (every year), improving bias correction pro-
cedures and hence initialization techniques. It is now known that the sparse start dates
are not good enough to obtain a robust skill estimate (e.g., van Oldenborgh et al., 2012).
In addition to deterministic skill scores, which are mainly used to estimate predictive skill
of decadal predictions, studies by Goddard et al. (2013), Corti et al. (2012) and Hazeleger
et al. (2013a) proposed to assess probability skill scores, which we didn’t calculate because
of the relatively small ensemble size.
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An analysis of the evolution of the spatial averaged North Atlantic (NA) SST, NA SSH
and AMOC at 26.5◦N from differently initialized hindcasts showed that the coupled model
is undergoing some drift in the full state initialization scheme. A drift is also evident in
the flux corrected hindcasts. Therefore, we applied the bias correction to both of these
schemes as well as to the anomaly initialized experiments to treat all the hindcasts the
same way.
In order to compare the results from this thesis with other modeling efforts, one should
keep in mind which bias and trend adjustment methods are applied, because different
methods may lead to some differences in predictive skill estimate. Some of the decadal
prediction studies on statistical skill estimation apply cross-validation scheme rather than
mean bias correction scheme, trend adjustment rather than subtraction of the observed
trend from the initialized hindcasts (Kharin et al., 2012; Smith et al., 2013). We provide
here examples of predictive skill estimates for the North Atlantic SST, SSH and AMOC
at 26.5◦N (Fig. 5.1), which demonstrate how sensitive are the results to different bias
and trend correction methods. The correlation skill (COR) and the root-mean-squared-
error skill score (RMSS) estimated for the NA SST, NA SSH and AMOC at 26.5◦N show
that the cross-validated hindcasts have somewhat reduced skill in comparison to the bias-
corrected hindcasts. Whereas the skill obtained by the trend adjustment method (where
the lead years are detrended; Kharin et al., 2012), beats the skill for the NA SST and
NA SSH computed using the first two methods, with the exception for the AMOC RMSS
skill. The reason for lower skill when the first two methods are used might be that the
skill is computed between data that do not have trend (GECCO) and those that still have
some remaining trend (the initialized hindcasts). This suggests that the trend adjusting
technique (Kharin et al., 2012) might be more appropriate approach to deal with hindcast’s
trend, especially if the observational and modeled long-term trends are not the same.
Though predictive skill does show differences when different metrics, bias and trend
adjustment schemes are applied, the qualitative conclusion we make out of these results is
not changed and is that in the current experimental setup the flux correction procedure
does show an advantage over full state initialization and anomaly initialization procedures.
5.1.3 Processes giving rise to predictive skill
We analyzed possible mechanisms giving rise to high predictive skill of the initialized hind-
casts using the SSH decomposition approach proposed by Ko¨hl (accepted, 2014). This
approach allows to investigate the density-related (steric) SSH changes and its contribu-
tions, namely the mixed-layer term that results from temperature and salinity anomalies
in the mixed layer, the heave term that results from temperature and salinity anoma-
lies below the mixed layer and the spice term that results from density compensating
temperature-salinity anomalies.






















































































































































Figure 5.1— Anomaly correlation coefficient (left) and root mean square error skill score (right), both
are computed with respect to GECCO, for the North Atlantic SST (a, b) and SSH (c, d) averaged over the
region 50◦W-10◦W, 20◦N-60◦N, and AMOC at 26.5◦N (e, f) from FSI-HIND (red), AI-HIND (green), FC-
HIND (blue). Marks imply significant correlation at the 90% confidence interval estimated with a bootstrap
procedure. Solid lines imply bias corrected hindcasts with the GECCO trend taken out, dashed lines – cross
validated hindcasts with the GECCO trend taken out, dotted – trend adjustment.
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The decomposition analysis showed that “useful” predictive skill is associated with
mixed-layer term in mode water regions (in the Atlantic Ocean). We refer to predictive
skill of initialized hindcasts as “useful”, if it satisfies the conditions: significant predictive
skill beyond the persistence in the regions of large interannual variability. Also the density
compensation (spice) term showed “useful” skill in the North Atlantic and Southern Ocean
up to lead time yr2-5 and the heave term showed skill in the subtropical Pacific up to lead
time yr2-5. The large-scale patterns of skill for steric SSH changes (including heave,
spice and mixed layer terms) in the extratropical Southern Hemisphere are associated
with persistence. Whereas the spice term represents the processes related to advection
on isopycnals, the heave term is usually associated with the ocean response to the wind
forcing (Doney et al., 2007). We expected that there will be less skill from the later term,
because the directly forced by the atmosphere Ekman transport provides the response
over the relatively short time scales (about days; Visbeck et al., 2003). In addition, some
studies (e.g., Hirschi et al., 2007) speculate that for AMOC variability the Ekman transport
variability is limited to subannual and seasonal timescales. On the other hand, studies by
Capotondi and Alexander (2001) and Cessi and Louazel (2001) have shown some evidence
for decadal variability related to wind-driven response.
In terms of the performance of differently initialized hindcasts in the decomposition
analysis, the full state initialized and flux corrected hindcasts showed very similar skill
distribution and skill duration for different contributions to steric SSH changes, and in
general outperformed the skill from the anomaly initialized hindcasts.
5.2 Recommendations and future work
This study provides new insight into the processes that potentially contribute to predictive
skill for decadal predictions but also raises new questions. The next steps that need to be
undertaken for a continuation of the present work are:
• The studies by Magnusson et al. (2012a,b) and this thesis in particular showed
the potential for flux correction to improve predictive skill on decadal timescales.
The flux corrected hindcasts demonstrated somewhat better results than full state
initialization and anomaly initialization. Yet, this technique is still a work-around
strategy until model biases are eliminated. We found out that while significantly
reducing the error for SST, heat and freshwater flux correction seems to have very
little effect on the bias of quantities that represent the subsurface of the ocean. In this
respect, the SSH and AMOC initialized hindcasts required additional a posteriori
bias correction. Therefore, more investigation is required to understand what causes
model biases and possibly eliminate their effect.
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• Modeling efforts in estimation of predictive skill for decadal predictions usually fol-
low certain requirements for experimental design and verification metrics; however,
there are still many differences in experimental setup and how the skill is assessed.
The verification framework developed by Goddard et al. (2013) consists of many
recommendations, but still does not cover many aspects related to standardization
in predictive skill evaluation. For instance, the verification framework does not con-
sider flux correction scheme as an alternative initialization method. Hence, there
are no requirements to what the relaxation timescales and to the duration of ad-
ditional runs, from which the relaxation terms are constructed, should be. The
statistical significance estimation is also an important issue for decadal predictive
skill because we draw conclusions based on this value. It tells us about the timescale
beyond which the climate variable can not be predicted. For instance, the lowest
significant correlation value based on one-tailed t-test would be about 0.6, while the
nearest-neighbor bootstrap method might give the value of 0.4.
• Given that uncertainties in climate change predictions can be reduced by proper
initialization technique, it is important to understand the reasons why some initial-
ization methods lead to higher skill than the others. Some efforts have been done
in this direction. For instance, the study by Robson (2010) investigates the possible
issues related to the representation of density fields in the anomaly initialization
scheme. The issues of the anomaly initialization scheme in this thesis, such as the
amplification of the AMOC trend at 26.5◦N and low skill of the density-related SSH
changes, might be due to the problem raised by Robson (2010). On the other hand,
full state initialization allows large error growth in the system which seems not to
interfere with internal variability in the decadal prediction system. Magnusson et al.
(2012a,b) investigated the bias development in differently initialized experiments.
They underlined the possible non-linear effects of the model drift in the full state
initialized experiments called “over-shooting”, which means that the bias in the ini-
tialized hindcasts can become larger than the bias of the model climate during a
transient period. We did not investigate the bias development in different initializa-
tion strategies in details. Though, the high performance of full state initialization
technique in comparison with anomaly initialized should be further investigated.
• The North Atlantic and Southern Oceans appear to provide high predictive skill
for SST and SSH on decadal timescale when the skill is estimated with respect to
the GECCO ocean synthesis, which is also used as a source of initial conditions in
this thesis. When comparing the SST hindcasts to other data, like HadISST, the
correlation analysis demonstrates rather poor skill in the Southern Ocean. Though
both of the datasets represent the ocean reconstructed state and are based on actual
observations, the difference in this region is remarkable. In this thesis we used
GECCO and HadISST as the verification dataset for SST skill, and only GECCO
for AMOC and SSH skill owing to the relatively short data records for the later two
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climate variables. The study by Boer et al. (2013) demonstrates that only the skill
which is based on real observations gives the information about actual forecast skill
of the decadal prediction system.
• For getting an insight into possible physical and dynamic processes that give rise to
predictive skill, a decomposition analysis of different contributions to steric SSH and
associated skill is to be further explored.
• In this study the MITgcm ocean model was used for producing initial conditions
and initialized hindcasts. It is expected that initializing the model with initial con-
ditions obtained from the same coupled system can minimize the initial shock and
model drift. In this study we initialized only the ocean component of the climate
system and based the analysis of predictive skill on the ocean variables. Because of
the large thermal capacity and long equilibration time, the ocean is considered to
possess a long-term memory of the climate system and should be primarily initial-
ized. However, the role of land and ice contribution to predictive skill should not be
discarded. For instance, Koster and Suarez (2003) showed that land initialization
provides improvement of seasonal predictions of precipitation and surface tempera-
ture. For future work, understanding whether initialization of land and ice climate
components provides predictability on decadal timescale is needed.




AI-ASSIM assimilation run with anomaly initialization
AI-HIND anomaly initialzed hindcasts
AMOC Atlantic Meridional Overturning Circulation
AVISO Archiving, Validation and Interpretation of Satellite Oceanographic Data project
COR correlation coefficient
ERA-Interim atmospheric reanalysis produced by the European Centre for Medium
Range Weather Forecasts
FC flux correction
FC-ASSIM assimilation run with flux correction
FC-HIND flux corrected hindcasts
FSI full state initialization
FSI-ASSIM assimilation run with full state initialization
FSI-HIND full state initialized hindcasts
GECCO German contribution to Estimating the Circulation and Climate Ocean project
GCM, AGCM, CGCM, OGCM general circulation model, atmospheric GCM, cou-
pled GCM, ocean GCM
H heave term
HadISST Met Office Hadley Centre’s sea surface temperature
KPP ”k profile” parameterization
M mixed-layer related
MIT Massachusetts Institute of Technology
OHC ocean heat content
P–E+R freshwater flux: precipitation – evaporation + river runoff
RMSE root mean square error
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RMSS root mean square error skill score
S spice term
SSH sea surface height
SST sea surface temperature
MLD mixed layer depth
UCLA University of California, Los Angeles
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