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ON ESSENTIAL SELF-ADJOINTNESS FOR MAGNETIC
SCHRO¨DINGER AND PAULI OPERATORS ON THE
UNIT DISC IN R2
GHEORGHE NENCIU AND IRINA NENCIU
Abstract. We study the question of magnetic confinement of
quantum particles on the unit disk D in R2, i.e. we wish to achieve
confinement solely by means of the growth of the magnetic field
B(~x) near the boundary of the disk. In the spinless case we show
that B(~x) >
√
3
2 · 1(1−r)2 − 1√3
1
(1−r)2 ln 1
1−r
, for |~x| close to 1, in-
sures the confinement provided we assume that the non-radially
symmetric part of the magnetic field is not very singular near the
boundary. Both constants
√
3
2 and − 1√3 are optimal. This answers,
in this context, an open question from [5]. We also derive growth
conditions for radially symmetric magnetic fields which lead to
confinement of spin 1/2 particles.
1. Introduction
This note is concerned with the problem of confinement of quantum
particles by magnetic fields. At the mathematical level, the confine-
ment of quantum particles in a bounded domain Ω is described by the
fact that the corresponding Hamiltonian is essentially self-adjoint on
C∞0 (Ω). The case when the confinement is due to the presence of an
electric field is well understood both at the physical and mathematical
levels (see [2], [3], [8], [12] and the references therein): a sufficiently fast
growth of the electric potential will prevent the particle from reaching
the boundary of Ω, leading to confinement. Moreover, optimal growth
rates are known for the potential close to the boundary ∂Ω, which
guarantee essential self-adjointness.
On the contrary, the case in which the confinement is due only to
the presence of a magnetic field is much less well-understood; even at
the physical heuristic level we are not aware of a clear-cut argument
justifying confinement. At the mathematical level, it was proved only
very recently by Colin de Verdie`re and Truc [5] that, under very general
conditions, an inverse square increase of the modulus of the magnetic
field, |B(x)| > C
dist(x,∂Ω)2
, C > 1, close to the boundary of Ω, leads to
confinement for spinless particles (i.e. H = (−i∇ − A)2 where A is a
1
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magnetic potential corresponding to B). The main technical ingredient
of the proof of confinement in [5] is a lower bound of the quadratic form
hH of H in terms of the magnetic field.
In the rest of this note we shall consider the magnetic confinement
problem in the simplest setting when Ω = D = {~x ∈ R2 | |~x| < 1} is
the unit disk in two dimensions. In this setting, the lower bound in [5]
for hH is an elementary result saying that, provided B(~x) > 0,
(1.1) hH(u, u) >
∫
Ω
B(~x)|u(~x)|2 dx .
This, together with general results on essential self-adjointness (see [12]
and references therein), leads to confinement, as long as close to the
boundary of Ω
(1.2) B(x) >
1
dist(x, ∂Ω)2
.
As for the optimality of (1.2), one can easily give an example (see [5],
Theorem 5.8) of a radial magnetic field, B(~x) ∼ α
dist(x,∂Ω)2
near the
boundary, such that for α ∈ (0,
√
3
2
), H is not essentially self-adjoint.
This raises the question of finding the optimal (i.e. the weakest) in-
crease of the magnetic field near the boundary insuring the essential
self-adjointness of H . In particular at the level of power like behavior
the problem left open in [5] is to find the optimal C ∈ [
√
3
2
, 1] lead-
ing to confinement. Passing to the (most interesting from the physical
point of view) case of spin 1/2 particles, i.e. when H is replaced by
(−i∇−A)2 −B, the problem of confinement is wide open, since (1.1)
gives only that (−i∇−A)2−B > 0, which does not imply confinement,
irrespective of the strength of the magnetic field. The existence of mag-
netic confinement for spin 1/2 particles is one of the main outcomes of
our paper.
In this note we report results about optimal magnetic field increase
near the boundary leading to confinement. In the spinless (Schro¨dinger)
case, for B(~x) = Brad(|~x|)+B1(~x) and as long as the non-radially sym-
metric part of the magnetic field, B1(~x), is not very singular near the
boundary of D, we prove confinement for
Brad(|~x|) >
√
3
2
· 1
(1− |~x|)2 −
1√
3
1
(1− |~x|)2 ln 1
1−|~x|
.
Here both constants in front of the leading and subleading terms are
optimal (see Theorem 1 for a precise formulation). In particular this
settles, for the case at hand, the question left open in [5]. As for the
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spin 1/2 (Pauli) case, we prove confinement if the magnetic field is
radially symmetric and obeys near |~x| = 1:
α
(1− |~x|)2 −
1
2α
1
(1− |~x|)2 ln 1
1−|~x|
6 B(|~x|) 6 βα
(1− |~x|)2
where
(1.3) β > 1, α >
β +
√
β2 + 3
2
.
Notice that, from (1.3), α > 3
2
. Again the value α = 3
2
is optimal. By
some (tedious) extra work one can add higher order subleading terms
of the form
const.(
1− |x|)2 ln ln · · · ln 1
1−|x|
and determine the corresponding optimal constant.
We wish to comment on the condition that the magnetic field has ra-
dial symmetry, which is crucial for our proofs (the non-radially symmet-
ric case for spinless particles follows from the radially symmetric one
by perturbation theory). The point is that, as it stands, the “global”
lower bound (1.1) seems hard to improve (if possible at all – see Re-
mark 4.9 in [5]); as already mentioned, this leads to C > 1. The radial
symmetry allows for partial wave decomposition, and thus reduces the
essential self-adjointness problem for the whole operator to the one for
each partial wave sector (indexed by the magnetic quantum number
m ∈ Z).
We would like to stress that the point of this reduction is not the fact
that one ends up with a collection of 1 dimensional problems, for which
one uses Weyl limit point criteria; the present day criteria for essential
self-adjointness are almost as powerful in the multi dimensional case as
in 1 dimension, see [2], [3], [8], [12] and the references therein (actually
the limit point criterion we use is a particular of case of the multi
dimensional result in [12]). What we gain from this decomposition is
rather the fact that we are left with the problem of proving appropriate
lower bounds for the effective one dimensional potential in each sector.
It turns out that this can be done (see Lemma 3.2 below), but note
that these bounds are not uniform in m, in the sense that they are
valid only for |~x| > rm with limm→∞ rm = 1.
At the technical level, aside from the results in [12], the main ingre-
dient is the fact that the formula giving the magnetic vector potential
in the transversal gauge (see Lemma B.1) allows a “nice” transfer of
the growth conditions from the magnetic field to the corresponding
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magnetic potential entering the Schro¨dinger or Pauli operators (see
Lemma 3.2).
The paper is organized as follows: Sections 2 and 3 contain our main
results and their proofs, respectively. The two appendices have very
different character: Appendix A contains a 1-dimensional version of
the essential self-adjointness criterion from [12] expressed as a new,
integral, limit point criterion. Aside from its use in the proof of the
main result, this criterion might be of interest in itself as a refinement
or easier-to-use version of many of the known limit point criteria (see
e.g. Theorem X.10 in [13], Theorem 1 in [7]). Finally, Appendix B is
included for the reader’s convenience, as it contains some of the known
properties of the transversal gauge which we use in our proofs.
2. Set-up of the problem and results
As already mentioned in the introduction, we will restrict our atten-
tion to the case when
(2.1) Ω = D = {~x = (x1, x2) ∈ R2 | x21 + x22 < 1} ⊂ R2 ,
and we will consider a magnetic Schro¨dinger operator,
(2.2) HS =
(−i∇−A)2 + q ,
and the associated Pauli operator
(2.3)
(−i∇− A)2 + q ± B
which appears as the nonrelativistic limit of the corresponding Dirac
operator [14]. We assume throughout the paper that
(2.4) B > 0 and B ∈ C1(D)
This in particular implies that we need only discuss, for the Pauli
operator, the nontrivial case,
(2.5) HP =
(−i∇− A)2 + q − B .
An important ingredient in proving essential self-adjointness for our
examples is the choice of the transversal (or Poincare´) gauge for the
magnetic vector potential. So throughout the paper, for a given mag-
netic field B(~x), A(~x) denotes the corresponding magnetic potential in
the transversal gauge. From our results, essential self-adjointness fol-
lows for all other gauges related to the transversal one by smooth gauge
transformations (see e.g. Proposition 2.13 in [5]). For the definition
of the transversal gauge and a few properties used in our proofs, see
Lemmas B.1 and B.2 below; more properties can be found, e.g., in [14]
or [11].
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We are interested in finding conditions on the magnetic field B(~x)
near |~x| = 1 guaranteeing the essential self-adjointness of HS and HP
in the case when the scalar potential, q(~x), vanishes (or is uniformly
bounded) near |~x| = 1. Since we shall make heavy use of polar coordi-
nates, ~x = (r, θ), in order not to obscure the main ideas with irrelevant
technicalities related with the singularity of the transformation from
rectangular to polar coordinates near the origin, we shall consider the
essential self-adjointness problem for HS and HP on C∞0 (Ω) where
(2.6) Ω = {0 < |~x| < 1},
and
(2.7) q(~x) =
1
|~x|2 .
We would like to emphasize the fact that, since q(~x) as given by (2.7)
assures the self-adjointness at 0 (see [13]), for a given magnetic field the
essential self-adjointness of HS and HP on C∞0 ({|~x| < 1}) with q = 0 is
equivalent to the essential self-adjointness of HS and HP (respectively)
on C∞0 ({0 < |~x| < 1}) with q as given by (2.7).
We are now in the position to state the main result of this note. In
what follows, r and θ are the polar coordinates of ~x.
Theorem 1. (i) Consider the Schro¨dinger operator
HS =
(−i∇− A)2 + 1
r2
defined on D(HS) = C∞0 ({0 < |~x| < 1}), where
(2.8) B(~x) = Brad(r) +B1(~x)
with
(2.9) Brad(r) >
√
3
2
· 1
(1− r)2 −
1√
3
1
(1− r)2 ln 1
1−r
,
for r close to 1, and
(2.10)
∫ 1
0
∣∣B1(r, θ)∣∣ dr +
∫ 1
0
∣∣ ∂
dθ
B1(r, θ)
∣∣ dr <∞
uniformly in θ ∈ [0, 2π). Then HS is essentially self-adjoint.
(ii) Consider the Pauli operator
HP =
(−i∇− A)2 + 1
r2
− B(~x)
defined on D(HP ) = C∞0 ({0 < |~x| < 1}), where
(2.11) B(~x) = Brad(|~x|).
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Suppose
(2.12) β > 1, α >
β +
√
β2 + 3
2
,
and
(2.13)
α
(1− r)2 −
1
2α
1
(1− r)2 ln 1
1−r
6 Brad(r) 6
βα
(1− r)2 ,
for r close to 1. Then HP is essentially self-adjoint.
(iii) For any c <
√
3
2
and d > 1√
3
one can find magnetic fields B(r)
satisfying either B(r) > c 1
(1−r)2 or B(r) >
√
3
2
· 1
(1−r)2 − d 1(1−r)2 ln 1
1−r
for
which HS is not essentially self-adjoint.
For any c < 3
2
and d > 1
3
one can find magnetic fields B(r) satisfying
for r close to 1 either B(r) > c 1
(1−r)2 or B(r) >
3
2
· 1
(1−r)2 − d 1(1−r)2 ln 1
1−r
for which HP is not essentially self-adjoint.
3. Proofs
3.1. Proof of Theorem 1(i) in the radially symmetric case. We
will start by providing growth conditions close to the boundary for the
magnetic field in the radially symmetric Schro¨dinger case. That means
that, in the transversal gauge, the magnetic potential A has the form
given by Lemmas B.1 and B.2:
(3.1) A(r, θ) = ra(r)
(− sin θ cos θ) ,
with
a(r) =
∫ 1
0
tBrad(tr) dt
where (r, θ) are, as before, the polar coordinates corresponding to the
rectangular coordinates ~x = (x1, x2).
We argue now following [13], [4] (the argument is quite standard but
we include it for completeness) that the essential self-adjointness of HS
is equivalent with the essential self-adjointness of
(3.2) H˜Sm ≡ −
d2
dr2
+
3
4r2
+
(
ra(r)− m
r
)2
in L2((0, 1), dr) ,
for all m ∈ Z, defined on C∞0 ((0, 1)). Indeed, let us note first that,
according to Lemma B.3, the Schro¨dinger operator written in polar
coordinates takes the form
(3.3) HS = −1
r
∂
∂r
r
∂
∂r
+
(
− i
r
∂
∂θ
− ra(r)
)2
+
1
r2
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We now split the operator HS according to partial waves. For
(3.4) ψm(r, θ) = ϕ(r) · eimθ ,
we obtain, using (3.3), that
(HSψm)(r, θ) =
[
−1
r
∂
∂r
r
∂
∂r
+ q(r) + r2a(r)2 − 2ma(r) + m
2
r2
]
ϕ(r)·eimθ
acting on the space L2((0, 1)×S1, rdrdθ). Then by a standard argument
(see e.g. [13], Appendix XI, Example 4) the essential self-adjointness
of HS is equivalent with the essential self-adjointness for all m ∈ Z of
HSm = −
1
r
d
dr
r
d
dr
+
1
r2
+ r2a(r)2 − 2ma(r) + m
2
r2
defined on C∞0 ((0, 1)) in L
2((0, 1), rdr). In other words, we are inter-
ested, for each m ∈ Z, in the operator HSm on the space L2((0, 1), rdr),
and more precisely, we want to understand its essential self-adjoiness
properties for r close to 1.
Using the general notation and set-up for Sturm-Liouville transfor-
mations from [4] (for this particular case see also [13],[5]), we define
the unitary operator of multiplication with γ(r) = r−1/2,
(3.5) Γ : L2((0, 1), dr)→ L2((0, 1), rdr) (Γφ)(r) = r−1/2φ(r) .
Then we know from the general theory that
(3.6) Γ−1HSmΓ = −∆+ q˜m, with q˜Sm =
HSmγ
γ
.
In our situation, we see from (3.1) and (3.6) that
(3.7) H˜Sm = Γ
−1HSmΓ.
The main point of (3.7) is that C∞0 ((0, 1)) is invariant under Γ, so H˜
S
m
is essentially self-adjoint on C∞0 ((0, 1)) if and only if H
S
m is essentially
self-adjoint on C∞0 ((0, 1)). So now we need to look at which growth
conditions on B lead to situations for which 1 is a limit-point of
H˜Sm = −
d2
dr2
+
3
4r2
+
1
r2
(
r2a(r)−m)2
with domain D(H˜Sm) = C∞0
(
(0, 1)
)
, m ∈ Z. Recall that this depends
only on the growth rate close to 1 of the potential
(3.8) q˜Sm(r) = r
2a(r)2 − 2ma(r) + 4m
2 + 3
4r2
.
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To describe the growth condition on the magnetic field, we consider
the “critical” magnetic field
(3.9) Bc(r) =
{√
3
2
1
(1−r)2 − 1√3 1(1−r)2 ln 1
1−r
, for 1− r 6 e−4,
0, otherwise
Proposition 3.1. Suppose that
(3.10) B(r) > Bc(r) .
Then H˜Sm is essentially self-adjoint for all m ∈ Z.
Proof. According to Weyl theory (see Theorem X.7 in [13]), we have
to verify that H˜Sm is limit point at 0 and 1. Since
(3.11) q˜Sm(r) =
3
4r2
+
1
r2
(
r2a(r)−m)2 > 3
4r2
it follows from classical results (e.g., Theorem X.10 in [13]) that H˜Sm is
limit point at 0.
Concerning the situation at 1, the needed growth rate close to 1 of
q˜Sm(r) is provided by the following technical lemma.
Lemma 3.2. For each m ∈ Z there exist rm < 1 such that for rm <
r < 1:
(3.12)
1
4(1− r)2 + q˜
S
m(r) >
(
1
1− r −
1
2(1− r) ln 1
1−r
− 4
(1− r) ln2 1
1−r
)2
and
(3.13)
1
2(1− r) 6
1
1− r −
1
2(1− r) ln 1
1−r
− 4
(1− r) ln2 1
1−r
Taking Lemma 3.2 for granted one can finish the proof of Proposition
3.1. Indeed, choosing the function G to be (for small enough t) of the
form
(3.14) G(t) = ln t+
1
2
ln ln
1
t
+
∫
t
4
(1− u) ln2 1
1−u
du ,
one can apply directly Lemma A.1, which gives that H˜Sm is limit point
at 1. 
We turn now to the proof of Lemma 3.2.
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Proof of Lemma 3.2. Let 1 − r0 = e−4. A finite number of constants
appearing during the proof will be denoted by the same letter C. From
(B.7), (3.9) and (3.10) for r > r0
(3.15)
r2a(r) =r2
∫ 1
0
tBrad(tr) dt =
∫ r
0
uBrad(u) du >
∫ r
r0
uBc(u) du
=
√
3
2
∫ r
r0
u
(1− u)2 du−
1√
3
∫ r
r0
u
(1− u)2 ln 1
1−u
du.
The first term on the r.h.s. of (3.15) gives
(3.16)
√
3
2
(
1
1− r − ln
1
1− r
)
+ C.
We estimate now the second term on the r.h.s. of (3.15). Integration
by parts gives
(3.17)∫ r
r0
u
(1− u)2 ln 1
1−u
du 6
∫ r
r0
1
(1− u)2 ln 1
1−u
du
=
1
(1− r) ln 1
1−r
+
∫ r
r0
1
(1− u)2 ln2 1
1−u
du+ C.
Integrating once again by parts and taking into account that for r > r0,
1− r < e−4:∫ r
r0
1
(1− u)2 ln2 1
1−u
du =
1
(1− r) ln2 1
1−r
+ 2
∫ r
r0
1
(1− u)2 ln3 1
1−u
du+ C
6
1
(1− r) ln2 1
1−r
+
1
2
∫ r
r0
1
(1− u)2 ln2 1
1−u
du+ C
which gives
(3.18)
∫ r
r0
1
(1− u)2 ln2 1
1−u
du 6
2
(1− r) ln2 1
1−r
+ C.
From (3.17) and (3.18)
(3.19)
∫ r
r0
u
(1− u)2 ln 1
1−u
du 6
1
(1− r) ln 1
1−r
+
2
(1− r) ln2 1
1−r
+ C.
Putting together (3.15), (3.16) and (3.19) one obtains
(3.20)
r2a(r) >
√
3
2
1
(1− r) −
1√
3
1
(1− r) ln 1
1−r
− 2
(1− r) ln2 1
1−r
−
√
3
2
ln
1
1− r + C .
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Choose rm > r0 such that
(3.21)
1
(1− r) ln2 1
1−r
>
√
3
2
ln
1
1− r +m− C.
Then for r > rm, from (3.20)
(3.22)
r2a(r)−m >
√
3
2
1
(1− r) −
1√
3
1
(1− r) ln 1
1−r
− 3
(1− r) ln2 1
1−r
> 0
Since (see (3.11)) q˜Sm(r) > (r
2a(r) − m)2, from (3.22) one can check
by direct computation (use ln 1
1−r > 4) that (3.12) and (3.13) hold
true. 
3.2. Proof of Theorem 1(i) in the nonradial case. Write (see
(B.5) and (B.7))
(3.23) a(r, θ) = arad(r) + a1(r, θ)
where
(3.24) a1(r, θ) =
∫ 1
0
tB1(t~x) dt, arad(r) =
∫ 1
0
tBrad(tr) dt .
From (3.24) and (2.10) it follows that a1 and
∂a1
∂θ
are uniformly bounded:
(3.25) sup
|~x|<1
{∣∣a1(r, θ)∣∣ + ∣∣∣∂a1
∂θ
(r, θ)
∣∣∣} 6 A1 <∞ .
Here recall (see (2.4)) that we always assume that our magnetic fields,
in particular B1, are C
1-smooth on the whole unit disk, including at 0.
This is needed to justify the uniformity of the bound (3.25) as r → 0.
Plugging (3.23) into (B.8) and expanding, one obtains
(3.26) HS = HSrad +H
S
1 ,
where
(3.27) HSrad = −
1
r
∂
∂r
r
∂
∂r
+ P 2θ,rad +
1
r2
and
(3.28)
HS1 = ra1(r, θ)Pθ,rad + Pθ,radra1(r, θ) + r
2a1(r, θ)
2
= 2ra1(r, θ)Pθ,rad − i∂a1
∂θ
(r, θ) + r2a1(r, θ)
2 ,
with
(3.29) Pθ,rad = − i
r
∂
∂θ
+ rarad(r) .
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Notice that both HSrad and H
S
1 are symmetric on C
∞
0 ({0 < |~x| < 1})
and, from subsection 3.1, HSrad is essentially self-adjoint. We show now
thatHS1 is relatively bounded with respect to H
S
rad, which will complete
this part of the proof.
By (3.25), the last two terms on the right-hand side of (3.28) are
bounded, and so we need only consider the first term. Let
ϕ ∈ C∞0 ({0 < |~x| < 1}) .
Then∥∥2ra1(r, θ)Pθ,radϕ∥∥2 6 2A21〈ϕ, P 2θ,radϕ〉 6 2A21〈ϕ,HSradϕ〉
6 2A21‖ϕ‖ · ‖HSradϕ‖ 6
A21
d2
‖ϕ‖2 + A21d2‖HSradϕ‖2
6 A21
(‖ϕ‖
d
+ d‖HSradϕ‖
)2
,
where we used the general fact that 2ab 6 a2+ b2. Putting all together
yields
‖HS1 ϕ‖ 6 A1d‖HSradϕ‖+
(
A1
d
+ A1 + A
2
1
)
‖ϕ‖ ,
which leads to the needed bound when d is chosen small enough. The
essential self-adjointness of HS then follows from the stability of essen-
tial self-adjointness against relatively bounded perturbations (see e.g.
[9], [13]).
3.3. Proof of Theorem 1(ii). By the same argument as in the radi-
ally symmetric Schro¨dinger case, one is reduced to the proof of essential
self-adjointness of
H˜Pm = −
d2
dr2
+
3
4r2
+
1
r2
(
r2arad(r)−m
)2 − Brad(r) = − d2
dr2
+ q˜Pm(r) .
Let rα defined by 1− rα = e−2(α+1). Defining
(3.30) Bc,α(r) =
{
α
(1−r)2 − 12α 1(1−r)2 ln 1
1−r
, for 1− r 6 e−2(α+1),
0, otherwise
and mimicking closely the proof of Lemma 3.2 one obtains
(3.31)
r2arad(r) >
α
(1− r)−
1
2α
1
(1− r) ln 1
1−r
− 1
(1− r) ln2 1
1−r
−α ln 1
1− r+C(α).
Choose rm,α > rα such that
(3.32)
1
(1− r) ln2 1
1−r
>
√
3
2
ln
1
1− r +m− C(α).
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Then for r > rm,α , from (3.31)
(3.33)
r2arad(r)−m > α
(1− r) −
1
2α
1
(1− r) ln 1
1−r
− 2
(1− r) ln2 1
1−r
> 0.
From (2.13),
1
4(1− r)2 + q˜
P
m(r) >
(
r2arad(r)−m
)2 − αβ − 14
(1− r)2 .
Then from (3.33) one can again verify directly (notice that from (1.3),
α > 3
2
and α2 − αβ + 1
4
> 1, and that ln 1
1−rα = 2(α+ 1)) that
(3.34)
1
4(1− r)2 + q˜
P
m(r) >
(
1
1− r −
1
2(1− r) ln 1
1−r
− 2(α+ 1)
(1− r) ln2 1
1−r
)2
and
(3.35)
1
2(1− r) 6
1
1− r −
1
2(1− r) ln 1
1−r
− 2(α+ 1)
(1− r) ln2 1
1−r
.
A direct application of Lemma A.1 with
(3.36) G(t) = ln t +
1
2
ln ln
1
t
+
∫
t
2(α+ 1)
(1− u) ln2 1
1−u
du ,
completes the proof of Theorem 1(ii).
3.4. Proof of Theorem 1(iii). For B(r) > c 1
(1−r)2 in the Schro¨dinger
case see Theorem 5.8 in [5]. For the optimality of the constant in front
of the subleading term choose
(3.37)
a(r) =
{√
3
2
1
1−r − 12(d+ 1√3) 1(1−r) ln 1
1−r
− e( 1√
3
− d
2
), for 1− r 6 1
e
,
0, otherwise
and verify that the corresponding magnetic field has the right behavior
as r → 1. At the same time for r sufficiently close to one from (3.37)
and (3.8)
(3.38) q˜S0 (r) = r
2a(r)2+
3
4r2
>
3
4
1
(1− r)2 −
d
√
3 + 1
2
· 1
(1− r)2 ln 1
1−r
,
and since d
√
3 > 1 one can apply Theorem 3 in [12] to H˜Sm. The proof
for the Pauli case is similar.
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Appendix A. Background
In this appendix, we give the particular case we need of the main
theorem in [12], in a form best adapted to its application in this paper.
Lemma A.1. Let
(A.1)
(
Hϕ
)
(x) = −ϕ′′(x) + V (x)ϕ(x) on (0, 1)
with V a continuous potential. Assume that V = V1 + V2, with V2
uniformly bounded and
(A.2) V1(x) +
1
4(1− x)2 > (G
′(1− x))2 for x ∈ (1/2, 1)
with G : (0, 1/2)→ R differentiable and satisfying:
i. There exists 0 < d0 < 1/2 such that
0 6 G′(t) 6
1
t
for t ∈ (0, d0) and G′(t) = 0 for t > d0 ;
ii. For any ρ0 6 d0/2,
(A.3)
∞∑
n=1
4−ne−2G(2
−nρ0) =∞ .
Then H is limit-point at 1.
Proof. Let
V˜ (x) =
{
V (x), for x > 1
2
;
V (1− x), for x < 1
2
.
Then the conditions of Theorem 1 in [12] are fulfilled for H˜ = − d2
dx2
+ V˜
on Ω = (0, 1), D(H˜) = C∞0 (Ω), so that H˜ is essentially self-adjoint.
Thus, by Theorem X.7 in [13] it must be limit-point at 1. 
Note that the crucial growth condition for the potential near x = 1 is
(A.3), but that looks somewhat unfamiliar. In fact, it is equivalent to
an integral type condition, at least in the case where we replace G′(t) >
0 by G′(t) > 1/(2t). The following integral limit-point criterion, which
is of interest in itself as a refinement or easier-to-use version of many
of the known limit-point criteria (see, e.g., Theorem X.10 in [13]), is a
direct consequence of Lemma A.1:
Proposition A.2. Let(
Hϕ
)
(x) = −ϕ′′(x) + V (x)ϕ(x) on (0, 1)
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with V a continuous potential. Assume that V = V1 + V2, with V2
uniformly bounded and
V1(x) +
1
4(1− x)2 >
(
G′(1− x))2 for x ∈ (1/2, 1)
with G : (0, 1/2)→ R differentiable and satisfying:
i. There exists 0 < d0 < 1/2 such that
(A.4)
1
2t
6 G′(t) 6
1
t
for t ∈ (0, d0), G′(t) = 0 for t ∈ (2d0, 12) ;
ii.
(A.5) lim
ε→0+
∫
ε
te−2G(t) dt =∞ .
Then H is limit-point at 1.
Proof. It follows from (A.4) that
(A.6)
d
dt
(
te−2G(t)
)
6 0 .
Now let ρ0 6 d0/2, as in the hypothesis of Lemma A.1, and denote
tn = 2
−nρ0. Then the sum in (A.3) equals
1
ρ20
∞∑
n=1
tne
−2G(tn)(tn−1 − tn) = 2
ρ20
∞∑
n=1
tne
−2G(tn)(tn − tn+1) .
Together with (A.6), this implies
1
ρ20
∫ ρ0
0
te−2G(t) dt 6
∞∑
n=1
4−ne−2G(2
−nρ0) 6
2
ρ20
∫ ρ0
2
0
te−2G(t) dt ,
showing in particular that (A.5) implies (A.3), and completing the
proof. 
The simplest choice for G near t = 0 is G(t) = ln t, and it leads to
the result of Theorem X.10 in [13]. The choice used in the proof of
Theorem 1 is of the form
(A.7) G(t) = ln t+
1
2
ln ln
1
t
+
∫
t
f(u)du
with f(u) > 0, limu→0 uf(u) = 0 and limt→0
∫
t
f(u)du < ∞. We send
the reader to [12] for more examples and a discussion of optimality. The
case (A.7) is not covered e.g. by Theorem X.10 in [13] or Lemma 3.11
in [6], nor by the particularization to the 1-dimensional case of Theo-
rem 6.2 in [2] or the Main Theorem iii. in [10]. Concerning Hinton’s
Theorem (Theorem 1 in [7]), while the choice η(x) = x−1/2, given there
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for the case at hand, also does not cover (A.7), one can show that a
better choice, η(x) = 1
x1/2 ln(1/x)1/2
near x = 0, does the job.
We close this appendix with a remark: in order to avoid technical-
ities, we have imposed smoothness conditions on V and G which are
stronger than necessary. For example, the differentiability condition
for G can be relaxed. In fact, as can be seen in the classical Agmon
paper [1] (see also [5]), it is sufficient to require that G be Lipschitz con-
tinuous and the corresponding inequality be understood in an almost
everywhere sense.
Appendix B. A few facts about the transversal gauge
An important step in proving essential self-adjointness for our exam-
ples is the choice of the transversal (or Poincare´) gauge for the mag-
netic vector potential. The definition and properties of the transversal
gauge used in this paper are well-known (see, e.g., [14]), and we provide
the proofs for the reader’s convenience.
More precisely, we have the following:
Lemma B.1. Let
(B.1)
A(~x) =
∫ 1
0
t ~B(t~x) dt ∧ ~x =
(
−x2
∫ 1
0
tB(t~x) dt, x1
∫ 1
0
tB(t~x) dt
)
Then A is a vector potential associated to the magnetic field B and
(B.2) A(~x) ⊥ ~x, |A(~x)| = |~x| ·
∫ 1
0
tB(t~x) dt .
Proof. The two claims in (B.2) follow immediately from (B.1) and the
assumption that B > 0. So all we need to show in order to complete
the proof is that
(B.3) B =
∂A2
∂x1
− ∂A1
∂x2
.
But plugging in the definition (B.1) of A, we get that
(B.4)
∂A2
∂x1
(~x)− ∂A1
∂x2
(~x) = 2
∫ 1
0
tB(t~x) dt
+
∫ 1
0
t2
(
x1∂1B(t~x) + x2∂2B(t~x)
)
dt
=
∫ 1
0
∂
∂t
(
t2B(t~x)
)
dt = B(~x) ,
as claimed. 
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Given this, we notice the importance of the quantity
(B.5) a(~x) =
∫ 1
0
tB(t~x) dt :
Lemma B.2. For smooth functions a and B on |~x| < 1, we have that
(B.6) a(~x) =
∫ 1
0
tB(t~x) dt ⇐⇒ B(~x) = 2a(~x) + ~x · ∇a(~x) .
Furthermore, a is radially symmetric iff B is, and in this case the
equivalence (B.6) becomes
(B.7) a(r) =
∫ 1
0
tB(tr) dt ⇐⇒ B(r) = 2a(r) + ra′(r) .
Proof. The proof of the equivalence from (B.6) consists of two appli-
cations of the calculation from the proof of Lemma B.1. Now, if B is
radially symmetric, and we set r = |~x|, then we see directly from (B.6)
that a is also, and
a(r) =
∫ 1
0
tB(tr) dt .
Conversely, if a is radially symmetric, notice that
~x · ∇a(~x) = ra′(r) ,
and so it follows again from (B.6) that B is radially symmetric also,
and
B(r) = 2a(r) + ra′(r) .

Finally, it is important to rewrite the Hamiltonian in polar coordi-
nates:
Lemma B.3. Let B be a (smooth) magnetic field on D, A the vector
potential in the transversal gauge (i.e., chosen as in Lemma B.1), and
a as in (B.6). Then, if (r, θ) are the polar coordinates associated to the
rectangular coordinates ~x = (x1, x2), we have that
(B.8)
(−i∇− A)2 = −1
r
∂
∂r
r
∂
∂r
+
(
− i
r
∂
∂θ
− ra(r, θ)
)2
.
Proof. The identity (B.8) follows by a direct change of variables. First
recall that
A(~x) = a(~x)
(−x2 x1) ,
so by expanding the square we see that(−i∇−A)2 = −∆+ ia (−x2 x1) · ∇ + i(−x2 x1) · ∇ a+ |~x|2a2 .
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The standard expression in polar coordinates of the Laplacian in 2
dimensions is
∆ =
∂2
∂r2
+
1
r
∂
∂r
+
1
r2
∂2
∂θ2
,
and we notice that
(−x2 x1) · ∇ = −r sin θ
(
cos θ
∂
∂r
− sin θ
r
∂
∂θ
)
+ r cos θ
(
sin θ
∂
∂r
+
cos θ
r
∂
∂θ
)
= sin2 θ
∂
∂θ
+ cos2 θ
∂
∂θ
=
∂
∂θ
.
Plugging these two expressions into the expanded square above leads
directly to (B.8). 
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