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Abstract
The telecom world is converging towards IP-based networks. The Internet is be-
coming increasingly popular and people expect to get wireless broadband Internet
connectivity from their mobile terminals, laptop computers, Personal Digital As-
sistants, and mobile phones. New services and applications are introduced con-
stantly, for example, multimedia applications and electronic commerce. These
new applications often require a service that is better than the default best-effort
service offered by IP-based networks. The packet handling must be predictable
and prompt, which implies a requirement for Quality of Service (QoS). Moreover,
the movement of the mobile terminal must not disrupt the allocation of QoS.
Currently, there are a huge number of different QoS and mobility mechanisms
for IP networks. Most of the QoS technologies are designed for fixed networks
and work inefficiently in mobile environments. The various mobility management
mechanisms have been designed to solely handle the mobility of nodes. They of-
ten have serious problems when QoS signaling is needed. Moreover, the security
mechanisms currently available are not optimized for mobile environments, where
mobile nodes may frequently change their point of attachment to the network.
This thesis studies the most promising technologies and integrates them into a
coherent fully IP-based mobile network architecture. The network is based on
open protocols defined by the Internet Engineering Task Force, and on protocols
studied within research projects. Mechanisms to support mobility and QoS have
been studied and enhanced to support smooth handovers. Moreover, this thesis
presents an enhancement that enables the use of RSVP for network internal sig-
naling in case end-to-end QoS is not available.
Computing Reviews (1998) Categories and Subject Descriptors:
C.2.0 Computer-communication networks: General
C.2.1 Computer-communication networks: Network Architecture and Design
C.2.2 Computer-communication networks: Network Protocols
C.4 Performance of Systems
General Terms:
Design, Experimentation, Standardization
Additional Key Words and Phrases:
Internet Protocol, mobile networks, wireless communications, QoS, IntServ, Diff-
Serv, IP mobility, local mobility management
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Chapter 1
Introduction
High-speed wireless communication is becoming an everyday commodity. With
the introduction of wireless packet-switched networks, such as General Packet
Radio Service (GPRS) and Third Generation mobile networks, and wireless LAN
networks, nomadic users have the possibility to connect to data services more
effectively than ever before. A high-speed connectivity allows faster information
retrieval or services with better visual quality, audio-video services, among other
things.
Nowadays, the Internet is a popular source of information for people to con-
sume. The Internet Engineering Task Force (IETF) [215] develops and standard-
izes the Internet Protocol (IP) suite, which includes the base IP protocol and pro-
tocols that are based on IP, for example TCP, UDP, and HTTP [59]. The packet
switched connectivity provided by the IP protocols is the basis for all information
transfer within the Internet, and the majority of private networks also operate on
IP protocols.
There are three primary reasons for the success of IP-based networking: eco-
nomic, engineering and end-user reasons. Economic benefits emerge from the
Internet Protocol’s flexibility to adapt to various communication environments:
IP protocols can be used in wired and wireless networks alike with relatively low
costs. Many companies provide IP-based components and solutions that lower
the cost of entry and enable rapid deployment of new infrastructures for oper-
ators. Additionally, there are no Intellectual Property Rights or any usage fees
associated with the IP protocols defined by the IETF.
There is a growing consensus in the network business community that the
engineering philosophy embodied in the IP protocol suite has benefits over the
(connection oriented, cell, frame (circuit) switched) networks commonly used by
telecommunications providers, such as the Integrated Services Digital Network
(ISDN) or the Asynchronous Transfer Mode (ATM) technology. For example, the
IP protocol has been the common building block for the GPRS and Third Gener-
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ation mobile networks. The main aspects of the IP philosophy are the principles
of keeping the network simple and modular, and to have open interfaces along
natural functional boundaries. These principles make infrastructure development
easier, and allow cheaper network installation and administration. Furthermore,
new ideas and new technology can be exploited rapidly.
The movement towards an IP-based access infrastructure for mobile networks
means that the same end-user applications will be found in both fixed networks
and mobile networks. Application developers will benefit, since they need to do
only one implementation of the basic communication code of a product, node ad-
dressing and use of data transfer protocols, for all IP-based networks. With the
basic implementation, IP-based client and server applications can communicate
regardless of the network type. Still, especially mobile and wireless environments
may require specific optimizations in order to provide a more efficient connectiv-
ity (see, for example, the work of the Mowgli project [101]). Furthermore, the
visual look and feel of applications need adaptation to different operating envi-
ronments, laptop computers, Personal Digital Assistants (PDA), mobile phones,
for example.
1.1 Motivation
The variety of applications used in IP networks has increased tremendously over
the recent years. Along with the common E-mail, file transfer and web brows-
ing applications, various multimedia applications have gained popularity. These
applications send audio and video streams with variable bandwidth and delay re-
quirements. On the other hand, remote monitoring of critical services, electronic
commerce and banking applications, for example, and network control and sig-
naling do not need strict bandwidth guarantees due to the bursty nature of the data
transfer. Instead, these applications require a very reliable and relatively prompt
packet routing. The use of many different applications results in a very heteroge-
neous traffic load in the transport network.
In a packet switched network, data packets are typically forwarded in a best-
effort way, and bursty traffic can lead to momentary congestion situations. Con-
gestion is noticed in the receiving application as delayed or lost packets. Because
the delay and bandwidth requirements of new multimedia, and remote monitor-
ing and control applications, for example, are very strict, some guarantees for the
quality of packet forwarding should be provided. A video application requires a
timely arrival of data packets in order to display the video correctly and delayed
or lost packets can not be resent since the time to present the lost data in the appli-
cation has passed. A low bandwidth audio application is usually more sensitive to
lost packets, since each packet carries a longer playing time worth of data than the
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flow of a high bandwidth video application. Furthermore, new services, such as
electronic commerce or emergency applications, will require reliable service from
the connecting access network. For example, TCP provides a reliable transfer of
data but can not give any guarantees about the time it takes to perform a trans-
fer. Therefore, guarantees of packet forwarding would also benefit TCP-based
applications.
One option to overcome the problems of network congestion is over-
provisioning of network capacity. Over-dimensioning can be provided in
connection-oriented and connectionless networks. In connection-oriented net-
works more data transfer capacity can be provided by adding ”connections”, for
example, by increasing, to some point, the number of base stations in a GSM
network, and, thus, increase the number of simultaneous users. However, it is
typical for data communications that a user is transferring data only a fraction of
the connection time, which still results in a low utilization of the overall network
resources. On the other hand, in connectionless networks, the network resources
are used more efficiently, but no absolute guarantees of connection quality can
be given; increasing the bandwidth of the shared medium can only provide better
statistical guarantees of the service, but does not prevent momentary congestion,
for example.
Furthermore, over-provisioning can be a very expensive solution, and is not
usually possible, for wireless links. Moreover, wireless links are much more un-
predictable than wired links, and exhibit far higher bit error and packet loss rates.
In addition, the movement of mobile nodes between access points can create con-
gestion at the new access point if resources need to be shared by more mobile
nodes than before.
Therefore, we need schemes to identify individual packets and mechanisms to
provide Quality of Service (QoS)1 to a selected subset of these packet flows. QoS
is used to denote the quality of the connectivity between end nodes. Other aspects
of QoS, such as the size of the display of portable terminals, usability of the user
interface or battery life, are out of the scope of this thesis.
1.2 Existing Solutions
IP-based QoS architectures and protocols can be classified into three types ac-
cording to their semantics. The first possibility to offer QoS to hosts is to provide
explicit reservations (a connection-oriented service) within the packet-switched IP
network. The Integrated Services (IntServ) framework [20], defined by the IETF,
1The term ”Quality of Service” or QoS is used in this thesis in a very general sense, similarly as
one would talk about, for example, security; the terms define generic services offered to end hosts
without specifying the means to implement the service.
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is a good example of such a scheme. IntServ is used to define the service requested
from the network using various parameters and message formats [174, 196].
IntServ does not define the means to propagate the request to the network. An
application can use the Resource Reservation Protocol (RSVP) [21, 197], for ex-
ample, as its end-to-end signaling mechanism to deliver resource requirements
defined with IntServ parameters to network nodes. A similar connection-oriented
approach is employed by YESSIR [140, 141] and INSIGNIA [105].
The Differentiated Services (DiffServ) architecture [13], on the other hand,
follows an approach based on relative priorities between packets. IP packets are
marked with certain code points in the packet header that indicate their priority
or dropping precedence, for example. The packets are then classified based on
the marking to packet aggregates, which receive a differentiated treatment hop-
by-hop. DiffServ does not include any signaling mechanism to propagate the
characteristics of the application flow to the network. This makes the service
more flexible, but the lack of signaling can result in a more approximate service
outcome compared to the IntServ approach.
A third approach to provide QoS to applications is to make the applications
adapt to the quality of the connection. The Real-Time Transport Protocol (RTP)
[166] includes mechanisms for flow adaptation and control above the IP and trans-
port layers. It includes a feedback mechanism, which the receiving application can
use to provide information to the sending application about the received packet
stream. The sending application can then use this information to change the qual-
ity of the multimedia stream, and consequently the bandwidth and delay require-
ments.
The mobility management of an IP-based node is handled on two levels, on
the link layer and on the IP layer. Cellular networks, such as GSM and GPRS,
provide only mobility management at the terminal inside the access network and
on the lower layers. They keep track of mobile nodes, using various registers and
databases, and handle the handovers between base stations without the IP layer
having any knowledge of the mobility, especially because the IP address of the
mobile node does not change due to the mobility management.
IP-layer mobility management mechanisms typically employ various agents
that store the location of mobiles and take part in routing packets between the
mobile nodes and their communication partners. Because IP addresses in practice
define physical locations, that is, the addresses of a subnet are always routed to
the same geographical area, the mobile network may frequently change the IP
address assigned to a particular mobile, even several times during the lifetime of
a communication session.
There are two types of IP mechanisms to provide the initial IP address of
mobile IP nodes to hosts wanting to communicate with them, and to support the
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movement of mobile nodes, that is, handle the routing of packets: global and local
mobility management mechanisms, often also called macro and micro mobility,
respectively. Mobile IP (MIP) [145, 87] is often used to provide the initial IP
address of a mobile and to handle the subsequent movement of the mobile on a
global, Internet-wide, scale. MIP includes a Home Agent in the home network
of the mobile node, which forwards packets destined to the mobile node towards
the current location of the mobile node, that is, the current IP address. When a
mobile node enters a foreign network, it is given an address from that network.
The mobile then registers this address with its Home Agent, which the Home
Agent can then use to route packets to the current address of that mobile. When
the mobile node moves, it updates its new address with the Home Agent.
Because the movement of mobile nodes in a foreign network can create fre-
quent changes of IP address, and, thus, frequent registrations with possibly distant
Home Agents, schemes to localize the mobility management have been designed.
Local mobility management is based on care-of-addresses, which are only reg-
istered once with the Home Agent. Subsequent movement is kept hidden from
external hosts, including the Home Agent. Various IP tunneling mechanisms, or
local routing table updates, are used to forward packets to and from mobile nodes
within the mobile access network. Examples of local mobility management mech-
anisms include Hierarchical Mobile IP [177], Cellular IP [24], HAWAII [155], and
the BRAIN Candidate Micro mobility Protocol (BCMP) [96].
A recent proposal called the Host Identity Payload [130, 131] seeks to de-
couple the physical location and global identifier of a node. A new header is added
to each IP packet to identify the sender regardless of its current IP address. This
approach can enhance or even replace current IP mobility management schemes.
Because the IP QoS and mobility mechanisms have until recently evolved
separately, problems arise when QoS provision is needed for mobile nodes. The
primary problems are due to the unpredictable nature of wireless links and to fre-
quent movement of mobile nodes between access points. In such an environment,
it is hard to provide absolute guarantees of QoS and efficient resource usage, and
at the same time support the movement of mobile nodes in such a way that a
mobile node would not entirely lose its QoS when moving to crowded areas.
The GPRS and the Third Generation networks have mechanisms to provide
mobility and QoS to data flows. They are only partly based on IP-technology, but
still offer subscribers connectivity to external IP networks, like the Internet. In
these networks, the mobile node addressing and data packet routing is based on
IP, but most other functionality, QoS and terminal mobility management, for ex-
ample, is implemented with proprietary protocols. However, the Third Generation
network specifications include more IP-based mechanisms with every revision of
the standards. Still, these architectures do not enjoy the same open nature of pure
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IP-based networks, IP QoS mechanisms, like RSVP, do not set up QoS in the
network, for example. Moreover, the deployment of GPRS and Third Generation
networks is only possible for major operators, partly due to frequency regulations
and high equipment costs.
So far, there has been little work in defining an open IP-based mobile network
specification, a network architecture that would be based on the philosophy of IP
and, therefore, interact seamlessly with other IP networks, like the Internet. An in-
teresting IP-based mobile network would be an IP-based wireless LAN (WLAN)
network: the frequencies are license-free, the radio equipment is relatively inex-
pensive and the network infrastructure, including functionality like QoS, can be
implemented with open license-free IP-based mechanisms. The WLAN technolo-
gies, such as IEEE 802.11 [32, 77, 78, 79] and HIPERLAN/2 [88, 211], or even
Blue Tooth [14], are used to provide wireless access to the fixed infrastructure
access network, and the IP protocols, like Mobile IP, handle the Internet-wide
mobility management. User authentication, admission control, security and QoS
have their own protocols standardized by the IETF.
1.3 Overview of the Approach
This thesis studies an IP-based mobile network architecture that provides QoS
to packet flows. The architecture is mainly based on open protocols defined by
the IETF. The QoS management is based on a combination of the IntServ and
DiffServ architectures and, therefore, supports a connection oriented service for
explicit resource reservations, but also a simpler and more resource-efficient ag-
gregate packet-forwarding service based on DiffServ. In case end-to-end QoS is
not available, for example, if the correspondent host is not aware of QoS schemes,
the solution includes a novel signaling protocol, called Localized RSVP, that can
be used within the access network. The solution is a modification of RSVP, and
can be used, for example, to set up resource sharing for the troublesome wireless
link. As a result, the architecture supports a wide range of QoS and can inter-work
well with different external IP networks
The global IP host mobility management can be implemented through Mobile
IP, or even HIP. The local mobility management is not fixed, because different net-
work topologies and sizes require alternative solutions, but the BCMP protocol is
suggested. Moreover, the mobility and QoS mechanisms have been coupled to al-
low for seamless handovers within and between access networks; once a handover
has been completed, both link and IP layer handover procedures, the QoS mech-
anisms are triggered to rapidly set up resource allocations for the new path. The
security of the presented architecture is also analyzed, although this thesis does
not present new schemes to provide authentication, authorization, and encryption
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of the network control signaling.
1.4 Structure of the Thesis
The thesis is composed of two parts. In the first part, Chapters 2 and 3 study exist-
ing architectures that support QoS and mobility, respectively. Chapter 4 presents
architectures and mechanisms that provide both service differentiation and mo-
bility, for example the Third Generation UMTS network [156] and the ITSUMO
architecture [29].
The main contributions of this thesis are presented in the second part. Chapter
5 provides an evaluation of the existing architectures as basis for the presented ar-
chitecture. Chapter 6 introduces the proposed architecture, and discusses the ben-
efits and weaknesses of the solution and the signaling required to provide service
to mobile nodes in this architecture. Finally, Chapter 7 describes an evaluation of
some of the key components in the architecture.
1.5 Research History
This thesis is primarily based on the author’s work in the BRAIN [208] and MIND
[223] projects. BRAIN was a research and technology development (RTD) project
sponsored by the European Commission under the Information Society Technolo-
gies Programme (IST) [218], which is one of the thematic programs of the Fifth
RTD Framework Programme (1998-2002). The main goals of the project were to
define an IP-based broadband mobile access network as a complement to GSM
and UMTS. The BRAIN network would support several high data rate users via
single base stations and offer the integration of end-to-end services over IP and
evolve IP towards mobility. The work in BRAIN was continued in the MIND
project [223], which extended the technologies designed in BRAIN to cover new
types of networks and scenarios.
This thesis is based on the original publications [80, 81, 82, 83, 110, 113, 114,
115, 116, 117, 118, 119, 120, 121]. In the following the main contributions of the
author are presented.
  The design of the QoS management for a mobile access network, based on
the IntServ over DiffServ model, was originally presented by the author.
The first presentation of the ideas appeared in a conference paper [113]
and the ideas were adopted by the BRAIN project. Section 4 and Appendix
A4 of the BRAIN project deliverable [80] is a joint work with other BRAIN
project members and describes the baseline QoS architecture in more detail.
  The MIND project continued the work of the BRAIN project and extended
the baseline QoS architecture to cover a wider range of network scenarios,
including mobile and ad-hoc networks. Section 7 and Annex 7 of the MIND
project deliverable [81] discuss additional extensions to the baseline QoS
architecture. A conference paper [114] where the author is the primary
contributor and editor also presents the MIND project architecture for the
provision of QoS.
  The Localized RSVP extension to standard RSVP is an original design by
the author. The first presentations of the extension appear in a paper by
the author and Professor Raatikainen [119] and in the BRAIN project de-
liverable [80]. Since then the Localized RSVP extension has been refined
and the latest description appears in a paper co-authored with Professor
Raatikainen [120], and an Internet Draft co-authored with Finnish mem-
bers of the MIND project [121] and presented at the 56th IETF meeting.
  An evaluation of the interactions of IP mobility and QoS mechanisms ap-
pears in [118]. The paper was a joint effort by members of the BRAIN
project and the author is the primary contributor and editor of the paper.
A paper discussing the benefits of coupling QoS and mobility mechanisms
was co-authored with other BRAIN project members [110]. A related study
written together with Finnish members of the MIND project on the inter-
action between link layer and IP layer QoS schemes appears in [117]. The
author was the main contributor and editor. An analyze of current IP QoS
signaling protocols, where the author is one of the contributors and editor,
can be found in [115]. This work is still ongoing.
  The first experimental evaluations of the QoS architecture, and the Local-
ized RSVP in a mobile access network appeared in the MIND project de-
liverables [82, 83]. The author is responsible for the design and execution
of the experiments performed under the so-called Nokia testbed. Simone
Leggio also took part in running experiments. New experiments have been
conducted for this thesis.
Part One
OVERVIEW OF QOS AND
MOBILITY IN IP NETWORKS
10 1 INTRODUCTION
Chapter 2
Quality of Service Architectures
This chapter studies the most important Quality of Service mechanisms for IP-
based networks. Most of the presented schemes are Internet Engineering Task
Force standards. QoS solutions in different link layers, such as ATM, are not
examined as the focus of this research is on the Internet Protocol and its technolo-
gies.
2.1 Introduction to Quality of Service
The basic packet-forwarding mechanism in IP networks is a straightforward ser-
vice where a packet is read from a network interface, the destination is compared
to the routing table, and the packet is queued at the right output network interface.
Packets in a queue are sent on a first-in first-out principle. This simple packet de-
livery mechanism is very fast and fair between competing flow. When the arriving
load on routers increase, the mechanism does not provide any guarantees for for-
warding delay or reliability. This can be seen as a clear case of the fundamental
End-to-End principle [162] of the Internet Protocol family—put the intelligence
on the end hosts and keep the connecting network simple.
Until recently this has been quite an adequate service for various applications.
This is because most applications are not delay sensitive and use the TCP protocol,
which can adapt to the network conditions. Nowadays the range of applications
used over the Internet has grown, and more of these applications are sensitive to
the end-to-end delay and reliability of the service, for example various multime-
dia applications. When the load on routers increases, the original ”same service
to all” concept is not feasible. Certain applications would benefit from a constant
”good” service, which gives Internet Service Providers a possibility to create new
service profiles besides the ordinary best-effort data service, a multi-service Inter-
net connection.
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The quality of a service is a vague term and can encompass a number of at-
tributes. To some people a good service is one with a low end-to-end delay and
high bandwidth, to some people a good service is an extremely reliable one with
very few packet drops, while others would enjoy a predictable service regardless
of the bandwidth or the end-to-end delay.
Chalmers and Sloman [26] divide the various QoS characteristics in two
groups, technology- and user-based QoS parameters. Technology-based param-
eters include delay, response time, jitter, data rate, and loss rate, for example.
User-based QoS parameters are more subjective and include categories, such as
perceived QoS, the visual quality of a streaming video, cost per unit time or per
unit of data, and also security. As an example, a user browsing the web and watch-
ing a public news broadcast would be more interested in the quality of the picture,
rather than its security. A user connecting remotely to a corporate network would
be most interested in the security of the connection, and less interested in costs.
Common to all the attributes is that a quality service has a superior performance
to the expected default service. More discussion on Quality of Service and the
implications to network operators can be found in [75]. The main concerns of this
thesis are the technology-based QoS characteristics of IP-based communications.
A direct approach to providing a higher service performance would be to over-
provision the network. This would mean that the backbone of the network can
handle more data packets than the borders of the network can inject. However,
from economical perspectives this is hardly sensible and quickly turns into a race
for more and more capacity as clients can easily consume more resources if given
the opportunity. Furthermore, in larger networks with many close and distant traf-
fic sources, deployment of new links may be difficult and expensive. Moreover,
possibilities for overprovisioning a wireless link are very limited. Thus, other
measures are needed to provide service differentiation in a best-effort packet-
switched IP network.
The following sections take a look at mechanisms for providing multi-service
networks, where the treatment of packets differs between flows. The Integrated
Service framework with the Resource Reservation Protocol can be used to provide
virtual dedicated circuit-switched connections to packet flows through a packet-
switched network. The Differentiated Service framework provides priorities to
packets. The Multiprotocol Label Switching can be used below both of these
architectures, on the link layer, to provide dedicated paths through a packet-
switched network. Enforcing usage policies in a packet network using the Com-
mon Open Policy Service is also discussed.
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The Integrated Services (IntServ) architecture [20] defines a set of objects and
parameter sets that applications can use to express their resource needs in the
connecting network. The IntServ framework aims to provide applications with a
guaranteed share of bandwidth. To the sending application, this would be similar
to having its own private link to the receiver. IntServ operates on a per-flow basis,
and the requested QoS for a flow is either fully granted or denied, no adaptation
based on resources left in the network is performed.
The framework identifies three main services that can be provided to applica-
tions: (i) Guaranteed services [174] provide flows of applications with an assured
amount of bandwidth, strict end-to-end delay bounds, and minimal queuing de-
lay to packets, (ii) Controlled load services [196] assure that the users will get
a service that is as close as possible to the one received by a best-effort service
in a lightly loaded network, and (iii) Best effort services are characterized by the
absence of a QoS specification and the network delivers the best possible quality.
The first two service classes use parameters, such as token bucket rate and size,
peak data rate, and minimum and maximum packet size. These provide detailed
information about the intended packet stream, so that routers are able to produce
detailed reservations.
The IntServ architecture assumes that an explicit setup mechanism is used to
convey resource requests to routers so that they can provide the requested services
to flows that require them. Moreover, the signaling must establish and keep the
reservation state in order to guarantee the resources promised. While the Resource
Reservation Protocol (RSVP) [21, 197] is the most widely known example of such
a setup mechanism, the IntServ architecture is designed to accommodate other
mechanisms as well.
IntServ services are implemented by network elements. While it is common
for network elements to be individual nodes such as routers or links, more com-
plex entities, such as ATM ”clouds” or 802.3 networks may also function as net-
work elements. The reference model of an IntServ element is presented in Figure
2.1.
In a traditional router, the packets scheduler uses a simple FIFO queue
whereas in the IntServ model the scheduler has to be able to support different
service classes. For example, an IntServ-enabled scheduler could be based on a
Fair-Shared-Queuing discipline.
The classifier enables the router to distinguish packets that have resources al-
located for better than best-effort service. After a resource reservation has been
established by the Reservation Setup Agents, data packets belonging to a particu-
lar flow must be identified out from the rest of the traffic during IP forwarding, so
they can be processed according to their dedicated flow specification.
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Figure 2.1: Reference Model for IntServ Routers
The admission control entity in the IntServ router manages the local resources
of a router. During a flow set up, the Reservation Setup Agent communicates
with the admission control to determine if a reservation request can be granted.
If a flow has been granted its resources, it is up to the admission control entity to
manage these resources, for example queue sizes and bandwidth allocations.
The reservation set-up agent establishes and maintains the resource reserva-
tions. Each reservation flow is split into two portions: a filter and a flow specifi-
cation. The filter defines the source and destination of a data session and the flow
specification is used to describe the parameters to the packet filter. An example of
reservation setup agent is an RSVP daemon running on a router or an end-host.
Moreover, the use of the Integrated Services framework over low bit rate links,
such as dial-up lines, ISDN channels and low speed leased lines, has been stud-
ied in the IETF [16, 86]. The main techniques to support flow differentiation
over these limited bandwidth links are real-time encapsulation and header com-
pression. The former deals with suspending and resuming lower priority flows
when higher priority flows emerge, and fragmentation of packets to enable faster
changes in scheduling and transmission. The principle in header compression is
that some information can be left out from packets and instead is maintained at
the ends of the link. This works best when packets are not reordered en route,
thus, header compression is best done at link level on a point-to-point link.
2.3 Resource Reservation Protocol 15
2.3 Resource Reservation Protocol
The Resource Reservation Protocol (RSVP) [21] is a signaling protocol that ap-
plications may use to reserve resources for both unicast and multicast flows in
an IP network. The network routers respond by explicitly admitting or rejecting
RSVP requests. Certain applications that have quantifiable resource requirements
express these requirements using IntServ parameters.
An RSVP reservation is receiver-initiated and aggregation of reservations is
supported depending on application needs. A flow may have multiple senders
and the protocol supports different reservation styles to dictate how to aggregate
reservations for different senders, for example, should all senders share a com-
mon reservation or should they all get their own dedicated reservations. Merging
control messages can reduce signaling overhead. RSVP creates unidirectional
reservations and maintains soft state in the network; the reservation is removed, if
it is not explicitly kept alive.
The main message types in RSVP are the Path message, which is transmitted
by the sender to initialize a new flow, and the Resv message, which comes back
upstream to the sender, applying the actual resource reservations at the routers.
The sender includes the wanted QoS with the Path message, which causes the
Path-state to be initialized at every RSVP-aware router receiving the message.
The Resv message follows exactly the (reversely) same route as the Path message
and sets the reservation if possible. The Path and Resv messages are refreshed pe-
riodically, and if a router does not receive a refreshing message within a specified
time, it will remove the reservation state and the allocated resources.
Every RSVP message carries a Session Object, which identifies the receiver of
the flow. The Session Object contains the destination IP address and port number
of the flow and the Protocol ID. A Path message also carries a Sender Template
that identifies the sender IP address and the source port number, a sender traffic
specification Tspec that describes the traffic characteristics of the flow generated
by the sender, an Adspec describing the aggregate QoS characteristics of the path,
and a PHOP Object identifying the previous hop along the path.
Each router records these objects for each sender. Each router independently
and periodically generates Path and Resv messages from this state information and
forwards these to the flow destination in order to maintain the reservation state. A
Resv message contains a Flowspec object, which consists of an Rspec that defines
the desired QoS, and a Tspec describing the traffic characteristics of the data flow
and to whom a particular reservation request should be forwarded. The Filter
Spec and Scope objects in a Resv message describe different reservation styles.
The formats and contents of Tspec, Rspec and Sender Tspec are determined by
the Integrated Services and are generally opaque to RSVP.
The Resv message traverses the reverse path of the data flow, set up by the
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Path messages, and is forwarded hop-by-hop. If at any router along this path the
reservation is rejected, that router sends a ResvErr message to the receiver, which
cancels the reservation setup. RSVP can not be used on uni-directional links.
In addition, the refresh mechanism is used to repair reservation paths in case
one end point of the transfer has moved or a new host has joined the multicast
group. The sender sends the periodic Path messages, which will set up the reser-
vation state on the new path. A Resv message sent by the receiver will eventually
re-set up the resource reservation. Whether the receiver just moved to the new
location or is a new receiver in a multicast group is opaque to RSVP. The refresh
mechanism works similarly if the host on the new path is a sender. If a host leaves
the multicast group, the reservations on the path will eventually timeout. The
length of the timeout can be adjusted on a per-link basis.
2.3.1 Security Issues
RSVP uses a hop-by-hop security architecture based on a chain-of-trust. This
type of hop-by-hop security is needed because intermediate RSVP routers need to
modify and process the content of the signaling messages. Thus, each neighboring
RSVP router must share keys for encryption.
To provide hop-by-hop integrity and authentication of RSVP messages, an
RSVP message may contain an INTEGRITY object using a keyed message digest
[6]. To allow a process on a system to securely identify the owner and the appli-
cation of the communicating process (e.g. user id) and convey this information in
RSVP messages (Path or Resv) in a secure manner, RSVP includes a Policy Data
object that is used to encode identities [200].
These objects together provide protection against forgery and message modi-
fication. However this does not provide non-repudiation nor protect against mes-
sage deletion. In the current RSVP security scheme, a two-way peer authenti-
cation and key management procedures are still missing. The security issues of
RSVP have been thoroughly analyzed in [191].
2.4 Differentiated Services
While Integrated Services provides per-flow guarantees, Differentiated Services
(DiffServ) [13] follows the philosophy of mapping multiple flows into a few ser-
vice levels—an approach sometimes referred to as Class of Service (CoS). Diff-
Serv does not define any signaling mechanisms, but instead, packets are marked
with a DiffServ Code Point (DSCP), which provides information about the QoS
requested for a packet. The code point enables network routers to handle IP pack-
ets differently depending on the code point and hence their relative priority.
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DiffServ code points are located in the 8-bit Type of Service (TOS) field in the
IP header. The TOS field used to define a specific forwarding treatment, which
a packet could request from the network, for example, low delay, high reliability,
or low cost. The old definition has been deprecated and DiffServ has adopted
a new one for packet classification. The TOS field has been divided into a new
6-bit DiffServ field and a 2-bit unused field. Each DiffServ code point (DSCP)
is encoded into the low order six bits. The unused field is being allocated to the
Explicit Congestion Notification (ECN) mechanisms [154].
Differentiated services can be constructed by a combination of: (i) marking
packets with a DSCP at boundary nodes, (ii) using the DSCP or a multifield clas-
sification to determine how packets are forwarded by the nodes inside the domain,
and (iii) conditioning the marked packets at boundary nodes.
2.4.1 Per-Hop-Behaviors
The service of DiffServ is realized by mapping the DSCP contained in the IP
packet header to a particular treatment or per-hop behavior (PHB), at each network
node along the path of the packet. There two primary PHBs defined in the IETF,
the Expedited Forwarding (EF) PHD [28, 33] and the Assured Forwarding (AF)
PHB [71].
The basic features of a DiffServ architecture are: (i) multiple flows are mapped
to aggregate service levels, (ii) qualitative QoS assurances can be provided to ap-
plications using various service levels, and (iii) state information about every flow
need not be maintained along the path. DiffServ performs aggregate classifica-
tion of packets in contrast to IntServ, which provides a per-flow classification. In
principal, Differentiated Services will support QoS based on flows and aggregated
flows by differentiation based on a certain code point.
The code points are divided into three code point pools. One is for standards
and the other two are for experimental or local use. One of the latter two pools
may be used for standardization, too.
Best-Effort is the currently used service in the Internet. There is no guarantee
for QoS. Everybody gets the service that the network is able to provide.
The Expedited Forwarding (EF) PHB [28, 33] is understood as a Virtual
Leased Line service (VLL). Therefore, the bandwidth can not be exceeded but
the user can leave it idle or use it to the full extent of its capacity. The holder of
this pipe should not be affected by the presence or absence of other users. In order
to actually provide this high service level, the amount of traffic injected into the
EF class needs to be carefully policed.
The Assured Forwarding (AF) PHB [71] does not provide a bandwidth guar-
antee but packets are given a higher priority. These packets have a higher proba-
bility to be transmitted over the network than packets from the best-effort PHB. In
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congestion situations the user of the Assured Forwarding service should encounter
less bandwidth decrease than Best-Effort users.
Four Assured Forwarding Service classes are defined. Each of these classes
has three levels of dropping precedence: low, medium, and high. Packets of a
micro flow are mapped dependent on the classification to a single class. The
different classes will be handled independently from each other. This means that
within a domain, reordering of packets belonging to the same micro flow will not
happen. For each class, it is necessary to implement a single queue.
2.4.2 Provision of End-to-end Services
The Internet is made of multiple interconnected autonomous networks called au-
tonomous systems (AS) or domains. At each domain boundary the provided
service is specified by a bilateral Service Level Agreement (SLA). Neighboring
administrative domains negotiate SLAs regarding the aggregate border-crossing
traffic. Specific SLAs are then enforced at the ingress and egress nodes of the net-
work by conditioning the aggregate traffic to fit the terms of the SLA. Meanwhile
each domain is free to choose the services and protocols for internal QoS support,
which it deems necessary to meet client needs and external commitments.
Configuration of the agreements between the domains can either be manual
or be automated with a policy server or bandwidth broker [136]. Which of these
approaches is deployed in practice depends on the particular situation. There
might be no need to automate configuration, if the traffic load is stable and the
networks can be provisioned to have excess capacity. If the traffic load is very
bursty or the use-case such as mobility demands more fine-grained provisioning,
there is a clear need for a policy entity. The configuration of the interior nodes
might be quite static and might have to be reconfigured manually.
There are several problems with the technical implementation of the SLAs:
  Forwarding services provided by a certain domain may not be compatible
with the services provided by a neighbor domain.
  Services provided by a certain domain may be compatible with the services
provided by a neighbor domain, but the PHB used to obtain the service
might be different.
  The PHB might be the same, but the DSCP used to request the PHB might
be different.
  The PHB and DSCP are the same but differences in provisioning and charg-
ing models results in different services.
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Due to the freedom of packet handling left to operators of administrative do-
mains, the original DSCP set by the packet sender may not persist. Thus, it is
possible that a packet marked with a high priority in the sender’s access network
may arrive labeled as low priority or even best-effort in the receiver’s access net-
work.
Lately there has been initiative in the IETF to specify formal per-domain be-
haviors (PDB) [137] to harmonize the service provision. In contrast to the more
abstract SLA concept, PDB is a technical building block coupling rules, specific
PHBs, and configurations with a resulting set of observable characteristics. PDBs
are intended as useful tools in configuring DiffServ domains but not be visible to
customers.
2.4.3 DiffServ Router
A DiffServ router consists of the five components shown in Figure 2.2. A packet
arrives at the classifier and will be classified according to the bilateral service level
agreement. The classifier forwards the packet to the traffic conditioner. The traffic
conditioner may include a meter, a marker, a shaper, and a dropper.
Packets
Classifier
Meter
Marker Shaper / Dropper
Traffic Conditioner
Figure 2.2: DiffServ Router Building Blocks
Meters measure the temporal properties of the stream of packets selected by
a classifier against a traffic profile specified in a Traffic Conditioning Agreement
(TCA). A meter passes state information to other conditioning functions to trigger
a particular action for each packet, which is either in-profile or out-of-profile.
Markers set the DS field of a packet to a particular code point, adding the
marked packet to a particular DiffServ behavior aggregate. The marker may be
configured to mark packets identified by a filter to a single code point, or may be
configured to mark a packet to one of a set of code points used to select a PHB,
according to the state of the traffic meter. An existing marking may be changed.
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Shapers delay some or all of the packets in a traffic stream in order to shape
the stream into compliance with a traffic profile. A shaper usually has a finite-size
buffer, and packets may be discarded if there is not sufficient buffer space to hold
the delayed packets.
Droppers discard some or all of the packets in a traffic stream in order to bring
the stream into compliance with a traffic profile. This process is known as policing
the stream. Note that a dropper can be implemented as a special case of a shaper
by setting the shaper buffer size to zero packets or a few packets.
Depending on the placement of the node in the domain topology, it may have
to perform one of the following actions:
  The ingress and egress nodes of a domain have to perform traffic condition-
ing based on the SLA between the two domains. Packets are classified to
aggregate flows and marked accordingly. If the aggregate flow is over pro-
file, the EF packets will be policed and the AF packets will be marked with
a higher dropping precedence.
  Interior nodes do not implement traffic conditioning. Classification and
the forwarding to the respective outgoing queues is done according to the
DSCPs.
Currently there are two defined traffic classifiers [13]. The Behavior Aggre-
gate (BA) classifier selects packets based only on the DSCPs. The Multi Field
(MF) classifier looks additionally into other customer-specific fields of the head-
ers. These may include source address, destination address and protocol ID in
the IP header, source port and destination port of the transport header or other
information, such as incoming interface or fields on application level, for exam-
ple Real Time Transport Protocol fields. Still, IP tunneling may hide parts of this
information, for example, the port numbers may be hidden by IPsec. Therefore,
it is important to copy the DSCP value from the inner header to the outer header
at the beginning of the tunnel to allow intermediate routers to make use of BA
classification.
The traffic profile provides rules for determining whether a particular packet
is within this profile (in-profile) or out of this profile (out-of-profile). Different
levels of rules are possible. Depending on the profile, actions are triggered to
influence the packet, for example, the change of the code point or queuing until
the packet is in-profile because no token is available.
There are two kinds of security issues associated with DiffServ. First, there is
no guarantee that the original DSCP value remains intact. The DSCP value used
to select a service may be changed because of normal processing at the ingress
or egress of a domain, but may also be changed by a third party. Even IPsec is
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unable to protect the header used for routing, because the IPsec protocol does not
include the IP header DSCP value in any of its cryptographic calculations. Still,
in tunnel mode, IPsec can protect the inner IP header.
The second concern is about a potential for a denial-of-service attack, where
a domain and its classes may be flooded with excess traffic causing the ongoing
flows to suffer from the congestion. There is no simple solution to this problem,
except that all ingress nodes must enforce the service provisioning policy. Having
the ingress nodes do a careful analyze and classification of the incoming traffic
can prevent the core of the domain to become congested.
2.5 Integrated Services over Differentiated Services
IntServ, RSVP and DiffServ can be seen as complementary technologies in the
pursuit of end-to-end QoS. Together, these mechanisms can facilitate deployment
of multimedia applications. IntServ enables hosts to request per-flow, quantifiable
resources, along end-to-end data paths and to obtain feedback regarding admissi-
bility of these requests. DiffServ enables scalability across large networks. There
are a number of work in progress efforts, which are directed towards these ag-
gregated control models, including aggregation of RSVP [5], the RSVP DCLASS
Object [11] to allow Differentiated Services Code Points (DSCPs) to be carried in
RSVP message objects, and operation of Integrated Services over Differentiated
Services networks [12].
From the perspective of IntServ, DiffServ regions of the network are treated
as virtual links connecting IntServ capable routers or hosts located on the edges
of the DiffServ region. Within the DiffServ regions of the network, routers imple-
ment specific PHBs and aggregate traffic control. The total amount of traffic that
is admitted into the DiffServ region will receive a certain PHB and may be limited
by policing at the edge. As a result the DiffServ regions of the network will be
able to support the IntServ style services requested by nodes outside the DiffServ
region.
In the framework, the support of end-to-end Integrated Services over the Diff-
Serv regions of the network is addressed. The goal is to enable seamless inter-
operation. The primary benefit of combining the Integrated Services and the Dif-
ferentiated Services architectures is the increased scalability and flexibility, pro-
vided through the aggregate traffic control of DiffServ.
2.5.1 Reference Model
The ISSLL working group has studied the use of IntServ in a DiffServ-capable
network. The reference model is based on Figure 2.3.
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Figure 2.3: The IntServ over DiffServ Reference Architecture
The reference network includes a DiffServ region in the middle of a larger
network supporting IntServ end-to-end. The DiffServ region contains a mesh of
routers, at least some of which provide aggregate traffic control. The regions out-
side the DiffServ region, the non-DiffServ regions, contain meshes of routers and
attached hosts, at least some of which support the Integrated Services architec-
ture. For simplicity, only one stationary receiver and sender are discussed here.
The edge routers (ER1, ER2), which are adjacent to the DiffServ region interface
to the border routers (BR1, BR2) in the DiffServ region.
This model does not fix the sizes of the different regions and their structure.
At the other extreme, the Non-DiffServ regions could be only the sending and
receiving nodes themselves—and possibly the closest router—while all routers
between these two are DiffServ enabled. Basically, the more DiffServ routers the
network has, the more scalable the service is. On the other extreme, the DiffServ
region is minimal.
The basic requirements and assumptions are:
  Both the sender and the receiver use RSVP to communicate their quantita-
tive QoS requirements.
  RSVP messages are forwarded even if some router on the path, or the whole
DiffServ region, is not RSVP aware.
  There is a mechanism for mapping RSVP-based reservations to DSCPs.
  Depending on the scenarios, routers in the DiffServ region may be able to
produce RSVP messages, even though the forwarding operation is purely
based on the DSCPs.
  There is a Service Level Agreement (SLA) between the Non-DiffServ re-
gions and the DiffServ region. The SLA defines the capacities of the Diff-
Serv region, the resource types and capacities for each type of RSVP-based
reservation.
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The functionality of the framework is the following. The sender requests a
QoS-enabled service from the network by sending the RSVP Path message. The
message is forwarded through the first subnetwork and arrives at the edge router
ER1. This router performs standard RSVP processing and installs the Path state.
The Path message is sent onward to the DiffServ region, where the message is
forwarded transparently, and then processed at ER2 according to the standard
RSVP processing rules.
When the Path message reaches the receiver, that host generates an RSVP
Resv message, indicating the resources needed to support the indicated traffic.
The Resv message is carried back towards the DiffServ network and the sending
host. At ER2, the Resv message is subjected to standard RSVP/IntServ process-
ing, and ER2 may reject the reservation request if resources on the downstream
interface are deemed insufficient.
If the message is not rejected, it will be carried transparently through the Diff-
Serv network region, and arrives at ER1. In ER1, the Resv message triggers
admission control processing. ER1 compares the resources requested to the re-
sources available in the DiffServ network region at the corresponding DiffServ
service level. If ER1 approves the request, it updates its internal tables to indicate
the reduced capacity, and sends the Resv message upstream towards the sender.
When the sender receives the Resv message, it knows that the request was
admitted and it can start sending traffic. The sender can then use a default DiffServ
code point to mark the packets of the admitted flow, or it can get the proper code
point with the Resv message in the DCLASS Object [11]. Note that any RSVP
node in the IntServ regions may reject the reservation request due to inadequate
resources or policy, and then initiate appropriate error messages.
The resource management in the DiffServ regions can be performed by one of
the following methods.
Statically Provisioned DiffServ Network Region
In this architecture, no devices in the DiffServ network region are RSVP aware.
The DiffServ network region is statically provisioned. There is a Service Level
Specification (SLS), a static contract, for the transmit capacity at each of a num-
ber of standard DiffServ service levels. The transmit capacity may be simply
an amount of bandwidth or it could be a complex profile involving a number of
factors such as burst size, peak rate, or time of day.
It is helpful to consider each edge router in the non-DiffServ network as con-
sisting of two halves, a standard IntServ half, which interfaces to the network
regions of customers and a DiffServ half, which interfaces to the DiffServ net-
work region. The IntServ half is able to identify and process traffic on per-flow
granularity.
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The DiffServ half of the router can be considered to consist of a number of
virtual transmit interfaces, one for each DiffServ service level negotiated in the
SLS. The router contains a table that indicates the transmit capacity provisioned,
per the SLS at each DiffServ service level. This table, in conjunction with the
default mapping, is used to perform admission control decisions on IntServ flows,
which cross the DiffServ network region.
RSVP-Aware DiffServ Network Region
In this architecture, the edge routers of the non-DiffServ network are standard
RSVP routers. The border router, BR1 in Figure 2.3, is RSVP aware. In addition,
there may be other routers in the DiffServ network region, which are RSVP aware.
Note that, although these routers are able to participate in some form of RSVP
signaling, they classify and schedule traffic in aggregate, based on DSCP, not on
the per-flow classification criteria used by standard RSVP/IntServ routers. This
approach exploits the benefits of RSVP signaling while maintaining much of the
scalability associated with DiffServ.
In the preceding method, there is no signaling between the DiffServ network
region and network elements outside it. The negotiation of an SLS is the only
explicit exchange of resource availability information between the two network
regions. ER1 is configured with the information represented by the SLS and as
such is able to act as an admission control agent for the DiffServ network region.
Such configuration does not readily support dynamically changing SLSs, since
ER1 requires reconfiguration each time the SLS changes. It is also difficult to
make efficient use of the resources in the DiffServ network region. This is because
the edge-based admission control does not consider the availability of resources
in the DiffServ network region along the specific path that would be impacted,
that is, some cross-over router may be congested within the DiffServ region.
By contrast, when the DiffServ network region is RSVP aware, the admission
control agent is part of the DiffServ network. As a result, changes in the capacity
available in the DiffServ network region can be indicated to the IntServ-capable
nodes outside the DiffServ region via RSVP. By including RSVP routers inside the
DiffServ network region, it is possible to simultaneously improve the efficiency of
resource usage in the DiffServ region and to improve the level of confidence that
the resources requested at admission control are indeed available at this particular
point in time. However, this can affect the scalability of the network region.
This benefit of RSVP signaling is referred to as ”topology aware admission
control”. A further benefit of supporting RSVP signaling in the DiffServ network
region is that it is possible to make changes in the provisioning of the DiffServ
network region—for example, allocating more or less bandwidth to the premium
service queue in a router—in response to resource requests from outside the Diff-
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Serv region. Various mechanisms may be used in the DiffServ network region
to support dynamic provisioning and topology-aware admission control. These
include aggregated RSVP, per-flow RSVP and bandwidth brokers.
Dynamically Provisioned, Non-RSVP-aware DiffServ Region
Border routers might not use any form of RSVP signaling in the DiffServ net-
work region but might instead use custom protocols to interact with an ”oracle”.
The oracle is an agent that has sufficient knowledge of resource availability and
network topology to make admission control decisions. The set of RSVP-aware
routers in the previous two examples can be considered collectively as a form of
distributed oracle. In various definitions of the bandwidth broker [30, 136, 202],
it is able to act as a centralized oracle. The COPS protocol [36] seems to be the
custom protocol for dynamic resource allocations [74].
2.6 Real-Time Transport Protocol
The Real-time Transport Protocol (RTP) [166] [167] provides end-to-end packet
transport functions suitable for applications transmitting streaming data with real-
time requirements, such as streaming audio and video. These applications require
on-time delivery of packets and packet loss is more acceptable than delays. For
example, TCP provides maximum reliability using re-transmissions, but can not
handle on-time delivery of information—every byte of information is sent no mat-
ter how long it takes.
RTP provides end-to-end delivery services, such as payload type identifica-
tion, timestamping and sequence numbering, for data with real-time characteris-
tics, e.g. interactive audio and video. RTP does not address resource reservation
and does not guarantee quality-of-service for real-time services. It can be used
over unicast or multicast networks. RTP itself however, does not provide all of
the functionality required for the transport of data and, therefore, applications
usually run it on top of a transport protocol such as UDP.
RTP works in conjunction with a control protocol, the Real Time Control Pro-
tocol (RTCP), which provides minimal control over the delivery of the data. RTCP
provides support for real-time conferencing of groups of any size. This support in-
cludes source identification and support for gateways like audio and video bridges
as well as multicast-to-unicast translators. It offers quality-of-service feedback
from receivers to the multicast group as well as support for the synchronization of
different media streams. RTCP performs four main functions:
1. Feedback Information is used to check the quality of the data distribution.
During an RTP session, RTCP control packets are periodically sent by each
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participant to all the other participants. These packets contain information
such as the number of RTP packets sent and the number of packets lost,
which the receiving application or any other third party program can use to
monitor network problems. The application might then change the trans-
mission rate of the RTP packets to help reduce any problems.
2. Transport-level identification is used to keep track of each of the partici-
pants in a session. It is also used to associate multiple data streams from a
given participant in a set of related RTP sessions, for example, the synchro-
nization of audio and video.
3. Transmission Interval Control ensures that the control traffic will not over-
whelm network resources. Control traffic is limited to at most 5% of the
overall session traffic.
4. Minimal Session Control. This is an optional function, which can be used
to convey a minimal amount of information to all session participants, for
example, to display the name of a new user joining an informal session.
When an RTP session is initiated, an application defines one network address
and two ports, one for RTP and one for RTCP. If there are several media formats
such as video and audio, a separate RTP session with its own RTCP packets is
required for each one. Other participants can then decide, which particular session
and hence medium they want to receive.
Overall RTP provides a way, in which real-time information can be transmit-
ted over existing transport and underlying network protocols. With the use of a
control protocol, RTCP, it provides a minimal amount of control over the delivery
of the data. However, to ensure that the real-time data will be delivered on-time,
RTP must be used in conjunction with other mechanisms and protocols that will
provide a reliable service.
RTP does not address the issue of resource reservation or quality of service
control; instead, it relies on resource reservation protocols such as RSVP. How-
ever, using RTP with RSVP would be of little use, since RSVP and IntServ either
provide full service or no service at all. RTP would be put to better use if it was
used with a DiffServ kind of service, which does not provide absolute guarantees.
RTP primarily relies on IP-layer security mechanisms for confidentiality and
authentication. Still, RTP defines its own confidentiality service by encrypting
RTP and RTCP messages until lower layer mechanisms are widely available. RTP
itself does not define authentication and message integrity mechanisms because
these services would not be directly usable without a key management infras-
tructure. Still, a separate extension to RTP called Secure Real-Time Transport
Protocol provides confidentiality, message authentication, and replay protection
to the RTP/RTCP traffic [8].
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2.7 Multiprotocol Label Switching
As a packet of a connectionless network layer protocol travels from one router to
the next, each router makes an independent forwarding decision for that packet.
That is, each router examines the header of packets and runs a network layer
routing algorithm. Each router independently chooses a next hop for the packet,
based on its analysis of the packet header and the results of running the routing
algorithm.
Packet headers contain considerably more information than what is needed to
simply choose the next hop. Choosing the next hop can, therefore, be thought of as
composing of two functions. The first function partitions the entire set of possible
packets into a set of Forwarding Equivalence Classes (FECs). The second function
maps each FEC to a next hop. Insofar as the forwarding decision is concerned,
different packets, which get mapped into the same FEC, are indistinguishable. All
packets, which belong to a particular FEC, and which travel from a particular node
will follow the same path.
In conventional IP forwarding, a particular router will typically consider two
packets to be in the same FEC if there is some address prefix X in that routing
tables of the router such that X is the longest match for each destination address
of each packet. As the packet traverses the network, each hop in turn reexamines
the packet and assigns it to a FEC.
In the Multiprotocol Label Switching (MPLS) [158] scheme, the assignment
of a particular packet to a particular FEC is done just once, as the packet enters
the network. A router that supports MPLS is known as a Label Switching Router
(LSR). The FEC, to which the packet is assigned, is encoded as a short fixed length
value known as a label. When a packet is forwarded to its next hop, the label is
sent along with it; that is, the packets are labeled before they are forwarded.
At subsequent hops, there is no further analysis of the network layer header of
packets. Rather, the label is used as an index into a table, which specifies the next
hop, and a new label. The old label is replaced with the new label, and the packet is
forwarded to its next hop. This has a number of advantages over conventional net-
work layer forwarding. First, MPLS forwarding can be done by switches, which
are capable of doing label lookup and replacement, but are either not capable of
analyzing the network layer headers, or are not capable of analyzing the network
layer headers at adequate speed. Secondly, the ingress router may use additional
information not found in packet headers, for example the incoming network inter-
face, to assign the packet to a FEC. In addition, the particular ingress router can
be used in the labeling decision of packets entering the network. Furthermore,
MPLS allows to create dedicated paths through the network for certain FECs as
a matter of policy or traffic engineering. Moreover, MPLS allows a precedence
or class of service parameter to be inferred from the label, and, thus, allows to
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support service differentiation to packet flows. Forwarding decisions with QoS
support can be based on the DSCP field [57]. MPLS has also been defined to
work with IntServ and RSVP [4].
Some routers analyze a packet network layer header not merely to choose the
packet next hop, but also to determine a packet ”precedence” or ”class of ser-
vice”. They may then apply different discard thresholds or scheduling disciplines
to different packets. MPLS allows (but does not require) the precedence or class
of service to be fully or partially inferred from the label. In this case, the label
represents the combination of a FEC and a precedence or class of service.
The primary goal of the MPLS is to provide a scalable base technology that in-
tegrates the label switching forwarding paradigm with network layer routing. This
base label switching technology is expected to improve the price/performance of
network layer routing, improve the scalability of the network layer, and provide
greater flexibility in the delivery of routing services. The initial MPLS effort is
focused on IPv4, but the core technology can be extended to multiple network
layer protocols. Furthermore, MPLS is not confined to any specific link layer
technology.
In a QoS architecture, MPLS can be used both to dedicate certain paths be-
tween nodes for high quality services, while some other paths can be dedicated
to aggregate best-effort traffic, or to provide alternate forwarding paths to flows
when certain paths become congested.
Some routers may implement security procedures which depend on the net-
work layer header location relative to the data link layer header. Because MPLS
inserts a shim between the data link layer header and the network layer header,
any such security procedures may fail.
An MPLS label has a meaning between the LSR that puts the label and the
LSR that interprets that label. If labeled packets are accepted from untrusted
sources, or if a particular incoming label is accepted from an LSR to which that
label has not been distributed, then packets may be routed in an illegitimate man-
ner.
The IETF MPLS working group [225] defines the procedures and protocols
used to assign significance to the forwarding labels and to distribute that informa-
tion between cooperating MPLS forwarders.
2.8 Policy Control
Together with the provision of QoS, there is a need to manage policy information
in network nodes. The IETF Policy Framework working group [228] aims at
defining an extensible information model and specific schemata that can be used
for general policy representation (called the core information model and schema)
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[128], and to extend that core information model and schema to address the needs
of QoS traffic management (called the QoS information model and schemata)
[176].
The Policy Framework working group does not develop protocols to commu-
nicate policy information between network nodes. The Common Open Policy
Service (COPS) [36] protocol is being developed in the Resource Allocation Pro-
tocol working group [229] to manage policies between network nodes. The Policy
Framework WG is working with the RAP WG to define usage directives for use
of the COPS base protocol to support policy information exchange transactions
within the policy framework.
The ultimate goal of policy-based networking is to support the trend away
from individual device management, toward managing and controlling a network
as a whole [128]. Policy-based networking allows network elements from dif-
ferent vendors, equipped with different capabilities, to be consistently configured
according to network policies. For instance, network policies may be aligned with
the business goals of a company.
The Common Open Policy Service
The COPS protocol is used to carry network policies. The basic model of the
COPS is shown in Figure 2.4. The resources are allocated or released inside a
node, for example a router, by a Policy Enforcement Point (PEP). A node not sup-
porting the COPS protocol is called a Policy Ignorant Node (PIN). The network
nodes are grouped into administrative domains. There is always at least one policy
server in each administrative domain. Inside the policy server there is the Policy
Decision Point (PDP), which makes the final decision about the allocation of the
resources. There can also be a local PDP (LPDP) in the network node.
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Figure 2.4: Example Network with COPS Nodes
The COPS protocol employs a client-server model where the PEP sends re-
quests and updates to the PDP and the PDP returns decisions back to the PEP.
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If the remote PDP is not available, for example due to a network error, the PEP
must try to connect to a remote backup PDP or revert to a local PDP. However,
when the connection to the remote PDP is recovered, PEP should update the PDP
with the decisions, which happened locally during the disconnection. The con-
nection between the PEP and remote PDP is reliable, because COPS uses TCP as
its transport protocol.
The COPS protocol is stateful, since states are created in PEP and PDP nodes
after handling policy decisions. Changes in PEP states can also be triggered by
the PDP; the PDP can send unsolicited decisions to PEP, for example, to force the
PEP to change previous decisions. Respectively, the PEP can send information
for accounting or monitoring purposes to the PDP.
Usage Models
There are two usage models for the COPS framework: the configuration model
and the outsourcing model [27]. The configuration model is meant for fairly static
environments, for example, in networks, where the Service Level Agreements do
not change very often. The PEP can be provisioned by the PDP to react to external
events and perform the policy decision making without contacting the PDP. The
PDP may at any time update the policy information stored at the PEP.
In the outsourcing model, the PEP outsources the admission decisions to the
PDP by sending a request for decision to the PDP each time an admission request
comes in to the PEP. The PDP then considers the request and sends back its reply,
possibly with some additional or changed information. Additionally, PDP may
update and change its decisions and send new decision messages asynchronously
at any time.
IETF has defined the COPS usage for RSVP [74], which is used as an example
of the use of an outsourcing model in Figure 2.5. In addition, the RSVP protocol
has been enhanced with new functionality to cope with the handling of policies as
criteria for admission of resource requests [72].
When an RSVP router receives a Path message (1), the PEP module of the
router forwards the message to PDP with the RSVP message contents encapsu-
lated in the Client Specific Information object of the Request COPS message (2).
The PDP then gives either a positive or a negative response in a Decision COPS
message (3). If a positive response was given, the PEP forwards the Path message
towards the receiver of the flow (4). If the PDP gives negative response, the RSVP
module has to act accordingly and report the failed reservation as specified in the
RSVP specification [21].
When a Resv message arrives to the RSVP router (5), the PEP module sends
a Request message to PDP with the contents of the Resv message encapsulated
(6). If the PDP gives a positive response (7), the PEP allocates the resources. The
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Figure 2.5: Example of the COPS Outsourcing Model
PDP may decide to change some of the parameters of the reservation request. If
the resource allocation was successful, the PEP commits the allocation by sending
a commit message to the PDP (8). After the resource allocation has been success-
fully made, the RSVP module at the router forwards the Resv message towards
the sender (9). If the PEP fails to allocate the admitted resources, it has to send a
Delete Request State message to indicate that the PDP may delete the state related
to the request.
In addition to the Path and Resv RSVP messages, PDP also controls the error
messages PathErr and ResvErr. When an error message comes to a PEP node,
the PEP forwards it to the PDP and waits for the reply before forwarding the
message. On the other hand, RSVP teardown messages PathTear and ResvTear
are not forwarded to PDP. This is because the teardown is considered to be an
event, which does not need policy control. When a PEP receives a teardown
message, it just requests the PDP to delete or update the state of the appropriate
flow and the overall resources.
Other events, which cause a PEP to request state removal from PDP are time-
out and preemption of a flow. If the sender stops sending Path refresh messages,
a timeout is triggered at the PEP after a specified time. After the timeout, the PEP
sends a request to the PDP to remove the state related to the flow that timed out.
Flow preemption can occur, for example, after the PDP updates its decision and
decreases the priority of a flow. In this case there might be a number of higher
priority flows consuming all of the network resources, hence the low priority flow
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must be torn down. If a flow is preempted, the PEP sends a request to the PDP to
remove the state of the flow.
A PEP may cache locally a decision it has received from its PDP and use the
information in cache for RSVP refresh messages, instead of sending a request
to the PDP and waiting for a reply for every refresh message. In addition to
improving efficiency, caching is also good for fault tolerance. If the connection
to the PDP is lost, the PEP may use the cached state for handling the refreshing
requests while trying to re-establish the connection to the primary PDP or to a
backup PDP. The cached state can be used only for a bounded timeout period,
after which the information in the cache is purged. Moreover, the cache can only
be used for existing flows, not for admitting new QoS requests.
2.9 Other Proprietary QoS Signaling Protocols
This section presents briefly two proprietary protocols designed for QoS signaling
in an IP network. The protocols discussed are YESSIR and Boomerang.
YESSIR (YEt another Sender Session Internet Reservations) [140] is a re-
source reservation protocol that seeks to simplify the process of establishing re-
served flows while preserving many unique features introduced in RSVP. Simplic-
ity is measured in terms of control message processing, data packet processing,
and user-level flexibility. Features such as robustness, advertising network service
availability and resource sharing among multiple senders are also supported in the
proposal.
The proposed mechanism generates reservation requests by senders to reduce
the processing overhead. It is built as an extension to the Real-Time Trans-
port Control Protocol (RTCP), taking advantages of Real-Time Protocol (RTP).
YESSIR also introduces a concept called partial reservation.
YESSIR was designed for one-way, sender-initiated end-to-end resource
reservation. It also uses soft state to maintain states. It supports resource query
(similar to RSVP diagnosis message), advertising (similar to RSVP Adspec),
shared reservation, partial reservations and flow merging.
To support multicast, YESSIR simplifies the reservation styles to individual
and shared reservation styles. Individual reservations are made separately for each
sender, whereas shared reservations allocate resources that can be used by all
senders in an RTP session. While RSVP supports shared reservation (SE and WF
styles) from the receiver’s direction, YESSIR handles the shared reservation style
from the sender’s direction, thus, new receivers can re-use the existing reservation
of the previous sender.
The authors have shown that the YESSIR one-pass reservation model has bet-
ter performance and lower processing cost, compared with a regular two-way
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signaling protocol [141]. The bandwidth consumption of YESSIR is somewhat
lower than that of, for example, RSVP, because it does not require additional IP
and transport headers. Bandwidth consumption is limited to the extension header
size.
YESSIR requires support in applications since it is an integral part of RTCP.
Similarly, it requires network routers to inspect RTCP packets to identify reser-
vation requests and refreshes. Routers unaware of YESSIR forward the RTCP
packets transparently. YESSIR does not have any particular support for mobility
and the security of YESSIR relies on RTP/RTCP security measures.
Boomerang [58] is a another resource reservation protocol for IP networks.
The protocol has only one message type and a single signaling loop for reserva-
tion set-up and tear-down, has no requirements on the far end node, but, instead,
concentrates the intelligence in the initiating node.
In addition, the Boomerang protocol allows for sender- or receiver-oriented
reservations and resource query. Flows are identified with the common 5-tuple
and the QoS can be specified with various means, for example, service class and
bit rate. Boomerang messages are in the initial implementation transported in
ICMP ECHO / REPLY messages. Boomerang can only be used for unicast ses-
sions, no support for multicast exists.
The authors of Boomerang have shown that the processing of the protocol is
considerably lower than with the ISI RSVP daemon implementation [58]. How-
ever, this is mainly due to the limited functionality provided by the protocol com-
pared to RSVP.
Boomerang messages are quite short and consume a relatively low amount of
link bandwidth. This is due to the limited functionality of the protocol, for ex-
ample, no security-specific information or policy-based interaction are provided.
Being sender-oriented, the bandwidth consumption mostly affects the downstream
direction, from the sender to the receiver. Also, there is no need to store backward
information, which reduces the signaling required.
The Boomerang protocol has similar deployment issues as any host- network-
host protocol. It requires an implementation at both communicating nodes and in
routers. Boomerang-unaware routers should be able to forward Boomerang mes-
sages transparently. Still, often firewalls drop ICMP packets making the protocol
useless.
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Chapter 3
Mobility Management
This chapter studies the different mechanisms to support a mobile user moving
through various networks. The emphasis is on the mobility management on the
IP layer and the layers above. Link layer connection management is out of scope,
since this thesis discusses IP layer mechanisms de-coupled from specific link and
physical layers.
3.1 Mobile Entities
Mobility is a vague term as such, and several levels of mobility [116] can be
identified. User mobility refers to the ability of a user to access services from
different physical hosts. This usually means, the user has an account on these
different hosts or that a host does not restrict users from using the host to access
services. An example of user mobility would be a campus network, where a
student can log into the campus network from several workstations and still get
her files, emails, and other services automatically.
Personal mobility has been defined in [142] as ”the ability of end users to
originate and receive calls and access subscribed telecommunication services on
any terminal in any location, and the ability of the network to identify end users
as they move. Personal mobility is based on the use of a unique personal identity
(i.e., personal number).”
Personal mobility complements user mobility with the ability to track the lo-
cation of the user and provide the user’s current location to allow sessions to
be initiated by and towards the user by anyone on any other network. Personal
mobility is also concerned with enabling associated security, billing and service
subscription authorization made between administrative domains.
Personal mobility support typically amounts to the maintenance and update
of some sort of address-mapping database, such as a Session Initiation Protocol
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(SIP) server or DNS server. It is also possible for the personal mobility support
function to take part in forwarding control messages between the end user and her
correspondent rather than simply acting as a database. SIP is a protocol for ses-
sion initiation in IP networks. It includes registration procedures, which partially
support personal mobility, the ability for the network to route a session towards a
user at a local IP address.
Host mobility, often called terminal mobility, refers to the function of allow-
ing a mobile node to change its point of attachment to the network, without inter-
rupting the IP packet delivery of that host. There may be different sub-functions
depending on what the current level of service is being provided. In particular,
support for host mobility usually implies active and idle modes of operation, de-
pending on whether the host has any current sessions or not. Access network
procedures are required to keep track of the current point of attachment of all the
mobile nodes. In active mode, the location of a mobile node is followed at the
finest level, while the location of a mobile node in idle mode is only known at the
level of larger paging areas. Accurate location and routing procedures are required
in order to maintain the integrity of an ongoing communication.
Host mobility is logically independent of user mobility, although in real net-
works, at least the address management functions are often required to attach the
host to the network in the first place. In addition, if the network wishes to deter-
mine whether access is authorized, and if so, who to charge for it, then this may
be tied to the identity of the user of the terminal, or some other identifier.
Host mobility can be divided into two sub-categories, global and local mo-
bility or macro and micro mobility, respectively. Global mobility refers literally
to ’mobility over a large area’. This includes mobility support and associated ad-
dress registration procedures that are needed when a mobile node moves between
IP domains. Handovers between administrative domains typically involve global
mobility protocols. Mobile-IP can be seen as a means to provide global mobility.
Local mobility refers to ’mobility over a small area’. Usually this means mo-
bility in an IP domain with an emphasis on support for active mode using han-
dover, although it may include idle mode procedures also. Local mobility pro-
tocols exploit the locality of movement by confining movement-related changes
and signaling to the access network. HAWAII [155], Cellular IP [24, 173], and
Hierarchical Mobile IP [177] are examples of local mobility schemes, with the
assumption that Mobile IP is used for global mobility.
Juntong Liu presents in his thesis [109] from 1998 a highly integrated archi-
tecture for handling the mobility of IP nodes. The architecture resembles very
much the current state of the work on IP mobility in the IETF, where Mobile IP
provides the global information for reaching nodes, and a second protocol is opti-
mized to handle efficiently the local mobility of nodes. The thesis also discusses
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the management of resources and how to estimate the movement of nodes and
allocate resources in advance. To be efficient, the presented architecture requires
support from the whole Internet infrastructure.
The new Host Identity Payload [130, 131, 138] is an architecture and protocol
that separates the physical location and endpoint identifiers of a node. Typically,
IP addresses are used to identify nodes and to provide the physical location of
a node. The concept of HIP is to add an endpoint identifier, for example, using
public key cryptography, to each IP packet. This additional data is used to identify
the node regardless of its IP address, which can enhance or even replace traditional
IP mobility management. HIP is not studied in more detail as it is still in the first
phases of development and no refereed articles can be found.
Recently, a new type of mobility has emerged, namely network mobility [116].
Network mobility occurs when an entire network changes its point of attachment
to the Internet and, thus, its reachability in the topology, which is referred to as a
mobile network. Network mobility is under study in the IETF Network Mobility
(NEMO) Working group [226].
3.2 Mobile IP
Traditionally an IP address has identified the location of the node unambiguously,
similarly as a Public Switched Telephone Network number. This assumption is
particularly useful in IP networks and simplifies the work of all the IP routers in
the network. For each IP packet routers only have to look at their routing tables to
determine the outgoing interface, which the packet has to be sent through towards
the next hop. This address is assumed to be constant by many applications and
protocols that use IP, for example, TCP. When a network node is relocated to an-
other network, the IP address of the node has to be changed to correspond to the
new network. This works and scales fine for fixed networks but also creates prob-
lems. For instance, a TCP connection is lost when a node changes its IP address
and the TCP connection has to be re-established. This is a problem for applica-
tions that assume a permanent connection throughout the session, long-lived TCP
transfers, for example. Furthermore, if the host wants to stay reachable by other
hosts, it needs to propagate the address change to all potential correspondents.
This could be done with the Domain Name System (DNS), which would result in
pressure on the DNS servers. Moreover, a host may be allocated an address from
a private address space (e.g. 10.x.x.x), which is not routable between the local
access network and external networks.
The purpose of Mobile IP [145, 147] is to provide the mobile user with the
same services as the fixed user without changing the existing applications. Mobile
IP allows a user to move and connect to different subnetworks in a way transparent
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to higher layer protocols such as TCP. In the Mobile IP protocol, every mobile
node (MN) has two addresses. The permanent Home Address is the address of the
MN in the home subnetwork. The Care-of Address (CoA) is assigned to the MN
in the visited network. An entity called Home Agent (HA) is located in the home
subnetwork and keeps track of the current location of the mobile node. A Foreign
Agent (FA), or a Dynamic Host Configuration Protocol (DHCP) [35] server, in
the foreign network assigns IP Care-of-Addresses to visiting mobile nodes for the
duration of their stay. Stationary correspondent nodes or routers are not affected
by the Mobile IP protocol.
When the mobile node is connected with a network, it listens to advertise-
ments broadcast by mobility agents. If the network prefix changes, the mobile
node detects a movement. It is now located in a visited network and tries to ac-
quire a new temporary address. During this sensing period, with certain wireless
links, the mobile may hear more than one network and prefix, and, thus, needs to
make a decision about which network to log onto or perform a handover to.
The new address can either be obtained by an auto-configuration mechanism
like DHCP or be the actual address of the Foreign Agent. The former is called
Co-located Care-of-Address (CCOA) and the latter is called Foreign Agent Care-
of-Address (FA-COA). If CCOA is acquired, the mobile node registers this new
temporary address with the Home Agent by exchanging registration requests and
responses using CCOA as source address. If FA-COA is acquired, the mobile
node can not register itself to its Home Agent directly, but instead, the Foreign
Agent will relay the registration to the Home Agent.
Once registration finishes, the Home Agent intercepts packets sent to the mo-
bile node and uses IP-in-IP encapsulation to tunnel them to the new temporary ad-
dress. The Home Agent must also answer to Address Resolution Protocol (ARP)
[150] requests in the local network for mobile node hardware address with its own
hardware address to intercept packets destined to the mobile node.
If the mobile node uses a FA-COA address, the corresponding Foreign Agent
decapsulates the packets and delivers them to the mobile node. Otherwise, the
mobile node decapsulates the packets itself, as it is directly reachable using the
CCOA address. To maintain the connectivity, the mobile node has to periodically
renew its registration, which generally requires a constant link layer connection
between the mobile node and the serving access point.
When the mobile node returns to its home network, it has to remove the cur-
rent registration. This will result in Home Agent stopping to intercept the mobile
node traffic, and cease to perform the proxy ARP function.
As the Home Agent intercepts all packets addressed to the mobile node and
tunnels them to the visited network, a triangle routing effect is produced (Figure
3.1). All packets must first pass through the Home Agent even if the mobile node
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is in the same network as the correspondent node. An extension to Mobile IP,
known as Route Optimization [146], has been proposed to overcome this problem
(Figure 3.2). It allows data packets to be routed directly from the correspondent
node to the mobile node using a binding cache in the correspondent node that
keeps track of the current temporary address. These binding caches are created
and updated by Binding Update messages sent by the Home Agent in response to
mobile node or correspondent node requests1.
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Figure 3.1: Basic Mobile IP
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Figure 3.2: Mobile IP with Route
Optimization
In Mobile IP, the mobile node has to use its Home Address as a source IP
address so that the current connections are not interrupted. It sends IP packets
through a router on the visited network, and assumes that routing is independent
from the source address. However, due to security concerns, routers that perform
ingress filtering, domain firewalls, for example, break this assumption and force
the mobile node to use a topologically correct source IP address in the emitted
packets. Consequently, an extension to Mobile IP, known as Reverse Tunneling
[125], has been proposed to establish a topologically correct reverse tunnel from
the Foreign Agent to the Home Agent. Packets sent are then decapsulated at the
Home Agent and delivered to correspondent nodes with the Home Address as IP
1The work on MIPv4 Route Optimization has been freezed in the IETF because it has similar
security issues as Route Optimization in MIPv6. MIPv6 seems to have solved the problems, which
should put this work forward, too
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source address.
3.2.1 Issues with Mobile IPv4
The main problems in Mobile IP in IPv4 environments are security and routing.
The most pressing outstanding problem facing Mobile IP is security, but other
technical as well as practical obstacles to deployment exist. A great deal of at-
tention is being focused on making Mobile IP coexist with the security features
coming into use in the Internet. Firewalls, in particular, cause difficulty for Mobile
IP because they block all classes of incoming packets that do not meet specified
criteria. Enterprise firewalls are typically configured to block packets from enter-
ing from the Internet which appear to emanate from internal computers. Although
this permits management of internal nodes without great attention to security, it
presents difficulties for mobile nodes wishing to communicate with other nodes
in their home enterprise networks. Such communications, originating from the
mobile node, carry the Home Address of the mobile node, and would, thus, be
blocked by the firewall, unless the firewall is configured to allow tunneled packets
Furthermore, informing any agent in the routing infrastructure about the new
location of the mobile node requires good authentication facilities, which are not
commonly deployed in IPv4 nodes. Without strong authentication, malicious
hosts could, for example, send false information to Home Agents and correspon-
dent nodes about the location of the mobile node. The triangle routing is also an
issue that creates sub-optimal performance.
3.2.2 Comparison of Mobile IPv6 with Mobile IPv4
The design of Mobile IP support in IPv6 (Mobile IPv6) [87] is based on the expe-
riences gained from the development of Mobile IP support in IPv4 (Mobile IPv4),
and on the opportunities provided by the new features of the next version of IP it-
self (IPv6). Mobile IPv6 shares many features with Mobile IPv4, but the protocol
is now fully integrated into the IP stack and provides many improvements over
Mobile IPv4. Mobile IPv4 Route Optimization is now built in as a fundamental
part of Mobile IPv6, rather than being added on as an optional set of extensions
that may not be supported by all Mobile IPv4 nodes. This integration of Route
Optimization functionality allows direct routing from any correspondent node to
any mobile node, without needing to pass through the Home Agent of the mobile
node. It, thus, eliminates the problem of triangle routing present in the base Mo-
bile IPv4 protocol. This integration also allows the Mobile IPv4 registration func-
tionality and the Mobile IPv4 Route Optimization functionality to be performed
by a single protocol rather than two different protocols. If the correspondent node
is mobile, too, the signaling required to update the mobility bindings increases,
3.2 Mobile IP 41
but the routing remains optimal. However, the increased signaling over the wire-
less link increases the latency of updating the state.
Mobile IPv6, and IPv6 itself , allows mobile nodes and Mobile IP to coexist
efficiently with routers that perform ingress filtering. A mobile node now uses
its Care-of-Address as the Source Address in the IP header of packets it sends,
allowing the packets to pass normally through ingress filtering routers. The Home
Address of the mobile node is carried in the packet in a Home Address destination
option, allowing the use of the Care-of-Address in the packet to be transparent
above the IP layer.
In addition, there is no longer any need to deploy special routers as Foreign
Agents that are used in Mobile IPv4. In Mobile IPv6, mobile nodes make use
of the enhanced features of IPv6, such as Neighbor Discovery [135] and Address
Autoconfiguration [189], to operate in any location away from home without any
special support required from the local router.
Unlike Mobile IPv4, Mobile IPv6 can make use of IP Security (IPsec) for
Binding Updates [3], which serve the role of both registration and Route Opti-
mization in Mobile IPv4. Security is needed for sender authentication, data in-
tegrity protection, and replay protection. In Mobile IPv6, the correspondent node
can also use a new Return Routability Procedure to verify that the mobile node is
in fact addressable at its claimed care-of address as well as at its home address.
The movement detection mechanism in Mobile IPv6 provides bi-directional
confirmation of the ability of a mobile node to communicate with its default router
in the current location—packets that the router sends are reaching the mobile
node, and packets that the mobile node sends are reaching the router. This confir-
mation provides a detection of the ”black hole” situation that may exist in some
wireless environments where the link to the router does not work equally well in
both directions, such as when the mobile node has moved out of good wireless
transmission range. The mobile node may then attempt to find a new router and
begin using a new Care-of-Address if its link to its current router is not work-
ing well. In contrast, in Mobile IPv4, only the forward direction—packets from
the router are reaching the mobile node—is confirmed, allowing the black hole
condition to persist.
Most packets sent to a mobile node while away from home in Mobile IPv6 are
sent using an IPv6 Routing header rather than IP encapsulation, whereas Mobile
IPv4 must use encapsulation for all packets. The use of a Routing header requires
less additional header bytes to be added to the packet, reducing the overhead of
Mobile IP packet delivery.
While a mobile node is away from home, the Home Agent intercepts any
packets for the mobile node that arrive at the home network, using IPv6 Neigh-
bor Discovery rather than ARP as is used in Mobile IPv4. The use of Neighbor
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Discovery improves the robustness of the protocol and simplifies implementation
of Mobile IP, because the host need not be aware of the particular link layer as is
required in ARP. The dynamic Home Agent address discovery mechanism in Mo-
bile IPv6 uses IPv6 anycast and returns a single reply to the mobile node, rather
than the corresponding Mobile IPv4 mechanism that used IPv4 directed broad-
cast and returned a separate reply from each Home Agent on the home link of the
mobile node.
Mobile IPv6 defines an Advertisement Interval option on Router Advertise-
ments, equivalent to Agent Advertisements in Mobile IPv4, allowing a mobile
node to decide for itself how many Router Advertisements it is willing to miss
before declaring its current router unreachable.
3.3 Local Mobility Management
For the support of regional mobility within one domain, the Mobile IP solution
has been found non-optimal. Firstly, it generates significant signaling traffic to
core networks even for local movement. Secondly, it creates a considerable delay
in the diffusion of mobile nodes location updates. And finally, it causes long
interruptions and packet losses during handovers. Packet loss can be affected by
forwarding packets to the new location of the mobile node, or by using some form
of multipath forwarding, where the same packet is on two routes simultaneously.
Furthermore, security, AAA and QoS mechanisms are also affected by the delays
in the signaling and the changes in the IP address, by which the mobile node is
reachable [157, 195, 216].
Therefore, a protocol providing the management of local mobility has been
seen to be necessary. Due to the large number of micro mobility protocols, a
classification of the protocols based on their functionality [118] is introduced.
Good overviews and evaluations of different local (micro) mobility protocols can
be found in [80, 25, 37].
The already applied classification into global and local mobility protocols jus-
tifies the assumption that all local mobility protocols are designed to address the
same mobility scenarios, therefore, the categorization based on their mechanisms
is regarded suitable. The two major categories of local mobility protocols are:
  Proxy Agent Architectures
  Localized Enhanced-Routing Schemes
Proxy Agents Architecture Schemes (PAA) schemes extend the idea of Mobile
IP into a tree-like hierarchy of Mobility Agents (which are extensions of MIP’s
Foreign Agents (FAs) and/or HAs). A mobile node at a leaf in the hierarchy
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registers with its local Agent (’a’) at the bottom level of the hierarchy (”MN is at
Care-of-Address (CoA)”), which in turn registers with its nearest Agent at the next
hierarchy-level (”MN is at Agent a”), and so on up the hierarchy towards the HA,
which is considered to be at the root of the tree. This way, when the mobile node
changes its CoA, the registration request does not have to travel up to the HA
but remains ’regionalized’. Packets from a correspondent node travel down the
hierarchy, being tunneled from one level to the next. Examples include the initial
Hierarchical Mobile IP [148] and its alternatives, which place and interconnect
Mobility Agents more efficiently, for example, Low Latency Handoffs in Mobile
IPv4 [42].
The new Mobile IP version 6 has had some optional extensions by applying
a hierarchical model where a border router acts as a proxy Home Agent for the
mobile nodes. The common goal in the proposed scheme is to reduce the latency
and load of Binding Update (BU) signaling for a mobile node moving within a
visited domain. Thus, these schemes can be classified as new PAA for IP version
6. They include Hierarchical MIPv6 mobility management [177], the MIPv6 Fast
Handover [102] framework and BRAIN Candidate Micro Mobility Protocol [96]
[17].
Localized Enhanced-Routing Schemes (LERS) introduce a new, dynamic
Layer 3 routing protocol in a ’localized’ area. There are several distinctive ap-
proaches:
  Per host Forwarding Schemes: Inside a domain, a specialized path set-
up protocol is used to install soft-state host-specific forwarding entries for
each mobile node. The domain, which appears as a subnet to routers out-
side the domain, is connected to the Internet via a special gateway, which
must be pointed to by the default gateway of the routers (or packet forward-
ing nodes) inside the domain. Examples include Handoff-Aware Wireless
Access Internet Infrastructure (HAWAII) [155] and recently Cellular IPv6
[173], which includes IPv6 enhancements to the original Cellular IP [24]
protocol and a technique for indirect handoffs.
  Multicast-based Schemes: Multicast protocols are designed to support
point-to-multipoint connections. So they share with IP mobility the same
design goals of location independent addressing and routing and, thus,
multicast-based mobility solutions have been proposed. A multicast-CoA is
assigned to a single mobile node, which can then be used to instruct neigh-
boring multicast-enabled routers to join the mobile node’s virtual multicast
group, either prior to or during handovers. This can be visualized as a mul-
ticast cloud centered on the mobile node’s current location but also cover-
ing future locations. Examples include Dense mode multicast-based [171]
[134] and the recent Sparse-mode multicast-based [122].
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  MANET-based Schemes: MANET protocols were originally designed for
mobile ad hoc networks, where both hosts and routers are mobile, i.e. there
is no fixed infrastructure. The routing is multi-hop and adapts as the mobile
nodes move and connectivity in the network changes. MANET protocols
can be modified for the scenario, where there is a fixed infrastructure and
only hosts can be mobile. Currently there is only one proposal in this cate-
gory, MER-TORA [139].
3.4 User Mobility with the Session Initiation Protocol
In order to make use of Internet telephony, a signaling protocol is needed to setup
calls. Two signaling protocols have emerged to fill this need: the ITU-T H.323
suite of protocols [84] and the Session Initiation Protocol (SIP) [159] developed
by the IETF. A comparison of the two protocols can be found in [170].
SIP is a textual client-server protocol, modeled after the Simple Mail Transfer
Protocol (SMTP) [99, 151] and the Hypertext Transfer Protocol (HTTP) [59]. SIP
is used to establish, change, and tear down calls between one or more endpoints
in an IP-based network. The protocol reuses much of the syntax and semantics
of HTTP, including the response code architecture, many message headers, and
the overall operation. SIP can be run on top of either TCP or UDP; TCP allows
many requests to be sent over the same connection; UDP facilitates fast operation
and group communications through multicast. A SIP address is similar to an E-
mail address; user name@dns-name or phone number@IP address, for
example.
A SIP system is built of three types of components. The client application is
called a User Agent and allows the user to initiate and receive calls. Two different
servers handle the call of a user: SIP proxies transparently determine the proper
server to be contacted for the specified recipient, and redirect servers enable the
forwarding of the call to the current whereabout of the recipient. Any number
of these servers may be involved before the final recipient is found. In practice,
the operation of these servers are analogous to recursive (proxies) and iterative
(redirect servers) searches in the Domain Name System (DNS).
The SIP protocol includes six message types. The INVITE and REGISTER
messages are the core messages. INVITE is used to invite a user to a call. The
message also includes the intended recipient, information about the codecs, ports
and protocols to be used for sending the media stream, for example, parameters
that can be used with RTP. The REGISTER message is used by the user to register
her current whereabout to a SIP server. In addition, SIP uses ACK messages
to provide reliable message exchanges, a BYE message to terminate a call, and
CANCEL messages to terminate the latest message exchange without terminating
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Table 3.1: Example of SIP mobility support
User Name Terminal Identifier Terminal Location
Jukka.Manner@cs.helsinki.fi 128.214.9.198 4.17.168.56
Jane@operator.com 214.10.11.39 207.46.230.218
an ongoing call. The OPTIONS message is used to solicit information about the
capabilities of the recipient.
The current version of SIP supports user mobility readily by proxying and
redirecting requests to the current location of the user. A recipient may also
change end hosts over time, even during a session. These locations can be dy-
namically registered with the SIP server; the REGISTER request allows a client
to let a proxy or redirect server know at which address it can be reached. However,
this support requires several messages to be sent end-to-end and, therefore, may
not give very good support to users moving very fast.
To provide smoother mobility, SIP could use Mobile IP registration services
for location update [124]. SIP could run over Mobile IP and take use of the IPsec
mechanisms used with Mobile IP updates together with authentication. This so-
lution does not add anything to SIP, other than make SIP run on top of Mobile IP.
Another solution would be to enhance the SIP location servers to handle entries
presented in Table 3.1.
This scheme would require additional software in the SIP location servers but
would allow a more scalable location management service, as it is external. A
hierarchy of location servers would be needed to cover larger networks. However,
this solution creates additional overhead since two location management schemes
are working over each other, SIP for personal and MIP for host mobility. In addi-
tion there might be some redundancy in the updating traffic [124].
This user mobility is not in any way tied to the mobility of a terminal, since
a user may log on a foreign host and then register her location to her own SIP
server. This is different than using the same terminal on the move and register the
current location of the physical terminal with a Mobile IP Home Agent.
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Chapter 4
Mobile QoS Architectures
This chapter takes a look at key network architectures that provide support for
both mobility and service differentiation. The main focus is on mobile networks
that provide IP-based data services. Two of the most important telecommunica-
tions industry specifications are the General Packet Radio Service (GPRS) and
the Universal Mobile Telephone System (UMTS). In addition, this chapter intro-
duces some interesting architectures studied in the academic research community,
namely INSIGNIA, Mobile RSVP and ITSUMO.
4.1 Overview of Mobile Telecommunications
The first wireless networks that provide data services include the Global System
for Mobile Telecommunication (GSM) [153], the Cellular Digital Packet Data
(CDPD) [161] and the Trans-European Trunked Radio (TETRA) [133, 194].
GSM was originally designed for voice communications and, therefore, the
packet data capabilities were limited to a circuit-switched 9.6 kbps connection.
This service has been enhanced with a new coding scheme that increased the
bandwidth to 14.4 kbps [44]. The High Speed Circuit Switched Data (HSCSD)
[46, 47, 185] can potentially provide a circuit-switched connection bandwidth up
to 115 kbps [164], currently 43.2 kbps is available. However, although the speeds
seem potentially sufficient for most people, the service is still circuit-switched
and, therefore, not the most suitable for bursty data communication, and rather
expensive, too.
The CDPD approach is a mobile data technology that permits subordinate
packet data operation on the spectrum assigned to a telephone cellular network.
TETRA comprises a comprehensive suite of standards for digital private mo-
bile radio (PMR). The system is targeted at government and official use and can
transport both voice and packet data at up to 28.8 kbps with some QoS for multi-
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media services [172].
The Wireless Application Protocol (WAP) [193] has enabled the first ”wireless
Internet” services for the GSM architecture. WAP is a protocol specification for
any IP-based transport that is meant to provide a data service that can adapt to
the limited capabilities of mobile terminals. However, so far WAP services have
not been as successful as initially was estimated when the service was launched.
This has been partly due to charging issues and because the services have not
been differentiated enough from earlier services based on the GSM Short Message
Service (SMS) [49]. To be commercially feasible, WAP requires a GPRS network
as the network architecture.
On the other hand, the Japanese I-Mode [43, 104, 149] has been a tremen-
dously successful packet data service deployed by NTT DoCoMo [214]. The
service is a combination of a sluggish 9.6 kbps packet data connection and a
stripped-down version of HTML called compact HTML (cHTML) developed by
the Japanese embedded software producer Access [207]. In January 2001 Do-
CoMo added Java support to I-Mode allowing applets to be downloaded to mo-
bile phones. The example of I-Mode shows that the speed of the connection is
not solely the main driver for consumers adopting a new service. It is rather the
combination of the properties of the connection, the services that can be provided
and the pricing of such services. The European General Packet Radio Service to-
gether with the Wireless Application Protocol and Java-applications can provide
the same success for European operators.
All these networks and services have been the first step towards mobile data
services. The rest of this chapter will look at the main new mobile packet data
services, the General Packet Radio Network and Universal Mobile Telecommu-
nications System. The end of this chapter takes a look at schemes that can be
seen as variations of existing IETF protocols aiming to provide mobility and QoS
support.
4.2 General Packet Radio Service Network
Because of purely technical limitations and disturbance in radio frequencies, the
performance of current Internet applications in a cellular environment is typically
characterized by the low available bandwidth, long connection set-up times and an
inefficient use of the limited air link capacity [7, 9, 101]. Therefore, the standard-
ization of General Packet Radio Service (GPRS) strongly focused on the develop-
ment of a service, which would overcome these drawbacks in a wireless Internet
access. In general, GPRS is better suited for data transfer-intensive applications
such as Web browsing, e-mail, and database queries than the connection-oriented
GSM data service [132, 153]. The improvements are gained from the provision
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of a packet-oriented data service for GSM, which when compared to the GSM-
data service, allows reduced connection set-up times and high transfer speeds,
and provides more efficient usage of radio link resources for data communication.
Furthermore, GPRS supports existing packet-oriented protocols, such as IP, and
allows different service profiles and quality of service for customers. It also al-
lows charging customers on the amount of data transferred and not on connection
time [22]. However, the HSCSD service is still a very attractive alternative for
many applications because once the connection is opened, the quality, bandwidth,
and charging of the connectivity is more predictable.
The need for packet radio is based on the burstiness of network data applica-
tions. A fast connection set-up and charging based on the amount of data trans-
ferred enables new types of wireless applications. GPRS facilitates a variety of
applications, such as telemetry, train control systems, interactive data access, toll
road charging systems, and Internet-browsing using the World Wide Web.
The drawback for this seemingly efficient packet-oriented service is that ac-
cess to radio channels is non-deterministic. Other users may be occupying the
channels when a GPRS terminal has a packet ready to be sent or received. This
delay can be considerably long since different QoS level policies may deny service
to a lower level user during rush hours. The asymmetry of the network capacity
allocation—the resources on the uplink and the downlink directions are allocated
independently, but data is also transferred in turns—the transmission errors en-
countered on the radio link, and the movement of the user from cell to cell may
also affect the data transfer. Therefore, packet radio systems and wireless systems
in general suffer from longer transfer delays and essentially greater delay variation
than wired packet networks.
GPRS is basically a packet-switched overlay network in the GSM network.
Four different single-channel data-rates create transfer rates from 9.05 to 21.4
kbps per channel, depending on the strength of the Forward Error Correction
(FEC) mechanism1. A single user will be able to use up to eight channels simul-
taneously on the downlink, providing a maximum theoretical data rate of 171.2
kbps (8 x 21.4 kbps)—currently, the effective data rates are in the range of 40 to
60 kbps. The main benefit of GPRS is that it consumes radio resources only when
there is data to be sent or received. The same radio resources are shared by all
mobiles in a cell providing efficient use of the limited radio resources.
When compared to the current circuit-switched GSM data service, the oper-
ation of GPRS is very different. The main objective of GPRS is to offer a con-
nection to traditional data networks using protocols such as IP. The conventional
GSM network, instead, was originally designed to offer circuit-switched voice
calls although data services were, to some extent, taken into account from the
1The fastest coding only uses CRC checksums
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very beginning.
The packet-oriented GPRS network infrastructure introduces new functional
elements but co-operation still exists between elements of the current GSM ser-
vices and the GPRS. On the physical layer, radio resources are shared and some
common signaling issues exist. On the same radio carrier, there can be logical ra-
dio channels—in technical terms time slots—that are reserved for GSM or GPRS
usage. The efficient resource utilization is obtained through the dynamic shar-
ing of radio resources between circuit-switched GSM and packet-switched GPRS
users. For example, if an operator prioritizes GSM voice calls, during the es-
tablishment of a circuit-switched call, there is enough time to reduce the GPRS
resources in favor of the circuit-switched calls. When the call terminates, the
resources for GPRS are increased.
Figure 4.1 presents a GPRS system incorporated into a GSM network. The
coverage area of the GSM/GPRS network is divided into small areas called cells.
The size of a cell can vary from under a few tens of square meters in indoor en-
vironments up to tens of square kilometers. The traffic of each cell is handled by
a Base Transceiver Station (BTS). The BTS provides the mobile stations with the
connection to the network. Several BTSs are gathered under a Base Station Con-
troller (BSC) that governs the data transfer of these cells. These two components
form the Base Station Subsystem (BSS).
Several BSCs are, in turn, gathered under a Mobile Switching Center (MSC)
in a GSM network or under a Serving GPRS Support Node (SGSN) in a GPRS
network. The SGSN is responsible for the communication between the mobile
station and the GPRS network. The Gateway GPRS Support Node (GGSN) pro-
vides the connectivity to external packet data networks such as the Internet. Both
networks, GSM and GPRS, share the same Home Location Register (HLR) for
user identification and locating users.
The main functions of a SGSN are to handle the registration of new GPRS
mobile stations (MS) in its service area with the GPRS registers, to send and
receive data packets to and from the MS, and to keep record of the location of
mobile stations inside its service area.
The subscription information is stored in and used from the HLR. The HLR
acts as a database, from which the SGSNs can ask whether a new MS is allowed
to attach to the GPRS network and what type of service the MS should be given.
The main functions of the GGSN include interaction with external data net-
works. The GGSN routes the external data network protocol packets encapsulated
in GPRS Tunnel Protocol (GTP) packets over the GPRS backbone to the SGSN
that is currently serving the MS. In the opposite direction the GGSN decapsulates
GTP packets and forwards packets to the appropriate data network. The GGSN
handles the accounting of data traffic together with the SGSN.
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Figure 4.1: Overview of a GPRS Network.
The GPRS network encapsulates all data network protocol data units into its
own protocol. This is done to ensure security in the backbone network and to
simplify the routing mechanism and the delivery of data over the GPRS network.
4.2.1 Protocol Architecture
Figure 4.2 shows the GPRS protocol stacks used in data transfer between a server
and a mobile client. The GPRS protocols are situated in the lower levels of
the International Organization for Standardization/Open Systems Interconnection
(ISO/OSI) reference model. Above the network layer (OSI layer 3), widespread
standardized protocols can be used, for example IP[50].
Between two GPRS Support Nodes (the SGSN and the GGSN), the GPRS
Tunnel Protocol (GTP) [54] tunnels Protocol Data Units (PDU)—the user data
packets—through the GPRS backbone network. It takes care of routing the in-
coming PDUs from the external data network to the SGSN serving the MS and,
vice versa, routes the outgoing PDUs to the proper GGSN. Below the GTP, UDP
and IP are used as the GPRS backbone network-layer protocols. UDP is preferred
over TCP because the underlying backbone itself should be built to maximize
reliability and, therefore, there should be no need for additional higher level reli-
ability. In addition, in the early stages of deployment, the GGSN and SGSN can
be one single unit combining the two functionalities. To get higher performance,
the two GPRS Support Nodes and the backbone should be implemented as in-
dependent nodes [45]. Below the IP, various Ethernet or Asynchronous Transfer
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Figure 4.2: The GPRS Protocol Stacks.
Mode (ATM) protocols can be used, depending on the network architecture of the
operator.
Between the SGSN and the MS, the Subnetwork Dependent Convergence Pro-
tocol (SNDCP) [48] encapsulates network-level protocol packets for the underly-
ing logical-link control and provides functionalities for multiplexing of network
layer messages onto a single virtual logical connection from the SGSN to the MS.
The SNDCP also provides the segmentation and compression of user data.
The data link layer has been separated into two distinct sublayers: the logical
link control (LLC) [51] and radio link control/medium access control (RLC/MAC)
[53] sublayers. The LLC layer is the higher sublayer of the data link layer. It
provides both acknowledged and unacknowledged data transfer between the MS
and the SGSN, flow control based on a sliding window and QoS criteria, and
user identity and encryption of data. The LLC maximum packet size is 1500
bytes. General LLC protocol functionality is based on Link Access Procedure-D
(LAPD) [67].
In the network, the LLC is split between the BSC and SGSN. The BSC func-
tionality is called LLC relay. The BSS GPRS Protocol (BSSGP) [52] operates
above the frame relay and conveys routing and Quality of Service related infor-
mation between the BSC and SGSN. The BSSGP handles the flow control of LLC
packets on the downlink between the BSC and SGSN so that the buffers in a BSC
do not overflow but have a constant and steady amount of LLC packets ready to
be transmitted over the radio link.
The MAC layer handles the channel allocation and the RLC transfers that
user data over the wireless link. They define the procedures that enable multiple
MSs to share a common transmission medium, which, in turn, may consist of
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several physical radio channels. The RLC uses radio blocks to transfer data across
the radio link. Each RLC radio block is transmitted in four consecutive Time
Division Multiple Access (TDMA) slots of 114 bits each (57 bytes in total). A
selective Automatic Repeat Request (ARQ) mechanism controls retransmission
of erroneous or missing blocks.
The MAC layer performs contention resolution between channel access at-
tempts, arbitration between multiple service requests from different MSs, and
medium allocation to individual users in response to service requests.
4.2.2 Quality of Service in GPRS
In order to meet the different requirements of a wide variety of user applications,
a number of Quality of Service profiles have been specified in GPRS. There are
five aspects in the QoS profile for GPRS: precedence, reliability, mean and peak
throughput, and delay classes [50]. The implementation of these parameters are
in no way equivalent to the parameters found in the IETF IntServ and DiffServ
architectures, for example.
The service precedence has three levels of priority that give the priority of a
service in relation to another service. The reliability indicates the transmission
characteristics required by the application, the probability of loss, duplication, out
of order delivery and corruption of packets. The delay parameters define maxi-
mum values for the mean and the 95-percentile of the delays. The delay is defined
as the transfer time between two mobiles or from the mobile to the ingress edge
of an external packet data network. The throughput parameters indicate the re-
quested mean and peak user data throughput.
When initiating a transfer, the mobile first needs to activate a Packet Data
Protocol (PDP) context. The PDP context includes the QoS parameters requested
by the user. Different PDP contexts can be used depending on the application
wishing to send or receive data. If a QoS requirement is beyond the capabilities
of the network, the profile is negotiated as close as possible to the requested QoS
profile. The mobile can either accept the negotiated QoS profile, or deactivate the
PDP context. Currently, only a single PDP context can be active per IP address,
that is, all flows to and from the mobile receive the same service.
Together with more common data applications, like web browsing and e-mail,
the GPRS network can also be used for multimedia communications using IP, for
example Voice over IP (VoIP). This requires that the QoS profiles are set in a
specific way and the scheduling mechanisms and retransmissions used have been
carefully studied [143, 144, 163]. It has been shown that even though the GSM
architecture can support up to eight users per traffic channel, with VoIP applica-
tions the number of simultaneous users can be as high as 10-15 [129], although
handovers in that kind of scheme may be quite challenging.
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4.2.3 Next Phase of GPRS
The Enhanced Data Rates for Global/GSM Evolution (EDGE) [65, 165] is an al-
ternative higher level modulation that enables a considerable increase in the user
bit rate. It is intended as an evolutionary path towards the Third Generation Net-
works like UMTS. The new modulation provides a gross bit rate increase from the
base GPRS 22.8 kbps per timeslot up to 69.2 kbps. This results in a theoretical
peak radio interface bit rate of 554 kbps for packet data. Simulations of EDGE
have so far shown a considerable increase in overall system throughput and the
actual average throughput per timeslot can double [63, 66].
The EDGE technology has also been standardized for the circuit-switched
data service of GSM. The evolutionary technology is known as Enhanced Circuit
Switched Data (ECSD) and may provide bandwidths of up to 64 kbps [68].
4.3 Third Generation Networks
The Universal Mobile Telephone System (UMTS) is part of a family of propos-
als adopted by the International Telecommunications Union [219] as its 3G stan-
dard, the IMT-2000. The history of UMTS can be traced back to 1986, to the
research activities supported by the European Commission’s collaborative RACE
projects, such as CODIT, ATDMA and MONET. These projects first defined the
term UMTS and investigated different and competing multiple access schemes for
a new air interface and the network aspects of a future UMTS system. UMTS is
now being developed in the Third Generation Partnership Project (3GPP) [206].
The UMTS packet domain has inherited the Core Network (CN) structure
from the General Packet Radio Service (GPRS) network. The Packet Domain can
be divided into two parts: the UMTS Terrestrial Radio Access Network (UTRAN)
and the UMTS Core Network (CN). This division can be seen in Figure 4.3. The
CN consists of the 3rd Generation Serving GPRS Support Nodes (3G-SGSNs) and
the Gateway GPRS Support Nodes (GGSNs). These network nodes correspond
directly to the GPRS network SGSN and GGSN network elements.
The 3G-SGSN handles the MS mobility management, authentication, and
gathers charging information. It does not interpret or monitor the traffic flow
that goes through it. Instead, it merely sees that the traffic is routed to the correct
GGSN. The 3G-SGSN is connected to the UTRAN via the Iu interface [184] and
to the GGSNs and to the other 3G-SGSNs via the Gn Interface [183].
The GGSN serves as a gateway between the UMTS Core Network and the
outside networks. It takes care of Packet Data Address allocation for the MS, for
example, the IP address, and it may filter the traffic sent to the MS.
The protocol used for the Gn interface is the GPRS Tunneling Protocol (GTP)
[186]. The purpose of the GTP is to tunnel the user data from the GGSN over
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Figure 4.3: The UMTS Network Architecture.
the UMTS IP Backbone. These tunnels are called Packet Data Protocol (PDP)
Contexts. The tunneling increases security, because it prevents the vital Core
Network entities from being pointed directly from outside.
The Mobile Station (MS) is a combination of User Equipment (UE) and Mo-
bile Terminal (MT). The UE is the UMTS device such as a UMTS telephone. The
MT can be for instance a laptop computer or a PDA device.
The UTRAN consists of a set of Radio Network Controllers (RNCs) and one
or more abstract entities currently called Node B. Node B is a logical node re-
sponsible for radio transmission in one or more cells to and from the UE. The
radio interface provides two modes of operation, a Frequency Division Duplex
(FDD) mode that uses the Wideband CDMA multiple access scheme, and a Time
Division Duplex mode using TD-CDMA. It is likely that the FDD mode may be
used for macro- and micro cellular coverage and the TDD mode for picocellular
deployment, including indoor and corporate office environments [34, 156]. The
maximum theoretical user data bandwidth available on the radio link is 2 Mbps,
although in the first phase of deployment, rates from 64 to 384 kbps may be avail-
able. A more detailed description of UMTS and its history can be found in [156].
4.3.1 Quality of Service in UMTS
The signaling for QoS in UMTS is similar as in GPRS and is based on PDP
Contexts. The QoS concepts are mainly used for packet-handling on the radio
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Table 4.1: The UMTS attributes for each traffic class
Traffic class Conversational Streaming Interactive Background
Maximum rate   2048 kbps   2048 kbps   2048 kbps   2048 kbps
Guaranteed rate   2048 kbps   2048 kbps – –
Maximum SDU   1500B   1500B   1500B   1500B
SDU format info Yes Yes – –
Source descriptor speech/ - speech/ - – –
Transfer delay 80 ms and up 250 ms and up – –
Delivery order yes/no yes/no yes/no yes/no
Deliver
erroneous SDU yes/no yes/no yes/no yes/no
SDU error ratio 01 to 10 5 01 to 10 5 0001 to 10 6 0001 to 10 6
Residual bit
error ratio 005 to 10 6 005 to 10 6 0004 to 10 8 0004 to 10 8
Traffic priorities – – Three levels –
link. Unlike in GPRS, UMTS can support several PDP Contexts per mobile and
per IP address. When a mobile is initiating new flows, it can evaluate whether an
existing context has resources for supporting the new flow, or it can request a new
PDP context from the network.
The QoS and traffic characteristics of the radio bearers in UMTS are defined
by several attributes describing the traffic characteristics and QoS [187]. The
profiles, or traffic classes, incorporate different combinations and possible value
ranges of the attributes. There are four traffic classes specified: Conversational,
Streaming, Interactive and Background. When a service is requested the radio
management selects the one that best corresponds to the requirements.
The first two classes are designed for real-time conversational and streaming
services, respectively. The fundamental characteristics of the conversational class
are low delay and low delay variations, and the streaming class is characterized
by low delay variations. The internal payload format can also be specified. This
allows higher spectrum efficiency and support Unequal Error Protection (UEP)
and Unequal Error Detection (UED) mechanisms, where different parts of the
payload are protected and detected differently [107]. This is especially important
for codecs like the Adaptive Multi-Rate (AMR) codec [175].
The two last classes are designed for non-real time services. The interac-
tive class is used when a request-response exchange, as for instance in HTTP, is
requested, and background class when there are no requirements on delay, for
example background file transfers. Within the interactive class, radio bearers are
differentiated by a relative priority. Thus, different levels of QoS can be provided
for interactive traffic.
The attributes per traffic class are summarized in Table 4.1. The traffic class
roughly defines the type of application that the radio bearer is optimized for. It
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also defines the set of attributes that can be used for that specific traffic class.
By including the traffic class itself as an attribute, UMTS can make assumptions
about the traffic source and optimize the transport for that traffic type.
The maximum bit rate is defined as the maximum number of bits delivered be-
tween the mobile and the edge of the UMTS network within a period of time. The
guaranteed bit rate defines a guaranteed bandwidth within a period of time. The
guaranteed bit rate may be used to facilitate admission control based on available
resources, and for resource allocation in UMTS.
The maximum SDU size or SDU format information defines the maximum
radio SDU size or the exact payload format. This information can be used for
packet scheduling, for example. In addition, the spectral efficiency and delay can
be optimized for transparent transmission, if the exact sizes of the radio SDUs
are known. Transparent transmission is here referring to transmission without
adding any protocol information. Also, mechanisms like UEP and UED require
that the internal payload format is known. The bearer can, thus, be less expensive
if the application can specify the payload formats and packet sizes. An SDU
corresponds to an IP packet.
The source statistic descriptor identifies if there is a characteristic pattern, for
example, if the application data has a packet arrival pattern typical of speech. By
identifying the characteristics of the source of submitted radio SDUs, the best
admission control algorithm can be applied.
There are also six attributes describing the provided QoS. The transfer delay
indicates the maximum delay for the 95th percentile of all delivered radio SDUs
over the wireless link. Delay for a radio SDU is defined as the time from a request
to transfer a radio SDU at one end point to its delivery at the other, including
a possible re-transmission time. It is used to specify the delay tolerated by the
application, which allows UTRAN to set transport formats and ARQ parameters.
The delivery order parameter indicates whether the UMTS bearer shall pro-
vide in-sequence radio SDU delivery or not. Whether out-of-sequence radio SDUs
are dropped or re-ordered depends on, for example, the specified SDU error ratio
and Residual bit error ratio. Without strict in-sequence delivery various buffer
sizes can be minimized.
The delivery of erroneous SDUs is used to decide whether error detection is
needed or not, and indicates whether radio SDUs detected as erroneous should
be delivered or discarded. The SDU error ratio indicates the allowed fraction of
lost or erroneous radio SDUs. The residual bit error ratio indicates the allowed
undetected bit error ratio in the delivered radio SDUs. If no error detection is
requested, the residual bit error ratio indicates the total bit error ratio in the de-
livered radio SDUs. These three parameters are used to configure radio interface
protocols, algorithms and error detection coding [187].
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The traffic handling priority gives an internal priority handling for the inter-
active class. It specifies the relative importance for handling of all radio SDUs
belonging to one specific interactive bearer compared to the radio SDUs of other
interactive bearers. The traffic handling priority can be used, for example, for
traffic scheduling and admission control.
Some of these attributes are actually general to other wireless and wired net-
works, as well. Peak and guaranteed bit rates, and SDU size are well-known
traffic descriptors. The source statistic descriptor is more UMTS specific, but still
provides quite general information. Almost all of the wireless networks make use
of basic wireless parameters like Transfer delay, SDU error ratio and Residual bit
error ratio. Parameters similar to SDU format information, Delivery order, Deliv-
ery of erroneous SDUs are found also in other wireless networks. As indicated
above, a gain in service quality and spectrum efficiency is achieved when speci-
fying the payload format, the exact packet sizes, and whether erroneous packets
should be discarded or not. Traffic handling priority uses similar prioritization as,
for example, is used in DiffServ [187]. A more thorough overview of the GPRS
and the UMTS QoS approaches can be found in [187, 103].
4.4 Other Proprietary Architectures
This section presents various architectures designed to support QoS in mobile IP-
based networks, namely the INSIGNIA, the Mobile RSVP, the Mobility Enhanced
RSVP and the ITSUMO architectures.
4.4.1 INSIGNIA
INSIGNIA [105] has been developed at Columbia University and is proposed as a
very simple signaling mechanism for supporting QoS in mobile ad-hoc networks.
It avoids the need for separate signaling by carrying the signaling along with the
data in IP packets using IP packet header options. This approach, known as ”in-
band signaling” is proposed as more suitable in the rapidly changing environment
of mobile networks since the signaled QoS information is not tied to a particular
path. It also allows the flows to be rapidly established and, thus, is suitable for
short-lived and dynamic flows.
INSIGNIA aims to minimize signaling by reducing the number of parameters
that are provided to the network. It assumes that real-time flows may tolerate
some loss, but are very delay-sensitive so that the only QoS information needed
is the required minimum and maximum bandwidth.
The INSIGNIA protocol operates at the network layer and assumes that link
status sensing and access schemes are provided by lower layer entities. The use-
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fulness of the scheme depends upon the MAC layers but this is undefined so that
INSIGNIA can run over any MAC layer. The protocol requires that each router
maintains a per-flow state.
Operation
The protocol uses the IP header option field bits to control the QoS sensitive trans-
fers (Figure 4.4):
MAX MIN
1 bit 1 bit 16 bits1 bit
MAX / MINRES / BE BQ / EQ
Figure 4.4: INSIGNIA IP Options.
  The RES/BE bit defines the service mode. If this is set to RES, the applica-
tion wants the packets to be treated as real-time. This bit may be set to BE
by a router if it is unable to accept the flow. This downgrading information
will be detected by the receiver and may be fed back to the sender through
the QoS report.
  The BQ/EQ payload type indicator bit relies on the fact that packets in mul-
timedia flows often include both base, that is, essential, and enhancement
packets. There is a minimum bandwidth required to ensure that base QoS
(BQ) packets arrive successfully. The maximum bandwidth ensures that
enhanced QoS (EQ) packets arrive successfully. This indicator tells the IP
layer which type of packet is being transported.
  The MAX/MIN bandwidth indicator bit can be updated by any router on
the path. It can be used to send feedback information about the resource
availability on the current path. If, during set-up, MIN is set, it means that
only the minimum bandwidth can be supported.
  Two eight bit fields that define bandwidth request. The setting of the MAX
and MIN bandwidth is required but the source only needs to specify one of
these.
Packets identified as request packets—the RES bit is set but no reservation
currently exists in the node—initiate the admission control and setting up flow-
state. A node may set the bandwidth indicator if it can only support the MIN
bandwidth requested. It may downgrade the flow to BE if it can not support MIN
bandwidth requested. The treatment of the partial reservations—those between
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source and the bottleneck node—is up to the application. The application may
clear them down or leave them and hope that the congestion situation clears.
QoS reports are generated by the receiver and used to inform the source of the
status of the received real-time flows. The reports are used to facilitate adaptation
and is application-specific.
Similarly, the handling of EQ packets is application-specific. In the network
this involves downgrading EQ packets to best effort. If this occurs, the bandwidth
indicator bit for that flow will also be set to MIN. If this persists, the receiver
may instruct the sender not to send such packets. Should the bandwidth indicator
then change to MAX, the receiver can then instruct the sender to start sending EQ
packets again.
Reservations will time out unless data is sent using the reservation. No ex-
plicit tear-down message is, therefore, required, which is an advantage in mobile
networks. Reservations that are unrecognized can be assumed to be the result of
mobility and the setting up of reservation state can be initiated.
The INSIGNIA system implicitly supports mobility since all data packets
carry the QoS information. INSIGNIA also makes many assumptions about the
nature of traffic that a source will send. This also simplifies admission control and
buffer allocation. The system basically assumes that ”real-time” will be defined
as a maximum allowed delay and the user can simply request real-time service for
a particular quantity of traffic. After handover, data that was transmitted to the old
base station can be forwarded to the new base station so data loss is minimized.
However, there is no way to differentiate between re-routed and new traffic so the
delivery of handover traffic can not be expedited.
INSIGNIA, however, lacks a security framework and does not investigate how
to secure signaled QoS data in ad-hoc networks where relatively weak trust or
even no trust exists between the participating nodes. Hence authorization and
charging especially might be a challenge. The security protection of in-band sig-
naling is costly since the data delivery itself experiences increased latency if se-
curity processing is done hop-by-hop. Since the QoS signaling information is
encoded into the flow label and end-to-end addressing is used, it is very difficult
to provide security other than IPsec in tunnel mode.
4.4.2 Mobile RSVP
Mobile RSVP (MRSVP) [181, 179, 180] is an advance reservation protocol for
supporting Integrated Services in a network with mobile nodes. MRSVP consid-
ers a network architecture, in which a mobile node can make advance resource
reservations along the data flow paths to and from the locations it may visit dur-
ing the lifetime of the connection. The mobile node can be a sender in a flow,
a receiver in a flow or both sender and receiver in the same flow simultaneously.
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Other than these, the reservation model and functions of RSVP are used. Secu-
rity issues have not yet been addressed in the design. Moreover, the design of
MRSVP does not itself define how the movement of the mobile node is predicted,
but rather refers to other work in this area.
There exist other similar schemes, but only MRSVP is presented here as an
example. A good overview of these schemes can be found in [126].
MRSVP introduces three service classes that a mobile user may subscribe to.
These are Mobility Independent Guaranteed (MIG), Mobility Independent Pre-
dictive (MIP), and Mobility Dependent Predictive (MDP) services. The service
guarantees provided in these service classes are as follows.
MIG A mobile user admitted to this service class will receive guaranteed service
with respect to packet delay bounds as long as his movements are limited
to his mobility specification and he is conforming to his traffic characteri-
zation. This class is appropriate for the delay-intolerant applications, which
require absolute bound on packet delay.
MIP A mobile user admitted to this class will receive predictive service with
respect to packet delay bound as long as his movements are limited to his
mobility specification and he is conforming to his traffic characterization.
This class is appropriate for those delay-tolerant applications, which require
fairly reliable delay bounds in all locations the mobile user might visit and
does not want to be affected by the mobility of the nodes.
MDP A mobile user admitted to this service class will receive predictive service
with high probability in all locations he may visit during the lifetime of
his connection as long as he is conforming to his traffic characterization.
However, it may experience severe degradation of QoS. In addition, his
resource reservations may be removed if the network becomes overloaded.
This class is appropriate for delay-tolerant applications, which can tolerate
the effects of delay variations and disconnection.
In the MRSVP reservation model, a mobile node can make advance reserva-
tions from a set of locations, called Mobility Specification (Mspec). Ideally, the
Mspec should be a set of locations the mobile node will visit while it participates
in the flow. The advance determination of the set of locations to be visited by a
mobile node is an important research problem. Although it is difficult to accu-
rately determine the set of locations in advance, several mechanisms have been
proposed to approximately determine them by the network. In addition, in many
situations a mobile node can specify its own Mspec as part of the mobility profile.
In MRSVP reservation model, the Mspec of a mobile node can be changed
dynamically while the flow is open. In such a case, resources will be reserved
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at the newly added locations of the Mspec only if there are enough resources
available on the data flow paths to and from those locations.
Two types of reservations are supported in MRSVP: active and passive. A
mobile sender makes an active reservation from its current location and it makes
passive reservations from the other locations in its Mspec. Similarly, a mobile
receiver makes an active reservation to its current location and passive reservations
to the other locations in the Mspec (Figure 4.5).
On a link, active and passive reservations for a flow are merged. However,
either of the active or passive reservations for the same flow on a link can be
removed without affecting the other. To improve the utilization of the links, the
bandwidth of passive reservations of a flow can be used by other flows requiring
weaker QoS guarantees or only best effort service. However, when a passive
reservation becomes active the flows that were using the passive resources may be
affected.
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Figure 4.5: Mobile RSVP Operation
A unicast packet is delivered to a mobile node by using the Mobile IP rout-
ing protocol. Thus, resource reservations for a mobile node must be established
along the route determined by Mobile IP. This implies that when the mobile node
is located in a foreign subnet and the unicast packets for the mobile node is de-
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livered via the Home Agent by IP-IP tunneling, resource reservations must also
be established over the tunnel provided that the routers on the tunnel are RSVP
capable.
MRSVP Operation
Just as the Mobile IP protocol requires Home Agents and Foreign Agents to aid
in routing, MRSVP requires proxy agents to make reservations along the paths
from the locations in the Mspec of the sender to the locations in the Mspec of
the receiver. The proxy agent at the current location of a mobile node is called
the Local Proxy Agent. The proxy agents at the other locations in the Mspec of
the node are called Remote Proxy Agents. The Remote Proxy Agents will make
passive reservations on behalf of the mobile node. The Local Proxy Agent acts as
a normal router for the mobile node (Figure 4.5).
An important issue is how the mobile node determines the proxy agents. The
proposed method is to deduce from the Mspec the neighboring subnetworks and
to direct a Remote Agent Solicitation message to a broadcast address in those
subnetworks. The proxy agents will then send back a Remote Agent Advertise-
ment message informing of their addresses. Still, this mechanism can only work
properly with IPv6 networks, because IPv4 is running out of addresses and the
commonly used private address space of IPv4 restricts routing.
After the mobile node knows the IP addresses of its proxy agents, the most
important task is to set up the paths of active and passive reservations. If the
mobile node is a sender of the flow, the paths of active reservation from the current
location of the mobile node and the paths of passive reservations from the proxy
agents are determined by the routing mechanism of the network.
When the mobile node is a receiver, the paths of active and passive reserva-
tions to its current access point and the proxy agents depend on the flow destina-
tion. If the mobile node joins a multicast flow, the mobile node directs the proxy
agents to join the multicast group and the data flow paths are set up along the
multicast routes. If the mobile node initiates a unicast flow, the paths may be set
up by unicast or multicast routing.
In MRSVP, there are two types of Path messages as well as two types of Resv
messages. These are:
1. Active Path message : carries a Sender Tspec for active reservation.
2. Passive Path message : carries a Sender Tspec for passive reservation.
3. Active Resv message : carries a Flowspec for active reservation; in addition,
it may carry a Flowspec for passive reservation when an active and a passive
reservation are merged.
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4. Passive Resv message : carries a Flowspec of only passive reservation.
A sender node periodically sends active Path messages to the flow destination.
In addition, if the sender is mobile, the proxy agents will send passive Path mes-
sages. After the routes of active and passive reservations are set up, the mobile
node and the proxy agents will start receiving the Path messages. On receiving a
Path message the mobile node will send a Resv message for active reservation. If
a proxy agent receives Path messages for a multicast group, for which it is acting
as a proxy agent or for a mobile node, from which it has received a request for
acting as a proxy, it will make a passive reservation on the downstream link. Once
the mobile node attaches to the new subnet it will send a Resv message to make
an active reservation. Resv messages for active reservations are converted to Resv
messages for passive reservation when they are forwarded towards subnets, which
do not have active senders.
In addition to the messages present in RSVP, few additional messages are
required in MRSVP. Receiver and Sender Spec messages are sent by the mo-
bile node through the local proxy to its remote proxies and provide the proxies
information about the ongoing flow. The sender and receiver Mspec messages
give information to the proxies about the mobile nodes mobility pattern. Thus,
they control the setting of active and passive resource reservations. The Forward
Mspec message is used by a mobile sender to forward the Mspec of a mobile re-
ceiver to the local proxy agent. A terminate message is used by the mobile node
to request its remote proxy agents to terminate reservations. Yet, a network using
address from the IPv4 private address space may prevent these messages to ever
get through.
Currently, RSVP and Integrated Services do not provide any support for pas-
sive reservation. The Flowspec and Sender Tspec of active and passive reserva-
tions are handled by the Integrated Services module of a router and node. There-
fore, the Integrated Services module needs to be augmented by including the sup-
port for passive reservation. The admission control scheme and the packet clas-
sifier of the Integrated Services handle the functionalities of passive reservations.
The packet classifier in a router must not forward the data packets of a flow onto
a link, which does not have any active reservations for flows.
4.4.3 Mobility Enhanced RSVP
This section describes an enhancement called Mobility Enhanced RSVP [56] that
solves the flow-id mismatch between RSVP messages and the data packets of the
flow. The solution provides a basic fix and some optional enhancements to restore
reservations in a quick and efficient manner.
A possible solution to the problem of correctly routing RSVP messages be-
tween correspondent nodes and mobile nodes is to modify the RSVP daemon at
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these nodes to operate on the Care-of-Address instead of the Home Address. The
RSVP daemons could learn the Care-of-Address by consulting the local Mobile
IPv6 binding cache. This means that the RSVP state would be created based on
the Care-of-Address, and, thus, on the path the traffic actually follows. The prob-
lem with this approach is that a very fast moving mobile node can create frequent
binding updates which result in frequent re-reservations of resources through end-
to-end signaling. Similar issues arise if both communicating nodes are mobile.
There are two ways to obtain the Care-of-Address. The first way is to modify
Mobile IP to provide an interface that allows the RSVP module to look up the
Care-of-Address of a mobile node. A second way is to modify Mobile IP at the
correspondent node and at the mobile node. In this case the Mobile IP module
needs to become RSVP-aware and replace automatically the Home Address in
the Session objects of Path and Resv messages by the Care-of-Address.
The implementation of a clean interface in Mobile IPv6, which must be used
by the RSVP daemon, seems to be the most reasonable solution. This interface
may also be extended to trigger Path messages when a mobile node change loca-
tions.
An alternative, but similar approach is to change RSVP implementations at
routers so that changes are not needed at correspondent nodes and mobile nodes.
In this solution the outer header address information is passed up to the RSVP
module at each router 2. This allows the RSVP daemon in each intermediate router
to learn the mapping between the Home Address and current Care-of-Address of
the mobile node. The RSVP daemon should then base the setting of the RSVP-
HOP and the filters on the Care-of-Address. Given the router, the RSVP dae-
mon maintains a mapping between the Home and Care-of-Address, then when
the Care-of-Address changes, the router will still recognize the RSVP messages
and traffic as belonging to the same reservation. However, securing and authenti-
cating the messages may prevent the whole scheme from working.
4.4.4 ITSUMO
The ITSUMO approach [29] presents a QoS architecture that makes use of band-
width brokers. The architecture is based on Differentiated Services: the traffic is
aggregated and forwarded in a backbone network based on per-hop behaviors. In
the architecture there is at least one global server and several local nodes in each
Radio Access Network (RAN). The server is referred to as the QoS Global Server
(QGS) and local nodes are referred to as QoS Local Nodes (QLN). The QLNs
are ingress nodes of the DiffServ domain. They usually reside at the edge of a
wired backbone network and a Layer 2 Radio Access Network. The QGS retains
2Outer header means the IP header transporting the Path or Resv message, for example, the
whole packet and not only the payload is forwarded to the RSVP daemon
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the global information of the domain and informs QLNs what to do when traffic
comes in. The size of a domain is an implementation issue, but is affected by the
load of the centralized QGS.
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Figure 4.6: General ITSUMO Architecture
The mobile node communicates its QoS requirements directly to the QGS of
the domain through the use of SIP messages (Figure 4.6), for example. Once the
mobile node has had such a request accepted, it is guaranteed within the Service
Level Agreement that the node can move in this domain and receive the required
QoS. The QGS server has a near-to-complete picture of the state of the network
at any time. This is achieved by regular polling of all QLNs. The QGS uses the
received information to determine if a particular request can be supported. Once
it has concluded that the request can be fulfilled, it broadcasts the decision to all
nodes likely to be affected by the mobile node. Mobility guarantees are made by
notifying QLNs of mobile nodes likely to arrive into their cells.
The Service Level Specification (SLS) is usually agreed by both the user and
the service provider when the user signs up a service subscription. To change the
SLS stored in the serving network, the mobile has to contact the service provider.
Once the negotiation is done, the mobile can utilize the new SLS. Once the nego-
tiation between the mobile and the QGS is done, the QGS multicasts the decision
to all QLNs in the same administration domain. Therefore, the mobile node can
utilize the new SLS anywhere within the same administrative domain. Thus, a
dynamic SLS for mobile environment is achieved with a single negotiation in one
administrative domain. Still, the size of an administrative domain and the aver-
age number of users must be quite small, otherwise the scheme wastes a lot of
resources.
The ITSUMO approach offers classes of services mainly based on the com-
bination of two parameters: latency and loss. For each parameter the possible
values are high, moderate, and low for latency and high, moderate, low, and none
for the packet loss. The combination of the two parameters forms a spectrum with
12 classes of services. Four classes of applications can be placed in this matrix as
shown in Figure 4.7.
low moderate high
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high
none
low
PACKET LOSS
Paging
News
Mail
Web
FTPMission
Critical
Real
time
No application
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No application
Figure 4.7: ITSUMO Classes of Service
Furthermore, the ITSUMO architecture includes a set of mobility protocols.
The Dynamic Registration and Configuration Protocol (DRCP) is similar in func-
tionality to the Dynamic Host Configuration Protocol (DHCP) [35] and supports
host configuration and registration. The Host Mobility and Management Protocol
(HMMP) provides dynamic address binding and personal mobility [55].
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Chapter 5
Conclusions of Existing Technologies
In this second part of the thesis this chapter first evaluates the various QoS and
mobility schemes presented in the previous chapters. Then Chapter 6 presents an
alternative IP-based mobile network architecture that would offer advantages over
existing solutions. Chapter 7 finally presents experimental evaluations of some of
the concepts presented in Chapter 6.
This chapter begins with conclusions on the various QoS technologies, fol-
lowed by the mobility protocols. The chapter then discusses the inter-working
of QoS and mobility. Finally, the chapter evaluates the telecommunications in-
dustry mobile network architectures and discusses an important issue about the
interworking of IP protocols with different radio link layer protocols.
5.1 Issues in Quality of Service Architectures
QoS can be provided at different levels of a network node. Figure 5.1 presents
QoS mechanisms found on different protocol layers. Starting from the lower lay-
ers, ATM can be used to provide additional support to any of these QoS mecha-
nisms. When ATM is not used as the link layer technology, Multi-Protocol Label
Switching can still be used to support the IntServ and DiffServ architectures, and
RTP can be used over these two architectures.
Because the QoS mechanisms drive for the same generic goal, it can be argued
that once one QoS mechanism, or at most two, is used to provide quality for a
packet stream, additional QoS mechanisms only give little gain in the QoS. For
example, if an application reserves resources from the network using RSVP, and
then sends an RTP-based stream, the flow adaptation mechanisms of RTP would
introduce an overhead and consume a portion of the bandwidth with little benefit.
The benefits and problems of the two main QoS architectures, the Integrated
and the Differentiated Services, have been well evaluated by the IETF [76]. Be-
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Network Layer (IntServ/RSVP, DiffServ)
Data Link Layer (ATM)
Transport Layer (RTP)
MPLS
Figure 5.1: Classification of Different QoS Mechanisms
cause the Integrated Services model and RSVP keep the state of the reservations
per flow, they can provide a greater level of accuracy and a finer level of granular-
ity on the part of the network to respond to service requests. The service requests
of each application are used to generate a reservation state within the network.
This state-based model is intended to be exclusionary, where other traffic, for ex-
ample best-effort traffic, is dropped in order to meet the promised service targets.
As noted in the applicability statement of RSVP [112], there are several areas
of concern about the deployment of this service architecture. With respect to con-
cerns of per-flow service scalability, the resource requirements—computational
processing and memory consumption—for running per-flow resource reservations
on routers increase in direct proportion to the number of separate reservations that
need to be accommodated. Similarly, unless reservations are not aggregated [5] or
refresh reduction [10] is used, router performance may be impacted by the packet
classification and scheduling mechanisms intended to provide differentiated ser-
vices for these resource-reserved flows. The architecture also poses some chal-
lenges to the queuing mechanisms as there is the requirement to allocate absolute
levels of egress bandwidth to individual flows while still supporting an unman-
aged low priority best effort traffic class. Moreover, keeping accurate information
of reservation states may be quite challenging in a dynamic mobile environment.
Some people claim that, due to these issues, RSVP is not able to scale with the
traffic, and, thus, RSVP would not be a proper solution in current networks.
However, RSVP does relatively very well what it has been designed to do.
RSVP was never meant for backbone networks, where the number of flows varies
heavily. RSVP would work very well, for example, in access networks, where
the number of flows is significantly lower. Still, RSVP was designed primarily
for multicast flows, which has led to some properties of the protocol that create
overhead when used with simpler unicast flows. Martin Karsten et. al. have
done a good analysis of the processing overhead of RSVP and the effect of good
software engineering in the implementation of an RSVP daemon [92] [91].
One issue that does create problems with RSVP is mobility. RSVP uses the
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destination IP address of a flow as the session identifier. If the destination address
changes, the whole reservation must be re-initialized. Thus, when a mobile node is
receiving a flow, moves, and its IP address changes, the whole reservation must be
requested again. For the upstream, it is possible to request a shared reservation,
where all upstream senders share a single reservation, the size of which is the
largest of the requested reservations. After a handover, where the IP address of
the mobile node changed, the mobile node can send a Path message to update the
reservation path. The cross-over router of the old and new paths will respond to
the Path with a Resv and reserve the resources for the new path. Thus, the closer
the cross-over router happens to be, the faster the re-reservation after a handover
because the mobile is sending data on the same session as before the handover.
If both communicating nodes are mobile and moving very fast, trying to keep the
reservations may be quite a challenge.
To allow a process on a system to securely identify the owner and the appli-
cation of the communicating process (e.g. user id) and convey this information in
RSVP messages (Path or Resv) in a secure manner, RSVP includes a Policy Data
object that is used to encode identities [200]. However, to provide iron-clad se-
curity protection, cryptographic authentication combined with authorization has
to be provided. Such a functionality is typically offered by authentication and
key exchange protocols. Solely including a user identifier is insufficient. Key ex-
change is especially important in dynamic mobile environments, where the mobile
node must be able to authenticate and share keys with each new access router.
To provide hop-by-hop integrity and authentication of RSVP messages, RSVP
message may contain an INTEGRITY object [6] using a keyed message digest.
Since intermediate routers need to modify and process the content of the sig-
naling message, a hop-by-hop security architecture based on a chain-of-trust is
used. However, with the different usage of RSVP and with new requirements a
re-evaluation of the original assumptions might be necessary.
Thus, RSVP has means to provide protection against forgery and message
modification. However, it does not provide non-repudiation and protect against
message deletion. In the current RSVP security scheme, the two-way peer au-
thentication and key management procedures are still missing.
A more comprehensive analysis of RSVP can be found in [115] and the secu-
rity properties of RSVP have been thoroughly discussed in [191].
In the Differentiated Services architecture, there is no explicit negotiation be-
tween the application signaling of the service request and the capability of the
network to deliver a particular service response. The main advantage of this ap-
proach is that it can scale extremely well to large amounts of traffic since flow
states are not stored within the network. If the network is capable of supporting
a limited number of discrete service responses and the routers use the per-packet
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marking to trigger the service response, the processor and memory requirements
in each router do not increase in proportion to the level of traffic passed through
the router.
However, this approach introduces some degree of compromise in that the ser-
vice response is more approximate as seen by the end host. In addition, scaling
the number of clients and applications in such an environment may result in an in-
accurate service response to every client application. Furthermore, if the network
is incapable of meeting the service response, then the service will not be provided,
but no explicit indication of congestion and the refusal to provide the service is
sent to data senders. Thus, there is no requirement for the network to inform the
application that the request can not be honored. It is left to the application to de-
tect whether or not the service has been delivered. Moreover, IPsec encryption, for
example, may hide information needed to identify flows and deliver a dedicated
service.
The Internet Architecture Board (IAB) of the IETF has discussed these and
other problems related to the two Internet QoS architectures [76]. According to
the IAB, IntServ, RSVP and DiffServ can be viewed as complementary technolo-
gies in the pursuit of end-to-end QoS. Together, these mechanisms can facilitate
deployment of applications such as IP-telephony, video-on-demand, and various
non-multimedia mission-critical applications. IntServ enables hosts to request
per-flow, quantifiable resources, along end-to-end data paths and to obtain feed-
back regarding admissibility of these requests. DiffServ enables scalability across
large networks. A proposal for integrating these QoS architectures has been pre-
sented by the IETF Integrated Services over Specific Link Layers working group
(ISSLL) [12]. This is the framework, which that was used as basis for the archi-
tecture presented in the next chapter.
Regardless of the actual network layer QoS architecture, the Real-time Trans-
port Protocol can give additional support to multimedia applications. RTP can
adapt the audio and video streams to the network load and, thus, reduce the effect
of temporary congestion. However, the codecs used with RTP may be inefficient
and slow and reacting to frequent changes in the quality of the connecting net-
work, as a result handovers by a fast moving mobile node, for example.
Also, the Multi-Protocol Label Switching architecture can be used to comple-
ment the QoS support as it can be run under any of these other mechanisms, for
example, to provide QoS routing [31]. QoS routing aims to route packets accord-
ing to resource availability on different paths. The chosen path may not be the
shortest one if the service request can be met using this path.
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5.2 Issues in Mobility Schemes
As presented in Chapter 3, the mobility management schemes can be divided into
personal, and global and local host mobility. With the Session Initiation Protocol
(SIP), the location of a user can be tracked and sessions initiated to the current
host of the user. With Mobile IP, the location of a host can be tracked on a global
scale. The local mobility management schemes can help support host mobility
within an administrative domain more efficiently. All these mobility mechanisms
can be seen as complementing each other to offer a wide spectrum of mobility
support.
Mobile IP allows the mobile node to inform other nodes of its current location
in the Internet. Because an IP address defines the physical location of a node to
the routing infrastructure, a mobile node must, in the common case, change its
IP address every time it changes locations. When the IP address changes dur-
ing a communication session, the new address must be securely indicated to the
communicating partner. When the IP address changes, all protocols that keep
state information based on the IP address, RSVP, for example, must re-initiate
the states. The more often the IP address changes, the more refreshing of states
is needed, usually all the way between the communicating partners. A thorough
discussion on the effect of Mobile IP and RSVP can be found in [188].
The various local mobility management mechanisms, often also called micro
mobility protocols, aim to localize the changes needed to follow the movement
of the mobile node, and confine the movement of mobile nodes from correspon-
dent nodes. When the IP address at which the mobile node is reachable from
correspondent nodes does not change, there is no need for end-to-end signaling,
which allows for smoother mobility. Still, the functionality of a local mobility
management protocol can affect other protocols, such as RSVP. If the protocol
uses tunneling or manipulates the IP address of a mobile node asymmetrically in
the forward and reverse directions, RSVP reservations may not succeed or may
not eventually identify the flow the reservation was set up for.
In summary, the main goal of mobility management, in general, should be to
provide transparency to host and user movements. The more the mobility manage-
ment can be localized, the more efficient the mobility support is since end-to-end
signaling is not needed, and the better the support for various QoS mechanisms,
especially for IntServ and RSVP. When the effect of movement is kept local, the
QoS schemes used need only make local updates, which are faster when com-
pared to end-to-end signaling with the correspondent node. Still, tunneling and
other address manipulation functions must be carefully designed not to harm other
protocols that rely on the stability of IP addresses and IP routing.
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5.3 Mobility and QoS Interactions
Several types of handover situations between different entities can be identified.
Handover can happen within the same access router (AR) involving a change of
the access point serving the mobile node. This would be called an Intra-AR han-
dover. Handovers between access routers and access network gateways (ANG)
are called Inter-AR and Inter-ANG, respectively.
Figure 5.2 illustrates possible handovers while a mobile node moves within
and between two administrative domains. The different levels of handovers create
a variable load of signaling in the access network. The higher the handover is
propagated in the access network topology the more time it will take to set routing
and QoS allocations in place.
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Figure 5.2: Example Network Topology Illustrating Different Handover Sit-
uations
In Figure 5.2, a handover between access points 1 and 2 would be an Intra-
AR handover, between access points 2 and 3 would be Inter-AR handover, and
between access point 3 and 4 would be an Inter-ANG handover. In addition, a
handover between access point 4 and 5 would change the whole access network,
an Inter-AD handover.
In handover situations RSVP has problems guaranteeing the reservations be-
cause updating the reservation, routing and data transmission are independent.
RSVP-aware nodes need to send periodic Path and Resv messages for each flow
to refresh the end-to-end reservations. When a route changes, packets will receive
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only best-effort service until the reservation state has been updated on the new
path. The further from the mobile node the handover is noticed, the more time it
will take to re-arrange the reservations. In order to shorten the period when there is
no reservation, the refresh messages should be sent immediately after a handover.
This would trigger a location update of the mobile node at the intermediate RSVP
routers and, thus, carry out a local repair. Also, it would be possible to initiate the
QoS negotiation with the new access router before the handover with a Context
Transfer protocol [111] or if the mobile node can communicate simultaneous over
the wireless link with the old and new access router.
In the DiffServ approach there are similar problems. DiffServ assumes a fairly
static routing and SLAs. Without a bandwidth broker to co-ordinate resource
sharing in the DiffServ architecture, new mobile nodes may disrupt the overall
resource sharing between mobile nodes already in the cell.
In an Intra-AR handover, the handover control only needs to handle radio
resources since the flows will still use the same routing paths between the access
router and the access network gateway. Admission control may be left out if it has
already been done with this AR before the handover. This handover is often also
called a layer 2 handover. It is transparent to the IP layer if the interface to the
mobile does not change. Otherwise the handover triggers some changes internal
to the AR. If the interface changes, the AR must reallocated resources on the new
interface, which can cause the previous resources to be denied.
If the AR changes but the ANG remains the same, the routing remains similar
and the handover affects the availability of radio resources and resources in the
access network. The new AR may need to carry out a full authorization and
admission control procedure at the same time.
The resource co-ordination due to mobility is much more wide-spread when
the access network gateway changes. The gateway can change when the mo-
bile node moves within a large access network or when the mobile node does a
handover to the access network of another operator. It should be noted that this
must involve the assignment of a new IP address to the mobile node. When the
ANG changes, RSVP-based flows will experience a longer degradation in their
QoS until a scheduled refresh message reaches a router, which has the state of the
reservation so that the router can initiate an update in the reservation states on the
path.
The most complex handover happens when the administrative domain
changes. Besides re-routing and QoS allocation handling, the mobile node may
need to be re-authenticated, authorization to access network resources needs to be
checked, and accounting records need to be initialized. Also, encryption keys may
need to be shared again. This results in heavy signaling that will be seen as a long
time interval before the QoS allocations of the mobile node are back in place.
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Overall, the further away the movement of the mobile node is noticed, the
more adverse the effect on the QoS provision may be. If the movement is local,
the reservation set up can be kept local, but if the movement is, for example,
between two different administrative domains, the provision of QoS for the new
mobile is much more complex and time consuming. A discussion on providing
QoS in a mobile environment can be found in [118].
The frequency of the different handovers depends on the mobility of the node
and on the access network structure. For example, it is possible to build quite a
large access network supporting thousands of mobile nodes with only one gateway
router and a few access routers. Within such a network, no change of gateways
would happen, and changing access routers could only happen a few times per
mobile node.
Still, with standard RSVP, there is no way to predict before a handover
whether the new access router or gateway can support the service requested by
a mobile node. A Candidate Access Router Discovery [190, 40, 108] and Context
Transfer [41, 39, 111] mechanism would be needed to allow for smoother han-
dovers and lower the probability for denial of resources to the mobile node after
the handover.
5.4 The Second and Third Generation Networks
The fundamental concern about the Second and Third Generation Networks is
that they are not actual IP networks. Instead, they tunnel IP packets between the
external IP core networks and the mobile nodes over proprietary protocols. The
implication is that, at present, these networks do not interact well or not at all with
IP protocols defined by the IETF. To name an example, the various QoS protocols
are not noticed within the access network. Therefore, at least currently, the mobile
can not request resources from the access network with IntServ and RSVP or set
DiffServ code points in IP packets. Mobile IP is not currently supported, although
it should become part of the standard in the future.
However, support for Mobile IP has been studied in 3GPP. That support will,
sooner or later, be included into future releases of the UMTS specification. Also,
the exploitation of DiffServ and IP protocols, in general, to build an ”all-IP”
UMTS core network has been studied [192, 201]. An interesting architectural
scheme on how the GPRS architecture could be enhanced with IP QoS, mainly
IntServ, awareness has been discussed in [152]. Besides these advances, the de-
ployment of GPRS and UMTS networks is still highly regulated and due to high
equipment costs, deployment is only possible for larger Telecom operators.
Furthermore, one of the main concerns with GPRS is that a mobile node can
currently only have one active PDP context at a time. Another main concern is that
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QoS parameters are vaguely specified. This can lead to ambiguity in implemen-
tations and, thus, cause interoperability problems [103]. The UMTS specification
does not have these limitations. However, the various QoS parameters have no
influence in the backbone network. Moreover, from the end user’s point of view,
the costs of the current GPRS service, at least in Finland, are quite high for Inter-
net access. Only one operator provides a flat rate, while all other operators charge
based on the amount of bytes transferred. The current trend in web site design
is towards more and more complex and magnificent looks, which creates more
and more bytes to be transferred to view a single page. As a result, depending on
the application, it may still be less expensive to use circuit-switched data services
than the GPRS service.
5.5 Other Proprietary Architectures
This section discusses the proprietary IP-based architectures presented in Chap-
ters 2 and 4. These are YESSIR, Boomerang, INSIGNIA, Mobile RSVP, and the
ITSUMO architecture.
YESSIR is an extension to RTP and provides network routers information
about the resource requirements of the flow. YESSIR does not have any specific
support for mobility and the security of the signaling relies on RTP security. If
the RTP messages are encrypted, routers may be unable to provide the requested
resources.
Boomerang aims to be a simple sender-oriented resource reservation mecha-
nism. The simplicity is mainly due to a lack of features in the protocol, for exam-
ple, no support for multicast or to securing the signaling is available. Moreover,
Boomerang uses ICMP messages to carry the signaling messages and firewalls
are often configured to drop most kinds of ICMP messages.
INSIGNIA is a reservation-based system that maintains a per-flow state in
each node. As a result, scalability is reduced and processing requirements in the
routers are quite high. However, because the signaling used is in-band and there
is no separate setup and tear-down procedure, INSIGNIA triggers less processing
in the network than the RSVP protocol.
INSIGNIA only supports two types of service: one QoS class with bandwidth
characteristics and the best-effort class. QoS violations can be handled by adap-
tation in the network but applications must also be able to react to changes in the
QoS provided by the network. The INSIGNIA network can react to congestion by
dropping those data packets of a streaming application that provide extra informa-
tion and by keeping the base packets. This type of packet handling within a flow
is against the well-known IETF principle to push the intelligence to the edge of
the connection and to the end hosts. Furthermore, this scheme also requires that
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the applications can identify base and enhancement packets in outgoing streams.
Moreover, INSIGNIA can not cope with IPv4 packet fragmentation unless the
original INSIGNIA header is copied in each packet fragment, which, in turn, can
create considerable processing overhead at routers. In addition, the INSIGNIA
header adds three bytes in all data packets, which creates an overhead in voice
communications where the packet size is typically very small.
The primary target of INSIGNIA is to be used in small scale mobile ad hoc
networks. Still, no thought has been given to how it would inter-operate on an
end-to-end basis with RSVP or DiffServ networks. Moreover, INSIGNIA lacks a
security framework and does not investigate how to secure signaled QoS data in
ad hoc networks where relatively weak trust or even no trust exists between the
participating nodes.
Mobile RSVP considers two approaches to handling the active and passive
RSVP reservations. In the first method (MRSVP I), the mobility agents play a
significant role in processing active and passive messages. In this case no change
is necessary in the RSVP message processing and forwarding rules except at the
mobility agents and the mobile nodes. An MRSVP proxy agent is required and
moderate complexity is introduced into the network nodes. The bandwidth uti-
lization is slightly less efficient than that of RSVP due to the passive reservations.
In the second approach (MRSVP II), support for active and passive reser-
vations for mobile nodes is achieved by using additional objects in RSVP mes-
sages. In addition, the RSVP message processing rules have been extended in all
nodes taking part in the signaling. The bandwidth efficiency is better than that in
MRSVP I but a higher complexity is introduced into the network nodes.
Both MRSVP approaches solve some of the mobility issues at the expense of
scalability and complex and inefficient resource usage due to the advance reserva-
tions. They both support lossless handover but introduce small handover latency
while the passive reservations are activated. Moreover, the way the movement
pattern of the mobile node is obtained is not specified, and the way the passive
resource reservations are used leaves some open questions.
The ITSUMO architecture has a different philosophy on advanced reserva-
tions. Although the mobile node itself has to explicitly request a reservation and
specify a mobility profile, the advanced reservation is made by the QoS Global
Server (QGS). Based on the local information and the mobility pattern, the QGS
envisions how much bandwidth should be reserved to the flow in each QoS Local
Node (QLN). The QGS then updates periodically the QLNs likely to be visited by
the mobile node.
The difference to the MRSVP approach is that advanced reservations in
MRSVP have to be signaled from the mobile node to every access point according
to the mobility pattern of the mobile node. This requires knowledge of the mo-
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bility pattern in terms of access routers and processing of the information at the
mobile node. In the ITSUMO approach this information is updated periodically
by the QGS according to the mobility pattern informed by the mobile node but
processed on the QGS. Thus, the mobile relies the explicit advanced reservation
using the QGS. In addition, in the ITSUMO approach the mobility pattern could
be given in terms of geospatial locations.
The probability of a service request to be admitted in the ITSUMO frame-
work is influenced by the resource availability in a large region of the domain. If
the mobile node is likely to move considerably—or even though being stationary
the QGS has estimated the node to be mobile—one potential but congested Ra-
dio Access Network (RAN) can block the service request of the mobile node for
the whole administrative domain although resources are available in the current
RAN and many neighboring RANs. In addition, if the mobile node moves in an
unexpected fashion, the scheme may not be able to provide the service initially
requested.
An alternative to the active reservations in all potential QLNs has also been
studied. Instead of admitting the request if all potential QLNs have the necessary
resources, the connection request is admitted only if the bandwidth in the current
QLN is available. All other QLNs have a certain bandwidth reserved for potential
traffic of nodes arriving from adjacent QLNs. When the mobile node changes
the RAN, it performs new QoS signaling with the QGS. The QGS admits the
handover to the new QLN only when the reserved bandwidth for arriving nodes
in the new QLN can still serve the request, otherwise the connection is lost. The
reserved bandwidth for arriving nodes in QLNs needs to be carefully provisioned
so that the handover blocking probability is small.
However, since the ITSUMO scheme follows an aggregate traffic manage-
ment mechanism, the granularity of the reservation states can be more approx-
imate. Still, a disadvantage of the ITSUMO approach is that it assumes global
domain knowledge, which is difficult to maintain and manage in large domains.
Furthermore, the limited set of QoS parameters may not provide enough possibil-
ities for service differentiation. Also, the way resources are shared in QLNs and
how the mobility pattern of mobile nodes are obtained are open issues.
5.6 Interactions between Radio Link Layers and the IP
Layer
Traditionally, IP protocols do not assume any specific functionality from the
underlying link layer. The IP QoS architectures are based purely on IP-layer
decision-making, packet buffering and scheduling through a single link-layer Ser-
vice Access Point (SAP). The recent evolution of IP-based mobile and wireless
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communication has driven the design of wireless link layers and new link layers
have been designed to include more functionality than what is required for sim-
ple FIFO packet delivery through a single link-layer SAP. To name an example,
the HIPERLAN/2 link layer provides priority-based packet scheduling and sup-
port for guaranteed bandwidth reservations [88]. Therefore, interactions between
radio link layers and IP layer need to be studied.
The characteristics of wireless links are very different when compared to
wired links. Radio resources are typically scarce and the packet loss rate may
be high. In addition, when a mobile node moves, its point of attachment to an
access network may suddenly change. This often causes a need to change the
routing paths to and from the mobile node and may introduce fluctuations in the
QoS level. This poses special requirements on the interworking between the net-
work layer and the wireless link layer. Moreover, it has been widely recognized
that assistance from the link layer is a prerequisite for devising efficient fast han-
dover solutions for wireless IP access networks [90].
Since the layers below IP have better understanding of the status of the wire-
less communication medium, radio equipment manufacturers often want to imple-
ment more features than needed to carry IP packets. Yet, the number of IP-based
protocols is increasing and new functionality with increasing complexity is con-
tinuously introduced. This is likely to introduce overlapping functions and layer-
ing violations if functionality found on the IP layer is implemented in the lower
layers, as well. It can be argued that most of the functions required in controlling
IP packet delivery over a (wireless) link are best handled within the IP and higher
layers because these layers have the best knowledge about the forwarding service
that would be needed for each IP packet, and about how competing packets should
share the link capacity. Any supporting functions at the link layer must be care-
fully designed and well reasoned so that they do not affect the QoS chosen for
packets on the IP layer.
Furthermore, the impact of a particular radio link technology raises concerns
about QoS provision. Radio technologies provide different bandwidths for mobile
nodes to share and are sensitive to interference in varying degrees and scenarios.
Moreover, the ability to perform macro diversity, as in W-CDMA, sending the
same information through two or more transceivers and then combining the infor-
mation into one at some point in the network, has implications on the functionality
of IP protocols.
Solution between these two extremes is needed: a generic convergence layer
in between the IP and link layer mechanisms. There has only been little previous
work in this area. All existing communications technologies implement a subset
of such convergence functionality, but those are geared towards supporting the
IP layer in a minimal fashion. Even if there was some provision for wireless
5.7 Summary 83
traffic, the interfaces have been ad hoc in nature and tied to a particular link layer
technology. These issues call for designing a uniform wireless-enhanced interface
for transmitting IP packets over different wireless links.
We have studied an IP-to-wireless convergence layer, a generic interface be-
tween the network (IP) layer and a wireless link layer in [117]. In particular, we
studied the support for smooth co-operation between the IP layer and link-layer
QoS mechanisms. An analysis of the use of a convergence layer with the HIPER-
LAN/2 wireless LAN can be found in [15].
5.7 Summary
From the evaluation of existing technologies we can deduce that there is no com-
prehensive access network architecture that would be purely IP-based, provide
QoS and mobility, and still be efficient, scalable, and interoperable with other IP
networks. Furthermore, if end-to-end QoS is not available, flexible mechanisms
would be needed to request QoS from the access network only.
The GPRS and UMTS networks provide QoS only within the radio access
network. In addition, there is no standardized scheme to map IP-layer QoS mech-
anisms to the GPRS or UMTS QoS architecture. Thus, Integrated Services pa-
rameters sent with RSVP or Differentiated Services Code Points do not currently
match nor trigger QoS within the GPRS or UMTS networks. Moreover, the com-
plexity of the current GPRS and UMTS QoS solution makes it difficult to handle
multiple service classes efficiently. Furthermore, support for IP QoS in general
is missing from the GPRS and UMTS core networks. Fundamentally, the many
layers of mapping from application layer, to IP QoS, to UMTS bearer classes, to
specific air interface characteristics, make it hard to develop applications which
have a consistent QoS behavior across different networks and implementations.
The INSIGNIA architecture is restricted to ad hoc networks and to only
certain types of streaming applications and does not support well sensitive and
bursty data applications. The Mobile RSVP raises scalability and resource shar-
ing questions about the passive reservations. The Mobility Enhanced RSVP has
similar problems as a pure RSVP-based QoS architecture, although the mobility
support—the addressing of mobile nodes—has been enhanced. ITSUMO seems
to be able to scale with the traffic load within the access networks, but the use
of the QoS servers raises doubts. Retaining global domain knowledge of QoS
may not be as straightforward as implied and the inter-working of the QoS Global
Server and the QoS Local Nodes raises questions on scalability and fault toler-
ance.
Based on this evaluation, certain desirable design criteria for an IP-based mo-
bile access network with QoS support can be identified:
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1. Quality of Service must be based on explicit signaling and feedback so that
the requesting party knows the outcome of the request.
2. Resource management must scale with the number of reservations re-
quested by mobile nodes.
3. It should be possible to allocate resources on behalf of legacy applications
running on mobile nodes.
4. It should be possible to allocate resources on behalf of legacy nodes in the
Internet.
5. Mobility management must not cause additional harm, besides the change
in routing, to resource allocation, for example, to reservation states in
routers and to packet filters used to identify flows.
6. End-to-end signaling, for example, mobility- and QoS-related, must be min-
imized.
7. The mobility and QoS mechanisms must be able to support frequent han-
dovers.
8. The design must not add new security vulnerabilities or harm existing
mechanisms.
A proposed solution to this apparent deficiency will be presented in the next
chapter. The solution borrows from the IETF mobility and QoS mechanisms. It
integrates them into a mobile wireless network architecture that has the ability to
support IP mobility and QoS, and that allows for seamless handovers. In the case
where end-to-end QoS is not available, the architecture introduces a new signaling
protocol that mobile nodes can use to request access network internal QoS, for the
wireless link, for example. The local mobility management mechanism used, the
BCMP protocol, is able to follow the movement of the mobile node and forward
packets arriving at the old access router to the current serving access router.
Chapter 6
A QoS-aware Mobile Network
Architecture
This chapter presents an architecture for IP-based mobile networks with QoS sup-
port. The design seeks to join the QoS, mobility, and security mechanisms in an
efficient and flexible way, and, thus, allow for the parallel evolution of the func-
tionalities. The QoS part draws from issues raised by the Internet Architecture
Board relating to the provision of scalable assured services to flows by using In-
tegrated Services and RSVP, and DiffServ [76]. The conclusion was that some
combination of RSVP signaling and DiffServ flow aggregation would provide an
efficient overall service. Independently these two architectures have problems
providing QoS efficiently. IntServ has high overhead and raises scalability con-
cerns while DiffServ lacks a feedback mechanism. General user requirements
about the flexibility of a QoS model have also affected the design of the architec-
ture. The mobility management seeks to localize and hide from external nodes
the management of mobility, so that the need for end-to-end signaling is mini-
mized, while still supporting seamless handovers. The security of the architecture
is based on existing work in this area. The presented architecture and protocols
can be used in IPv4 and IPv6 networks, alike. The terminology in this section is
based on current IETF terminology [116].
6.1 Overview
The proposed QoS architecture provides both per-flow (with IntServ) and aggre-
gate (using DiffServ) QoS in order to support applications with different needs.
The architecture is designed to be scalable and to provide end-to-end guarantees
as well as guarantees within an access network alone. DiffServ is used within
the core of the access network, between the access routers and the gateways, and
IntServ management on the borders of the access network.
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The delay sensitive flows are initiated with RSVP and, at the borders, these
flows are mapped into DiffServ Per-hop Behaviors (PHB) as presented in the IETF
ISSLL proposal [12]. Thus, per-flow states are only kept at the borders of the
access network, while the core of the access network forwards packets according
to the destination and prioritizes flows based on the DiffServ marking. Delay
sensitive or less critical flows can get differentiated treatment, that is, better than
best-effort service by using DiffServ Code Points directly.
The global host mobility management, if needed, can be handled using Mobile
IP, and user mobility can be managed with SIP. The local host mobility manage-
ment protocol is not fixed because there are several protocols that are efficient
in different network topologies. In other words, this architecture framework can
be implemented using different local mobility protocols in different access net-
works. Still, the BCMP local mobility protocol is proposed because it has several
qualities that support the architecture. These are discussed later.
The use of MIP or SIP is not mandatory, since currently most communication
from end hosts are pull-type communication, web browsing and reading emails,
for example. If the mobile user needs to be reachable from external nodes, either
of the two technologies, or any new similar technology, may be deployed.
The security of the architecture and protocols is based on existing work around
IPsec and on the security mechanisms of RSVP. The Authentication, Authoriza-
tion and Accounting (AAA) requirements can be met using the schemes presented
in the IETF AAA working group, for example, by using DIAMETER [123] [23].
Depending on the IP protocol version used and the network operator, hosts can
use either the Dynamic Host Configuration Protocol (DHCP) or the IPv6 auto-
configuration mechanisms.
This architecture framework was initially presented in [113]. The framework
for the provision of QoS in a mobile network was adopted as the base for the net-
work envisaged in the EC-IST project BRAIN [80]. The main goals of the project
were to define an IP-based broadband mobile access network as a complement
to GSM and UMTS. The BRAIN network would offer the integration of end-to-
end services over IP and would evolve IP towards mobility. The work in BRAIN
was continued in the EC-IST project MIND [223]. The MIND project used the
same QoS framework but extended it to new mobile environments including ad
hoc networks [81].
6.2 The Network Architecture
The proposed network architecture is presented in Figure 6.1. The architecture
and protocol support is meant to be modular so that support for various QoS, mo-
bility and security functions can be available. The minimum requirement is for
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the network to support RSVP, a host configuration mechanism and AAA, if au-
thentication, authorization and accounting are needed. At least the access routers
and the gateways must support RSVP, but some critical cross-over routers should
also be able to handle RSVP signaling messages.
The support for mobility is fully flexible, but in most cases the same protocol
must be available on the mobile nodes as is used in the access network. The
access network operator can rely on MIP or SIP for all mobility support or deploy
a preferred local mobility mechanism.
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Figure 6.1: Network Architecture and Protocol Stack.
The figure shows three types of access network nodes together with their pro-
tocol stacks. The mobile node (MN) is the user’s IP-based mobile device. The
protocol stack is required to include support for at least AAA and host configura-
tion mechanisms required by the network operator. The QoS can be handled with
either IntServ and RSVP or DiffServ but both mechanisms should be present in
order to allow a flexible QoS management. RTP does not need support from the
access network, and, thus, the use of RTP is not visible in the network architecture.
The access router (AR) is the IP router delivering packets to and from a mobile
node over the last-hop wireless link. The access router is in charge of resource co-
ordination for the access points, which are often called base stations, attached to it.
Access points are link-layer devices attached to access routers. An access router
forwards IP packets through access points. An access router can have a network
interface for each of its access points and can, therefore, perform per-access point
resource allocation.
The access router has much of the same functionality as a DiffServ border
node upgraded with the functionality needed to support RSVP signaling. A Diff-
Serv border node is in charge of admission control, service negotiation, and set-
ting the proper DiffServ Code Point (DSCP) to IP packets in order to produce a
proper forwarding behavior in network routers. DiffServ policing and shaping is
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performed if the load exceeds the amount of resources allocated to different Per-
Hop Behavior (PHB) aggregates. An access router is also the default router of
mobile nodes connected to its access points. Therefore, mobile nodes need to set
up security associations with the access router. When a handover changes access
routers, the security associations must be re-negotiated, or provided via Context
Transfer [41, 39, 111]. This is discussed in more detail later in this chapter.
The access network gateway (ANG) has similar functionality as the access
router but for flows arriving from and departing to the external networks. The
admission control functionality controls the traffic arriving from an external IP
network. It drops or remarks packets if they do not conform to the information
present at the gateway. Service Level Agreements negotiated between the access
network operator and the external network operator can further affect the packet
handling.
The access network internal routers forward packets according to normal IP
routing mechanisms and the DiffServ processing. If the access routers and access
network gateways perform proper shaping of flows admitted into the network,
the backbone of the access network could be slightly over-provisioned and then
built with ordinary routers with no support for DiffServ or RSVP. Still, in larger
access networks, cross-over routers that connect several routing areas should sup-
port RSVP, or at least have more complex queues than the gateway, to allow for
more control of resources going to various destinations. This cross-over router
issue has also been raised in the IETF [12].
The protocol stack in Figure 6.1 could be from any IP network. The funda-
mental difference between this stack and the one in the GPRS/UMTS architecture
(Figure 4.2 on page 52) is that user IP packets are transported ”as is” through
the access network and not over another IP-layer and miscellaneous other trans-
port protocols. This results in considerably lower operating overhead than in the
GPRS/UMTS network. Furthermore, IP QoS and mobility mechanisms can di-
rectly be used in this architecture in the same way as in any fully IP-based net-
work.
For security purposes, it would be possible to give IP addresses from the pri-
vate subnet pools to the access network internal nodes. This is illustrated in Figure
6.1, where the gateway has two IP stacks and addresses, one for communicating
with the outside world and one for communication with access network nodes.
This would protect the network nodes against security attacks coming from the
external networks but also from local mobile nodes. The mobile nodes are allo-
cated fully routable addresses. Of course, private addresses could be allocated to
mobile nodes and a Network Address Translator (NAT) could also be used, but
then RSVP would be useless, as it is not compatible with NAT technology and
changes in IP addresses.
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6.3 Provision of Service Differentiation
This section presents the QoS mechanisms of the proposed architecture in more
detail. The aim of the QoS part of the architecture is to be flexible in its sup-
port for mobile nodes and their requirements but still to be able to scale to larger
networks. Since there is no single IP QoS mechanism to base an access network
and applications on, the proposed architecture supports both IntServ and Diff-
Serv. Scalability concerns of IntServ have been solved by mapping the IntServ
reservations to DiffServ behavior aggregates. The quality of the IntServ service
is affected by the way the individual flows are mapped to the underlying DiffServ
backbone. If end-to-end QoS support is not available, the architecture provides a
way to setup only local QoS states.
The provision of QoS support on an end-to-end path is a question of service
agreements between operators. If all access and core network operators on the
path inter-work properly, the requested end-to-end QoS may be achievable. Cur-
rently, QoS to mobile nodes can really be assured only within the access network
part. Figure 6.2 presents different methods to handle QoS in this architecture.
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Figure 6.2: QoS Mechanisms in the Architecture.
IntServ and RSVP can be used to provide end-to-end resource reservations,
between the mobile node and its correspondent node. If end-to-end RSVP signal-
ing is used, the edge nodes, that is, the access network gateways and the access
routers, map the resource request to a proper PHB to be used in the access net-
work. Similarly, nodes in the external core network and the access network of the
correspondent node use the RSVP signaling messages to check for resources and
to allocate them if enough resources are available.
RSVP can still be used even if some intermediate core network between the
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two communicating hosts does not support RSVP. In those parts of the end-to-
end path, the RSVP messages do not set up QoS and are forwarded as ordinary
IP packets. In RSVP-aware networks the messages are interpreted and resources
are allocated accordingly. Thus, the two access networks can still reserve re-
sources even if the connecting core network is partly unaware of any QoS issues.
However, the service may suffer because of the best-effort domain between the
communicating parties.
DiffServ marking can also be used end-to-end. However, there are no exact
standard specifications on the behavior of each per-hop behavior and DSCP. Each
administrative domain can use its own marking, remarking, and service defini-
tions. Thus, the original DSCP on packets can change anywhere, many times, on
the end-to-end path and the resulting service may differ from the one the packet
sender expected. A previously high priority packet may, for example, arrive la-
beled as a best-effort packet to the access network of the receiver. Service Level
Agreements between core network operators can be used to handle the possible
mismatch and the problems with changing DSCP values. However, due to the
nature of the Internet, one misbehaving intermediate core network operator can
nullify the QoS agreements between other operators.
Thus, the quality of an end-to-end service is at best as good as the weak-
est link on the path. The obtainable bandwidth, for example, is limited by the
weakest link. The overall end-to-end delay is mostly affected by the links that
are the slowest or most congested. Since the deployment of QoS mechanisms in
the global Internet has not advanced, requesting QoS along a long path will most
probably result in a service closer to best-effort even if the mobile access network
has given its support and reserved resources. Furthermore, the support for end-
to-end RSVP requires co-operation from both ends of the transfer. Therefore, it
is likely that web servers, for example, will not provide resource reservations for
each client application due to the processing overhead. Furthermore, supporting
mobile clients would also require support from current Internet servers.
6.3.1 Congestion Prevention
Data transfers using TCP seek to maximize the utilization of the available band-
width. Because the amount of traffic flowing through a network is usually bursty,
all resources in routers may be occupied from time to time. Therefore, without
strict shaping at network edges, the core of the access network can become con-
gested and harm UDP-based transfers, which do not usually have any mechanisms
to cope with network congestion.
A congestion situation can be detected from increased queue lengths in
routers. To prevent a router from entering a state of total congestion, active
queue management such as Random Early Detection (RED) [18, 60] should be
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used. RED drops packets based on the average queue length exceeding a thresh-
old rather than only when the queue overflows. Thus, RED prevents a router from
becoming extremely congested. When such a queuing mechanism is enhanced
with the Explicit Congestion Notification (ECN) scheme [154, 160], there is a
good possibility to prevent access network nodes from becoming congested.
ECN needs support from routers and end-hosts. When a router notices that
queues are growing due to congestion, instead of immediately starting to drop
packets, the router sets a bit in the IP header as an indication of incoming con-
gestion. The end-hosts can use this indication to voluntarily slow down their
transmission rate and, thus, take part in preventing congestion. RED and ECN
are primarily used to control TCP-based traffic, since UDP-based traffic usually
has no congestion control mechanisms. RED and ECN are relatively fair in their
operation, since the probability of a flow’s packet to be marked or dropped is in
direct proportion to its share of the link capacity. Thus, high bandwidth senders
will be affected more than flows using less bandwidth.
There are still several open issues in network congestion control that need to
be solved. For example, once a network forwarding UDP and TCP streams is
congested, TCP senders back off, start to probe for the available capacity, and
may end up consuming less resources than before because the UDP senders did
not lower their transmission rates when congestion occurred. This behavior is
against the current trend in the IETF to make transport protocols TCP friendly
[69]. The IETF is currently working on a new transport protocol, the Datagram
Congestion Control Protocol (DCCP) [61, 100], which provides congestion-aware
transport of datagrams. DCCP would prevent the discussed ”theft of service” by
streaming applications, and, thus, make flows more even in their share of the
available bandwidth.
Because the access network is providing QoS with DiffServ mechanisms, the
benefits of RED and ECN are primarily noticed within separate PHBs, rather than
between PHBs. Since DiffServ already classifies packets to different aggregates
and separate queues, the congestion in a single queue should not affect the other
queues. However, if the scheduling does not properly restrict the resources al-
lowed to certain classes, for example, if a higher priority class can steal resources
from lower classes, other packet classes may suffer from a congested class. Still,
RED and ECN should be used, in the access network and the mobile nodes, to
co-ordinate the resources of a single independently forwarded class so that the
class would not encounter congestion. RED and ECN should be used in all Diff-
Serv forwarding classes, even in the Expedited Forwarding PHB. Although the
DiffServ Expedited Forwarding service is meant to provide a no-loss service, it
is generally very difficult to guarantee this without specifying constraints on net-
work topology [28, Ch. 4]. Still, one might argue that, if a request for resources
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is accepted by the network, the service must be provided at all times – in a perfect
world this would be the case, indeed.
6.4 Local QoS Support
Guaranteed QoS for multimedia applications requires support from the connect-
ing network and the communicating parties. However, in many communications
through the Internet, the backbones offer only best-effort service. Moreover, con-
tent servers do not support QoS signaling.
Currently, Internet backbones are usually over-provisioned and, thus, provide
sufficient quality. The problems are often in the access networks that may become
the bottleneck, especially when they have wireless links as mobile access net-
works. Thus, it would be useful if end hosts could reserve at least local resources
at the access network, especially wireless link resources. Additionally, for mobile
nodes the continuity of QoS is enhanced if resource signaling can be localized and
coupled with mobility management.
Let us consider a scenario, where a fixed network correspondent node (CN)
is sending a multimedia stream to a mobile node (MN) behind a wireless link. If
the CN does not support RSVP it can not signal its traffic characteristics to the
network and request specific forwarding services. Likewise, if the CN is not able
to mark its traffic with a proper DiffServ Code Point (DSCP) to trigger service
differentiation, the multimedia stream will get only best-effort service, which may
not be sufficient for the application. Even if the connecting wired network is
over-provisioned, an end host would still benefit from local resource reservations,
especially in wireless and mobile access networks, where the bottleneck resource
is most probably the wireless link.
In order to compensate the absence of assured end-to-end QoS support, the
presented architecture provides a new mechanism for reserving resources only in
the access network. This has the benefit that mobile nodes can get QoS in the
access network, particularly on the wireless link, when end-to-end QoS support is
not available.
6.4.1 Existing Mechanisms
From earlier work, two primary ways to signal QoS requirements to an access
network can be identified. One way is to use DiffServ Code Points (DSCP) and
the other one is to use RSVP with IntServ.
In the DiffServ-based solution there are three ways to use the DSCP values.
Firstly, the mobile node can mark the upstream packets if it knows the proper
DSCP values. For the downstream the access network gateway must be able to
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mark the incoming packets with proper code points. This can be accomplished by
defining default values for different micro flows in the Service Level Agreement
(SLA) negotiated between the client and the access network service provider. The
values and their semantics can be provided to mobile nodes as a part of host auto-
configuration.
The second way to make use of DiffServ is to have a Bandwidth Broker [136]
that dynamically returns the proper code point for each flow. When the first packet
of a flow arrives at the access network edge router, the router requests the proper
code point from the Bandwidth Broker. The router maintains a soft state mapping
from micro flow identification to the DSCP so that future packets can be directly
identified and labeled. The third way would be to define a protocol that a mobile
node could use to dynamically adjust the mapping information stored at the access
network edge for the incoming traffic.
The second mechanism to signal QoS requirements of a flow would be RSVP.
For upstream reservations, a mobile node sends the Path message to the access
network gateway that returns the Resv message and sets up the reservations. The
gateway would act similarly to an RSVP proxy [64]. However, the mobile node
would need to know the address of each RSVP proxy in the network in order to be
able to direct the reservation to the proper proxy. Alternatively, the RSVP proxy
could intercept all outgoing RSVP messages and respond with the reservation
preventing end-to-end reservations.
The reservation in the downlink direction is not as straightforward since the
downlink reservation needs to be initiated by the RSVP proxy. Currently there is
no mechanism that would trigger the proxy to initiate the RSVP signaling for a
downlink flow.
Thus, the existing mechanisms do not seem to solve the signaling problem
efficiently. The DiffServ mechanisms do not allow explicit resource reservations
and are quite inflexible to change the treatment of ongoing flows. The problem
with the RSVP proxy approach is that the proxy can not automatically distinguish
reservations that would be answered by the correspondent node and reservations
that would require interception. Additionally, the RSVP proxy needs a way to
know when to allocate resources for incoming flows. Mobile access networks
also add to the problems since mobile nodes can constantly change their point of
attachment in the network and resource allocations need to be re-arranged.
6.4.2 Overview of the Approach
The usual signaling model of RSVP includes the data sender and receiver, and a
network of RSVP routers as shown in Figure 6.3. The data sender initiates the
RSVP signaling by sending the Path message. This message is routed through the
network, setting states in RSVP routers, and finally arriving at the data receiver.
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The receiver then responds to the signaling by sending the Resv message, which
applies the reservation for the data stream.
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Figure 6.3: Basic idea in the Localized RSVP.
If the data receiver is not RSVP-aware, it can not respond to the signaling and
make the resource reservation happen. Similarly, if the receiver is RSVP-ware,
but the sender is not, the sender can not take part in the signaling for the resource
reservation.
The presented scheme changes this basic model in that the application re-
sponding to the RSVP messages sent by the data sender is not anymore located
at the host receiving data, but, instead, is located closer to the local end host.
This application is called the LRSVP Proxy. From a software engineering per-
spective, the proxy is an RSVP-aware application running on an RSVP router and
able to respond to and initiate RSVP message exchanges. The proxy is located
somewhere within the local access network—a good place would be the access
network gateway as in Figure 6.3.
Now, in order to distinguish local reservations from end-to-end reservations,
one bit is used from the unused Flags field in the RSVP Session Object. The Local
Indication (LI) bit (currently we use bit 0x8) is used to differentiate reservations
that are internal to the access network. When the bit is set the RSVP message is
part of local resource signaling and the RSVP router running the proxy will not
forward the message to the next hop but instead give the message to the proxy
application running on the router. A default value of zero indicates standard end-
to-end signaling, where the proxy application is not concerned.
A second bit is also needed, the Expedited Refresh (ER) bit (currently we use
bit 0x4), to indicate that a Path message is sent as a refresh to a broken path and
must be forwarded immediately. This indication is needed because each RSVP
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hop propagates a Path message before a timeout only if the Path state has changed.
When a route changes at the receiver end of the data flow, a Path message is
needed to set up again the Path state. This is discussed in more detail later.
When the local end host wants to make a resource reservation for a down-
stream flow, it needs a Path message from a node on the data path. If the data
sender is not RSVP-aware, the local end host can trigger the LRSVP proxy to
send the Path message on behalf of the data sender. A new message type called
”Path Request”, with an initial message type number 8, is used to request a Path
message from the local RSVP proxy. This message has the same structure as a
standard Path message.
A second new message called ”Path Request Tear”, with an initial message
type number 9, is used to tear down a downstream reservation. This message
is similar in structure to a standard Path Tear message. Due to the new bits and
message types, all RSVP routers inside the access network must be upgraded with
the LRSVP extension.
When a local mobile node wants to reserve resources in the local access net-
work, it uses the LI flag in RSVP messages to indicate a local reservation. The
structure of the RSVP messages follows the RSVP standard. When the router run-
ning the LRSVP proxy receives an RSVP message with the LI bit set it will notice
that the flag was set and does not forward the message further to the next hop. The
RSVP daemon on the router gives the message to the local RSVP proxy, which
responds according to the following description. As discussed in Chapter 2.3,
the Session object together with the Sender Template are used to define the data
sender(s) and receiver(s) of the reservation. The security issues of the solution are
discussed later in this section.
The first sketch of this solution appeared in [119] and [80], although some im-
plementation ideas have changed since. The most recent specification is in [121],
which has been contributed to the IETF NSIS [227] and TSVWG [232] working
groups. A recent conference paper has primarily the same technical description
of the protocol [120].
6.4.3 Upstream Transfers
Setting an upstream reservation is straightforward and follows the RSVP func-
tionality (Figure 6.4). The mobile node sends the usual Path message but sets the
LI flag. The Session Object defines the destination of the flow that will eventually
be transmitted from the mobile node. The Sender Template provides information
about the mobile node itself.
The Path message is routed through the access network and sets the Path state
in RSVP routers. When the LRSVP proxy in turn receives the Path message, it
notes due to the LI bit that the reservation is meant to stay within the access net-
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work and responds with a Resv message. It will not forward the Path message
further to the next hop. It will create the Resv message, including the informa-
tion about the resources requested as defined in the standard IntServ and RSVP
processing rules [19, 21, 174, 196]. When the Resv message arrives at the local
mobile node, the resources for the session defined in the Path message have been
allocated.
End Host AR ProxyRouter CN
Path towards CN (LI)
Resv (LI) Resv (LI)
Resv (LI)
intercepts
Proxy
Figure 6.4: Upstream Reservation Setup Signaling.
6.4.4 Downstream Transfers
Before setting a downstream resource reservation, the mobile node needs to be
aware of the data senders. In multimedia communications a session is usually set
up with an application layer protocol like SIP or the Real-Time Streaming Proto-
col (RTSP) [168, 169]. The session provides the mobile node with the necessary
information about the sender. Another but more coarse reservation can be set, for
example, for audio streams initiated while browsing the Internet: the mobile node
indicates in the RSVP messages that the sender will use the well-known HTTP
port number 80 and the transport protocol is UDP. Streaming multimedia clips on
Internet sites commonly mention the bit rate, which the user can set manually in
the RSVP request. In this way it is possible to make resource reservations for any
sender that wants to communicate with the mobile. However, to allow for accurate
QoS support, more information should be given.
In order to set up the downstream reservation a signal is needed to the LRSVP
proxy to initiate the RSVP reservation setup, that is, to send a Path message on
behalf of the sender(s). To achieve this, the mobile node sends the Path Request
message with the LI flag set (Figure 6.5). The Path Request message is identical
to a standard Path message apart from the message type field. The Session Object
must include information about the recipient, the mobile node in this case, and the
Sender Template must define the expected sender(s). The Traffic Specification
(Tspec) can either be based on the wishes of the mobile user or an estimate of
the incoming traffic characteristics. Yet another possibility is application level
signaling, like SIP, prior to the transfer.
6.4 Local QoS Support 97
When the LRSVP proxy receives a Path Request message, it detects that the
message is meant for the access network. The message type indicates that the
proxy should initiate an RSVP reservation for a downstream flow and use the
information in the arrived message to fill the objects in a Path message. The
proxy now generates a Path message that includes the parameter values in the Path
Request message, sets the LI flag, and sends it towards the local mobile node.
End Host AR ProxyRouter
Proxy
intercepts
CN
Path (LI)Path (LI)Path (LI)
Resv (LI) Resv (LI) Resv (LI)
PathRequest towards CN (LI)
Figure 6.5: Downstream Reservation Setup Signaling.
When the mobile node receives the Path message, it responds with a Resv
message with the LI flag set. This reserves the downstream resources in the access
network for the senders originally identified by the mobile node.
When the mobile node decides to release the downstream resources, it sends
the Path Request Tear message towards the LRSVP proxy. When the proxy re-
ceives this message, it initiates a standard PathTear message towards the mobile
node, removing the reservation state in the routers. The Path Request Tear mes-
sage must include the same Session Object and Sender Template as in the first
Path Request initially sent towards the proxies.
6.4.5 Additional Functionality
All the other features of RSVP are used in LRSVP in the standard way including
the local repair mechanism and reservation tear down. All messages used for
local reservations must have the LI flag set in order to keep the signaling within
the access network. Path Request messages are used to keep the downstream
reservation in place. If the mobile node stops sending Path Request messages,
for example, if it has suddenly lost power and could not gracefully tear down
the reservation, the proxy may release the resources. Intermediate RSVP routers
between the mobile node and the LRSVP proxy must not process the Path Request
message, with the exception of security-related processing, and they must forward
it similarly as a ResvConf message. It should be noted that the LRSVP extension
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to RSVP does not prevent the use of standard RSVP—both can be used at the
same time and in the same access network.
The proposed scheme also allows RSVP to be used to signal DiffServ Code
Points in a DiffServ access network using the RSVP DCLASS object [11]. The
DCLASS object is used to represent and carry DiffServ code points in RSVP mes-
sages. The mobile node can use the DCLASS object to instruct the LRSVP proxy
to mark incoming traffic with certain DiffServ Code Points to trigger different
forwarding behavior in the DiffServ access network. The mobile node, however,
needs to be aware of the different code point values and the related services. This
information can be a part of host auto-configuration. The mapping can also be
based on the standardized DiffServ Code Points, for example, IntServ Guaranteed
Service flows are mapped to the Expedited Forwarding class and the Assured For-
warding DSCP values are used for marking the Controlled Load IntServ service.
Furthermore, the proposed signaling can be used at both ends of a data stream.
To give an example, if two mobile nodes in different access networks are commu-
nicating with each other, both of them can use the mechanism to allocate resources
in their access networks independently of each other. This can happen, if the two
access networks had a different view of QoS, one uses only IntServ and RSVP
while the other also uses DiffServ. In such a scenario, however, it would be more
practical to use RSVP end-to-end even if the core network connecting the two
access networks does not support RSVP.
The RSVP CAP-object [178] can be used to carry the bit that identifies the
signaling as local. The CAP object can be used in the RSVP Path message to
convey upstream end-host node capabilities to the downstream network nodes.
This would, however, add another eight bytes of headers in order to carry a single
bit of information. In addition, the processing of the messages is more time-
consuming due to the extra header. In any case, a new Path Request message is
still needed because it would complicate the message processing in routers if the
”request to send a Path” were indicated as another bit in the CAP object. With
the new message type intermediate routers on the uplink can forward the RSVP
packet to the LRSVP proxy faster since they do not need to examine the whole
packet and the CAP object.
6.4.6 Fast Local Repair
The RSVP standard [21] defines that a Path message can perform a local repair of
a reservation path. When the route between the communicating end hosts changes,
a Path message will set the Path state of the reservation on the new route and a
subsequent Resv message will make the resource reservation. Therefore, a receiv-
ing host can not alone update the reservation by sending a Resv message. Thus,
a local repair can not be performed before a Path message has passed. The RSVP
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specification also states that in order to provide fast adaptation to routing changes
without the overhead of short refresh periods, the local routing protocol module
can notify the RSVP process of route changes for particular destinations. The
RSVP process should use this information to trigger a quick refresh of state for
these destinations by using the new route [21, Chapter 3.6]. However, many local
mobility protocols as well as Mobile IP do not directly affect routing in routers.
This implies that mobility may not be detected at RSVP routers.
When a mobile node has moved, it should send a Path message for each up-
stream resource reservation in order to initiate the local repair process (Figure
6.6). When the cross-over RSVP router receives this Path message, it will reply
with a Resv message and set the reservation back after the handover.
AR Proxy CNX−over Router
Handover completed
Path towards CN (LI) Cross−overrouter
intercepts
Resv (LI)Resv (LI)
End Host
Figure 6.6: Fast upstream re-reservation.
However, for the downstream, the MN will need to wait until it receives a
Path message, setting up the Path state on the new route. Only after receiving
the Path message, the MN can send a Resv message to re-reserve the downstream
resources.
To quickly repair downstream resource reservations, the MN must trigger the
proxy to initiate the local repair. When the MN performs a handover, it must send
a Path Request message for each downstream reservation immediately after the
handover, similarly as in Figure 6.5. The message must have the ER bit set to
indicate that the request is for an existing session and triggered due to movement.
The Path Request message is forwarded through the intermediate RSVP
routers until it arrives at the LRSVP proxy. The message would then instruct
the proxy to initiate a local repair by sending the needed Path message. The proxy
must set the ER bit in the Session Object to indicate that this Path message is
not an ordinary refresh message but instead triggered by a routing change and,
therefore, must be forwarded immediately to the next hop. If the ER bit is not
set, intermediate RSVP routers would not forward the Path message immediately
towards the MN but, instead, would wait until its own scheduled refresh timeout.
If the movement of the MN results in packets to flow through a new LRSVP
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proxy, the Path Request message would re-reserve the local resources for the new
path. In this case, the proxy notes that the ER bit is set, but, since there is no
existing state, it will initiate a new reservation. The ER bit must not be set in the
following Path message since the reservation is a new one for this route.
An enhancement would allow any RSVP router to respond to Path Request
messages. RSVP routers inside the access network would look into Path Request
messages and if the router is the cross-over router, it sends a Path message towards
the local MN (Figure 6.7). The cross-over router must not send the Path Request
message any further. This requires more processing at intermediate RSVP routers,
but allows for faster local reservation repairs. If there is no cross-over router
between the access router and the LRSVP proxy, the proxy will respond with the
Path message.
The Path Request message can also be used in end-to-end sessions, to inform
the correspondent node that the receiver has moved and that it requires quickly
a Path message to repair the reservation. Moreover, allowing cross-over routers
to respond to the Path Request message would allow for fast repair of end-to-end
reservations since the signaling could be localized to the area affected.
End Host AR Proxy CNX−over Router
Cross−over
router
intercepts
Path (LI)Path (LI)
Resv (LI)Resv (LI)
Handover completed
PathRequest towards CN (LI)
Figure 6.7: Fast downstream re-reservation.
A straightforward deployment option is to put the LRSVP proxy at the access
network gateway. If the movement of the mobile node results in packets flowing
through a new gateway, hence also through a new LRSVP proxy, the Path Request
message would re-reserve the local resources for the new path.
However, the faster local repair scheme has the requirement that the RSVP
daemon running on the mobile node must get an indication when a handover has
occurred. The change of the access point is most easily detected by the link layer.
When the link layer address of the access point changes, in a WLAN network, for
example, this event should trigger a signal to the IP layer. Once the handover has
been handled on the IP layer, the RSVP-daemon must be signaled to initiate the
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local repair.
Initiation of the local repair must be done every time the access point changes,
regardless of whether the access router changes or remains the same. If the access
router remains the same, the access router itself is the crossover router. The Path
Request message sent by the mobile node will be intercepted by the access router.
Since it is the cross-over router, it will reply with the Path message and, therefore,
initialize the resource sharing through its new interface1. If the access router
changes, the local repair mechanism will eventually arrive either at a crossover
router or at the LRSVP proxy.
If the access network changes as a result of a handover, the situation becomes
more complex. The situation may require a full authentication and admission
control procedure to be carried out. From the QoS point of view, this situation is
the same as the situation, in which both the access router and the network gateway
change but the administrative domain remains the same as before.
The LI flag must be set in all RSVP refresh messages if the reservation is set
for the local access network. This will prevent refresh messages, the Path Request
message, for example, to be routed out of the access network.
6.4.7 Addressing Issues for Downstream Reservations
In the localized signaling mechanisms there is the important question of what
destination address the mobile node should use when it initiates a downstream
reservation setup. The answer has implications on the network path on which the
reservation will be set up. On upstream reservations, the resources are set up on
the proper path even in handover situations.
The Session Object and the Sender Template define the parties involved in the
reservation. Thus, the destination IP address is not needed in the reservation set
up but it affects the routing of packets. The issue concerns the situations where
there are several ingress routes to the access network. In such a scenario, LRSVP
proxies might be located further away from the access routers, closer to the edge
of the access network, for example.
There are two fundamentally different options for the IP destination address.
The first option is that the mobile node can use the IP address of the host that it
intends to communicate with. This has the benefit that a Path message will be
routed according to the usual IP routing mechanisms. Thus, the Path message
will be routed to the proxy that will eventually also receive the upstream data
flow. This works regardless of whether the correspondent node is fixed or mobile.
1We have made the assumption that each access point has its own dedicated network interface at
the access router. Otherwise, IP resource sharing between several access points and mobile nodes
served by them becomes somewhat more complex, because IP resource sharing on an interface must
also take into account the MAC address of mobile nodes.
102 6 A QOS-AWARE MOBILE NETWORK ARCHITECTURE
However, if the correspondent node is mobile and its IP address changes, the
reservation is not effective and must be renewed.
If the mobile wants to set up a reservation for the downlink on behalf of the
correspondent node, there is a potential problem. If the access network has several
ingress routes, for example access network gateways, there will most probably be
several LRSVP proxies. Thus, the data flow may eventually arrive through a path
different from the path that had a reservation in place. This can happen because
IP routing is not symmetric by default. Figure 6.8 illustrates the problem.
The mobile node might set up a reservation on behalf of the correspondent
node through a path using the LRSVP proxy A in Figure 6.8. However, the data
will actually arrive through a path through LRSVP proxy B. The same problem
arises if the mobile node wants to reserve resources without an exact sender IP
address. An example is that the mobile node wants resources for audio streams
initiated while browsing the Internet without specifying all possible Web servers
that it may be using.
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Figure 6.8: Example of the Localized QoS Signaling Protocol.
The first solution is to use the destination address of the correspondent host
the local mobile node is trying to initiate a reservation for. However, the end host
may not know the correspondent node address, for example, if it wants to allocate
resources only for certain services regardless of the sender, to have a smooth and
fast web browsing session using HTTP, for example.
Thus, the second option for the IP destination address is to target the signaling
to the LRSVP proxy. In this case the mobile node must be given an address of the
proper LRSVP proxy through auto-configuration. However, if the access network
has several LRSVP proxies and the mobile node moves constantly, it may need to
be given a new LRSVP proxy address from time to time. Alternatively, in an IPv6
access network, LRSVP proxies could be allocated a well-known anycast address.
When an access router receives RSVP requests from mobile nodes, it will forward
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the requests to the closest LRSVP proxy.
An alternative is that the mobile node directs the localized RSVP messages
to all LRSVP proxies. This can be achieved using a multicast address of all the
LRSVP proxies. As a result, each LRSVP in the access network would receive
the RSVP packets, a Path or a Path Request, and respond to the mobile. Since re-
source reservations are set up on several paths but only some of them will actually
be used, a mechanism is needed to remove unnecessary reservations. This can
be accomplished using the RSVP soft state mechanism. The unused reservations
are revoked using a timeout mechanism when no refresh messages are sent for
those paths. This is possible if the reservation refresh is coupled with actual data
transferred through the reservation. The reservations are only kept alive if data is
actually sent through the actual path.
The multicast functionality can further be modified so that a proxy will not
even send the Path message if it does not receive packets from the specified sender
within a timeout. Thus, no downstream reservation is initialized for paths that
are not carrying packets belonging to the request. Furthermore, it is possible to
make the RSVP daemon running on the access router to multicast the messages
from the local mobile node to all LRSVP proxies in the network and, thus, set
up reservation states for all inbound routes. This would be done only when the
LI bit is set and the reservation does not define a specific correspondent node.
However, multicasting packets introduces heavy signaling, which raises questions
about scalability and efficient resource usage in large access networks.
Regardless of the specific solution, it is important that the implementation
should be transparent to the mobile node. The mobile node would always operate
in the same way when it wants to set up a QoS reservation for downstream flows.
When a mobile node wants to reserve resources for the downstream, it should use
as IP destination address, in order,
1. the IP address of the correspondent node, or, if the address is not known,
2. an LRSVP proxy address anycast address provided in the host auto-
configuration, or, if such an anycast address is not provided,
3. an LRSVP proxy unicast address provided in the host auto-configuration,
or, if such an unicast address is not provided,
4. an LRSVP proxy multicast address provided in the host auto-configuration,
or, if such a multicast address is not provided,
5. the default router address.
The LRSVP proxy address can be a unicast or multicast address. It should
be up to the access network to take care of removing unneeded reservations. If
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the mobile node does not have the LRSVP proxy address configured, it will use
the default router address. The access router can then perform routing lookup and
address translation so that it can forward the Path Request message to the correct
LRSVP proxy.
If the mobile node is using Mobile IP, it must use the Care-of-Address as the
address in the Session Object address field. If the CoA changes in a handover,
the mobile node needs to create a new Path message, and hence Path state, to set
up new upstream reservations. A new Path state is needed, if the filters in the old
Path state used the CoA of the mobile node as a part of filtering.
6.4.8 Interworking Issues
The Localized RSVP makes use of two bits in the Session Object and adds two
new message types. There can be situations where such a currently non-standard
message arrives at a standard RSVP router.
According to the message processing rules in [19], the Path Request and Path
Request Tear messages would be forwarded intact by standard RSVP routers.
However, for standard RSVP message, the bits used by LRSVP may or may not
be kept between RSVP hops, and, thus, the indication of local signaling or the
need for an expedited refresh may be lost. Therefore, all RSVP routers within an
access network wanting to support local reservations must be set to keep the bits
intact.
In one scenario, the local network of the end host might not understand the
LRSVP extension or even standard RSVP. Thus, Path messages with the LI bit and
Path Request messages can be routed out of the local network. If the local network
of the correspondent node has support for LRSVP, that LRSVP proxy gets the Path
or Path Request message with the LI bit set from the external network. The proxy
must drop the message and respond with a PathErr message and use a new error
code called ”LRSVP not supported”. This would inform the host that LRSVP is
not supported and it still can try end-to-end signaling.
Another interesting scenario arises when the correspondent node is a mobile
node and the parties use route optimization. It can happen that the correspondent
node is actually in the same access network as the end host using LRSVP, and the
mobile node or both nodes try to reserve local resources independently of each
other. Now it is possible that Path and Path Request messages with the LI bit
set are routed directly to the correspondent node, without going through a local
network LRSVP proxy.
A solution would be that end hosts can also perform the same functions as
an LRSVP proxy, that is, answer to Path messages with the LI bit set and, most
importantly, handle Path Request messages as well.
If an end host receives an unsolicited Path message with the LI bit set, it
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should respond with a Resv message and not set the LI bit. The reason is that if
the LRSVP proxies drop Path messages with the LI bit set coming from external
networks, the local end hosts can trust that if they receive such a message, it must
have (if the network is properly configured) arrived from a node in the local access
network. Now, if the end host that sent the Path message receives the Resv without
the LI bit, it can use this as an indication that the correspondent node is in the local
access network and may remove the LI bit in subsequent messages belonging to
the same session.
Similarly, if the correspondent node receives a Path Request message, it
should respond with a Path message that does not have the LI bit set. Again,
if the end host receives a Path message without the LI bit set in response to the lo-
cal Path Request sent earlier, it can use this as an indication that the correspondent
node is in the local domain and it may remove the LI bit in subsequent messages
belonging to the same session.
Now, if the correspondent node moves again and changes access networks,
the signaling is already set to standard end-to-end mode and reservations in the
new RSVP-aware access network would be set in place.
It is quite possible that the mobile correspondent node, located in the same
access network as the end host, is not (L)RSVP aware. Thus, it can not respond
to the RSVP messages and local, actually, any kind of RSVP-based, reservations
are not possible.
The Localized RSVP scheme makes it possible to change a local session into
end-to-end session. This is possible for both directions:
  If the proxy receives a fully standard Path message from the local network
with the same session information as an existing local reservation, it must
forward the message as usual, but set a pending Path state indication for the
end-to-end reservation. If a Resv arrives from the external network for this
same session, it must change the reservation to an end-to-end reservation.
  If the proxy receives a Path Request message from the local network with-
out the LI bit set, it must forward the message to the IP destination address.
If the proxy receives later a Path message from the external network for an
existing local session, it must set a pending state for the end-to-end reserva-
tion. If a Resv is received from the local end host without the LI bit set, the
proxy must change its state for the session to ’end-to-end’ (by removing a
local indication from its session structures) and forward the Resv message
further to the external network.
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Table 6.1: Example services for the access network.
UMTS Traffic Implementation Upstream requirements Downstream requirements
Class in the AN on the mobile on the mobile
Background Default No requirements No requirements
Best-effort PHB
Interactive An will use AF2 Mark traffic Need to signal the
PHB to provide with AF1 PHB request to the AN
the service
Streaming An will use AF1 Need to signal the Need to signal the
PHB to provide request to the AN request to the AN
the service
Conversational An will use EF Need to signal the Need to signal the
PHB to provide request to the AN request to the AN
the service
6.4.9 Forwarding Services
The internal signaling implied by the Localized RSVP resembles the PDP Context
Activation in GPRS networks. With the exception of allocating IP addresses,
which is a separate task, the local signaling is also used to set up a QoS association
at the edge of the access network, which provides the information on how to map
incoming traffic to the proper QoS service classes. Similarly, if no service is
signaled to the edge of the network, the incoming traffic is forwarded using the
service of best-effort traffic.
The type and number of available QoS services, which are similar to the PDP
Contexts in GPRS/UMTS networks is a complex issue. There should be several
different services, in terms of service performance and pricing. On the other hand,
too many and complex service specifications are likely to confuse an end-user.
One way of approaching the issue is to follow the approach adopted by the UMTS,
namely four types of services: two types for classic data applications and two
types for streaming applications. One way of implementing these classes in an IP
access network is presented in Table 6.1.
However, the QoS services available at the access network naturally follow
the strategic goals of the access network operator. Still, the more complex the
QoS service specifications are, the more management information is needed and
the more difficult it will be to charge the user accurately. In any case, charging is
a difficult issue since it is not only a question about logging the amount and type
of resources users consume and derive a nice bill from this information. An es-
sential part of charging is the ability to prove to the billed party that it has actually
consumed the indicated resources, sent and received the calculated traffic. The
complexity of charging has affected GPRS operators since in the initial phase of
deployment, many Finnish operators selected a flat rate charging scheme. Nowa-
days most operators have gone to volume-based charging, but still with only one
best-effort service class.
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6.4.10 Security Issues with the Localized RSVP
The security mechanisms supported by RSVP rely on hop-by-hop protection using
the INTEGRITY object [6]. This object provides integrity and authentication
of RSVP messages. The POLICY DATA element in RSVP [73, 200, 203] and
the policy framework can be used to identify users and grant access to network
resources. The two new messages introduced by the Localized RSVP can make
use of these standard RSVP security objects.
However, the Path Request message is handled similarly to a Reservation Con-
firmation. Thus, the message triggers most processing at the LRSVP proxy. This
could be used for Denial of Service attacks. The solution is to make RSVP dae-
mons located on access routers make a sanity check on all Path Request (and Path
Request Tear) messages: the receiver of the stream must be a node on a link con-
nected to the AR. This has the benefit that the proxy can trust that the access router
has authenticated and authorized the message; this can be seen as distributed pro-
cessing of the authentication and authorization data. The same considerations
apply for the Path message.
The RSVP daemon at the end hosts and LRSVP proxy must also be modified
to allow the end host to send the Path Request with apparently suspicious session
information (identifying the correspondent node(s)). Also, the proxy must be able
to send RSVP messages ”on-behalf” of external network nodes, which also can
look suspicious.
Moreover, The LRSVP proxy must be configured to identify its ingress and
egress interfaces. If the proxy receives a Path or a Path Request message with the
LI bit set from outside the access network, it must drop the message.
Still, there are various concerns with the hop-by-hop security model of RSVP,
for example, RSVP assumes that security associations are available by default.
In a dynamic mobile environment this implies that mobile nodes must share keys
with all access routers they communicate with, which would be a challenging
task. The IETF NSIS Working Group has studied the security properties of RSVP
extensively [191].
6.5 Mobility Management
The host mobility management can be divided into global and local mobility
schemes. The global mobility is commonly provided through the Mobile IP. The
local mobility management can be provided by a number of different protocols.
The choice of the local mobility management protocol, however, may need sup-
port from the mobile nodes. Therefore, it would be beneficial if the local mobility
management can be performed without modifications in the protocols at mobiles
nodes. Otherwise, the mobile node would need to support several local mobility
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mechanisms and to have a way of selecting an appropriate one based on informa-
tion provided by the access network. IP local mobility management is currently
studied in the Internet Research Task Force (IRTF) [216, 217]. Requirements for
local mobility management are being identified by the IETF [195].
Nevertheless, a fundamental issue in global and local mobility management
is to minimize the use of MIP and, in turn, to maximize the use of the selected
local mobility management protocol. When a proper local mobility management
protocol is used the MIP updates needed when the mobile moves are reduced.
Thus, there is less management to be done end-to-end.
The use of DiffServ in the backbone of the access network brings an important
benefit to the mobility management. Several local mobility management schemes,
including Hierarchical Mobile IP (HMIP) [177] and the BCMP [96], make use of
IP tunneling within the access network. RSVP has serious problems in interacting
with IP tunneling. This is due to the fact that tunneled RSVP signaling packets
may not be noticed by RSVP routers. Therefore, the data packets that should
get a specific treatment can not be identified due to the outer IP header of the
tunnel [182]. Since DiffServ is used to provide the QoS in the access network, the
provision of QoS to tunneled packets is straightforward. The DiffServ Code Point
only needs to be copied from the inner IP header to the outer IP header. Thus, in
the approach tunneled IP packets will receive the same treatment as the packets
got before the tunnel.
The BCMP protocol would fit very well in this access network because the
BCMP tunnels packets only on the downstream, and between the mobility anchor
point and the access routers. If the anchor point is deployed as in Figure 6.9, after
the LRSVP proxy, that is, arriving packets first arrive at the LRSVP proxy and
after that to the anchor, the proxy is able to identify properly the flows signaled
with RSVP. On the other end of the flow, the BCMP application decapsulates the
data packets, which are now also properly identified at the egress interface of the
access router. The BCMP anchor needs to copy the possible DSCP used in the
packet before encapsulation to the outer IP header to trigger proper service inside
the access network.
6.5.1 Handovers
A handover within the access network is performed according to the local mobility
management protocol. In situations where the handover happens between certain
access network internal routing areas, the mobile node may be required to perform
a binding update to its Home Agent and to the correspondent node.
One scheme of beneficial performance in enhancing handovers would be to
couple the handover and QoS signaling in some way. The aim of a good han-
dover procedure is to minimize the time the mobile node is getting service below
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Figure 6.9: Interworking of BCMP and LRSVP.
the requested. If the handover and QoS signaling are totally independent, the po-
tential time the data transfer is disrupted is the sum of the latencies of the two
signaling procedures. First the handover is managed and once the new access
point—possibly also a new access router and a new access network gateway—
has taken custody of the mobile, the QoS signaling can be initiated. The level
of coupling of the two mechanisms can vary from only a small hint to the QoS
mechanism when the handover is complete up to merging the two mechanisms
into a single protocol. We have studied the coupling of QoS and local mobility
signaling in detail in [118].
The choice between whether to use a loosely coupled approach or a closely
coupled approach for the QoS signaling and the local mobility management is a
trade-off between a QoS solution that is tied to a local mobility protocol and the
performance advantage gained. A close coupling approach potentially provides
improvements in performance and efficiency but at the expense of additional com-
plexity and loss of independence from the underlying local mobility mechanism.
Our approach is loosely coupled, since the local mobility management and RSVP
are kept separate.
A further enhancement to support QoS during the handover is to give the
traffic from the moving mobile a better than best-effort service for a short period of
time. This would allow time for the QoS signaling to set the resource reservations
in place and would help minimize the effect of handovers on QoS sensitive flows.
However, an ill-behaving mobile node could constantly switch over between two
access routers and, thus, get a better than best-effort service without paying for
it. Evaluations of the benefits of coupling and prioritized handover traffic can be
found in [110] and in [83].
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6.5.2 Paging
The concept of paging is an important functionality in mobile networks when a
terminal equipment usually has a limited power supply. Thus, a terminal wants
to enter a passive power saving mode as often as possible. In this mode the mo-
bile is not actively updating its location. Therefore, the network has only rough
information of the current location of the mobile node.
In paging, the network tracks the exact current location of the mobile node
within paging areas in order to find the access router currently serving the mobile
node. When a mobile node is not active, that is, the current access router serving
the mobile node is unknown, the network sends paging messages to the access
routers in the paging area where the mobile node is assumed to be. Once the mo-
bile node receives the paging messages, it informs the network about its location
and turns the terminal equipment into an active mode. When the location of the
mobile node is known, the network can route data packets to the mobile node. IP
paging is under study in the IETF Seamoby working group as the work item of
Dormant Mode Host Alerting [95, 94]. The issue of paging in IP networks has
also been studied in [80] [205], for example.
6.5.3 Issues of Maintaining an IP Communication Session
A mobile phone user expects that once a call is initiated and accepted, the con-
nection is maintained until she decides to terminate the call. If a call can not
be initiated in the first place, the user will retry until the call is accepted. If an
accepted call is dropped unexpectedly, the user will be very annoyed.
The functionality of a data ”call” should be similar. The QoS provided ini-
tially to the user should be maintained despite possible handovers. A ”call” in a
packet-switched network is a session involving one or more packet flows associ-
ated together.
A session is a meaningful concept on the application level. The resources for
a session can be allocated dynamically on a per flow basis with IntServ and RSVP
or be defined statically using a Service Level Agreement between the user and the
network operator.
The support of ongoing sessions does not go without sacrifices. In order to
be able to provide QoS even after handovers, neighboring APs should maintain
some resources free to mobile nodes coming from other APs, which can waste
resources. The ITSUMO and MRSVP approaches, for example, go to an extreme
in minimizing the dropping probability of a session by reserving resources in ad-
vance on neighboring access routers.
A less strict approach is to reserve a fraction of the total available bandwidth
to serve incoming mobile nodes from neighboring APs. However, this requires
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knowledge about the expected movements of the mobile nodes and statistical cal-
culations in order to optimize the network utilization and to provide a low proba-
bility of dropping a session.
One mechanism to provide statistical guarantees is that every AP (or AR)
periodically broadcasts its load to its neighbors. The call admission control (CAC)
would then use this information to make decisions on whether a new QoS request
can be admitted. The following formula shows how AP x evaluates the request
when it is surrounded by n APs:
load estimate L = LAPx  α
∑ni  x LAPi
n

If (L + request  load max) accept request
else deny request
Finding the right value for the term α is an interesting optimization task. A
value of α close to zero implies that the CAC would not care about incoming
mobile nodes2 from other cells and would, thus, give out resources to the mobile
nodes presently in the cell. Thus, this scheme would result in a high call dropping
probability for incoming mobiles—so less support for mobility. However, this
would be most efficient from the total resource utilization point of view since the
utilization of the resources of access points is kept high. On the other hand, if
the value of α is high the AP would keep resources for incoming existing flows
from other mobile nodes. In that situation the operator would actually lose income
since new mobiles nodes are turned down in favor of possibly incoming mobile
nodes with existing sessions.
To illustrate the concept, Figure 6.10 presents an example of a cellular envi-
ronment. For simplicity, the ”resources” in each cell are the number of mobile
nodes the access point can support. The number in the middle of a cell gives the
number of mobile nodes currently within the coverage area, the number in paren-
theses gives the average of the number of mobile nodes in neighboring cells. The
maximum ”load” for each cell is 5.
If the value of α is zero, the combined network could accept a maximum of
17 new mobiles. If the value of α is one and the average number of mobiles in
neighboring cells is used, only cells A, C, D and G can accept one mobile each.
Furthermore, if cell A, for example, accepts one mobile then cell C can not accept
mobiles anymore. If cells are making provisions for incoming mobile nodes, then
cell D, for example, should probably make more provisions, implying a higher
value of α than the other cells as it is more likely to receive mobiles from its
neighbors.
2We make here the simplification that a mobile node is the resource reservation ”unit” although
we should consider individual flows of the mobile nodes and their particular needs.
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Figure 6.10: Example of CAC Supporting Incoming Mobiles.
However, in real life the topology of the cellular network is based on the area
to be covered. The geographical location covered by the example topology could
be an office building, where cell D is a meeting room with only one entrance
through cell B. Thus, all mobile nodes that enter cell D can only come from cell
B. Therefore, cells F, G and C could leave cell D out when making provisions for
incoming mobile nodes.
Even with this type of scheme, there is always the possibility that the mobile
node, which just requested a specific QoS does not intend to move, the user is
sitting in a cafe, for example, and just wants to see a movie clip. In that situation,
the call admission control would still need to take into account the resources on
neighboring APs. As these APs can all be under a heavy load and those mobiles
might be coming to this cell—the checking of neighboring resources is a two-
phase issue.
On the other hand, it would be possible to design a system that informs the
mobile node about the resources available. When resources are consumed in the
AP, incoming mobile nodes could be given the option to continue the session
under another AP. Similarly, when a new mobile nodes tries to acquire resources,
the network could suggest that it switches to another AP, which has resources left.
However, such a system might easily become a burden for an inexperienced
user, for example, if the mobile node can not quite hear the proposed AP and
changing APs would, thus, require physical movement from the user himself.
Still, informing the user that the current session will not be available at the next
6.6 User Considerations 113
AP on the movement path but an AP nearby has resources might be an interest-
ing feature to have available. For example, in the current GSM networks, a user
can not know a priori that the ongoing call will be terminated because the next
base station is overloaded—if he knew, he might want to finish the call before
continuing his journey.
At this stage the more advanced support of ongoing sessions after handover
is not studied in this architecture. In other words, the value of α is zero and,
thus, new sessions from mobile nodes are not turned down if resources exist in
the local cell. The issue of call admission in wireless mobile networks itself is a
major research topic. A good discussion on the subject is the paper by Levine et
al. [106], for example.
Currently the IETF Seamoby working group [230] is studying enhancements
to handovers by transferring the context of the mobile node between the old and
new access routers and, thus, minimizing the disruption in QoS caused by a han-
dover [41, 39, 111]. The context may be transferred before or during a handover,
and includes information about security, IP header compression, and QoS, for ex-
ample. Also mechanisms to find the new access router to perform the handover
to, called Candidate Access Router Discovery (CARD), are being defined in the
IETF [190, 40, 108]. These mechanisms could provide vital enhancements to an
IP handover and lower the total handover latency.
6.6 User Considerations
Even the finest mechanisms for the provision of QoS become less efficient if the
users are not able to provide information about their needs and desires. In one ex-
treme the network can try to be so clever as to deduce from the traffic the proper
forwarding treatment. Such schemes usually rely on scanning the IP packet head-
ers for address, port number and protocol number information. However, this
can only provide estimates of user needs, and tunneling, for example, IPsec ESP,
hides parts of the information. TCP-based transfers, for example, can belong to
background FTP-transfers, web-surfing or critical electronic commerce applica-
tions. Therefore, providing best-effort service to all TCP transfers would not be
the right solution. The result could be, for example, that a secured VoIP applica-
tion flow would get best-effort service, although it really required a delay bound
service. Other possibilities to lower the user involvement would be to sign spe-
cific Service Level Agreements along the Service Level Specifications that can
define the service per application. These kinds of approaches are not very flexible
when a user would want to change, either temporarily or permanently, the service
received from the network.
On the other hand, requiring an average mobile user to understand the con-
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cepts of QoS and be able to select from a large set of parameters the most suitable
ones with alternatives is not good customer service. It would be most beneficial
to have a user interface that allows the average user to just define ”average, good,
excellent/expensive” service, as per DiffServ class, but also allow an experienced
user to be able to give a specific service request. Our proposed architecture itself
is flexible enough to support all these kinds of parameter passing.
An example of a limited set of services can be taken from the UMTS. The
UMTS approach allows the user to give a bit rate parameter, among others, to
her service request. The granularity of the bit rate parameters is under study in
3GPP. Although the UMTS network has the capability to support a large number
of different bit rate values, the number of possible values will be limited so as not
to unnecessarily increase the complexity of terminals, charging and inter-working
functions [187].
6.7 Outline of Network Structure
In summary, the proposed architecture is modular and flexible in its support for
QoS and mobility. If the access network has support for all of the discussed QoS
mechanisms, it can provide access to very different mobile nodes: some may
only understand a best-effort service and do all their adaptation on higher layers,
for example with RTP, while some mobiles may be able to use all different QoS
features.
To put it all together, Figure 6.11 presents a possible set of protocols and
mechanisms for implementing the proposed IP-based mobile and QoS-aware ac-
cess network. The access network is based on IPv6.
The support of protocols in a mobile node is less strict. In minimum, DHCP
should be available. This is a minimum requirement in order to enable an IP host
to get service from an IP network. If the access network requires each user to
be authenticated, then the AAA framework needs to be supported on the mobile
node. Similarly, if the mobile node would want to be reachable by third parties
while connected to a foreign network and receive QoS to flows, Mobile IP or SIP,
and a set of QoS mechanisms need to be implemented on the mobile nodes.
6.7.1 Summary of the Signaling
This section looked at the signaling required between the mobile node and the ac-
cess network. The necessary signaling was separated into the signaling required
for logging into the network, for requesting resources for data transfers, and for
performing a handover with resource reservations. The discussion primarily con-
sidered IPv6 networks; IPv4 networks differ only in the way IP addresses are
6.7 Outline of Network Structure 115
DHCP server
Mobile
Node
 
 


 
 


Access
point    
 
 


Access
point
DiffServ
RSVP/LRSVP
DHCP
BCMP
AAA
MIP
RSVP/LRSVP
DiffServ
LRSVP
BCMP
DiffServ
RSVP/LRSVP
Gateway
IP Access Network
AAA server
BCMP anchor
BCMP anchor
1 0
Access Router
Access Router
   
   
   
   




    
    
    


   
   
   
   




    
    
    


 
 
 
 
 
 
 
 
 
 
 











 
 
 
 
 
 
 
 
 
 
 











 
 
 
 
 
 
 
 
 
 










 
 
 
 
 
 
 
 
 
 










Figure 6.11: Example of Access Network Protocols.
acquired. Local mobility management is handled with BCMP.
When the mobile node first connects to a foreign access network, it needs to
acquire an initial IP address to be used for the key exchange. This can be accom-
plished with IPv6 address autoconfiguration or using a DHCP server. A DHCP
server is still needed to provide name server addresses for the DNS, for example.
Then, the mobile node needs to exchange keys with the access router, using the
Internet Key Exchange (IKE) protocol [70], for example, in order to secure the
login procedure in the BCMP protocol. During the login procedure, the mobile
may need to authenticate itself and request admittance into the network. This can
be accomplished with the AAA Object in the BCMP protocol. More configuration
information is most probably needed, the default router address and DNS name
server addresses, for example. This information can be obtained through DHCP.
As the next step, the mobile node may need to register its current location with
its Mobile IP Home Agent. Also, the mobile node may update its location on SIP
proxies. Making use of Mobile IP or SIP is not mandatory in this architecture.
Subsequent mobility events are handled with BCMP.
Finally, when the mobile node would need better than best-effort forwarding
service from the access network, it can use different QoS mechanisms. It can
use direct DiffServ markings to trigger service with relative priorities over flows
from other users. Alternatively, if the correspondent node is also RSVP-aware,
the mobile node can use IntServ parameters and RSVP to request a higher level
of service. If the correspondent node is not RSVP-aware, the mobile node can
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request QoS from the access network by using the LRSVP mechanism. Since en-
cryption keys have already been exchanged and the AAA procedure performed,
the (L)RSVP signaling may use the available information to secure and authen-
ticate the resource reservation request. In summary, the following signaling is
needed.
Initial Login:
1. Get an initial IP address, for example, using IPv6 Address Autoconfigura-
tion.
2. Listen for BCMP advertisements to get the IP address of the access router.
3. Exchange keys with the access router using IKE, for example.
4. Logging with BCMP, which also executes the AAA procedure.
5. If Mobile IP is used, send the new IP address to the Home Agent.
6. If SIP is used, update the location with the local SIP proxy.
Handover to an Access Router:
1. Do a layer 2 handover.
2. Exchange keys with the new access router.
3. Perform a BCMP handover procedure with AAA.
4. Send Path and Path Request messages for all existing RSVP-based flows.
Prior to the handover, the mobile node, together or without the access net-
work, needs to decide where to move. One way of managing this decision is the
Candidate Access Router protocol [108]. If a context transfer mechanism is avail-
able, the need to exchange keys with the new access router, and to perform the
AAA procedure may be left out. This makes the handover significantly faster.
It is possible that the BCMP anchor point changes as a result of the handover.
The change of anchor point is specified in the BCMP protocol. This changes the
IP address at which the mobile node is reachable. Now, the new IP address forces
the mobile node to register this new location to its correspondent node(s). This
can be accomplished either by a SIP re-registration or by Mobile IP. Furthermore,
a change in the IP address also requires setting up all downstream RSVP resource
reservations, since the IP packet filters are not able to properly identify the same
mobile node. In addition, depending on the session, whether the RSVP Filter Style
was Shared or not, upstream reservations may also need to be requested again.
Chapter 7
Experimental Evaluation of the
Proposed Architecture
This chapter presents experimental evaluations conducted to validate selected con-
cepts presented in the previous chapter. The experiments were divided into two
phases. In the first phase of our studies, we seeked to get an understanding of the
traffic handling in a wireless access network and how different strategies affect
the service experienced by multimedia streams. In the second phase, we imple-
mented a prototype of the Localized RSVP extension to RSVP and evaluated its
performance and applicability in a wireless access network where mobile nodes
can handover frequently between access routers.
7.1 Overview
The testbed was built to look like a wireless access network. The topology of the
testbed is tree-like and is presented in Figure 7.1. The testbed is composed of one
gateway node, three access routers, two ordinary routers, and three access points.
The background load receiver node is used to receive some of the background
load, allowing us to simulate several access points behind a single access router.
The links within the access network are 10 mbit Ethernet links, which are enough
to feed the access points at their full throughput. Another reason to limit the
links inside the access network, and not use common 100 mbit Ethernet links,
for example, is that we need less background load to create congestion situations
for our studies. The goal in some of the experiments was to compare different
approaches rather than measure a production-quality network.
All nodes in the testbed, including the access network routers and the mobile
nodes, were Pentium 200 MHz PCs running the Linux kernel version 2.4.20. The
gateway was a Pentium II 333 MHz PC. The Linux kernel was upgraded with
the pre-emptive patch [221] and the low latency patch [220] in order to get ac-
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Figure 7.1: The setup of our testbed.
curate enough timing inside the kernel. Furthermore, the Linux kernel internal
clock was set to create interrupts every millisecond instead of the default 10 ms
(the kernel HZ-value). These changes allow for enough timing accuracy to our
measurements.
All IP nodes that had queues were using drop tail buffer management with
packets as unit of measure. In this way we obtained fair treatment of all arriving
packets so that the packet size does not affect the packet dropping probability.
Separate access point devices were used to provide the wireless link. In or-
der to be able to control the packet scheduling to the access point, we created a
queuing discipline at the access routers that shaped the traffic going towards the
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access point. Therefore, most of the packet losses in the streams going to mobile
nodes would happen at the access router. We wanted to limit the bandwidth to
the access point because the throughput of the IEEE 802.11b link layer is affected
by the average packet size and we wanted the packet loss to be under our con-
trol, that is, to happen at the access router. We analyzed the throughput of our
base stations and the results are shown in Figure 7.2. As the figure indicates, the
maximum throughput sharply drops as the average packet size gets smaller. This
information was used to set up the resource allocations on the access routers in
the experiments described later.
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Figure 7.2: Throughput of the IEEE 802.11b WLAN with different packet
sizes.
7.2 Strategies for Traffic Handling
This section presents the results of an evaluation of different traffic-handling
strategies for a wireless access network. In the first phase of our studies, we
seeked to get an understanding of how different approaches to allocate QoS com-
pare to each other under different load scenarios. The initial assumption was that
not all nodes in an access network need to have QoS support. The core of the
access could be just best-effort if the edges of the access network have proper
service differentiation.
These first experiments were carried out in the following way. We created a
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number of load scenarios and investigated different approaches for providing QoS.
The approaches differed in the number of QoS-aware nodes set up in the access
network. We created different amounts of background load and sent an additional
specific primary stream for which we measured the quality of the packet forward-
ing, namely the transmission time, inter-arrival time of packets at the receiver
(called the jitter), and packet loss. We primarily used constant bit-rate streams for
the primary studied load as well as for the background load so that the results of
different tests could be compared directly.
7.2.1 Implementation Details
In these experiments, we used a straightforward approach to handle resource reser-
vations. When resource reservations were needed, we used specific static filters
and classes to classify flows into high priority and best-effort. The RSVP would
have done the same in a more dynamic way but in these tests, the main concern
was to separate the important flows from the background flows and to measure
the quality of the forwarding in various scenarios. This also effectively simulated
an ’IntServ over DiffServ” type of network. The overhead of the RSVP signaling
would depend on the security mechanisms deployed, for example, the authentica-
tion mechanisms, and on the refresh interval. As discussed later in Section 7.4.3,
the overhead of this signaling per mobile node is quite small.
Furthermore, the RSVP daemon implementation we used had a very limited
support for the Linux traffic control interface, which would have affected the setup
of our testbed. Also, the receiving mobile nodes were stationary in these experi-
ments. The path taken by packets were from the network gateway to access router
number one as shown in Figure 7.1.
Because in these experiments we were dealing with general QoS strategies, we
chose the Hierarchical Token Bucket (HTB) [212] [213] scheduler included in the
Linux kernel since version 2.4.20 (earlier as a separate patch). HTB is a combina-
tion of Token Bucket Filters [75] and a Weighted Round-Robin scheduler [75]. It
allows flexible allocation of bandwidth to classes with very few parameters. We
did not want to use the Class-based Queuing (CBQ) scheduler [62, 75, 210] since
it is very sensitive to the selection of parameters and, thus, could have a damaging
effect on the results. In HTB, each packet class has an assigned priority, and the
scheduling resembles classical Head-of-Line [97]. If a class has no packets or is
not able to send due to the assigned limit, the next class gets the turn. HTB op-
erates very much in the same way as CBQ, but the simpler approach was deemed
beneficial from our point of view—one might argue that HTB is too simple and
not accurate enough but it is still, good enough for our purpose. Figure 7.3 shows
the three classes used to create configurations with resource reservations.
In the experiments, where access routers were also doing packet classification
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Packet in
Filter
High priority: Analyzed sensitive packets
Low priority: Best−effort
Highest priority: Control signaling packets
Figure 7.3: Scheduler setup.
and scheduling, we added a fourth queue, and divided the best-effort load based on
the destination: a third of the overall bandwidth of best-effort traffic was allocated
to the traffic going through the access point and two-thirds were allocated to the
background best-effort traffic going to the background load receiver. This node
effectively simulated two additional access points under the access router. In other
words, the experiment simulated an access router having three access points under
its control.
The reason to allocate a third of the traffic towards the actual access point was
that our average packet size was mostly a little over 600 bytes. Figure 7.2 shows
that with that average packet size, the access point can send around 3.5 Mbps
through, instead of the maximum of around 6 Mbps. This allowed us to focus our
studies on the access network resource allocations, instead of the 802.11b link.
The experimental results presented in the following sections effectively show
the outcome of resource reservations under various load conditions. Since the
measurements are taken from the access network, the resource reservations eval-
uated could have been set either with end-to-end RSVP or the Localized RSVP
scheme. From the measurements and access network point of view there is no
difference between the two signaling mechanisms, as both protocols would result
in the same reservations.
7.2.2 Traffic Models
We analyzed two types of primary flows. The first was a low bit rate 14.4 kbps
GSM-like audio stream. We used a constant bit rate (CBR) stream that had 20
ms packetization and a fixed packet payload size of 36 bytes. With IP and UDP
headers included the actual link layer bandwidth is 25.6 kbps.
The second stream was a Real Video-type of CBR stream. The information
for this stream was analyzed from a Finnish television broadcasting company web
site that serves daily news broadcasts as Real Media streams with an image size
of 320x240 and stereo sound. The stream is coded to 149.9 kbps media rate and
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has an average 25 ms packetization. The average UDP payload size is 504 bytes
and creates a 161 kbps data rate. With IP and UDP headers the link bandwidth is
170 kbps.
The background load was composed of four different CBR streams. We used
the GSM and Real-video streams and analyzed two additional streams. The first
additional type of stream was measured from the Shoutcast open source MP3
server [231] sending a 128 kbps audio stream. The MP3 stream had an IP payload
of 1448 bytes and sent 11 packets per second, which creates a 130 kbps CBR
stream.
For the second stream we coded a roughly 512 kbps media rate MPEG4 stream
and used the open source MPEG4IP client [224] and the Darwin open source
MPEG4 steaming server [209]. We initiated the streaming applications and traced
the transmission of the media. We used two flows to simulate the MPEG4 stream.
Two flows were needed because the packet size and rates sent by the Darwin
server indicated that roughly half of the packets had a fixed sized payload and the
remaining half had a linear distribution. Thus, the first subflow was sending MTU
sized packets at 30 packets per second creating a 360 kbps link layer flow and the
second subflow sent 865 byte packets at 33 packets per second with a link layer
bit rate of 228 kbps. The total was 588 kbps on the link layer, including the IP,
UDP, and codec headers. Table 7.1 summarizes the flow types used.
Table 7.1: Summary of the traffic types used in the experiments
Flow type IP payload Packet interval Bit rate on link
GSM audio 36 20 ms 25.6 kbps
Real video 504 25 ms 170 kbps
MP3 audio 1448 91 ms 130 kbps
MPEG4 video 1472 33 ms 360 kbps
837 30 ms 228 kbps
By using CBR flows we were able to measure the delay, jitter, and packet loss
of the stream and compare the results with other experiments. If we had used
variable bit rate streams, we could not calculate an exact jitter since packet leave
the sender at irregular times. Moreover, most streaming content in the Internet is
coded as a CBR stream, which makes the experiments somewhat more lifelike.
All background load streams used were created with the MGEN [222] traf-
fic generator, which we patched to allow for more accuracy in the transmission
of packets. The analyzed primary flows were created and received by our own
traffic generator named jtg. This traffic generator was implemented by the author
because no suitable, accurate, and well-implemented open source load generator
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could be found.
7.2.3 Overview of the Measurements
The experiments were conducted incrementally, that is, we introduced additional
QoS features into the access network and measured the impact. The baseline in
the experiments was a pure best-effort network. Then in the second set we applied
traffic shaping and classification at the network gateway. In the third set, we
incorporated the same functionality into the access routers. Finally, in the fourth
set, we upgraded all nodes in the access network with the same traffic-handling
functionality.
We did not consider a case where the access routers solely would be responsi-
ble for the packet classification. If an access network operator has any knowledge
of the capacity of the access routers, it would be quite unwise to let more traffic
into the network at the gateway than the access routers can handle. This would
only lead to a congested access network and harm handovers and network control
signaling.
The experiments were carried out in the following way. We started the back-
ground load first and then a few seconds later initiated the primary flow to be
studied. We ended the primary flow after 180 seconds and after that the back-
ground load.
We studied four strategies for handling QoS and three load scenarios. The
load scenarios were used to create different amounts of background traffic in the
access network:
  Medium load of around 7.6 Mbps, consisting of 10 GSM-audio, 10 Real-
video, 20 MP3-audio, and 5 MPEG4-video streams,
  An overload of around 10.5 Mbps, consisting of 15 GSM-audio, 15 Real-
video, 25 MP3-audio, and 7 MPEG4-video streams, and
  An increasing load that started with around 2.5 Mbps and then increased
every minute to slightly over 10 Mbps. The proportions of each stream type
were kept as constant as possible.
Data was sent only on the downstream because the IEEE 802.11b hardware
does not have any concept of priorities and, thus, can not prioritize upstream traf-
fic. On the downstream, during moments of congestion, the access routers can
prioritize important flows and send those packets first to the access point.
We performed five repetitions of each test. This might sound insufficient, but
because our workload was CBR traffic, the differences between each repetition
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were very small. The graphs of experiments were drawn from the median repeti-
tion.
The combinations of the two primary load models, four network QoS strate-
gies and three background load scenarios created a total of 24 different cases as
shown in Table 7.2. The following sections present the results of these 24 experi-
ments. The results are divided based on the background load scenario.
Table 7.2: Summary of testbed scenarios
No QoS QoS at GW QoS on edges QoS everywhere
Medium GSM & GSM & GSM & GSM &
load video video video video
Heavy GSM & GSM & GSM & GSM &
(over)load video video video video
Increasing GSM & GSM & GSM & GSM &
load video video video video
In all the following figures and tables that show the behavior of the GSM-
audio and Real-video flows, the following statistics describe the essential proper-
ties:
1. For both streams, the lower the average delay and the mean deviation of the
delay are, the faster and more steady the forwarding is.
2. The average jitter should be, in a good level of service, 20.0 ms for GSM
flows and 25.0 ms for the Real video flow, as these values are the packet
transmission interval at the sender. The smaller the mean deviation is the
better the service.
3. The distribution of the delay shows how the per-packet delays are dis-
tributed between the minimum and maximum delays. The more the dis-
tribution is shifted towards lower values, the faster the forwarding is.
4. The delay probability distribution function (PDF) shows the transmission
delays that can be expected in a setup. From this graph, one can see per-
centiles of the delay values, for example, the 90- and 95-percentiles. Natu-
rally, the lower the delay value of these percentiles are, the faster the packet
forwarding is.
5. The fraction and number of dropped packets lost inside the network tells
about the reliability of the access network in forwarding the measured
stream under a given load and QoS-deployment scenario.
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In the reported results, the measurements were calculated at the receiving mo-
bile node. In order to minimize the effect of clocks in measuring the transmission
time, we used a specific setup that allowed us to make the sender and receiver
of the primary flow be the same node. In Figure 7.1, the primary load sender
is targeting the flow at the primary mobile node. When the packets arrive at the
mobile node, it does a network address translation process and forwards the pack-
ets through an Ethernet interface to another address, which is an interface at the
original sender. Thus, the clock times used to calculate the transmission delay are
taken from the same node, and describe the performance of the access network.
The primary mobile node was a 1 GHz Pentium III PC with the same low latency
Linux kernel as in all other nodes, which effectively introduces only a very mi-
nor extra delay in the packet delay calculations—based on our measurements, the
additional delay is far below one millisecond.
The packet loss is the difference between sent and received packets. Depend-
ing on the codec, it is possible that more media is lost if packets arrive too late to
be played. This loss was not estimated.
As a point of reference, the following Figure 7.4 shows the performance of
the GSM and video streams in an empty network. As can be seen, the delay is
constant, with some very small peaks here and there. The average delay for the
GSM flow was around 2 ms and for the video flow a little below 6 ms with an
accuracy of 1 ms. No packets were lost.
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Figure 7.4: Delay of a GSM and video flow in an empty testbed.
7.2.4 Medium Background Load
In the first experiments, we create a roughly 75% load in the network using the
mentioned four flow types to create background load. We then sent, in separate
experiments, the primary GSM or Real-video flow, and analyzed the forwarding
service the primary flow received. Four different network QoS strategies were
126 7 EXPERIMENTAL EVALUATION OF THE PROPOSED ARCHITECTURE
studied as mentioned in the previous section. When QoS mechanisms were used,
the primary flows were classified to a high priority class.
In test cases with traffic classification, we allocated the reservations so that
the studied flows had a bandwidth reservation of 500 kbps and all other traffic
initially had 6000 kbps. The allocations for a class was allowed to temporarily
consume up to 50% more, for example, the best-effort class could get up to 9
Mbps of bandwidth. In order to make the experiments somewhat more realistic,
10 background GSM flows were used and classified to the high priority class
when applicable. When the video flow was analyzed, it was also sharing the high
priority class with the 10 background GSM flows. The average IP packet size for
the background traffic was around 650 bytes.
Figure 7.5 shows the results of this first experiment. The four upper most
graphs show the delay of the packets of the studied primary flow. Each of the
four graphs show the delay in a named QoS approach. It is hard to see much
difference in the graphs as all packets in the four QoS approaches seem to have a
delay between 2 and 25 ms. The lowest two graphs also indicate that there is very
little difference between the four setups.
However, two graphs show some differences in the QoS approaches, the dis-
tribution of the delay values and the probability density function (PDF) of these
delay values. It can be noticed that the setup that did not have any QoS mechanism
has a somewhat higher expected delay, for example, a higher fraction of packets
gets a transmission delay of at most 20 ms. There is practically no difference
between the three setups that have QoS deployed. Once the gateway does packet
filtering between high priority and best-effort traffic, the quality of the packet
forwarding is not really enhanced if other nodes in the network also have QoS
mechanisms activated. The reason for the results is that, from the gateway down-
stream towards the mobile nodes, our access network can be seen as a single link.
Thus, once packets are classified at the gateway, there is little queuing afterward
before the packets reach the destination nodes. Thus, there is little possibility to
rearrange packets after the gateway.
Table 7.3 presents numerical results of the experiments. The same result can
be seen, that is, there is very little difference between the four setups. The packet
loss is an average of all five repetitions, and the other values are taken from the
median repetition.
Figure 7.6 and Table 7.4 show the results of experiments where the studied
flow was the Real-Video flow. The results are very similar to the results of the
experiments with the GSM-audio flow. The four setups show quite similar per-
formance, although the three setups with varying number of QoS-aware nodes
slightly outperform the pure best-effort case.
One might wonder why only a 75% load adds as much as roughly 11 ms to the
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Figure 7.5: Performance of a GSM flow in an access network with medium
load.
128 7 EXPERIMENTAL EVALUATION OF THE PROPOSED ARCHITECTURE
Table 7.3: Test results of a GSM flow under medium load
QoS at QoS at QoS in
No QoS gateway edges all nodes
Delay (ms)
average 13.0 11.6 11.7 11.7
mean deviation 6.2 4.9 4.8 4.8
Jitter
average 20.0 20.0 20.0 20.0
mean deviation 7.2 6.3 6.1 6.2
Avg. packet loss % 0.2 0.1 0.1 0.2
Out of 9000 pkts 16 11 13 16
Table 7.4: Test results of a video flow under medium load
QoS at QoS at QoS in
No QoS gateway edges all nodes
Delay (ms)
average 15.3 13.7 13.9 13.9
mean deviation 6.1 4.7 4.7 4.6
Jitter (ms)
average 25.9 25.0 25.0 25.0
mean deviation 8.4 6.9 6.7 6.7
Avg. packet loss % 0.2 0.1 0.2 0.2
Out of 7200 pkts 13 9 11 15
transmission delay through the network. To verify this phenomenon, we measured
in separate experiments the time packets spent in the network nodes. On average,
packets of the primary flow spent roughly 7 ms more within the access network
nodes, most of which was spent at the gateway and the next router, and the external
WLAN access point spent roughly 4 ms more time when scheduling packets to
the receivers. Note that these numbers are approximate values because it is not
possible to make the clocks of all nodes in the path of packets synchronized very
precisely. Moreover, individual clocks drift differently, which affects the accuracy
of the calculations, and logging packet information in a Linux router introduces a
processing overhead.
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Figure 7.6: Performance of a video flow in an access network with medium
load.
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7.2.5 Heavy Background Load
In these experiments, the choice of the amount of load very much dictates the
results, since the more load is injected towards the AN, the more the gateway will
drop packets, both from the studied streams and the background load. This mainly
affects the worst case results, that is, the experiments with no QoS mechanisms
deployed in the access network. We decided to add load only a little over the
capacity, so that the gateway would drop only around a few percent of the load.
The amount of background load targeted at the access point was roughly the same
as the capacity allocated the access router, that is, around 3.5 Mbps. Queues in
the network nodes could hold up to 32 packets.
Figure 7.7 presents the same eight graphs as in the medium-load experiments.
This time the four upper graphs show a more clear difference between the best-
effort setup and the three setups with QoS-aware nodes. The delay distribution
and PDF graphs show quite clearly how the expected transmission delay is much
higher in the setup where no QoS was available. For example, in the delay dis-
tribution graph, the most common delay value for the No QoS setup was around
32 ms, while with QoS deployed at the gateway the most common transmission
delay was around 14 ms. From the graph showing the delay bounds and averages,
one can also notice that the average delay for the No QoS setup is around 28 ms,
with bounds between 6 ms and 42 ms, and averages and bounds for the setup with
QoS at the gateway are roughly 16 ms, 4 ms, and 35 ms, respectively. The jitter
bounds and averages and quite close to each other.
Moreover, it is interesting to note here, that by looking at the graphs, one
can notice that of the three setups that have QoS deployed, the simple gateway-
based approach led to the lowest overall transmission delay. The delay PDF graph
shows this phenomenon most clearly. The reason is that the main bottleneck in
this experiment was the first link after the gateway. Once the gateway has done
packet differentiation into high priority and best-effort classes, there is no actual
need to perform packet classification downstream from the gateway. Thus, all
processing downstream from the gateway just creates an overhead and adds to
the transmission delay. Table 7.5 shows the exact delay and jitter statistics and
confirm the results noticed from the graphs.
Figure 7.8 shows the performance results for the video flow in the same heavy
load case and the four QoS setups. The same behavior as with the GSM flow can
be noticed, that is, the gateway-based approach led to best overall service. Table
7.6 presents the delay, jitter and packet loss for the video stream in this experi-
ment. Again, the same behavior can be noticed here, that is, the best performance
in terms of delay is provided when only the gateway does packet classification.
Because the results of these high load experiments were very similar to the
medium-load experiments, we created a second experiment with the same back-
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Figure 7.7: Performance of a GSM flow in a heavily loaded access network.
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Table 7.5: Test results of a GSM flow under heavy load
QoS at QoS at QoS in
No QoS gateway edges all nodes
Delay (ms)
average 28.5 15.9 19.4 21.2
mean deviation 10.6 4.5 4.7 4.7
Jitter (ms)
average 20.7 20.0 20.0 20.0
mean deviation 7.7 6.5 6.4 6.5
Avg. packet loss % 10.5 0.48 0.54 0.52
Out of 9000 pkts 945 43 49 47
Table 7.6: Test results of a video flow under heavy load
QoS at QoS at QoS in
No QoS gateway edges all nodes
Delay
average 32.1 18.3 22.4 24.4
mean deviation 12.0 4.6 4.5 4.9
Jitter
average 25.7 25.0 25.0 25.0
mean deviation 8.4 6.8 6.2 6.6
Avg. packet loss 12.03 0.56 0.53 0.76
Out of 7200 pkts 866 40 38 55
ground load. This time the allowed rate through the access point was limited to
2.5 Mbps, instead of the earlier 3.5 Mbps, which simulates a situation, where
the access router handles four access points, instead of three. The gateway still
classifies packets as earlier, thus, it does not separate the traffic based on the des-
tination. The result is that, although the same amount of traffic is arriving to
the access router, a new congestion point is created because too much traffic, 3.5
Mbps, is trying to flow through our access point.
Figure 7.9 shows the behavior of the GSM flow in the four network setups.
The four upper graphs showing the per-packet delays in the different setups tell
a different story this time. First of all, the worst case delays are higher than in
the previous high-load experiment because the access router is now getting more
traffic targeted at the actual access point than it has bandwidth for and must buffer
packets. The buffer had a size of 32 packets, which is shared by our primary flow
and all other flows going to the background mobile node.
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Figure 7.8: Performance of a video flow in a heavily loaded access network.
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Figure 7.9: Performance of a GSM flow in a heavily loaded access network
and 2.5 Mbps bandwidth at the access router.
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In this experiment, there is very little difference between the setups without
QoS and with only QoS at the gateway. The small difference is due to the fact
that the gateway schedules high priority packets first towards the access router but
since the access router does not have any QoS mechanisms activated, all packets
end up sharing the same buffer, and the high priority packets are delayed. Because
there is a steady overload, the amount of packets in the buffers at the gateway and
at the access router is constantly high and cause the high transmission delays and
packet loss.
When the QoS mechanisms at the access router were activated, the resulting
transmission delay is much improved, as can be noticed from the next two delay
graphs: the maximum transmission delay never goes over 40 ms. The delay distri-
bution and PDF graphs confirm this: the graphs of the no-QoS and gateway-based
QoS setups are similar while the graphs of the two latter setups resemble each
other, too. Moreover, interestingly the highest delays of these two latter setups are
equal to the lowest delays experienced by the two former setups.
The two lowest graphs in Figure 7.9 also show that the delays and the packet
jitter in the two first setups are much more spread than in the latter two setups. Ta-
ble 7.7 gives numerical results of these experiments. It should be noted here that
the reason for the higher average delay of the setup with all nodes having QoS
mechanisms deployed compared to the edge-based approach is due to the extra
processing done within the access network. The path from the gateway to the
access router does not have congestion points, for example, caused by cross-over
traffic, and, therefore, FIFO-based packet scheduling outperforms QoS-aware pro-
cessing within the core of the access network and leads to lower overall delay.
Table 7.7: Test results of a GSM flow under heavy load and 2.5 Mbps of
bandwidth at the access router.
QoS at QoS at QoS in
No QoS gateway edges all nodes
Delay (ms)
average 102.4 75.9 17.4 21.6
mean deviation 69.7 23.1 4.3 4.8
Jitter (ms)
average 20.5 19.5 20.0 20.0
mean deviation 12.5 9.9 5.4 6.2
Avg. packet loss % 20.2 10.2 1.2 0.4
Out of 9000 pkts 1820 918 106 36
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7.2.6 Increasing Background Load
In the following experiments, we evaluated the behavior of the forwarding service
when the access network received an increasing amount of load. The load is
increased every 60 seconds and the duration of one experiment is 720 seconds.
The background traffic was composed of the four flow types as before and the
number of each flow type was increased in such proportion that the average IP
packet size remained relatively steady at around 610 bytes. The pattern of traffic
arriving into the access network is shown in Figure 7.10. The load was increased
evenly towards the fixed background load receiver node and through the access
point. The access point could accept up to 3.5 Mbps of traffic. The maximum
measured capacity of the access network Ethernet links with this packet size was
roughly 9400 kbps.
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Figure 7.10: The background load created in the increasing load scenario.
Figure 7.11 shows the same graphs as before for the four QoS setups. The four
upper delay graphs do not show a clear difference between the four setups. The
delay distribution graph shows some difference in the performance between the
setups. Still, the delay PDF graph shows more clearly that the gateway-based ap-
proach provides the lowest overall delay. For example, 90% of the packets in the
gateway-based approach get a delay less or equal to 19 ms, while the expected de-
lay for 90% of the packets in the next two setups with QoS mechanisms deployed
provide are roughly 22 and 26 ms, respectively.
Since the amount of background traffic is not constant, contrary to the pre-
vious graphs, the lowest two graphs in Figure 7.11 show a 200 packet sliding
average of the delay during an experiment, and the packet loss. It is interesting
to note that the lowest delay towards the end of the test, when the load exceeded
the network capacity, is achieved with the simple gateway-based approach. The
more QoS-aware nodes exist in the network, the higher the transmission delay
gets. There is very little difference in the average delay between the no-QoS setup
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and the setup with all network nodes running QoS mechanisms.
Still, although there are no dramatic differences in the transmission delay, the
lowest right hand side graph and Table 7.8 show a dramatic difference in the reli-
ability of the packet forwarding. Without QoS mechanisms, once the background
load starts to overload the network at around 540 seconds from the beginning of
the experiment, packets from our primary flow are getting discarded. Although
the overall packet loss in the no-QoS setup was 3.26 %, during the final 180 sec-
onds the packet loss was as high as 13.5% (roughly 970 out of 7200 packets sent).
The reason is that since we are using drop-tail buffer management, when a packet
fits the buffer it will eventually be sent out, otherwise the packet is dropped before
queuing.
Figure 7.12 and Table 7.9 shows the same output for the Real-video flow.
Similar results can be noticed.
Table 7.8: Packet loss of a GSM flow under increasing load
QoS at QoS at QoS in
No QoS gateway edges all nodes
Avg. packet loss % 2.81 0.28 0.26 0.19
Out of 36000 pkts 1013 100 92 67
Table 7.9: Packet loss of a video flow under increasing load
QoS at QoS at QoS in
No QoS gateway edges all nodes
Avg. packet loss % 3.26 0.29 0.27 0.26
Out of 28800 pkts 940 84 78 74
7.2.7 Additional Experiments
In addition to the static load scenarios presented earlier, we created a scenario,
where variable load was arriving to the access network. The purpose was to see
how well the edge-based resource control would work compared to pure best-
effort. Figure 7.13 shows the amount of traffic arriving at the access network
gateway and going towards the background mobile node and the fixed background
load received node. The average IP packet size was around 620 bytes. The maxi-
mum measured capacity of the access network Ethernet links with this packet size
was around 9400 kbps. The background load varied according to fixed timing,
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Figure 7.11: Performance of a GSM flow under increasing load in an access
network.
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Figure 7.12: Performance of a video flow under increasing load in an access
network.
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which allowed us to compare repetitions and keep the number of repetitions at
five, as before.
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Figure 7.13: Load arriving at the access network gateway.
We used the same set up as before, that is, the same classes and sent one third
of the traffic towards the access point. This time the access router was set to allow
only 2.5 Mbps through in all cases, thus, causing a possible congestion point. In
this experiment, we only analyzed a GSM flow since the video flow had already
been shown to follow the behavior of the GSM experiments very closely.
Figure 7.14 shows the results of these final experiments. The four delay graphs
now show quite clearly the difference between the four setups. During low load,
there is practically no difference in the transmission delay, as expected. Once the
background traffic starts to create congestion, the gateway-based approach is able
to lower the transmission delay some tens of milliseconds. A congestion point
is still present at the access router, and the primary studied flow must compete
against the best-effort flows in a single queue. Only when the access router is
doing packet classification, too, the delay gets reasonable, as can be noticed in the
latter two delay graphs.
The delay distribution and PDF graphs present the expected delay in the se-
tups. It can be noticed that the setups with QoS at the edges and in all nodes have
very similar performance, and outperform with a big margin the other two setups.
The moving average of the delay presented in the lower left hand graph also show
the same result. The packet loss between the four setups is also quite dramatic, as
seen from the lower right hand graph and Table 7.10.
In the setup, where also the access router was classifying packets, the service
was greatly enhanced. Yet, when the rest of the access network routers were
upgraded to classify packets, too, the service did not get any better. The delay
even grew a little. These experiments showed similar behavior as in the case with
heavy load and the access router was a bottleneck (Figure 7.9).
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Figure 7.14: Performance of a GSM flow under variable load in an access
network.
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Table 7.10: Packet loss of a GSM flow under variable load
QoS at QoS at QoS in
No QoS gateway edges all nodes
Avg. packet loss % 9.0 5.6 0.1 0.1
Out of 9000 pkts 812 502 12 11
7.2.8 Discussion
The worst-case experiments, like the previous experiment with the variable back-
ground load, showed that the average transmission delays in the access network
can get quite high. If the delay goes too high, the GSM call may suffer in quality,
similarly, if the variance of the jitter gets high, the audio application may drop
packets because they have arrived too late. The unidirectional video application
can perform even with high delays with an advance buffering mechanism if the
delay is steady, but it can not cope as well with high jitter in the transfer; all jitter
consumes the buffered data and may drain the buffer fully and, thus, cause the
video application to be as sensitive as a GSM call. Still, even in our small access
network and a communication to central Europe, the worst case end-to-end de-
lays can get near to the ITU-T recommendations of a maximum of 150ms [85],
and the larger the access network is, the worse the delays can get without proper
QoS strategies. A good discussion of the effects of delay and jitter in multimedia
communications can be found in [204].
The traffic mix and the size of packets have a tremendous influence on the
overall performance and throughput of our access network. The smaller the av-
erage packet size is, the lower the overall user data bit-rates are because of the
relative amount of various transport headers needed. The packet size explains the
somewhat low throughput of the 802.11b link in our experiments. With larger
packets, up to MTU size, the maximum throughput of the equipment was almost
6 Mbps, but with multimedia traffic and relatively small user data payloads, the
throughput can decrease dramatically even with a good Signal-to-Noise Ratio.
The effect a decrease in throughput has on user data flows depends on the strate-
gies of the operator, for example, the bandwidth of all classes of traffic may be
limited evenly, or best-effort flows are limited in favor of sensitive streaming ap-
plication flows.
Also, the setup of the access network nodes has a big influence on the perfor-
mance of the whole system. In our access network, the PC machines were rather
old and had relatively low performance, which influences the transmission delays
through the network. Moreover, the strategy for buffer management has a tremen-
dous effect, for example, adding more buffers can provide better reliability, but
7.2 Strategies for Traffic Handling 143
also affects the transmission delay. If the data flows are able to react to congestion
notifications, for example, TCP, UDP, and RTP, a buffering strategy employing
RED and ECN might be very efficient and flexible.
As was expected, once traffic is shaped at the edge of the network and no
cross-over traffic exists, the rest of the network remains relatively reliable and
fast – in fact, the whole AN can be seen as a single link. Thus, doing packet
classification at the gateway can be enough.
However, when the balance between load admitted at the gateway and the
bandwidth available at the access routers differs, the situation becomes more com-
plex and troublesome. This can be seen from the second experiment with a GSM
flow and heavy background load and the experiment with a variable background
load. In those experiments, having only the gateway classify packets provided
only very little gain over the best-effort case. Only when the access routers, too,
classified packets, the forwarding service was enhanced. The experiments also
showed that in all cases, having the edges of the access network do packet classi-
fication did no harm, that is, in cases where the gateway-based approach proved
to be the best, the edge-based approach only led to slightly more delays. Thus, the
edge-based approach showed good all-around service to the high priority flows.
Finally, when all nodes of our access network were upgraded to support QoS
functions, the service did not get any better. The reason was that no congestion
points between the gateway and the access routers existed, and, thus, a FIFO
forwarding is the fastest possible.
Adding new congestion points into the access network would imply creat-
ing cross-over traffic, for example, audio-communications between users inside
the same access network. Since most Internet traffic currently is based on the
client-server paradigm, the effect of cross-over traffic was not studied. If the ac-
cess network has a noticeable amount of cross-over traffic, it would mean that
key routers must also be upgraded with QoS functionalities. Furthermore, a lo-
cal mobility management mechanism may affect the deployment of QoS within
the access network because the mechanisms commonly affect the routing paths
towards mobile nodes and may use IP-in-IP tunneling, which affects the classifi-
cation of packets.
The effect of the mobility management is even more complex. If pure Mobile
IP is used, each handover forces to change the IP address of the mobile node.
The implication is that the routing paths towards the mobile node is based on the
routing tables in the access network and is, thus, as direct as it can be, but each
handover forces to re-initiate end-to-end all existing reservations for the mobile
node. The old reservation must be quickly removed.
When a local mobility management mechanism is deployed, the IP address
assigned to the mobile node is more permanent, but the routing towards the mobile
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node may not be optimal. For example, local mobility management protocols
may use anchor points and tunneling to forward downstream flows to the current
location of mobile nodes. Thus, the anchor points divert traffic within the access
network and may lead to congestion, if the access routers do not have means to do
admission control, for example, using IntServ and RSVP signaling. Making use of
RSVP and IntServ on the edges allows us to keep the resources allocated to high
priority flows undisturbed regardless of the mobility of nodes, provided resources
are available at the new access router. When resources allocated to the reservation-
based traffic are allocated, some flexibility in the resource allocations should be
present. For example, it might be a good resource allocation strategy to allow
resources allocated to the RSVP-based flows to expand from the default value in
order to support existing flows. Thus, when the overall resources of RSVP-based
flows at an access router are all consumed, the access router could still allow
existing flows handed over from neighboring access routers to be allocated the
requested resources; new resource requests would be denied.
7.3 Local QoS Signaling
This section discusses how local resource reservations would benefit users. The
values measured in the previous experiments were the transmission times and
jitter from the edge of the access network. In real life, we must add to these
values the delays and packet losses experienced outside the access network. We
made measurements about the quality of the networks outside the campus of the
University of Helsinki. Each trace lasted several days. We also looked at the effect
of packet size, but the difference was very small. Table 7.11 shows the quality of
the backbones, the one-way delay and reliability of routing, outside the campus
of our university to various destinations.
Table 7.11: Quality of backbones outside the campus of the University of
Helsinki
Destination Min delay Avg delay Max delay Drop %
KCL London 1.3 ms 23.0 ms 250.9 ms 1.4%
KTH Stockholm 8.2 ms 10.0 ms 110.5 ms 1.4%
UPM Madrid 32.0 ms 34.5 ms 64.5 ms 2.8%
Berkeley California 94.6 ms 97.4 ms 270.7 ms 0.8%
University of Vaasa 11.8 ms 13.9 ms 77.1 ms 1.3%
(Western Finland)
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In some situations the end-to-end delay through a best-effort wireless access
network can be relatively high and the jitter may be sufficiently high, too, to dis-
rupt time-sensitive flows. Thus, without QoS measures, the delay experienced
inside the mobile access network can equal or even exceed the delay of the back-
bones. When the multimedia streams are given priority in terms of explicit reser-
vations, the effect of the local packet forwarding on the overall end-to-end service
is minimized.
7.3.1 Making Use of Local Reservations
There are two ways to take the Localized RSVP extension into use by applications.
One option is to add the reservation functionality separately into each application
that wants to benefit from resource reservations. A reservation could be launched
automatically when the application initiates sessions. However, integrating an
RSVP API into each application requires a considerable amount of work.
A more flexible option is to implement a separate application-independent
control tool. The control tool would allow the user to set up resource reserva-
tions for any transfer or groups of transfers, for both upstream and downstream
directions. Furthermore, the control tool could be automated and trigger resource
requests on-demand. To give an example, if a user wants to watch a news broad-
cast from a web server, he can check the bandwidth requirements from the service
web page, and use the QoS control tool to set up a reservation for incoming UDP
flows.
Figure 7.15 shows a simple user interface for a QoS control tool. The tool
allows the user to select the sender or receiver of a stream, the bit rate and the
service or a specific port number. The tool then communicates with the local
RSVP daemon of the end-host, which sends the required Path or Path Request
messages and sets up the reservations.
7.3.2 Latency of Local Resource Signaling
The latency for setting up a local reservation is the sum of the transfer delays
and the packet processing delays. An upstream reservation requires one round-
trip time between the mobile node and the LRSVP proxy and the processing of
the Path and Resv messages. A downstream reservation requires an additional
one-way transfer of the Path Request message and its processing time.
We did measurements of the latency of our LRSVP implementation in the
testbed. Table 7.12 shows the performance when the LRSVP proxy is located at
the gateway in Figure 7.1. We did 1000 resource reservations for both directions
from one stationary node behind access router one. All RSVP packets are sent in
an empty network. In a loaded network, the RSVP packets must be classified into
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Figure 7.15: Simple graphical user-interface for LRSVP.
a high priority queue dedicated to network signaling and forwarded immediately,
thus, causing a little additional transmission delay. This class should have highest
priority of all traffic in order to maximize the reliability and responsiveness of
the control signaling. The implementation of this scheduling affects the delay
experienced by the signaling packets.
Table 7.12: Latency of LRSVP signaling
Direction Min Max Average Mean Dev
Upstream (ms) 8.7 13.1 9.1 0.2
Downstream (ms) 13.0 19.7 13.7 0.3
As the round-trip time from the mobile node to the gateway was 4 ms, roughly
half of the remaining latency in the LRSVP signaling is due to processing in our
network nodes. As the processors in our nodes are rather old, it would be possible
to lower this time. Also, as discussed in Chapter 5, the implementation of the
RSVP daemon can have a major influence on the processing latency.
We also evaluated the coupling of the LRSVP and local mobility manage-
ment. We used as mobility management mechanism the BCMP code developed
by King’s College London during the MIND project and coupled the handover
with the RSVP application running on the mobile node. The operation is the fol-
lowing.
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1. The BCMP client application is triggered to do a handover, it changes ac-
cess points on the link layer, sets up new routing entries into the network
using the BCMP protocol messages, and triggers certain applications that a
handover has happened.
2. The QoS control tool is triggered, the tool sends Path and Path Request
messages with the Expedited Refresh-bit set for upstream and downstream
reservations, respectively. This sets up new reservations on the new ac-
cess router and any RSVP router between the access router and the LRSVP
proxy.
The delay in the coupled handover in our testbed is composed as presented
in Table 7.13. On average, from the point of decision to the point of having a
reservation on a new path, it takes in our testbed around 100 ms. It is important to
notice here that over 80% of that latency is due to the 802.11 link layer technology.
Without the coupling of the mobility management and the RSVP applications, it
could take up to 30 seconds before the reservations are refreshed after a handover–
on average it would take 15 seconds1.
Even if the handover was planned and packets are forwarded to the new access
router, the user may still notice the handover. This is due to the rather long link
layer handover, during which no packets are sent or received by the mobile node.
If a VoIP call is active, no data is passed during the link layer handover, and, thus,
no sound can be heard. Moreover, even though no packets are actually lost, the
play-out time of the packets stored at the new access router may have passed, and
they may be sent in vain to the mobile node. A TCP-based transmission behaves
better in such a situation, as shown in [83], since all data packets are needed at the
receiver.
Table 7.13: Latency of LRSVP signaling (ms)
Function to perform Min Max Average
Switching access points
on the link layer 23 150 81
BCMP operation 8 17 9
LRSVP reservation after
handover on uplink 9 13 9
downlink 13 20 14
In these initial tests of the LRSVP concept, we analyzed the signaling and
1Presuming that the common 30 second RSVP refresh interval is being used.
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handovers separately because the implementations of the BCMP application and
the RSVP daemon can not work together on the same host. When the BCMP
anchor receives packets destined to the mobile node, it tunnels them to the access
router currently serving the mobile node. Now, RSVP packets sent by the LRSVP
proxy, too, are tunneled and, thus, by-pass the RSVP daemon located at the ac-
cess router. The BCMP application running on the access router decapsulates the
packets and sends them to the mobile node. Messages sent by the mobile node are
sent directly to the LRSVP proxy, but the messages from the proxy are not seen
by the access routers. Thus, what happens is that, for example, for downstream
reservations, the Path Request message is sent by the mobile node, the Path mes-
sage sent back by the proxy is never seen by the access router. When the mobile
node gets the Path message and responds with a Resv, the Resv message is no-
ticed by the RSVP daemon running on the proxy, but, since there is no Path state,
it drops the message. Moreover, the previous hop of the Path message received by
the mobile node is set to be the LRSVP proxy, and not the access router, which
creates further conflicts with the RSVP daemon at the access router.
The current Linux kernel does not allow us to put the IP packet back to the
network interface and let the RSVP daemon re-read them as if they just arrived
from the network interface. What is needed is a node internal connection from
the BCMP application to the RSVP daemon and a message protocol to transfer
the decapsulated messages and information about the messages to the RSVP dae-
mon. The RSVP daemon further needs enhancements to deal with RSVP packets
received internally and set proper Path and Resv states.
7.4 Applicability Statement for the Localized RSVP
This section explores in more detail scenarios where the Localized RSVP can
prove to be beneficial. Scenarios where the signaling does not bring any benefits
or where it can even prove to be a burden are also identified.
7.4.1 User Data Flows
The primarily target for standard RSVP and the Localized RSVP extension are
UDP applications carrying real-time data. Currently all streaming content de-
livered over the Internet is carried over UDP. These flows are very sensitive to
changes in transmission delays and the variation of the delay. To have the possi-
bility to get some guarantees from the packet-switched best-effort network would
help tremendously in maximizing the user experience. Other critical data flows,
as for instance, electronic commerce and remote monitoring and control applica-
tions, would also benefit if the network could give some guarantees of the packet
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handling. When the load of the network is low, resource reservations can not bring
any benefit, but, on the other hand, do not bring much harm either.
Still, one could also argue that if the data flows are primarily TCP-based are
reservations of real use. The same applies if the transport protocol is DCCP, which
has its own congestion control, or if the streaming media is controlled with an
adaptive codec and RTP. These transport protocols seek to adapt themselves to
the load in the network. If the congestion control algorithms work as planned,
the flows should be able to share the available bandwidth quite smoothly. Having
resource reservations in place in routers may lower the effective bandwidth avail-
able to user data flows, and all network control signaling consumes a part of the
available bandwidth, especially with a high frequency of handovers.
Still, certain users, for example, corporate mobile workers, might have a need
to get large documents or E-mail attachments downloaded quickly, before catch-
ing a plane, for example. These users would benefit from the option to request
resources to support the TCP-based download. Similarly, if electronic commerce
applications would be affected by network congestion and worked badly, the end
user might become frustrated and alarmed. In addition, in many situations that call
for resource reservations, the overhead caused by RSVP is very small compared
to the benefits gained—obviously, resource reservations for bursty web browsing
might be a waste of resources and money for the common user.
The charging scheme of the operator also influences the network design. For
example, if charging is based on a flat rate, an operator most likely would like to
limit the bandwidth usage of single users. On the other hand, an operator charging
by the amount of bytes transferred would most likely want to maximize the overall
network utilization, and all network signaling would, thus, cost money. Still, re-
source reservations can be seen as a premium service, which can be charged more
than a best-effort connectivity. If the charging is primarily based on a flat rate,
users most likely would use the capacity more intensively, leading to congestion.
In such a situation, higher priced resource reservations might be the only options
for some users to enjoy streaming media or use electronic commerce applications,
for example. Thus, resource reservations can be beneficial to a much wider range
of applications than just streaming UDP-based flows.
7.4.2 Network Load
The load of the network also affects the gain that can be achieved from resource
reservations. Figure 7.16 shows the effect the load of the network can have on a
GSM flow. The values used in the graphs are taken from the performance mea-
surements presented earlier. The upper figure shows the average delay experi-
enced by a GSM flow in the setup where there was only one bottleneck in the
access network, the gateway. This is the setup used when we measured the behav-
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ior of a GSM flow under increasing load (see Figure 7.11). The solid line shows
the performance without any QoS mechanisms, and the dashed line shows the re-
sult when the edges of the access network had resources allocated for the GSM
flow. As one can notice, there is not a very dramatic difference even when the
load of the access network reaches the limits of the capacity.
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Figure 7.16: Effect of network load on a GSM flow.
The next two figures shows the average delay with upper and lower limits
equal to the mean deviation. The values were calculated from the experiments,
where a variable load was injected into the access network, and we had two con-
gestion points, the gateway and the access router (see Figure 7.14). Here the
differences are much more visible, for example, at 90% load, the average delay
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without QoS is around 45 ms with a 9 ms mean deviation, while with QoS mech-
anisms deployed, the average and mean deviation of the delay are around 16 and
6 ms, respectively. The difference is even more dramatic when the load of the
access network increases. The lower two figures show the average delays of the
experiment in one graph, and the expected packet loss. As can be noticed, the
average delay grows quite steadily when QoS mechanisms are in use and never
exceeds 20 ms. The packet loss rate with QoS mechanisms never exceeds 1%
while without QoS the packet loss rate exceeds 30%.
7.4.3 Effect of the Network Architecture and Mobility
A careful design of the architecture, address management, and routing within the
access network is needed in order to support IP mobility and QoS. First of all the
access network must allocate globally routable IP addresses to mobile nodes. If
the allocated addresses are from the private address space and the access network
uses Network Address Translation (NAT) technology, resource allocations using
RSVP are not possible because it breaks the session and filter identifiers used in
setting up RSVP reservations.
If the addressing is in order, there is still a potential problem if the routing
paths within the network are not symmetric. RSVP expects routes to be symmet-
ric, since the Path and Resv states must be set on the same path as used by the
user data flow. Thus, if the mobile node moves and routes are asymmetric, it is
possible that reservations will be set on a wrong path or may timeout.
Figures 7.17 and 7.18 present an example of the possible mismatch in up-
stream and downstream routing. Figure 7.17 shows the routing path set when the
mobile node logs into the access network using BCMP and sets up local reserva-
tions for both directions. When the mobile node moves, the routing paths for the
upstream and downstream routes may become asymmetric, as shown in Figure
7.18. If access routers use the LRSVP proxy address for routing RSVP messages,
the resource reservations will stay at the left most proxy, downstream traffic will
still arrive through the left most proxy since the IP address of the mobile node
did not change, but upstream traffic will flow through the right most proxy. Now
this situation may not cause problems, for example, if the access network uses
the mapping from IntServ to DiffServ: downstream traffic still arrives through the
proper LRSVP proxy, which does the marking to the DiffServ PHB, and similarly,
upstream traffic goes through an access router that also can perform the marking.
Still, if the mobile node now makes a new downstream resource reservation, de-
pending on the routing, the reservation state may be set up on the left or right
proxy, which may or may not be the proxy through which the downstream traffic
will eventually arrive from.
One solution to the possible mismatch in how user data and network signaling
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Figure 7.17: Routing after initial lo-
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Figure 7.18: Routing after move-
ment
packets are routed is to set up network internal routing based on destination and
source address. Thus, in Figure 7.18 upstream traffic would be routed through
the left most BCMP anchor and LRSVP proxy at all times. However, this would
not be the optimal path, and, therefore, a change of BCMP anchor points must
be performed when the mobile node releases the reservations, and by doing this,
indicates that it does not have any active sensitive sessions.
In addition to the possible problems caused by routing, the mobility man-
agement mechanism has a tremendous influence on handovers when resources
are reserved with RSVP or LRSVP. During a handover, if the mobility manage-
ment mechanism forces a change of the IP address assigned to the mobile node,
all reservations must be requested again. This is one of the main problems with
schemes like Mobile IP. A similar problem emerges, if the mobility management
protocol does encapsulation, which hides the original IP header and affects packet
filtering, as in HMIPv6, for example. If the initial IP address does not change or
is not hidden, the resources only need to be requested from the path that changed,
as, for example, when the BCMP protocol is used to handle the local mobility.
The second issue that affects the handover is the ability of the mobility man-
agement protocol to forward packets destined to the mobile node from the old
access router to the new access router, and the ability of the new access router to
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buffer the packets while waiting for the mobile node to appear.
If the mobility management scheme enables the old access router to forward
packets to the new access router, as, for example, in BCMP, packet losses can
be minimized. This requires advance knowledge of the new access router and
is, therefore, only possible with planned handovers. If a handover is forced, for
example because the mobile node is running out of coverage of the current access
point, forwarding of packets from the old access router to the new access router
may not be possible.
Still, the wireless link technology can provide additional support for seamless
handovers. For example, if the wireless link technology can do a make-before-
break handover, like CDMA systems, it would be possible to reserve resources
on the new path prior to the handover and, thus, enable a very smooth handover
with practically no packet loss [127]. This also requires coupling of the RSVP
signaling, mobility management, and mechanisms to monitor the network and
link status.
The ability to do planned handovers can help to minimize packet loss during
a handover. Experiments run by researchers at King’s College London during
the BRAIN and MIND projects show the benefits of planned handovers with the
BCMP protocol [96, 17], [83, Section 2.4.1.3]. Also, the scalability of BCMP has
been analyzed [38].
The exact overhead caused by the handover signaling depends on the signaling
protocols used and on the authentication mechanisms. As an example, the follow-
ing list presents one scenario from which we can calculate the signaling overhead
during a handover. This example presents a secured BCMP-based handover with
the LRSVP resource reservations in a WLAN access network running IPv4:
  Encryption keys have previously been shared between the new access router
and the mobile node using context transfers,
  the local mobility management mechanism is BCMP,
  the handover is unplanned,
  BCMP messages are encrypted using IPsec ESP in transport mode and the
DES-CBC algorithm [89],
  the IntServ service is controlled load,
  the RSVP POLICY DATA element contains a simple user authentication
[199] entry for ”Jukka Manner” and a 32 bit login ID, and
  the resource reservation is for a two-way audio flow, a VoIP call, for exam-
ple.
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The order of operation is presented in Figure 7.19. The mobile node first does
a link layer handover, and then registers with the new access router with BCMP:
the mobile node sends a BCMP HOFF message of 20 bytes to the access router
and gets as reply a HOFF ACK message of 12 bytes. With IPv4 and IPsec ESP
headers an additional 36 bytes are added.
After the BCMP operation, the mobile node needs to send a Path Request
message to repair the downstream reservation, and a Path message to repair the
upstream reservation. The mobile node gets back a Path message for the down-
stream reservation to which it responds with a Resv message, and a Resv message
for the upstream reservation.
End Host ProxyAR
Path
Resv
HOFF
HOFF_ACK
PathRequest
Path
Link layer handover completed
Resv
Upstream reservation in place Downstream reservation in place
Figure 7.19: Signaling during a handover.
The total amount of bytes consumed on the link layer are:
U plink :
HOFF PathRequest Path Resv
56 236 236 200  728B
Downlink :
HOFF ACK Path Resv
48 236 200  484B
To keep the resource reservations of the example in place, the mobile needs
periodically to send and receive the same amount of bytes less the BCMP signal-
ing packets. Figure 7.20 shows the amount of bytes consumed on the uplink and
downlink for keeping the resources reserved for the example two-way commu-
nication. With a common 30 second RSVP refresh interval, a mobile node uses
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about 320 bps of bandwidth on the wireless link and within the access network—
around 190 bps are used on the uplink and 130 bps on the downlink.
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Figure 7.20: Bandwidth used for refreshing a two-way LRSVP reservation.
Consider an access network operator providing 802.11b WLAN service, that
wants to support 1000 users, for example, and be able to offer at least 64 kbps
to each user. An 802.11b access point can at best provide around 5 Mbps of
bandwidth, which equals roughly 80 users. Thus, at least 13 access points are
needed. To feed these access points, the access network can be built with 100
Mbps Ethernet links (13 x 5 Mbps = 65 Mbps).
If all users have reserved this 64 kbps bandwidth for both uplink and downlink
directions, a total of 2000 reservations are in place. With 320 bps per reservation,
the overhead of the refresh signaling is about 640 kbps, which is roughly 0.3%
and 0.2% of the total capacity of the uplink and downlink, respectively.
Moreover, Figure 7.21 plots the bandwidth usage of the signaling needed over
the wireless link to repair reservations with different handover frequencies. When
the mobile nodes do not move often the overhead of the signaling is quite small.
However, if the mobile nodes are very active, for example, move once per sec-
ond, the signaling starts to consume a considerable amount of the access network
bandwidth, around 6 Mbps from the uplink and 4 Mbps from the downlink ca-
pacity of the access points. With even more frequent handovers the performance
of the access network may be compromised. Moreover, as previously stated, net-
work signaling messages must be handled with highest priority within the access
network, which affects not only the best-effort traffic but high priority flows, too.
Still, very frequent handovers raises questions about the deployment of the
access network and the user base. If the mobile node is likely to switch access
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Figure 7.21: Bandwidth used by handover signaling.
points every second, for example, it would mean that during one minute the mo-
bile node will visit 60 access points. From an economical and business making
point of view, covering large areas with such a handover frequency would be quite
expensive.
In these examples, the main concern is that the encryption keys between the
mobile node and its current and new access router are expected to be available, as
RSVP relies on external key exchange mechanisms. If keys between the mobile
node and the new access router are not known a priori, the overhead of a handover
is greatly increased. This is in the author’s view a key issue to resolve in the
future, by making use of context transfers prior to the handover, for example.
7.4.4 Security Issues
A mobile and wireless IP-based open environment is very challenging to secure
in an efficient way. IP-based security protocols and frameworks mostly consider
rather static environments, where, for example, key exchanges happen only from
time to time. In a mobile environment, encryption keys and authentication data
may need to be exchanged at every handover, which further complicates and slows
down the management of handovers. As the work behind this thesis has not aimed
at designing new schemes to provide security and authentication, a framework for
dealing with security using current mechanisms in an efficient way is discussed.
We can identify three distinct events when discussing the handling of security
in a mobile environment, namely initial login, intra-domain handovers, and inter-
domain handovers between administrative domains. When a mobile node makes
the initial login, there is more time to handle authentication and exchanging keys.
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This can be compared to the situation when one makes makes a phone call—
the phone on the other end will not start ringing immediately but only after a
few seconds. However, during an inter- or intra-domain handover, there is more
pressure to do things fast but without compromising the security of the system
and the communications.
During the initial login, the mobile node and access network authenticate each
other and exchange encryption keys to be used for securing the network signaling
traffic, for example, messages belonging to mobility management and LRSVP.
Note that securing user data is not part of this phase and is not studied in this
thesis.
When a handover occurs, the mobile node and the access router need to ex-
change keys and authenticate each other. This process is time-consuming and
creates a significant amount of signaling. To minimize the need to signal over
the wireless link, a context transfer [41, 39, 111] mechanism should be used. A
context transfer would allow the old access router to forward encryption keys to
the new access router. As a result, the new access router gets from within the net-
work the keys needed to encrypt and decrypt the signaling messages. If the keys
are based on sessions, the mobile node may also use the keys received during the
initial login, and, thus, does not need new keys exchanged with the new access
router.
When the handover happens between administrative domains, lack of full mu-
tual trust may force some additional signaling. An access router in the new domain
may accept a context transfer of the encryption keys but may want to do the au-
thentication separately, for example, for charging purposes. Thus, an inter-domain
handover may be as fast and flexible as an intra-domain handover, or the new do-
main may want to perform a full key exchange and authentication procedure with
the incoming mobile node—it all depends on mutual trust.
7.4.5 Summary
The resource reservation protocol RSVP and the Localized RSVP extension have
been designed for ordinary IP networks that have symmetric routes and do not
employ Network Address Translation (NAT) technology. Symmetric routing is
needed because RSVP is a two-way protocol and protocol messages of a resource
reservation must follow the same route, otherwise reservations will not be set up.
In an IP-based mobile access network, the local mobility management (LMM)
mechanisms further affects the applicability of RSVP and the LRSVP extension.
First of all, the LMM mechanism must allow for keeping the initial IP address
assigned to a mobile node, so that reservations need not be re-set up after a change
of IP address.
Secondly, the routing towards and from the end host must be symmetric at
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all times, otherwise the reservation will not prevail. For example, if, due to mo-
bile node movement, the routing becomes asynchronous, RSVP refresh messages
will not anymore keep the reservation in place, but the reservation will eventually
timeout.
The third issue is the security framework of RSVP. Since all RSVP messages
are secured individually hop-by-hop, between RSVP routers, encryption and au-
thentication information must be available at the new access routers after the han-
dover. Each router must have at least their own encryption keys, or keys could be
allocated per-session, otherwise one compromised access router could take down
the whole access network.
Chapter 8
Conclusions
This thesis presented an architecture for an IP-based mobile network with service
differentiation, that is, Quality of Service. This chapter summarizes the work and
identifies issues for further study and experimentation.
8.1 Summary of the Thesis
The first part of the thesis reviewed existing schemes to provide QoS and to sup-
port mobility in an IP-based network in Chapters 2 and 3, respectively. The In-
tegrated Services architecture together with the Resource Reservation Protocol
(RSVP) are designed to provide a connection-oriented type of service in a packet-
switched network. The Differentiated Services architecture provides a simpler
priority-based hop-by-hop packet-forwarding service. The combination archi-
tecture of IntServ, RSVP and DiffServ was presented as a solution to overcome
the downsides of the aforementioned architectures when deployed independently.
Application layer QoS support using the Real-Time Transport Protocol (RTP) was
studied, as well as lower layer QoS mechanisms using the Multiprotocol Label
Switching (MPLS) architecture. Issues of resource allocation policies were dis-
cussed with the Common Open Policy Service (COPS) architecture, and propri-
etary QoS signaling protocols, like YESSIR, were also presented.
The different levels of mobility, namely global and local host mobility as well
as personal mobility, were discussed using Mobile IP (MIP), different local mobil-
ity management protocols and the Session Initiation Protocol (SIP) as examples.
Chapter 4 presented architectures that provide both mobility and QoS, such as
GPRS, UMTS, MRSVP, and ITSUMO.
The main contribution of the author was presented in the second part of this
thesis, in Chapters 5, 6 and 7. Chapter 5 evaluated the existing QoS and mobil-
ity management mechanisms and showed that none of them actually provides a
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flexible, scalable and wide-ranging support for service differentiation to IP-based
mobile nodes. Some of the key problems were identified with each mechanism.
Chapter 6 presented an IP-based mobile network architecture that can be used
to provide a wide range of different services. The choice of the available services
is a decision for the access network operator but the architecture guidelines do not
restrict the possibilities.
A key design issue with the presented approach is that the network architecture
is open and modular, and able to support different types of mobile nodes. This
is in part contrary to the IETF ”end-to-end principle”, in which the connecting
network is kept simple and the intelligence is put in the end nodes. The scheme
puts the intelligence on the edges of the access network, at the access routers and
the gateways. This is essential to the nomadic vision of ”any time, anywhere,
always-on” [98].
The key features of the architecture are that IntServ together with RSVP are
used to signal application requirements to the access network. On the per-packet
basis, DiffServ is used within the core of the access network to share the resources
between the data flows of users. For the case when an end-to-end QoS solution
is not available, we have designed a simple modification to the RSVP protocol,
called Localized RSVP, to allow localized resource reservations in the access net-
work. The modification also allows a mobile node to simply indicate relative
priority of flows using the DCLASS object of RSVP without explicit resource
reservations. The Localized RSVP would work well with the currently popular
content distribution networks, where the content, for example, of web sites, is
replicated in servers geographically near to the end users. Thus, the Localized
RSVP could be used to enhance the distribution of streaming content from a local
replication server over problematic and congested wireless links.
The global mobility of hosts can be implemented with Mobile IP, and the
local mobility management was left as an operator-internal decision, although
BCMP is suggested. SIP can be used to provide the personal mobility of users.
Still, it is important to keep the mobility management as local as possible, in
order to minimize the disruption caused to QoS sensitive flows during handovers.
Moreover, the choice of the local mobility management affects the provision of
QoS, since the schemes use various IP tunnels or routing table updates, which, if
not properly deployed, can harm resource allocations.
Chapter 7 provided experimental results of parts of the proposed access net-
work architecture. The main results were that the edge-based resource allocation
strategy proved to be the best all-around solution. The gateway-based approach
in some cases provided the lowest transmission delay, but the gateway was not
able to identify excessive traffic to each single access points. This proved to be
troublesome when the resources on the access router were limited, as in the vari-
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able background load experiments (Figure 7.14): adding packet classification and
scheduling on the access routers lowered the worst-case delays of the GSM flow
in the gateway-based approach from around 55 ms to around 20 ms. These exper-
iments also showed that there was no gain in adding even more QoS-aware nodes
into the access network. The reason was that the common tree topology used
made the paths from the gateway to the access routers be seen as single links,
where there is no, or very little, possibility to reorder packets–the more complex
packet scheduling only added more overhead in the packet routing. If the network
has noticeable amounts of cross-over traffic, the situation changes and key routers
within the access network must be upgraded to provide QoS.
The second set of experiments were conducted to evaluate the Localized
RSVP protocol and its coupling with the local mobility management protocol
BCMP. The experiments showed that with the currently popular 802.11b WLAN
link, most of the handover latency comes from the link layer technology. Once the
link layer handover has concluded, the signaling of the BCMP mobility manage-
ment protocol and the Localized RSVP together only take roughly 20 ms in the
testbed. In the future, the two protocols and their software implementations must
be coupled together more tightly to allow for more thorough experimentation.
8.2 Future Work
One thing that was not investigated was the overall resource usage of the access
network, that is, how much traffic was successfully transmitted in the different
background load and QoS setups. Operators are very interested in maximizing
the revenues of an access network and minimizing the costs of transmission: to
provide good service to high priority, and premium rate, flows, but also provide
service to best-effort flows. Now, it depends on the pricing whether an operator
wants to maximize the bandwidth available to best-effort traffic or not, because
an operator pays for the data transferred to the administrative domain it inter-
acts with. For example, if the charging of subscribers is based on the amount of
data transferred, to maximize the revenues implies maximizing the amount of data
transferred. On the other hand, if the charging is based on a flat rate, an opera-
tor would most likely want to limit the amount of data transferred by subscribers
because each megabyte of data transferred by a subscriber during a month low-
ers the effective revenue. This action has been noticed in flat-rate fixed Internet
connections, where subscribers are notified if they transfer too much data, and
even rate limitation has been employed to force certain subscribers to transfer less
data. Also, flat-rate GPRS subscriptions have been limited to only offer a certain
amount of bytes transferred within the bounds of the contract.
The most important open questions in the proposed solution are how and to
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which kind of Per-Hop Behaviors the QoS information provided by IntServ should
be mapped, how to couple the RSVP daemon located at an access router with the
mobility management mechanism, like BCMP, and how to efficiently secure the
signaling when a mobile node can frequently handover between access routers.
A solution to the first issue can be found by experimenting with different PHBs.
An initial table for the mapping was presented in Table 6.1, but, for example,
Almesberger et. al. [2] propose another way. Probably the most authoritative
guidelines for mapping the IntServ service sets to DiffServ per-hop behaviors
have been presented by Wroclawski and Charny [198]. Future experimentations
will hopefully provide more insight into this issue.
The coupling of the local mobility management and the RSVP daemons inside
the access network is a complex issue and depends on the functionality of the
local mobility management protocol, the use of tunnels, for example. The BCMP
protocol would basically fit quite well with RSVP daemons and DiffServ marking,
if the two could be made to co-operate, that is, we could give decapsulated IP
packets from an application to the RSVP daemon running on the same router.
Such co-operation might also be needed with context transfers: when an access
router received the RSVP context of the mobile from the old access router prior to
a handover, some mechanism is needed to query the local RSVP daemon whether
the request can be admitted, and to set the proper reservation states. One solution
would be to define an API that allows sending RSVP messages locally within an
RSVP router and tell the RSVP daemon that the message arrived from a physical
interface.
The experiments show that the mobility and QoS signaling of a handover take
in average 100 ms in the testbed. This does not include the signaling needed to
secure the protocol messages, which would add a considerable overhead before
the connectivity of the mobile node is back following a handover. The IETF is
defining technologies for handing the security context, among others, of the mo-
bile node from the old access router to the new access router. These mechanisms
could remove the need to signal security-related information between the mobile
node and the access router, and keep the handover latency at a reasonable level.
In addition, it would be interesting to study how different QoS signaling sce-
narios can create interactions between local and end-to-end reservations. For ex-
ample, could a local reservation be changed flexibly into an end-to-end reserva-
tion, and vice versa, could an initially end-to-end reservation be turned into a local
reservation?
The interactions of the IP layer and various link layers is also an issue that has
received little practical attention. Already today, a nomadic user can use several
different wireless interfaces to connect to the Internet, GSM, GPRS, WLAN and
UMTS, for example. The Linux Wireless Extensions is one project that seeks to
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provide a generic interface for controlling different WLAN cards [233]. A similar
interface that would also consider other wireless technologies is needed.
Moreover, flexible resource allocation strategies in a mobile access network
could provide enhanced support for the nomadic users, especially when existing
flows are handed over between access routers. Furthermore, the issues of discov-
ering candidate access routers and performing context transfers between the old
and the chosen new access router are still unresolved.
Finally, the current mechanisms for securing all this signaling, and the au-
thentication of individual parties, are not optimized for dynamic mobile environ-
ments, and need further development. One such effort is the Host Identity Payload
[130, 131, 138], which aims at decoupling the use of IP addresses for user authen-
tication. Moreover, in a mobile environment, an efficient architecture for key
exchange is needed. The IETF is working towards a new key exchange protocol
IKEv2 [93], but many research groups are also working on simple and efficient
protocols, as for instance, Just Fast Keying (JFK) [1].
A lot of individual effort is going on world wide on QoS and mobility manage-
ment, and securing future Internet signaling and authenticating users. The broad
range of different suggestions for handling the various functions harms any de-
ployment effort since it is quite impossible for any operator and manufacturer to
clearly see which technologies will survive and become widely accepted. Hope-
fully, some day, there will be a single mechanism for each IP QoS, mobility, and
security functionality. The work behind this thesis is yet another proposal, but
hopefully a feasible one that would be possible to deploy—I believe so.
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Glossary
3G Third Generation
3GPP Third Generation Partnership Project
4G Fourth Generation
AAA Authentication, Authorization and Accounting
AF Assured Forwarding
AMR Adaptive Multi-Rate
AN Access Network
ANG Access Network Gateway
ANP Anchor Point
AP Access Point
API Application Programming Interface
AR Access Router
ARQ Automated Repeat reQuest
AS Autonomous System
ATM Asynchronous Transfer Mode
BA Behavior Aggregate
BCMP BRAIN Candidate Mobility Protocol
BER Bit Error Rate
BG Border Gateway
BQ Base QoS
BRAIN Broadband Radio Access for IP Based Networks
BSC Base Station Controller
BSS Base Station Subsystem
BTS Base Transceiver Station
BU Binding Update
CAC Call Admission Control
CARD Candidate Access Router Discovery
CBC Cipher Block Chaining
CBQ Class-Based Queuing
CBR Constant Bit-Rate
CCoA Co-located Care-of Address
CDPD Cellular Digital Packet Data
CIP Cellular IP
cHTML compact HTML
CN Correspondent Node
CN (UMTS) Core Network
CoA Care of Address
COPS Common Open Policy Service
CoS Class of Service
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CPU Central Processing Unit
CSMA Carrier Sense Multiple Access
DCLASS Object for representing DiffServ code points in RSVP
messages
DCCP Datagram Congestion Control Protocol
DES Data Encryption Standard
DHCP Dynamic Host Configuration Protocol
DiffServ Differentiated Services
DNS Domain Name System
DoS Denial Of Service
DSCP Differentiated Services Code Point
ECN Explicit Congestion Notification
ECSD Enhanced Circuit Switched Data
EDGE Evolved Data for GSM Evolution
EF Expedited Forwarding
EMA Edge Mobility Architecture
EQ Enhanced QoS
ER Edge Router
ESP Encapsulating Security Payload
ETSI European Telecommunications Standards Institute
FA Foreign Agent
FA-COA Foreign Agent Care-of-Address
FDD Frequency Division Duplex
FEC Forward Error Correction
FIFO First In First Out
Flowspec Flow Specification
GGSN Gateway GPRS Support Node
GPRS General Packet Radio Service
GSM Global System for Mobile communications
GTP GPRS Tunnelling Protocol
HA Home Agent
HAWAII Handoff-Aware Wireless Access Internet Infrastructure
HIP Host Identity Payload
HIPERLAN HIgh PErfomance Radio Local Area Network
HMIP Hierarchical Mobile IP
HMMP Host Mobility and Management Protocol
HSCSD High Speed Circuit Switched Data
HTB Hierarchical Token Bucket
HTTP Hypertext Transfer protocol
IAB Internet Architectures Board
ICMP Internet Control Message Protocol
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IDEA International Data Encryption Algorithm
IEEE Institute of Electrical and Electronics Engineers
IETF Internet Engineering Task Force
IKE Internet Key Exchange
IntServ Integrated Services
IP Internet Protocol
IPv6 Internet Protocol version 6
IP2W IP to Wireless Interface
IPsec Internet Protocol Security
IRTF Internet Research Task Force
ISDN Integrated Services Digital Network
ISO International Organization for Standardization
ISP Internet Service Provider
ISSLL Integrated Services over Specific Link Layers
IST Information Society Technology
ITU International Telecommunication Union
ITU-T ITU Telecommunication Standardization Sector
L2 Layer 2
LAN Local Area Network
LERS Localized Enhanced-Routing Scheme
LLC Logical Link Control
LPDP Local Policy Decision Point
LRSVP Localized RSVP
LSR Label Switching Router
MAC Medium Access Control
MANET Mobile Ad-hoc Network
MDP Mobility Dependent Predictive
MER Mobile Enhanced Routing
MER-TORA MER-Temporally Ordered Routing Algorithm
MIG Mobility Independent Guaranteed
MIND Mobile IP-based Network Developments
MIP Mobile IP
MIP Mobility Independent Predictive (MRSVP)
MN Mobile Node
MPEG Motion Picture Expert Group
MPLS Multiprotocol Label Switching
MRSVP Mobile RSVP
MSC Mobile Switching Center
MT Mobile Terminal
MTU Maximum Transfer Unit
NEMO Network Mobility
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NSIS Next Steps in Signaling
OSI Open Systems Interconnection
PAA Proxy Agents Architecture
PCMCIA Personal Computer Memory Card International Association
PDB Per Domain Behaviour
PDF Probability Distribution Function
PDP Policy Decision Point (IETF)
PDP Packet Data Protocol (3GPP)
PDU Protocol Data Unit
PEP Policy Enforcement Point
PHB Per Hop Behaviour
PHY Physical Layer. Layer 1 of the ISO/OSI reference model
PILC Performance Implications of Link Characteristics
PIN Policy Ignorant Node
PKI Public Key Infrastructure
PLMN Public Land Mobile Network
PMR Personal Mobile Radio
PPP Point-to-Point Protocol
PSTN Public Switched Telephony Network
QGS QoS Global Server
QLN QoS Local Node
QoS Quality of Service
RAN Radio Access Network
RED Random Early Detection
RFC Request for Comments
RLC Radio Link Control
RNC Radio Network Controller
RSA Rivest-Shamir-Adelman
Rspec Resource Specification
RSVP Resource Reservation Protocol
RTCP Real-Time Transport Control Protocol
RTD Research and Technology Development
RTP Real-Time Transport Protocol
RTSP Real-Time Streaming Protocol
SA Security Association
SAP Service Access Point
SBM Subnet Bandwidth Manager
SDU Service Data Unit
SE Shared Explicit
SeaMoby Context Transfer, Handoff Candidate Discovery,
and Dormant Mode Host Alerting Working Group
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SGSN Serving GPRS Support Node
SIM Subscriber Identity Module
SIP Session Initiation Protocol
SLA Service Level Agreement
SLS Service Level Specification
SMS Short Message Service
SMTP Simple Mail Transfer Protocol
SNDCP Subnetwork Dependent Convergence Protocol
TCA Traffic Control Agreement
TCP Transmission Control Protocol
TDMA Time-Division Multiple Access
TETRA Trans-European Trunked Radio
TORA Temporally-Ordered Routing Algorithm
TOS Type of Service
Tspec Traffic Specification
UDP User Datagram Protocol
UE User Equipment
UED Unequal Error Detection
UMTS Universal Mobile Telecommunications System
UTRA(N) UMTS Terrestrial Radio Access (Network)
VBR Variable Bit Rate
VoIP Voice over IP
VPN Virtual Private Network
WAN Wide Area Network
WAP Wireless Application Protocol
WCDMA Wideband Code Division Multiple Access
WF Wildcard Filter
WFQ Weighted Fair Queuing
WLAN Wireless LAN
WRR Weighted Round Robin
WWW World Wide Web
YESSIR YEt another Sender Session Internet Reservations
