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Abstract. For a random walk on the integers define iP, as the number of (dsllistinct) s ates 
visited in the first n steps and Zn as the number of states visited in the first n steps which are 
never revisited. Here we deal with transient walks. Tlhe increments of Z,, form a stationary pro- 
cess and various central imit results and an iterated logarithm result are obtained for Zn from 
known results on stationary processes. Furthermore, the limit behaviour of R, is closely re- 
lated to that of Zn; this relationship is elucidated and corresponding limit results for R, are 
then read off from those for Zn. 
1. Introdue tion 
Let x,, x2, *.. be a sequence of independent and identically distri- 
buted random variables taking only integer values and write SO = 0, 
Sll = Erzl Xi, rk 2 1, so that cs,> generates a random walk:. Define R, 
as the cardinality of the set ;[s,, S2, . . . . S,} and 
Vk = 
1 ifS+&, j> k, 
0 otherwise, 
so that zn z zzsl V k is the number of states visited by the random *walk 
in time n which are never evisited. Note that Rn is the number of states 
visited in time n which are not revisited prior to time n + 1 so that 
Rn ;a Zne 
Now it has been shown by Spitzer et al. [ 9, p. 391 that 
lim n-1R, = 1 -F a.s. 
jd-+OB 
wlxre F is the 1 :&ability of ultimate return to the origin fair the 
random walk. In the course of proving this result, they note that Vo, 
34 ., CT. Heydc Revisits for transient random wlk 
. 
v1 , . . . is a stationary ergodic sequence so that it follows from the er- 
godic theorem that 
lim n_lZn = EV, = P(S, # 0, Sz # 0 ,... } = 1 -F as. 
n-- 
Of course Zn = 0 a.s. for recurrent random walk (F= 1). 
In this work, we shall confine consideration to the case of transient 
random walk. We shall obtain central imit and iterated logarithm results 
for the proce’ses (R,! and iZ,& . 
Various ceqtral imit results for R, for random v elks taking values in 
the &dimensional space of integer lattice points have previously been 
obtained by Jain and Orey 13 I (general d), Jain and Pruitt [4] (d = 3,4). 
One of our results (Corollary 1) overlaps with Theorem 1 of [ 31, but 
our methods are different. We have restricted consideration to the case 
d = 1 in the interests of a unified exposition; some of our results con- 
tinue to hold for general d. 
al limit results for Zn 
Let _tcn = P{S, # 0, . . . . s n-1 + 09 sn 31, n > 1 ;fi = P(S, = 0). Here 
fn denotes the probability that the first r&urn to zero should occur at 
time n. We shall call the random walk stronglv transient (see [ 3 I ) if 
ZIE1 j f. G - or equivalently Z;‘=o C”_ . 
the foliowing result: 
fa < 00. We start by obtaining 
Theorem 2.1. For a strongly transier‘t random walk, 
02 = lim,_, rrl var Z,, exists and F( 1 -F) < 02 < =. Also, as n + ~0, 
$-n(1-0 P 
ofi -+ N(0, 1). 
(‘2Y’ [denotes convergence in distribution.) 
oaf, Let T be the ergodic measure preserving transformation on our 
basic probability space such that &(w) = A’(Tka). It is known that 
(I/o, r/r, . ..I is stationary and ergodic and in fact vk(“) = Vo(Tka) as 
is easily seen by defining 
1 if&!?k#O,k> 1, ‘.\ . 
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and noting that 
Write Mm for the o-field generated by Xm, X,&r, . . . . Then M, =‘I’-m($$. 
We shall obtain the result of the theorem by a$plying Theorem 2 of [ 1 ] 
(case 6 = 00). 
9 
First we need to check that 
(1) 5 EIEIV~-EV,IMmlI<~. 
m=l 
Wehaveform> 1, 
= PLS, # 0, s, # 0, . ..) s,_, # 01, 
and EfE( Vcp I ‘lrn )) = EVo , so that using (2), 
Z 2 I 
{E(i,I$!,)>EVo} 
(E( vol Mm) -E‘v’,)dP 
< 2(P{S, # 0, S, # 0, .*a$ Sm - I# 0) - P(S, f 0, S, + 0, “*a I) 
=2((1-;Q-(l-$))=2)=f;, ‘= j=m 
and hence (1) holds in view of the strong transience condition. Theorem 
2 of [ 1 J then &es that 
lim Q2-l V&Z,) = O* 9 
n-m 
with 0 f CJ < 00 and if CJ > 0, the required normal convergence r sult 
holds. 
To obtain a usefu ly concrete general expression for (J does not seem 
to be possible, but it is not difficult to show that 6 > F( 1-F). We 
have 
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k=1 
k=l 
=F(1-49+2 5 (P(v,= 1, vk=l}--(l-F)*) 
n=l 
and 
(4 > P{V* = 1, Vk = 11 = P{S, J: 0, s, # 0, . . . . 
= PIS 1 + 0, s* # 0, . . . . &+I f 0, &+I + &+2 + 0, d 
:= 5 Ip(s, # 0, . . ..sk_l # 0, sk=j’ Y 
‘- 
J - __ 00 
j+:O 
xk+l $ {O, --i} Y x&l +&+2 $ (0, -,j), . . . ) 
x P’{S, $ {0,--i), s, $ tc -iI, A- 
Define, following Spitzer [ 9, Chapter VI], 
n(,,-j)(O,Y) = P{S, =,Y; T < -Yi, Y = 0, -i, 
where 
T=min{kl 1 < kg=,, Sk ECO,-j}), 
E{(),-j)(0) = 1 -~~*~_j~"O,O)-n{,_i,(O,-~) 
w, $ cg3,--j),s, $ {O,-j~,...l. 
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(G(x, y) < G(0, 0) < = since the random walk is transient; see [9, p. 6,713 
Then, using [9, P2(b), p. 2921, we have 
1 = (1 -“I~ j)(O, 0)) W, 0)-n(o,_j,(9,-i)G(-j, O), 
9- 
(6) 
0 = (1 -fl{,-i)(O, 0)) G(O,-j)-n(,,_,,(O,-i)G(O, O), 
9 
and from (5) and (6) we readily find that 
“((),_i)(o) = G(W) -WA-j) 
G2(0, 0) - G(0, --j) G( -j, 0) l 
But, for transient random walk, 
;$“o; = F(x, y>, x # Y, Y 
where F(x, y) represents the probability of the random walk ever reach- 
ing y starting from x [ 9, p0 IO] and 
G(O,O) =(1-4)-l 
19, p. 71 so that 
(7) Q-i) (0) = (I-3 
1 -F(O,-jj 
I- F(O,-j)F(--j, O$ 
2 ( 14) (II --3(0,-j)). 
Now let&,(x, y) denote the probability that the random walk makes a 
first passage from x toy at time n. Then, from (4), (5) and (7), 
(8) P{V,o = 1, Vk = 1) > (1-F) 5 P(S, # O,...,S&l #O,S,=j) *_ J--o0 
j#O 
X (1--17(0,-j)) =(1--F) 
- {S, # 0, .*., 
*- / --W 
j+O 
38 C C Hey&, Revisits for transient random walk 
00 ( 
k 
P{v,=l,v~=lP(l-F) l-C4 
j=i 
=(1-F) (l- 64-%&+[) =(l-F)2 
jzl I=1 
and hence, from (3) and (8), 02 2 F( 1-F). This completes the proof of 
the theorem. 
3. Fulactiolaal central limit arx/ iterated logarithm rewlts for Z, 
If we impose certain more stringent conditions than strong transience 
on the random walk, we can obtain a functional form of the central 
limit theorem for appropriate random functions in the space B[ 0, I] 
and also an iterated logarithm law. Here D [0, I] is the space of functions 
on the interval [0, l] with at most discontinuities of the first kind. 
Let 
p(.r, y) = sup Ix(t)-y(rjI for x,y E D, 
o<t< 1 
and define a sequenc[e of real random functions ,En (*) belonging to D by 
[n(t) = [ -Zn -zn -j-l -(j+l)(l-F)]/(VarZ,)‘12, 
jOzt*<j+l, j=O,l,..., n-l, 
in the sense (D, p). where W is a standard Wiener, process. 
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Proof. The result of this theorern is a straightforward application of 
Theorem 4 of [ 73 e All that needs to be chlecked is 
(9) g [EiE(l$,-EVOI /vI,))~]~/~ < 00; 
m=l 
that 02 = lim n-00 (12-l var 2,) exists with o > 0 follows from Theorem 
2.1. Now, from the proof of Theorem 2.1 we see that 
E(F/QlM,)< 1 --‘z’& 
j= 1 
for m > 1, so that then 
0~E(~(V,-EV,IMm))2=E(E(V:DIM,))2-(El/o:2 
G (l-p), - [l-$@ 
and (9) follows under the specified condition C,“=l (XI& h)li2 < 00. 
Next we have the following iterated logarithm result. 
Theorem 3.2.1~ L.” f. = 0(n-2-s) as n + *for some 6 > 0 then 
O2 = lim,,, {n-$nnj ‘exists with F(l-F) G & < = and 
n-l Zn = 1 -F + &n) (‘E&z-l logIogl-:)‘12 
where t(n) has its set of limit points confined to [ - 1, 1 ] and 
limsup, + o. r(n) = 1 a.s., liminfi_ t(n) = -1 a.s. 
Proof. The result follows from an application of [ 5, Theorem 61. (p;T,l 
is stationary and satisfies the uniformly strong mixing condition with 
mixing coefficients of zero. Also, Vn < 1 for all n, so I!? order to apply 
Theorem 6 of [ 51 it just remaEns to show that 
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WV E( V. -E( V. I M:))” = O(k-*-6), 
for some 6 > 0, where M: is the o-field generated by 1, . . . . x,. Now 
(11) 
and 
so that 
(12) 
E( Vo- E( V. I Mf))* = EV; - E(E( V. I Mf))* 
= 1 -F-E(E( V. I Mf))* 
1 --F(O,-Sk) if 0 $ IS,, .wsy S&l 3 
E(E(V I Mk))* = 0 1 ii (-‘(0,-j))* p(s, #o,...,sk_lfO,Sk=j) 
l - i .--_oo 
jso 
= l-F- 2 4, 
j=k+l 
using results obtained in the process of establishing (8). Thus, from ( 11) 
and (12), 
and (10) follows. The res lt of the theorem is then immediate, 
results for R, 
The limit behaviour Of Rn is closely related to that of Zn and can be 
derived from it with the aid of he following theorem. 
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i 
I’ -qR, --Zn) 1: 0 
sn+-, ‘*‘p” den0 ting conve 
us n + m for some 6 > 0, then 
nce in probability. It’ 2& fi = 0(n-2-6) 
Proof. Wti eR, =X&l H$,+here Wnn = l!, and 
, , 
1 ifS)#S,, k<j<n, 
Wk.?l = 
0 otherwise, 
1Gk<n;notethatWk,+V~,k=l,2,...,n.Wehavefork<n 
P 
= P{Xk+i+O, Xk+l +Xk+*# O,...,Xk+l+xk+*$...+Xn#Q} 
n-k 
=P(S,fO,S2ZO,...,Sn - k#O} = 1 -C 4, 
jr 1 
so that 
n-1/2ElR,-Z,J = n-l/%(Rn--Zn) 
-l+F)=n-‘/22 fJ jj 
k=l j=n-k+l 
as n + 00 and n-1/2(R,- ZJ =Z 0 follows from an application of 
Markov’s inequality. 
Now suppose that ZFn 4 = Q(ne2-“) as n --)w for some 6 > 0. Then, 
there is a. constant C> 0 such that C” 
k(n) be integer valued wi 
j=n fi G Cn-2-s for every n. Let 
h k(n) t * and n-k(n) t 00 as n -+ 00. Then 
C. G Heyde, Revisits ftir transient random &k 42 
(13) E 
k(n) 
kW . &O+l 
G C 2’ (n-k+ l)-*--& G Cj (n--x + l)-= dx 
k=l i 
* C’(1+6)-1 (n--k(n))-1-8 as n + -. 
Now choose k(n) = n -[n@] , where 1x11 denotes the integer 
fl is chosen so that i > p > i (1 + 6)-l. Then, from (13), 
part of x and 
ai,3 hence y1 -Ii2 ~~!$ ( wk n - T/k) 
Borel-Cantelli lemma. Fkther, 
‘2 0 using Markov’s inequality and the 
0 < ?+I2 6 (!&- vk) < n-li2 [iv@] +Oasn-+00 
k=k(n)+l ’ 
since /3 < i, SQ that 
Thus, 
.--II2 5 (wk n- I/k) ‘? 0 . 
k=k(n)+l ’ 
k0G 
n-~12(R,--Z,) = &I2 c (k$n- vk) 
k=l ’ ’ 
+ .-1/2 5 (Wkn- vk) ‘:* 0 
k=k(n)+l * 
as required. Th,is completes the proof of the theorem. 
Corollary 4.2* RIG a strongly transient random walk, 
a2 = lim,,, n-l var R, = lim,,, n--l var &, exists (see Theorem 2 . 
zndF(l-Fj<&<=. AZso,asn+=, 
1) 
(14) 
R,--n(1--F’)cb 
afi 
+ N(0, 1). 
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if ZIEn fi = 0(n-2-S ) as n -+ * for some 6 > 0, then 
(15) r/-l R, = 1 -F+ Q(n) (2un-1 loglogn)l/2 
‘where q(n) has its set of limit points confhed to [ - 1, 1 ] and 
limsup,,_ q(n) = 1. a.s., liminf,,, q(n) = -1 a.s. 
Proof. We remark that the result (14) has been proved directly, except 
for the ideatification of Km,,,, Cn-l varR,) and lim,,, (II---~ varZ,), 
by Jain and Orey [ 3] . Here ( 14) and ( 15) follow immediately from 
Theorems 2..1,3.2,4.1 with o2 = lim,,, (n--l varZ,), and the only 
thing that remains o be checked is that 02 = lim,,, (n-l vasR,). 
Now, from [3, Theorem iI 1, lim, _-+- (m-l var R,) exists and is posi- 
tive (and finite) for strongly transient random walk and furthermore, 
(n lim, doo (m-l var&,$-112 (R, -n( 1 -F)) 2 N(0, 1). 
We can thus identify lim,,, (m-1 var R,) as c2. An expression for 
lim m -+o (n2-’ varR,) is given in [ 33 but it is not obvious that it coin- 
cides with (3). 
Corollary 4.3. Let 
E;(t) = (var2,)-112(R,-_H,.,_i_l -(i+ I) (l-0) Y 
jOzt<j+l.. j=O,l,...,n-1, 
[L( 1) = (var 2,1)-t/2 (R, --ni( P -F)). 
If ZIi& fi = O(n-2-“) as n + * for some 6 > 0, then 
it2 the sense (D, p) where W is a standard Wiener process. 
Proof. In order to deduce this result from Theorem 3.1 it suffices to 
show that p(&, , EL) y 0 as n + =. This is simply obtained with the aid 
a.s. 
of Theorem 4.1. That n-1/2 maxa 9kGH (Rk--Zk) + 0 follows from 
n-llz(R,--Z,,) y’ 0 is an immediate consequence of the following eJe- 
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mentary result: Let q, lz2, . . . and 0 < b, < b, G . . . be real numbers> 
with b, + - and a,,& + 0; then maxi c-tn ak/b, + 0. 
Remark. Pt is quite possible that var Zn may be replaced by, say, 02n in 
the norming of the random functions kn, EL. To accomp ish this would 
involve the obtaining of a more detailed asymptotic result P”sr var& 
than var Zn N 4t2n. However, our present form seems equally useful for 
the obvious applications. 
5. Some sufficient conditions involving moments 
In the various theorems above, the conditions Z:=, (2& fi) < 00, 
x:=1 (Z,:,, fj)'~' < 00 and C” j=N fi = Otrr -2-“), some 6 :> 0, figure. It is 
our object in this section to obtain momert conditions which ensure 
that these are satisfied. Here we shall suppose that El X1 I < 00 so that, 
necessarily for transience of the random walk, EX, # 0. We write 
X+ = max(O,x), x- = -min(O,x). 
Proof. We take Ex, > 0, as we can do without loss of generality (replac- 
ing tb.e Xi by --Xi if necessary). Using standard recurrent event theory 
(noting that returns to the origin of the random walk constitutes are- 
current event process) we define 
U(t) = E P(& =O)P, o<t< 1, 
n=O 
m = ii fn tn 9 
n=l 
and reca,lP the identity 
U(t) ( 1 -F(t)) = 1. 
O<t< 1, 
From this identity it is clear that [dF(t)/dt] t=l_ < - if and only if 
[dL’(,t)/dt],+_ < =. That is, Z” j==1 i4 < = (strong transience) if and only 
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if ZIcl jP{Sj = 01 < 
that ‘* 
00. Furthermore, it has been shown by Spitzer [ 81 
(16) 1-b 2 P{M*_, G 0, sn =O)P 
1 
= exp 
[ 
5 tn ut-l PIS, =OI 1 , O<t<l, 1 
where M,, = 0, ii& = maxlgk<n Sk, n > 1, and the events {A!,__, < 0, 
Sn = 0) signify returns to the origin prior to the first entry into [ 1,~) 
and thus define a recurrent event situation. Consequently, 
I+ 5 P(Mn_, G 0, Sri = 01 tn 
n=l 
= ( 1-P& =Ol t- 2 PIM,_, <o,s, =O~P -l, n=2 
O<t< 1, 
and from ( 16), 
PtS, =O)t+ 5 P{M,_,<O,S,, =0} tn 
I1 =2 
= 1-exp 
[ 
-2 tnn-lP(S,=O) , OGt< 1. 
n-1 1 
T&, upon differentiating twice and letting t t 1 we find that 
Z,& jP{Sj = 0) < 00 if and only if X,“_2 n2 PtMq 1 C 0, Sn = 01 < ** 
But 5’L2 n2 PIM,_ 1 < 0, Sn = 01 < =-if ZI._2 nLBPU&_I < 0, 
Sn 3 01 < * and 
P(M,,-, co, s,., a 0) = P{M,_, < 01 - P(M, < 0) 
from which we find that Xrs2 r-22 PfM,_, C 0, S,, 2 01 < 013 if 
z;=, nP{I& < 01 c 06. Now it is a well-known result due to Sparre- 
Andersen that (e.g. [ 9, p. 2191) 
1+ g P(M,,<OF=exp 5 tnn-1 s,cQl ? Ogt< 1, 
t2=1 n=l 1 
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and we deduce from this that XI& n PIM, < 01 < = if and only if 
Y-1 P(s, < 0) < 00. Finally, Heyde [ 21 has shown that (under 
El&l < 00, EX, > 0) Z;=, P(S, < 0) < - if and only if &X-)2 < 00. 
This provides the required sufficient condition for strong transience. 
To deal with the other conditions, note first that 4 < PISi = 01 ,j> 1. 
rthermore, using a local limit theorem of Petrov [6], we readily find, 
under the condition Eq < 00, that there exists a constant C > 0 such 
that 
for j > 1. Then, 
5 P {Sj = 0) < C 2 j’-7/2 N 2C/5nS/2 
j=n j=n 
which yields the required results. 
6. Some examples 
It is difficult to obtain 02 = lim,, _,- (n-l var ;?n) in a satisfying ex- 
plicit form without some simplifying assumption slrch as that the 
random walk is left continuous with negative mean or right continuous 
with positive mean [ 9, p. 2891. In other cases it does not seem possible 
to obtain a tractable xpression for E{e,_j)(O). 
For illustrative purposes we consider the simplest case, that of a 
Bernoulli random walk, 
P{xi=+ll =p, P{Xi=-1) =q= l-p, 
and we shall suppose for convenience that p > q. In this cast it is known 
[9, p. 121 that 
F = F(0, 0) =: 2q, 
1, x> 0, 
F(O,x) = 
* (qp-95 x< 0, 
so that 
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p-q, i:’ 0, 
q(j _j)(o) = 
0, j \: 0, 
and hence 
P{v, = 1, Vk = 11 ==(p-~q)wS1 # O,S,#O ,...‘, Sk - ,#O,Sk>O} 
= (p-q) PCS, > 0. . . ..s., > Cl} 
since Si < 0 for some E’ < k, Sk > 0 is not possible without a passage 
through zero. Now, since the random walk is both left and right con- 
tinuous, 
l-F=p- = P{S, # 0, s, f 0, . ..I 
= w, > 0, s, > 0, . ..I +P& < 0, s, < 0, . ..} 
= PG, > 0, s2 > 0, . ..) 
because Sn + = with probab!Jity one as y2 + = (since p > q). Thus, 
02 = 2q(p-q)+ Z(,,u-q) 5 (P{S, > 0, l me, Sk > 01 
.k=l 
-PW, > 0, s2 ::> 0, . . . }). 
Further, using another result of Sparre-Andersen (e.g. [9, p- 2 1911, 
(17) 1 + 5 PLY, > 0, . . . . Sk > 0) tk 
k=l 
=exp 2 tkk--1P&>Ol 
3 
, O~KI, 
k=l 
and, since the random walk is left continuous, we have [ 9, pa 186, 1871 
exp 5 tkk-1 P{Sk > 01 
k=l 
= t(fl$;l’ - 
where 
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r(b) = (2pt)-’ (1 -JIqbq?) 
andfil)=qp% Thus, 
5 ws, >o ,. . . . Sk > 0) - P(S, > 0, s2 > 0, .a. I) 
k=l 
( tq( 1 -+W) t =$f (l_t)r(t) -w-q) 1-t - l ) 
+..&~yt)) - 1 = p2q-‘#( I)- 1 = q(p--q)-’ 
and 
u2 = 4pq. 
Finally, we shall establish the following proposition. 
Theorem 6.1. In tht? case ofa left (right) continuous random walk with 
El X1 I < 00, EX, < 0 (EX, > 0), the folZowir[g !hree conditions are 
equivalent: 
(i) the random walk is strongly transient ; 
(ii) lim n-1 varZn = u2 < 00; 
n+- 
(ii.Q E(q)2 < ~0 (E(X;)2 < 00). 
Prooff. First note that from Theorem 5.1, (iii) implies (i) and from 
Theorem 2.1, (i) implies (ii). It thus remains only to show that (ii) im- 
plies (iii) under the conditions of the theorem. This we do by showing 
that (ii) does not hold if (iii) does not hold. 
Now note that, by stationarity, 
n-l 
n-l VIWZn = lZ( F/o -E&-,)2 + 2 c (1 -kn-l)E( IQ-EVb)( Vk--EVk) 
k=d 
n-l 
=F(l-1;3+2c (l-kn-I)( {V,=l, v,=1}-(1T-Ij32) 
k=l 
which is non-decreasing in n, it having been noted in the proof of 
Theorem 2.1 that P IV0 = 1, vk = 1) > (i--f12. Fur hermore, it is easily 
seen that n-l var Zl is unbounded above as n increases if
qq = 11 -(k-+)2)==. 
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We consider the case of a left continuous random walk wit5 negative 
mean; the results for a right continuous random walk with positive mean 
will follow by replacing the Xi’s by -Xi’s* Eor such random walks, 
F(O,j) = 1, j < 0 [ 9, p. 2891 and hence from (7), 
EIo,_j$O)= 1 -F, i< 0. 
Then, 
P{V() = 1, Vk = 11 = z: 
l - 
P(S, # O,...,s~_,ZO,S,=i}~{, j}(O) 9- 
J --00 
j+O 
-1 
>(I-!3 c PES,fO,...,S, t#O,S,=j} - 
*- 
J ---Q) 
= (1-F)P{S, <O,...,S,<O), 
upon making use of +he property of ler L cII lntinuity. Also 
l-F= lim P{S, # 0, . . . . S,, # 0) 
n-*m 
+ lim 5 PG, # 0 3 l **) Sn_1 f 0, Sn =jI 
n+= j=l 
= lim P(S, < 0, . . . . S,<O) =P~S,<O,s~<0...I 
n-*al 
since 
E PIS, + 0, . . . pSn_rf:O,Srl=j) GP{L;n>O} +O 
j=l 
as yt + 00 for EX, < 0. We have 
(18) c (PIV()=l, V,=l, -(l-F)9 
k=l 
2(1--F) g ( {s, < 0, . . . . A@$ < 0) - (1 -F)), 
k=l 
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and ( 17) gives, up011 replacing xi’s by -xi’s, 
+ 5 P(S, < 0, . ..) Sk < 0) tk=exp 
k=:l 
so that 
= lim (1-t) c P{sl < 0, . . . . Sk <= 0) tk 
tt1 k=i 
= lim 3Xp -E 
tt 1 
tkk-l P{sk 3 0) 
k=l 1 
= exp 
E 
-5 
k=l 
k-1 PCS, 2 O}] 
Coriseq.uen tly , 
1 + c (P{S, < 0, . . . . sj- < 01 - (1 -F))tk 
k=l 
tkk-’ P{s,<O) 1 
-t(bt)-l eXp -2 k-lPIS,.O) 
1 1 
-‘(l-t)-lexp -2 k-1 is, 3 0) 
1 1 
5 k-ll(b-tk)p(sk~Oj -t 
1 1 ) 
00 
2 (l-t)-lexp -z): k-lP(S,>O} 
f 1 
~k--‘(bt~p&&.O~, 
1 
so that 
k=l 
,sk<o) -(l-F))== 
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if Zizl I?(& >, 0) = ~0. This condition holds if E(X+)a = OQ by [ 2, 
Theorem A] and the required result follows from (I 8). 
Theorjem 6.1 shows that the strong transience condition is the best 
possible in a certain sense for the existence of general central imit re- 
sults of the simple type of Theorem 2.1 and Corollary 4.::. 
Note added in proof 
Results similar to those of Corrollaries 4.2 and 4.3 have been given 
by Jain and Pruitt in [4a, 4b]. Their approach is direct in contrast to 
that of the present paper. 
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