Galoisian obstruction to the integrability of general dynamical systems  by Li, Wenlei & Shi, Shaoyun
J. Differential Equations 252 (2012) 5518–5534Contents lists available at SciVerse ScienceDirect
Journal of Differential Equations
www.elsevier.com/locate/jde
Galoisian obstruction to the integrability of general
dynamical systems
Wenlei Li a, Shaoyun Shi a,b,∗
a College of Mathematics, Jilin University, Changchun 130012, PR China
b Key Laboratory of Symbolic Computation and Knowledge Engineering of Ministry of Education, Jilin University, Changchun 130012,
PR China
a r t i c l e i n f o a b s t r a c t
Article history:
Received 15 July 2011
Revised 14 December 2011
Available online 15 February 2012
MSC:
32H04
34C14
34M03
34M15
34M45
Keywords:
Differential Galois theory
Difference Galois theory
First integral
Integrability
Lorenz system
The Galoisian approach to study the integrability of classical Hamil-
tonian systems, the so-called Morales–Ramis theory, has been
proved to be useful and powerful by many applications. Here, two
analogous forms of the Morales–Ramis theory for general dynami-
cal systems both in vector ﬁeld and mapping forms are given. Ga-
lois groups of the corresponding variational equations are studied,
and some necessary conditions of the system to possess a certain
number of integrals are presented. Several applications are given at
last to illustrate our results.
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1. Introduction
The work of seeking methods to detect whether a given dynamical system is integrable or non-
integrable is an old and important problem in the ﬁeld of dynamical systems. Generally speaking,
a system can be considered integrable if it can be solved by quadratures, or in closed form. Then, if
a system is integrable, we can get its general solutions analytically in an “explicit” way, and then get
its global (rather than local) information, or on contrast, if a system is not integrable, then, we cannot
get its general solutions, which may push us to investigate the complexity of the considered system,
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astronomical points of view.
In concrete analysis, the property of integrability depends on the investigated systems. For non-
linear systems, all accepted deﬁnitions of the integrability follow the same philosophy: a system is
integrable if and only if it possesses such a number of ﬁrst integrals (and/or other tensor invari-
ants) that it is solvable by quadratures. For example, for Hamiltonian systems the integrability is
well-deﬁned in the Liouvillian sense: the existence of a complete set of independent ﬁrst integrals in
involution; for n-dimensional general dynamical systems (vector ﬁelds or mappings) the integrability
is always deﬁned as the existence of n − 1 independent ﬁrst integrals, see [2] for more details; and
for linear homogeneous systems, integrability is well-deﬁned in the context of the differential Galois
theory, see [29].
Unfortunately, as is well known, a large number of systems are, in fact, non-integrable, i.e., they
do not possess the property of integrability. Generally, only a few methods have been developed for
proving the non-integrability. In 1983, using a singularity-analysis-type method, Yoshida [33] derived
a criterion for the non-integrability of general quasi-homogeneous systems, although it was found by
Gonzalez-Gascon [9] that there is a gap in Yoshida’s proof, the idea of his analysis is feasible. Inspired
by Yoshida’s analysis, in 1996, Furta [8] got a criterion of the non-existence of analytic ﬁrst integrals
for semi-quasi-homogeneous systems. On the other hand, in 1981, based on the idea of Kovalevskaya
[15] who related the integrability with the behavior of solutions of investigated system as functions of
complex time, Ziglin [35] established an effective theory for detecting the non-integrability of complex
analytical Hamiltonian systems by considering the deep relationship of the existence of some integrals
of the Hamiltonian systems and the structure of the monodromy group of the variational equations
along some complex integral curve. For its applications, see e.g. [13,33,36], and so on. About 10 years
later, considering the replacing of monodromy group by differential Galois group, Morales-Ruiz, Ramis,
Simó [22,23,25] and Braider, Churchill, Rod, Singer [4,7] found a stronger condition, which can be
viewed as Morales–Ramis theory, for the integrability of complex analytical Hamiltonian systems.
Theorem 1 (Morales-Ruiz and Ramis). (See [25].) Assume that a Hamiltonian system is meromorphically in-
tegrable in the Liouvillian sense in a neighborhood of a phase curve Γ . Then, the identity component of the
differential Galois group of (normal) variational equations associated with Γ is abelian.
It is well known that, particularly in two degree case, the result of Ziglin theory is a corollary
of Morales–Ramis theory. It is also more convenient that in Morales–Ramis theory, we need only to
check (by Kovacic’s algorithm [14]) whether the identity component of the differential Galois group
is abelian, in contrast with further computations needed in Ziglin’s theory. For recent applications of
Morales–Ramis theory, see e.g. [16–19,24,25], and so on.
It is very interesting to note that the main result of Morales–Ramis theory can also be used to
prove the non-integrability of general non-Hamiltonian systems, for example, in [20], the authors
showed that the ABC ﬂow is non-integrable in certain cases. Recently, by considering the general
dynamical systems as subsystems of some special Hamiltonian systems, Ayoul and Nguyen Tien Zung
[3] obtained a necessary condition of integrability for non-Hamiltonian systems. They showed that if
the given complex system is integrable in the sense of their deﬁnition, then the differential Galois
group of the variational equations along a non-stationary solution is abelian. In fact, Goriely [10] also
identiﬁed the formulation of general Morales–Ramis theory for non-Hamiltonian systems as an open
problem in the ﬁeld of integrability of dynamical systems. However, so far, maybe it is diﬃcult to ﬁnd
any other papers concerning this interested topic except for the above results.
The main purpose of the present paper is to, by Galoisian approach, analyze the integrability of
general dynamical systems, and obtain some necessary conditions of the system to possess a certain
number of integrals. Our method is different from [3]. In addition, we also consider the integrability
of general complex meromorphic mappings to get an analogous result as the one obtained by Casale
and Roques [6] which can be considered as the Morales–Ramis theory for mappings. Several examples
will be given to illustrate our main results.
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results of both differential and difference Galois theory we will use later. Our main results are given
in Section 3. And in the last section, we give three examples to illustrate our results.
2. Preliminaries on Galois theory
2.1. Linear differential equations
The Galois theory for linear differential equations is also called differential Galois theory, or Picard–
Vessiot theory, here we only review some basic notions and results as in [26], for more details,
see [29].
A differential ﬁeld is a pair (K , ∂) consisting of a ﬁeld K and a derivative ∂ , which is an additive
mapping ∂ : K → K satisfying
∂(ab) = ∂(a)b + a∂(b), a,b ∈ K .
The constants are the elements of the subﬁeld Const(K ) := ker∂ of K . Usually, we write a′ (re-
spectively, a(n)) instead of ∂(a) (respectively, ∂(n)(a)). We will also use this notation for elements of
Kn and Mat(K ,n), extending the derivation entry wise, there Mat(K ,n) is the set of n × n matrices
with entries in K . An extension of differential ﬁelds, usually denoted by L | K , is an inclusion L ⊃ K ,
such that ∂L |K = ∂K , here ∂L , ∂K are the derivations of L, K respectively.
Consider a linear homogeneous differential equation on a differential ﬁeld (K , ∂)
Y ′ = AY , A ∈ Mat(K ,n). (1)
First, we refer the two of the basic notions, i.e., Picard–Vessiot extension and differential Galois
group corresponding to it.
Deﬁnition 1. L | K is a Picard–Vessiot (P–V) extension for (1) if
(1) Const(L) = Const(K );
(2) there exists a fundamental matrix Φ ∈ GL(L,n) for Eqs. (1);
(3) L is generated over K as a differential ﬁeld by the entries of Φ .
We assume that the constant subﬁeld of differential ﬁeld (K , ∂) is characteristic zero, and just
for simplicity, Const(K ) = C. Then the P–V extension of (1) exists and is unique in the sense of
isomorphism of differential ﬁelds.
Deﬁnition 2. If L | K is a P–V extension for (1), then the set of all differential K -automorphisms
(σ : L → L, σ(a′) = (σ (a))′ , ∀a ∈ L and σ(a) = a, ∀a ∈ K ) of L is called the differential Galois group of
L over K (or of Eqs. (1)) and denoted by Gal(L/K ) or also by GalLK .
The differential Galois group of Eqs. (1) is a linear algebraic subgroup of GL(C,n), i.e., its elements
are matrices whose coeﬃcients are zeros of some polynomials in C. Indeed, given a fundamental
matrix Φ ∈ GL(L,n), and σ ∈ Gal(L/K ), σ(Φ) is also a fundamental matrix of (1), hence σ(Φ) =
ΦM(σ ) with M(σ ) ∈ GL(C,n), which yields an n-dimensional faithful representation
ρ :Gal(L/K ) → GL(C,n),
σ → M(σ ). (2)
This renders that Gal(L/K ) is a linear group, for further proof being an algebraic group, see [29].
Based on the above fact, whenever G is the differential Galois group of some P–V extension, we are
W. Li, S. Shi / J. Differential Equations 252 (2012) 5518–5534 5521identifying elements σ of G with the corresponding matrices M(σ ) deﬁning representation in (2). In
other words, we will be dealing either with the linear algebraic group G or the matrix group ρ(G).
We remark that, in fact, the above two notions can be introduced without concerning the concrete
differential equations (1), for more details, see [21]. In the present paper, we shall consider the solv-
ability of linear homogeneous equations as the form of (1), therefore we should not only introduce
the above notions, but also the following Liouvillian integrability due to Liouville.
Deﬁnition 3. Let K be a differential ﬁeld. L | K is a Liouvillian extension if no new constants are
added and there exists a tower of extensions
K = L0 ⊂ L1 ⊂ · · · ⊂ Lm = L,
such that for i = 1, . . . ,m, Li = Li−1(ai), and one of the following holds:
(1) a′i ∈ Li−1; we say ai is an integral (of an element of Li−1);
(2) ai 	= 0 and a′i/ai ∈ Li−1; in such case, ai is called an exponential integral (of an element of Li−1);
(3) ai is algebraic over Li−1.
If L is a Liouvillian extension of K and all ai are integrals (respectively exponential integrals), we
say L is an extension by integrals (respectively exponentials) of K .
Deﬁnition 4. Eqs. (1) are integrable (in the Liouvillian sense) if one of the corresponding P–V exten-
sions is also a Liouvillian extension.
Just as the classical Galois theory on polynomial equations concerning the deep relation between
the solvability of the polynomial equation and the solvability of the corresponding Galois group, one
of the fundamental results of differential Galois theory for linear system is the following.
Theorem 2. Let L | K be a P–V extension for (1). Then the following are equivalent:
(1) Eqs. (1) are integrable;
(2) the identity component Gal(L/K )0 of differential Galois group Gal(L/K ) is solvable.
It is easy to see that, if a P–V extension is deﬁned only by quadrature adjunction,
L = K
(∫
f1,
∫
f2, . . . ,
∫
fk
)
,
where f1, f2, . . . , fk ∈ K , then its Galois group Gal(L/K ) is equal to (C+)s , s  k, here C+ denotes
the additive group of C. Furthermore, the identity component of Gal(L/K ) is equal to itself, i.e., the
Galois group is connected.
In general, it is hard to compute the differential Galois group of given nth order linear differential
equations for arbitrary n 2. However, for lower order equations, especially, for n = 2,3, Kovacic [14]
and Singer [27] have given a complete algorithm to get the Galois group. Here, we list some results
of second order differential equation by Kovacic.
Consider the differential equation
ξ ′′ = rξ, r ∈C(x), (3)
where C(x) is the ﬁeld of rational functions deﬁned on the complex plane C.
We recall that any general second order linear differential equation can be transformed to the form
(3) by change of variable. Indeed, for equation
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if we make the change of variable y = e− 12
∫
aξ , then (4) becomes
ξ ′′ =
(
a2
4
+ a
′
2
− b
)
ξ.
To avoid triviality, we assume that r /∈C. Then
Theorem 3. There are four cases that can occur:
Case 1. (3) has a solution of the form e
∫
ω with ω ∈C(x).
Case 2. (3) has a solution of the form e
∫
ω with ω algebraic over C(x) of degree 2 and case 1 does not hold.
Case 3. All solutions of (3) are algebraic over C(x) and cases 1 and 2 do not hold.
Case 4. (3) is not integrable in the Liouville sense.
Furthermore, corresponding to the four cases listed in Theorem 3, there are some easy necessary
conditions for cases 1–3 which consequently form a suﬃcient condition for case 4. Since r ∈ C(x), it
can be represented as r = s/t with s, t ∈ C[x] relatively prime. Then the poles of r are the zeros of t
and we mean the order of the pole by the multiplicity of the zero of t . By the order of r at ∞ we
shall refer the order of ∞ as a zero of r, i.e., deg t − deg s. Then we have
Theorem 4. The following conditions are necessary for the respective cases of Theorem 3 to hold:
Case 1. Every pole of r must have even order or else have order 1. The order of r at ∞ must be even or else
be greater than 2.
Case 2. r must have at least one pole that either has odd order greater than 2 or else has order 2.
Case 3. The order of a pole of r cannot exceed 2 and the order of r at ∞ must be at least 2. If the partial
fraction expansion of r is
r =
∑
i
αi
(x− ci)2 +
∑
j
β j
x− d j ,
then
√
1+ 4αi ∈Q, for each i, and∑ j β j = 0. Furthermore, if we let
γ =
∑
i
αi +
∑
j
β jd j,
then
√
1+ 4γ ∈Q.
For Eq. (3), the differential Galois group G is an algebraic subgroup of SL(C,2), and the following
result describes all possible types of G , which also correspond to the four cases given in Theorem 3:
Theorem 5. There are four cases that can occur:
Case 1. G is reducible, i.e., it is conjugate to a triangular group.
Case 2. G is conjugate to a subgroup of
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{(
c 0
0 c−1
) ∣∣∣ c ∈C, c 	= 0}∪ {( 0 c−c−1 0
) ∣∣∣ c ∈C, c 	= 0},
and case 1 does not hold.
Case 3. G is ﬁnite and cases 1 and 2 do not hold.
Case 4. G = SL(C,2).
For further and concrete details of Kovacic’s algorithm and the corresponding structure of differ-
ential Galois group, see [1,14].
For many differential equations in concrete applications, the coeﬃcients may not be rational
functions but meromorphic with respect to the independent variable, thus we cannot use Kovacic’s
algorithm directly. However, sometimes, we can make proper change of variables to make it [25]:
Theorem 6. Let X be a (connected) Riemann surface. Let f : X ′ → X be a ﬁnite ramiﬁed covering of X by
a Riemann surface X ′ . Let ∇ be a meromorphic connection on X, and set ∇′ = f ∗∇ . Then we have a natu-
ral injective homomorphism Gal(∇′) → Gal(∇) of differential Galois groups which induces an isomorphism
between their Lie algebras (and identity component part).
In other words, if the original differential equation over the Riemann surface X ′ is transformed
by a change of the independent variable in a differential equation over the Riemann surface X , then
both equations have the same identity component of the differential Galois group in the sense of
isomorphism.
2.2. Linear difference equations
In this subsection, we consider Galois theory of linear difference equations. Since it is analogous to
the differential Galois theory mentioned above, we only review some basic notions and results about
it, for more details, see e.g. [30].
Let (k, φ) be a difference ﬁeld, i.e., a ﬁeld k with automorphism φ. The subﬁeld of constants of k
is C = {c ∈ k | φ(c) = c}. We assume that C is characteristic zero, and C =C just for simplicity.
Consider the systems of difference equations of the form
φY = AY , (5)
where A ∈ GL(k,n). A Picard–Vessiot (P–V) ring for difference equations (5) is a k-algebra R such that:
(1) an automorphism of R , extending φ, is given (we also denote it by φ);
(2) R is a simple difference ring;
(3) there exists a fundamental matrix U for Eqs. (5), i.e., φ(U ) = AU , U ∈ GL(R,n), such that R =
k[u11,u12, . . . ,unn, (detU )−1].
From [30], we know that such a P–V extension exists and it is unique up to an isomorphism of
difference rings. Furthermore, the ﬁeld of constants of the P–V extension is equal to the ﬁelds of
constants of the base ﬁeld. The Galois group G of the difference equations (5) is a group of difference
k-automorphisms of Picard–Vessiot ring R , i.e., G = {σ : R → R | σ(φ(a)) = φ(σ (a)), ∀a ∈ R; σ(a) = a,
∀a ∈ k}. Just as differential Galois group, difference Galois group is also a linear algebraic group over
the ﬁeld of constants C, i.e., G ⊂ GL(C,n).
Hendriks and Singer [11] obtained an analogue result as Theorem 2 for linear difference systems,
they deﬁned the notion of a Liouvillian sequence and show that the solution space of a difference
equations with rational function coeﬃcients has a basis of Liouvillian sequences if and only if the
Galois group of the equations is solvable. Furthermore, Hendriks [12] gave an algorithm to determine
the difference Galois group of second order linear difference equations, which can be considered as
an analogue type of Kovacic’s algorithm for second order linear differential equations.
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group G is also a linear algebraic group. Furthermore, they are Lie group. As is well known, for every
Lie group, G0 is solvable (abelian) if and only if the Lie algebra of G , G is solvable (abelian). Then, in
many cases, we can analyze the structure of Lie algebra instead of the identity component. Indeed,
from the general theory of Lie group, we know that, there is a neighborhood U of the identity element
of G0 diffeomorphic to a neighborhood of the identity element of G by exponential map, furthermore,
let T1, . . . ,Tm be a basis of G in the real sense, then, U can be represented as follows by the second
normal coordinates [28],
U = {eT1t1 · eT2t2 · · · eTmtm ∣∣ (t1, . . . , tm) ∈ V ⊂Rm},
where V is a neighborhood of the origin in Rm . In addition, it is well known that G0 can be generated
by U by means of G0 =⋃∞s=0(U ∩ U−1)s . Then, it is easy to get
G0 = {(eT1t1 · eT2t2 · · · eTmtm)s ∣∣ (t1, . . . , tm) ∈ V˜ ⊂Rm, s ∈N} (6)
with V˜ = {(t1, . . . , tm) ∈ V | eT1t1 · eT2t2 · · · eTmtm ∈ U ∩ U−1}.
Remark 1. One can consider the basis of G in the complex sense, and with almost the same way as
general lecture note of Lie theory (see e.g., [28,31], here we omit the procedure), one can general-
ize the deﬁnition of exponential map of the real sense to the complex sense. Then, with the same
analysis as above, there is a new neighborhood U of the identity element of G0 diffeomorphic to a
neighborhood of the identity element of G in the complex sense. Let T1, . . . ,Tl be a basis of G in the
complex sense. Then
U = {eT1t1 · eT2t2 · · · eTltl ∣∣ (t1, . . . , tl) ∈ V ⊂Cl},
where V is a neighborhood of the origin in Cl , eT j t j is the exponential map of T jt j in the complex
sense, j = 1, . . . , l. And then
G0 = {(eT1t1 · eT2t2 · · · eTltl)s ∣∣ (t1, . . . , tl) ∈ V˜ ⊂Cm, s ∈N} (7)
with V˜ = {(t1, . . . , tm) ∈ V | eT1t1 · eT2t2 · · · eTltl ∈ U ∩U−1}.
Since G0 can be presented as the above form, we say it has l generators eT1 , eT2 , . . . , eTl .
In this paper, without specially pointing out, all exponential maps are considered in the complex
sense.
3. Main results
3.1. General vector ﬁelds
Consider the complex holomorphic system of differential equations
x˙ = v(x), x ∈M, (8)
where dot is the derivation with respect to t ∈C, M is an n-dimensional complex analytic manifold.
Let φ(t) be a non-equilibrium solution of (8). Usually it is not a single-valued function of the com-
plex time t . Thus the phase curve Γ = {φ(t)} ⊂M is a Riemann surface with the local coordinate t .
The variational equations (VE) along Γ have the form
ξ˙ = T (v)ξ = A(t)ξ, A(t) = ∂v
∂x
(
φ(t)
)
, ξ ∈ TΓM, (9)
where TΓM is the vector bundle of TM restricted on Γ .
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(9) can be reduced to normal variational equations (NVE)
η˙ = π∗
(
T (v)
(
π−1η
))
, η ∈ F . (10)
Note that (9) and (10) are linear differential equations. Then, we can associate the differential
Galois theory with them. We consider the entries of matrix A(t) in Eqs. (9) as elements of ﬁeld
K := MM(Γ ) of functions meromorphic on Γ . It is obvious that K is a differential ﬁeld with the
differentiation with respect to t as a derivation. From the differential Galois theory, Eqs. (9) and
(10) have Galois groups G and G1 respectively, which can be identiﬁed as an algebraic subgroup of
GL(C,n). We denote the identity components of G , G1 by G0, G01 respectively.
From Ziglin [35], if system (8) has a holomorphic (meromorphic) ﬁrst integral in a neighborhood
of the solution φ(t), then the corresponding VE has a homogeneous polynomial (rational) ﬁrst integral
(i.e., it is homogeneous polynomial (rational) function with respect to the dependent variables ξ ), and
the corresponding NVE has a holomorphic (meromorphic) ﬁrst integral (i.e., it is holomorphic (mero-
morphic) function with respect to the dependent variables η). Furthermore, we have the following
lemma summarized from Ziglin’s analysis [35].
Lemma 1. Assume that there are m (m  1) functionally independent ﬁrst integrals of system (8) in a neigh-
borhood of Γ , then NVE (10) has m functionally independent ﬁrst integrals.
Based on the above facts, we have
Lemma 2. Assume that Eqs. (9) have a rational ﬁrst integral. Then,
(1) Eqs. (10) have a meromorphic ﬁrst integral;
(2) the differential Galois group G of Eqs. (9) has a rational invariant;
(3) the differential Galois group G1 of Eqs. (10) has an invariant too (meromorphic).
Proof. (1) See [35].
(2) Fix a point p ∈ Γ . Then we can ﬁnd a fundamental solution matrix V p = {ξ1, . . . , ξn} of (9),
such that V p(p) = En , where En denotes the n × n identity matrix. For any λ = (λ1, . . . , λn) ∈ Cn , we
associate the solution ξλ = λ1ξ1 + · · · + λnξn . Let F (t, ξ) be a ﬁrst integral of Eqs. (9), rational with
respect to ξ and meromorphic with respect to t . Then, for any σ ∈ G , we have
F (p, λ) = F (t, ξλ) = σ F (t, ξλ) = F (t,σ ξλ) = F (t, ξμ) = F (p,μ) = F (p,Mσ λ).
This admits that F (p, λ) is a rational invariant of differential Galois group G of Eqs. (9).
(3) To prove this statement, we need concretely compute the NVE (10).
Since φ(t) is a non-trivial solution of system (8), it is easy to see that φ˙(t) is a non-trivial solution
of system (9). Then we can make a change of variables
ξ = P (t)η,
where P (t) = (P1, . . . , Pn−1, φ˙(t)) is a non-singular matrix with its components in K, such that
η˙ = P (t)−1(A(t)P (t) − P˙ (t))η = ( B(t) θ∗ 0
)
η, (11)
where θ denotes the (n − 1)-dimensional zero vector.
Hence, the NVE of system (8) along Γ can be represented as
ζ˙ = B(t)ζ. (12)
5526 W. Li, S. Shi / J. Differential Equations 252 (2012) 5518–5534We remark that, the choose of P (t) is not unique, then we should choose proper one to make
(12) as simpler as possible. It is not diﬃcult to see that both G and the differential Galois group of
Eqs. (11) are the same since they have the same P–V extension. Therefore, without loss of generality,
we identify the differential Galois group of Eqs. (11) with G which has a rational invariant by the
second statement.
Let L and L1 denote the P–V extensions of Eqs. (11) and (12) respectively. Assume that
V =
(
ζ 1 ζ 2 · · · ζn−1 θ
α1 α2 · · · αn−1 1
)
is a fundamental solution matrix of (11) in L such that V (p) = En , then it is obvious that
V1 =
(
ζ 1 ζ 2 · · · ζn−1)
is a fundamental solution matrix of (12) with V1(p) = En−1.
For any σ ∈ G , there is a non-singular matrix Mσ ∈ GL(C,n) such that
σ V = V Mσ . (13)
By the particular structure of V , we can conclude that Mσ can be expressed as
Mσ =
(
Mσ1 θ∗ 1
)
,
and
σ V1 = V1Mσ1 .
Let σ1 = σ |L1 . Then σ1 ∈ G1.
Conversely, for arbitrary σ1 ∈ G1, there is a matrix Mσ1 such that
σ1V1 = V1Mσ1 .
Then we can get an n × n matrix M = (Mσ1 θ∗ 1 ), such that V Mσ is a fundamental solution matrix of
Eqs. (11). Let σ ∈ G be the corresponding element of M . Then (13) holds. It is easy to check that
π−1(σ1V1) = σ
(
π−1V1
)
. (14)
If Eqs. (9) have a ﬁrst integral Φ(t, ξ) rational with respect to ξ , and meromorphic with respect
to t , then Eqs. (11) have a ﬁrst integral Φ˜(t, η) = Φ(t, P (t)η), and Eqs. (12) have a ﬁrst integral
H(t, ζ ) = Φ˜(t,π−1ζ ).
For any κ = (κ1, . . . , κn−1) ∈Cn−1, let ζκ = κ1ζ 1 + · · · + κn−1ζn−1. Then, for any σ1 ∈ G1, we have
H(p, κ) = H(t, ζκ ) = σ H(t, ζκ )
= σΦ˜(t,π−1ζκ)= Φ˜(t,σ (π−1ζκ))
= Φ˜(t,π−1(σ1ζκ ))= Φ˜(t,π−1(ζτ ))
= H(t, ζτ ) = H(p, τ )
= H(p,Mσ1κ).
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As mentioned above, a differential Galois group is a Lie group as well as a linear algebraic group,
and we can consider its Lie algebra to detect the properties of the identity component of the group.
In the case we care about, if a Lie group has an invariant, then its Lie algebra has an integral. In fact,
let G ⊂ gl(n,C) denote the Lie algebra of a Lie group G . Then arbitrary element T ∈ G can be viewed
as a linear vector ﬁeld: x → T(x) := Tx, for x ∈ Cn , and eTt ∈ G for all t ∈ C. We say a differentiable
function f with respect to x is an integral of G , if T( f )(x) = d f · T(x) = 0, for any T ∈ G . Then, if
G has an invariant ϕ , we have ϕ(eTt x) = ϕ(x), for any T ∈ G , t ∈ C, and then T(ϕ)(x) = 0, for any
T ∈ G , that is to say, ϕ is an integral of G .
Now we can state our ﬁrst result.
Theorem 7. Assume that system (8) has m (1  m < n) functionally independent meromorphic ﬁrst inte-
grals in a neighborhood of Γ . Then the Lie algebra G1 of the differential Galois group G1 of Eqs. (10) has m
meromorphic invariants, and the identity component G01 of G1 has at most n −m − 1 generators, i.e.,
G01 =
{(
eT1t1 · eT2t2 · · · eTktk)s ∣∣ (t1, . . . , tk) ∈ V˜ ⊂Ck, s ∈N}, (15)
where {T1, . . . ,Tk} is a basis of G1 with k  n −m − 1, V˜ is a neighborhood of the original element in Cl .
Furthermore:
(1) If m = n− 1, i.e., system (8) is completely integrable, then G1 = {0}, G01 = {1}.
(2) If m = n− 2, then G1 , G01 are commutative.
(3) If m = n− 3, then G1 , G01 are solvable.
Proof. If there are m (1 m < n) functionally independent ﬁrst integrals of system (8) in a neigh-
borhood of Γ , then from Lemma 1, there also exist m functionally independent ﬁrst integrals for
Eqs. (10). By Lemma 2, the differential Galois group G1 of Eqs. (10) has m meromorphic invari-
ants, and then, from Section 2, its Lie algebra G1 has m integrals, denoted by F1, . . . , Fm . Note that
G1 ⊂ gl(n − 1,C), then any T1 ∈ G1 corresponds to an (n − 1)-dimensional linear autonomous vector
ﬁeld. Let the level surface Hc = {η | Fi(η) = ci , η ∈Cn−1, i = 1, . . . ,m, }, here ci ∈C are constants such
that Hc is regular. Obviously, the tangent space of Hc is an (n−m− 1)-dimensional space containing
linear vector ﬁelds {T(x) | T ∈ G1, x ∈ Cn−1}, this implies that the dimension of the Lie algebra G1
is at most n −m − 1 in the complex sense. Then, from the remark in the last part of Section 2, the
identity component G01 of Galois group G1 can be represented as
G01 =
{(
eT1t1 · eT2t2 · · · eTktk)s ∣∣ (t1, . . . , tk) ∈ V˜ ⊂Ck, s ∈N},
where {T1, . . . ,Tk} is a basis of G1 with k  n −m − 1, V˜ is a neighborhood of the original element
in Ck .
Furthermore, we have:
(1) If m = n − 1, then the dimension of Lie algebra G1 is zero, i.e., G1 = {0}, and consequently
G1 = {1}.
(2) If m = n− 2, it is easy to see that the dimension of the Lie algebra G1 is less than 1, and then
G01 =
{(
eTt
)s ∣∣ t ∈ V˜ ⊂C, s ∈N},
where T ∈ G1 with V˜ is a neighborhood of the original element in C. Therefore G1 and G01 are
commutative.
(3) If m = n − 3, then the dimension of the Lie algebra G1 is 2, therefore G1 and G01 are solvable. 
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example, in [18], Maciejewski and Przybylska investigated the integrability of the following dynamical
system describing the rotational motion of a rigid satellite under the inﬂuence of gravitational and
magnetic ﬁelds,
⎧⎨
⎩
M˙ = M × Ω + 3ω2K (S × I S) + ξ(L · N)(L × N),
N˙ = N × Ω,
S˙ = S × (Ω − ωO N),
(16)
where M,Ω := I−1M, I := diag(a,b, c) are the angular momentum, the angular velocity and the iner-
tia tensor of the body, respectively, a, b, c, ωK , ωO and L = (L1, L2, L3) are parameters.
System (16) is a 9-dimensional system with 5 ﬁrst integrals under the symmetry assumption con-
cerned in [18]. The authors obtained that, under some general conditions, the identity component of
the differential Galois group of the NVE along some particular solution is not solvable.
Remark 3. One may be confused that, many known results for Hamiltonian systems, for example, for
Hamiltonian systems of two degrees of freedom (4-dimensional) render that the identity component
of the differential Galois group of the NVE of concerned Hamiltonian system along some particu-
lar solution is not solvable while it has a ﬁrst integral (the Hamiltonian function), which looks like
contradicting to our result given in (3) of the above theorem. However, it is not that! In fact, the
particular solutions of these systems are constructed by the known Hamiltonian functions such that
there’s no non-trivial invariant for corresponding NVE, see [34] for example. Therefore, in these cases,
we should not admit the Hamiltonian functions as the ﬁrst integrals we shall take into account.
We have the following simple conclusion.
Corollary 1.
(1) If the Lie algebra G1 and the identity component G01 of the differential Galois group G1 of Eqs. (10) are not
trivial, then system (8) has at most n − 2 (if n > 1) functionally independent meromorphic ﬁrst integrals.
(2) If G1,G01 are not commutative, then system (8) has at most n − 3 (if n > 2) functionally independent
meromorphic ﬁrst integrals.
(3) If G1 , G01 are not solvable, then system (8) has at most n−4 (if n > 3) functionally independent meromor-
phic ﬁrst integrals.
3.2. General mappings
Let P1(C) be the Riemann sphere, φ be a non-periodic Möbius transformation of P1(C), and (K ,Φ)
be a difference ﬁeld of functions on P1(C), where Φ is an automorphism such that, for every function
h(z) ∈ K , Φ(h(z)) = h(φ(z)).
Let U be an open subset of P1(C), f :U → U be a meromorphic mapping. Recall that a meromor-
phic function H ∈M (U ) is said to be an integral of the homomorphism f , if H ◦ f = H , here M (U )
denotes the set of all meromorphic functions deﬁned on U . A non-trivial curve ϕ(z) :P1(C) → U is
said to be φ-adapted to f , if
f ◦ ϕ = ϕ ◦ φ. (17)
We assume that the meromorphic mapping f has a non-trivial curve ψ(z) adapted to it. Then
Θ = {ψ(z)} ⊂ U is a Riemann surface. Let
ϕ = ψ(z) + εξ + ε2ξ (2) + ε3ξ (3) + · · · ,
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the ﬁrst order with respect to ε, we get
Φ(ξ) = Aξ, A = ∂ f
∂x
(
ψ(z)
)
. (18)
Eqs. (18) are called the difference variational equations of f along the curve Θ . It is obvious that
(18) is a linear difference equations. As analysis on the vector ﬁeld, we can associate the difference
Galois group with (18). We can consider the entries of matrix A in Eqs. (18) as elements of ﬁeld
K := M (Θ) of functions meromorphic on Θ . The ﬁeld K with the mapping Φ is a difference ﬁeld,
and the subﬁeld of constants of K is C. There is also a Picard–Vessiot ring R of (18) deﬁned in
Section 2, and corresponding Galois group G . We also denote its identity component by G0. Then
with the same analysis as in [6], we have
Lemma 3.
(1) If f has a non-trivial meromorphic integral H in the neighborhood of Θ , then the difference variational
equations (18) have an integral which is a homogeneous rational function with respect to ξ ;
(2) If f has k (k  2) functionally independent meromorphic integrals in the neighborhood of Θ , then the
difference variational equations (18) have k integrals which are homogeneous rational functions with
respect to ξ .
Proof. (1) Let H be an analytic function on U . Then, there must be a k ∈N, such that, DiH(ψ(z)) ≡ 0,
i = 1, . . . ,k − 1, while DkH(ψ(z)) 	≡ 0, where D = ∂x · ξ . We call DkH(ψ(z)) the junior term of H
with respect to Θ , denoted by H0Θ , and denote k by νΘ(H). It extends to H ∈ M (U ), which can be
represented by a ratio of two analytic functions, F , G , in the neighborhood of Θ , i.e., H = FG . We
deﬁne H0Θ = F
0
Θ
G0Θ
.
Then, if H = FG ∈M (U ), is a ﬁrst integral of f , where F , G are analytic in the neighborhood of Θ ,
then
(F ◦ f )G = (G ◦ f )F . (19)
Differentiate (19) νΘ(F ) + νΘ(G) times, and evaluate on ψ(z); by the fact that ψ(z) is φ-adapted
to f , we have
H0Θ(z, ξ) =
F 0Θ(z, ξ)
G0Θ(z, ξ)
= F
0
Θ(φz, Aξ)
G0Θ(φz, Aξ)
= H0Θ(φz, Aξ). (20)
This is to say that, H0Θ(z, ξ) is a ﬁrst integral of the difference variational equations (18), and it is
rational homogeneous with respect to ξ .
(2) It follows easily by the Ziglin lemma in [35], we omit it here. 
Lemma 4. If the difference equations (18) have an integral which is homogeneous rational function with re-
spect to ξ , then their difference Galois group G has an invariant.
Proof. Assume that Eqs. (18) have a ﬁrst integral I(z, ξ) which is homogeneous rational with respect
to ξ , then,
I(φz, Aξ) = I(z, ξ).
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V = (ξ1, . . . , ξn), such that V (p) = En (we assume that p ∈ Θ , and is a regular point of Eqs. (18), just
for simplicity). For any λ = (λ1, . . . , λn) ∈Cn , let ξλ = λ1ξ1 + · · · + λnξn . Then we have
Φ I(z, ξλ) = I
(
φz,Φ(ξλ)
)= I(φz, Aξλ) = I(z, ξλ).
This admits that I(z, ξλ) ≡ I(p, λ), in fact, it is a rational homogeneous function with respect to λ.
Then for any σ ∈ G ,
I(p, λ) = σ I(p, λ) = σ I(z, ξλ) = I(z,σ ξλ) = I(z, ξμ) = I(p,μ) = I(p,Mσ λ).
Therefore I(p, λ) is an invariant of difference Galois group G of Eqs. (18). 
Then we can obtain the following result.
Theorem 8. Assume that f has m (1m < n) functionally independent meromorphic integrals in the neigh-
borhood of Θ . Then the dimension of the Lie algebra G of the difference Galois group G of the difference
variational equations (18) is at most n −m in the complex sense, and the identity component G0 of G has at
most n −m generators, i.e.,
G0 = {(eT1t1 · eT2t2 · · · eTktk)s ∣∣ (t1, . . . , tk) ∈ V˜ ⊂Ck, s ∈N}, (21)
where {T1, . . . ,Tk} is a basis of the Lie algebra G with k n−m, V˜ is a neighborhood of the original element
in Ck. Furthermore:
(1) If m = n − 1, then G and G0 are commutative.
(2) If m = n − 2, then G and G0 are solvable.
Proof. The method is the same as Theorem 7. We omit it. 
Remark 4. It is also easy to see that when 1  m < n − 2, G and G0 are not solvable in general.
Further, we have the following simple conclusion.
Corollary 2.
(1) If the Lie algebra G and the identity component G of the differential Galois group G along some curve
adapted to the mapping f are not commutative, then f is not completely integrable, and has at most
n − 2 (if n > 1) functionally independent meromorphic ﬁrst integrals.
(2) If G1 , G01 are not solvable, then f has at most n− 3 (if n > 2) functionally independent meromorphic ﬁrst
integrals.
4. Examples
Example 1. Consider the general form of Lorenz system
{ x˙ = σ(y − x),
y˙ = rx− y − xz,
z˙ = xy − βz,
(22)
where dot represents the derivation with respect to t , σ , r, β are constants, and in application of
realistic models, σ , β are always positive real numbers.
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solutions of (22) is (0,0, e−βt), t ∈C, which determines a Riemann surface Γ . The VE of system (22)
along Γ is
(
ξ˙
η˙
ζ˙
)
=
( −σ σ 0
r − e−βt −1 0
0 0 −β
)(
ξ
η
ζ
)
. (23)
And the corresponding NVE is
(
ξ˙
η˙
)
=
( −σ σ
r − e−βt −1
)(
ξ
η
)
. (24)
By direct calculation, one can get the equivalent second order equations of (24)
ξ¨ + (σ + 1)ξ˙ − σ (r − 1− e−βt)ξ = 0. (25)
Making the change of variable x = e−βt , we get
ξ ′′ + β − σ − 1
βx
ξ ′ − σ(r − x− 1)
β2x2
ξ = 0, (26)
where ′ represents the derivative with respect to x.
For our further study of the structure of the Galois group of Eqs. (24) by the Kovacic’s algo-
rithm [14], we should make change of variable ξ = e− 12
∫
a y, here a = β−σ−1
βx , then (26) becomes
y′′ = (σ + 1)
2 − β2 + 4σ(r − 1) − 4σ x
4β2x2
y. (27)
Guaranteed by Theorem 6, one can easily see that the identity components of differential Galois group
of Eqs. (24) and (27) are isomorphic. Therefore, we need only study (27). We consider the following
two special cases:
Case 1. β = 2σ = 1, r = 0.
In this case, (27) becomes
y′′ = −3− 8x
16x2
y. (28)
By Theorems 4 and 5, it is not diﬃcult to see that the identity component G0 of the differential Galois
group G of (28) is commutative or not solvable. In fact, by Kovacic’s algorithm, G0 is abelian. On the
other hand, it is well known that system (22) has a ﬁrst integral
I = (x
2 − z)2
1
2 y
2 − 12 + x2z
.
Then from (2) of Theorem 7, in any neighborhood of Γ , the system (22) does not have other mero-
morphic ﬁrst integrals except for I in the sense of functional independence.
Case 2. β = 4, σ = r = 1.
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y′′ = −1
16x
y. (29)
Directly by Theorems 4 and 5, it is easy to see that the identity component G0 of the differential
Galois group G of (29) is not solvable. Then, from (3) of Theorem 7, we know that system (22) does
not have meromorphic ﬁrst integrals in any neighborhood of Γ .
Example 2. Consider a four-dimensional system of Lotka–Volterra type
⎧⎪⎨
⎪⎩
x˙1 = x1(α1 + ax1 + bx3),
x˙2 = x2(−α1 − ax1 − bx3),
x˙3 = x3(−ax1),
x˙4 = x4(α2 + cx1 + dx2 + ex3 + f x4),
(30)
where α1 	= 0, α2, a, b, c, d, e, f are constants.
System (30) has two ﬁrst integrals
I1 = ax1x3 + 1
2
bx23 + α1x3, I2 = x1x2,
and a non-trivial solution (0, e−α1t ,0,0), t ∈C, along which the VE of system (30) is
⎛
⎜⎝
ξ˙
η˙
ζ˙
θ˙
⎞
⎟⎠=
⎛
⎜⎝
α1 0 0 0
−ae−α1t −α1 −be−α1t 0
0 0 0 0
0 0 0 α2 + de−α1t
⎞
⎟⎠
⎛
⎜⎝
ξ
η
ζ
θ
⎞
⎟⎠ . (31)
The corresponding NVE is
(
ξ˙
ζ˙
θ˙
)
=
(
α1 0 0
0 0 0
0 0 α2 + de−α1t
)(
ξ
ζ
θ
)
. (32)
Then, it is not diﬃcult to see that, if d 	= 0, or d = 0, α1 and α2 are rational independent, the identity
component of the differential Galois of (32) is commutative but non-trivial. Therefore, from (2) of
Theorem 7 we can conclude that the system (30) has no other meromorphic ﬁrst integrals except for
I1, I2 in the sense of functional independence.
Example 3. Consider the mapping
f :C2 →C2,(
x
y
)
→
(
qx+ ya(x) + y2ω1(x, y)
xyω2(x, y)
)
, (33)
where p, q are constants, a(x), ω1(x, y) and ω2(x, y) are meromorphic functions, ω2(x,0) 	≡ 0. It
is easy to see that the curve ψ(x) = (x,0) is φ-adapted to f , here φ(x) = qx, and the difference
variational equation of f along ψ is
Y (qx) =
(
q a(x)
0 xω (x,0)
)
Y (x). (34)2
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Case 1. q = −1, a(x) = − x3−6x2+9x−3
(x−1)2(x−2)2 , ω2(x,0) ≡ 1.
In this case, from [12], the difference Galois group of (34) is G = {( α β
0 δ
) | α2 = 1, δ 	= 0}. Obviously,
the identity component of G is solvable, but not commutative, so in this case, by Theorem 8, f has
no meromorphic integrals, and then it is not integrable.
Case 2. a(x) ≡ 0, ω1(x, y) = −qx+x2ω2(x,y)y2 .
In this case, the mapping (33) has a ﬁrst integral H = yx . And it is easy to see that, the difference
Galois group of (34) is commutative, and so is the identity component of it, which admits our result
of Theorem 8.
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