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Stationary solutions for the 2 + 1 cubic nonlinear Schrödinger equation modeling Bose-Einstein condensates
(BEC) in a small potential are obtained via a form of perturbation. In particular, perturbations due to small
potentials which either confine or repel the BECs are studied, and under arbitrary piecewise continuous potentials,
we obtain the general representation for the perturbation theory of radial BEC solutions. Numerical results are
also provided for regimes where perturbative results break down (i.e., the large-potential regime). Both repulsive
and attractive BECs are considered under this framework. Solutions for many specific confining potentials of
physical relevance to experiments on BECs are provided in order to demonstrate the approach. We make several
observations regarding the influence of the particular small potentials on the behavior of the BECs.
DOI: 10.1103/PhysRevE.90.023201 PACS number(s): 05.45.Yv, 04.25.Nx, 05.30.Jp
I. INTRODUCTION
In the present paper, we shall be concerned with stationary
solutions to the cubic form of the nonlinear Schrödinger
equation (NLS) with spatial potential and in particular to
solutions of this equation modeling both repulsive and attrac-
tive Bose-Einstein condensates (BECs). Note that the cubic
NLS with potential has been used to model a dilute-gas
Bose-Einstein condensate (BEC) in the quasi-one-dimensional
regime [1]. The scalar potential in the NLS can be used
to model a confining potential or trap when dealing with
applications to BECs. A variety of spatial traps have been
utilized in the literature, and the specific application will often
dictate the form of the trap employed [2]. Exact NLS solutions
have been reported for a variety of potentials, and these
include the Kronig-Penney potential [3] and the Jacobi sn
potential [4] (in the case of the 1 + 1 model). Single and
multiwell potentials are possible, and in the latter case the
use of appropriate multiwell potentials allows for a reasonable
model of a dilute gas Bose-Einstein condensate trapped in
a standing light wave. In turn, BECs trapped in a standing
light wave have been used to study phase coherence [5],
matter-wave diffraction [6], quantum logic [7], and matter-
wave transport [8]. Therefore, it is desirable to be able to
account for a variety of possible potentials if one is to study the
cubic NLS relevant to modeling BECs. In the present paper, we
endeavor to obtain an analytical description of BEC solutions
to the cubic NLS under small confining potentials for both
attractive and repulsive BECs in two spatial dimensions.
Let V (x) be a scalar potential function. Then the N + 1
cubic NLS (also referred to as the Gross-Pitaevskii model in






∇2 + εV (x) + g||2
)
 , (1)
where ε is a parameter which scales the potential function.
For those unfamiliar with the notation N + 1, we remark that
that N denotes the spatial dimension, while the +1 signifies
*Corresponding author: rav@knights.ucf.edu
the time dimension. When g > 0, we have the repulsive
case, while when g < 0 we have the attractive case. General
perturbation results (of the type we seek here) were recently
given for the 1 + 1 model in Ref. [10] for the repulsive case
and Ref. [11] for the attractive case. In one spatial dimension,
the repulsive case holds dark solitons as a special solution.
Similarly, the attractive 1 + 1 model will have bright solitons
as a special class of solutions [11].
Stationary solutions, or ground-state solutions, for the NLS
with various potentials are frequently considered. Concerning
potentials relevant to BECs, stationary solutions to the one-
dimensional NLS under box and periodic boundary conditions
were considered analytically for the repulsive [12] and attrac-
tive [13] cases, while BECs in a ring-shaped trap with a non-
linear double-well potential have also been considered [14].
PT-symmetric BEC solutions in a δ-function double-well
potential have been studied [15]. Multiwell potentials make
useful BEC traps in a variety of physical scenarios [16].
Let us assume that the potential V is radial, that is,
V (x) = V (r), where r =
√
x21 + · · · + x2N . This assumption
will give us much more power to study the structure of BEC
solutions mathematically and numerically, since it will result
in radially symmetric solutions. Physically, this assumption of
radial symmetry is supported by a number of studies. Radial
potential (or potentials with nearly radial symmetry) or radial
traps have been used to study BECs immersed in a Fermi
sea [17], BECs in a dilute atomic vapor [18], BECs confined
by dc electromagnets [19], vortex lattices in BECs [20], and
rotating vortex lattices in BECs [21]. Indeed, such potentials
are often useful when studying rotating BECs [22]. Radial
potentials have also been used for other applications, such as
the study of BEC collapse [23] and a sonic analog of gravi-
tational black holes in BECs [24]. In three dimensions, such
traps are often either cylindrical or spherical in appearance.
(The difference between such traps is the number of free
dimensions, with the radially symmetric cylindrical solutions
having two free space dimensions and the radially symmetric
spherical solutions having one free spatial dimension.) In two
dimensions, such traps would be circular. The two-dimensional
case corresponds to BECs on a surface with negligible
height.
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In the present paper, we shall consider the 2 + 1 model,
which gives BEC solutions in two spatial dimensions. One-,
two-, and three-dimensional BECs have been considered in
many contexts through numerous studies. Rather nice and
general results, of the type we obtain here for two-dimensional
BECs, were discussed for the one-dimensional BECs [10,11].
We consider both attractive and repulsive forms of the
governing NLS equation (1) in a single paper, since the
mathematics of the respective perturbation theories are similar.
While three-dimensional BECs are perhaps most common in
experimental studies, there has been a fair amount of work
done on two-dimensional BECs. Studies on two-dimensional
BECs include the dynamics of bright solitons [25], BECs in an
optical surface trap [26], vortex lattice formation in rotating
BECs [27], two-dimensional BEC solitons [28], oscillations
and resonances of BECs [29], and the study of optically trapped
atoms [30], among many others.
One difficulty inherent in the study of radially symmetric
BECs in more than one spatial dimension is that the exact
dark and bright soliton solutions no longer exist (in closed
form), since the equation governing the potential-zero solution





. This additional first derivative in the radial variable
precludes the construction of a first integral, which complicates
the solution procedure. This is in contrast to the 1 + 1
model, for which exact solutions exist in the potential-zero
case [10,11] (as well as for some very specific nonzero
potentials). What this signifies is that the analysis here will
be a bit more complicated than that of the corresponding
results for the 1 + 1 model. While the perturbative results
obtained for the 1 + 1 model were essentially perturbations of
the bright and dark solitons (which are each exact solutions in
the attractive and repulsive cases, respectively), the results here
must be given in terms of Bessel functions, which is perhaps
not surprising in light of the appearance of such basis functions
in the study of perturbations along surfaces.
In Sec. II, we outline the general properties of stationary
solutions in two spatial dimensions. Asymptotic properties
of these solutions, for sufficiently bounded potentials, are
also discussed. In Sec. III, we give the general method for
constructing perturbation solutions for the repulsive BECs. In
order to demonstrate a variety of BECs under various poten-
tials, we consider the results for repulsive BECs under specific
potentials of physical relevance in Sec. IV. Complementary
results for the attractive BECs are given in Secs. V and VI.
Concluding remarks are then given in Sec. VII.
II. STATIONARY SOLUTIONS




Such a solution reduces (1) to
− bψ = − 
2
2m
∇2ψ + εV (r)ψ + ga2|ψ |2ψ. (3)









V (r)ψ + 2|ψ |2ψ, (4)











, or b = − 
2m
.
Thus, repulsive BECs may be given by the stationary solution












which reduces (1) to
∇2ψ = −ψ + εU (r)ψ + 2|ψ |2ψ, (6)
where
U (r) = 2
ga2
V (r) = 2m
2
V (r). (7)
If we assume also that ψ is radial and small, in particular, of
the form ψ(x) = √εφ(r), then describing the repulsive case
we have the equation
φ′′ + N − 1
r
φ′ + φ = ε[U (r) + 2φ2]φ. (8)
Similarly, for attractive BECs (g < 0), the equation given in (3)




2ψ = 2b|g|a2 ψ +
2ε
|g|a2 V (r)ψ − 2|ψ |
2ψ, (9)
from which we obtain the analogous definitions
a = √


















∇2ψ = ψ + εU (r)ψ − 2ψ3, (11)
and, again,
U (r) = 2m
2
V (r). (12)
Now, under the assumption that ψ is radial and small, taking
the form ψ(x) = √εφ(r), we obtain
φ′′ + N − 1
r
φ′ − φ = ε[U (r) − 2φ2]φ. (13)
023201-2
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In summary, we may represent both cases of BECs by the
equation
φ′′ + N − 1
r
φ′ =
{−φ + ε[U (r) + 2φ2]φ, g > 0,
φ + ε[U (r) − 2φ2]φ, g < 0, (14)
written in general for N dimensions. In the present paper,
we shall be interested in the case of two spatial dimensions,
that is, N = 2. Notice that the equation corresponding to ε =
0 for both the attractive and repulsive case can be exactly
solved in terms of Bessel, or modified Bessel, functions. This
observation shall be of use when we construct perturbation
solutions in the case of small wave functions.
Before we proceed with the study of attractive and repulsive
BEC solutions, let us make some general observations. From
the form of (14), it seems that the small-r behavior will be
influenced most strongly by the form of the radial potential,
U (r), whereas the large-r asymptotic behavior of the wave
functions will be dictated by the nonlinearity [for sufficiently
bounded U (r)]. Consider, for instance, the case where the
potential strength dies as r → ∞. Then (14) has three distinct





2ε. We can always put (14) into the form of a first-
order system of differential equations,
S ′1 = S2,
S ′2 = −
1
r
S2 + δS1 + εU (r)S1 − 2δεS31 , (15)
where δ = 1 for the attractive and δ = −1 for the repulsive
scenario. This system has three equilibria, (S∗1 ,S
∗
2 ) = (φ∗k ,0),
where k = 1,2,3. At any such equilibrium point, the Jacobian
of the system (15) has eigenvalues ±√δ(1 − 6S∗1 ). Therefore,
if δ(1 − 6S∗1 ) > 0, then the equilibrium is unstable. Of course,
we are talking about large radius, not large time, so the
interpretation is that the asymptotics will either tend toward a
set value or away from a set value if the system (15) is stable
or unstable.
Let us assume φ(0) > 0. Then we should expect that either
φ(r) → 0 or φ(r) → 1/√2ε as r → ∞. If we consider the
attractive case, then δ = +1, so the positive equilibrium is
linearly stable, while the zero equilibrium is linearly unstable.
Physically, this means that the density |φ(r)|2 → 12ε as r →∞. In other words, the wave function has nonzero background
and the asymptotics of the density are therefore positive.
Interestingly, as the small parameter ε is taken to be even
smaller, the density is actually increased.
In the repulsive case, δ = −1, and therefore the positive
equilibrium is linearly unstable, while the zero equilibrium is
linearly stable. Therefore, the asymptotic density |φ(r)|2 → 0
as r → ∞. Physically, this gives a wave with no background,
so the density of the resulting BEC is confined to values near
the origin. That is, the primary mass is allocated near the origin
r = 0 and should decay radially as r becomes large. In this
case, the asymptotic limit for the density is independent of ε,
meaning that the influence of the small potential is primarily
confined sufficiently near the origin.
One can obtain similar results in the case where U (r) → U
as r → ∞, for some constant U . In the alternate case where
U (r) is unbounded as r → ∞, one cannot make such general
statements, and the asymptotic behavior of the wave functions
will depend strongly on U (r). As we shall see in the subsequent
sections, when U (r) → U as r → ∞, the solution plots
behave similar to what one would expect from the above
asymptotics, whereas if U (r) is unbounded as r → ∞, other
behaviors are possible. We shall show that blow-up of the
solutions or a reversal of the stability properties of the zero
and positive equilibria are both possible.
In what follows, we will consider perturbative results
and special solutions (corresponding to physically relevant
potentials) for each of the repulsive and attractive cases
separately. Despite the assumption of radial potentials, the
solution method is more complicated than that previously
studied for the 1 + 1 NLS, due to the additional term 1
r
φ′(r) in
the two-dimensional radial Laplacian. Despite this fact, for a
number of physically relevant potentials, the large-r behavior
of the solutions tend to be quite regular in both the attractive
and repulsive cases. Also, although many of the potentials do
not decay as r → 0, the solutions still are rather well behaved
and often follow the asymptotic properties outlined above for
the U (r) → 0 situation.
III. PERTURBATION SOLUTIONS FOR GENERAL
POTENTIALS IN REPULSIVE BOSE-EINSTEIN
CONDENSATES
We consider first the repulsive case. Let us assume an
asymptotic expansion of the form
φ(r) = φ0(r) + εφ1(r) + ε2φ2(r) + · · · , (16)
so the corresponding stationary solution reads







2m t [φ0(r) + εφ1(r) + ε2φ2(r) + · · · ].
(17)




+ φ0 = 0, (18)
given φ0(0) = 1 and φ′(0) = 0. Thus the order-zero term φ0(r)
will be
φ0(r) = J0(r), (19)
where Ji(r) represents the Bessel function of the first kind with







2φ20 + U (r)
]
φ0, (20)
given the conditions φ1(0) = 0 and φ′1(0) = 0. Imposing our




+ φ1 = [2J0(r)2 + U (r)]J0(r), (21)





sJ0(s){2J0(s)2 + U (s)}W (r,s) ds, (22)
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where we define the function
W (r,s) = Y0(r)J0(s) − J0(r)Y0(s)
and let Yi(s) denote the Bessel function of the second kind
with index i.




+ φ2 = [U (r) + 6J0(r)2]φ1(r), (23)
subject to φ2(0) = 0 and φ′2(0) = 0, where we have imposed






s φ1(s){U (s) + 6J0(s)2}W (r,s) ds. (24)
IV. SOLUTIONS FOR SPECIFIC POTENTIALS IN
REPULSIVE BOSE-EINSTEIN CONDENSATES
We have obtained a second-order perturbation theory for
repulsive BECs given a general potential. Now we shall turn to
many explicit examples of the potential in order to demonstrate
our solutions.
A. Constant potential
Consider first the case of a constant potential, that is,
U (r) = λ, where λ ∈ R. Note that the full repulsive equation
in (14) cannot be solved exactly even when the potential U (r) is
constant. So consulting our perturbation approximation when
U takes the functional form U (r) = λ, the zeroth-order term





sJ0(s){2J0(s)2 + λ}W (r,s) ds. (25)





































represent the latter two integrals in φ1. The Bessel function
identity∫
xJn(αx)




















2 + J0(r)2]. (28)
Since (27) also holds if Jn(x) is replaced throughout by
any linear combination of the form AJn(αx) + BYn(αx) for
constant A and B, then we may also obtain N (r). Such a
functional form admits the additional identity
∫ b
a













[AJn(αx) + BYn(αx)]2 . (29)
In our case, we again let n = 0, α = 1, and take A = 1 and




xJ0(x)Y0(x) dx allows us to find N (r) explicitly as
follows:
N (r) = λπr
2
4
J0(r)[J1(r)Y1(r) + J0(r)Y0(r)], (30)
where we also impose the identity in (29) for A = 0,B = 1
and A = 1,B = 0 to evaluate the other two terms within the
integrand. Hence we observe that the first-order term in the









where we have defined the function
G(r) = J1(r)Y0(r) − J0(r)Y1(r).
In Fig. 1, we demonstrate some of these solutions for
various values of λ and ε. For ε rather small, the densities
agree with the unperturbed solution given by φ0(r). With
such an ε, most of the mass clusters near the origin into a
primary density peak. The remaining mass gathers in smaller
intermittent peaks for larger values of r . When λ > 0, the
density plots exhibit decay which gradually slows as ε grows,
hence a larger portion of the mass is distributed away from the
primary peak at the origin. However, for large-enough ε,
the solutions diverge rapidly and mass is no longer conserved;
the λ > 0 case thus seems to be unstable.
On the other hand, when λ < 0, those solutions lying within
the perturbative regime, i.e., ε 	 1, agree considerably well
with the unperturbed solution. As ε grows, the primary density
peak contains a larger portion of the mass, whereas subsequent
peaks seem to contain an amount of mass comparable to those
densities for smaller ε.
Note that numerical results are given here (and in subse-
quent sections) by use of the Runge-Kutta-Fehlberg method
for an initial value problem of the form φ(0) = a, φ′(0) = 0.
Our implementation of the method has a controlled error
tolerance to within 10−7 and hence will be a good measure
of the true solution. The numerical results will be essential
for larger value of ε, since this is the regime where the
perturbation solutions are anticipated to fail. The exact value
of ε for which the perturbation results lose accuracy will
depend on the form of the potential used. However, we often
find that ε on the order 10−1 and smaller will yield valid
perturbation solutions. We say more on this later, when plots of
023201-4
STATIONARY SOLUTIONS FOR THE 2 + 1 NONLINEAR . . . PHYSICAL REVIEW E 90, 023201 (2014)
FIG. 1. (Color online) Repulsive solutions under the constant
potential U (r) = λ. When either λ < 0 or ε 	 1, the solutions decay
asymptotically as r → ∞. The density associated to such solutions
has a maximal value at the origin, with progressively smaller density
maxima occurring as the radial distance from the origin increases. For
the case of large ε and λ > 0, solutions appear to become unstable.
For small ε, perturbation solutions are used. For large ε, numerical
solutions are used.
numerical solutions and perturbation solutions are compared
directly.
B. Harmonic potential
Next let us examine repulsive BECs given a harmonic
potential defined by U (r) = λr2 with λ ∈ R. Harmonic poten-
tials have been used as external potentials for BECs in a number
of studies, as they serve as a relatively accurate and simple
model of a parabolic trap [1,31]. It should be noted that such
potentials can be generalized to include time dependence [32],
but this is beyond the scope of the present paper as such
generalizations can deny us a stationary state of the kind we
study here. The corresponding perturbation solution takes φ0




























3W (r,s) ds + P (r) − Q(r), (33)
where here the latter two integrals in φ1(r) are denoted













We easily observe that P (r) may be evaluated to obtain






+ 2rJ0(r)J1(r) + (r2 − 2)J1(r)2]. (34)





4n + 2 {(2n
2 + x2)J0(x)Y0(x)






Notice that the assignment n = 1 causes the second integral
term to become precisely that of N in the previous subsection
for a constant potential. Hence we may indeed express the




2{r2J0(r)Y0(r) + (r2 − 2)J1(r)Y1(r)
+ r[J0(x)Y1(x) + J1(x)Y0(x)]} . (36)
Together with P (r), we may construct the first-order term for










G(r) [rJ0(r) + (r2 − 2)J1(r)] . (37)
Figure 2 plots this perturbation theory for various values of
λ and the parameter ε. For those solutions with λ < 0, most
of the mass lies near the origin with the density maximum
occurring around r = 0. Subsequent, smaller peaks account
for the remaining mass. We see an initial agreement between
the unperturbed solution φ0, where ε = 0, and those for λ < 0
within the perturbative regime. These plots begin to separate
from the φ0 density after the primary density peak. As ε
increases, the wavelength of the oscillations shrinks and the
first peak widens. Despite this difference in composition, the
densities oscillate within a similar envelope for each value of
ε and thus decay occurs at a comparable rate.
In the case where λ is positive, mass is no longer conserved
(likely signifying unstable solutions) and solutions diverge
even within the perturbative regime. Initially, however, the
density plots follow the unperturbed solution φ0(r) rather
closely along the first density peak before diverging. This
initial agreement is similar to that seen when λ < 0. The
divergence of the solutions is signifying that the density is
confined to the region very near r = 0.
023201-5
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FIG. 2. (Color online) Repulsive solutions under the harmonic
oscillator potential, which takes the form U (r) = λr2. Solutions for
λ > 0 are confined to values near the origin (with the increase in
the graphs attributed to boundary effects). Solutions for λ < 0 have
a density maximum at the origin and smaller local density maxima
decreasing in size radially from the origin. For small ε, perturbation
solutions are used. For large ε, numerical solutions are used.
C. Modified harmonic potential
Now let us consider the case of a modified harmonic
potential which reads U (r) = λ[r2 + β exp(−r2)]. There have
been a number of modifications to the harmonic trap used in
the literature [21,33], and one such potential is used here for
sake of demonstration. This selection allows us to construct






sJ0(s){λ[s2 + β exp(−s2)]
+ 2J0(s)2}W (r,s) ds. (38)





{2sJ0(s)2 + βλs exp(−s2)}J0(s)W (r,s) ds
+P (r) − Q(r), (39)
then P and Q are defined exactly as in the previous subsection










G(r) [(r2 − 2)J1(r) + rJ0(r)]. (40)
In Fig. 3 we demonstrate some of these solutions for various
ε, λ, and β. The densities exhibit a similar structure here as
FIG. 3. (Color online) Repulsive solutions under the modified
harmonic oscillator potential U (r) = λ[r2 + β exp(−r2)]. Solutions
for λ > 0 are confined to the region near the origin (with the increase
in the graphs attributed to boundary effects). When ε is small and
λ < 0, solutions have a density maximum at the origin and smaller
local density maxima decreasing in size radially from the origin.
When ε is large yet λ < 0, the solutions attain a density maximum
away from the origin, with successive smaller maxima at larger radius
values. For small ε, perturbation solutions are used. For large ε,
numerical solutions are used.
those corresponding to the simple harmonic potential. Those
perturbative solutions for which λ < 0 agree well with the
unperturbed solution φ0. Most of the mass is trapped near the
origin with some remainder distributed across intermediate
values of r . As the densities gradually decay, we conclude that
the finite quantity of mass remains entirely at smaller r without
spreading far into the problem domain.
Further, when β < 0, the rate of decay is indirectly
proportional to the value of ε. Hence the mass remains
clustered closer to the origin. Eventually, for sufficiently large
ε, the increased deceleration of the rate of decay results in
unphysical density growth. Thus we find that in the large ε
limit, the perturbation solutions and unperturbed solutions do
not particularly agree for any interval in r .
Solutions in the λ > 0 regime appear to be unstable as
blow-up is observed even when ε 	 1. The divergence of the
solutions is signifying that the density is confined to the region
very near r = 0.
D. An asymmetric trap
The Morse potential is one example of an asymmetric
trap [34,35] and is given by U (r) = λ(e−2Ar − 2e−Ar ), where
λ > 0 and A > 0 are typical parameters (although other signs
can be considered). In contrast to the harmonic trap, the Morse
potential increases more slowly along the positive r axis. In
023201-6
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FIG. 4. (Color online) Repulsive solutions under the Morse po-
tential U (r) = λ(e−2Ar − 2e−Ar ). Solutions for λ > 0 are confined
to values near the origin (with the increase in the graphs attributed
to boundary effects). When ε is small and λ < 0, solutions have a
density maximum at the origin and smaller local density maxima
decreasing in size radially from the origin. When ε is large, yet
λ < 0, the solutions attain a density maximum away from the origin,
with successive smaller maxima at larger radius values. For small ε,
perturbation solutions are used. For large ε, numerical solutions are
used.
relation to BECs, the Morse potential has previously been
considered for models of trapped atoms [36].
We shall consider the Morse potential, written U (r) =
λ(e−2Ar − 2e−Ar ), and plot the density |φ|2 in some cases
of λ, A, and ε; see Fig. 4. The accumulation of mass under
the Morse potential follows a pattern similar to some of the
cases we have considered above. The mass tends to cluster at
small values of r with the remainder gathering into smaller
density peaks at intermediate values of r . When ε is taken to
be small, the perturbed solutions agree considerably well with
the unperturbed solution for all values of λ and A.
Those solutions corresponding to λ < 0 exhibit swift decay.
These plots retain the basic shape of many previous examples;
however, the rate of decay is somewhat irregular. As ε
increases, this decay becomes slower with density peaks
shrinking in width to offset the increase in height. Additionally,
in this larger ε regime, the maximum density is located further
from r = 0 so the density plot actually grows from the initial
condition. In the case of negative λ, the density becomes
asymptotically close to zero rather quickly so essentially all of
the mass is gathered at small values of r .
When λ > 0, solutions exhibit two distinct behaviors.
Those for which A > 0 agree well with the unperturbed, Bessel
function solution φ0 when ε lies within the perturbative regime.
However for larger ε, these solutions signify the absence of
mass conservation as they grow rapidly without bound. On
the other hand, the solutions corresponding to A < 0 become
unbounded for all ε despite keeping well with the unperturbed
solution at small r . This suggests instability of the solutions
as the mass is no longer conserved. As in earlier cases, the
divergence of the solutions suggests that the density is confined
to the region very near r = 0.
E. Quantum pendulum potential: A radial lattice trap
The quantum pendulum potential takes the form U (r) =
λ[1 − cos(r)]. This is a good model of an optical lattice type
of potential, which has been used to study BECs in a number of
settings [37]. The form we use here is that of a two-dimensional
radial lattice trap.
We examine a few examples of solutions given a lattice
trap potential of the form U (r) = λ[1 − cos(r)] in Fig. 5. In
this case, the solutions are very dependent on the choice of
ε. In particular, our solutions remain bounded only when ε is
taken to be rather small. In this small-ε regime, the primary
density peak occurs very near to the origin, while additional
density peaks are observed. The appearance of such peaks is
somewhat regular; however, the height of such peaks is not.
Unlike in previous cases, where the peaks gradually decayed,
we observe a decrease and then an increase, and so on. This
variable behavior becomes more pronounced as ε grows. For
FIG. 5. (Color online) Repulsive solutions under the lattice po-
tential U (r) = λ[1 − cos(r)]. For small enough ε, densities attain
a maximal value at r = 0 and gradually decay (with many smaller
local density maxima occuring for larger r). This behavior occurs no
matter the sign of λ, since the lattice potential is weakly confining (it
is bounded, even as r → ∞). Given larger values of ε, the solutions
increase without bound. However, physically this means that the
solutions should be confined to the region near r = 0, and the part of
the function increasing without bound corresponds to a boundary or
cutoff for the density since the solutions are confined to within the
first potential well. For small ε, perturbation solutions are used. For
large ε, numerical solutions are used.
023201-7
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FIG. 6. (Color online) Repulsive solutions under the double-well
potential U (r) = λ[(r2 − 1)2 − β]. The interesting feature here is the
parameter β. For small-enough β, densities attain a global maximum
at the origin and then gradually decay (attaining many smaller local
maxima for greater r). For larger β, the first and largest density
maximum occurs for some value of r > 0 sufficiently far away from
the origin. Small ε values are considered, hence perturbation solutions
are used in the plots.
large ε, the potential strength becomes large and the divergence
of the solutions signifies that the density is confined to the
region very near r = 0.
F. Double-well potential
Double-well potentials are useful for many applica-
tions [38]. One possible form of such a potential used is
U (r) = λ[(r2 − 1)2 − β], which gives a simple and symmetric
double-well. One may use the formulas in Sec, III to obtain
the first-order perturbation solution corresponding to a double-
well potential. We omit the details here and summarize the
results for the potential U (r) = λ[(r2 − 1)2 − β].
Given such a potential we can write the perturbation theory
presented in Sec. III by the zeroth-order solution (19) and the









+ (3r4 − 26r2 − 15β + 67)J1(r)}G(r), (41)
where we invoke the recursion formula in (35). We plot these
perturbations in Fig. 6 on the interval 0  r  9.
In all of the cases shown here, we have considered λ < 0.
The λ > 0 case is seemingly unstable, representing blow-up
of the solutions (hence mass is not conserved). In the λ < 0
case, we have a confining potential, and we see that for all
ε considered, the solutions are rather close in form to those
in previous cases. Here, however, we observe a larger portion
of the total mass clustered near the origin with significantly
smaller local maxima occurring for a small interval in r beyond
the origin. The decay is quick and the density becomes very
close to zero when r is still quite small. The decay is tied to
the value of β: as β increases, the density produces sharper
peaks and decay slows down. Additionally, the increase in ε
pushes the maximum density away from the origin.
G. Harmonic potential with lattice trap
It is possible to combine a harmonic potential and lattice
trap, or another combination of traps, to obtain pseudo- or
quasiperiodic potentials, and this type of potential has been
considered previously in different settings [39]. One possible
form of such a potential is U (r) = λ[r2 + β cos2(r)], which
was used in Ref. [40]. This class of potential was shown to be
useful for studying the 1D dynamics of a BEC of cold atoms in
parabolic optical lattices [41]. We shall present some graphical
results but shall omit the detailed derivation of the perturbation
solutions. Note that perturbation results can be obtained for
a number of different types of lattice traps. We consider
the potential U (r) = λ[r2 + β cos2(r)], since this potential is
reasonably simple and has been considered elsewhere.
In Fig. 7, we plot the density |φ|2 for the perturbation
solutions given the potential U (r) = λ[r2 + β cos2(r)]. Here
we take the interval 0  r  9. The results are similar to those
of the modified harmonic potential (shown in Fig. 3). In the
case where λ < 0, most of the mass is confined to the region
near the origin, so the density maximum is close to r = 0. For
larger β, the density maximum occurs at larger values of r .
There are secondary local maxima occurring away from the
FIG. 7. (Color online) Repulsive solutions under the modified
harmonic oscillator potential U (r) = λ[r2 + β cos2(r)]. If β < 0, the
greatest density maxima occurs away from the origin, while when
β > 0 the largest density maxima occurs at the origin. Small ε values
are considered, hence perturbation solutions are used in the plots.
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origin. Interestingly, there does not seem to be a trend linking
the value of β and the height of these secondary maxima.
However, the larger the value of ε, the smaller these secondary
maxima become.
When λ > 0, the potential is no longer trapping the mass
and the density grows without bound, signifying that the
density gathers very close to r = 0.
V. PERTURBATION SOLUTIONS FOR GENERAL
POTENTIALS IN ATTRACTIVE BECS
We now turn to the case of attractive BECs (g < 0) in two
dimensions. Assuming a perturbation expansion of the form
φ(r) = φ0(r) + εφ1(r) + ε2φ2(r) + · · · , (42)
the stationary solution will read





i 2m t [φ0(r) + εφ1(r) + ε2φ2(r) + · · · ].
(43)




− φ0 = 0 (44)
given φ0(0) = 1 and φ′(0) = 0. Hence the order-zero term
φ0(r) will be
φ0(r) = I0(r), (45)
where Ij (r) represents the modified Bessel function of the first
kind with index j . We next observe that the first-order problem






U (r) − 2φ20
]
φ0, (46)
given the conditions φ1(0) = 0 and φ′1(0) = 0. With φ0(r)




− φ1 = [U (r) − 2I0(r)2]I0(r), (47)




sI0(s){U (s) − 2I0(s)2}W (r,s) ds, (48)
where we define analogously the function
W (r,s) = I0(r)K0(s) − K0(r)I0(s)
and let Ki(s) denote the modified Bessel function of the second




− φ2 = [U (r) − 6φ0(r)2]φ1(r), (49)





s φ1(s){U (s) − 6I0(s)2}W (r,s) ds. (50)
VI. SOLUTIONS FOR SPECIFIC POTENTIALS
IN ATTRACTIVE BECS
As was done for the repulsive BECs in Sec. IV, we now
consider several specific examples of physically relevant po-
tentials in order to demonstrate various examples of attractive
BECs.
A. Constant potential
Let us begin by considering attractive BECs given the
constant potential U (r) = λ, for λ ∈ R. In this case, we obtain





sI0(s){λ − 2I0(s)2}W (r,s) ds. (51)
In Sec. II, we discussed the fixed points present in (14)
when the potential strength dies as r → ∞. Therefore, when
the potential approaches a finite, nonzero value U0 ∈ R, the
fixed points will differ from those presented earlier. In the case
of attractive BECs, the nontrivial fixed points as r → ∞ will
be φ∗± = ±
√
(ε−1 + U0)/2. What we notice in the constant
potential case is that when φ(0) = φ∗±, certain values of ε will
result in a constant density |φ(r)|2 = φ∗±2.
In Fig. 8, we plot the density |φ|2 given the constant
potential U (r) = λ for different values of λ and ε. In this
case, we observe periodic density peaks as the plots oscillate
about a finite positive value. Hence, mass is distributed rather
evenly across the entire problem domain. We find that the
plots decay and vanish asymptotically, signifying the presence
of a finite amount of mass accumulated near the origin, only
FIG. 8. (Color online) Attractive solutions under the constant
potential U (r) = λ. The densities tend toward an asymptotic value of
|φ|2 → (ε−1 + λ)/2 as r → ∞, while the densities oscillate around
this value for finite r . When the boundary condition φ(0) is such that
|φ(0)|2 = (ε−1 + λ)/2 then the density remains constant.
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when ε is selected to be large enough. Yet we no longer lie
within a natural perturbative regime when ε takes on such
values, and therefore the perturbation theory here obtained
for attractive BECs given a constant potential admits a nearly
constant distribution of the mass.
It should be mentioned that our plots do not include the
density for which ε = 0, corresponding to the zeroth-order
solution φ0(r) = I0(r). The modified Bessel function I0(r)
diverges for r → ±∞ rather quickly, which is true also for the
density I0(r)2, and such a density is unphysical. For smaller
ε, we see an agreement of perturbation solutions with this
unperturbed solution given small-enough r . However, those
perturbation solutions corresponding to a larger ε do not agree
with φ0(r) on any interval of r .
Among these solutions, we observe an apparent dependence
of the density maxima on the value of ε. As ε → 0+, the
respective densities appear to grow. In particular, when our
solutions lie within the perturbative regime where ε 	 1, the
solutions become significantly large. This trend continues in
solutions corresponding to many of the potentials examined
below. In fact, this behavior is dependent on the tendency
of the function to approach the nonzero equilibrium, a point
which grows as ε → 0+. Hence, when ε → 0+, the fixed point
actually fails to exist as the function is radially unbounded in
this limit. The following subsection discusses this in detail.
B. Attractive asymptotic behavior
We now offer a brief comment on the asymptotic behavior
of φ given any potential with finite end behavior, that is,
satisfying U (r) → U0 as r → ∞, for finite U0 ∈ R. Let us
assume that φ(0) > 0 and φ∗+ denotes the fixed point. We saw








Since we are studying attractive BECs, the function asymptot-
ically approaches this value as r → ∞. It is important to note,
therefore, that φ∗+ ∼ ε−1/2 so as we consider the perturbative
limit ε → 0+, our equilibrium φ∗+ becomes very large. This
accounts for the tendency of solutions with constant potential
to admit larger densities as we shrink ε, a property examined
in the previous subsection. In the limit ε → 0+, the fixed
point fails to exist. Similar trends are observed in subsequent
subsections whenever bounded potentials are considered. This
is an interesting case where a small value of ε can result in
a rather drastic qualitative effect on the solutions. When the
potential U (r) is radially unbounded, solutions will not tend
toward any finite positive value as r → ∞.
C. Harmonic potential
Next we can consider attractive BECs given the harmonic
oscillator potential U (r) = λr2 with λ ∈ R. In this case, the
perturbation solution constructed previously will again take




sI0(s){λs2 − 2I0(s)2}W (r,s) ds. (53)
FIG. 9. (Color online) Attractive solutions under the harmonic
oscillator potential, which takes the quadratic form U (r) = λr2. Since
the potential is unbounded, the solutions do not satisfy the asymptotic
behavior outlined in Sec. VI B. Rather, the behavior of solutions
mirrors that of the repulsive case. Therefore, in the presence of the
harminic oscillator potential, solution behavior is qualitatively the
same in both repulsive and attractive cases.
Figure 9 illustrates these solutions for some values of ε and
λ. We observe behavior very similar to that of repulsive BECs
given the harmonic oscillator potential. The mass clusters in
high concentration near the origin when λ < 0. Remaining
mass then gathers into smaller density maxima occurring at
intermittent values of r , which gradually decay and vanish at
finite r . We therefore find that the initial density peak is the
primary one. As ε is increased, we see a greater portion of the
total mass clustering near the origin.
When λ > 0, the densities diverge for any ε; however,
unlike the unperturbed solution, the growth is oscillatory
in nature along a parabolic trend. Such behavior signifies
solutions which may be unstable. Furthermore, the divergence
suggests that the density remains confined to the region very
near r = 0.
D. Modified harmonic potential
We consider solutions for the potential U (r) = λ[r2 +
β exp(−r2)] and plot the densities in Fig. 10. In solutions
taking λ < 0, the results are similar to that of the previous
example. Most of the mass is allocated near the origin (with
decay in the density plots as r becomes large), and as ε
is increased, the rate of decay of the additional density
peaks increases. The behavior of the density peaks resembles
previous cases in that considering larger values of ε results in
a greater portion of the mass trapped near the origin. For those
solutions having λ > 0, the densities also oscillate along a
parabolic trend, diverging as r increases. As mentioned before,
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FIG. 10. (Color online) Attractive solutions under the modified
harmonic oscillator potential U (r) = λ[r2 + β exp(−r2)]. Since this
potential is a modification of the harmonic oscillator potential, we
again find that there is little qualitative difference between the
repulsive and the attractive solutions.
this divergence suggests that the density remains very near
r = 0.
E. An asymmetric trap
We consider solutions under the Morse potential and plot
the densities in Fig. 11. Much of the mass is allocated
throughout the problem domain (including away from the
origin) when A > 0. We plot the densities for rather large
ε as shrinking the value of ε produces increasingly large
oscillations. When λ,A < 0, the mass instead remains highly
concentrated near the origin for all ε. As we decrease ε, the
initial density peak grows larger, behavior expected in light of
the increase in solutions as ε → 0+. For large ε, the density
maximum occurs at r = 0 and more of the mass is trapped near
the origin. Solutions within the A < 0, λ > 0 regime seem to
be unstable as the blow-up of solutions signifies that mass
is not conserved. Such divergence implies that the density is
confined to the region very near r = 0.
F. Quantum pendulum potential: A lattice trap
The quantum pendulum potential takes the form U (r) =
λ[1 − cos(r)]. In Fig. 12 we illustrate the densities for
some choices of the parameters λ and ε. The structure of
densities under the lattice potential is rather different than
that of previous examples. Here, the density plots oscillate
with highly variable amplitude. The mass is therefore spread
throughout the problem domain, with periodic density peaks at
intermediate values of r . As expected from the derivations in
Sec. VI B, the densities corresponding to the lattice trap admit
larger values when ε is selected to be smaller. The height
FIG. 11. (Color online) Attractive solutions under the Morse po-
tential U (r) = λ(e−2Ar − 2e−Ar ). In contrast to the repulsive solutions
in the presence of a Morse potential, the attractive solutions under the
Morse potential tend toward a positive density value in the asymptotic
large-r limit assuming A > 0 (as is standard). Indeed, for A > 0,
U (r) → 0 as r → ∞ and hence |φ|2 → (2ε)−1 in this limit. On the
other hand, for A < 0, the Morse potential is radially unbounded, so
solutions behave as would be expected in the repulsive case.
FIG. 12. (Color online) Attractive solutions under the lattice
potential U (r) = λ[1 − cos(r)]. The density exhibits nonuniform
oscillations throughout the radial domain. The potential neither grows
in an unbounded manner nor does it decay to some finite limit as
r → ∞. For this reason, the density will continue to undergo such
oscillations even as r → ∞.
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of these peaks is also dependent on the choice of λ: As we
increase λ, the density attains larger local maxima, whereas
shrinking the value of λ shrinks the peak heights. This holds
true for nearly all λ ∈ R, except for the values λ = ±1. When
ε 	 1, the solutions corresponding to λ = 1 and λ = −1
agree considerably well, despite an expected difference in
height (since one value is larger than the other). This is
particularly interesting since the solutions still abide by the
trend mentioned above—larger peaks when λ is greater—for
all other values, even those in the interval (−1,1).
Although the variable amplitude appears to follow a pattern
on the interval 0  r  40, examining these plots across a
larger section of the domain allows us to observe that the
amplitude never settles into a definite pattern. This is true
for each plot in Fig. 12. It is also worth mentioning that the
oscillations of the densities corresponding to the lattice trap
do not decay, though this is not surprising considering the
influence of a cosine function in the potential.
G. Double-well potential
Figure 13 shows the densities under the double-well
potential for various values of the parameters λ, β, and ε. The
behavior exhibited here for attractive BECs agrees well with
that for repulsive BECs under the same potential. Once again,
most of the mass is gathered near the origin in the initial density
peak with the remaining mass clustered into smaller peaks at
larger values of r . There is an inherent dependence of the trap
on the value of β. As we shrink β, the rate of decay increases,
FIG. 13. (Color online) Attractive solutions under the double-
well potential U (r) = λ[(r2 − 1)2 − β]. Since this potential is radi-
ally unbounded, solutions will either tend to zero density as r → ∞
or they will be confined to those values near r = 0. In the plots shown
(corresponding to λ < 0), the densities all eventually decay to zero.
Whether the absolute maximal density occurs at r = 0 or for some
r > 0 will depend strongly on the choice of parameters taken.
FIG. 14. (Color online) Attractive solutions under the modified
harmonic oscillator potential U (r) = λ[r2 + β cos2(r)]. Since this is
another example of a radially unbounded potential, we see that the
solutions for this potential behave similarly to those in the repulsive
case.
resulting in a larger portion of the total mass trapped near
the origin. Although the present potential diverges as r → ∞
and hence does not qualify for the equilibrium behavior
discussed earlier, shrinking ε has a similar effect. When λ > 0,
solutions diverge, oscillating upward along a parabolic trend,
and thereby become unphysical. Such behavior indicates that
the density is confined to the region very near r = 0.
H. Harmonic potential with lattice trap
In Fig. 14, we plot the densities |φ|2 for solutions given
a potential of the form U (r) = λ[r2 + β cos2(r)]. We see
similar trends in the mass here as those seen in many
previous examples, including those for repulsive BECs with
the same potential. In this case, smaller values of β admit
densities attaining larger peaks, corresponding to solutions
which distribute more of the mass at larger r . Additionally, in
accordance with the equilibrium behavior discussed earlier for
those potentials which do not diverge at infinity, shrinking ε
increases the densities. When λ > 0, the potential no longer
traps the mass and the plots quickly diverge, signifying that the
mass is distributed across the entirety of the problem domain.
Physically, however, this divergence suggests that the density
is confined only to the region very near r = 0.
VII. THE LARGE-POTENTIAL LIMIT
Throughout this paper we have considered solutions for
small or intermediate potentials [ε 	 1 or ε = O(1)]. How-
ever, we should remark that the large confining potential
scenario is also useful to study and quite physically relevant.
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The Thomas-Fermi case would correspond to the large ε limit
in (1) (ε  1).
In order to consider the limiting case where the potential is
large, let ε remain a small parameter. Then the large-potential






∇2 + ε−1V (x) + g||2
)
 , (54)
where for ε 	 1, the potential is very large. It makes sense
to consider a large amplitude radially symmetric stationary
solution of the form ψ(x) = ε−1/2φ(r), which yields the




{−φ + ε−1(U (r) + 2φ2)φ, g > 0,
φ + ε−1(U (r) − 2φ2)φ, g < 0, (55)
where U (r) is the same quantity defined in (7). From the form
of this equation, it will make sense to consider a rapidly varying
solution,
φ(r) = φ̂(R), where R = r√
ε
, (56)















{−εφ + (U (r) + 2φ2)φ, g > 0,
εφ + (U (r) − 2φ2)φ, g < 0. (58)
For small ε, it makes sense to seek a solution
φ̂(R) = φ̂0(R) + εφ̂1(R) + O(ε2). (59)
When ε is very small, this leading term provides enough













φ̂′0 − Û (R)φ̂0 − 2sgn (g)φ̂30 = 0, (61)
φ̂0(0) = 1, φ̂′0(0) = 0. (62)
Here we define Û (R) = U (r/√ε). As a matter of fact, the
larger the amplitude becomes, the smaller the error term will
be. For example, if the potential scales as 106 units, the
amplitude scales as 103 units while the correction scales as
10−3 units (a difference of six orders of magnitude between
the amplitude and the error). From the form of (61), note that
the nonlinearity is not small and hence regular perturbation
techniques are not useful in this regime. However, we can still
numerically integrate (61) subject to the conditions (62), and
we do so for several forms of the potential Û (R).
In Fig. 15, we plot the densities corresponding to leading-
order solutions φ̂0(R) to (61) and (62). These solutions
correspond to the limit where the size of the potential becomes
arbitrarily large. Since the natural space variable is r = √εR,
we see that the density corresponding to the wave function
should primarily be confined near the origin for the potentials
FIG. 15. (Color online) Plots of the density corresponding to
leading-order solutions φ̂0(R) to (61) and (62) for various large
potentials. For these plots, we considered the case where the spatial
scaling was large (ε−1/2). For cases where the spatial scaling is
much smaller than the amplitude (which also scales as ε−1/2), one
would have the Thomas-Fermi approximation and the solutions would
behave as shown in (63). In all plots, sgn(g) = −1.
shown. This is particularly true of the strong unbounded
potentials, whereas for the large, yet bounded, potentials, some
density can exist away from the origin (although the density
is still quite a bit smaller than at R = 0). This makes sense,
as a particularly strong potential should confine the BEC to
a region near the origin. Meanwhile, a weaker potential (as
considered in previous sections) should permit more broad
BECs.
From the derivations above, we infer that for the large
potential case, the amplitude of the wave function naturally
scales as the square root of the potential. In generating Fig. 15,
we assumed that the change with space was rapid (scaled to be
of the order of the large amplitude). However, if one assumes
that the change with the space variable is sufficiently slow
(relative to the size of the amplitude of the wave function), one






Yet observe that (63) is simply the Thomas-Fermi approxima-
tion. This approximation is valid if the number of particles in
a gas is large enough that the interatomic interaction becomes
much larger than the kinetic energy term in (1). Therefore,
when both the potential and the wave function are large relative
to the kinetic energy term, we recover the Thomas-Fermi
approximation from our perturbative results.
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FIG. 16. (Color online) Comparison of the density profiles ob-
tained using perturbation and numerical methods for the repulsive
BECs under the Morse potential U (r) = (e−2r − 2e−r ). For the
analytical solution, only a first-order perturbation expansion is
considered. However, for small ε even this first-order expansion is
rather accurate. As ε increases, the analytical and numerical solutions
begin to differ in exact value, although many of the qualitative
features are preserved in the analytical solutions. As discussed before,
the perturbative results are useful in the small-ε regime, which
corresponds effectively to weak confining potentials. In the case of
strong confining potentials, numerical simulations are necessary.
VIII. CONCLUSIONS
We have constructed perturbative solutions for both attrac-
tive and repulsive BECs under the cubic NLS with small
confining potentials. The results are given for the 2 + 1
model under the assumption of radially symmetric scalar
potential functions, and hence these results can be seen as
a generalization of the results of the present authors [10,11]
to two spatial dimensions. Numerical solutions have also
been discussed in a number of cases where the potential
was permitted to be larger. Regarding the results discussed
in previous sections, a variety of observations are in order.
For the specific solutions under the repulsive equation, there
are essentially two cases: the BECs confined completely near
the origin and those BECs that gradually decay as r becomes
large. In the latter case, there is a largest density maximum
near or at the origin, with a discrete set of smaller density
maxima occurring as the radius increases. The former case
corresponds to strongly confining potentials (the behavior of
such solutions shows us that the density is confined to the
region close to r = 0), while the latter case often (although not
always) corresponds to weaker potentials (i.e., small effective
potentials which correspond to small values of ε).
FIG. 17. (Color online) The same as in Fig. 16, only under
the lattice potential U (r) = −[1 − cos(r)]. Again, the first-order
perturbation expansion agrees nicely with the numerical solution
when ε is sufficiently small.
In the case of attractive solutions, we essentially found
two types of behavior, corresponding to the strength of the
potentials. When the potential was strong [in particular, when
the potential U (r) was radially unbounded] the solutions
behaved like those found in the repulsive case. That is, either
solutions decay in density to zero in the asymptotic limit
r → ∞ or solutions are confined to a small region near r = 0.
On the other hand, when the potential is relatively weak
(bounded in the asymptotic limit of large-r) the asymptotic
density tends to some finite positive value.
Physically, these results imply that repulsive BECs should
generally occur in measurable quantity sufficiently close to
the origin (assuming radial solutions due to radial traps or
confining potentials). Whether these BECs have maximal
density at the origin and then gradually decay in density for
large r or are strictly confined to some radial region r < r0
(a disk in the plane) will depend on the effective strength of
the confining potential or trap. For a strong trap, BECs will
naturally be confined to a region contained within a disk of
finite radius. For weak traps the maximal density of the BEC
occurs at the origin, while smaller densities of the BEC can
persist far away from the origin with the proviso that any
such solutions should decay in mean, with the asymptotic
density approaching zero as the radius becomes large. For
the attractive BECs, the solutions behave in a qualitatively
similar way to the repulsive BECs (in the case of a strong
trapping potential). The primary difference occurs when the
trap is weak. In this case, the solutions tend toward a positive
density in the asymptotic limit r → ∞. The reason for this is
that for weak potentials the nonlinear effects from the cubic
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NLS dominate the asymptotics, whereas for strong potentials
the potential itself dominates the asymptotics. Therefore, the
attractive BECs can persist at some ambient level under the
cubic NLS model, assuming that nonlinear effects dominate.
Throughout the paper, numerical solutions have been used
for large ε where appropriate, since perturbation results break
down for larger values of ε. Although the specific values of
ε for which perturbation solutions will vary from model to
model, as a rule of thumb usually ε ∼ 10−1 or smaller will
work well for either the repulsive case or for the attractive
case when solutions tend asymptotically to zero (in density).
On the other hand, when solutions tend to a positive density (as
in the case of attractive BECs for weak confining potentials),
the perturbation solutions can lose accuracy as r increases,
even for small ε (as discussed below). To demonstrate
the agreement of the perturbation results with numerical
simulations, we consider two distinct potentials and plot both
types of solutions for various values of ε; see Figs. 16 and 17.
For small ε, the agreement is excellent. For larger ε, the
quantitative agreement breaks down, although the perturbation
solutions still do capture many of the qualitative features of
the solutions.
Unlike the repulsive case, for which numeric and pertur-
bation results agree nicely (at least in the small-ε regime), in
the attractive case the perturbation solutions are only useful
up to some finite value of r in those cases where the density
remains positive. This is because the solutions which remain
positive in density for all r will tend toward a density value
that scales as ε−1 as r → ∞, and hence the perturbation
results have a harder time approximating the true solutions
asymptotically—particularly when ε is small. This follows
from the fact that the base functions selected generally tend to
decay for large values of the radius.
One may conduct a similar perturbation analysis for the
case where the potential is large. In this case, we see that
the amplitude of the wave function should scale as the square
root of the potential, which is exactly what one expects from
the Thomas-Fermi approximation. Meanwhile, if the kinetic
energy term in (1) is also large enough, the structure of the
wave function differs greatly from the potential in the space
variable. In such cases, there exists a class of solutions for
which the scaling of the space variable is exactly the amplitude
of the wave functions, in which case large amplitude wave
functions can vary quickly in space. Consequently, for large
amplitude solutions valid under large potentials, the density
will be confined closer to the origin than if the potential were
weaker, which is intuitive.
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