Two quantum finite automata are equivalent if for all input string ω over the input alphabet the two automata accept ω with equal probability. In [Theoret.
strictly more powerful than MO-1QFAs [3] , where the power of a model refers to the acceptance capability of the corresponding automata. However, both MM-1QFAs and MO-1QFAs can only accept proper subclasses of regular languages with bounded error [3] [4] [5] . In this letter, we focus solely on another measure-once QFA model, the so-called multi-letter quantum finite automata (multi-letter QFAs) [6] , which can be viewed as a generalization of one-way multihead deterministic finite automata [7] or that of MO-1QFAs (multi-letter MO-1QFAs). Multi-letter QFAs can accept the regular language (a + b)
* b that can not be accepted by one way QFAs [6] . Moreover, Qiu and Yu prove that k + 1-letter QFAs are more powerful than k-letter QFAs [8] , where k ≥ 1 is a fixed integer.
It is well known that, in classical automata theory [9, 10] , the equivalence problem is very important. In [8] , Qiu and Yu study the equivalence of multiletter QFAs in case of unary languages, i.e., the input alphabet having one element. They showed that a k 1 -letter QFA A 1 and another k 2 -letter QFA A 2 , defined on the alphabet Σ = {σ}, are equivalent iff they are (n 1 + n 2 ) 4 + k − 1-equivalent, where n i is the number of states of A i , i = 1, 2, and k = max{k 1 , k 2 }.
In addition, Li and Qiu [11] [12] [13] studied the equivalence problem for some other QFA models. In this letter, we study the equivalence problem of multi-letter QFAs with a different point of view.
Preliminaries and main results
Let Σ denote the non-empty finite input alphabet, |Σ| the cardinality of Σ, and Σ * the set of all words on Σ. The length of ω ∈ Σ * is denoted as |ω|. We use σ n to denote ω = σ · · · σ n ∈ Σ * . For undefined notations we refer to [8] .
• Q is a set of internal states and Σ is a finite input alphabet;
• Q acc ⊆ Q is the set of accepting states;
• |ψ 0 is the initial unit state that is a superposition of the states in Q;
• µ is a function that assigns a unitary transition matrix U ω on C |Q| for each word ω ∈ ({Λ} ∪ Σ) k , where C |Q| denotes the unitary space span{|q |q ∈
Q}.
Starting with an input ω = x 1 x 2 · · · x n ∈ Σ * , and with A in the initial state |ψ 0 , then, according to the last k number of letter(s) received, A moves in succession into the states
Otherwise, the final state is |ψ n = µ(
It follows from the above discussion that ω induces an unitary matrix
and the final state of A can be rewritten as |ψ n = µ(ω)|ψ 0 .
Let P acc = q∈Qacc |q q|. Then the accepting probability for ω is given by
We state the definition of equivalence for two multi-letter QFAs as follows.
Definition 1 ([8])
. A k 1 -letter QFA A 1 and another k 2 -letter QFA A 2 over Σ are said to be equivalent(resp. t-equivalent) if P A1 (ω) = P A2 (ω) for any ω ∈ Σ * (resp. for any ω ∈ Σ * with |ω| ≤ t).
The following are our main results.
Then A 1 and A 2 are equivalent iff they are (n remains open in [15] . If we take m = 1, then it is clear that (n
Hence, Theorem 1 also answers an open problem of Qiu et al. [15] .
Then there exists an integer z such that A 1 and A 2 are equivalent iff they are z-equivalent.
Technical definitions and Lemmas
Let A i be k i -letter QFA over Σ, i = 1, 2, we define the "diagonal sum" of A 1 and A 2 as follows.
|ϑ is an arbitrary |Q 1 | + |Q 2 |-dimension unit column vector.
Remark 2. By µ = µ 1 ⊕µ 2 we mean that the function µ assigns any
It is easy to verify that ∀ω ′ ∈ Σ * , µ defined the unitary matrix µ(ω ′ ) on
Note that the initial state vector of the diagonal sum A is arbitrary. Of particular importance are the following two unit vectors
Concerning the vectors |ρ and |π , we have the following
. Then the vectors |ρ and |π , defined in Eqs. (4) , are said to be equivalent (resp. t-equivalent) (with respect to A) if
for all ω ∈ Σ * (resp. for all ω ∈ Σ * with |ω| ≤ t), where P acc = P acc,1 ⊕ P acc,2 .
We further introduce some notations as follows.
For any i ≥ 0, let K A (i) denote the set {η(ω) 
With the above notations, we show first the following
for all j ≥ 1, then the following assertions hold:
1. |ρ and |π are equivalent iff they are l-equivalent;
2. |ρ and |π are equivalent (resp. t-equivalent) with respect to A iff A 1 and A 2 are equivalent (resp. t-equivalent);
Proof. 1. The "only if" part is obvious by Definition 3. We proceed to show the "if" part. By hypothesis, ∀ω ∈ Σ * , we have µ(ω)
where a i ∈ C and |ω i | ≤ l, and this implies that
Recall that |ρ and |π are l-equivalent, i.e., ρ| µ(
This together with Eq. (7) and Eq. (8) lead to P acc µ(ω)|ρ 2 = P acc µ(ω)|π 2 for all ω ∈ Σ * , as required.
2. Note that, the left side of Eq. (5) is P acc,1 µ 1 (ω)|ψ
(1) 0 2 , i.e., P A1 (ω); and the right side of Eq. (5) is P acc,2 µ 2 (ω)|ψ (2) 0 2 , i.e., P A2 (ω). Thus, |ρ and |π are equivalent (resp. t-equivalent) implies that P A1 (ω) = P A2 (ω) for all ω ∈ Σ * (resp. ∀ω ∈ Σ * with |ω| ≤ t), i.e., A 1 and A 2 are equivalent (resp. t-equivalent);
and vice versa. 
Proof of Theorem 1
To show theorem 1, the following Lemma 4 is needed.
Lemma 4. Suppose that Σ = {σ}. Let A i be k i -letter QFA over Σ, i = 1, 2.
To prove Lemma 4, we show first the following Lemma 5. Suppose that Σ = {σ}. Let A i be k i -letter QFA over Σ, i = 1, 2.
Let A = A 1 ⊕ A 2 . Then, there exists an integer l < n 2 1 + n 2 2 , such that S A (l) = S A (l + j) for all j ≥ 1.
Remark 5. Note first that, if A i , i = 1, 2, are k i -letter QFAs over Σ = {σ}, and A is the diagonal sum of A 1 and A 2 , then one can easy verify that
, are n i -order matrices, respectively. This im-
We can now give the proof of Lemma 5 as follows.
Proof of Lemma 5. We show first that there exists an integer l < n 
we have
By induction hypothesis, we have
where
Thus, we have
We now proceed to show Lemma 4.
Proof of Lemma 4. For any µ(ω)
By Lemma 5,
Hence,
which means that
(9) together with Remark 3 give that
The lemma follows.
Combing Lemma 3 and Lemma 4, then Theorem 1 follows.
Proof of Theorem 2
We show first the following
Proof. By using the same argument that we used in the proof of Lemma 5, we see that there exists an integer z 1 < n
for all j ≥ 2, then taking z = z 1 we can complete the proof; Otherwise, there must exists an another integer > z 1 , say z 2 , such that
Similarly, if V A (z 2 ) = V A (z 2 + j) for all j ≥ 1, then taking z = z 2 we can finish the proof. Otherwise, repetition of the procedure just used, we can obtain an index set, say Γ = {z 1 , z 2 , · · ·}, such that
Since dimV A (z 1 ) ≥ 1 and dim{B} = n 
Conclusions
In this letter, we show that, in the case of Σ = {σ}, A 1 and A 2 are equivalent if and only if they are (n 2 1 +n 2 2 −1)+k-equivalent. This upper-bound is quadratic better than the one give in [8] . This also answers an open problem of Qiu et al. [15] . In case of Σ = {σ 1 , · · · , σ t } with 2 ≤ t < ∞, we show the existence of the integer z such that A 1 and A 2 are equivalent if and only if they are z-equivalent.
Finally, the optimal upper-bound of the integer z is an important issue worthy of future investigation and it is our future work to consider the issue.
