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Abstract 
The medical image analysis field has traditionally been focused on the development of 
organ-, and disease-specific methods. Recently, the interest in the development of more 
comprehensive computational anatomical models has grown, leading to the creation of 
multi-organ models. Multi-organ approaches, unlike traditional organ-specific 
strategies, incorporate inter-organ relations into the model, thus leading to a more 
accurate representation of the complex human anatomy. Inter-organ relations are not 
only spatial, but also functional and physiological. Over the years, the strategies 
proposed to efficiently model multi-organ structures have evolved from the simple 
global modeling, to more sophisticated approaches such as sequential, hierarchical, or 
machine learning-based models. In this paper, we present a review of the state of the 
art on multi-organ analysis and associated computation anatomy methodology. The 
manuscript follows a methodology-based classification of the different techniques 
available for the analysis of multi-organs and multi-anatomical structures, from 
techniques using point distribution models to the most recent deep learning-based 
approaches. With more than 300 papers included in this review, we reflect on the trends 
and challenges of the field of computational anatomy, the particularities of each 
anatomical region, and the potential of multi-organ analysis to increase the impact of 
medical imaging applications on the future of healthcare. 
Keywords: Multi-organ analysis, computational anatomy, anatomical models, 
conditional models, sequential models, deep learning, articulated models. 
 
1. Introduction 
Organs in the human body are organized in complex structures closely related to 
their function.  However, conditioned by the technological limitations of the moment, 
such as computational capacity and image resolution, and the limited availability of 
data, single-organ-based models are frequently used as an oversimplification of the 
complex human anatomy. Human organs are not only spatially, but also functionally 
and physically interrelated. In fact, these inter-organ relations are frequently exploited 
by radiologists when navigating and interpreting medical images. For example, in the 
absence of visually recognizable features in the image (e.g., characteristic intensity 
levels or texture patterns), radiologists naturally incorporate topographical anatomical 
knowledge to distinguish some structures from their surrounding tissues and 
neighboring organs (Sheridan and Reingold, 2017; Swensson, 1980; Telford and 
Vattoth, 2014). This intuitive use of contextual information has inspired numerous 
algorithms, proving effective for the location and segmentation of some of the most 
challenging organs, such as the pancreas (Chu et al., 2013; Hammon et al., 2013; 
Shimizu et al., 2010). The automatic interpretation of medical images can significantly 
benefit from the comprehensive analysis of multiple organs through computational 
anatomy, which is key to a wide range of applications, including diagnosis and 
therapeutic assistance (Kobatake, 2007), radiotherapy planning (Fritscher et al., 2014; 
Hamacher and Küfer, 2002; Hensel et al., 2007; Kaus et al., 2007; Qatarneh et al., 
2003), surgery simulation (Si and Heng, 2017), or injury severity prediction (Hayes et 
al., 2013). 
Although the number of publications on multi-organ analysis has traditionally been 
lower than those focused on a single organ, the development of more holistic and 
anatomically accurate approaches has been a constant since the early years of medical 
image analysis. In recent years, there has been an exponential increase in the number 
of papers on this topic. Fig. 1 shows the histogram of the papers introducing novel 
multi-organ analysis techniques cited in this review. Not coincidentally, the growing 
interest in computational anatomy techniques and multi-organ analysis occurs in 
parallel to the systematic increase in the number of imaging examinations worldwide. 
As a reference, Fig. 1 also shows the evolution in the number of CT and MR scans in 
England (NHS, 2013), observing similar trends throughout the world. The availably of 
large imaging datasets, together with the continuous increase in computing power, have 
been instrumental to the progress of medical image analysis in general, and to the 
development of efficient and sophisticated approaches to model inter-organ interactions 
in particular.  
The modeling and analysis of multiple objects has always raised great interest in the 
computer vision field, with several reviews available on the subject (Leal-Taixé et al., 
2017; Luo et al., 2014). However, despite the close relation between both fields, the 
analysis of multiple anatomical structures requires the development of new approaches 
specifically tailored to the context of medical imaging (e.g., the use of 3D images in 
different modalities, typically affected by noise, artifacts, and low contrast, or the need 
for accurately segmented and anatomically consistent results). From the simpler 
strategies based on global statistical models, to the more sophisticated sequential, or 
multi-level models, different strategies have been proposed to address the significant 
 
Fig. 1. Publications on multi-organ analysis (included in this review) per year (in blue) vs. the 
number of annual CT (pink solid line) and MR (pink dotted line) scans in England between 
1995 and 2013 (NHS, 2013). 
additional challenges involved in modeling multiple anatomical structures. These 
challenges include the simultaneous characterization of the inter-organ relations 
together with the particular locality of each organ, the use of complex anatomical and 
pose priors, or the need for geometrical constraints that prevent overlapping between 
organs, among others. 
This paper presents, for the first time, a detailed review of the existing literature on 
computational anatomy techniques for multi-organ analysis. With more than 300 papers 
included in this survey, and with a special focus on the methodological aspects of those 
works, we propose a structured analysis of the different approaches commonly used 
when working with multi-organ complexes.1 The paper is organized as follows. Section 
2 presents an overview of the multi-organ parameterization models in the context of 
shape analysis, a prominent approach in computational anatomy. Section 3 discusses in 
detail the different methodologies commonly used in this field. To do so, we use the 
following categorization: global and individual models (Section 3.1), coupled 
deformable models (Section 3.2), multi-level models (Section 3.3), sequential models 
(Section 3.4), atlas-based models, (Section 3.5) machine learning-based models 
(Section 3.6), graph-based models (Section 3.7), and articulated models (Section 3.8). 
In Section 4, we discuss the trends and challenges that are specific to different 
anatomical region (e.g., abdomen, head, chest, etc). (Section 4.1), as well as the general 
limitations, challenges, and future trends in computational anatomy and multi-organ 
analysis (Section 4.2). Conclusions are presented in Section 5. 
2. Parameterization of Multi-Organ Complexes 
Organ parameterization is a fundamental problem in computational anatomy, and 
particularly relevant in the analysis of multi-organ structures. However, most of shape 
representations traditionally used, such as landmarks (Bookstein, 1991; Cootes et al., 
                                                          
1  In anatomy, the definition of organ can be rather vague or ambiguous (Wakuri, 1991). Here, 
we use the terms "organ" and "structure" interchangeably to refer to an anatomical region 
composed of one or several tissues that occupy a particular position and with a definite shape 
and function that are present independently in the body (e.g., liver, pancreas, heart, brain), or 
as part of a larger anatomical entity (e.g., subcortical structures of the brain). 
1995; Dryden and Mardia, 1998), medial models (Blum, 1973; Pizer et al., 2000), 
moment invariants (Poupon et al., 1998), implicit representations (Leventon et al., 
2000), and parametric representations (Brechbühler et al., 1995; Gerig et al., 2001; 
Staib and Duncan, 1992) were originally developed for single-organ applications, 
parameterizing the intrinsic shape of each structure separately, and thus neglecting the 
inter-structural shape correlation among organs. Moreover, the analysis of a multi-
organ complex may be adversely affected by the independent parameterization of each 
organ, artificially increasing the entropy of the system, or even inducing anatomical 
inconsistencies such as collisions between objects, which should be later corrected by 
imposing restrictions to the model (Paragios and Deriche, 2000; Samson et al., 2000). 
In the following paragraphs, we present the types of parameterizing techniques that 
have been used in multi-organ analysis.  
Landmark-based representation is one of the most popular parameterization 
techniques, thanks to its simplicity and ease to deal with multiple objects. However, the 
quality of the landmarks directly affects the statistical efficiency of the resulting shape 
model, particularly critical in a complex multi-organ scenario. In (Duta and Sonka, 
1998), the authors modeled neighboring structures in 2D images by defining common 
landmarks for adjacent regions. Despite its simplicity, this approach is also rather 
limited, only applicable to contiguous structures in direct contact with each other. 
Frangi et al. (Frangi et al., 2002) proposed a more general framework to define dense 
landmark correspondences in a multi-organ context, using non-rigid registration to 
propagate the landmarks from a multi-label atlas. Alternatively, Cates et al. (Cates et 
al., 2008) presented the landmarking of multiple objects as an optimization problem 
that minimizes a combined entropy-based cost function to define optimal surface point 
correspondences. 
In a different type of approach, Pizer et al. (Pizer et al., 2000) used m-reps, an 
extension of the original medial axis descriptor (Blum, 1973) including anatomical and 
topological constraints. The extension to a more complex multi-organ scenario was 
later explored in several works (Fletcher et al., 2002; Pizer et al., 2003). However, the 
use of a single-organ-based parameterization remains the norm, using the inherent 
multi-resolution nature of m-reps to impose higher-level inter-organ constraints (see 
Section 3.3.3, and Section 3.4.2.3). 
Level set functions (Samson et al., 2000) are another  popular family of implicit 
representations of single-organ shapes, and one of the preferred methods to model 
multi-organ complexes via coupled deformable models (see Section 3.2). Most works 
use a simple, but computationally inefficient solution, in which each organ is modeled 
by a separate level set function. Vese and Chan (Vese and Chan, 2002) proposed a 
multi-phase parameterization able to represent N objects with only log2(N) level sets 
using combination rules. Their approach prevented overlaps and gaps between the 
objects. In (Fan et al., 2008b), the authors presented an alternative parameterization 
using four level set functions to segment any number of objects, while the methods 
proposed in (Holtzman-Gazit et al., 2003) or Jeon et al. (Jeon et al., 2005) required only 
one function. All of these approaches are actually variations of the original multiphase 
framework presented by Vese and Chan (Vese and Chan, 2002), and their application 
is restricted to nested anatomical structures (e.g., white and gray matter in the brain). 
The type of parameterization used and its potential for generalization to a multi-
object context are closely linked to the multi-organ analysis framework adopted. For 
instance, landmark- or medial-based models are particularly suitable for hierarchical, 
sequential, or articulated approaches, while the use of implicit representation, or simple 
label-based binary masks are more adequate for coupled, or machine learning-based 
models, respectively. A detailed description of these multi-organ analysis strategies, 
variations, advantages and drawbacks are discussed in the next section. 
3. Methodological Approaches for Multi-Organ Analysis 
The aim of this section is to provide a structured reference guide for the different 
techniques of multi-organ analysis from a methodological point of view. While some 
of these methods were originally developed for a particular anatomical region, or 
clinical application, all these works share a common goal: to efficiently model the 
complex multi-organ human anatomy. Therefore, many of these techniques can be 
applicable to different anatomical contexts (see Section 4 for a more region-oriented 
discussion). Based on the papers surveyed in this review, we identified eight major 
categories and several other sub-categories of methods: global and individual models, 
coupled deformable models, multi-level models, sequential models, atlas-based 
models, machine learning-based models, graph-based models, and articulated models. 
3.1 Global and Individual Models 
Some of the early works on multi-organ analysis conceived this new scenario as a 
particular case of traditional single-organ frameworks. The multi-organ complex was 
thus considered as a single object and tackled by using a global statistical model (Fig. 
2(a)). In this context, the point distribution model (PDM) introduced by Cootes et al. 
(Cootes et al., 1995) has been one of the most extended and popular frameworks thanks 
to the versatility of its landmark-based parameterization. Landmarks of different organs 
were simply concatenated in the same vector, i.e. a single PDM was used to represent 
both the peculiarities of each subpart of the complex assembly as well as the spatial 
relations between them via principal component analysis (PCA). This approach has 
been extensively exploited by early (Duta and Sonka, 1998; Frangi et al., 2002; Fripp 
et al., 2007; Smyth et al., 1997; van Ginneken et al., 2006), and more recent works (Li 
et al., 2016; Mansoor et al., 2017; Picazo et al., 2018; Schwarz et al., 2010), and has 
 
 
 
Fig. 2. Multi-organ modeling strategies. Squares, octagons, and circles indicate low, 
intermediate, and high resolution representation of the organs, respectively. Each color box 
indicates a separate statistical model. (a) Global model: all the organs (Or.) are modeled 
together as a single structure. (b) Individual models: each organ is modeled separately. (c) 
Nested models: inter- and intra-organ variability is modeled using a multi-level strategy, 
combining global and individual models. (d) Sequential models: organs are modeled 
sequentially according to a decreasing order of stability. Or.1 is used to estimate Or.2 and Or.3. 
Or.4 is finally modeled based on the anatomical constraints imposing by the former organs. 
The arrows indicate conditional relations between organs. (e) Multi-resolution models: global 
inter-organ constraints are imposed at coarser resolutions. Finer inter- and intra-organ details 
are modeled at higher resolutions. (f) Fully connected model: each organ-specific model 
includes the relations with all the surrounding organs. 
  
been effective applied to different anatomical contexts and image modalities. However, 
despite the popularity of PDM to generate single- and multi-organ shape models, linear 
PCA is limited to the representation of data lying on a Euclidean vector space. Principal 
geodesic analysis (PGA) is a non-linear generalization of PCA introduced by Fletcher 
et al. (Fletcher et al., 2004) for modeling the variability of data lying on a manifold. 
This development is relevant to inter-organ relations on landmark-based 
parameterizations (e.g., relative pose or rotations) (Bossa et al., 2011; Bossa and Olmos, 
2007, 2006), as well as alternative non-landmark-based parameterizations (e.g., m-reps) 
(Gorczowski et al., 2010; Styner et al., 2006, 2003), since they define a non-linear 
transformation space, and should be modeled as elements of a Riemannian manifold. 
The advantages of integrating multiple organs into a global model are the 
computational simplicity of the approach, and the ability to overcome the weak image 
features that may be present in parts of multi-organ complex. The use of a global model 
can thus help to impose strong anatomical constraints that may facilitate the definition 
of those parts suffering from missing data, occlusion, or image artifacts (e.g., using part 
of the right ventricle and the left atrium of the heart to improve the segmentation of the 
left ventricle in echocardiogram images (Cootes et al., 1995, 1994)). On the other hand, 
global models are often inflexible and can be severely affected by the high-dimension-
low-sample-size (HDLSS) problem (i.e. the dimensionality of the problem is 
significantly higher than the number of training images available), of particular 
relevance in a multi-organ context (Jung and Marron, 2009). Moreover, global models 
do not represent the scale of the organ, which limits their ability to accurately 
characterize the local geometry of organs.  
As opposed to global models, some authors have adopted an equally simple 
approach, modeling each organ individually (Asl and Soltanian-Zadeh, 2008; Bagci et 
al., 2012) (Fig. 2(b)). Such models often require the pre-alignment of the training set, 
projecting the multi-organ complex to a common normalized shape space to guarantee 
the anatomical coherence, and to preserve the inter-organ spatial relations (Bagci et al., 
2012; Yao and Summers, 2009). This single-organ-based strategy mitigates the HDLSS 
problem by simply reducing the dimensionality of each statistical model, while 
sacrificing their capacity to represent high-level anatomical patterns.  
Global and individual organ models have been typically compared for their ability 
to quantify paired cardiac structures (Schwarz et al., 2010), or moderately variable brain 
regions (Akhoundi-Asl and Soltanian-Zadeh, 2007). All of these studies demonstrated 
that even the high level of global modeling of multi-organs is advantageous over 
individually modelling each organ separately. More recent studies have also shown that 
the co-modeling of organs like liver and spleen, known to be highly variable and not 
directly connected, can improve the segmentation of these organs as compared to 
individual models (Gollmer et al., 2012). However, these simple global models do not 
embed any inter-organ relations; more sophisticated models inspired from anatomy and 
physiology are presented in the following sections. 
3.2 Coupled Deformable Models 
The use of deformable models has been extensively studied in a variety of 
applications, including segmentation, tracking, and morphological analysis of organs 
(McInerney and Terzopoulos, 1996). Their ability to integrate (bottom-up) constraints 
derived from the image data with some (top-down) a priori knowledge about the 
location, size, and shape of the target structure is particularly interesting in the context 
of medical image analysis, and has led to some of the most promising single-organ 
segmentation methods (Ghose et al., 2012; Heimann et al., 2009). While deformable 
models are still in the core of some of the most sophisticated multi-organ analysis 
frameworks (discussed in subsequent sections), early multi-organ frameworks used 
traditional deformable models, sometimes as mere extension of their single-organ 
methods (Brox and Weickert, 2004), or imposing additional forces that prevent 
overlapping, gaps, or topology changes between organs (Namías et al., 2016; Zimmer 
and Olivo-Marin, 2005). 
The level set framework (Samson et al., 2000) has been the preferred method to 
approach the multi-organ extension of deformable models (Brox and Weickert, 2004; 
Fan et al., 2008b; Kohlberger et al., 2011, 2007; Paragios and Deriche, 2000; Pohl et 
al., 2007; Samson et al., 2000; Tsai et al., 2001; Uzunbas et al., 2013; Vese and Chan, 
2002; Zimmer and Olivo-Marin, 2005), with only a few works exploring the use of 
explicit models (or “snakes” (Kass et al., 1988)) (Costa et al., 2007; Fang et al., 2011; 
MacDonald et al., 1994; Srinark and Kambhamettu, 2006; Zhu et al., 1995). In its most 
basic and popular formulation, each organ is associated with one level set function, an 
idea initially suggested by Zhao et al. (Zhao et al., 1996). This simple use of a separate 
contour for each organ is prone to produce intersections between contours, gaps, or 
topological changes, with little or no anatomical sense. Paragios and Deriche (Paragios 
and Deriche, 2000) and Samson et al. (Samson et al., 2000) were some of the first to 
use non-overlapping constraints to generate mutually exclusive propagating curves. 
Inspired by these works, Rousson et al. (Rousson et al., 2005) presented a Bayesian 
formulation for the segmentation of the prostate and bladder via coupled surfaces 
evolution, incorporating constraining terms to penalize voxels with multiple labels. 
Alternatively, Merino-Caviedes et al. (Merino-Caviedes et al., 2010) and Ma et al. (Ma 
et al., 2013) used the region competition speed term proposed by Brox and Weickert 
(Brox and Weickert, 2004), to segment the brain and the female pelvic region, 
respectively. The use of competing forces was also used by Yan et al. (Yan et al., 2009), 
as the strategy to deal with the gaps between subcortical structures. Also on the 
segmentation of subcortical structures of the brain, Kim et al. (Kim et al., 2014) 
proposed a semi-automatic framework in which the adjacent structures are iteratively 
segmented and corrected using repulsive forces derived from the previous iterations of 
the algorithm. Gao et al. (Gao et al., 2017, 2011) presented an interesting multi-organ 
segmentation framework based on Newtonian mechanics theory in which the 
interactions between contours are governed by the action/reaction principle, and thus 
preventing overlap. Finally, Ho and Shi (Ho and Shi, 2004) prevented overlap by 
incorporating prior knowledge of the rough spatial location of the structures, and thus 
confining the evolution of each level set function within a designated region of interest. 
In some anatomical contexts, there may be prior knowledge about the relative 
distance between contours (e.g., epicardium and endocardium of the left hearth 
ventricle (Schwarz et al., 2010)). Thus the previous non-overlapping constraints can be 
replaced with distance-based coupled forces specifically tailored to the anatomical 
regions under study. Early works on distance-based coupled models focused on the 
segmentation of nested structures with a nearly constant thickness, such as the cerebral 
cortex (L. Wang et al., 2013; Zeng et al., 1999), or the myocardium (Kohlberger et al., 
2007). However, its extension to non-nested structures with more complex inter-organ 
distances is not clear. Li et al. (Li et al., 2005) presented a more general method to 
model the inter-organ space using graph theory. In the proposed framework, the authors 
combined level set functions with an explicit representation via triangulated meshes, 
modeling the inter-organ space using geometric graphs. Distance and geometrical 
constraints were encoded in the graph through the cost terms associated to the nodes 
and edges, using graph-cut algorithms to solve it. Thanks to the versatility of the model, 
the original framework was adapted by several authors to deal with different anatomical 
structures, such as the ankle bones (Li et al., 2005), the femur and tibia, or the bladder 
and the prostate (Song et al., 2013), and inspired others to create similar graph-based 
coupled models to segment the hip (Kainmüeller et al., 2009b) or the head bones 
(Kainmueller et al., 2009).  
Alternatively to simple distance-based boundary condition, some authors (Brock et 
al., 2005; Hensel et al., 2007) incorporated organ-specific biomechanical properties and 
surface interfaces into a multi-organ finite element model. Moreover, as shown in 
(Brock et al., 2005) the use of tissue properties for neighboring organs (e.g., bladder 
and rectum) can also help to impose anatomically consistent constraint to the 
deformation of more challenging anatomical regions (e.g., the prostate). 
The co-dependencies frequently observed between adjacent anatomical organs was 
also exploited by many authors to incorporate additional coupled forces into 
deformable-based segmentation models. In this line, Yang et al. (Yang et al., 2004) and 
Uzumbas et al. (Uzunbas et al., 2010) proposed similar approaches using the level set 
framework to formulate a maximum a posteriori segmentation model combining low-
level intensity information with high-level shape priors from local neighboring organs 
via joint probability density functions. The incorporation of shape priors was also 
explored by Litvin and Karl (Litvin and Karl, 2005) who encoded high-level constraints 
in the form of cumulative distribution functions of single- (curvature and inter-node 
distance) and multi-organ (inter-organ distance) shape features. Alternatively to these 
hand-crafted shape features, Pang et al. (Pang et al., 2015) proposed a new dissimilarity 
metric to directly encode the difference between each organ and the corresponding 
training samples. By modeling the joint probability density function of adjacent 
structures, the proposed coupled model integrates organ-specific constraints as well as 
their relative position. 
The ability to automatically handle topological changes is another property of many 
level set-based deformable models, particularly appreciated in the computer vision 
field. However, such flexibility can be disadvantageous in contexts in which the objects 
have a well-defined topology that must be preserved, as is often the case with 
anatomical structures. Mangin et al. (Mangin et al., 1995) presented a pioneer multi-
organ, topology preserving, evolution framework that combines a sequence of 
homotopic morphological filters with a constrained model of the target anatomy. The 
method was later expanded by Bazin and Pham (Bazin and Pham, 2006) who 
generalized the model to non-concentric spherical structures. In (Fan et al., 2008a), Fan 
et al. integrated digital homeomorphism constraints into the level set formulation to 
preserve organ-topology and inter-organ relations. Han et al. (Han et al., 2003, 2002) 
presented a simple multi-organ deformable model robust to topological changes, 
introducing a digital point criterion to guarantee topological preservation during the 
evolution of the contours. However, the proposed method only incorporates 
mechanisms to avoid the merging of disjoint sets, applied in contexts with limited 
number of organs (e.g., segmentation of left and right ventricle in cardiac MRI (Arrieta 
et al., 2017)). Typically, the analysis of anatomical groups with higher number of 
organs requires the use of more comprehensive anatomical models able to represent the 
complex inter-organ relations and inter-organ variations. These approaches includes 
sequential, articulated, or multi-level models, discussed below. 
3.3 Multi-Level Models 
Inspired by the hierarchical nature of the human visual system, (Hubel, 1988; Marr, 
1982), multi-level models decompose the data into different levels of detail according 
to a coarse-to-fine analysis rule. In a multi-organ context, the particular locality and 
details of each organ is modeled at finer resolutions (i.e., local scale), while broader 
inter-organ relations are considered at coarser levels (i.e., global scale). This 
representation of the information has offered an interesting new approach to multi-
organ analysis, combining the robustness and specificity of global models with the 
flexibility and generality of single-organ-based strategies. There are several families of 
multi-level or hierarchical model used in computational anatomy, as detailed in the 
following sub-sections: nested statistical models, multi-resolution shape models, and 
medial models. 
3.3.1 Nested Statistical Models 
At the intersection of the global and individual models discussed in Section 3.1, one 
of the simplest multi-level approaches is the nested combination of multiple statistical 
models (Fig. 2(c)). At a lower level, each structural element (i.e., the smaller unit of 
information in which the anatomical complex is divided) is modeled independently by 
separate statistical models, for instance using PCA. Topological constraints are 
imposed by a higher level model, which typically operates over the parameterization 
obtained by the separate models to improve efficiency and alleviate the HDLSS 
problem. The use of nested statistical models was initially proposed by Bernard et al. 
(Bernard et al., 2001), using statistical parametrical models via PCA to segment and 
analyze multiple vertebrae in cervical spine X-ray images. Similarly, Zhang et al. 
(Zhang et al., 2011) proposed a two-levels PCA-based hierarchical model of multiple 
brain structures. However, only the center of mass was used in the global model, thus 
limiting its capability to characterize complex inter-organ relations. Bukovec et al. 
(Bukovec et al., 2011) presented a more general and flexible approach, creating a three-
levels framework that combines PCA-based shape and appearance models. In this latter 
approach, higher-level topological models operated on the parameterization of previous 
models.  
Yokota et al. (Yokota et al., 2009) explored the potential of multiple statistical shape 
models to represent adjacent articulated structures, such as the hip joint of the femur 
and the pelvis, combining global, inter-organ and organ-specific shape models. Unlike 
the previous nested approaches, all the models operate on the same landmark-based 
representation, using additional constraint terms to guarantee the correspondence 
between the nodes of the shapes generated by each model. Similarly, Okada et al. 
(Okada et al., 2008b) presented a patch-based decomposition of the multi-organ 
complex, using an adhesiveness constraint to combine inter- and intra-organ patch 
shape models.  
Aiming to overcome the inherent limitations of global models, Lecron et al. (Lecron 
et al., 2012a) proposed the use of multi-level component analysis (MLCA), a 
generalization of the popular PCA for analyzing multi-group or multi-set data 
(Timmerman, 2006) (i.e., data that can be divided into conceptually meaningful 
blocks). Unlike classic PCA, MLCA creates different sub-models for different blocks 
of information, allowing to analyze the within-block (i.e., localities) and between-block 
(i.e., global changes) variation separately. The flexibility of this multi-level-based 
model has been explored by several authors to analyze the vertebral body (Lecron et 
al., 2012a, 2012b; Neubert et al., 2014), where each vertebra represents a block of 
information. The potential of MLCA to model multi-organ structures was also used by 
Lee et al. (Lee et al., 2016) to create a hybrid multi-object model-based multi-atlas 
segmentation method for rodent brains.  
Although nested models propagate the statistical information about organs through 
multiple levels (from organ to organ complex), they simply link the individual organ 
models to the global complex model through a function. In the next sub-section, we 
describe an essential advancement in the field of computational anatomy, the 
development of multi-resolution multi-organ shape models that provide continuity and 
coherence between the levels of representation. 
3.3.2 Multi-Resolution Shape models 
Davatzikos et al. (Davatzikos et al., 2003) proposed one of the first multi-resolution 
approaches for shape analysis combining the classic PDM framework with the wavelet 
transform. Initially conceived for 2D single-organ structures, the method was later 
extended to the multi-organ context by Cerrolaza et al. (Cerrolaza et al., 2011). The 
authors used the wavelet transform to decompose the objects into smaller blocks of 
information, each one being independently modeled via PCA. The lower-frequency 
blocks contain global information that guarantee the coherence of the general structure 
(e.g., the general layout of the organs), while the higher-frequency components model 
the finer details. However, while this representation reduces the dimensionality of the 
model, thus alleviating the HDLSS problem, it is difficult to establish a direct relation 
between these frequency-based blocks and the graphical representation of the 
anatomical structures, which significantly reduces the robustness to image artifacts and 
noise. The potential of multi-resolution partitioned models in single-organ shape 
analysis was also exploited in previous works (Hontani et al., 2013; Okada et al., 2008a; 
Pereañez et al., 2015; Reyes et al., 2010, 2009; Yang et al., 2014; Zhao, 2006). 
Based on the multi-resolution analysis framework originally proposed by by 
Lounsbery et al. (Lounsbery et al., 1997), Cerrolaza et al. (Cerrolaza et al., 2012) 
presented an intuitive cluster-based multi-resolution shape model where different 
groups of organs were modeled together at different scales (Fig. 2(e)). Unlike the 
original model presented by Davatzikos et al. (Davatzikos et al., 2003) based on the 
independent modeling of disjointed blocks of information, this new framework creates 
specific statistical shape models to explicitly characterize different inter-object 
associations at each scale (Cerrolaza et al., 2013, 2012). However, the hierarchical 
configuration was manually defined by the user, thus hindering its practical application 
when working with complex data and large numbers of organs. The framework was 
later extended to include a new agglomerative landmark clustering method that 
automates the hierarchical configuration of the algorithm (Cerrolaza et al., 2015, 2014).  
Additionally, the original method (Cerrolaza et al., 2012) was also extended to include 
the subdivision of organs into smaller anatomically significant sub-parts. This 
hierarchical model was also exploited by interactive annotation tools (Valenzuela et al., 
2015) yielding a substantial speed-up on segmentations process. 
Shen et al. (Shen et al., 2001) proposed an interesting alternative multi-resolution 
shape descriptor for triangle surfaces. Using the normalized volume of the tetrahedron 
formed by neighboring vertices at different distances, they defined an attribute vector 
able to describe the morphology of an object at different scales. However, the model 
lacks a global model to prevent the overlap between organs and to guarantee the 
anatomical coherence of the complex. 
3.3.3 Medial Models 
As mentioned in Section 2, m-reps-based have been successfully used to represent 
single-organ anatomical models (e.g. the kidney (Joshi et al., 2001)), using PGA 
(Csernansky et al., 1998; Fletcher et al., 2004; Styner et al., 2006). However, a 
hierarchical multi-figure approach (the term “figure” represents each of the medial 
sheets in which an object is decomposed) is needed to model in more detail structures 
such as the liver, the renal pelvis (Han et al., 2005), or the heart (Hui Sun et al., 2008). 
These multi-figure approaches (Han et al., 2005; Hui Sun et al., 2008) describe an object 
at successively smaller scales, following a coarse-to-fine hierarchy, thus enabling not 
only the analysis of the organ as a whole, but also of each individual figure within the 
organ and the relations among them.  
The modeling of multi-organ structures has also been integrated into the m-reps 
framework by adding an upper scale level for the multi-object complex, which can be 
defined as the assembly of individual objects. For example, Pizer et al. (Pizer et al., 
2003) presented one of the first multi-organ extensions of m-reps by simply computing 
global statistics on all the organs taken together; on the other hand, Vera et al. (Vera et 
al., 2012) combined individual medial models for the analysis of multiple abdominal 
models (similarly to the global and individual models discussed in Section 3.1). Later, 
Jeong et al. (Jeong et al., 2006) incorporated inter-organ neighboring effects to the 
model. In this framework, the variation of an organ was decomposed into two parts: 
self- and neighbor-effects. The former describes the variation of the organ itself; while 
the latter models the inter-organ interactions as a function of the neighbor’s geometric 
descriptors using native m-reps operations (e.g., addition and subtraction of medial 
atoms), whose probability densities are estimated via PGA. In the work presented by 
Lu et al. (Lu et al., 2007), the authors exploited the multi-resolution properties of m-
reps-based models to create a complete multi-scale multi-object framework. In the 
proposed framework, the deformations were divided into different levels of detail, 
describing smaller scale features (e.g., local details) as residues of larger scale features 
(e.g., object-based, or global multi-object deformations). The method is closely related 
to the sequential models discussed in Section 3.4, using Markov random field (MRF) 
models to characterize sequentially the statistical inter-object relations.  
Medial models have been used successfully to model different multi-organ 
anatomical structures, such as the pelvis (Chaney et al., 2013; Jeong et al., 2006; Lu et 
al., 2007), the bladder-rectum-prostate complex (Lu et al., 2007; Merck et al., 2008), or 
the hip musculoskeletal system (Gilles and Magnenat-Thalmann, 2010). However, 
despite their intrinsic multi-resolution nature, they may be less intuitive than alternative 
landmark-based representations, which are arguably the simplest and most popular 
methods used to represent shapes. 
3.4 Sequential Models 
In most of the works mentioned in the previous sections, inter-organ relations were 
implicitly characterized by combining multiple organs (or adjacent regions) into a 
common statistical model. Sequential models represent an alternative strategy where 
organs are analyzed consecutively following a predefined order of increasing 
complexity (Fig. 2(d)). The underlying hypothesis is that the analysis of the more 
challenging organs (e.g. of more complex and variable shape) can benefit from the 
analysis of more stable and related organs in the previous step. Some authors 
(Kéchichian et al., 2014) argue that simultaneous multi-organ analysis/segmentation 
approaches are better performers than sequential approaches because the latter require 
a segmentation sequence to follow, which also raise questions about how to avoid the 
propagation of errors through the sequence. Nevertheless, sequential methods have 
proven to be very effective for the segmentation of some of the most challenging 
organs, such as the pancreas (Erdt et al., 2011; Hammon et al., 2013; Shimizu et al., 
2010) or the gallbladder (Huang et al., 2014), using surrounding organs (e.g., liver and 
spleen) as support structures. Sequential approaches have also performed well for the 
identification of pathologies that may manifest as abnormalities in the anatomical 
arrangement of certain structures (e.g., brain tumor identification and segmentation 
(Batrancourt et al., 2006; Khotanlou et al., 2009; Puentes et al., 2008)).  
Despite the hierarchical organization of the organs being intuitively linked to our 
perception of the human anatomy, and thus offering a unique advantage to the definition 
of sequential models, these approaches raise two important questions: 1) how to define 
the order in the analysis of the organs, and 2) how to parameterize the inter-organ 
dependencies or relations. The following sub-sections survey alternative approaches to 
answer the above questions. 
3.4.1 Sequential Organization of Multiple Organs 
The performance of sequential analysis methods for multi-organs is highly 
conditioned by the order in which the organs are analyzed. Based on the idea that 
stability provides efficiency, many works assume a predefined order of the organ 
analysis, usually defined heuristically, and driven by some intuitive notion of stability 
and/or inter-organ relations (Bloch et al., 2005, 2003; Camara et al., 2004; Colliot et 
al., 2006; Hudelot et al., 2008; Jeong et al., 2008). Some authors solved the problem 
from a more quantitative approach, using image-based stability criteria, such as contrast 
or intensity variability, to define the order in which the organs were processed (Fletcher 
et al., 2002; Lu et al., 2007; Pizer et al., 2005). The anatomy of the human body has 
also been frequently exploited (Bloch et al., 2005; Fasquel et al., 2006; He et al., 2015; 
Sun et al., 2016; Udupa et al., 2013, 2011; Udupa and Saha, 2003; Wang and Smedby, 
2014a, 2014b, 2015), using inter-organ relations, such as proximity (e.g., liver and the 
pancreas (Erdt et al., 2011; Hammon et al., 2013; Shimizu et al., 2010)), symmetry 
(e.g., left and right kidney (Camara et al., 2004)), inclusion (e.g., thoracic cavity and 
lungs (Camara et al., 2004; Udupa et al., 2011; Wang and Smedby, 2014b)), or 
intersection (e.g., hepatic vessels intersecting the liver (Fasquel et al., 2006)) to improve 
the computational models. However, the definition of the optimal sequential order 
depends on the anatomical organs involved in the analysis, the imaging modality, and 
the mathematical analysis framework, and remains an active area of research. 
The goal of optimal organ hierarchy that defines the sequence of the analysis is to 
determine, among all possible combinations, what sequence provide the best multi-
organ segmentation (i.e., to maximize the overall segmentation accuracy), or organ 
prediction (i.e., to find the sequence of optimal predictors for a given missing organ). 
While a heuristic approach could be an option when the number of organs is small 
(Rousson and Xu, 2006), the number of all possible combinations becomes intractable 
with the increasing complexity of the analysis task. Rao et al. (Rao et al., 2008, 2006) 
proposed the use of multivariate statistical analysis tools, such as canonical correlation 
analysis (CCA), to establish optimal prediction paths for any pair of sub-cortical 
structures. They assumed an inverse relation between the inter-organ correlation 
strength and the prediction error of a target organ. Similarly, Okada et al. (Okada et al., 
2015) combined CCA and partial least squares regression (PLSR) to create a directed 
inter-relation graph of abdominal organs. Interestingly, the proposed CCA-based 
correlation map confirmed some of the intuitive ideas about inter-organ relations 
initially exploited by early works on multi-organ analysis (e.g. (Camara et al., 2004; 
Udupa and Saha, 2003)), showing strong correlation patterns between structures with a 
proximity (e.g., left lateral ventricle and the left thalamus), or symmetry (e.g., left and 
right lateral ventricles) relation. These patterns of anatomical organization can be 
robustly represented using the mathematical structure of graphs (Atif et al., 2007).  
Graphs provide a simple, yet compact representation of  organs (nodes) and their 
relations (edges) from simple spatial relations (e.g., distance, orientation) to texture 
similarities (e.g., intensity profile differences (Matsumoto and Udupa, 2013)) 2. In 
(Fouquier et al., 2007), Fouquier et al. used classic graph-based optimization algorithms 
to automatically establish the sequential segmentation path for graphs of brain 
structures. In particular, two types of algorithms were studied: edge- (e.g., shortest path 
or maximal flow) and path-based (minimal global entropy) optimization methods. 
However, only small graphs with four cerebral structures were considered in the study. 
The shortest-path algorithm was also used by Matsumoto and Udupa (Matsumoto and 
Udupa, 2013) to guide the computerized automatic anatomy recognition in the thorax, 
while Zhan et al. (Zhan et al., 2008) proposed to study the sequential detection and 
segmentation of the whole-body using information theory. The authors used conditional 
probability to model the dependency between tasks (i.e., detection, or segmentation of 
a particular organ), using information gain-based criteria to optimize the process. 
Alternatively, Fouquier et al. (Fouquier et al., 2012, 2008) explored a visual attention-
                                                          
2  Here, graphs are considered as an abstraction of the multi-organ information, not necessarily 
linked to the corresponding image domain in which the organs are embedded. Therefore, the 
final segmentation relies on other methods, not necessarily on graphical segmentation 
methods. See Section 3.7 for graph-based models. 
based criteria to create an optimal segmentation sequence of brain structures by 
combining spatial information with saliency maps. 
Besides the definition of the sequence of actions in the modeling and analysis of 
multi-organs, the other fundamental element in the design of sequential architectures is 
the mathematical parameterization of the inter-organ relations, which is reviewed next. 
3.4.2 Inter-organ Relations 
In this section, we discuss the most relevant mathematical frameworks proposed in 
the literature to encode a wide range of inter-organ relations, from well-defined distance 
measurements, like the Euclidean distance between two organs, to fuzzier or intuitive 
concepts such as “close to”, or “in the proximity of” (Hudelot et al., 2008). We grouped 
the inter-organs relations into four categories, based on the methodological approach: 
regions of interest, fuzzy connectedness, medial models, and multivariate linear 
statistical methods. 
3.4.2.1 Regions of Interest 
Conditional regions of interest (ROIs) were some of the first representations used to 
integrate simple inter-organ spatial relations, such as topology, distance, and orientation 
(Gapp, 1994; Kuipers and Levitt, 1988) into a multi-organ analysis framework. In 
(Camara et al., 2004), Camara et al. presented a sequential strategy for the segmentation 
of thoracic and abdominal structures, using ROIs to express spatial constraints inferred 
from previously segmented structures. Using a predefined sequence of organs, the 
segmentation of each organ was confined to a ROI defined with respect to the previous 
organ in the sequence based on simple inclusion (the lungs are inside the skeleton, and 
the skeleton inside the skin), or proximity (e.g., the lungs and the kidneys) relations. 
Similarly, ROIs were also used by Ma et al. (Ma et al., 2010) to impose spatial and 
topological restrictions in the shape of adjacent structures (e.g., muscles of the pelvic 
floor), and by Fasquel et al. (Fasquel et al., 2006) to improve robustness and processing 
efficiency in an general-purpose interactive sequential segmentation tool. 
3.4.2.2 Fuzzy Connectedness 
The fuzzy treatment of the geometric and topological relations among organs can be 
considered as a generalization of the more traditional rule-based definition of the ROI, 
often relying on rigid and predefined propositional logics. However, despite the 
intuitive notion of spatial connection between organs, these relations can be vague and 
diffuse in practice. A limiting factor is the heterogeneity of the organs’ intensity values 
as a consequence of the spatial and temporal resolution of imaging devices. The use of 
fuzzy sets as representation framework of spatial relations was early suggested by 
Udupa and Saha (Udupa and Saha, 2003), and later exploited by Geraud et al. (Géraud 
et al., 1999), Bloch et al. (Bloch et al., 2005, 2003) or Colliot et al. (Colliot et al., 2006) 
in the sequential segmentation of different components of the brain. The authors used 
spatial fuzzy sets to combine organ-level information (e.g., shape- or intensity-based 
features) with inter-organ constraints (e.g., “inclusion in” or “exclusion from” organs 
previously segmented, relative distance, or directional position). Fuzzy sets also 
provide a natural framework for the mathematical representation of more uncertain and 
intuitive spatial concepts (e.g., “near to”, “on”, or “between”), establishing a direct 
between these abstract concepts of natural language and the quantifiable information 
extracted from the image. In this context, Hudelot et al. (Hudelot et al., 2008) used 
fuzzy sets to create an ontology of spatial inter-organ relations, exploiting user-
supervised prior knowledge of the spatial organization of the structures (often expressed 
in linguistic terms) to guide the interpretation, recognition and analysis of radiological 
images.  
Besides spatial relations, several authors (Matsumoto and Udupa, 2013; Sun et al., 
2016; Udupa et al., 2013, 2011) also explored the used of fuzzy models to encode shape 
uncertainties in the image space. Similarly to a probabilistic atlas, the proposed fuzzy 
organ model (Udupa et al., 2013, 2011) was defined as a membership function that 
represents the degree of association of each voxel to the specific organ, computed as 
the normalized average of a set of pre-aligned distance maps. These fuzzy organ models 
were later combined with spatial parent-to-child relations between organs derived from 
a pre-defined hierarchy of thoracic (Matsumoto and Udupa, 2013; Sun et al., 2016; 
Udupa et al., 2013, 2011) and abdominal organs (Udupa et al., 2013). 
3.4.2.3  Medial Models 
In addition to its multi-resolution nature (see Section 3.3.3), the m-reps 
representation can also establish sequential inter-organ relations by defining 
neighboring atoms. Neighboring atoms define the location of one figure in the object-
intrinsic coordinate system of a neighboring organ. This property was used by Fletcher 
et al. (Fletcher et al., 2002) to create a hybrid multi-resolution sequential model of the 
pelvic region. In the proposed framework, global multi-organ deformations were 
controlled at a higher resolution level, while each organ was later refined at a lower 
resolution level using predictions from previously segmented organs. In the work 
presented by Pizer et al. (Pizer et al., 2005), these neighboring atoms were defined based 
on simple proximity relations between the target organ and the adjacent structures, and 
used to propagate shape deformations between them according to a predefined order of 
decreasing stability. In the proposed framework, the deformation of an organ was 
defined as the combination of sympathetic (i.e., deformations infered from previous 
organs in the analysis sequence) and residual changes (based on the residue idea 
presented by Lu et al. (Lu et al., 2007)), using PGA to estimate the corresponding 
probabilities. The framework was further developed by Jeong et al. (Jeong et al., 2008) 
using principal component regression to estimate the conditional mean and the shape 
distribution of the prostate from the m-reps representation of the bladder and rectum. 
3.4.2.4 Multivariate Linear Statistical Methods 
Two multivariate linear statistical methods have been particularly used in the 
quantification and parameterization of inter-organ relations: CCA and PLSR. 
Typically, CCA has been used to quantify the degree of correlation between pairs of 
organs (or even between specific regions of organs (Yokota et al., 2013)), and is at the 
core of many technique for automatic (or semi-automatic) optimization of sequential 
methods (see Section 3.4.1). The use of CCA as shape predictive tool was first proposed 
by Liu et al. (Liu et al., 2004) to estimate occluded brain regions (e.g., obscured by 
tumors) from visible adjacent structures. Also in brain imaging, Rao et al. (Rao et al., 
2008, 2006) used CCA and PLSR to create a one-to-one correlation map between 18 
subcortical structures, which they used to establish robust prediction sequences to 
estimate missing organs, and improve the segmentation of the more challenging organs. 
A similar approach was used by Okada et al. (Okada et al., 2012) in one of the first 
automatic hierarchical frameworks for the segmentation of multiple abdominal organs. 
In the proposed framework, the set of organs was initially divided in two categories 
(“stable” and “variable”) according to the accuracy obtained by a preliminary 
segmentation. This categorization of organs was later combined with CCA to create an 
organ correlation graph, which established the sequence in which the organs were 
finally segmented. Shape constraints were also imposed combining single- and multi- 
organ statistical shape models (SSMs) (Okada et al., 2008a). This binary division of 
organs was later expanded by including a third “intermediate” category of organs 
(Okada et al., 2015, 2013), still dependent on the “stable” organs (e.g., the liver), but 
able to improve the analysis of the most challenging structures (e.g., gallbladder).  
Weighted PCA was also used to encode a hierarchical organization in landmark-
based multi-organ SSMs. Chandra et al. (Chandra et al., 2016) proposed the use of 
multiple weighted shape models to activate and deactivate organs according to an order 
of decreasing stability so that the most challenging organs are initialized by the most 
robust ones. Inspired by the early work of de Bruijne et al. on neighbor-conditinal shape 
models (de Bruijne et al., 2007), Cerrolaza et al. (Cerrolaza et al., 2016) presented a 
generalization of the organ correlation graph proposed by Okada et al. (Okada et al., 
2012) using examples in brain and abdominal modeling. Unlike the classic organization 
of the information in the form of rigid predictor-target relations, the authors proposed 
to represent the inter-organ relations as a general, fully-connected network, in which all 
the organs are interrelated (Fig. 2(f)). This framework used a generalized PCA to 
generate a separate organ-specific SSM for each object that includes all its surrounding 
structures (see Fig. 2 (f)). The result was a set of weighted SSMs, where the organ-
based weights encoded the degree of the relation of each organ with its neighbors. Using 
CCA to define the weights automatically, the authors also demonstrated how the 
proposed framework is a generalization of the classic landmark-based global (Cootes 
et al., 1995) and sequential approaches (Okada et al., 2012). 
3.5 Atlas-based Models 
Atlases are reference anatomical templates that provide prior anatomical knowledge, 
typically from manually annotated data, for medical image analysis (Iglesias and 
Sabuncu, 2015; Sanroma et al., 2016). Using multiple organ labels, atlas-based models 
encode shape, spatial locations, as well as spatial inter-organ relations. Brain imaging 
has been the prevalent field of application (Aljabar et al., 2009; Bazin and Pham, 2008; 
Christensen et al., 1997; Cocosco et al., 2003; Collins et al., 1995; Dawant et al., 1999; 
Fischl et al., 2002; Han and Fischl, 2007; Heckemann et al., 2006; Lancaster et al., 
1997; Mazziotta et al., 2001, 1995; Rohlfing et al., 2004), thanks in part to the success 
of image registration techniques in this field, but atlases have also been extensively 
used for other anatomical regions, including the abdomen (Linguraru et al., 2009; Oda 
et al., 2012; Park et al., 2003; Schreibmann et al., 2014; Shimizu et al., 2007; Wolz et 
al., 2013), the head and neck (Han et al., 2008), pelvic structures (Akhondi-Asl et al., 
2014; Isgum et al., 2009; Weisenfeld and Warfield, 2011), and skeletal muscle 
(Karlsson et al., 2015).  
In the early days of atlas-guided medical analysis, atlases were formed by simple 
topological maps derived from one case (Talairach and Tournoux, 1988). In this 
simplest form, the multi-organ segmentation was treated as an image registration 
problem, and the inter-organ relations were deterministically defined by the reference 
map (Dawant et al., 1999; Evans et al., 1991; Sandor and Leahy, 1997). Typically, these 
single-atlas-based approaches relied on non-rigid deformation to account for the 
anatomical differences between subjects (Christensen et al., 1997; Collins et al., 1995; 
Dawant et al., 1999; Lancaster et al., 1997; Sandor and Leahy, 1997; Thompson et al., 
2000). However, this approach is usually insufficient to model complex inter-organ 
relations and their variation among the population.  
In a more sophisticated form, probabilistic atlases (Mazziotta et al., 1995) combine 
information from multiple observations to quantify human anatomical variability in the 
form of a probability map. Their potential to provide a statistical description of complex 
structures was exploited in the initial attempts at developing reference anatomical maps 
from a population (Chiavaras et al., 2001; Mazziotta et al., 1995; van Buren and 
Maccubbin, 1962). Typically, probabilistic atlases were built by registering all the 
examples to a common reference system. However, the registration can be problematic 
when including multiple organs with very different sizes, when the bigger organs (e.g., 
the liver in the case of the abdomen) drive the registration, which results in misaligning 
the smaller organs (e.g., the gallbladder). Other models adopted a most robust 
alternative approach using multi-resolution non-rigid registration (Chen et al., 2017a), 
registering each organ individually (Park et al., 2003), or performing efficient feature-
based registration (Fejne et al., 2017). Despite this improvement, the direct integration 
of probabilistic atlases into a multi-organ segmentation framework (e.g., in combination 
with a maximum a posteriori approach (Liu et al., 2010; Okada et al., 2013; Park et al., 
2003; Shimizu et al., 2007)) is still challenging due to the large variation in shape and 
inter-organ relations. In one approach, a spatially-divided atlas was proposed to deal 
with the large variability in local areas (Chu et al., 2013). In practice, probabilistic 
atlases are typically combined with additional contextual information, such as 
topological and shape priors (Bazin and Pham, 2008; Cocosco et al., 2003; Linguraru 
et al., 2010; Okada et al., 2012, 2008b; Pohl et al., 2006; Wang et al., 2012; Zhou and 
Bai, 2007), or combined with Bayesian Models (Gubern-Mérida et al., 2011; Park et 
al., 2003), or MRF (Fischl et al., 2002; Han and Fischl, 2007; Park et al., 2010; Van 
Leemput et al., 1999) in order to refine the boundaries between organs.  
Multi-atlas based analysis (Rohlfing et al., 2003a, 2003b) is a special category of 
probabilistic atlases where each atlas in the training set is available and potentially used 
for analyzing the new image. In general, multi-atlases performed better than single-
atlases for multi-organ segmentation (Fejne et al., 2017; Iglesias and Sabuncu, 2015). 
The possibility to optimize the selection of exemplars for each target image (Aljabar et 
al., 2009; Wolz et al., 2013; Xu et al., 2015), and the use of more sophisticated label 
fusion techniques, (including majority (Heckemann et al., 2006; Klein et al., 2005),  
weighted voting (Isgum et al., 2009; H. Wang et al., 2013), hierarchical modeling (Wolz 
et al., 2013), or probabilistic reasoning (Warfield et al., 2004)), allowed to create 
accurate patient-specific models that reduced the uncertainty in the inter-organ regions. 
The reader is referred to (Iglesias and Sabuncu, 2015; Sanroma et al., 2016) for a 
comprehensive survey of multi-atlas segmentation strategies and their applications. 
3.6 Machine Learning-Based Models 
Machine learning techniques have always played an important role in the medical 
imaging field (Wang and Summers, 2012; Wernick et al., 2010). However, it is recently 
that these techniques have raised an even higher interest in the research community, 
benefiting from the increase in computing processing power, and from the availability 
of large databases. For multi-organ analysis, machines can directly learn the global 
image context and inter-organ relations from examples, instead of explicitly modeling 
the dependency between structures based on algorithms.  
Early machine learning works used a series of multiple organ-specific classifiers 
(Sofka et al., 2010; Zhan et al., 2008). Typically, the performance of these simple 
approaches was directly related to the number of organs in the study, and it was 
conditioned by the predefined sequence or hierarchical inter-organ relation, as 
discussed in Section 3.4.1. The succession of different classifiers at multiple locations 
and scales is slow, and does not scale up well as the number of organs increases. 
Alternatively, common classifiers that encourage feature sharing across classes (i.e., 
organs) provide a more efficient approach. Moreover, as the shapes of adjacent organs 
are often correlated, the appearance of neighboring image regions provides a valuable 
source of information in a multi-organ analysis scenario.  
We organized the section into three main components of machine learning 
approaches: single-classifier, multi-classifier, and deep learning methods. 
3.6.1 Single-Classifier Models 
A single-classifier strategy provides good generalization, is computationally fast, 
and also learns relevant inter-class relations (Torralba et al., 2007). In this line of work, 
Criminisi et al. (Criminisi et al., 2009) presented a single random forest (RF)-based 
regressor for the simultaneous detection of multiple anatomical structures in the 
abdomen and thorax. Although only the organ centers were computed, the model was 
later refined in (Criminisi et al., 2013) to estimate the bounding box containing each 
organ. In these works, the authors introduced the use of context-rich visual features as 
an efficient strategy to capture inter and intra-organ spatial information. These long-
range spatial features (i.e., pairwise comparison of mean intensities over displaced, 
asymmetric cuboidal regions of the volume) quickly became a popular set of hand-
crafted features exploited by many machine learning-based multi-organ analysis 
methods (Fischer et al., 2014; Gauriau et al., 2015; Glocker et al., 2012). 
The initial framework proposed by Criminisi et al. (Criminisi et al., 2009) was later 
advanced by other authors to include new descriptive features (Keraudren et al., 2015; 
Montillo et al., 2011; Pauly et al., 2011), additional shape constraints (Glocker et al., 
2012), or different variations of the decision trees (Heinrich and Blendowski, 2016). 
Montillo et al. (Montillo et al., 2011) used of entangled trees that combine the long-
range features with information of the confident voxel labels at early stages of the 
classification trees. Inspired by the auto-context architecture (Tu and Bai, 2010), these 
new features provided rich semantic context for the simultaneous location of multiple 
organs in abdominal CT using a single classifier. In (Glocker et al., 2012), Glocker et 
al. explored the use of a combined classification-regression forest for the segmentation 
of a set of abdominal and pelvic structures. Using distance maps as implicit shape 
representation, they incorporated additional structural information about the spatial 
arrangement of the organs and their shape, associating each image voxel to both its 
class label, and its distance to each organ boundaries. They also proposed a new 
definition of joint entropy to increase class and spatial consistency.  
The feature space was also expanded by Pauly et al. (Pauly et al., 2011) who used 
regression forests to localize organs in multi-channel MR Dixon sequences of the whole 
body. They used 3D local binary patterns to capture multi-scale texture information, 
which provide relative intensity values and suffer field inhomogeneities. The use of 
binary descriptors was also explored by Heinrich and Blendowski (Heinrich and 
Blendowski, 2016). In this work, the authors also introduced a new RF-like classifier 
specifically optimized for high-dimensional feature spaces, named vantage point forest. 
Finally, Keraudren et al. (Keraudren et al., 2015) proposed a RF-based framework for 
the automatic location of multiple fetal organs using steerable features. These features 
were defined in a local coordinate system specific to the anatomy of the fetus to cope 
with its unknown orientation. 
3.6.2 Multi-Classifier Models 
The concatenation of multiple classifiers has also been an efficient strategy for the 
characterization and integration of contextual and high-level information into machine 
learning-based approaches (Gao et al., 2016; Iglesias et al., 2011; Seifert et al., 2009; 
Selver, 2014; Tu and Bai, 2010). In (Seifert et al., 2009), Seifert et al. proposed one of 
the first frameworks in which the organs were detected and segmented with a sequence 
of learned classifiers using marginal space learning. Starting with a simple classifier 
with only a few parameters (e.g., only position, not including orientation and scale), the 
complexity of the predictions increased as moving forward in the sequence of 
classifiers. They used previous predictions to obtain more refined and accurate results 
(e.g., full segmentation of the target organs) throughout the body. Similarly, the auto-
context architecture for brain segmentation proposed by Tu and Bai (Tu and Bai, 2010) 
is a determinist procedure for the computation of the marginal distribution, in which 
the predictions of the first classifier were used as input predictive features for the next 
one. This approach integrated rich image appearance models, extracted from local 
image patches, with the anatomical context information from a series of classifiers. The 
auto-context configuration was also explored by Gao et al. (Gao et al., 2016) as a 
strategy to incorporate structural priors into a multi-organ deformable model of the 
pelvic region.  
In (Gauriau et al., 2015), Gauriau et al. presented an alternative strategy based on the 
concatenation of different classifiers. In the proposed framework, a first RF-based 
classifier encoded global inter-organ relations, learning simultaneously the location of 
all the organs. Each organ was later refined combining organ-specific classifiers 
together with shape priors. Despite the additional computational cost associated with 
the training of multiple classifiers, the high computing capabilities available nowadays, 
together with the new and more sophisticated training strategies (Iglesias et al., 2011), 
make possible the use of complex and sophisticated configurations while keeping a 
reasonable training time. 
3.6.3 Deep Learning Models 
The development of efficient training techniques, along with increased 
computational power and the availability of large training data, have been particularly 
relevant in the adoption of deep learning (DL) approaches at the core of the machine 
learning research community in the last years. Naturally, the medical image analysis 
community has fast adopted the significant advances in this area (He et al., 2016; 
Krizhevsky et al., 2012; Simonyan and Zisserman, 2014; Szegedy et al., 2015), (Litjens 
et al., 2017), including the analysis of multiple organs.  
The main limitations of traditional machine learning-based strategies are the 
dependency on handcrafted features, and the ability of these features to model complex 
inter- and intra-organ relations (e.g., the long-range spatial features). DL models are 
based on deep architectures composed by many layers that learn automatically features 
that optimally represent the data for the problem at hand, including complex multi-
organ interactions. However, the big amount of manually annotated data required to 
train these models can still be an important limitation in the medical imaging field (see 
Section 4.2).  
Shin et al. (Shin et al., 2013) proposed one of the first DL-based approaches for the 
detection of multiple organs in 3D dynamic MRI of the abdomen. The authors used a 
stacked sparse auto-encoder architecture to learn unsupervised temporal and spatial 
features from 2D image patches. These features were later used as input of the final 
classification network in order to generate probabilistic maps for each organ. Roth et 
al. (Roth et al., 2015) were among the first to explore the use of deep convolutional 
neural networks (CNN) for the recognition of different anatomical regions from 2D CT 
slices. Dividing the body into five big anatomical sections (neck, lung, liver, pelvis and 
legs), the proposed model assigned a region label to each image slice. However, due to 
its slice-by-slice nature, the model did not embed a comprehensive multi-organ 
anatomical knowledge effective to detect more detailed anatomical structures. Later, 
Yan et al. (Yan et al., 2016) used a multi-stage CNN-based framework to identify 
twelve body regions. Similarly to the work in (Shin et al., 2013), a first stage identified 
the most discriminative and informative patches then used by a second classifier for 
image classification.  
Unlike the previous works only focused on the identification of body regions, 
Shakari et al. (Shakeri et al., 2016) proposed a 2D-CNN scheme for the segmentation 
of subcortical brain structures. To impose volumetric homogeneity on the initial slice-
based segmentations, they constructed a 3D conditional random field on top of the 
CNN, using the output of the first network as unary potentials of a multi-label energy 
minimization problem. Also on the brain, the method presented by Moeskops et al. 
(Moeskops et al., 2016) for multi-region brain segmentation proposed the combination 
of multiple 2D patches at multiple resolutions as a method to obtain accurate 
segmentation details as well as spatial consistency: multi-organ spatial information was 
provided by patches at larger scales, while small scales provided detailed local 
information. 
To alleviate the inherent limitations of 2D-based approaches (e.g., missing 
anatomical context in the direction orthogonal to the image plane), de Brebisson and 
Montana (de Brébisson and Montana, 2015) presented a hybrid framework that 
combined small 3D patches with larger 2.5D patches that provided a broader anatomical 
context. In particular, the 2.5D patches consisted of a stack of three 2D patches 
extracted from the three orthogonal planes of brain MRI volume. Similarly, the method 
presented by de Vos et al. (de Vos et al., 2017) approached the 3D localization problem 
as a 2D detection task, combining the output for all axial, coronal and sagittal slices to 
generate 3D bounding boxes for different thoracic and abdominal organs. Also in the 
abdomen, Wang et al. (Wang et al., 2018), and Zhou et al. (Zhou et al., 2017) proposed 
similar segmentation frameworks processing 2D slices of each view independently, 
using structural similarity (Wang et al., 2018), or simple majority voting (Zhou et al., 
2017), to fuse the segmentation obtained from each orthogonal axis.   
Purely 3D DL architectures have been introduced in recent years (Çiçek et al., 2016). 
The natural advantage of considering 3D information in a multi-organ segmentation 
problem was extensively validated by Milletari et al. (Milletari et al., 2017) who 
analyzed the impact of the amount of training data and data dimensionality (i.e., 2D, 
2.5D, and 3D) for different network architectures. Dolz et al. (Dolz et al., 2018) 
proposed the use of a genuine 3D fully convolutional architecture for the segmentation 
of multiple subcortical structures of the brain. To address the computational limitations 
of a purely 3D approach, the authors used smaller convolutional kernels and deeper 
architectures (a strategy that has proven effective in the literature (He et al., 2016; 
Simonyan and Zisserman, 2014; Szegedy et al., 2015)). Similarly to the popular U-net 
architecture (Çiçek et al., 2016; Ronneberger et al., 2015; Roth et al., 2018a), Dolz et 
al. connected the intermediate layers’ output with the final prediction layers to combine 
local inter-organ information with global multi-organ context into the final 
segmentation results. The extensive validation of the method demonstrated the great 
potential of DL-based models to perform complex tasks very fast. The use of 3D fully 
CNN was also explored by Gibson et al. (Gibson et al., 2018) and Roth et al. (Roth et 
al., 2018b, 2017) for the detection and segmentation of abdominal organs in CT images. 
In (Gibson et al., 2018), the authors combined a dense fully convolutional V-Network 
with spatial priors. On the other hand, Roth et al. (Roth et al., 2018b, 2017) presented 
a coarse-to-fine strategy in two-stages: a first network was trained to provide a rough 
delineation of each organ, learning global anatomical information and inter-organ 
relations; using these results as input, a second network focused on local anatomical 
details, providing a more detailed segmentation of each organ. 
The concatenation of multiple networks was also explored by Wachinger et al. 
(Wachinger et al., 2018) to mitigate the class imbalance problem, though only the 
foreground and background were identified by the first network. In the second network, 
they used a 3D patch-based approach, including the coordinates of the central voxel to 
mitigate the lack of spatial context when working with patches. Similarly to the 
framework presented in (Shakeri et al., 2016), the final segmentation was generated by 
a 3D fully connected conditional random field, which ensured label agreement between 
voxels and imposed spatial and volumetric consistency to the organs. Finally, Hu et al. 
(Hu et al., 2017) also refined the initial segmentation provided by a fully 3D CNN by 
using the resulting probabilistic maps as initialization for a subsequent fine 
segmentation based on level sets. The authors used the multi-organ prediction maps 
generated by the first CNN as additional spatial constraints, together with the traditional 
intensity-based models and disjoint regions constraints. A two stage cascaded 
architecture was also used by Chen et al. (Chen et al., 2017b) for the segmentation of 
four abdominal organs (liver, spleen left and right kidney) in dual energy CT images. 
In particular, the authors concatenated two U-net-like fully convolutional networks, 
using the region of interest generated by the first one to reduce the search space for the 
second stage. Finally, a similar approach was recently proposed by Valindria et al. 
(Valindria et al., 2018), combining a two-stage convolutional network with spatial atlas 
priors in order to improve the segmentation accuracy of small organs in whole-body 
MRI scans. These patient-specific anatomical priors have proven particularly useful to 
deal with the large variability of abdominal organs.  
 
One of the most promising trends in the application of DL-based methods to the 
analysis of multiple anatomical organs is the synergy between the high predictive power 
of these deep networks and the anatomical constraints provided by single- or multi-
organ shape models. In this line, recent works (Mansoor et al., 2017; Milletari et al., 
2017; Oktay et al., 2017) presented interesting alternatives to the most common state-
of-the-art methods that operate as simple voxel-based classifiers. Recently, Mansoor et 
al. (Mansoor et al., 2018, 2017) proposed a marginal shape DL model for the 
segmentation of thoracic radiographs, encoding a multi-organ statistical models as an 
image-based classification problem. On the other hand, Milletari et al. (Milletari et al., 
2017) presented a combination of CNN-based classifier with a Hough voting strategy 
that encodes shape constraints in the segmentation of deep brain regions. As 
demonstrated by these works, the integration of shape priors into DL-based 
architectures provides smooth and anatomically consistent results, even under the 
constraints of limited training data and computational resources. 
3.7 Graph-Based Models 
The graph-based representation of models is intuitive and compact, and has the 
ability to model complex probabilistic systems. Graph-based models were at the 
foundation of some of the most popular segmentation techniques (Paragios et al., 2016), 
including probabilistic MRF (Kato and Pong, 2006) and Bayesian networks (Zhang and 
Ji, 2010)), and deterministic graphical models (e.g., graph cuts (Boykov and Funka-
Lea, 2006)). Naturally, these techniques were first used for single-organ analysis and 
were later extended to more general multi-label applications (Wang et al., 2009). 
Graph-based segmentation models map the entire image on a graph where the nodes 
correspond to low-level structural elements (e.g., pixels or super-pixels), and the 
neighborhood is expressed by edges connecting the nodes. This bottom-up structuring 
of the information represents a significant difference from the graph-based 
representation used by the sequential models discussed in Section 3.4.1 to establish the 
order in which each organ is processed. For example, in these graph-based models, the 
segmentation task is considered as an energy function minimization problem in which 
all the organs are simultaneously segmented via efficient optimization algorithms (e.g., 
graph-cut). 
The segmentation of multiple organs using standard graph-based approaches has 
been successfully explored for the abdominal and thoracic region (Bajger et al., 2013; 
Dong et al., 2016; Linguraru and Summers, 2014). However, the bottom-up approach 
used in these models presents an important limitation: the need for additional 
constraints to ensure the anatomical consistency of the results in a complex multi-organ 
scenario. An effective strategy to bring high-level information into graph-based models 
has been the incorporation of probabilistic atlases (Freedman and Zhang, 2005; 
Linguraru et al., 2012; Park et al., 2010; Song et al., 2006). Bhole et al. (Bhole et al., 
2014) used Gaussian mixture models (GMMs) to encode high level semantic 
information into different graph-based models, including MRFs, Conditional random 
fields (CRFs) and kernel CRFs.. In (Linguraru et al., 2012), Linguraru et al. used 
abdominal probabilistic atlases and Parzen shape windows (Parzen, 1962) to encode, 
respectively, spatial and shape constraints directly into the 4D graph-cut-based 
segmentation framework, as new terms of the energy function. Alternatively to 
probabilistic atlases, Bagci et al. (Bagci et al., 2012) used PCA-based shape atlases to 
initialize a multi-organ graph-cut segmentation by establishing relation functions of 
shape and intensity appearance patterns. Finally, Kéchichian et al. (Kechichian et al., 
2013; Kéchichian et al., 2014) proposed an interesting combination of graph-cut with 
higher-level (i.e., organ-based) graph models to impose inter-organ vicinity priors. 
These priors were defined as the shortest-path pairwise constraints on a graph model of 
inter-object adjacency relations to define the order of analysis, similarly to those used 
in sequential models (Section 3.4). 
3.8 Articulated Models 
In the majority of the works reviewed in the paper, the variations in the relative 
position between organs were modeled based on the inherent population variability. 
Such approaches may be appropriate for non-articulated structures, such as the 
abdomen or the brain, but less relevant for articulated musculoskeletal structures. The 
analysis of the relative position among elements in a sequence of multi-postural images, 
and/or their motion, may provide the most valuable clinical information for treatment 
and diagnosis (Delp et al., 1990; Kuo et al., 2009; Liu et al., 2008; Smoger et al., 2015).   
Articulated models focus on the characterization of the inter-object spatial 
arrangement of the musculoskeletal complex, where inter-object relative position are 
usually described as a collection of pairwise rigid transformations. These models can 
be grouped into two main categories: kinematically-constrained registration models, 
where patient-specific deformations are treated as a registration problem; and statistical 
articulated models, in which inter-organs relations are assimilated by the model as part 
of the inherent variability of the multi-organ complex. 
3.8.1 Kinematically-Constrained Registration Models 
While bones joints can be described using rigid transformations, the surrounding 
tissues deform in a more complex way, making image-based registration approaches 
challenging (du Bois d’Aische et al., 2007; Li et al., 2006). Early works on articulated 
models incorporated a segmentation stage of the bony structures of interest in all the 
images of a multi-postural sequence to help the convergence of the subsequent 
registration process (Kamojima and Miyata, 2004; Liu et al., 2008). Other authors used 
simplified geometrical representations of the articulated complex (Bois et al., 2005; 
Chen et al., 2010; Martin-Fernandez et al., 2009; Miyata et al., 2003). One of the first 
models (Bois et al., 2005) used a kinematic model of the vertebrae (Monheit and Badler, 
1991) represented as a set of simple geometrical structures connected by nodes;  
deformation constraints were explicitly imposed between pairs of elements. A similar 
simplified geometrical model was used by Miyata et al. (Miyata et al., 2003) to define 
centers and rotation axes of the joints of the hand, also inspiring Martin et al. (Martin-
Fernandez et al., 2009) to use a wire model of the inner bone skeleton of the hand in a 
poly-affine-based articulated registration framework. A more detailed model of the 
bones of the hand was presented by Chen et al. (Chen et al., 2010). They used a complex 
hierarchical structure of 20 segments, including the capitate bone of the wrist, 
metacarpals, and phalanges. The reference model also incorporated information of the 
finger joints (e.g., rotation ranges) to constrain the motion of the bones. Finally, Gill et 
al. (Gill et al., 2012) proposed a multi-modal ultrasound-CT registration method of the 
lumbar spine, which explicitly incorporated biomechanical constraints (Desroches et 
al., 2007; Panjabi et al., 1976) (i.e., relations between the displacement of the 
intervertebral structures, reaction forces, and moments) to guarantee plausible instances 
of the model from an anatomical and mechanical point of view. 
3.8.2 Statistical Articulated Models 
PDMs are the foundation of statistical articulated models. Despite their versatility 
and flexibility, linear PDMs have limitations to efficiently characterize the non-linearity 
of joint movements, such as rotational movements in the spine (Ali et al., 2012), hip 
(Yokota et al., 2009), or knee (Smoger et al., 2015). The use of non-linear models, such 
as polynomial regression PDM (Sozou et al., 1994), combined cartesian-polar PDM 
(Heap and Hogg, 1996), multi-layer perceptrons (Sozou et al., 1997), or kernel PCA 
(Twining and Taylor, 2001), allows for a more natural and accurate representation of 
rotations. These techniques have been commonly used in computer vision applications 
to represent human-body movements (Al-Shaher and Hancock, 2004; Bowden, 2000).  
To model articulations in multi-organ analysis, Kainmueller et al. (Kainmüeller et 
al., 2009a) and Balestra et al. (Balestra et al., 2014) proposed an extension of classic 
PCA-based shape model by incorporating a rotation matrix that explicitly described the 
relative transformation of the moving organs. Such representations used simplified 
anatomical models (e.g., approximating the hip joint by an ideal ball-and-socket joint 
(Kainmüeller et al., 2009a)) with a restricted range of movements. To overcome this 
limitation, other authors (Boisvert et al., 2008a, 2006) used frames (i.e., points 
associated with three orthogonal axes) and Riemannian geometry to model relative 
orientations and positions. For example, Boisvert et al. (Boisvert et al., 2006) proposed 
a hybrid model of the vertebral body that combined a global statistical model of the 
Riemannian manifold of inter-vertebrae rigid transformations with local vertebral shape 
models. A number of other works on the spine (Boisvert et al., 2008b; Harmouche et 
al., 2012; Klinder et al., 2008; Moura et al., 2011; Rasoulian et al., 2013), and the wrist 
(Anas et al., 2016; Chen et al., 2014), were also inspired by this hybrid model.  
As an alternative to Riemannian manifolds, Kadoury and Paratios (Kadoury and 
Paragios, 2009) proposed an articulate model using MRF graphs to characterize the 
relative intervertebral transformations. Finally, Constantinescu et al. (Constantinescu et 
al., 2016) combined statistical shape models with finite element analysis to artificially 
enlarge the number of samples needed to effectively characterize the complex 
movement of the knee. Similarly to Boisvert et al. (Boisvert et al., 2006), the multi-
pose shape model in (Constantinescu et al., 2016) was built by applying PCA on the 
manifold of the parameters of the rigid inter-organ transformations, a strategy that has 
been proven to be more effective than operating on explicit contours. 
4. Discussion 
Our review of computational anatomy techniques from medical images has shown 
that methodological strategies such as multi-level-based analysis, and sequential 
models, are particularly suitable for multi-organ modeling and analysis. However, 
recent advances in artificial intelligence have introduced efficient and flexible machine 
learning techniques applied to the analysis of multiple organs. Machine learning will 
continue to play a fundamental role in the development of future multi-organ analysis 
frameworks, likely in combination with other techniques, such as the aforementioned 
multi-level or sequential models. Another general observation worth highlighting is the 
prevalence of region-specific models, particularly the brain and the abdomen. In this 
section, we discuss the applications of multi-organ analysis techniques to anatomical 
regions, as well as the limitations and opportunities in the growing field of 
computational anatomy. 
4.1 Analysis by Anatomical Region 
Multi-organ analysis techniques have been applied to most anatomical regions of the 
human body, from the semantic segmentation of subcortical brain structures at the top 
(Cerrolaza et al., 2012) to motion analysis of the ankle complex at the bottom (Liu et 
al., 2008). Fig. 3 shows the distribution by anatomical region of the more than 300 
papers included in this survey. The figure also includes information about the 
techniques most commonly used for each region, as well as statistics on the number of 
structures. See Table I for a detailed list of the publications reviewed in this paper 
organized by anatomical region and analysis technique. 
Together with the heart, the brain and the abdomen are the regions that have 
traditionally been most studies by the medical image analysis community. A similar 
trend is observed in the context of multi-organ analysis, with the brain being the subject 
of study in 33% of the works reviewed here. The study of the human brain as a modular 
 
 
Fig. 3. Distribution by anatomical region of the papers included in this review. The figure also 
includes the average, median, and maximum number of structures analyzed in each 
anatomical area. On the right side, the figure also shows the most common analysis techniques 
for each anatomical region.  
structure ranged from the simpler gray/white matter division of the brain tissue 
(Merino-Caviedes et al., 2010; Song et al., 2006; Zeng et al., 1999) to the more detailed 
partition into dozens of structures (Batrancourt et al., 2006; Heckemann et al., 2006; 
Lancaster et al., 1997; Milletari et al., 2017). The increasing resolution of brain imaging 
technology offering detailed and accurate representation of this organ also encouraged 
the development of new computational approaches to characterize multiple neuro-
anatomical structures. These approaches have a wide-range of clinical applications, 
such as the characterization of the brain morphology associated with specific 
pathologies (e.g., Alzheimer’s disease, or autism (van Rooij et al., 2018)). For brain 
analysis, surface-based morphometric analysis (Wade et al., 2015) has been preferred 
over voxel-based methods for two main reasons: they provide accurate analysis of the 
multi-structural composition of the brain, and they infer anatomical meaning to the 
analysis. Most of the morphometric studies rely on registration techniques to warp the 
brain to a reference space and compare structural difference between patients. But as 
shown in Fig. 3, brain analysis has benefited from practically all multi-organ analysis 
techniques, from the more traditional approaches (e.g., global-, atlas-, and coupled 
deformable models-based techniques) to the more sophisticated and flexible multi-
resolution and sequential frameworks that include inter-region relations (Cerrolaza et 
al., 2016; Rao et al., 2008; Rousson and Xu, 2006) and multi-scale analysis (Cerrolaza 
et al., 2015).  
At the second place in order of popularity, and addressed by 24% of the papers 
reviewed, the analysis of the abdominal region remains one of the most challenging 
problems in the field of medical image analysis. Compared to the brain, the abdominal 
organs present a higher inter-subject variability, due to differences in age, gender, 
stature, or disease status, as well as more complex inter-organ relations. Additional 
challenges are induced by body pose, respiratory cycle, edema, or digestive status. As 
depicted in Fig. 3, atlas-based methods have been very popular in the study of the 
abdominal region. In particular, hierarchical probabilistic atlas (Chu et al., 2013; Okada 
et al., 2008b), or multi-atlas models with a hierarchical  voting scheme (Wolz et al., 
2013) generally performed better than intensity-based registration methods, which were 
more severely affected by the size and contrast difference between organs (e.g., liver 
vs. gallbladder). The use of sequential models has also proved to be particularly 
effective in the abdominal region. Such models allowed to implicitly incorporate the 
anatomical relations between organs, and thus improved the accuracy of the analysis of 
the most challenging and variable organs (e.g., the pancreas or gallbladder). The 
definition of constraints and contextual information provided by the more stable 
Table I. List of publications per anatomical region (rows), and per principal analysis technique. 
 
Brain 
GlM► Akhoundi-Asl and Soltanian-Zadeh, 2007; Bossa and Olmos, 2006; Bossa and Olmos, 2007; Bossa et al., 2011; 
Cootes et al., 1994; Duta and Sonka, 1998; Gorczowski et al., 2010; Poupon et al., 1998; Styner et al., 2006;  InM► 
Akhoundi-Asl and Soltanian-Zadeh, 2007; Asl and Soltanian-Zadeh, 2008; CoDeM► Bazin and Pham, 2006; Fan et al., 
2008a; Fan et al., 2008b; Gao et al., 2011; Gao et al., 2017; Han and Prince, 2003; Han et al., 2002; Ho and Shi, 2004; 
Holtzman-Gazit et al., 2003; Jeon et al., 2005; Kim et al., 2014; Litvin and Karl, 2005; MacDonald et al., 1994; Mangin et 
al., 1995; Merino-Caviedes et al., 2010; Pohl et al., 2007; Samson et al., 2000; Tsai et al., 2001; Uzunbas et al., 2010; Vese 
and Chan, 2002; Wang et al., 2013; Yan et al., 2009; Yang et al., 2004; Zeng et al., 1999; MuLeM► Cerrolaza et al., 2011; 
Cerrolaza et al., 2012; Cerrolaza et al., 2014; Cerrolaza et al., 2015; Cerrolaza et al., 2016; Joohwi Leea, Sun Hyung Kimb, 
2016; Shen et al., 2001; Zhang et al., 2011;  SeqM► Atif et al. 2007; Batrancourt et al., 2006; Bloch et al. 2003; Bloch et 
al., 2005; Cerrolaza et al., 2016; Colliot et al., 2006; Fouquier et al., 2007; Fouquier et al., 2008; Fouquier et al., 2012; 
Géraud et al., 1999; Holtzman-Gazit et al., 2003; Hudelot et al., 2008; Jeon et al., 2005; Puentes et al., 2008; Rao et al., 
2006; Rao et al., 2008; Rousson et al., 2006; Sofka et al., 2010; Udupa and Saha, 2003;  MaLrM► Dolz et al., 2018; Fischer 
et al., 2014; Milletari et al., 2017; Moeskops et al., 2016; Shakeri et al., 2016; Sofka et al., 2010; Tu and Bai, 2010; 
Wachinger et al., 2018; de Brébisson and Montana, 2015;  AtM► Aljabar et al., 2009; Bazin and Pham, 2008; Chiavaras et 
al., 2001; Cocosco et al., 2003; Collins et al., 1995; Dawant et al., 1999; Evans et al., 1991; Fischl et al., 2002; Gholipour 
et al., 2017; Géraud et al., 1999; Han and Fischl, 2007; Heckemann et al., 2006; Joohwi Leea, Sun Hyung Kimb, 2016; 
Klein et al., 2005; Lancaster et al., 1997; Mazziotta et al., 1995; Mazziotta et al., 2001; Pohl et al., 2006; Rohlfing et al., 
2003a; Rohlfing et al., 2003b; Rohlfing et al., 2004; Sandor and Leaby, 1997; Talairach and Tournoux, 1988; Thompson et 
al., 2000; Van Leemput et al., 1999; Wang et al., 2013; Warfield et al., 2004; van Buren and Maccubbin, 1962;  GrM► 
Kechichian et al., 2013; Song et al., 2006; 
Head & 
Neck 
CoDeM► Kainmueller et al., 2009;  MuLeM► Merck et al., 2008;  SeqM► Udupa et al., 2013; MaLrM► Pauly et al., 2011; AtM► 
Chen et al., 2017a; Chen et al., 2017a; Fritscher et al., 2014; Fritscher et al., 2014; Han et al., 2008; Han et al., 2008; 
Vertebral 
Body 
GlM► Smyth et al., 1997;  MuLeM► Bernard et al., 2001; Lecron et al., 2012a; Lecron et al., 2012b; Neubert et al., 2014;  SeqM► de 
Bruijne et al. 2007; ArtM► Ali et al., 2012; Bois et al., 2005; Boisvert et al., 2006; Boisvert et al., 2008a; Boisvert et al., 2008b; Desroches et 
al., 2007; Gill et al., 2012; Harmouche et al., 2012; Kadoury and Paragios, 2009; Klinder et al., 2008; Monheit and Badler, 1991; Moura et al., 2011; 
Panjabi et al., 1976; Rasoulian et al., 2013; du Bois d’Aische et al., 2007; 
Chest 
GlM►Mansoor et al., 2017; Mansoor et al., 2018; van Ginneken et al., 2006; CoDeM► Brock et al., 2005; MuLeM► Cerrolaza et al., 2011; 
SeqM► Camara et al., 2004; He et al., 2015; Kéchichian et al., 2014; Matsumoto and Udupa, 2013; Sun et al., 2016; Udupa 
et al., 2011; Udupa et al., 2013; Wang et al., 2014a; Wang et al., 2014b;  MaLrM► Criminisi et al., 2009; Iglesias et al., 2011; 
Keraudren et al., 2015; Mansoor et al., 2017; Mansoor et al., 2018; Montillo et al., 2011; Pauly et al., 2011; de Vos et al., 2017; AtM► Gubern-
Mérida et al., 2011; Schreibmann et al., 2014; GrM► Bajger et al., 2013; Kéchichian et al., 2014;   
Heart 
GlM► Cootes et al., 1994; Cootes et al., 1995; Frangi et al., 2002; Schwarz et al., 2010;  CoDeM► Arrieta et al. 2017; Gao et al., 2017; 
Kohlberger et al., 2007; Schwarz et al., 2010; Uzumbas et al., 2013;  MuLeM► Hui Sun et al., 2008;  SeqM►Sofka et al., 2010; MaLrM► 
Keraudren et al., 2015; Seifert et al., 2009; Sofka et al., 2010; AtM►Frangi et al., 2002; Isgum et al., 2009; 
Abdomen 
GlM► Bagci et al., 2012; Gollmer et al., 2012; InM►Bagci et al., 2012; Gollmer et al., 2012; Yao and Summers, 2009; CoDeM► 
Brock et al., 2005; Gao et al., 2011; Gao et al., 2017; Kohlberger et al., 2011; MuLeM►  Cerrolaza et al., 2015; Cerrolaza et al., 2016; 
Okada et al., 2008b; Valenzuela et al., 2015; Vera et al., 2012; SeqM► Camara et al., 2004; Cerrolaza et al., 2016; Fasquel 
et al., 2006; He et al., 2015; Huang et al., 2014; Kéchichian et al., 2014; Okada et al, 2013; Okada et al., 2012; Okada et al., 
2015; Shimizu et al., 2010; Udupa et al., 2013; Wang et al., 2014a; Wang et al., 2014b; Wang et al., 2015; MaLrM► Chen 
et al. 2017b; Criminisi et al., 2009; Criminisi et al., 2013; Fischer et al., 2014; Gauriau et al., 2015; Gibson et al., 2018; Glocker et al., 2012; Heinrich 
and Blendowski, 2016; Hu et al., 2017; Iglesias et al., 2011; Keraudren et al., 2015; Montillo et al., 2011; Pauly et al., 2011; Roth et al., 2017; Roth 
et al., 2018a; Roth et al., 2018b; Seifert et al., 2009; Selver, 2014; Shin et al., 2013; Wang et al., 2018; Zhou et al., 2017; de Vos et al., 2017; AtM► 
Chu et al., 2013; Linguraru et al., 2009; Linguraru et al., 2010; Liu et al., 2010; Oda et al., 2012; Okada et al, 2013; Okada et al., 2008b; Okada et 
al., 2012; Park et al., 2003; Park et al., 2010; Schreibmann et al., 2014; Shimizu et al., 2007; Shimizu et al., 2010; Suzuki et al., 2012a; Suzuki et al., 
2012b; Wolz et al., 2013; Xu et al., 2015; Zhou et al., 2007; GrM►  Bajger et al., 2013; Bhole et al., 2014; Dong et al., 2016; Kechichian et al., 
2013; Kéchichian et al., 2014; Linguraru and Summers, 2014; Linguraru et al., 2012; Oda et al., 2012;  
Hand 
CoDeM►Han and Prince, 2003; ArtM► Anas et al., 2016; Chen et al. ,2014; Chen et al., 2010; Kamojima and Miyata, 2004; Kuo et al., 2009; 
Martin-Fernandez et al., 2009; Miyata et al., 2003 
Pelvis 
GlM►Li et al., 2016;  CoDeM► Costa et al., 2007; Hensel et al., 2007; Ma et al., 2013; Rousson et al., 2005; Song et al., 2013; MuLeM► 
Chaney et al., 2013; Fletcher et al., 2002; Jeong et al., 2006; Lu et al., 2007; Merck et al., 2008; Pizer et al., 2005;   SeqM► Chandra et al., 
2016; Jeong et al., 2008; Ma et al., 2010; Pizer et al., 2005; MaLrM► Gao et al., 2016; Seifert et al., 2009; AtM► Akhondi-Asl et 
al., 2014; Weisenfeld and Warfield, 2011; 
Hip 
CoDeM► Kainmüeller et al., 2009b; MuLeM► Bukovec et al., 2011; Yokota et al., 2009;  SeqM► Yokota et al., 2013; MaLrM► 
Glocker et al., 2012; Montillo et al., 2011; ArtM► Balestra et al., 2014; Kainmüeller et al., 2009a; Yokota et al., 2009; 
Knee GlM►Fripp et al., 2007;  CoDeM►  Pang et al., 2015; Uzumbas et al., 2013; ArtM►Constantinescu et al., 2016; Smoger et al., 2015; 
Ankle GlM►  Bagci et al., 2012;  InM► Bagci et al., 2012; CoDeM► Li et al., 2006;  
Whole 
Body 
SeqM► Zhan et al., 2008; MaLrM► Roth et al., 2015; Valindria et al., 2018; Yan et al., 2016; AtM► Wang et al., 2012; ArtM► Al-Shaher 
and Hancock, 2004; Bowden, 2000; Li et al., 2006; 
 
GlM► Global Models; InM► Individual Models; CoDeM► Coupled Def. Models; MuLeM► Multi-Level Models; 
SeqM► Sequential Models; MaLrM► Machine Learning Models; AtM► Atlas Models; GrM► Sequential Models; 
ArM► Sequential Model 
  
 
surrounding organs (e.g., liver, spleen, and kidneys) has provide an evident benefit for 
the creation of computational anatomical models of the abdomen (Cerrolaza et al., 
2016; Huang et al., 2014; Okada et al., 2012; Wang and Smedby, 2014a). Most recently, 
DL-based techniques have shown promising results in the simultaneous location of 
multiple abdominal organs (Litjens et al., 2017; Roth et al., 2015; Shin et al., 2013). 
However, DL methods for multi-organ segmentation are still limited to 2D and patch-
based models by the large size of the abdominal scans (which increases the 
computational cost of native 3D and fully-connected architectures).  
The chest, the vertebral body, and the pelvic region have also been popular with 
multi-organ analysis techniques, appearing in 8%, 7%, and 7% of the papers, 
respectively. Similarly to the abdominal region, sequential (Sun et al., 2016; Udupa et 
al., 2011) and machine learning-based methods (Keraudren et al., 2015; Mansoor et al., 
2017) have been applied to the study of the chest, with many papers tackling the 
abdomen and thorax within the same framework (Camara et al., 2004; Criminisi et al., 
2009; de Vos et al., 2017; Iglesias et al., 2011; Montillo et al., 2011; Wang and Smedby, 
2014b). For the analysis of the vertebral body, its inherent multi-structural composition 
inspired the use multi-resolution models, with the vertebrae representing the elementary 
structural level (Lecron et al., 2012a, 2012b; Neubert et al., 2014; Pereañez et al., 2015), 
and articulated methods, with explicit modeling of pairwise inter-vertebrae deformation 
and mechanical properties (Desroches et al., 2007; Gill et al., 2012; Monheit and 
Badler, 1991; Panjabi et al., 1976).  
The analysis of the pelvic organs (7% of the papers) comprised the study of the 
bladder, rectum, and prostate in the case of the male pelvis, and vagina in the female 
case using a variety of techniques from the entire methodological spectrum. The other 
anatomical regions, outside of the brain, abdomen, chest, pelvis and vertebral body, 
have received comparatively marginal attention (e.g., only 4% of the papers analyzed 
the head and the neck, 3% the hand or the hip, and 2% and 1% the knee and the ankle, 
respectively). The approaches used to analyze these regions have also been less varied 
and region-specific (e.g., articulated models of the hand or ankle, and atlas-based 
models of the head and neck). 
Finally, as shown in Fig. 3 and Table I, only a few works (~3%) have addressed the 
analysis of the whole body, using sequential, atlas, machine learning, and articulated 
models. One of the main limitations in the construction of more holistic and global 
anatomical models is the lack of large data sets to characterize the complexity of the 
human anatomy. This and other limitations are discussed below. 
4.2 Limitations, Challenges and Future Trends 
The limited availability of annotated clinical data has been a recurrent problem in 
the medical imaging field. This limitation becomes particularly relevant when modeling 
multi-organ anatomical structures, where large datasets are needed to characterize not 
only the particular locality of each organ, but also the complex inter-organ relations. 
The need for large datasets is therefore vital for the development and validation of new 
multi-organ analysis approaches, and represents a major obstacle to realize the full 
potential of DL-based techniques. Although publicly available databases with manual 
annotations of multiple anatomical structures exist, the number of cases is usually 
limited to a few dozen to a couple of hundred volumes at best. Popular data repositories 
include the Internet Brain Segmentation Repository (IBSR, n.d.) and the Open Access 
Series of Imaging Studies (OASIS, n.d.) brain databases, which provide open access to 
detailed manually-guided expert volumetric segmentations of subcortical structures in 
MR brain data; the VISCERAL dataset (Jimenez-del-Toro et al., 2016) includes up to 
18 annotated anatomical structures from the chest, abdomen, and pelvis; or the 
Challenge on Spine Imaging 2014 (CSI’14) vertebra segmentation database (Yao et al., 
2016) with manual annotations of thoracic and lumbar vertebrae in CT volumes.  
Recent large initiatives, such as the NIH Cancer Imaging Archive (Clark et al., 2013) 
and the UK Biobank Imaging Study (Sudlow et al., 2015), provide open access to a 
comprehensive database with thousands of images, including CT, MRI, PET and more 
images of the heart, abdomen, brain and bones, among others. Annotations are not 
available on most of these images, but the combination of datasets includes a mix of 
healthy and pathological cases, which is critical to develop future computational 
anatomy methods and CAD systems that are robust to pathology and unusual anatomy 
(e.g., accurate abdominal segmentation of patients with pancreas, or liver cancer; or the 
analysis of inter-organ relations when one of the organs has been removed (Suzuki et 
al., 2012a, 2012b)).  
In this context, the development of new image-based diagnostic tools has been 
strongly influenced by machine learning techniques, and specially the new DL-based 
architectures. But these machine learning techniques have their own challenges (see 
Section 3.6.3). We have already mentioned the critical need for large datasets to train 
these heavily over-parameterized models. It is also important to consider that unlike the 
“black-box” nature of DL models, the integration of inter- and intra-organ statistical 
models in the form of shape constraints could provide anatomically meaningful 
architectures that guarantee the coherence of the results, while also reducing training 
data requirements (Mansoor et al., 2018, 2017; Milletari et al., 2017; Oktay et al., 2017). 
On the other hand, the high computational cost associated to these networks usually 
hampers the efficient use of the progressively higher-resolution new imaging 
modalities. As already mentioned in this review, strategies to reduce the complexity 
and cost have been adopted, using patch-based, or region-specific models. But the full 
potential of machine learning for computational anatomy will be unlocked with the 
creation of new efficient architectures that operate with large amounts of image-based 
information as well as anatomical and physiological context. These models will 
decisively contribute to solving major challenges in the medical image field: from the 
creation of accurate computer-aided diagnosis systems that integrate inter-organ-based 
features, to patient specific surgery planning (Morimoto et al., 2017). 
As mentioned in the previous section (Section 4.1), the development of 
comprehensive and global computational models of the human body is still one of the 
great challenges in computational anatomy. These models could benefit from the 
integration of multiple imaging modalities that allow to characterize inter-organ 
relations, as well as organ-specific mechanical properties (e.g., tissue properties, stress 
and strain) at different scales. On the other hand, another important limitation not yet 
addressed in multi-organ analysis is the inherent inter- and intra-organ variability with 
body development and age. The creation of more comprehensive and anatomically 
accurate multi-organ models able to effectively characterize the complexity of the 
human anatomy, its diversity, and change with age (even during the embryotic (de 
Bakker et al., 2016) and fetal stage (Gholipour et al., 2017)), represents one of the 
biggest challenges and opportunities for the future of computational anatomy and the 
next generation of CAD systems. 
5. Conclusions 
In this paper, we have presented the first detailed review of computational anatomy 
methods for image-based multi-organ analysis. The collection and dissemination of 
large medical image databases, together with the continuing progress of computing 
capabilities, have favored the development of complex and comprehensive anatomical 
models. As shown in this survey of over 300 publications, the automatic analysis of 
multi-organ anatomical complexes has been approached from different perspectives 
(e.g. detection, segmentation, diagnosis, inter-organ relations), using a variety of 
methodologies (e.g. anatomical atlases, shape models, graphs, machine learning), and 
has been applied to multiple anatomical regions (e.g. brain, abdomen, pelvis, chest). 
The categorization of approaches in this paper provides a reference guide to the current 
techniques available for the analysis of multiple anatomical structures. We have also 
indicated current challenges and future opportunities in multi-organ analysis, including 
the creation of holistic multi-scale multi-organ and whole body models. New efficient 
computational and machine learning models must embed the anatomical and 
physiological context inherent to the human body to provide the essential architectures 
of a computational anatomist. 
Acknowledgements 
This paper was supported in part by the Marie Skodoska-Curie Actions of the UE 
Framework Program for Research and Innovation, under REA grant agreement 706372.  
References 
Akhondi-Asl, A., Hoyte, L., Lockhart, M.E., Warfield, S.K., 2014. A Logarithmic 
Opinion Pool Based STAPLE Algorithm for the Fusion of Segmentations With 
Associated Reliability Weights. IEEE Trans. Med. Imaging 33, 1997–2009. 
https://doi.org/10.1109/TMI.2014.2329603 
Akhoundi-Asl, A., Soltanian-Zadeh, H., 2007. Nonparametric Entropy-based Coupled 
Multi-Shape Medical Image Segmentation, in: IEEE International Symposium on 
Biomedical Imaging: From Nano to Macro. pp. 1200–1203. 
https://doi.org/10.1109/ISBI.2007.357073 
Al-Shaher, A.A., Hancock, E.R., 2004. Modelling human shape with articulated shape 
mixtures. Struct. Syntactic, Stat. Pattern Recognit. 3138, 304–314. 
https://doi.org/10.1007/b98738 
Ali, A.H.A., Cowan, A., Gregory, J.S., Aspden, R.M., Meakin, J.R., 2012. The accuracy 
of active shape modelling and end-plate measurements for characterising the 
shape of the lumbar spine in the sagittal plane. Comput. Methods Biomech. 
Biomed. Engin. 15, 167–172. https://doi.org/10.1080/10255842.2010.518962 
Aljabar, P., Heckemann, R.A., Hammers, A., Hajnal, J. V., Rueckert, D., 2009. Multi-
atlas based segmentation of brain images: Atlas selection and its effect on 
accuracy. Neuroimage 46, 726–738. 
https://doi.org/10.1016/j.neuroimage.2009.02.018 
Anas, E.M.A., Rasoulian, A., Seitel, A., Darras, K., Wilson, D., St.John, P., Pichora, 
D., Mousavi, P., Rohling, R., Abolmaesumi, P., 2016. Automatic Segmentation 
of Wrist Bones in CT Using a Statistical Wrist Shape+Pose Model. IEEE Trans. 
Med. Imaging 35, 1789–1801. https://doi.org/10.1109/TMI.2016.2529500 
Arrieta, C., Uribe, S., Sing-Long, C., Hurtado, D., Andia, M., Irarrazaval, P., Tejos, C., 
2017. Simultaneous left and right ventricle segmentation using topology 
preserving level sets. Biomed. Signal Process. Control 33, 88–95. 
https://doi.org/https://doi.org/10.1016/j.bspc.2016.11.002 
Asl, A.A., Soltanian-Zadeh, H., 2008. Constrained optimization of nonparametric 
entropy-based segmentation of brain structures, in: IEEE International 
Symposium on Biomedical Imaging: From Nano to Macro. pp. 41–44. 
https://doi.org/10.1109/ISBI.2008.4540927 
Atif, J., Hudelot, C., Fouquier, G., Bloch, I., Angelini, E., 2007. From generic 
knowledge to specific reasoning for medical image interpretation using graph 
based representations, in: International Joint Conference on Artificial 
Intelligence. pp. 224–229. 
Bagci, U., Chen, X., Udupa, J.K., 2012. Hierarchical scale-based multiobject 
recognition of 3-D anatomical structures. IEEE Trans. Med. Imaging 31, 777–
789. https://doi.org/10.1109/TMI.2011.2180920 
Bajger, M., Lee, G., Caon, M., 2013. 3D segmentation for multi-organs in CT images. 
Electron. Lett. Comput. Vis. Image Anal. 12, 13–27. 
Balestra, S., Schumann, S., Heverhagen, J., Nolte, L., Zheng, G., 2014. Articulated 
statistical shape model-based 2D-3D reconstruction of a hip joint, in: 
International Conference on Information Processing in Computer-Assisted 
Interventions. pp. 128–137. https://doi.org/10.1007/978-3-319-07521-1_14 
Batrancourt, B., Atif, J., Nempont, O., Angelini, E., Bloch, I., 2006. Integrating 
Information from Pathological Brain MRI into an Anatomo-Functional Model, 
in: International Multi-Conference on Biomedical Engineering. pp. 236–241. 
Bazin, P.L., Pham, D.L., 2008. Homeomorphic brain image segmentation with 
topological and statistical atlases. Med. Image Anal. 12, 616–625. 
https://doi.org/10.1016/j.media.2008.06.008 
Bazin, P.L., Pham, D.L., 2006. TOADS: topology-preserving, anatomy-driven 
segmentation, in: 3rd IEEE International Symposium on Biomedical Imaging: 
Nano to Macro, 2006. pp. 327–330. https://doi.org/10.1109/ISBI.2006.1624919 
Bernard, R., Likar, B., Pernu, F., 2001. Segmenting Articulated Structures by 
Hierarchical Statistical Modeling of Shape, Appearance, and Topology, in: 
Niessen, W.J., Viergever, M.A. (Eds.), Medical Image Computing and 
Computer-Assisted Intervention. Springer Berlin Heidelberg, Berlin, Heidelberg, 
pp. 499–506. https://doi.org/10.1007/3-540-45468-3_60 
Bhole, C., Pal, C., Rim, D., Wismüller, A., 2014. 3D segmentation of abdominal CT 
imagery with graphical models, conditional random fields and learning. Mach. 
Vis. Appl. 25, 301–325. https://doi.org/10.1007/s00138-013-0497-x 
Bloch, I., Colliot, O., Camara, O., Géraud, T., 2005. Fusion of spatial relationships for 
guiding recognition, example of brain structure recognition in 3D MRI. Pattern 
Recognit. Lett. 26, 449–457. 
https://doi.org/http://dx.doi.org/10.1016/j.patrec.2004.08.009 
Bloch, I., Geraud, T., Maitre, H., 2003. Representation and fusion of heterogeneous 
fuzzy information in the 3D space for model-based structural recognition - 
Application to 3D brain imaging. Artif. Intell. 148, 141–175. 
https://doi.org/10.1016/S0004-3702(03)00018-3 
Blum, H., 1973. Biological shape and visual science. I. J. Theor. Biol. 38, 205–287. 
Bois, A., Craene, M. De, Macq, B., du Bois d’Aische, A., de Craene, M., Macq, B., 
Warfield, S.K., 2005. An improved articulated registration method for neck 
images, in: IEEE Annual International Conference of the Engineering in 
Medicine and Biology Society. pp. 7668–7671. 
https://doi.org/10.1109/IEMBS.2005.1616288 
Boisvert, J., Cheriet, F., Pennec, X., Labelle, H., 2008a. Principal Deformations Modes 
of Articulated Models for the Analysis of 3D Spine Deformities. Electron. Lett. 
Comput. Vis. Image Anal. 7, 13–31. 
Boisvert, J., Cheriet, F., Pennec, X., Labelle, H., Ayache, N., 2008b. Articulated spine 
models for 3-D reconstruction from partial radiographic data. IEEE Trans. 
Biomed. Eng. 55, 2565–2574. https://doi.org/10.1109/TBME.2008.2001125 
Boisvert, J., Pennec, X., Labelle, H., Cheriet, F., Ayache, N., 2006. Principal spine 
shape deformation modes using riemannian geometry and articulated models, in: 
International Conference on Articulated Motion and Deformable Objects. pp. 
346–355. https://doi.org/10.1007/11789239_36 
Bookstein, F.L., 1991. Morphometric Tools for Landmark Data: Geometry and 
Biology. Cambridge University Press. 
Bossa, M., Zacur, E., Olmos, S., 2011. Statistical analysis of relative pose information 
of subcortical nuclei: Application on ADNI data. Neuroimage 55, 999–1008. 
https://doi.org/10.1016/j.neuroimage.2010.12.078 
Bossa, M.N., Olmos, S., 2007. Multi-Object Statistical Pose + Shape Models, in: 
International Symposium on Biomedical Imaging: From Nano to Macro. pp. 
1204–1207. 
Bossa, M.N., Olmos, S., 2006. Statistical Model of Similarity Transformations: 
Building a Multi-Object Pose, in: 2006 Conference on Computer Vision and 
Pattern Recognition Workshop (CVPRW’06). p. 59. 
https://doi.org/10.1109/CVPRW.2006.198 
Bowden, R., 2000. Learning Statistical Models of Human Motion. Cvpr 2000. 
https://doi.org/10.1.1.30.9365 
Boykov, Y., Funka-Lea, G., 2006. Graph Cuts and Efficient N-D Image Segmentation. 
Int. J. Comput. Vis. 70, 109–131. https://doi.org/10.1007/s11263-006-7934-5 
Brechbühler, C., Gerig, G., Kübler, O., 1995. Parametrization of Closed Surfaces for 3-
D Shape Description. Comput. Vis. Image Underst. 61, 154–170. 
https://doi.org/http://dx.doi.org/10.1006/cviu.1995.1013 
Brock, K.K., Sharpe, M.B., Dawson, L.A., Kim, S.M., Jaffray, D.A., 2005. Accuracy 
of finite element model-based multi-organ deformable image registration. Med. 
Phys. 32, 1647–1659. https://doi.org/10.1118/1.1915012 
Brox, T., Weickert, J., 2004. Level Set Based Image Segmentation with Multiple 
Regions, in: Rasmussen, C.E., Bülthoff, H.H., Schölkopf, B., Giese, M.A. (Eds.), 
Joint Pattern Recognition Symposium. Springer Berlin Heidelberg, Berlin, 
Heidelberg, pp. 415–423. https://doi.org/10.1007/978-3-540-28649-3_51 
Bukovec, M., Likar, B., Pernuš, F., 2011. Segmentation of Anatomical Structures by 
Connected Statistical Models. Image Anal. Stereol. 30, 77–88. 
https://doi.org/10.5566/ias.v30.p77-88 
Camara, O., Colliot, O., Bloch, I., 2004. Computational modeling of thoracic and 
abdominal anatomy using spatial relationships for image segmentation. Real-
Time Imaging 10, 263–273. https://doi.org/10.1016/j.rti.2004.05.005 
Cates, J., Fletcher, P.T., Styner, M., Hazlett, H.C., Whitaker, R., 2008. Particle-Based 
Shape Analysis of Multi-Object Complexes, in: Med Image Comput Comput 
Assist Intervention. pp. 477–485. https://doi.org/10.1007/978-3-540-85988-8 
Cerrolaza, J.J., Herrezuelo, N.C., Villanueva, A., Cabeza, R., González Ballester, M.A., 
Linguraru, M.G., 2013. Multiresolution hierarchical shape models in 3D 
subcortical brain structures, in: International Conference on Medical Image 
Computing and Computer-Assisted Intervention. pp. 641–648. 
Cerrolaza, J.J., Reyes, M., Summers, R.M., González Ballester, M.Á., Linguraru, M.G., 
2015. Automatic multi-resolution shape modeling of multi-organ structures. 
Med. Image Anal. 25, 11–21. 
Cerrolaza, J.J., Summers, R.M., Linguraru, M.G., 2016. Soft Multi-organ Shape 
Models via Generalized PCA: A General Framework, in: Medical Image 
Computing and Computer-Assisted Intervention. Cham, pp. 219–228. 
https://doi.org/10.1007/978-3-319-46726-9_26 
Cerrolaza, J.J., Villanueva, A., Cabeza, R., 2012. Hierarchical Statistical Shape Models 
of Multiobject Anatomical Structures: Application to Brain MRI. IEEE Trans. 
Med. Imaging 31, 713–724. https://doi.org/10.1109/Tmi.2011.2175940 
Cerrolaza, J.J., Villanueva, A., Cabeza, R., 2011. Multi-shape-hierarchical active shape 
models, in: International Conference on Image Processing, Computer Vision, and 
Pattern Recognition. pp. 137–143. 
Cerrolaza, J.J., Villanueva, A., Reyes, M., Cabeza, R., González Ballester, M.A., 
Linguraru, M.G., 2014. Generalized multiresolution hierarchical shape models 
via automatic landmark clusterization, in: Medical Image Computing and 
Computer-Assisted Interventation. pp. 1–8. 
Chandra, S.S., Dowling, J.A., Greer, P.B., Martin, J., Wratten, C., Pichler, P., Fripp, J., 
Crozier, S., 2016. Fast automated segmentation of multiple objects via spatially 
weighted shape learning. Phys. Med. Biol. 61, 8070. 
Chaney, E., Pizer, S., Joshi, S., Broadhurst, R., Fletcher, T., Gash, G., Han, Q., Jeong, 
J., Lu, C., Merck, D., Stough, J., Tracton, G., 2013. Automatic Male Pelvis 
Segmentation from CT Images via Statistically Trained Multi- Object 
Deformable M-rep Model. J. Chem. Inf. Model. 53, 1689–1699. 
https://doi.org/10.1017/CBO9781107415324.004 
Chen, H.-C., Jou, I.-M., Wang, C.-K., Su, F.-C., Sun, Y.-N., 2010. Registration-based 
segmentation with articulated model from multipostural magnetic resonance 
images for hand bone motion animation. Med. Phys. 37, 2670–82. 
https://doi.org/10.1118/1.3395580 
Chen, S., Endres, J., Dorn, S., Maier, J., Lell, M., Kachelrieß, M., Maier, A., 2017a. A 
Feasibility Study of Automatic Multi-Organ Segmentation Using Probabilistic 
Atlas, in: Bildverarbeitung Für Die Medizin. pp. 218–223. 
Chen, S., Roth, H., Dorn, S., May, M., Cavallaro, A., Lell, M.M., Kachelrieß, M., Oda, 
H., Mori, K., Maier, A., 2017b. Towards Automatic Abdominal Multi-Organ 
Segmentation in Dual Energy CT using Cascaded 3D Fully Convolutional 
Network. arXiv:1710.05379. 
Chen, X., Graham, J., Hutchinson, C., Muir, L., 2014. Automatic generation of 
statistical pose and shape models for articulated joints. IEEE Trans. Med. 
Imaging 33, 372–383. https://doi.org/10.1109/TMI.2013.2285503 
Chiavaras, M.M., LeGoualher, G., Evans, A., Petrides, M., 2001. Three-dimensional 
probabilistic atlas of the human orbitofrontal sulci in standardized stereotaxic 
space. Neuroimage 13, 479–496. https://doi.org/10.1006/nimg.2000.0641 
Christensen, G.E., Joshi, S.C., Miller, M.I., 1997. Volumetric transformation of brain 
anatomy. IEEE Trans. Med. Imaging 16, 864–877. 
https://doi.org/10.1109/42.650882 
Chu, C., Oda, M., Kitasaka, T., Misawa, K., Fujiwara, M., Hayashi, Y., Nimura, Y., 
Rueckert, D., Mori, K., 2013. Multi-organ segmentation based on spatially-
divided probabilistic atlas from 3D abdominal CT images, in: International 
Conference on Medical Image Computing and Computer-Assisted Intervention. 
pp. 165–172. https://doi.org/10.1007/978-3-642-40763-5_21 
Çiçek, Ö., Abdulkadir, A., Lienkamp, S.S., Brox, T., Ronneberger, O., 2016. 3D U-
Net: Learning Dense Volumetric Segmentation from Sparse Annotation, in: 
International Conference on Medical Image Computing and Computer-Assisted 
Intervention. pp. 424–432. 
Clark, K., Vendt, B., Smith, K., Freymann, J., Kirby, J., Koppel, P., Moore, S., Phillips, 
S., Maffitt, D., Pringle, M., Tarbox, L., Prior, F., 2013. The Cancer Imaging 
Archive (TCIA): maintaining and operating a public information repository. J. 
Digit. Imaging 26, 1045–1057. https://doi.org/10.1007/s10278-013-9622-7 
Cocosco, C.A., Zijdenbos, A.P., Evans, A.C., 2003. A fully automatic and robust brain 
MRI tissue classification method. Med Image Anal 7, 513–527. 
https://doi.org/10.1016/S1361-8415(03)00037-9 
Collins, D.L., Holmes, C.J., Peters, T.M., Evans, A.C., 1995. Automatic 3-D model-
based neuroanatomical segmentation. Hum. Brain Mapp. 3, 190–208. 
https://doi.org/10.1002/hbm.460030304 
Colliot, O., Camara, O., Bloch, I., 2006. Integration of fuzzy spatial relations in 
deformable models-Application to brain MRI segmentation. Pattern Recognit. 
39, 1401–1414. https://doi.org/10.1016/j.patcog.2006.02.022 
Constantinescu, M.A.M., Lee, S.L., Navkar, N. V., Yu, W., Al-Rawas, S., Abinahed, 
J., Zheng, G., Keegan, J., Al-Ansari, A., Jomaah, N., Landreau, P., Yang, G.Z., 
2016. Constrained Statistical Modelling of Knee Flexion from Multi-Pose 
Magnetic Resonance Imaging. IEEE Trans. Med. Imaging 35, 1686–1695. 
https://doi.org/10.1109/TMI.2016.2524587 
Cootes, T.F., Hill, A., Taylor, C.J., Haslam, J., 1994. The use of active shape models 
for locating structures in medical images. Image Vis. Comput. 12, 355–365. 
https://doi.org/10.1007/BFb0013779 
Cootes, T.F., Taylor, C.J., Cooper, D.H., Graham, J., 1995. Active Shape Models - 
Their Training and Application. Comput. Vis. Image Underst. 61, 38–59. 
https://doi.org/10.1006/cviu.1995.1004 
Costa, M.J., Delingette, H., Novellas, S., Ayache, N., 2007. Automatic segmentation of 
bladder and prostate using coupled 3D deformable models., in: International 
Conference on Medical Image Computing and Computer-Assisted Intervention. 
pp. 252–260. https://doi.org/10.1007/978-3-540-75757-3_31 
Criminisi, A., Robertson, D., Konukoglu, E., Shotton, J., Pathak, S., White, S., Siddiqui, 
K., 2013. Regression forests for efficient anatomy detection and localization in 
computed tomography scans. Med. Image Anal. 17, 1293–1303. 
https://doi.org/https://doi.org/10.1016/j.media.2013.01.001 
Criminisi, A., Shotton, J., Bucciarelli, S., 2009. Decision Forests with Long-Range 
Spatial Context for Organ Localization in CT Volumes, in: MICCAI Workshop 
on Probabilistic Models for Medical Image Analysis (MICCAI-PMMIA). 
Csernansky, J.G., Joshi, S., Wang, L., Haller, J.W., Gado, M., Miller, J.P., Grenander, 
U., Miller, M.I., 1998. Hippocampal morphometry in schizophrenia by high 
dimensional brain mapping. Proc. Natl. Acad. Sci. U. S. A. 95, 11406–11411. 
Davatzikos, C., Tao, X., Shen, D., 2003. Hierarchical active shape models, using the 
wavelet transform. IEEE Trans. Med. Imaging 22, 414–423. 
https://doi.org/10.1109/TMI.2003.809688 
Dawant, B.M., Hartmann, S.L., Thirion, J.-P., Maes, F., Vandermeulen, D., Demaerel, 
P., 1999. Automatic 3-D segmentation of internal structures of the head in MR 
images using a combination of similarity and free-form transformations. I. 
Methodology and validation on normal subjects. IEEE Trans. Med. Imaging 18, 
909–916. https://doi.org/10.1109/42.811271 
de Bakker, B.S., de Jong, K.H., Hagoort, J., de Bree, K., Besselink, C.T., de Kanter, 
F.E.C., Veldhuis, T., Bais, B., Schildmeijer, R., Ruijter, J.M., Oostra, R.-J., 
Christoffels, V.M., Moorman, A.F.M., 2016. An interactive three-dimensional 
digital atlas and quantitative database of human development. Science (80-. ). 
354. 
de Brébisson, A., Montana, G., 2015. Deep Neural Networks for Anatomical Brain 
Segmentation. arXiv:1502.02445v2. 
de Bruijne, M., Lund, M.T., Tankó, L.B., Pettersen, P.C., Nielsen, M., 2007. 
Quantitative vertebral morphometry using neighbor-conditional shape models. 
Med. Image Anal. 11, 503–512. 
https://doi.org/https://doi.org/10.1016/j.media.2007.07.004 
de Vos, B., Wolterink, J., de Jong, P., Leiner, T., Viergever, M., Isgum, I., 2017. 
ConvNet-Based Localization of Anatomical Structures in 3D Medical Images. 
IEEE Trans. Med. Imaging 36, 1470–1481. 
https://doi.org/10.1109/TMI.2017.2673121 
Delp, S.L.L., Loan, J.P.P., Hoy, M.G.G., Zajac, F.E., Topp, E.L., Rosen, J.M., 1990. 
An interactive graphics-based model of the lower extremity to study orthopedic 
surgical procedures. IEEE Trans. Biomed. Eng. 37, 757–767. 
https://doi.org/10.1109/10.102791 
Desroches, G., Aubin, C.-E., Sucato, D.J., Rivard, C.-H., 2007. Simulation of an 
anterior spine instrumentation in adolescent idiopathic scoliosis using a flexible 
multi-body model. Med. Biol. Eng. Comput. 45, 759–768. 
https://doi.org/10.1007/s11517-007-0214-x 
Dolz, J., Desrosiers, C., Ben Ayed, I., 2018. 3D fully convolutional networks for 
subcortical segmentation in MRI: A large-scale study. Neuroimage 170, 456–
470. https://doi.org/https://doi.org/10.1016/j.neuroimage.2017.04.039 
Dong, C., Chen, Y.-W., Lin, L., Hu, H., Jin, C., Yu, H., Han, X.H., Tateyama, T., 2016. 
Simultaneous segmentation of multiple organs using random walks. J. Inf. 
Process. 24, 320–329. https://doi.org/10.2197/ipsjjip.24.320 
Dryden, I.L., Mardia, K. V, 1998. Statistical shape analysis, Wiley series in probability 
and statistics. John Wiley & Sons, Chichester. 
du Bois d’Aische, A., Craene, M. De, Geets, X., Grégoire, V., Macq, B., Warfield, S.K., 
2007. Estimation of the deformations induced by articulated bodies: Registration 
of the spinal column. Biomed. Signal Process. Control 2, 16–24. 
https://doi.org/https://doi.org/10.1016/j.bspc.2007.03.002 
Duta, N., Sonka, M., 1998. Segmentation and interpretation of MR brain images: an 
improved active shape model. IEEE Trans. Med. Imaging 17, 1049–1062. 
https://doi.org/10.1109/42.746716 
Erdt, M., Kirschner, M., Drechsler, K., Wesarg, S., Hammon, M., Cavallaro, A., 2011. 
Automatic pancreas segmentation in contrast enhanced CT data using learned 
spatial anatomy and texture descriptors, in: 2011 IEEE International Symposium 
on Biomedical Imaging: From Nano to Macro. pp. 2076–2082. 
https://doi.org/10.1109/ISBI.2011.5872821 
Evans, A.C., Dai, W., Collins, D.L., Neelin, P., Marrett, S., 1991. Warping of a 
computerized 3-D atlas to match brain image volumes for quantitative 
neuroanatomical and functional analysis, in: SPIE Medical Imaging. pp. 1411–
1445. 
Fan, X., Bazin, P.L., Bogovic, J., Bai, Y., Prince, J.L., 2008a. A multiple geometric 
deformable model framework for homeomorphic 3D medical image 
segmentation, in: IEEE Computer Society Conference on Computer Vision and 
Pattern Recognition Workshops. pp. 1–7. 
https://doi.org/10.1109/CVPRW.2008.4563013 
Fan, X., Bazin, P.L., Prince, J.L., 2008b. A multi-compartment segmentation 
framework with homeomorphic level sets, in: IEEE Conference on Computer 
Vision and Pattern Recognition. pp. 1–6. 
https://doi.org/10.1109/CVPR.2008.4587475 
Fang, H., Kim, S.H., Jang, J., 2011. A snake algorithm for automatically tracking 
multiple objects, in: IEEE International Conference on Image Processing. pp. 
469–472. https://doi.org/10.1109/ICIP.2011.6116553 
Fasquel, J.-B., Agnus, V., Moreau, J., Soler, L., Marescaux, J., 2006. An interactive 
medical image segmentation system based on the optimal management of regions 
of interest using topological medical knowledge. Comput. Methods Programs 
Biomed. 82, 216–30. https://doi.org/10.1016/j.cmpb.2006.04.004 
Fejne, F., Landgren, M., Alvén, J., Ulén, J., Fredriksson, J., Larsson, V., Enqvist, O., 
Kahl, F., 2017. Multiatlas Segmentation Using Robust Feature-Based 
Registration BT - Cloud-Based Benchmarking of Medical Image Analysis. 
Cham, pp. 203–218. https://doi.org/10.1007/978-3-319-49644-3_12 
Fischer, P., Daum, V., Hahn, D., Prümmer, M., Hornegger, J., 2014. Regression Forest-
Based Organ Detection in Normalized PET Images, in: Bildverarbeitung Für Die 
Medizin. Berlin, Heidelberg, pp. 384–389. https://doi.org/10.1007/978-3-642-
54111-7_70 
Fischl, B., Salat, D.H., Busa, E., Albert, M., Dieterich, M., Haselgrove, C., Van Der 
Kouwe, A., Killiany, R., Kennedy, D., Klaveness, S., Montillo, A., Makris, N., 
Rosen, B., Dale, A.M., 2002. Whole brain segmentation: Automated labeling of 
neuroanatomical structures in the human brain. Neuron 33, 341–355. 
https://doi.org/10.1016/S0896-6273(02)00569-X 
Fletcher, P.T., Lu, C., Pizer, S.M., Joshi, S., 2004. Principal geodesic analysis for the 
study of nonlinear statistics of shape. IEEE Trans. Med. Imaging 23, 995–1005. 
https://doi.org/10.1109/TMI.2004.831793 
Fletcher, P.T., Pizer, S.M., Gash, A.G., Joshi, S., 2002. Deformable m-rep segmentation 
of object complexes. Int. Symp. Biomed. Imaging 26–29. 
https://doi.org/10.1109/ISBI.2002.1029184 
Fouquier, G., Atif, J., Bloch, I., 2012. Sequential model-based segmentation and 
recognition of image structures driven by visual features and spatial relations. 
Comput. Vis. Image Underst. 116, 146–165. 
https://doi.org/https://doi.org/10.1016/j.cviu.2011.09.004 
Fouquier, G., Atif, J., Bloch, I., 2008. Incorporating a pre-attention mechanism in fuzzy 
attribute graphs for sequential image segmentation, in: International Conference 
on Information Processing and Management of Uncertainty. pp. 840–847. 
Fouquier, G., Atif, J., Bloch, I., 2007. Local reasoning in fuzzy attribute graphs for 
optimizing sequential segmentation, in: International Workshop on Graph-Based 
Representations in Pattern Recognition. pp. 138–147. 
Frangi, A.F., Rueckert, D., Schnabel, J.A., Niessen, W.J., 2002. Automatic construction 
of multiple-object three-dimensional statistical shape models: Application to 
cardiac modeling. IEEE Trans. Med. Imaging 21, 1151–1166. 
https://doi.org/10.1109/TMI.2002.804426 
Freedman, D., Zhang, T., 2005. Interactive graph cut based segmentation with shape 
priors, in: IEEE Computer Society Conference on Computer Vision and Pattern 
Recognition. pp. 755–762 vol. 1. https://doi.org/10.1109/CVPR.2005.191 
Fripp, J., Crozier, S., Warfield, S.K., Ourselin, S., 2007. Automatic segmentation of the 
bone and extraction of the bone-cartilage interface from magnetic resonance 
images of the knee. Phys. Med. Biol. 52, 1617–1631. 
https://doi.org/10.1088/0031-9155/52/6/005 
Fritscher, K.D., Peroni, M., Zaffino, P., Spadea, M.F., Schubert, R., Sharp, G., 2014. 
Automatic segmentation of head and neck CT images for radiotherapy treatment 
planning using multiple atlases, statistical appearance models, and geodesic 
active contours. Med. Phys. 41, 51910. https://doi.org/10.1118/1.4871623 
Gao, Y., Kikinis, R., Bouix, S., Shenton, M., Tannenbaum, A., 2017. A 3D interactive 
multi-object segmentation tool using local robust statistics driven active contours. 
Med. Image Anal. 16, 1216–1227. https://doi.org/10.1016/j.media.2012.06.002 
Gao, Y., Shao, Y., Lian, J., Wang, A.Z., Chen, R.C., Shen, D., 2016. Accurate 
Segmentation of CT Male Pelvic Organs via Regression-Based Deformable 
Models and Multi-Task Random Forests. IEEE Trans. Med. Imaging 35, 1532–
1543. https://doi.org/10.1109/TMI.2016.2519264 
Gao, Y., Tannenbaum, A., Kikinis, R., 2011. Simultaneous multi-object segmentation 
using local robust statistics and contour interaction, in: International MICCAI 
Workshop on Medical Computer Vision. pp. 195–203. 
https://doi.org/10.1007/978-3-642-18421-5_19 
Gapp, K., 1994. Basic Meanings of Spatial Computation and Evaluation in 3D Space. 
Assoc. Adv. Artif. Intell. - Conf. Artif. Intell. Interact. Digit. Entertain. 1393–
1398. 
Gauriau, R., Cuingnet, R., Lesage, D., Bloch, I., 2015. Multi-organ localization with 
cascaded global-to-local regression and shape prior. Med. Image Anal. 23, 70–
83. https://doi.org/https://doi.org/10.1016/j.media.2015.04.007 
Géraud, T., Bloch, I., Maitre, H., 1999. Atlas-guided recognition of cerebral structures 
in MRI using fusion of fuzzy structural information, in: Proceeding of CIMAF 
Symposium on Artificial Intelligence. pp. 99–106. 
Gerig, G., Styner, M., Jones, D., Weinberger, D., Lieberman, J., 2001. Shape analysis 
of brain ventricles using SPHARM, in: IEEE Workshop on Mathematical 
Methods in Biomedical Image Analysis. pp. 171–178. 
https://doi.org/10.1109/MMBIA.2001.991731 
Gholipour, A., Rollins, C.K., Velasco-Annis, C., Ouaalam, A., Akhondi-Asl, A., 
Afacan, O., Ortinau, C.M., Clancy, S., Limperopoulos, C., Yang, E., Estroff, J.A., 
Warfield, S.K., 2017. A normative spatiotemporal MRI atlas of the fetal brain for 
automatic segmentation and analysis of early brain growth. Sci. Rep. 7, 476. 
https://doi.org/10.1038/s41598-017-00525-w 
Ghose, S., Oliver, A., Martí, R., Lladó, X., Vilanova, J.C., Freixenet, J., Mitra, J., 
Sidibé, D., Meriaudeau, F., 2012. A survey of prostate segmentation 
methodologies in ultrasound, magnetic resonance and computed tomography 
images. Comput. Methods Programs Biomed. 108, 262–287. 
https://doi.org/http://doi.org/10.1016/j.cmpb.2012.04.006 
Gibson, E., Giganti, F., Hu, Y., Bonmati, E., Bandula, S., Gurusamy, K., Davidson, B., 
Pereira, S.P., Clarkson, M.J., Barratt, D.C., 2018. Automatic Multi-organ 
Segmentation on Abdominal CT with Dense V-networks. IEEE Trans. Med. 
Imaging 1. https://doi.org/10.1109/TMI.2018.2806309 
Gill, S., Abolmaesumi, P., Fichtinger, G., Boisvert, J., Pichora, D., Borshneck, D., 
Mousavi, P., 2012. Biomechanically constrained groupwise ultrasound to CT 
registration of the lumbar spine. Med. Image Anal. 16, 662–674. 
https://doi.org/10.1016/j.media.2010.07.008 
Gilles, B., Magnenat-Thalmann, N., 2010. Musculoskeletal MRI segmentation using 
multi-resolution simplex meshes with medial representations. Med. Image Anal. 
14, 291–302. https://doi.org/10.1016/j.media.2010.01.006 
Glocker, B., Pauly, O., Konukoglu, E., Criminisi, A., 2012. Joint classification-
regression forests for spatially structured multi-object segmentation. Eur. Conf. 
Comput. Vis. 7575 LNCS, 870–881. https://doi.org/10.1007/978-3-642-33765-
9_62 
Gollmer, S.T., Simon, M., Bischof, A., Barkhausen, J., Buzug, T.M., 2012. Multi-object 
active shape model construction for abdomen segmentation: preliminary results., 
in: Conf Proc IEEE Eng Med Biol Soc. United States, pp. 3990–3993. 
https://doi.org/10.1109/EMBC.2012.6346841 
Gorczowski, K., Styner, M., Jeong, J.Y., Marron, J.S., Piven, J., Hazlett, H.C., Pizer, 
S.M., Gerig, G., 2010. Multi-Object Analysis of Volume, Pose, and Shape Using 
Statistical Discrimination. IEEE Trans. Pattern Anal. Mach. Intell. 32, 652–661. 
https://doi.org/10.1109/TPAMI.2009.92 
Gubern-Mérida, A., Kallenberg, M., Martí, R., Karssemeijer, N., 2011. Multi-class 
Probabilistic Atlas-Based Segmentation Method in Breast MRI BT - Pattern 
Recognition and Image Analysis. pp. 660–667. 
Hamacher, H.W., Küfer, K.-H., 2002. Inverse radiation therapy planning — a multiple 
objective optimization approach. Discret. Appl. Math. 118, 145–161. 
https://doi.org/https://doi.org/10.1016/S0166-218X(01)00261-X 
Hammon, M., Cavallaro, A., Erdt, M., Dankerl, P., Kirschner, M., Drechsler, K., 
Wesarg, S., Uder, M., Janka, R., 2013. Model-based pancreas segmentation in 
portal venous phase contrast-enhanced CT images. J. Digit. Imaging 26, 1082–
1090. https://doi.org/10.1007/s10278-013-9586-7 
Han, Q., Pizer, S.M., Merck, D., Joshi, S., Jeong, J., 2005. Multi-figure Anatomical 
Objects for Shape Statistics, in: Biennial International Conference on Information 
Processing in Medical Imaging. pp. 701–712. https://doi.org/10.1007/11505730 
Han, X., Fischl, B., 2007. Atlas renormalization for improved brain MR image 
segmentation across scanner platforms. IEEE Trans. Med. Imaging 26, 479–486. 
https://doi.org/10.1109/TMI.2007.893282 
Han, X., Hoogeman, M.S., Levendag, P.C., Hibbard, L.S., Teguh, D.N., Voet, P., 
Cowen, A.C., Wolf, T.K., 2008. Atlas-based auto-segmentation of head and neck 
CT images. Med. Image Comput. Comput. Assist. Interv. 11, 434–441. 
Han, X., Xu, C., Braga-Neto, U., Prince, J.L., 2002. Topology correction in brain cortex 
segmentation using a multiscale, graph-based algorithm. IEEE Trans. Med. 
Imaging 21, 109–121. https://doi.org/10.1109/42.993130 
Han, X., Xu, C., Prince, J.L., 2003. A topology preserving level set method for 
geometric deformable models. IEEE Trans. Pattern Anal. Mach. Intell. 25, 755–
768. https://doi.org/10.1109/TPAMI.2003.1201824 
Harmouche, R., Cheriet, F., Labelle, H., Dansereau, J., 2012. 3D registration of MR 
and X-ray spine images using an articulated model. Comput. Med. Imaging 
Graph. 36, 410–418. https://doi.org/10.1016/j.compmedimag.2012.03.003 
Hayes, A.R., Gayzik, F.S., Moreno, D.P., Martin, R.S., Stitzel, J.D., 2013. Comparison 
of organ location, morphology, and rib coverage of a midsized male in the supine 
and seated positions. Comput. Math. Methods Med. 2013, 419821. 
https://doi.org/10.1155/2013/419821 
He, B., Huang, C., Jia, F., 2015. Fully Automatic Multi-organ Segmentation based on 
Multi-boost Learning and Statistical Shape Model Search, in: VISCERAL 
Anatomy3 Organ Segmentation Challenge - IEEE International Symposium on 
Biomedical Imaging. p. 18. 
He, K., Zhang, X., Ren, S., Sun, J., 2016. Deep Residual Learning for Image 
Recognition, in: The IEEE Conference on Computer Vision and Pattern 
Recognition. pp. 770–778. 
Heap, T., Hogg, D., 1996. Extending the point distribution model using polar 
coordinates. Image Vis. Comput. 14, 589–599. https://doi.org/10.1016/0262-
8856(96)01094-3 
Heckemann, R.A., Hajnal, J. V., Aljabar, P., Rueckert, D., Hammers, A., 2006. 
Automatic anatomical brain MRI segmentation combining label propagation and 
decision fusion. Neuroimage 33, 115–126. 
https://doi.org/10.1016/j.neuroimage.2006.05.061 
Heimann, T., van Ginneken, B., Styner, M.A., Arzhaeva, Y., Aurich, V., Bauer, C., 
Beck, A., Becker, C., Beichel, R., Bekes, G., Bello, F., Binnig, G., Bischof, H., 
Bornik, A., Cashman, P.M.M., Chi, Y., Cordova, A., Dawant, B.M., Fidrich, M., 
Furst, J.D., Furukawa, D., Grenacher, L., Hornegger, J., KainmÜller, D., Kitney, 
R.I., Kobatake, H., Lamecker, H., Lange, T., Lee, J., Lennon, B., Li, R., Li, S., 
Meinzer, H.P., Nemeth, G., Raicu, D.S., Rau, A.M., van Rikxoort, E.M., 
Rousson, M., Rusko, L., Saddi, K.A., Schmidt, G., Seghers, D., Shimizu, A., 
Slagmolen, P., Sorantin, E., Soza, G., Susomboon, R., Waite, J.M., Wimmer, A., 
Wolf, I., 2009. Comparison and Evaluation of Methods for Liver Segmentation 
From CT Datasets. IEEE Trans. Med. Imaging 28, 1251–1265. 
https://doi.org/10.1109/TMI.2009.2013851 
Heinrich, M.P., Blendowski, M., 2016. Multi-organ Segmentation Using Vantage Point 
Forests and Binary Context Features, in: International Conference on Medical 
Image Computing and Computer-Assisted Intervention. Cham, pp. 598–606. 
https://doi.org/10.1007/978-3-319-46723-8_69 
Hensel, J.M., Menard, C., Chung, P.W.M., Milosevic, M.F., Kirilova, A., Moseley, 
J.L., Haider, M.A., Brock, K.K., 2007. Development of multiorgan finite 
element-based prostate deformation model enabling registration of endorectal 
coil magnetic resonance imaging for radiotherapy planning. Int. J. Radiat. Oncol. 
Biol. Phys. 68, 1522–1528. https://doi.org/10.1016/j.ijrobp.2007.04.004 
Ho, G.H.P., Shi, P., 2004. Domain partitioning level set surface for topology 
constrained multiobject segmentation, in: IEEE International Symposium on 
Biomedical Imaging: Nano to Macro. p. 1299–1302 Vol. 2. 
https://doi.org/10.1109/ISBI.2004.1398784 
Holtzman-Gazit, M., Goldsher, D., Kimmel, R., 2003. Hierarchical Segmentation of 
Thin Structures in Volumetric Medical Images, in: Medical Image Computing 
and Computer-Assisted Intervention. pp. 562–569. https://doi.org/10.1007/978-
3-540-39903-2_69 
Hontani, H., Tsunekawa, Y., Sawada, Y., 2013. Accurate and robust registration of 
nonrigid surface using hierarchical statistical shape model, in: IEEE Computer 
Society Conference on Computer Vision and Pattern Recognition. pp. 2977–
2984. https://doi.org/10.1109/CVPR.2013.383 
Hu, P., Wu, F., Peng, J., Bao, Y., Chen, F., Kong, D., 2017. Automatic abdominal multi-
organ segmentation using deep convolutional neural network and time-implicit 
level sets. Int. J. Comput. Assist. Radiol. Surg. 12, 399–411. 
https://doi.org/10.1007/s11548-016-1501-5 
Huang, Y.F., Xu, Z.Z., Yan, C.R., 2014. Automatic Gallbladder Location and 
Segmentation Based on Anatomical Knowledge, in: Mechatronics Engineering, 
Computing and Information Technology, Applied Mechanics and Materials. 
Trans Tech Publications, pp. 4697–4700. 
https://doi.org/10.4028/www.scientific.net/AMM.556-562.4697 
Hubel, D.H., 1988. Eye, brain, and vision. Scientific American Library, New York, NY, 
USA. 
Hudelot, C., Atif, J., Bloch, I., 2008. Fuzzy spatial relation ontology for image 
interpretation. Fuzzy Sets Syst. 159, 1929–1951. 
https://doi.org/10.1016/j.fss.2008.02.011 
Hui Sun, Avants, B.B., Frangi, A.F., Sukno, F., Gee, J.C., Yushkevich, P.A., 2008. 
Cardiac Medial Modeling and Time-Course Heart Wall Thickness Analysis 5241, 
35–42. https://doi.org/10.1007/978-3-540-85988-8 
IBSR, n.d. The Internet Brain Segmentation Repository [WWW Document]. URL 
https://www.nitrc.org/projects/ibsr 
Iglesias, J.E., Konukoglu, E., Montillo, A., Tu, Z., Criminisi, A., 2011. Combining 
generative and discriminative models for semantic segmentation of CT scans via 
active learning. Inf. Process. Med. Imaging 22, 25–36. 
Iglesias, J.E., Sabuncu, M.R., 2015. Multi-atlas segmentation of biomedical images: A 
survey. Med. Image Anal. 24, 205–219. 
https://doi.org/10.1016/j.media.2015.06.012 
Isgum, I., Staring, M., Rutten, A., Prokop, M., Viergever, M.A., van Ginneken, B., 
2009. Multi-Atlas-Based Segmentation With Local Decision Fusion - 
Application to Cardiac and Aortic Segmentation in CT Scans. IEEE Trans. Med. 
Imaging 28, 1000–1010. https://doi.org/10.1109/TMI.2008.2011480 
Jeon, M., Alexander, M., Pedrycz, W., Pizzi, N., 2005. Unsupervised hierarchical 
image segmentation with level set and additive operator splitting. Pattern 
Recognit. Lett. 26, 1461–1469. 
https://doi.org/https://doi.org/10.1016/j.patrec.2004.11.023 
Jeong, J., Pizer, S.M., Ray, S., 2006. Statistics on Anatomic Objects Reflecting Inter-
Object Relations, in: 1st MICCAI Workshop on Mathematical Foundations of 
Computational Anatomy: Geometrical, Statistical and Registration Methods for 
Modeling Biological Shape VariabilityMICCAI Workshop on Mathematical 
Foundations of Computational Anatomy: Geometrical, Statist. pp. 136–145. 
Jeong, J., Stough, J. V, Marron, J.S., Pizer, S.M., 2008. Conditional-Mean Initialization 
Using Neighboring Objects in Deformable Model Segmentation, in: Mecical 
Imaging: Image Processing. pp. 1–9. https://doi.org/10.1117/12.770712 
Jimenez-del-Toro, O., Müller, H., Krenn, M., Gruenberg, K., Taha, A.A., Winterstein, 
M., Eggel, I., Foncubierta-Rodríguez, A., Goksel, O., Jakab, A., Kontokotsios, 
G., Langs, G., Menze, B.H., Fernandez, T.S., Schaer, R., Walleyo, A., Weber, 
M.A., Cid, Y.D., Gass, T., Heinrich, M., Jia, F., Kahl, F., Kechichian, R., Mai, 
D., Spanier, A.B., Vincent, G., Wang, C., Wyeth, D., Hanbury, A., 2016. Cloud-
Based Evaluation of Anatomical Structure Segmentation and Landmark 
Detection Algorithms: VISCERAL Anatomy Benchmarks. IEEE Trans. Med. 
Imaging 35, 2459–2475. https://doi.org/10.1109/TMI.2016.2578680 
Joshi, S., Pizer, S., Fletcher, P.T., Thall,  a, Tracton, G., 2001. Multi-scale 3-D 
Deformable Model Segmentation Based on Medial Description. Lect. Notes 
Comput. Sci. 2082, 64–77. 
Jung, S., Marron, J.S., 2009. PCA Consistency in High Dimension, Low Sample Size 
Context. Ann. Stat. 37, 4104–4130. 
Kadoury, S., Paragios, N., 2009. 3D Registration of Articulated Spine Models Using 
Markov Random Fields. 
Kainmueller, D., Lamecker, H., Seim, H., Zachow, S., 2009. Multi-object segmentation 
of head bones. MIDAS J. - Head Neck Auto-Segmentation Chall. 
Kainmüeller, D., Lamecker, H., Zachow, S., Hege, H.C., 2009a. An articulated 
statistical shape model for accurate hip joint segmentation, in: EMBC. pp. 6345–
6351. https://doi.org/10.1109/IEMBS.2009.5333269 
Kainmüeller, D., Lamecker, H., Zachow, S., Heller, M., Hege, H.C., 2009b. Multi-
object Segmentation with Coupled Deformable Models, in: Annals of the British 
Machine Vision Association (BMVA). pp. 1–5. 
Kamojima, S., Miyata, N., 2004. Identification of position and orientation of hand 
bones from MR images by bone model registration, in: International Conference 
on Intelligent Robots and Systems (IROS). pp. 2021–2027. 
https://doi.org/10.1109/IROS.2004.1389695 
Karlsson, A., Rosander, J., Romu, T., Tallberg, J., Gronqvist, A., Borga, M., Dahlqvist 
Leinhard, O., 2015. Automatic and quantitative assessment of regional muscle 
volume by multi-atlas segmentation using whole-body water-fat MRI. J. Magn. 
Reson. Imaging 41, 1558–1569. https://doi.org/10.1002/jmri.24726 
Kass, M., Witkin, A., Terzopoulos, D., 1988. Snakes: Active contour models. Int. J. 
Comput. Vis. 1, 321–331. https://doi.org/10.1007/BF00133570 
Kato, Z., Pong, T.C., 2006. A Markov Random Field Image Segmentation Model for 
Color Textured Images. Image Vis. Comput. 24, 1103–1114. 
Kaus, M.R., Brock, K.K., Pekar, V., Dawson, L.A., Nichol, A.M., Jaffray, D.A., 2007. 
Assessment of a model-based deformable image registration approach for 
radiation  therapy planning. Int. J. Radiat. Oncol. Biol. Phys. 68, 572–580. 
https://doi.org/10.1016/j.ijrobp.2007.01.056 
Kechichian, R., Valette, S., Desvignes, M., Prost, R., 2013. Shortest-path constraints 
for 3D multiobject semiautomatic segmentation via clustering and graph cut. 
IEEE Trans. Image Process. 22, 4224–4236. 
https://doi.org/10.1109/TIP.2013.2271192 
Kéchichian, R., Valette, S., Sdika, M., Desvignes, M., 2014. Automatic 3D Multiorgan 
Segmentation via Clustering and Graph Cut Using Spatial Relations and 
Hierarchically-Registered Atlases, in: MICCAI - Medical Computer Vision: 
Algorithms for Big Data: International Workshop. pp. 201–209. 
https://doi.org/10.1007/978-3-319-13972-2_19 
Keraudren, K., Kainz, B., Oktay, O., Kyriakopoulou, V., Rutherford, M., Hajnal, J. V, 
Rueckert, D., 2015. Automated Localization of Fetal Organs in MRI Using 
Random Forests with Steerable Features, in: Medical Image Computing and 
Computer-Assisted Intervention. pp. 620–627. https://doi.org/10.1007/978-3-
319-24574-4_74 
Khotanlou, H., Colliot, O., Atif, J., Bloch, I., 2009. 3D brain tumor segmentation in 
MRI using fuzzy classification, symmetry analysis and spatially constrained 
deformable models. Fuzzy Sets Syst. 160, 1457–1473. 
https://doi.org/10.1016/j.fss.2008.11.016 
Kim, J., Lenglet, C., Duchin, Y., Sapiro, G., Harel, N., 2014. Semiautomatic 
Segmentation of Brain Subcortical Structures From High-Field MRI. IEEE J. 
Biomed. Heal. Informatics 18, 1678–1695. 
https://doi.org/10.1109/JBHI.2013.2292858 
Klein, A., Mensh, B., Ghosh, S., Tourville, J., Hirsch, J., 2005. Mindboggle: Automated 
brain labeling with multiple atlases. BMC Med. Imaging 5, 7. 
https://doi.org/10.1186/1471-2342-5-7 
Klinder, T., Wolz, R., Lorenz, C., Franz, A., Ostermann, J., 2008. Spine segmentation 
using articulated shape models, in: International Conference on Medical Image 
Computing and Computer-Assisted Intervention. pp. 227–234. 
https://doi.org/10.1007/978-3-540-85988-8_28 
Kobatake, H., 2007. Future CAD in multi-dimensional medical images. - Project on 
multi-organ, multi-disease CAD system -. Comput. Med. Imaging Graph. 31, 
258–266. https://doi.org/10.1016/j.compmedimag.2007.02.016 
Kohlberger, T., Funka-Lea, G., Desh, V., 2007. Soft Level Set Coupling for LV 
Segmentation in Gated Perfusion SPECT, in: International Conference on 
Medical Image Computing and Computer-Assisted Intervention. pp. 327–334. 
https://doi.org/10.1007/978-3-540-75757-3_40 
Kohlberger, T., Sofka, M., Zhang, J., Birkbeck, N., Wetzl, J., Kaftan, J., Declerck, J., 
Zhou, S.K., 2011. Automatic Multi-organ Segmentation Using Learning-based 
Segmentation and Level Set Optimization, in: International Conference on 
Medical Image Computing and Computer-Assisted Intervention, MICCAI’11. 
Springer-Verlag, Berlin, Heidelberg, pp. 338–345. 
Krizhevsky, A., Sutskever, I., Hinton, G.E., 2012. ImageNet Classification with Deep 
Convolutional Neural Networks, in: International Conference on Neural 
Information Processing Systems. pp. 1097–1105. 
Kuipers, B.J., Levitt, T.S., 1988. Navigation and Mapping in Large Scale Space. AI 
Mag. 9, 25. https://doi.org/10.1609/aimag.v9i2.674 
Kuo, L.-C., Chiu, H.-Y., Chang, C.-W., Hsu, H.-Y., Sun, Y.-N., 2009. Functional 
workspace for precision manipulation between thumb and fingers in normal 
hands. J. Electromyogr. Kinesiol. 19, 829–839. 
https://doi.org/https://doi.org/10.1016/j.jelekin.2008.07.008 
Lancaster, J., Rainey, L., Summerlin, J., Freitas, C., 1997. Automated labeling of the 
human brain: a preliminary report on the development and evaluation of a a 
forward-transform method. Hum. Brain Mapp. 5, 238–242. 
Leal-Taixé, L., Milan, A., Schindler, K., Cremers, D., Reid, I., Roth, S., 2017. Tracking 
the Trackers: An Analysis of the State of the Art in Multiple Object Tracking. 
arXiv:1704.02781v1. 
Lecron, F., Boisvert, J., Benjelloun, M., Labelle, H., Mahmoudi, S., 2012a. Multilevel 
Statistical Shape Models : a New Framework for Modeling Hierarchical 
Structures, in: International Symposium on Biomedical Imaging: From Nano to 
Macro. pp. 1284–1287. 
Lecron, F., Boisvert, J., Mahmoudi, S., Labelle, H., Benjelloun, M., 2012b. Fast 3D 
spine reconstruction of postoperative patients using a multilevel statistical model. 
Med. Image Comput. Comput. Assist. Interv. 15, 446–53. 
Lee, J., Kimb, S.H., Martin Styner, 2016. Multi-Object Model-based Multi-Atlas 
Segmentation for Rodent Brains using Dense Discrete Correspondences. SPIE 
Int. Soc. Opt. Eng. 9784, 356–372. https://doi.org/10.1007/s12671-013-0269-
8.Moving 
Leventon, M.E., Grimson, W.E.L., Faugeras, O., 2000. Statistical shape influence in 
geodesic active contours, in: IEEE Conference on Computer Vision and Pattern 
Recognition. pp. 316–323. https://doi.org/10.1109/CVPR.2000.855835 
Li, D., Zang, P., Chai, X., Cui, Y., Li, R., Xing, L., 2016. Automatic multiorgan 
segmentation in CT images of the male pelvis using region-specific hierarchical 
appearance cluster models. Med. Phys. 43, 5426. 
https://doi.org/10.1118/1.4962468 
Li, K., Millington, S., Wu, X., Chen, D.Z., Sonka, M., 2005. Simultaneous 
segmentation of multiple closed surfaces using optimal graph searching., in: 
IPMI. pp. 406–17. https://doi.org/10.1007/11505730_34 
Li, X., Peterson, T.E., Gore, J.C., Dawant, B.M., 2006. Automatic registration of whole 
body serial micro CT images with a combination of point-based and intensity-
based registration techniques. Biomed. Imaging Nano to Macro, 2006. 3rd IEEE 
Int. Symp. 454–457. 
Linguraru, M.G., Pura, J.A., Pamulapati, V., Summers, R.M., 2012. Statistical 4D 
graphs for multi-organ abdominal segmentation from multiphase CT. Med. 
Image Anal. 16, 904–914. https://doi.org/10.1016/j.media.2012.02.001 
Linguraru, M.G., Sandberg, J.K., Li, Z., Pura, J.A., Summers, R.M., 2009. Atlas-based 
Automated Segmentation of Spleen and Liver using Adaptive Enhancement 
Estimation. Med. Image Comput. Comput. Assist. Interv. 5762, 1001–1008. 
https://doi.org/10.1007/978-3-642-04271-3_121 
Linguraru, M.G., Sandberg, J.K., Li, Z., Shah, F., Summers, R.M., 2010. Automated 
segmentation and quantification of liver and spleen from CT images using 
normalized probabilistic atlases and enhancement estimation. Med. Phys. 37, 
771–783. https://doi.org/10.1118/1.3284530 
Linguraru, M.G., Summers, R.M., 2014. Computational Anatomy in the Abdomen: 
Automated Multi-Organ and Tumor Analysis from Computed Tomography, in: 
Computational Intelligence in Biomedical Imaging. pp. 107–139. 
https://doi.org/10.1007/978-1-4614-7245-2 
Litjens, G.J.S., Kooi, T., Bejnordi, B.E., Setio, A.A.A., Ciompi, F., Ghafoorian, M., 
van der Laak, J.A.W.M., van Ginneken, B., Sánchez, C.I., 2017. A Survey on 
Deep Learning in Medical Image Analysis. Med. Image Anal. 42, 60–88. 
Litvin, A., Karl, W.C., 2005. Coupled shape distribution-based segmentation of 
multiple objects. Inf. Process. Med. Imaging 19, 345–356. 
https://doi.org/10.1007/11505730_29 
Liu, J., Udupa, J.K., Saha, P.K., Odhner, D., Hirsch, B.E., Siegler, S., Simon, S., 
Winkelstein, B. a, 2008. Rigid model-based 3D segmentation of the bones of 
joints in MR and CT images for motion analysis. Med. Phys. 35, 3637–3649. 
https://doi.org/10.1118/1.2953567 
Liu, T., Shen, D., Davatzikos, C., 2004. Predictive modeling of anatomic structures 
using canonical correlation analysis, in: Biomedical Imaging: Nano to Macro, 
2004. IEEE International Symposium on. p. 1279–1282 Vol. 2. 
https://doi.org/10.1109/ISBI.2004.1398779 
Liu, X., Linguraru, M., Yao, J., Summers, R., 2010. Organ Pose Distribution Model 
and an MAP Framework for Automated Abdominal Multi-organ Localization, in: 
International Workshop on Medical Imaging and Virtual Reality. pp. 393–402. 
https://doi.org/10.1007/978-3-642-15699-1_41 
Lounsbery, M., DeRose, T.D., Warren, J., 1997. Multiresolution analysis for surfaces 
of arbitrary topological type. ACM Trans. Graph. 16, 34–73. 
https://doi.org/10.1145/237748.237750 
Lu, C., Pizer, S.M., Joshi, S., Jeong, J.Y., 2007. Statistical multi-object shape models. 
Int. J. Comput. Vis. 75, 387–404. https://doi.org/10.1007/s11263-007-0045-0 
Luo, W., Xing, J., Milan, A., Zhang, X., Liu, W., Zhao, X., Kim, T.-K., 2014. Multiple 
Object Tracking: A Literature Review. arXiv:1409.7618v4 1–18. 
https://doi.org/10.1145/0000000.0000000 
Ma, Z., Jorge, R.M.N., Mascarenhas, T., Tavares, J.M.R.S., 2013. Segmentation of 
female pelvic organs in axial magnetic resonance images using coupled 
geometric deformable models. Comput. Biol. Med. 43, 248–258. 
https://doi.org/https://doi.org/10.1016/j.compbiomed.2012.12.012 
Ma, Z., Jorge, R.N.M., Tavares, J.M.R.S., 2010. A shape guided C–V model to segment 
the levator ani muscle in axial magnetic resonance images. Med. Eng. Phys. 32, 
766–774. https://doi.org/http://dx.doi.org/10.1016/j.medengphy.2010.05.002 
MacDonald, D., Avis, D., Evans, A.C., 1994. Multiple surface identification and 
matching in magnetic resonance images. Proc. SPIE. 
https://doi.org/10.1117/12.185176 
Mangin, J.-F., Frouin, V., Bloch, I., Régis, J., López-Krahe, J., 1995. From 3D magnetic 
resonance images to structural representations of the cortex topography using 
topology preserving deformations. J. Math. Imaging Vis. 5, 297–318. 
https://doi.org/10.1007/BF01250286 
Mansoor, A., Cerrolaza, J.J., Perez, G., Biggs, E., Nino, G., Linguraru, M.G., 2017. 
Marginal shape deep learning: applications to pediatric lung field segmentation. 
SPIE Med. Imaging. https://doi.org/10.1117/12.2254412 
Mansoor, A., Cerrolaza, J.J., Perez, G., Biggs, E., Okada, K., Nino, G., Linguraru, 
M.G., 2018. A Generic Approach to Lung Field Segmentation from Chest 
Radiographs using Deep Space and Shape Learning. arXiv:1807.04339. 
Marr, D., 1982. Vision: A Computational Investigation into the Human Representation 
and Processing of Visual Information. Henry Holt and Co., Inc., New York, NY, 
USA. 
Martin-Fernandez, M.A., Cardenes, R., Muñoz-Moreno, E., de Luis-García, R., Martín-
Fernández, M., Alberola-López, C., 2009. Automatic articulated registration of 
hand radiographs. Image Vis. Comput. 27, 1207–1222. 
https://doi.org/10.1016/j.imavis.2008.11.001 
Matsumoto, M.M.S., Udupa, J.K., 2013. Optimal hierarchies for fuzzy object models, 
in: SPIE Medical Imaging. https://doi.org/10.1117/12.2007604 
Mazziotta, J., Toga, A., Evans, A., Fox, P., Lancaster, J., Zilles, K., Woods, R., Paus, 
T., Simpson, G., Pike, B., Holmes, C., Collins, L., Thompson, P., MacDonald, 
D., Iacoboni, M., Schormann, T., Amunts, K., Palomero-Gallagher, N., Geyer, 
S., Parsons, L., Narr, K., Kabani, N., Le Goualher, G., Feidler, J., Smith, K., 
Boomsma, D., Pol, H.H., Cannon, T., Kawashima, R., Mazoyer, B., 2001. A 
Four-Dimensional Probabilistic Atlas of the Human Brain. J. Am. Med. Inform. 
Assoc. 8, 401–430. 
Mazziotta, J.C., Toga, A.W., Evans, A., Fox, P., Lancaster, J., 1995. A probabilistic 
atlas of the human brain: theory and rationale for its development. The 
International Consortium for Brain Mapping (ICBM). Neuroimage 2, 89–101. 
McInerney, T., Terzopoulos, D., 1996. Deformable models in medical image analysis: 
a survey. Med. Image Anal. 1, 91–108. 
Merck, D., Tracton, G., Saboo, R., Levy, J., Chaney, E., Pizer, S., Joshi, S., 2008. 
Training models of anatomic shape variability. Med. Phys. 35, 3584–3596. 
https://doi.org/10.1118/1.2940188 
Merino-Caviedes, S., Pérez, M.T., Martín-Fernández, M., 2010. Multiphase level set 
algorithm for coupled segmentation of multiple regions. Application to MRI 
segmentation, in: 2010 Annual International Conference of the IEEE Engineering 
in Medicine and Biology. pp. 5042–5045. 
https://doi.org/10.1109/IEMBS.2010.5627197 
Milletari, F., Ahmadi, S.-A., Kroll, C., Plate, A., Rozanski, V., Maiostre, J., Levin, J., 
Dietrich, O., Ertl-Wagner, B., Bötzel, K., Navab, N., 2017. Hough-CNN: Deep 
learning for segmentation of deep brain regions in MRI and ultrasound. Comput. 
Vis. Image Underst. 164, 92–102. 
https://doi.org/https://doi.org/10.1016/j.cviu.2017.04.002 
Miyata, N., Kurihara, T., Kamojima, S., Mochimaru, M., Kouchi, M., Ota, J., 2003. 
Method to Derive Hand Link Model with MRI images, in: 21st Annual 
Conference of the Robotics Society of Japan. 
Moeskops, P., Viergever, M.A., Mendrik, A.M., de Vries, L.S., Benders, M.J.N.L., 
Išgum, I., 2016. Automatic Segmentation of MR Brain Images With a 
Convolutional Neural Network. IEEE Trans. Med. Imaging 35, 1252–1261. 
https://doi.org/10.1109/TMI.2016.2548501 
Monheit, G., Badler, N.I., 1991. A kinematic model of the human spine and torso. IEEE 
Comput. Graph. Appl. 11, 29–38. https://doi.org/10.1109/38.75588 
Montillo, A., Shotton, J., Winn, J., Iglesias, J.E., Metaxas, D., Criminisi, A., 2011. 
Entangled decision forests and their application for semantic segmentation of CT 
images, in: Biennial International Conference on Information Processing in 
Medical Imaging. pp. 184–196. https://doi.org/10.1007/978-3-642-22092-0_16 
Morimoto, T.K., Cerrolaza, J.J., Hsieh, M.H., Cleary, K., Okamura, A.M., Linguraru, 
M.G., 2017. Design of patient-specific concentric tube robots using path planning 
from 3-D ultrasound, in: Proceedings of the Annual International Conference of 
the IEEE Engineering in Medicine and Biology Society, EMBS. 
https://doi.org/10.1109/EMBC.2017.8036788 
Moura, D.C., Boisvert, J., Barbosa, J.G., Labelle, H., Tavares, J.M.R.S., 2011. Fast 3D 
reconstruction of the spine from biplanar radiographs using a deformable 
articulated model. Med. Eng. Phys. 33, 924–933. 
https://doi.org/10.1016/j.medengphy.2011.03.007 
Namías, R., D’Amato, J.P., del Fresno, M., Vénere, M., Pirró, N., Bellemare, M.-E., 
2016. Multi-object segmentation framework using deformable models for 
medical imaging analysis. Med. {&} Biol. Eng. {&} Comput. 54, 1181–1192. 
https://doi.org/10.1007/s11517-015-1387-3 
Neubert, A., Fripp, J., Engstrom, C., Crozier, S., 2014. Segmentation of Lumbar 
Intervertebral Discs from High-Resolution 3D MR Images Using Multi-level 
Statistical Shape Models, in: Computational Methods and Clinical Applications 
for Spine Imaging. pp. 173–183. https://doi.org/10.1007/978-3-319-07269-2_15 
NHS, 2013. NHS Imaging and Radiodiagnostic activity in England. 
OASIS, n.d. The Open Access Seires of Imaging Studies (OASIS) Brains project 
[WWW Document]. URL www.oasis-brains.org. 
Oda, M., Nakaoka, T., Kitasaka, T., Furukawa, K., Misawa, K., Fujiwara, M., Mori, K., 
2012. Organ Segmentation from 3D Abdominal CT Images Based on Atlas 
Selection and Graph Cut, in: Yoshida, H., Sakas, G., Linguraru, M.G. (Eds.), 
Abdominal Imaging. Computational and Clinical Applications. Springer Berlin 
Heidelberg, Berlin, Heidelberg, pp. 181–188. https://doi.org/10.1007/978-3-642-
28557-8_23 
Okada, T., Linguraru, M.G., Hori, M., Summers, R.M., Tomiyama, N., Sato, Y., 2015. 
Abdominal multi-organ segmentation from CT images using conditional shape-
location and unsupervised intensity priors. Med. Image Anal. 26, 1–18. 
https://doi.org/10.1016/j.media.2015.06.009 
Okada, T., Linguraru, M.G., Hori, M., Summers, R.M., Tomiyama, N., Sato, Y., 2013. 
Abdominal multi-organ CT segmentation using organ correlation graph and 
prediction-based shape and location priors. Med. Image Comput. Comput. Interv. 
8151 LNCS, 275–282. https://doi.org/10.1007/978-3-642-40760-4_35 
Okada, T., Linguraru, M.G., Yoshida, Y., Hori, M., Summers, R.M., Chen, Y.-W., 
Tomiyama, N., Sato, Y., 2012. Abdominal Multi-Organ Segmentation of CT 
Images Based on Hierarchical Spatial Modeling of Organ Interrelations, in: 
International MICCAI Workshop on Computational and Clinical Challenges in 
Abdominal Imaging. pp. 173–180. https://doi.org/10.1007/978-3-642-28557-
8_22 
Okada, T., Shimada, R., Sato, Y., Hori, M., Yokota, K., Nakamoto, M., Chen, Y.-W., 
Nakamura, H., Tamura, S., 2008a. Automated Segmentation of the Liver from 
3D CT Images Using Probabilistic Atlas and Multi-level Statistical Shape Model. 
Acad Radiol 15, 1390–1403. https://doi.org/10.1007/978-3-540-75757-3_11 
Okada, T., Yokota, K., Hori, M., Nakamoto, M., Nakamura, H., Sato, Y., 2008b. 
Construction of Hierarchical Multi-Organ Statistical Atlases and Their 
Application to Multi-Organ Segmentation from CT Images, in: Med Image 
Comput Comput Assist Interv. pp. 35–42. https://doi.org/10.1007/978-3-540-
85988-8 
Oktay, O., Ferrante, E., Kamnitsas, K., Heinrich, M., Bai, W., Caballero, J., Guerrero, 
R., Cook, S., de Marvao, A., Dawes, T., O’Regan, D., Kainz, B., Glocker, B., 
Rueckert, D., 2017. Anatomically Constrained Neural Networks (ACNN): 
Application to Cardiac Image Enhancement and Segmentation. IEEE Trans. Med. 
Imaging 37, 384–395. 
Pang, J., Driban, J.B., McAlindon, T.E., Tamez-Pena, J.G., Fripp, J., Miller, E.L., 2015. 
On the use of coupled shape priors for segmentation of magnetic resonance 
images of the knee. IEEE J. Biomed. Heal. Informatics 19, 1153–1167. 
https://doi.org/10.1109/JBHI.2014.2329493 
Panjabi, M.M., Brand, R.A.J., White, A.A. 3rd, 1976. Mechanical properties of the 
human thoracic spine as shown by three-dimensional load-displacement curves. 
J. Bone Joint Surg. Am. 58, 642–652. 
Paragios, N., Deriche, R., 2000. Coupled Geodesic Active Regions for Image 
Segmentation: A Level Set Approach, in: European Conference on Computer 
Vision. pp. 224–240. https://doi.org/10.1007/3-540-45053-X_15 
Paragios, N., Ferrante, E., Glocker, B., Komodakis, N., Parisot, S., Zacharaki, E.I., 
2016. (Hyper)-graphical models in biomedical image analysis. Med. Image Anal. 
33, 102–106. https://doi.org/10.1016/j.media.2016.06.028 
Park, H., Bland, P.H., Meyer, C.R., 2003. Construction of an abdominal probabilistic 
atlas and its application in segmentation. IEEE Trans. Med. Imaging 22, 483–
492. https://doi.org/10.1109/TMI.2003.809139 
Park, H., Hero, A., Bland, P.H., Kessler, M., Seo, J., Meyer, C.R., 2010. Construction 
of abdominal probabilistic atlases and their value in segmentation of normal 
organs in abdominal CT scans. IEICE Trans. Inf. Syst. E93–D, 2291–2301. 
https://doi.org/10.1587/transinf.E93.D.2291 
Parzen, E., 1962. On Estimation of a Probability Density Function and Mode. Ann. 
Math. Stat. 33, 1065–1076. 
Pauly, O., Glocker, B., Criminisi, A., Mateus, D., Möller, A.M., Nekolla, S., Navab, 
N., 2011. Fast Multiple Organ Detection and Localization in Whole-Body MR 
Dixon Sequences, in: Medical Image Computing and Computer-Assisted 
Interventation. pp. 239–247. https://doi.org/10.1007/978-3-642-23626-6_30 
Pereañez, M., Lekadir, K., Castro-Mateos, I., Pozo, J.M., Lazáry, Á., Frangi, A.F., 
2015. Accurate Segmentation of Vertebral Bodies and Processes Using Statistical 
Shape Decomposition and Conditional Models. IEEE Trans. Med. Imaging 34, 
1627–1639. https://doi.org/10.1109/TMI.2015.2396774 
Picazo, M.L., Baro, A.M., d. R. Barquero, L.M., Gregorio, S. Di, Martelli, Y., Romera, 
J., Steghöfer, M., González Ballester, M.A., Humbert, L., 2018. 3D Subject-
Specific Shape and Density Estimation of the Lumbar Spine from a Single 
Anteroposterior DXA Image Including Assessment of Cortical and Trabecular 
Bone. IEEE Trans. Med. Imaging 1. https://doi.org/10.1109/TMI.2018.2845909 
Pizer, S.M., Fletcher, P.T., Joshi, S., Thall, A., Chen, J.Z., Fridman, Y., Fritsch, D.S., 
Gash, A.G., Glotzer, J.M., Jiroutek, M.R., others, 2003. Deformable m-reps for 
3D medical image segmentation. Int. J. Comput. Vis. 55, 85–106. 
Pizer, S.M., Fritsch, D.S., Yushkevich, P.A., Johnson, V.E., Chaney, E.L., 2000. 
Segmentation, Registration, and Measurement of Shape Variation via Image 
Object Shape. IEEE Trans. Med. Imaging 18, 851–865. 
https://doi.org/10.1109/42.811263 
Pizer, S.M., Jeong, J.Y., Broadhurst, R.E., Ho, S., Stough, J., 2005. Estimating the 
Statistics of Multi-Object Anatomic Geometry Using Inter-Object Relationships, 
in: International Workshop on Deep Structure, Singularities, and Computer 
Vision. pp. 49–59. https://doi.org/10.1007/11577812_5 
Pohl, K.M., Fisher, J., Grimson, W.E.L., Kikinis, R., Wells, W.M., 2006. A Bayesian 
model for joint segmentation and registration. Neuroimage 31, 228–239. 
https://doi.org/10.1016/j.neuroimage.2005.11.044 
Pohl, K.M., Kikinis, R., Wells, W.M., 2007. Active Mean Fields: Solving the Mean 
Field Approximation in the Level Set Framework, in: Information Processing in 
Medical Imaging. pp. 26–37. https://doi.org/10.1007/978-3-540-73273-0_3 
Poupon, F., Mangin, J.-F., Hasboun, D., Poupon, C., Magnin, I., Frouin, V., 1998. 
Multi-object deformable templates dedicated to the segmentation of brain deep 
structures, in: Medical Image Computing and Computer-Assisted Intervention. 
pp. 1134–1143. https://doi.org/10.1007/BFb0056303 
Puentes, J., Batrancourt, B., Atif, J., Angelini, E., Lecornu, L., Zemirline, A., Bloch, I., 
Coatrieux, G., Roux, C., 2008. Integrated multimedia electronic patient record 
and graph-based image information for cerebral tumors. Comput. Biol. Med. 38, 
425–437. https://doi.org/10.1016/j.compbiomed.2008.01.009 
Qatarneh, S.M., Noz, M.E., Hyödynmaa, S., Maguire, G.Q., Kramer, E.L., Crafoord, 
J., 2003. Evaluation of a segmentation procedure to delineate organs for use in 
construction of a radiation therapy planning atlas. Int. J. Med. Inform. 69, 39–55. 
https://doi.org/https://doi.org/10.1016/S1386-5056(02)00079-5 
Rao, A., Aljabar, P., Rueckert, D., 2008. Hierarchical statistical shape analysis and 
prediction of sub-cortical brain structures. Med. Image Anal. 12, 55–68. 
https://doi.org/10.1016/j.media.2007.06.006 
Rao, A., Babalola, K., Rueckert, D., 2006. Canonical Correlation Analysis of Sub-
cortical Brain Structures Using Non-rigid Registration, in: International 
Workshop on Biomedical Image Registration. pp. 66–74. 
https://doi.org/10.1007/11784012_9 
Rasoulian, A., Rohling, R., Abolmaesumi, P., 2013. Lumbar Spine Segmentation Using 
a Statistical Multi-Vertebrae Anatomical Shape+Pose Model. IEEE Trans. Med. 
Imaging 32, 1890–1900. https://doi.org/10.1109/TMI.2013.2268424 
Reyes, M., González Ballester, M.A., Kozic, N., Sandberg, J.K., Summers, R.M., 
Linguraru, M.G., 2010. Hierarchical Patch Generation for Multi-level Statistical 
Shape Analysis by Principal Factor Analysis Decomposition. SPIE Med. Imaging 
762617–762618. https://doi.org/10.1117/12.843253 
Reyes, M., González Ballester, M.A., Li, Z., Nina Kozic, Chin, S., Summers, R.M., 
Linguraru, M.G., 2009. Anatomical variability of organs via principal factor 
analysis from the construction of an abdominal probabilistic atlas, in: IEEE 
International Symposium on Biomedical Imaging: From Nano to Macro. pp. 682–
685. https://doi.org/10.1109/ISBI.2009.5193139 
Rohlfing, T., Brandt, R., Menzel, R., Maurer, C.R., 2004. Evaluation of atlas selection 
strategies for atlas-based image segmentation with application to confocal 
microscopy images of bee brains. Neuroimage 21, 1428–1442. 
https://doi.org/10.1016/j.neuroimage.2003.11.010 
Rohlfing, T., Russakoff, D.B., Maurer, C.R., 2003a. Expectation Maximization 
Strategies for Multi-atlas Multi-label Segmentation BT, in: Information 
Processing in Medical Imaging. pp. 210–221. 
Rohlfing, T., Russakoff, D.B., Maurer, C.R., 2003b. Extraction and Application of 
Expert Priors to Combine Multiple Segmentations of Human Brain Tissue BT - - 
MICCAI 2003, in: Medical Image Computing and Computer-Assisted 
Intervention. pp. 578–585. 
Ronneberger, O., Fischer, P., Brox, T., 2015. U-Net: Convolutional Networks for 
Biomedical Image Segmentation, in: International Conference on Medical Image 
Computing and Computer-Assisted Intervention. pp. 234–241. 
Roth, H., Lee, C.T., Shin, H.C., Seff, A., Kim, L., Yao, J., Lu, L., Summers, R.M., 
2015. Anatomy-specific classification of medical images using deep 
convolutional nets, in: International Symposium on Biomedical Imaging. pp. 
101–104. https://doi.org/10.1109/ISBI.2015.7163826 
Roth, H., Shen, C., Oda, H., Oda, M., Hayashi, Y., Misawa, K., Mori, K., 2018a. Deep 
learning and its application to medical image segmentation. arXiv:1803.08691. 
https://doi.org/10.11409/mit.36.63 
Roth, H., Shen, C., Oda, H., Sugino, T., Oda, M., Hayashi, Y., Misawa, K., Mori, K., 
2018b. A multi-scale pyramid of 3D fully convolutional networks for abdominal 
multi-organ segmentation. arXiv:1806.02237. 
Roth, H.R., Oda, H., Hayashi, Y., Oda, M., Shimizu, N., Fujiwara, M., Misawa, K., 
Mori, K., 2017. Hierarchical 3D fully convolutional networks for multi-organ 
segmentation. arXiv:1704.06382. 
Rousson, M., Khamene, A., Diallo, M., Celi, J.C., Sauer, F., 2005. Constrained Surface 
Evolutions for Prostate and Bladder Segmentation in CT Images, in: International 
Workshop Computer Vision for Biomedical Image Applications. pp. 251–260. 
https://doi.org/10.1007/11569541_26 
Rousson, M., Xu, C., 2006. A General Framework for Image Segmentation Using 
Ordered Spatial Dependency, in: Štefanić, S. (Ed.), Medical Image Computing 
and Computer-Assisted Intervention. pp. 848–855. 
https://doi.org/10.1007/11866763_104 
Samson, C., Blanc-Féraud, L., Aubert, G., Zerubia, J., 2000. A Level Set Model for 
Image Classification. Int. J. Comput. Vis. 40, 187–197. 
https://doi.org/10.1023/A:1008183109594 
Sandor, S., Leahy, R., 1997. Surface-based labeling of cortical anatomy using a 
deformable atlas. IEEE Trans. Med. Imaging 16, 41–54. 
https://doi.org/10.1109/42.552054 
Sanroma, G., Wu, G., Kim, M., González Ballester, M.A., Shen, D., 2016. Chapter 11 
- Multiple-Atlas Segmentation in Medical Imaging, in: Medical Image 
Recognition, Segmentation and Parsing. pp. 231–257. 
https://doi.org/https://doi.org/10.1016/B978-0-12-802581-9.00011-1 
Schreibmann, E., Marcus, D.M., Fox, T., 2014. Multiatlas segmentation of thoracic and 
abdominal anatomy with level set-based local search. J. Appl. Clin. Med. Phys. 
15, 4468. 
Schwarz, T., Heimann, T., Lossnitzer, D., Mohrhardt, C., Steen, H., Rietdorf, U., Wolf, 
I., Meinzer, H.-P., 2010. Multiobject segmentation using coupled shape space 
models, in: SPIE Medical Imaging. p. 76233V–76233V–8. 
https://doi.org/10.1117/12.844223 
Seifert, S., Barbu, A., Zhou, S.K., Liu, D., Feulner, J., Huber, M., Suehling, M., 
Cavallaro, A., Comaniciu, D., 2009. Hierarchical parsing and semantic 
navigation of full body CT data, in: SPIE Medical Imaging. pp. 725902-725902–
8. https://doi.org/10.1117/12.812214 
Selver, M.A., 2014. Segmentation of abdominal organs from CT using a multi-level, 
hierarchical neural network strategy. Comput. Methods Programs Biomed. 113, 
830–852. https://doi.org/10.1016/j.cmpb.2013.12.008 
Shakeri, M., Tsogkas, S., Ferrante, E., Lippe, S., Kadoury, S., Paragios, N., Kokkinos, 
I., 2016. Sub-cortical brain structure segmentation using F-CNN’S, in: IEEE 
International Symposium on Biomedical Imaging. pp. 269–272. 
https://doi.org/10.1109/ISBI.2016.7493261 
Shen, D., Herskovits, E.H., Davatzikos, C., 2001. An adaptive-focus statistical shape 
model for segmentation and shape modeling of 3-D brain structures. IEEE Trans. 
Med. Imaging 20, 257–270. https://doi.org/10.1109/42.921475 
Sheridan, H., Reingold, E.M., 2017. The Holistic Processing Account of Visual 
Expertise in Medical Image Perception: A Review. Front. Psychol. 8, 1620. 
https://doi.org/10.3389/fpsyg.2017.01620 
Shimizu, A., Kimoto, T., Kobatake, H., Nawano, S., Shinozaki, K., 2010. Automated 
pancreas segmentation from three-dimensional contrast-enhanced computed 
tomography. Int. J. Comput. Assist. Radiol. Surg. 5, 85–98. 
https://doi.org/10.1007/s11548-009-0384-0 
Shimizu, A., Ohno, R., Ikegami, T., Kobatake, H., Nawano, S., Smutek, D., 2007. 
Segmentation of multiple organs in non-contrast 3D abdominal CT images. Int. 
J. Comput. Assist. Radiol. Surg. 2, 135–142. https://doi.org/10.1007/s11548-007-
0135-z 
Shin, H.-C., Orton, M.R., Collins, D.J., Doran, S.J., Leach, M.O., 2013. Stacked 
autoencoders for unsupervised feature learning and multiple organ detection in a 
pilot study using 4D patient data. IEEE Trans. Pattern Anal. Mach. Intell. 35, 
1930–1943. https://doi.org/10.1109/TPAMI.2012.277 
Si, W., Heng, P.-A., 2017. Point-based visuo-haptic simulation of multi-organ for 
virtual surgery. Digit. Med. 3, 18–24. https://doi.org/10.4103/digm.digm_7_17 
Simonyan, K., Zisserman, A., 2014. Very Deep Convolutional Networks for Large-
Scale Image Recognition. arXiv:1409.1556v6. 
Smoger, L.M., Fitzpatrick, C.K., Clary, C.W., Cyr, A.J., Maletsky, L.P., Rullkoetter, 
P.J., Laz, P.J., 2015. Statistical modeling to characterize relationships between 
knee anatomy and kinematics. J. Orthop. Res. 33, 1620–1630. 
https://doi.org/10.1002/jor.22948 
Smyth, P.P., Taylor, C.J., Adams, J.E., 1997. Automatic measurement of vertebral 
shape using active shape models. Image Vis. Comput. 15, 575–581. 
https://doi.org/https://doi.org/10.1016/S0262-8856(97)00006-1 
Sofka, M., Zhang, J., Zhou, S.K., Comaniciu, D., 2010. Multiple object detection by 
sequential monte carlo and Hierarchical Detection Network, in: IEEE Computer 
Society Conference on Computer Vision and Pattern Recognition. pp. 1735–
1742. https://doi.org/10.1109/CVPR.2010.5539842 
Song, Q., Bai, J., Garvin, M.K., Sonka, M., Buatti, J.M., Wu, X., 2013. Optimal 
Multiple Surface Segmentation With Shape and Context Priors. IEEE Trans. 
Med. Imaging 32, 376–386. https://doi.org/10.1109/TMI.2012.2227120 
Song, Z., Tustison, N., Avants, B., Gee, J., 2006. Adaptive graph cuts with tissue priors 
for brain MRI segmentation, in: IEEE International Symposium on Biomedical 
Imaging: Nano to Macro. pp. 762–765. 
https://doi.org/10.1109/ISBI.2006.1625028 
Sozou, P.D., Cootes, T.F., Taylor, C.J., Di-Mauro, E.C., 1994. A Non-linear 
Generalisation of PDMs using Polynomial Regression, in: British Machine 
Vision Conference. pp. 397–407. https://doi.org/10.5244/C.8.39 
Sozou, P.D., Cootes, T.F., Taylor, C.J., Di-Mauro, E.C., Lanitis, A., 1997. Non-linear 
point distribution modelling using a multi-layer perceptron. Image Vis. Comput. 
15, 457–463. https://doi.org/10.1016/S0262-8856(96)00001-7 
Srinark, T., Kambhamettu, C., 2006. A Framework for Multiple Snakes and Its 
Applications. Pattern Recogn. 39, 1555–1565. 
https://doi.org/10.1016/j.patcog.2006.02.007 
Staib, L.H., Duncan, J.S., 1992. Boundary Finding with Parametrically Deformable 
Models. IEEE Trans. Pattern Anal. Mach. Intell. 14, 1061–1075. 
https://doi.org/10.1109/34.166621 
Styner, M., Gerig, G., Lieberman, J., Jones, D., Weinberger, D., 2003. Statistical shape 
analysis of neuroanatomical structures based on medial models. Med. Image 
Anal. 7, 207–220. 
Styner, M., Gorczowski, K., Fletcher, T., Jeong, J.Y., Pizer, S.M., Gerig, G., 2006. 
Statistics of Pose and Shape in Multi-object Complexes Using Principal Geodesic 
Analysis, in: International Workshop on Medical Imaging and Virtual Reality. 
pp. 1–8. https://doi.org/10.1007/11812715_1 
Sudlow, C., Gallacher, J., Allen, N., Beral, V., Burton, P., Danesh, J., Downey, P., 
Elliott, P., Green, J., Landray, M., Liu, B., Matthews, P., Ong, G., Pell, J., Silman, 
A., Young, A., Sprosen, T., Peakman, T., Collins, R., 2015. UK Biobank: An 
Open Access Resource for Identifying the Causes of a Wide Range of Complex 
Diseases of Middle and Old Age. PLOS Med. 12, 1–10. 
https://doi.org/10.1371/journal.pmed.1001779 
Sun, K., Udupa, J.K., Odhner, D., Tong, Y., Zhao, L., Torigian, D. a., 2016. Automatic 
thoracic anatomy segmentation on CT images using hierarchical fuzzy models 
and registration. Med. Phys. 43, 1487–1500. https://doi.org/10.1118/1.4942486 
Suzuki, M., Linguraru, M., Okada, K., 2012a. Multi-Organ Segmentation with Missing 
Organs in Abdominal CT Images, in: Medical Image Computing and Computer-
Assisted Intervention. pp. 418–425. 
Suzuki, M., Linguraru, M.G., Summers, R.M., Okada, K., 2012b. Analyses of Missing 
Organs in Abdominal Multi-Organ Segmentation, in: Abdominal Imaging. 
Computational and Clinical Applications. pp. 256–263. 
Swensson, R.G., 1980. A two-stage detection model applied to skilled visual search by 
radiologists. Percept. Psychophys. 27, 11–16. 
https://doi.org/10.3758/BF03199899 
Szegedy, C., Liu, W., Jia, Y., Sermanet, P., Reed, S., Anguelov, D., Erhan, D., 
Vanhoucke, V., Rabinovich, A., 2015. Going Deeper with Convolutions, in: 
Computer Vision and Pattern Recognition. 
https://doi.org/10.1109/CVPR.2015.7298594 
Talairach, J., Tournoux, P., 1988. Co-planar stereotaxic atlas of the human brain. 3-
Dimensional proportional system: an approach to cerebral imaging. Thieme, New 
York. 
Telford, R., Vattoth, S., 2014. MR Anatomy of Deep Brain Nuclei with Special 
Reference to Specific Diseases and Deep Brain Stimulation Localization. 
Neuroradiol. J. 27, 29–43. https://doi.org/10.15274/NRJ-2014-10004 
Thompson, P.M., Woods, R.P., Mega, M.S., Toga, A.W., 2000. 
Mathematical/computational challenges in creating deformable and probabilistic 
atlases of the human brain. Hum. Brain Mapp. 9, 81–92. 
https://doi.org/10.1002/(SICI)1097-0193(200002)9:2<81::AID-
HBM3>3.0.CO;2-8 
Timmerman, M.E., 2006. Multilevel component analysis. Br. J. Math. Stat. Psychol. 
59, 301–320. https://doi.org/10.1348/000711005X67599 
Torralba, A., Murphy, K.P., Freeman, W.T., 2007. Sharing Visual Features for 
Multiclass and Multiview Object Detection. IEEE Trans. Pattern Anal. Mach. 
Intell. 29, 854–869. https://doi.org/10.1109/TPAMI.2007.1055 
Tsai, A., Yezzi, A., Willsky, A.S., 2001. Curve evolution implementation of the 
Mumford-Shah functional for image segmentation, denoising, interpolation, and 
magnification. IEEE Trans. Image Process. 10, 1169–1186. 
https://doi.org/10.1109/83.935033 
Tu, Z., Bai, X., 2010. Auto-context and its application to high-level vision tasks and 3D 
brain image segmentation. IEEE Trans. Pattern Anal. Mach. Intell. 32, 1744–
1757. https://doi.org/10.1109/TPAMI.2009.186 
Twining, C.J., Taylor, C.J., 2001. Kernel principal component analysis and the 
construction of non-linear active shape models, in: British Machine Vision 
Conference. 
Udupa, J.K., Odhner, D., Falcao Alexandre, Ciesielski, K.C., Miranda, P.A. V, 
Vaideeswaran, P., Mishra Shipra, Grevera, G.J., Saboury, B., Torigian, D., 2011. 
Fuzzy Object Modeling, in: SPIE Medical Imaging. 
https://doi.org/10.1117/12.878273 
Udupa, J.K., Odhner, D., Tong, Y., Matsumoto, M.M.S., Ciesielski, K.C., 
Vaideeswaran, P., Ciesielski, V., Saboury, B., Zhao, L., Mohammadianrasanani, 
S., Torigian, D., 2013. Fuzzy model-based body-wide anatomy recognition in 
medical images, in: SPIE. p. 86712B–86712B–7. 
https://doi.org/10.1117/12.2007983 
Udupa, J.K., Saha, P.K., 2003. Fuzzy connectedness and image segmentation, in: SPIE 
Medical Imaging. pp. 1649–1669. https://doi.org/10.1109/JPROC.2003.817883 
Uzunbas, M.G., Chen, C., Zhang, S., Pohl, K.M., Li, K., Metaxas, D., 2013. 
Collaborative Multi Organ Segmentation by Integrating Deformable and 
Graphical Models, in: Medical Image Computing and Computer-Assisted 
Intervention. pp. 157–164. https://doi.org/10.1007/978-3-642-40763-5_20 
Uzunbas, M.G., Soldea, O., Unay, D., Cetin, M., Unal, G., Ercil, A., Ekin, A., 2010. 
Coupled Nonparametric Shape and Moment-Based Intershape Pose Priors for 
Multiple Basal Ganglia Structure Segmentation. IEEE Trans. Med. Imaging 29, 
1959–1978. 
Valenzuela, W., Cerrolaza, J., Summers, R.M., George Linguraru, M., Reyes, M., 2015. 
Fast Correction Method for Abdominal Multi-Organ Segmentation Using 2D / 
3D Free Form Deformation and Posterior Shape Models, in: MICCAI 2015 - 
Interactive Medical Image Computing - IMIC. 
https://doi.org/10.13140/RG.2.1.3290.1840 
Valindria, V. V, Lavdas, I., Cerrolaza, J., Aboagye, E.O., Rockall, A.G., Rueckert, D., 
Glocker, B., 2018. Small Organ Segmentation in Whole-body MRI using a Two-
stage FCN and Weighting Schemes, in: International Conference on Machine 
Learning in Medical Imaging. 
van Buren, J.M., Maccubbin, D.A., 1962. An outline atlas of the human basal ganglia 
with estimation of anatomical variants. J. Neurosurg. 19, 811–839. 
https://doi.org/10.3171/jns.1962.19.10.0811 
van Ginneken, B., Stegmann, M.B., Loog, M., 2006. Segmentation of anatomical 
structures in chest radiographs using supervised methods: a comparative study on 
a public database. Med. Image Anal. 10, 19–40. 
https://doi.org/http://dx.doi.org/10.1016/j.media.2005.02.002 
Van Leemput, K., Maes, F., Vandermeulen, D., Suetens, P., 1999. Automated model-
based bias field correction of MR images of the brain. IEEE Trans. Med. Imaging 
18, 885–896. https://doi.org/10.1109/42.811268 
van Rooij, Evdokia Anagnostou, Celso Arango, Guillaume Auzias, Marlene Behrmann, 
Geraldo F. Busatto, Sara Calderoni, Eileen Daly, Christine Deruelle, Adriana Di 
Martino, Ilan Dinstein, Fabio Luis Souza Duran, Sarah Durston, Christine Ecker, 
Damien Fair, Jennifer Fedor, Jackie Fitzgerald, Christine M. Freitag, Louise 
Gallagher, Ilaria Gori, Shlomi Haar, Liesbeth Hoekstra, Neda Jahanshad, Maria 
Jalbrzikowski, Joost Janssen, Jason Lerch, Beatriz Luna, Mauricio Moller 
Martinho, Jane McGrath, Filippo Muratori, Clodagh M. Murphy, Declan G.M. 
Murphy, Kirsten O’Hearn, Bob Oranje, Mara Parellada, Alessandra Retico, Pedro 
Rossa, Katya Rubia, Devon Shook, Margot Taylor, Paul M. Thompson, Michela 
Tosetti, Gregory L. Wallace, Fengfeng Zhou, Jan K. Buitelaar, 2018. Cortical and 
Subcortical Brain Morphometry Differences Between Patients With Autism 
Spectrum Disorder and Healthy Individuals Across the Lifespan: Results From 
the ENIGMA ASD Working Group. Am. J. Psychiatry 175, 359–369. 
https://doi.org/10.1176/appi.ajp.2017.17010100 
Vera, S., Gil, D., Borràs, A., Sánchez, X., Pérez, F., Linguraru, M.G., González 
Ballester, M.A., 2012. Computation and Evaluation of Medial Surfaces for Shape 
Representation of Abdominal Organs, in: Abdominal Imaging. Computational 
and Clinical Applications. pp. 223–230. 
Vese, L.A., Chan, T.F., 2002. A Multiphase Level Set Framework for Image 
Segmentation Using the Mumford and Shah Model. Int. J. Comput. Vis. 50, 271–
293. https://doi.org/10.1023/A:1020874308076 
Wachinger, C., Reuter, M., Klein, T., 2018. DeepNAT: Deep convolutional neural 
network for segmenting neuroanatomy. Neuroimage 170, 434–445. 
https://doi.org/https://doi.org/10.1016/j.neuroimage.2017.02.035 
Wade, B.S.C., Valcour, V.G., Wendelken-Riegelhaupt, L., Esmaeili-Firidouni, P., 
Joshi, S.H., Gutman, B.A., Thompson, P.M., 2015. Mapping abnormal 
subcortical brain morphometry in an elderly HIV+ cohort. NeuroImage Clin. 9, 
564–573. https://doi.org/https://doi.org/10.1016/j.nicl.2015.10.006 
Wakuri, H., 1991. Considerations on the Morphology and Terminology of the Organs. 
Okajimas Folia Anat. Jpn. 68, 225–230. 
Wang, C., de La Gorce, M., Paragios, N., 2009. Segmentation, ordering and multi-
object tracking using graphical models, in: International Conference on Computer 
Vision. pp. 747–754. https://doi.org/10.1109/ICCV.2009.5459247 
Wang, C., Smedby, O., 2014a. Automatic multi-organ segmentation using fast model 
based level set method and hierarchical shape priors. Visc. Organ Segmentation 
Landmark Detect. Benchmark 25–31. 
Wang, C., Smedby, O., 2014b. Automatic multi-organ segmentation in non-enhanced 
CT datasets using hierarchical shape priors, in: International Conference on 
Pattern Recognition. pp. 3327–3332. https://doi.org/10.1109/ICPR.2014.574 
Wang, C., Smedby, Ö., 2015. Multi-organ Segmentation Using Shape Model Guided 
Local Phase Analysis, in: Medical Image Computing and Computer-Assisted 
Intervention -- MICCAI 2015: 18th International Conference, Munich, Germany, 
October 5-9, 2015, Proceedings, Part III. pp. 149–156. 
https://doi.org/10.1007/978-3-319-24574-4_18 
Wang, H., Stout, D.B., Chatziioannou, A.F., 2012. Estimation of Mouse Organ 
Locations Through Registration of a Statistical Mouse Atlas With Micro-CT 
Images. IEEE Trans. Med. Imaging 31, 88–102. 
https://doi.org/10.1109/TMI.2011.2165294 
Wang, H., Suh, J.W., Das, S.R., Pluta, J.B., Craige, C., Yushkevich, P.A., 2013. Multi-
Atlas Segmentation with Joint Label Fusion. IEEE Trans. Pattern Anal. Mach. 
Intell. 35, 611–623. https://doi.org/10.1109/TPAMI.2012.143 
Wang, L., Shi, F., Yap, P.-T., Lin, W., Gilmore, J.H., Shen, D., 2013. Longitudinally 
guided level sets for consistent tissue segmentation of neonates. Hum. Brain 
Mapp. 34, 956–972. https://doi.org/10.1002/hbm.21486 
Wang, S., Summers, R.M., 2012. Machine Learning and Radiology. Med. Image Anal. 
16, 933–951. https://doi.org/10.1016/j.media.2012.02.005 
Wang, Y., Zhou, Y., Shen, W., Park, S., Fishman, E.K., Yuille, A.L., 2018. Abdominal 
multi-organ segmentation with organ-attention networks and statistical fusion. 
arXiv:1804.08414. 
Warfield, S.K., Zou, K.H., Wells, W.M., 2004. Simultaneous truth and performance 
level estimation (STAPLE): an algorithm for the validation of image 
segmentation. IEEE Trans. Med. Imaging 23, 903–921. 
https://doi.org/10.1109/TMI.2004.828354 
Weisenfeld, N.I., Warfield, S.K., 2011. SoftSTAPLE: Truth and performance-level 
estimation from probabilistic segmentations, in: IEEE International Symposium 
on Biomedical Imaging: From Nano to Macro. pp. 441–446. 
https://doi.org/10.1109/ISBI.2011.5872441 
Wernick, M.N., Yang, Y., Brankov, J.G., Yourganov, G., Strother, S.C., 2010. Machine 
Learning in Medical Imaging. IEEE Signal Process. Mag. 27, 25–38. 
https://doi.org/10.1109/MSP.2010.936730 
Wolz, R., Chu, C., Misawa, K., Fujiwara, M., Mori, K., Rueckert, D., 2013. Automated 
abdominal multi-organ segmentation with subject-specific atlas generation. IEEE 
Trans. Med. Imaging 32, 1723–1730. https://doi.org/10.1109/TMI.2013.2265805 
Xu, Z., Burke, R.P., Lee, C.P., Baucom, R.B., Poulose, B.K., Abramson, R.G., 
Landman, B.A., 2015. Efficient multi-atlas abdominal segmentation on clinically 
acquired CT with SIMPLE context learning. Med. Image Anal. 24, 18–27. 
https://doi.org/10.1016/j.media.2015.05.009 
Yan, P., Kassim, A.A., Shen, W., Shah, M., 2009. Modeling interaction for 
segmentation of neighboring structures. IEEE Trans. Inf. Technol. Biomed. 13, 
252–262. https://doi.org/10.1109/TITB.2008.2010492 
Yan, Z., Zhan, Y., Peng, Z., Liao, S., Shinagawa, Y., Zhang, S., Metaxas, D.N., Zhou, 
X.S., 2016. Multi-Instance Deep Learning: Discover Discriminative Local 
Anatomies for Bodypart Recognition. IEEE Trans. Med. Imaging 35 5, 1332–
1343. 
Yang, J., Staib, L.H., Duncan, J.S., 2004. Neighbor-constrained segmentation with 
level set based 3-D deformable models. IEEE Trans. Med. Imaging 23, 940–948. 
https://doi.org/10.1109/TMI.2004.830802 
Yang, X., Cerrolaza, J., Duan, C., Zhao, Q., Murnick, J., Safdar, N., Avery, R., 
Linguraru, M.G., 2014. Weighted partitioned active shape model for optic 
pathway segmentation in MRI, in: Workshop on Clinical Image-Based 
Procedures. pp. 109–117. https://doi.org/10.1007/978-3-319-13909-8_14 
Yao, J., Burns, J.E., Forsberg, D., Seitel, A., Rasoulian, A., Abolmaesumi, P., 
Hammernik, K., Urschler, M., Ibragimov, B., Korez, R., Vrtovec, T., Castro-
Mateos, I., Pozo, J.M., Frangi, A.F., Summers, R.M., Li, S., 2016. A multi-center 
milestone study of clinical vertebral CT segmentation. Comput. Med. Imaging 
Graph. 49, 16–28. 
https://doi.org/https://doi.org/10.1016/j.compmedimag.2015.12.006 
Yao, J., Summers, R.M., 2009. Statistical location model for abdominal organ 
localization. Med. Image Comput. Comput. Assist. Interv. 12, 9–17. 
Yokota, F., Okada, T., Takao, M., Sugano, N., Tada, Y., Sato, Y., 2009. Automated 
segmentation of the femur and pelvis from 3D CT data of diseased hip using 
hierarchical statistical shape model of joint structure, in: International Conference 
on Medical Image Computing and Computer-Assisted Intervention. pp. 811–818. 
https://doi.org/10.1007/978-3-642-04271-3_98 
Yokota, F., Okada, T., Takao, M., Sugano, N., Tada, Y., Tomiyama, N., Sato, Y., 2013. 
Automated CT Segmentation of Diseased Hip Using Hierarchical and 
Conditional Statistical Shape Models, in: Medical Image Computing and 
Computer-Assisted Intervention. pp. 190–197. https://doi.org/10.1007/978-3-
642-40763-5_24 
Zeng, X., Staib, L.H., Schultz, R.T., Duncan, J.S., 1999. Segmentation and 
measurement of the cortex from 3-D MR images using coupled-surfaces 
propagation. IEEE Trans. Med. Imaging 18, 927–937. 
https://doi.org/10.1109/42.811276 
Zhan, Y., Zhou, X.S., Peng, Z., Krishnan, A., 2008. Active Scheduling of Organ 
Detection and Segmentation in Whole-Body Medical Images, in: Medical Image 
Computing and Computer-Assisted Intervention. pp. 313–321. 
https://doi.org/10.1007/978-3-540-85988-8_38 
Zhang, L., Ji, Q., 2010. Image Segmentation with a Unified Graphical Model. IEEE 
Trans. Pattern Anal. Mach. Intell. 32, 1406–1425. 
https://doi.org/10.1109/TPAMI.2009.145 
Zhang, S., Huang, J., Uzunbas, M., Shen, T., Delis, F., Huang, X., Volkow, N., Thanos, 
P., Metaxas, D.N., 2011. 3D Segmentation of Rodent Brain Structures Using 
Hierarchical Shape Priors and Deformable Models. Med. image Comput. 
Comput. Interv. 14, 611–618. 
Zhao, H.-K., Chan, T., Merriman, B., Osher, S., 1996. A Variational Level Set 
Approach to Multiphase Motion. J. Comput. Phys. 127, 179–195. 
https://doi.org/http://dx.doi.org/10.1006/jcph.1996.0167 
Zhao, Z., 2006. Robust MR Image Segmentation Using 3D Partitioned Active Shape 
Models, in: International Conference on Control, Automation, Robotics and 
Vision. pp. 1–6. 
Zhou, X., Takayama, R., Wang, S., Hara, T., Fujita, H., 2017. Deep learning of the 
sectional appearances of 3D CT images for anatomical structure segmentation 
based on an FCN voting method. Med. Phys. 44, 5221–5233. 
https://doi.org/10.1002/mp.12480 
Zhou, Y., Bai, J., 2007. Multiple abdominal organ segmentation: An atlas-based fuzzy 
connectedness approach. IEEE Trans. Inf. Technol. Biomed. 11, 348–352. 
https://doi.org/10.1109/TITB.2007.892695 
Zhu, S.C., Lee, T.S., Yuille, A.L., 1995. Region competition: unifying snakes, region 
growing, energy/Bayes/MDL for multi-band image segmentation, in: IEEE 
International Conference on Computer Vision. pp. 416–423. 
https://doi.org/10.1109/ICCV.1995.466909 
Zimmer, C., Olivo-Marin, J.C., 2005. Coupled parametric active contours. IEEE Trans. 
Pattern Anal. Mach. Intell. 27, 1838–1842. 
https://doi.org/10.1109/TPAMI.2005.214 
 
