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Resumen:
En este trabajo se calcula la expresión de la resolvente de las secciones nitas
y se demuestra una fórmula que conecta los polinomios ortogonales con los poli-
nomios asociados. Esta fórmula generaliza un teorema de Van Assche para los
polinomios ortogonales que satisfacen una relación de recurrencia a tres términos.
Como consecuencia se prueba una fórmula para la traza que extiende a los
polinomios complejos una análoga de las secciones nitas de la matriz de Jacobi.
Se proponen también otras aplicaciones, en particular una generalización de
una fórmula de Belmehdi similar a la de Christo¤el-Darboux.
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Polinomios ortogonales, polinomios asociados, matrices hermitianas denidas
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1. Introducción
Sea M = (cij)1i;j es una matriz compleja hermitiana innita y denida positiva,
en lo sucesivo HPD, es decir, tal que los menores
4n =

c00 c10    cn;0
c01 c11    cn;1
...
...
. . .
...
c0;n 1 c1;n 1    cn;n 1
c0;n c1;n    cn;n

son positivos para todo n: Una tal matriz dene en el espacio vectorial, ; de
los polinomios con coecientes complejos un producto escalar, sin más que poner
hzm; zni = cm;n y extendiéndolo por linealidad. En este espacio prehilbert la
sucesión de polinomios fPn(z)g dada por
Pn(z) =

c00 c10    cn;0
c01 c11    cn;1
...
...
. . .
...
c0;n 1 c1;n 1    cn;n 1
1 z    zn

;
si n  1 y P0(z) = 1 es ortogonal y se denomina sucesión de polinomios ortogonales
denida por la matriz M:
La correspondiente sucesión de polinomios mónicos f ePn(z)g está dada porePn(z) = Pn(z)=4n 1 y además, normalizando la sucesión, tendremos los poli-
nomios f bPn(z)g dados por bPn(z) = Pn(z)=p4n4n 1; que llamamos polinomios
ortogonales normalizados. De acuerdo con esto la norma de los mónicos vericará
jj ePn(z)jj2 = 4n=4n 1 con 40 = c00 y 4 1 = 1:
Si M = (cij)1i;j es una matriz HDP y Mn = TnT
H
n es la descomposición de
Cholesky de Mn; por ser hermitiana denida positiva la matriz Tn es inversible y
podemos denir, véase [8] o [9], la matriz de Hessenberg asociada a M
Dn = T
 1
n M
0
nT
 H
n
que tiene las siguientes propiedades:
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1. ePn(z) = jIzz  Dnj; es decir los autovalores de Dn son los ceros de ePn(z):
2. Dn es Hessenberg superior y si Dn = (dij)1i;j=1; es di+1;i =
pjMi+1jjMi 1j=jMij:
Lo que nos lleva además a que los elementos de la subdiagonal son reales y posi-
tivos.
3. Dn = (Dn+1)n
Esta propiedad es especialmente interesante porque permite denir una suce-
sión de matrices de Hessenberg fDng1n=1 de orden creciente tal que cada una de
ellas es submatriz principal de la siguiente, es decir, permite denir la matriz in-
nitaD = (dij)1i;j=1; como matriz asociada a la matriz hermitiana denida positiva
M:
4. La matriz D corresponde al operador multiplicación por z" en  respecto de
la base ortonormal f bPn(z)g1n=0 asociada a M:
5. Asimismo puede obtenerse, véase [9], la matriz M normalizada (con c00 = 1) a
partir de la matriz D mediante cij = hDie0; Dje0i ;8i; j 2 Z+:
Lema 1 Sea M una matriz HDP innita, sea D = (dij)1i;j la matriz de Hessenberg
correspondiente, entonces los polinomios mónicos verican la siguiente fórmula de
recurencia larga
ePn(z) = (z   dn;n) ePn 1(z) + [dn;n 1]( dn 1;n) ePn 2(z)
+[dn;n 1dn 1;n 2]( dn 2;n) ePn 3(z)
+[dn;n 1dn 1;n 2dn 2;n 3]( dn 3;n) ePn 4(z)
+   + [dn;n 1dn 1;n 2    d21]( d1;n) eP0(z): (1.1)
Dem. A partir de la primera de las propiedades de la matriz Dn; denida por
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Dn = T
 1
n M
0
nT
 H
n ; que nos dice que ePn(z) = jInz  Dnj; es decir,
ePn(z) =

z   d11  d12  d13     d1;n 2  d1;n 1  d1;n
 d21 z   d22  d23     d2;n 2  d2;n 1  d2;n
0  d32 z   d33     d3;n 2  d3;n 1  d3;n
0 0  d43     d4;n 2  d4;n 1  d4;n
...
...
...
. . .
...
...
...
0 0 0     dn 1;n 2 z   dn 1;n 1  dn 1;n
0 0 0    0  dn;n 1 z   dn;n

;
desarrollando el determinante por la última la reiteradamente, se obtiene la
citada fórmula. 
Lema 2 En las mismas condiciones del lema anterior, se verica la siguiente
fórmula de recurencia larga
ePn(z) = (z   d11) eP (1)n 1(z) + [d21]( d12) eP (2)n 2(z)
+[d21d32]( d13) eP (3)n 3(z)
+[d21d32d43]( d14) eP (4)n 4(z)
+   + [d21d32    dn;n 1]( d1;n) eP (n)0 (z): (1.2)
Dem. A partir de la igualdad ePn(z) = jInz Dnj; basta desarrollar por la primera
columna reiteradamente. 
Supongamos que M es una matriz HDP, sea o no de momentos, y sea D la
matriz de Hessenberg asociada a ella. Llamaremos D(k) a la matriz que resulta de
eliminar en D las primeras k las y columnas.
A partir de D(k) podemos, utilizando ci;j =


[D(k)]ie0; [D
(k)]je0

; construir la
matriz M(k) = (ci;j(k))1i;j=0 (con esta notación M = M(0)). La matriz M(k) es
hermitiana denida positiva para cualquier k 2 Z+; ya que los elementos de la
subdiagonal son todos estrictamente positivos. En efecto, suponiendo c00 = 1;
un sencillo cálculo a partir de la expresión de los términos de la subdiagonal de
D; que valen dj;j 1 =
pjMjj jMj 2j=jMj 1j2; nos permite determinar jMnj =Qn
j=2 d
2(n j+1)
j;j 1 : Por tanto jMn(k)j =
Qn
j=2 d
2(n j+1)
j+k;j+k 1; será también una matriz
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innita, hermitiana denida positiva. En consecuenciaM(k) denirá un producto
escalar, en general diferente, para cada valor de k:
Los polinomios desplazados mónicos de orden k 2 Z+; jado de antemano, y
grado n  k; para n  k; se denen mediante
eP (k)n k(z) = jIn kz  D(k)n kj; n > k; con eP (k)0 = 1;
y son ortogonales respecto del producto escalar introducido por M(k): El caso
k = 1; da lugar a los polinomios asociados que cuando el soporte es real han sido
muy bien estudiados, véase [3] o [6]. Para casos no reales y k  1; veáse [1].
Consideraremos la siguiente normalización de los mónicos
bP (k)n k(z) = eP (k)n k(z)dk+2;k+1dk+3;k+2    dn+1;n ; n > k; con bP (k)0 (z) = 1:
Para que esta normalización sea coherente con la norma usual de los mónicos, es
decir cuando k = 0; supondremos a partir de ahora y en todo lo que sigue, que
c00 = 1: De este modo, si recordamos que 4n+1 = jMnj; como jM0j = 1; haciendo
jM1j = c00 = 1; y como cabe esperar, se cumple que
jj ePn(z)jj = d21d32    dn+1;n = nQ
j=1
s
jMj+1jjMj 1j
jMjj2 =
p
4n=4n 1:
Lema 3 (Recurrencia larga para desplazados)
Sea M una matriz HDP innita, sea D = (dij)1i;j la matriz de Hessenberg
correspondiente, y sean f eP (j)n j(z)g los polinomios desplazados mónicos, entonces
se verica la siguiente fórmula de recurrencia larga
eP (j)n j(z) = (z   dj+1;j+1) eP (j+1)n j 1(z) + [dj+2;j+1]( dj+1;j+2) eP (j+2)n j 2(z)
+[dj+2;j+1dj+3;j+2]( dj+1;j+3) eP (j+3)n j 3(z)
+[dj+2;j+1dj+3;j+2dj+4;j+3]( dj+1;j+4) eP (j+4)n j 4(z)
+   + [dj+2;j+1dj+3;j+2dj+4;j+3    dn;n 1]( dj+1;n) eP (n)0 (z): (1.3)
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Dem. Tenemos que
eP (j)n j(z) = In jz  D(j)n j =
=

z dj+1;j+1  dj+1;j+2  dj+1;j+3     dj+1;n 1  dj+1;n
 dj+2;j+1 z dj+2;j+2  dj+2;j+3     dj+2;n 1  dj+2;n
0  dj+3;j+2 z dj+3;j+3     dj+3;n 1  dj+3;n
...
...
...
. . .
...
...
0 0 0    z dn 1;n 1  dn 1;n
0 0 0     dn;n 1 z dn;n


Desarrollando por la primera columna reiteradamente se obtiene la fórmula. 
Lema 4 Sea M una matriz HDP innita, sea D = (dij)1i;j la matriz de Hessenberg
correspondiente, y sean f bP (j)n j(z)g los correspondientes polinomios desplazados
normalizados, entonces verican la siguiente fórmula de recurrencia larga
bP (j)n j(z) = (z   dj+1;j+1)dj+2;j+1 bP (j+1)n j+1(z)  dj+1;j+2dj+3;j+2 bP (j+2)n j 2(z)  dj+1;j+3dj+4;j+3 bP (j+3)n j 3(z)
 dj+1;j+4
dj+5;j+4
bP (j+4)n j 4(z)       dj+1;ndn+1;n bP (n)0 (z): (1.4)
Dem. Consideremos la normalización de estos polinomios desplazados
bP (k)n k(z) = eP (k)n k(z)dk+2;k+1dk+3;k+2    dn+1;n ;
se tiene entonces que
bP (j)n j(z) = 1dj+2;j+1dj+3;j+2    dn+1;n
h eP (j)n j(z)i
=
1
dj+2;j+1dj+3;j+2    dn+1;n
h
(z   dj+1;j+1) eP (j+1)n j 1(z)i
+[dj+2;j+1]( dj+1;j+2) eP (j+2)n j 2(z)
+[dj+2;j+1dj+3;j+2]( dj+1;j+3) eP (j+3)n j 3(z)
+[dj+2;j+1dj+3;j+2dj+4;j+3]( dj+1;j+4) eP (j+4)n j 4(z)
+   + [dj+2;j+1dj+3;j+2dj+4;j+3    dn;n 1]( dj+1;n) eP (n)0 (z);
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de donde resulta nalmente
bP (j)n j(z) = (z   dj+1;j+1)dj+2;j+1 bP (j+1)n j+1(z)  dj+1;j+2dj+3;j+2 bP (j+2)n j 2(z)  dj+1;j+3dj+4;j+3 bP (j+3)n j 3(z)
 dj+1;j+4
dj+5;j+4
bP (j+4)n j 4(z)       dj+1;ndn+1;n bP (n)0 (z):
como queríamos demostrar. 
No es necesario que el desplazamiento del polinomio y su grado sumen n: Si se
considera el polinomio desplazado j  1; de grado k  j; y se desarrolla del mismo
modo, se tiene que
eP (j 1)k j (z) = (z   dj;j) eP (j)k j 1(z) + [dj+1;j]( dj;j+1) eP (j+1)k j 2(z)
+[dj+1;jdj+2;j+1]( dj;j+2) eP (j+2)k j 3(z)
+   + [dj+1;jdj+2;j+1    dk 1;k 2]( dj;k 1) eP (k 1)0 (z); (1.5)
y utilizando la normalización
eP (i)k i 1(z) = di+2;i+1    dk;k 1 bP (i)k i 1(z);
resulta que
bP (j 1)k j (z) = (z   dj;j)dj+1;j bP (j)k j 1(z)  dj;j+1dj+2;j+1 bP (j+1)k j 2(z)  dj;j+2dj+3;j+2 bP (j+2)k j 3(z)
       dj;k 1
dk;k 1
bP (k 1)0 (z): (1.6)
Lema 5 (Recurrencia larga descendente)
Sea M una matriz HDP innita, sea D = (dij)1i;j la matriz de Hessenberg
correspondiente, entonces los polinomios desplazados mónicos verican que
eP (j)n j(z) = (z   dn;n) eP (j)n j 1(z) + [dn;n 1]( dn 1;n) eP (j)n j 2(z)
+[dn;n 1dn 1;n 2]( dn 2;n) eP (j)n j 3(z)
+   + [dn;n 1dn 1;n 2    dj+2;j+1]( dj+1;n) eP (j)0 (z): (1.7)
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Dem. Basta considerar la igualdad anterioreP (j)n j(z) = In jz  D(j)n j ;
y desarrollar por la última la reiteradamente. 
2. Secciones nitas de la resolvente
La matriz (Inz  Dn) 1 es una sección nita de orden n de la resolvente de la
matrizD: El siguiente teorema nos proporciona los elementos de la parte triangular
inferior y de la parte superior de esta matriz, donde los elementos están dados en
función de los polinomios desplazados.
Teorema 1 (Expresión de elementos de la resolvente de secciones nitas)
Sea M una matriz HDP innita, sea D = (dij)1i;j la matriz de Hessenberg
correspondiente, y sean f bPn(z)g los polinomios normalizados y f bP (j)n j(z)g los poli-
nomios desplazados, entonces 8z 2 Cnfz : Pn(z) = 0g se cumple que
(Inz  Dn) 1[j; k] =
8>>>><>>>>:
1
dj+1;j
bPk 1(z) bP (j)n j(z)bPn(z) ; si j  k:
1
dj+1;j
" bPk 1(z) bP (j)n j(z)bPn(z)   bP (j)k j 1(z)
#
; si j < k:
(2.1)
Dem. Se sabe que ePn(z) = jInz  Dnj : Para determinar el elemento [j; k] bastará
analizar cuál es el adjunto del elemento traspuesto del (Inz Dn) 1[j; k]: Se tiene
que
(Inz  Dn) 1[j; k] = Adj (k; j)jInz  Dnj 
En el caso j  k; el elemento [k; j] está en la matriz triangular superior, eliminando
la la k-ésima y la columna j-ésima resulta
Adj (k; j) = ( 1)j+k

A D F
0 B E
0 0 C
 = ( 1)j+kjAj jBj jCj;
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donde A;B;C son matrices cuadradas. Tendremos
jAj =

z   d11  d12  d13     d1;k 1
 d21 z   d22  d23     d2;k 1
...
...
...
. . .
...
0 0 0     dk 2;k 1
0 0 0    z   dk 1;k 1

= ePk 1(z)
jBj =

 dk+1;k z   dk+1;k+1  dk+1;k+2     dk+1;j 1
0  dk+2;k+1 z   dk+2;k+2     dk+2;j 1
...
...
...
. . .
...
0 0 0    z   dj 1;j 1
0 0 0     dj;j 1

=
= ( 1)j kdk+1;kdk+2;k+1    dj;j 1
jCj =

z   dj+1;j+1  dj+1;j+2  dj+1;j+3     dj+1;n
 dj+2;j+1 z   dj+2;j+2  dj+2;j+3     dj+2;n
...
...
...
. . .
...
0 0 0     dn 1;n
0 0 0    z   dn;n

= eP (j)n j(z):
Resultando nalmente
(Inz  Dn) 1[j; k] = ( 1)j kdk+1;kdk+2;k+1    dj;j 1
ePk 1(z) eP (j)n j(z)ePn(z) =
= dk+1;kdk+2;k+1    dj;j 1
d21d32    dk;k 1 bPk 1(z)dj+2;j+1dj+3;j+2    dn+1;n bP (j)n j(z)
d21d32    dn+1;n bPn(z)
=
bPk 1(z) bP (j)n j(z)
dj+1;j bPn(z) ;
para j  k: La fórmula es enteramente válida si j = k:
Para el caso general bastará con comprobar que al multiplicar Inz   Dn por
(Inz Dn) 1 se obtiene In: Hagamos en primer lugar el producto de la la j-ésima
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por la columna j-ésima, tenemos
(   0   dj;j 1 z   djj   dj;j+1    dj;n)
0BBBBBBBBBBBBBBBBBBBBBBB@
1
d21
 bPj 1 bP (1)n 1bPn   bP (1)j 2

1
d32
 bPj 1 bP (2)n 2bPn   bP (2)j 3

...
1
dj;j 1
 bPj 1 bP (j 1)n j+1bPn   bP (j 1)0

1
dj+1;j
 bPj 1 bP (j)n jbPn   bP (j) 1

1
dj+2;j+1
 bPj 1 bP (j+1)n j 1bPn   bP (j+1) 2

...
1
dn+1;n
 bPj 1 bP (n)0bPn   bP (n)j n 1

1CCCCCCCCCCCCCCCCCCCCCCCA
=
=  dj;j 1 1
dj;j 1
" bPj 1 bP (j 1)n j+1bPn   bP (j 1)0
#
+ (z   dj;j) 1
dj+1;j
" bPj 1 bP (j)n jbPn   bP (j) 1
#
 dj;j+1 1
dj+2;j+1
" bPj 1 bP (j+1)n j 1bPn   bP (j+1) 2
#
    dj;n 1
dn+1;n
"bPj 1 bP (n)0bPn   bP (n)j n 1
#
= 1 
bPj 1 bP (j 1)n j+1bPn + (z   dj;j)
bPj 1 bP (j)n j
dj+1;j bPn   dj;j+1
bPj 1 bP (j+1)n j 1
dj+2;j+1 bPn        dj;n
bPj 1 bP (n)0
dn+1;n bPn
= 1 
bPj 1bPn
 bP (j 1)n j+1   (z   dj;j)dj+1;j bP (j)n j + dj;j+1dj+2;j+1 bP (j+1)n j 1 +   + dj;ndn+1;n bP (n)0

= 1
ya que este corchete es nulo, pues por la fórmula (1.4) de recurrencia larga, es
bP (j 1)n j+1 = (z   dj;j)dj+1;j bP (j)n j   dj;j+1dj+2;j+1 bP (j+1)n j 1        dj;ndn+1;n bP (n)0 :
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Veamos ahora el producto de la la j-ésima por la columna k-ésima:
(   0   dj;j 1 z   djj   dj;j+1    dj;n)
0BBBBBBBBBBBBBBBBBBBBBBB@
1
d21
 bPk 1 bP (1)n 1bPn   bP (1)k 2

1
d32
 bPk 1 bP (2)n 2bPn   bP (2)k 3

...
1
dj;j 1
 bPk 1 bP (j 1)n j+1bPn   bP (j 1)k j

1
dj+1;j
 bPk 1 bP (j)n jbPn   bP (j)k j 1

1
dj+2;j+1
 bPj 1 bP (j+1)n j 1bPn   bP (j+1) 2

...
1
dn+1;n
 bPk 1 bP (n)0bPn   bP (n)k n 1

1CCCCCCCCCCCCCCCCCCCCCCCA
=
=  dj;j 1 1
dj;j 1
" bPk 1 bP (j 1)n j+1bPn   bP (j 1)k j
#
+ (z   dj;j) 1
dj+1;j
" bPk 1 bP (j)n jbPn   bP (j)k j 1
#
 dj;j+1 1
dj+2;j+1
"bPk 1 bP (j+1)n j 1bPn   bP (j+1)k j 2
#
    dj;n 1
dn+1;n
" bPk 1 bP (n)0bPn   bP (n)k n 1
#
=  
bPk 1bPn
 bP (j 1)n j+1   (z   dj;j)dj+1;j bP (j)n j + dj;j+1dj+2;j+1 bP (j+1)n j 1 +   + dj;ndn+1;n bP (n)0

+
 bP (j 1)k j   (z   dj;j)dj+1;j bP (j)k j 1 + dj;j+1dj+2;j+1 bP (j+1)k j 2 +   + dj;ndn+1;n bP (n)k n 1

:
En esta última expresión el primer corchete es nulo por la fórmula (1.4) de re-
currencia larga. El segundo corchete también es nulo, ya que si k < j; todos los
polinomios son nulos por tener subíndice negativo, y si es k  j; basta tener en
cuenta la fórmula (1.6) de recurrencia larga para el polinomio bP (j 1)k j (z) y que a
partir del sumando dj;k 1
dk;k 1
bP (k 1)0 (z) todos son nulos por idéntica razón. 
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3. Suma de productos combinados
En el interesante artículo [11], utilizando wronskianos, Van Assche demuestra dos
fórmulas análogas a (3.1) y (3.2), semejantes a la de Christo¤el-Darboux. En
el caso hermitiano la demostración es algo más compleja y está en el siguiente
teorema.
Teorema 2 (Suma de productos combinados)
Sea M una matriz HDP innita, D = (dij)1i;j la matriz de Hessenberg aso-
ciada, f ePn(z)g la correspondiente sucesión de polinomios mónicos y f eP (k)n k(z)g
los polinomios desplazados de orden k; entonces se cumple que
nP
k=1
ePk 1(x) eP (k)n k(y) = ePn(x)  ePn(y)x  y (3.1)
si x 6= y; y su forma derivada
nP
k=1
ePk 1(x) eP (k)n k(x) = eP 0n(x): (3.2)
Dem. Apliquemos inducción completa sobre n: Como es
eP1(x)  eP1(y) = (x  d11)  (y   d11) = x  y;
queda eP0(x) eP (1)0 (y) = eP1(x)  eP1(y)x  y ;
por lo que la fórmula (3.1) es válida para n = 1:
Supongamos ahora que la igualdad es válida para los valores desde 1 hasta
n  1; y comencemos por escribir también la igualdad trivial
0 =
eP0(x)  eP0(y)
x  y 
Por la hipótesis de inducción tendremos las igualdades
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0 =
eP0(x)  eP0(y)
x  y
eP0(x) eP (1)0 (y) = eP1(x)  eP1(y)x  y
eP0(x) eP (1)1 (y) + eP1(x) eP (2)0 (y) = eP2(x)  eP2(y)x  y
eP0(x) eP (1)2 (y) + eP1(x) eP (2)1 (y) + eP2(x) eP (3)0 (y) = eP3(x)  eP3(y)x  y
...eP0(x) eP (1)n 3(y) + eP1(x) eP (2)n 4(y) + :::+ ePn 3(x) eP (n 2)0 (y) = ePn 2(x)  ePn 2(y)x  y
eP0(x) eP (1)n 2(y) + eP1(x) eP (2)n 3(y) + :::+ ePn 2(x) eP (n 1)0 (y) = ePn 1(x)  ePn 1(y)x  y
y las multiplicamos, respectivamente, por
[dn;n 1:::d21] ( d1;n)
[dn;n 1:::d32] ( d2;n)
[dn;n 1:::d43] ( d3;n)
[dn;n 1:::d54] ( d4;n)
...
[dn;n 1] ( dn 1;n)
(y   dn;n) ;
sumando, sacando factor común los primeros polinomios de cada producto y te-
niendo en cuenta la fórmula (1.7) con j = 1; 2; :::; n  1 para la parte izquierda y
la fórmula (1.1) para la parte derecha, resulta entonces que:
eP0(x) eP (1)n 1(y)+ eP1(x) eP (2)n 2(y)+:::+ ePn 2(x) eP (n 1)1 (y) =
14
=
1
x  y [[dn;n 1:::d21] ( d1;n)
eP0(x) + [dn;n 1:::d32] ( d2;n) eP1(x)
+ [dn;n 1:::d43] ( d3;n) eP2(x) + [dn;n 1:::d54] ( d4;n) eP3(x)
+:::+ [dn;n 1] ( dn 1;n) ePn 2(x) + (y   dn;n) ePn 1(x)]
  1
x  y [[dn;n 1:::d21] ( d1;n)
eP0(y) + [dn;n 1:::d32] ( d2;n) eP1(y)
+ [dn;n 1:::d43] ( d3;n) eP2(y) + [dn;n 1:::d54] ( d4;n) eP3(y)
+:::+ [dn;n 1] ( dn 1;n) ePn 2(y) + (y   dn;n) ePn 1(y)]
=
1
x  y
h ePn(x)  (x  dn;n) ePn 1(x) + (y   dn;n) ePn 1(x)i  1
x  y
ePn(y)
=
ePn(x)  ePn(y)
x  y +
(y   x) ePn 1(x)
x  y ;
de donde, simplicando y pasando al primer miembro este último sumando, que
es ePn 1(x) = ePn 1(x) eP (n)0 (y);
resulta
eP0(x) eP (1)n 1(y) + eP1(x) eP (2)n 2(y) + :::+ ePn 1(x) eP (n)0 (y) = ePn(x)  ePn(y)x  y ;
es decir, la primera de las fórmulas buscadas. Luego se cumple en el caso n; y la
expresión es por tanto cierta.
Finalmente, si hacemos tender y hacia x en (3.1), obtenemos la fórmula (3.2),
lo que concluye la demostración. 
Corolario Con las hipótesis del teorema, son válidas las fórmulas siguientes para
polinomios normalizados:
nP
k=1
1
dk+1;k
bPk 1(x) bP (k)n k(y) = bPn(x)  bPn(y)x  y ; (3.3)
nP
k=1
1
dk+1;k
bPk 1(x) bP (k)n k(x) = bP 0n(x); (3.4)
traza ((Inz  Dn) 1) =
bP 0n(z)bPn(z) : (3.5)
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Dem. Utilizando la normalización
ePn(z) = [dn+1;n:::d21] bPn(z) y eP (k)n k(z) = [dk+2;k+1:::dn+1;n] bP (k)n k(z);
las fórmulas (3.1) y (3.2) se convierten en (3.3) y (3.4). Para demostrar la fórmula
de la traza, dada por (3.5), utilizamos los valores de la diagonal de (Inz  Dn) 1;
calculados en el Teorema 1 y dados por (2.1), obteniendo
traza ((Inz  Dn) 1) =
nP
k=1
(Inz  Dn) 1 [k; k]
=
nP
k=1
bPk 1(z) bP (k)n k(z)
dk+1;k bPn(z)
=
1bPn(z)
nP
k=1
bPk 1(z) bP (k)n k(z)
dk+1;k
=
bP 0n(z)bPn(z) ;
habiendo utilizado (3.4) en el último paso. Esta fórmula de la traza es una ex-
tensión de la fórmula que se encuentra en la página 241 de [11] y es relativa a la
tridiagonal de Jacobi. 
4. Algunos ejemplos
Vamos a ilustrar el funcionamiento práctico de algunos de los resultados proba-
dos, para ello elegiremos unos PO sencillos. Establezcamos algunos resultados
introductorios. Dada la sucesión
: : : ; ( 1=3)2; 1=3; 1; 1=3; ( 1=3)2; : : :
es decir cn = ( 1=3)jnj; n 2 Z; construimos con ella la matriz de Toeplitz innita
T =
0BBBBBBB@
1  1=3 1=9  1=27 1=81 : : :
 1=3 1  1=3 1=9  1=27 : : :
1=9  1=3 1  1=3 1=9 : : :
 1=27 1=9  1=3 1  1=3 : : :
=81  1=27 1=9  1=3 1 : : :
...
...
...
...
...
. . .
1CCCCCCCA
:
16
Obviamente es simétrica y es fácil probar por inducción que es HDP, ya que
se cumple que jTn+1j = 23n=32n; n = 0; 1; : : : : Se tiene por tanto que 1=2 =
limn!1 jTn+1j=jTnj = 8=9 > 0; luego se trata de un caso que satisface la condición
de Szegö.
Averiguemos su símbolo. Se tiene que
a(z) =
1X
n= 1
 1
3
jnj
zn =
8z
(z + 3)(3z + 1)
)
) w(t) = 8e
i
(ei + 3)(3ei + 1)
=
4
5 + 3 cos()

Se comprueba fácilmente que
1
2
Z 2
0
4
5 + 3 cos()
d = 1:
La sucesión de PO, que se calcula, como sabemos a partir de
bPn(x) = 1pjTnj jTn+1j

c0 c 1 : : : c (n 1) c n
c1 c0 : : : c (n 2) c (n 1)
...
...
. . .
...
...
cn 1 cn 2 : : : c0 c 1
1 z : : : zn 1 zn

;
con
jTn+1j =

c0 c 1 : : : c (n 1) c n
c1 c0 : : : c (n 2) c (n 1)
...
...
. . .
...
...
cn 1 cn 2 : : : c0 c 1
cn cn 1 : : : c1 c0

;
en este caso, tras cálculos elementales, queda
bP0(z) = 1; bP1(z) = 3p2
4

z +
1
3

; bP2(z) = 3p2
4

z2 +
1
3
z

;
bP3(z) = 3p2
4

z3 +
1
3
z2

; bP4(z) = 3p2
4

z4 +
1
3
z3

; : : :
17
En general tendremos que la sucesión de polinomios normalizados es
bPn(z) = 3p2
4

zn +
1
3
zn 1

; n  1: (4.1)
Resulta inmediato comprobar que
1
2
Z 2
0
bPj(ei) bPk(ei) 4
5 + 3 cos()
d = jk:
Por otro lado la matriz de Hessenberg asociada, véase [7], se calcula a partir de
la descomposición de Cholesky de Tn = CnCHn . Llamamos T
0
n a la matriz innita
de orden n  n que resulta de eliminar en T su primera columna, se tiene que
Dn = C
 1
n T
0
nC
 H
n , y queda
D =
0BBBBBBB@
 1=3 0 0 0 0 : : :
2=3
p
2 0 0 0 0 : : :
0 1 0 0 0 : : :
0 0 1 0 0 : : :
0 0 0 1 0 : : :
...
...
...
...
. . .
1CCCCCCCA
:
Puede probarse que D dene un operador cuasinormal en `2; ya que si M es
de Toeplitz y denida positiva, entonces D siempre es cuasinormal, aunque no
evidentemente con una forma tan simple como en este caso, es decir se cumple
D(DHD) = (DHD)D.
En lo que sigue ilustraremos las identidades (3.5) y (3.1). Calculemos la matriz
(Inz  Dn) 1; obviamente es
Iz  D =
0BBBBB@
z + 1=3 0 0 0 : : :
 2=3p2 z 0 0 : : :
0  1 z 0 : : :
0 0  1 z : : :
...
...
...
...
. . .
1CCCCCA ;
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y resulta
(Iz  D) 1 =
0BBBBBBBBBBBBB@
3
3z + 1
0 0 0 : : :
2
p
2
z(3z + 1)
1
z
0 0 : : :
2
p
2
z2(3z + 1)
1
z2
1
z
0 : : :
2
p
2
z3(3z + 1)
1
z3
1
z2
1
z
: : :
...
...
...
...
. . .
1CCCCCCCCCCCCCA
: (4.2)
Una vez establecida esta introducción pasemos a poner los ejemplos que nos
interesan.
Ejemplo 1
Ilustremos la primera fórmula del Teorema 1, es decir el resultado que permite
calcular los elementos de la resolvente cuando j  k, en función de los PO y los
desplazados.
Hemos visto que para este producto escalar tenemos una resolvente (4.2) que
es triangular inferior y no necesitamos la fórmula completa.
Veamos que se cumple
(Inz  Dn) 1[j; k] = 1
dj+1;j
bPk 1(z) bP (j)n j(z)bPn(z) :
En efecto, elijamos n = 4, tenemos que los normalizados desplazados que aparecen
en la anterior expresión son:
bP (1)4 1(z) = z3; bP (2)4 2(z) = z2; bP (3)4 3(z) = z; bP (4)4 4(z) = 1:
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[1; 1]!
bP1 1(z) bP (1)4 1(z)
d21 bP4(z) = 1  z
3
2
p
2
3
 3
p
2
4
 
z4 + 1
3
z3
 = 1
z + 1
3
=
3
3z + 1
[2; 1]!
bP1 1(z) bP (2)4 2(z)
d32 bP4(z) = 1  z
2
1  3
p
2
4
 
z4 + 1
3
z3
 = 2p2
3z2 + z
[2; 2]!
bP2 1(z) bP (2)4 2(z)
d32 bP4(z) =
3
p
2
4
 
z + 1
3
  z2
1  3
p
2
4
 
z4 + 1
3
z3
 = 3z + 1
3z2 + z
=
1
z
[3; 1]!
bP1 1(z) bP (3)4 3(z)
d43 bP4(z) = 1  z1  3p24  z4 + 13z3 =
2
p
2
3z3 + z2
[3; 2]!
bP2 1(z) bP (3)4 3(z)
d43 bP4(z) =
3
p
2
4
 
z + 1
3
  z
1  3
p
2
4
 
z4 + 1
3
z3
 = z + 13
z3 + 1
3
z2
=
1
z2
[3; 3]!
bP3 1(z) bP (3)4 3(z)
d43 bP4(z) =
3
p
2
4
 
z2 + 1
3
z
  z
1  3
p
2
4
 
z4 + 1
3
z3
 = z3 + 13z2
z4 + 1
3
z3
=
1
z
[4; 1]!
bP1 1(z) bP (4)4 4(z)
d54 bP4(z) = 1  11  3p24  z4 + 13z3 =
2
p
2
3z4 + z3
[4; 2]!
bP2 1(z) bP (4)4 4(z)
d54 bP4(z) =
3
p
2
4
 
z + 1
3
  1
1  3
p
2
4
 
z4 + 1
3
z3
 = 3z + 1
3z4 + z3
=
1
z3
[4; 3]!
bP3 1(z) bP (4)4 4(z)
d54 bP4(z) =
3
p
2
4
 
z2 + 1
3
z
  1
1  3
p
2
4
 
z4 + 1
3
z3
 = 3z2 + z
3z4 + z3
=
1
z2
[4; 4]!
bP4 1(z) bP (4)4 4(z)
d54 bP4(z) =
3
p
2
4
 
z3 + 1
3
z2
  1
1  3
p
2
4
 
z4 + 1
3
z3
 = 3z3 + z2
3z4 + z3
=
1
z
Vemos que los [j; k] anteriores coinciden con los elementos de la matriz inversa de
(I4z  D4) calculada directamente, y que hemos obtenido en (4.2).
Ejemplo 2 Comprobemos que se verica
traza ((Inz  Dn) 1) =
bP 0n(z)bPn(z)  (4.3)
Inspeccionamos la resolvente, véase (4.2). Sumando la diagonal principal ve-
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mos que el término de la izquierda en (4.3) para una matriz n n vale
traza ((Inz  Dn) 1) = 3
3z + 1
+
n  1
z
=
n(3z + 1)  1
3 z2 + z
; n  1:
Por otro lado calculamos el valor de la derecha en (4.3), se tiene que
bP 0n(z) = 3p24

nzn 1 +
n  1
3
zn 2

)
)
bP 0n(z)bPn(z) =
3
p
2
4
 
nzn 1 + n 1
3
zn 2

3
p
2
4
 
zn + 1
3
zn 1
 = n(3z + 1)  1
3 z2 + z
;
y se da la igualdad.
Ejemplo 3 Ilustremos también con un ejemplo la suma de productos combinados
es decir
nX
k=1
ePk 1(x) eP (k)n k(y) = ePn(x)  ePn(y)x  y  (4.4)
Consideremos un n concreto, escojamos por ejemplo n = 4: Calculemos en
primer lugar
P4
k=1
ePk 1(x) eP (k)4 k(y): Los diferentes polinomios mónicos que apare-
cen en la fórmula son
eP1 1(x) = 1 eP (1)4 1(y) = y3eP2 1(x) = x+ 1
3
eP (2)4 2(y) = y2eP3 1(x) = x2 + 1
3
x eP (3)4 3(y) = yeP4 1(x) = x3 + 1
3
x2 eP (4)4 4(y) = 1:
Se cumple por tanto
4X
k=1
ePk 1(x) eP (k)4 k(y) = y3 + 13 y2 + y2x+ 13 yx+ yx2 + 13 x2 + x3: (4.5)
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Por otro lado calculamos directamente el cociente de la derecha de (4.4), se
tiene
eP4(x)  eP4(y)
x  y =
(x4 + 1
3
x3)  (y4 + 1
3
y3)
x  y =
x4   y4
x  y +
1
3

x3   y3
x  y

=
= x3 + x2y + xy2 + y3 +
1
3
 
x2 + xy + xy2

=
= y3 +
1
3
y2 + y2x+
1
3
yx+ yx2 +
1
3
x2 + x3;
luego efectivamente se cumple la identidad.
Ejemplo 4 Si hacemos que y ! x, resulta que para n = 4, la fórmula derivada
es
4X
k=1
ePk 1(x) eP (k)4 k(x) = eP 04(x):
Haciendo y = x en (4.5) se convierte en 4x3 + x2, y es claro que
eP 04(x) = ddx

x4 +
1
3
x3

= 4x3 + x2;
luego se da la igualdad.
5. Aplicaciones
5.1. Propiedades de extracción y expresión integral de los polinomios
asociados
Una sencilla propiedad nos permite extraer polinomios en un integral, cambiando
la variable.
Proposición 1 Sea  una medida de Borel nita y positiva con soporte compacto

 = supp() y sea f bPn(z)g la correspondiente sucesión de polinomios ortogonales
normalizados, si es j  k y z =2 
, se tiene queZ


bPj(w) bPk(w)
z   w d(w) =
bPj(z)Z


bPk(w)
z   wd(w): (5.1)
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Dem. Es inmediato que
bPj(z)Z


bPk(w)
z   wd(w) =
Z


bPj(z) bPk(w)
z   w d(w)
=
Z


bPj(z)  bPj(w)
z   w
bPk(w)d(w) + Z


bPj(w) bPk(w)
z   w d(w)
=
Z


bPj(w) bPk(w)
z   w d(w);
ya que
bPj(z)  bPj(w)
z   w es un polinomio en w; de grado j   1. 
Proposición 2 Sea  una medida de probabilidad con soporte compacto 
 =
supp(), sea f bPn(z)g la correspondiente sucesión de polinomios ortogonales nor-
malizados y sean f bP (k)n k(z)g los polinomios asociados, si es 1  k  n y z =2 
,
se verica que
bP (k)n k(z) = dk+1;kc00
Z


bPn(z)  bPn(w)
z   w
bPk 1(w)d(w): (5.2)
Dem. A partir de la fórmula de la suma de productos combinados (3.3), escrita
para z y w; tenemos
nP
j=1
1
dj+1;j
bPj 1(z) bP (j)n j(w) = bPn(z)  bPn(w)z   w
multiplicando por bPk 1(z) e integrando con respecto a la medida (z); quedaZ


bPk 1(z) nP
j=1
1
dj+1;j
bPj 1(z) bP (j)n j(w)d(z) = Z


bPn(z)  bPn(w)
z   w
bPk 1(z)d(z):
Haciendo operaciones con el primer miembroZ


 
nP
j=1
1
dj+1;j
bPk 1(z) bPj 1(z) bP (j)n j(w)
!
d(z) =
23
=
nP
j=1
1
dj+1;j
Z


bPj 1(z) bPk 1(z)d(z) bP (j)n j(w) = c00dk+1;k bP (k)n k(w)
ya que todos los términos del sumatorio son nulos, por la ortogonalidad, salvo
aquél en que es j  1 = k  1; en cuyo caso el paréntesis es igual a c00; resulta quebP (k)n k(w)
dk+1;k
=
Z


bPn(z)  bPn(w)
z   w
bPk 1(z)d(z)
=
Z


bPn(w)  bPn(z)
w   z
bPk 1(z)d(z):
Intercambiando los papeles de z y w; se obtiene nalmente
bP (k)n k(w)
dk+1;k
=
Z


bPn(z)  bPn(w)
z   w
bPk 1(w)d(w);
como queríamos probar. 
La importancia de esta proposición, aparte de su generalidad, es que nos per-
mite obtener una expresión integral de los polinomios desplazados y una fórmula
de extracción general que obtenemos en la Proposición 3 más general que (5.1) que
es válida solo si k  n: Además, en el caso k = 1 se obtiene, pasando a mónicos,
la conocida fórmula del caso real, con c00 = S0 = 1; siempre que z =2 
, se cumple
eP (1)n 1(z) = 1c00
Z


ePn(z)  ePn(w)
z   w d(w): (5.3)
Operando en (5.2) después de sustituir n y k   1; respectivamente por j y
k; obtenemos la siguiente Proposición, que para una medida de probabilidad con
c00 = 1; toma la forma:
Proposición 3 Sea  una medida de probabilidad con soporte compacto 
; sea
f bPn(z)g la correspondiente sucesión de polinomios ortogonales normalizados y
sean f bP (k)n k(z)g los polinomios desplazados, si z =2 
, se verica la siguiente
fórmula de extracción general, válida 8j; k 2 N; con j > k:Z


bPj(w) bPk(w)
z   w d(w) =
bPj(z)Z


bPk(w)
z   wd(w) 
c00
dk+2;k+1
bP (k+1)j k 1(z): (5.4)
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5.2. Fórmula de Christo¤el-Darboux generalizada
En el caso real los n-núcleos se denen por la fórmula
Kn(x; y) =
nX
k=0
bPk(x) bPk(y)
y la fórmula de Christo¤el-Darboux, escrita para polinomios mónicos, nos dice
que, si x 6= y; se tiene que
nX
k=0
ePk(x) ePk(y) = ePn+1(x) ePn(y)  ePn+1(x) ePn(y)
x  y 
En el caso hermitiano no existe una fórmula semejante. Los n-núcleos se denen
por
Kn(x; y) =
nX
k=0
bPk(x) bPk(y);
para que se cumpla que Kn(x; y) = Kn(y; x): La correspondiente fórmula, dada
por la Proposición 4, es mucho más compleja, como ocurre con la mayoría de las
fórmulas en el caso hermitiano.
Proposición 4 Sea una matriz HDP innita, sea D = (dij)1i;j la matriz de Hes-
senberg correspondiente, entonces se tiene queeP (j 1)n j (x) eP (j)n j(y)  eP (j 1)n j+1(y) eP (j)n j 1(x) = (5.5)
= (x  y) eP (j)n j 1(x) eP (j)n j(y)
+
n jP
r=1
(dj;j+r)[dj+1;jdj+2;j+1:::dj+r;j+r 1]
heP (j)n j 1(y) eP (j+r)n j r(x)  eP (j)n j(x) eP (j+r)n j r 1(y)i :
Dem. Escribamos la fórmula de recurrencia larga (1.2) para n en x y para n+ 1
en y; tenemoseP (j 1)n j (x) = (x  djj) eP (j)n j 1(x) + [dj+1;j] ( dj;j+1) eP (j+1)n j 2(x)
+ [dj+1;jdj+2;j+1] ( dj;j+2) eP (j+2)n j 3(x)
+ [dj+1;jdj+2;j+1dj+3;j+2] ( dj;j+3) eP (j+3)n j 4(x)
+:::+ [dj+1;jdj+2;j+1:::dn 1;n 2] ( dj;n 1) eP (n 1)0 (x)
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eP (j 1)n j+1(y) = (y   djj) eP (j)n j(y) + [dj+1;j] ( dj;j+1) eP (j+1)n j 1(y)
+ [dj+1;jdj+2;j+1] ( dj;j+2) eP (j+2)n j 2(y)
+ [dj+1;jdj+2;j+1dj+3;j+2] ( dj;j+3) eP (j+3)n j 3(y)
+:::+ [dj+1;jdj+2;j+1:::dn 1;n 2] ( dj;n 1) eP (n 1)1 (y)
+ [dj+1;jdj+2;j+1:::dn 1;n 2dn;n 1] ( dj;n) eP (n)0 (y)
Es claro que la última igualdad tiene un sumando más que la anterior. Mul-
tiplicando la primera de ellas por eP (j)n j(y); la segunda por eP (j)n j 1(x) y restando,
queda eP (j 1)n j (x) eP (j)n j(y)  eP (j 1)n j+1(y) eP (j)n j 1(x) =
= eP (j)n j(y)[(x  djj) eP (j)n j 1(x) + [dj+1;j] ( dj;j+1) eP (j+1)n j 2(x)
+ [dj+1;jdj+2;j+1] ( dj;j+2) eP (j+2)n j 3(x) + [dj+1;jdj+2;j+1dj+3;j+2] ( dj;j+3) eP (j+3)n j 4(x)
+:::+ [dj+1;jdj+2;j+1:::dn 1;n 2] ( dj;n 1) eP (n 1)0 (x)]
  eP (j)n j 1(x)[(y   djj) eP (j)n j(y) + [dj+1;j] ( dj;j+1) eP (j+1)n j 1(y)
+ [dj+1;jdj+2;j+1] ( dj;j+2) eP (j+2)n j 2(y) + [dj+1;jdj+2;j+1dj+3;j+2] ( dj;j+3) eP (j+3)n j 3(y)
+:::+ [dj+1;jdj+2;j+1:::dn 1;n 2] ( dj;n 1) eP (n 1)1 (y)
+ [dj+1;jdj+2;j+1:::dn 1;n 2dn;n 1] ( dj;n) eP (n)0 (y)]
= (x  y) eP (j)n j 1(x) eP (j)n j(y)
+ [dj+1;j] ( dj;j+1)
h eP (j)n j(y) eP (j+1)n j 2(x)  eP (j)n j 1(x) eP (j+1)n j 1(y)i
+ [dj+1;jdj+2;j+1] ( dj;j+2)
h eP (j)n j(y) eP (j+2)n j 3(x)  eP (j)n j 1(x) eP (j+2)n j 2(y)i
+ [dj+1;jdj+2;j+1dj+3;j+2] ( dj;j+3)
h eP (j)n j(y) eP (j+3)n j 4(x)  eP (j)n j 1(x) eP (j+3)n j 3(y)i
+:::+
+ [dj+1;jdj+2;j+1:::dn 1;n 2] ( dj;n 1)
h eP (j)n j(y) eP (n 1)0 (x)  eP (j)n j 1(x) eP (n 1)1 (y)i
+ [dj+1;jdj+2;j+1:::dn 1;n 2dn;n 1] ( dj;n)
h
0  eP (j)n j 1(x) eP (n)0 (y)i
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= (x  y) eP (j)n j 1(x) eP (j)n j(y)
+ [dj+1;j] (dj;j+1)
h eP (j)n j 1(x) eP (j+1)n j 1(y)  eP (j)n j(y) eP (j+1)n j 2(x)i
+ [dj+1;jdj+2;j+1] (dj;j+2)
h eP (j)n j 1(x) eP (j+2)n j 2(y)  eP (j)n j(y) eP (j+2)n j 3(x)i
+ [dj+1;jdj+2;j+1dj+3;j+2] (dj;j+3)
h eP (j)n j 1(x) eP (j+3)n j 3(y)  eP (j)n j(y) eP (j+3)n j 4(x)i
+:::+
+ [dj+1;jdj+2;j+1:::dn 1;n 2] (dj;n 1)
h eP (j)n j 1(x) eP (n 1)1 (y)  eP (j)n j(y) eP (n 1)0 (x)i
+ [dj+1;jdj+2;j+1:::dn 1;n 2dn;n 1] (dj;n)
h eP (j)n j 1(x) eP (n)0 (y)  0i
= (x  y) eP (j)n j 1(x) eP (j)n j(y)
+
n jP
r=1
(dj;j+r) [dj+1;j:::dj+r;j+r 1]
h eP (j)n j 1(x) eP (j+r)n j r(y)  eP (j)n j(y) eP (j+r)n j r 1(x)i ;
lo que prueba la proposición. Esta fórmula generaliza la Proposición 2.10 de [2]
que es una mezcla de Christo¤el-Darboux. 
A partir de esta fórmula general, haciendo x = y = z; resulta la fórmula
siguiente que es otra generalización del Corolario 2.11 de [2]:
eP (j 1)n j (z) eP (j)n j(z)  eP (j 1)n j+1(z) eP (j)n j 1(z) = (5.6)
=
n jP
r=1
(dj;j+r) [dj+1;jdj+2;j+1:::dj+r;j+r 1]
h eP (j)n j 1(z) eP (j+r)n j r(z)  eP (j)n j(z) eP (j+r)n j r 1(z)i ;
que nos permite calcular una cierta diferencia de productos de polinomios asocia-
dos consecutivos, semejante a la del primero de sus corchetes, que es del mismo
tipo.
Por otra parte, haciendo j = 1 en la fórmula general (5.5), resulta:
ePn 1(x) eP (1)n 1(y)  ePn(x) eP (1)n 2(y) = (5.7)
= (x  y) eP (1)n 2(x) eP (1)n 1(y)
+
n 1P
r=1
(d1;r+1) [d21d32:::dr+1;r]
h eP (1)n 2(y) eP (r+1)n r 1(x)  eP (1)n 1(x) eP (r+1)n r 2(y)i
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Esta es otra generalización del Corolario 2.8 de [2], que es una relación bien
conocida.
Proposición 5 En las mismas condiciones, para polinomios normalizados se tiene
que bP (j 1)n j (x) bP (j)n j(y)  bP (j 1)n j+1(y) bP (j)n j 1(x) = (5.8)
= (x  y)
bP (j)n j 1(x) bP (j)n j(y)
dj+1;j
+
n jP
r=1
dj;j+r
dj+r+1;j+r
h bP (j)n j 1(y) bP (j+r)n j r(x)  bP (j)n j(x) bP (j+r)n j r 1(y)i
y que bP (j 1)n j (z) bP (j)n j(z)  bP (j 1)n j+1(z) bP (j)n j 1(z) = (5.9)
=
n jP
r=1
dj;j+r
dj+r+1;j+r
h bP (j)n j 1(z) bP (j+r)n j r(z)  bP (j)n j(z) bP (j+r)n j r 1(z)i :
Dem. Normalizando en (5.5) se tiene que
bP (j 1)n j (x) bP (j)n j(y)  bP (j 1)n j+1(y) bP (j)n j 1(x) =
=
eP (j 1)n j (x) eP (j)n j(y)
[dj+1;j:::dn;n 1] [dj+2;j+1:::dn+1;n]
 
eP (j 1)n j+1(y) eP (j)n j 1(x)
[dj+1;j:::dn+1;n] [dj+2;j+1:::dn;n 1]
=
1
[dj+1;j:::dn+1;n] [dj+2;j+1:::dn;n 1]
[(x  y) eP (j)n j 1(x) eP (j)n j(y) +
+
n jP
r=1
(dj;j+r) [dj+1;j:::dj+r;j+r 1]
h eP (j)n j(y) eP (j+r)n j r(x)  eP (j)n j 1(x) eP (j+r)n j r 1(y)i]
=
x  y
dj+1;j
bP (j)n j 1(x) bP (j)n j(y)
+
n jP
r=1
dj;j+r
dj+r+1;j+r
h bP (j)n j(y) bP (j+r)n j r(x)  bP (j)n j 1(x) bP (j+r)n j r 1(y)i :
Y haciendo x = y = z; resulta la segunda parte. 
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Basta hacer j = 1 en (5.9) para obtener:
bPn 1(z) bP (1)n 1(z)  bPn(z) bP (1)n 2(z) = (5.10)
=
n 1P
r=1
d1;r+1
dr+2;r+1
h bP (1)n 2(z) bP (r+1)n r 1(z)  bP (1)n 1(z) bP (r+1)n r 2(z)i :
Proposición 6 En las mismas condiciones, se verica la siguiente fórmula:
eP (j 1)n j (z) eP (j)n j(z)  eP (j 1)n j+1(z) eP (j)n j 1(z) = (5.11)
= [( dj+1;j):::( dn;n 1)]

 dj;j+1  dj;j+2     dj;n 1  dj;n
z dj+1;j+1  dj+1;j+2     dj+1;n 1  dj+1;n
 dj+2;j+1 z dj+2;j+2     dj+2;n 1  dj+2;n
0  dj+3;j+2     dj+3;n 1  dj+3;n
...
...
. . .
...
...
0 0    z dn 1;n 1  dn 1;n

:
Dem. Consideramos el polinomio asociado eP (j 1)n j+1(z) en forma de determinante
eP (j 1)n j+1(z) =

z   dj;j  dj;j+1  dj;j+2     dj;n 1  dj;n
 dj+1;j z   dj+1;j+1  dj+1;j+2     dj+1;n 1  dj+1;n
0  dj+2;j+1 z   dj+2;j+2     dj+2;n 1  dj+2;n
...
...
...
. . .
...
...
0 0 0    z   dn 1;n 1  dn 1;n
0 0 0     dn;n 1 z   dn;n

y le aplicamos la regla de las cuatro esquinas o identidad determinante de Sylvester,
véase [4], página 31, o bien [5], páginas 6 y 7, resulta
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eP (j 1)n j+1(z) eP (j)n j 1(z) = eP (j 1)n j (z) eP (j)n j(z)
 

 dj+1;j z   dj+1;j+1  dj+1;j+2     dj+1;n 1
0  dj+2;j+1 z   dj+2;j+2     dj+2;n 1
...
...
...
. . .
...
0 0 0    z   dn 1;n 1
0 0 0     dn;n 1




 dj;j+1  dj;j+2     dj;n 1  dj;n
z   dj+1;j+1  dj+1;j+2     dj+1;n 1  dj+1;n
 dj+2;j+1 z   dj+2;j+2     dj+2;n 1  dj+2;n
...
...
. . .
...
...
0 0    z   dn 1;n 1  dn 1;n

y teniendo en cuenta que el primero de estos determinantes es triangular y vale
[( dj+1;j):::( dn;n 1)] , se obtiene la fórmula indicada. 
Las fórmulas (5.6) y (5.11) son dos expresiones de la misma combinación de
polinomios.
Observamos que el primer miembro de la fórmula (5.11) es la diferencia entre
dos polinomios mónicos de grado 2n   2j; mientras que en el segundo miembro
tenemos un determinante de orden n   j; representando un polinomio de grado
n  j   1:
Esto nos indica que los polinomios eP (j 1)n j (z) eP (j)n j(z) y eP (j 1)n j+1(z) eP (j)n j 1(z)
tienen iguales sus primeros n  j + 1 coecientes.
El hecho de la igualdad de los primeros coecientes es especialmente interesante
si hacemos j = 1; pues en este caso resulta que los polinomiosePn 1(z) eP (1)n 1(z) y ePn(z) eP (1)n 2(z);
de grado 2n  2; tienen iguales sus n primeros coecientes.
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Por tanto, la sucesión f eP (1)n 1(z)= ePn(z)g será de Cauchy en cuanto que tienda
a cero el cociente
Qn 2(z)ePn(z) ePn 1(z) ;
donde es Qn 2(z) = ePn 1(z) eP (1)n 1(z)  ePn(z) eP (1)n 2(z):
Ejemplo 5 En el caso tridiagonal, real o complejo, resulta que los dos deter-
minantes que aparecen en la demostración de la Proposición 6 son triangulares,
desaparecen los signos menos, y por la simetría queda, en el caso real
eP (j 1)n j (x) eP (j)n j(x)  eP (j 1)n j+1(x) eP (j)n j 1(x) = n 1Y
i=j
di+1;idi;i+1 =
n 1Y
i=j
(di+1;i)
2 =
n 1Y
i=j
i:
(5.12)
y en el complejo, como di+1;i = di;i+1; resulta
n 1Y
i=j
di+1;idi;i+1 =
n 1Y
i=j
di;i+1di;i+1 =
n 1Y
i=j
jdi;i+1j2 =
n 1Y
i=j
i:
En particular para j = 1 resulta la relación clásica, véase [5], fórmula 4.4 de
la página 86, ePn 1(x) eP (1)n 1(x)  ePn(x) eP (1)n 2(x) = n 1Y
i=1
i;
análoga también al Corolario 2.8 de [2].
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