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A continuum-level model for non-isothermal polymer crystallization following a com-
plex flow is presented, along with a fundamental rule that may be employed to deter-
mine if the flow will influence the ensuing crystallization dynamics. This rule is based
on two dimensionless parameters: the (Rouse) Weissenberg number, and an inverse
Deborah number defined by the ratio between the time taken to cool to the melting
point versus the stretch relaxation time, which determines the time available for flow-
enhanced crystallization. Moreover, we show how the time to reach the melting point
can be derived semi-analytically and expressed in terms of the processing conditions
in the case of pipe flow - ubiquitous in polymer processing. Whilst the full numer-
ical model is required to quantitatively predict induction times and spherulite-size
distributions, the proposed fundamental rule may be used practically to ensure, or
eliminate, flow-enhanced structures by controlling the processing conditions or mate-
rial properties. We discuss how flow-enhanced structures may be revealed only after
post-processing annealing, and finally examine previous works that have successfully
applied the model to extrusion-based three-dimensional (3D) printing.
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I. INTRODUCTION
Semi-crystalline polymer melts consist of polymer chains that are able to fold into or-
dered lamellae upon cooling, which make up larger spherulite structures. During processing,
polymer crystallization is initiated via a temperature quench. Brief intervals of flow prior to
the quench can dramatically enhance the crystallization process, resulting in a higher nucle-
ation density and therefore shorter induction times and significantly smaller spherulites1,2.
These smaller spherulite structures improve the material properties relative to quiescent
crystallization3, thus flow-enhanced crystallization is often considered favorable in polymer
processing. However, variations in both the shear rate and the temperature profile can lead
to spatial variations in the final crystal morphology, and consequently non-uniform mate-
rial properties - an undesirable consequence in manufacturing. Thus, establishing rules that
forecast flow effects based on the processing conditions and material properties, as presented
in this paper, are of extensive practical use.
There are a number of modelling efforts focused on describing flow-enhanced crystal-
lization under typical processing conditions4,5, which incorporate the formation of multiple
crystal phases6. There also exist numerous fundamental studies investigating flow-enhanced
crystallization under controlled conditions; see Ref7 for a recent comprehensive review of the
literature. Many of these fundamental studies investigate how crystals develop during an
isothermal ‘simple’ flow, for example see Refs.8–12. The crystallization kinetics are monitored
either directly, by measuring the number and size of spherulites that appear over time, or
indirectly by measuring the rheological or optical response of the material during crystal-
lization. Usually the melt is cooled to a crystallization temperature, a shear or extensional
flow is applied, and crystallization is measured during the flow. Since the overshoot in the
polymer stress is typically fast compared to crystallization kinetics, the flow reaches steady
state during the observation window. Thus, the measured nucleation rate is constant in
time and increases with increasing strain rate.
On the other hand, in typical polymer processing methods such as polymer extrusion13,14,
injection molding15,16, film blowing17,18, fibre production19,and extrusion-based three-dimensional
(3D) printing20, processing temperatures are usually above the melting point of the polymer,
and crystallization follows in the absence of flow under non-isothermal conditions. Thus,
the nucleation rate is typically non-constant, depending on both the decaying temperature
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and the flow-induced polymer deformation, which will begin to relax at the cessation of flow.
Fundamental crystallization studies have employed similar protocols. A step shear may be
applied at the crystallization temperature21,22, so that crystallization proceeds isothermally
during polymer relaxation. Or more comparable to processing conditions, a step shear flow
may be applied above the melting temperature, and the sample subsequently quenched to
a crystallization temperature23,24. This ‘short-term-shear’ protocol is widely credited to
Janeschitz-Kreigl2. Novel flow apparatus has been developed to impose transient stresses
similar to those encountered in polymer processing and provide in-situ monitoring of mi-
crostructure development after cessation of flow25,26. For small strains, the shear time is
typically less than the polymer crystallization (induction) time, so that the crystallization
and the flow dynamics occur separately. Thus, this protocol presents an simpler modelling
challenge in that the degree of crystallinity does not need to be coupled to the rheology.
In this paper, we present a continuum-level model for non-isothermal polymer crystalliza-
tion following the cessation of a ‘complex’ flow applied for some period at a fixed temperature
above the melting point. Here we focus on pipe flow; we are interested in how the prescribed
quench protocol couples with the flow geometry, and how this interplay can affect the ob-
served crystallization kinetics. The model is applicable to linear mono-disperse polymer
melts, and may be extended to any flow geometry and subsequent cooling protocol. Here we
focus only on the development of spherulite structures during crystallization, as described
by the classical Schneider rate equations. Whilst the full numerical model is required for
quantitative predictions of the induction time and spherulite-size distribution, we present
a fundamental rule that can be used to determine the conditions or material properties
required to guarantee, or eliminate, flow-enhanced spherulites a priori.
For instance, both the fundamental rule and full numerical model may be applied to
injection moulding where flow is stopped when the cavity is filled and the cooling process
commences, as well as in extrusion-based 3D printing of filaments where cooling is driven by
natural convection in the surrounding air in the absence of flow; in particular, we summarise
the results of Refs.27,28 in the discussion section. Further to previous work, in this paper we
show how a semi-analytical solution to the heat equation enables the fundamental rule to be
related simply to the processing conditions, without the need for the full numerical model.
Thus, this rule provides a practical tool for determining the importance of flow-enhanced
crystallization for a range of processes involving pipe flow.
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II. A FUNDAMENTAL RULE
Whilst it is well known that polymer nucleation is extremely sensitive to polymer
deformation7, the appropriate order parameter that governs enhanced nucleation remains an
open question29. Here we use an empiricism derived from kinetic-Monte-Carlo simulations30,
which suggests that nucleation is enhanced by the polymer stretch, denoted Λ. That is
N˙(T,Λ) = N˙q(T )
(
1 + η(Λ4 − 1)) , (1)
where N˙q is the quiescent nucleation rate and depends on the temperature profile, T . The
fitting parameter η governs the total number of extra nuclei created due to flow. Due to the
generality of the model it is straight-forward to adapt the order parameter in Eq.1 based on
emerging theories.
Since polymer stretch is governed by the polymer Rouse time τR, stretching behaviour
during a flow is characterized by the Rouse Weissenberg number:
WiR = γ˙τR, (2)
for some strain rate γ˙. That is, polymer molecules become stretched and may affect the
nucleation rate via Eq.1 provided WiR ≥ 1. In the protocol of interest here, flow occurs at
a fixed processing temperature temperature, denoted Tp. Thus, we define the Weissenberg
number for τR ≡ τR(Tp).
Whilst the Weissenberg number reveals if the flow is sufficiently strong the stretch the
polymers, it does not tell us if this deformation persists at the onset of nucleation i.e. once
the material has cooled to the melting temperature, denoted Tm, after the cessation of flow.
Thus, we propose that an additional dimensionless parameter is required to forecast the
importance of flow on the following crystallization kinetics: the ratio of the time taken
for the material to cool to the melting temperature, which we denote τm, to the stretch
relaxation time, τR. Since τm may be considered as the characteristic time scale for the
process, this additional parameter is in fact an inverse Deborah number:
De−1 =
τm
τR
, (3)
and polymer stretch persists at the onset of nucleation only if De−1 < 1.
In typical processes, the temperature decays from the processing temperature, Tp, to
some quench temperature, denoted Tq. Thus, we define De
−1 at Tav = (Tp + Tq)/2, i.e.
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FIG. 1. A phase diagram comparing the Weissenberg number, WiR (Eq.2), to the time available for
flow-enhanced crystallization, De−1 (Eq.3). Flow-enhanced crystallization only occurs if WiR > 1
and De−1 < 1. The colour scale corresponds to the induction time (time to reach full space
filling) normalised by the quiescent isothermal induction time (Eq.A15), as predicted by the full
numerical model i.e. θ/θq,q < 1 corresponds to flow-enhanced crystallization. Each black line
represents variations along a pipe radius for various ‘typical’ processing conditions.
by taking τR ≡ τR(Tav). Whilst establishing the Rouse time, τR, and its temperature
dependence is well-known for linear polymers31, the time to reach the melting point, τm,
is more difficult to calculate. Thus, further to previous work, in Sec.IV we show how τm
can be determined semi-analytically for pipe flow, and expressed in terms of the processing
conditions and material properties. Consequently, we can derive the following fundamental
rule for determining the importance of flow on proceeding polymer crystallization, based on
known material properties and processing conditions. That is, flow-enhanced crystallization
will only be observed if
WiR(Tp) ≥ 1 AND De−1(Tav) < 1. (4)
For example, Fig.1 illustrates a typical phase diagram arising from crystallization of a
linear polymer within a quenched pipe following flow, as predicted by our full numerical
model to be discussed in the next section. Both WiR and De
−1 vary across the pipe, with
WiR increasing and De
−1 decreasing as you near the pipe wall. Each black line represents
the variation from the centre of the pipe to the pipe wall under various conditions (discussed
in further detail in Sec.V). The color scale corresponds to the crystallization induction time,
denoted θ, defined to be the time taken for spherulites to approach full space filling. The
induction time is non-dimesionalized relative to the equivalent crystallization time under
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quiescent (no stretch) isothermal conditions, denoted θq,q (see Eq.A15 for details of how to
calculate this time scale analytically). That is, θ/θq,q < 1 corresponds to flow-enhanced
crystallization, meaning a higher nucleation density and therefore smaller spherulites. Fig.1
clearly shows where spatial inhomogeneities in the spherulite size will arise across the pipe
radius due to flow effects, and where flow-enhanced crystallization is suppressed despite
WiR > 1.
III. A NUMERICAL MODEL
A. Overview
The numerical model presented here is constructed to replicate flow applied to a mono-
disperse polymer melt, followed by cooling in the absence of flow. In this way flow and
crystallization are decoupled, and the model constitutes the following two-stage dynamics:
1. Stage 1: Flow is applied to the material at some processing temperature, Tp, which is
chosen to be above the melting point, Tm. The polymer molecules stretch and orient
in response to the strain rate, γ˙, and eventually reach steady state according the some
constitutive equation (the Rolie-Poly model32 is used in this work). The temperature
remains uniform in both space and time.
2. Stage 2: The flow is switched off (γ˙ = 0) and the material cools from Tp to the quench
temperature, Tq, according to a prescribed temperature protocol (defined by a cooling
time scale, τc); Tq may be above or below the glass transition temperature, Tg, of
the material. During this time any deformation of the polymer molecules will relax.
At T = Tm, the polymers will nucleate and spherulites will grow according to the
Schneider rate equations33. In the case Tq > Tg, crystallization will proceed to full
space filling, as captured by the Avrami equation34.
The governing equations of the model have been described previously27, and are therefore
detailed in Appendix A. The model contains only a single fitting parameter, η (found
in Eq.1); all other parameters can be derived from materials characterization. A list of
measurements required to obtain the model parameters is given in Table I. (Quantitative
values for typical polymers used in extrusion-based printing are given in Appendix B.) The
parameters Tp, Tq, τc and γ˙ are determined by the process conditions.
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TABLE I. Measurements required for obtaining the model parameters. The values for poly-lactic
acid (PLA) and polycaprolactone (PCL) used in extrusion-based printing are listed in Appendix
B.
Measured Quantity Notation Model Parameters Notation
Material Properties
Elastic Moduli G′, G′′
Tube Model Parameters
(entanglement Mw and time,
plateau modulus)
Me, τ
0
e , Ge
WLF parameters C1, C2, Tref Shift Factor a(T ) (Eq.A8)
Molecular Weight Mw Entanglement Number Z = Mw/Me
Relaxation Times τd, τR (Eq.A7&A9)
Thermal Diffusivity
Thermal Conductivity k Thermal Diffusivity α = k/ρCp
Specific Heat Capacity Cp
Density ρ
Crystallization Parameters
Crystal growth rate G(T ) Crystal growth parameters Gmax, bg (Eq.A13)
Quiescent nucleation rate N˙q(T ) Nucleation parameters n0, bn (Eq.A14)
Since flow through channels or pipes is ubiquitous in industrial processes, in the following
section we discuss the appropriate boundary conditions required to model steady axisymmet-
ric pipe flow (although the model can readily extended to any flow geometry and unsteady
flows), followed by a quench in the temperature profile. We consider the case where Tq > Tg;
the case Tq < Tg is considered in Sec.VI. During Stage 2, we focus solely on the development
of spherulite structures. Furthermore, it should be noted that the model neglects the affect
of pressure. In particular, the high pressure induced in capillary flow is known to affect
the crystallization temperature in some polymers more than others35. The shear rate/flow
speed will also affect the pressure required to drive the flow and consequently may affect the
crystallization kinetics. This effect will be considered in future work.
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FIG. 2. (a) Polymer stretch Λ as a function of the Weissenberg number, WiR. The dimensionless
radius r at which this Weissenberg number is achieved during steady pipe flow for some pressure
gradient ∂p/∂z is labelled, and the corresponding pipe cross-section is shown in (b).
B. Stage 1: Steady Axisymmetric Pipe Flow
For steady axisymmetric pipe flow we use a polar coordinate system r = (r, θ, z). The
velocity field is given by u = (0, 0, w(r)), where w(r) is to be determined. We apply a no-slip
boundary condition at the nozzle wall r = R such that
w(r = R) = 0, (5)
w(r = 0) is bounded, (6)
and solve the conservation of momentum equation
∂p
∂z
=
1
r
∂
∂r
(rσrz), (7)
for constant pressure gradient, ∂p/∂z, and shear stress, σrz. The pressure gradient deter-
mines the average speed of the material, as it flows through the nozzle. During the flow we
assume a constant processing temperature T = Tp, (Tp > Tm), which enters the constitutive
model for the shear stress (see Appendix A).
Fig.2(a) demonstrates the steady-state polymer stretch, Λ0, achieved as a function of the
Rouse Weissenberg number (Eq.2). Polymers only become stretched once WiR(Tp) exceeds
unity. Note that finite-extensibility has been neglected here, but may be added to the
constitutive equation (Eq.A6). The corresponding radius at which this Weissenberg number
is achieved during a typical pipe flow is also labelled. Fig.2(b) shows the corresponding
cross-sectional stretch profile within a pipe of radius R.
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This steady state solution of Stage 1 provides an initial condition for the Stage 2 cooling,
relaxation and crystallization dynamics, as discussed in Appendix A. In the following sec-
tion, we discuss the boundary conditions required to solve the evolving temperature profile
across the pipe radius. (Note that the relaxation and crystallization dynamics are detailed
in Appendix A and do not require boundary conditions.)
C. Stage 2: Temperature Protocols
We assume axisymmetric cooling of the pipe, so that the heat equation can be written as
∂T
∂t
= α
1
r
∂
∂r
(
r
∂T
∂r
)
+
Hf
Cp
ξ˙, T (r, t = 0) = Tp. (8)
The internal cooling time scale of the material is defined by the ratio of thermal diffusivity,
α, to the area of the pipe, such that
τα =
R2
α
. (9)
The second term of the right-hand side of Eq.8 defines latent heat effects; Hf denotes the
latent heat of crystallization, Cp is the specific heat capacity, and ξ˙ is the crystallization
rate.
We prescribe the boundary at r = R to cool exponentially in time from the processing
temperature Tp to the quench temperature Tq such that
T (r = R) = (Tp − Tq) exp(−t/τc) + Tq. (10)
Here τc is some specified external cooling time. The limit of short cooling times τc → 0
provides the Dirichlet condition
T (r = R) = Tq, (11)
which we expect to be similar to cooling at a solid wall interface i.e. when the material
remains within the pipe during the quench. On the other hand, long cooling times τc >
τα reflect conditions at a polymer-air interface, i.e. the conditions on a polymer filament
extruded through a pipe into air (e.g. see Ref.27). Note that at r = 0 the solution must be
bounded.
Further details of how the cooling protocol couples with the polymer relaxation and
crystallization are given in Appendix A.
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IV. RESULTS I: PREDICTING THE TIME TO THE MELTING POINT
In order for the fundamental rule described in Sec.II to be of practical use, we require an
analytical solution for the time taken to reach the melting point, namely τm, which appears
in De−1 (Eq.3). Thus, we require a time-dependent solution to the heat equation (Eq.8)
with ξ˙ = 0 (as there is no crystallization whilst T > Tm). Since the exact solution to heat
equation contains a Bessel function, which must be inverted numerically, here we seek a
semi-analytic solution that employs a polynomial approximation to the Bessel’s function
that is chosen empirically.
First, we non-dimensionalise the heat equation via
Θ =
T − Tq
Tp − Tq ; t˜ =
t
τα
; r˜ =
r
R
, (12)
where˜denotes a dimensionless variable. With ξ˙ = 0, this yields
∂Θ
∂t˜
=
1
r˜
∂
∂r˜
(
r˜
∂Θ
∂r˜
)
, Θ(r˜, t˜ = 0) = 1, (13)
together with the boundary condition
Θ(r˜ = 1) = exp
(
−τα
τc
t˜
)
. (14)
First, we consider the boundary condition τc → 0, i.e.
Θ(r˜ = 1) = 0, (15)
so that the time to reach time melting temperature at r˜ = 1 is τ˜m = 0. At the centre of
the pipe r˜ = 0, the cooling of the material is determined solely by its thermal diffusivity. In
light of the imposed boundary condition, we assume that temperature decay is approximately
exponential at the centre, so that
Θ(r˜ = 0) ≈ exp(−t˜). (16)
Thus, the time taken to reach the melting temperature at the centre of the pipe is given by
τ˜m(r˜ = 0) = − ln Θm, (17)
where Θm = (Tm − Tq)/(Tp − Tq).
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FIG. 3. Time taken to reach the melting temperature, τ˜m, as a function of the dimensionless nozzle
radius, r, compared to semi-analytic solution given by Eq.20 for different values of the cooling time
scale and Θm (a) τc = 0 with Θm = 0.3, 0.6, 0.75, (b) Θm = 0.6 with τc = 2τα, τα, 0.1τα.
We then extend this solution for any r˜ ∈ (0, 1] by assuming the spatial solution takes the
form of a polynomial, f(r), such that
τ˜m(r) = −A ln Θmf(r˜), (18)
where A is some constant. We find empirically, that f(r˜) takes the form
f(r˜) = (1− r˜2)(1− r˜3), (19)
and A ≈ 0.5, as shown in Fig.3.
Thus, in general, the time to reach the melting temperature can be written as
τ˜m(r˜) = − ln Θm
(
Af(r˜) +
τc
τα
)
(20)
Fig.3 shows how numerical solutions for the time to reach the melting temperature in a pipe
compares to the semi-analytic solution (Eq.20) for different values of Θm and cooling ratio
τc/τα, typical for polymer processing (in particular extrusion-based 3D printing
27).
Thus, Eq.20 can be used to calculate De−1 (Eq.3) and therefore employed to construct
phase diagrams for various processing conditions and material properties, similar to that
shown earlier (Fig.1). Next, we consider how the spatial dependence of τ˜m can affect the
development of spherulites during cooling, for which the full numerical model is required.
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V. RESULTS II: FLOW-ENHANCED CRYSTALLIZATION
In this section we employ the full numerical model to demonstrate how the induction time
and spherulite size can vary across the pipe radius due to the interplay between the Rouse
Weissenberg number, WiR (Eq.2), and the time available for flow-enhanced crystallization
as determined by De−1 (Eq.3). In particular, the initial condition on the polymer stretch
due to flow through the pipe is shown in Fig.2(b), and we apply an exponential decay
of the temperature profile at the boundary according to Eq.10, and vary the magnitude
of the cooling time scale, τc. For example, Fig.4 shows the model results for τc = 0.1τα.
The time variable is scaled with the quiescent isothermal induction time at the quench
temperature, denoted θq,q (as given by Eq. A15), so that θ/θq,q < 1 corresponds to flow-
enhanced crystallization.
Fig.4(a) shows how the temperature across the pipe decays; the time to reach the melting
temperature τm increases towards the centre of the pipe. Fig.4(b) shows the corresponding
stretch relaxation curves; the molecules at r = 1 begin with a greater degree of stretch and
relax much slower due to the lower temperature.
In Fig.4(c) we can see how the onset is nucleation is delayed until T < Tm. Since there is
no stretch at r = 0, the nucleation rate is only affected by the decrease in temperature. On
the other hand, for larger r the nucleation rate is enhanced due to the increase in polymer
stretch. Enhanced nucleation ceases once the stretch has relaxed.
Fig.4(d) shows how the degree of space filling evolves over time for each r. Crystallization
is accelerated nearer to the nozzle wall due to the increase in nucleation density induced
by the increased polymer stretch. At r = 0 we recover quiescent (no stretch kinetics),
and, since the temperature is uniform at the onset of crystal growth, the induction time
at r = 0 does not differ much from the induction time evaluated at constant temperature,
θq,q (Eq.A15). This accelerated crystallization as a function of r affects the cross-sectional
crystal morphology.
In particular, Fig.5 shows how the spherulite size distribution changes for different values
of the cooling time scale, τc, with fixed initial stretch profile. (Fig.5(b) corresponds to
the dynamics shown in Fig.4).A boundary layer of smaller slow-enhanced spherulites can
be seen in some cases, and the thickness of this boundary varies significantly with the
cooling protocol. It is clear to see how the assumption of axisymmetry of both the flow and
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FIG. 4. (a) Dimensionless temperature evolution, Θ, (b) relaxation of the polymer stretch, Λ,
(c) number of nuclei created, N , and (d) degree of space filling, ξg, as a function of time. Time
is non-dimensionalised by the quiescent isothermal induction time θq,q (Eq.A15). The polymer
nucleates once Θ < Θm, and crystallization is enhanced near to the nozzle walls (r → 1) due to
residual polymer stretch at the onset of nucleation. In this example, we set τc = 0.1τα.
cooling profiles leads to symmetry in the spherulite distribution. The framework presented
here may be readily adapted to explore how non-axisymmetric cooling profiles affect flow-
enhanced crystallization i.e. by adapting Eq.10. Moreover, flow-enhanced crystallization
can be completely eliminated by increasing the cooling time so that τm > τR i.e. the stretch
is fully relaxes at the onset of nucleation. This demonstrates that the time to reach the
melting temperature as a function of space, namely τm ≡ τm(r), is key to determining the
cross-sectional crystal morphology.
Thus, in addition to the Rouse Weissenberg number (Eq.2), we have demonstrated the
importance of defining an additional parameter - the inverse Deborah number De−1 (Eq.3)
- to determine the importance of flow on subsequent crystallization kinetics. The behaviour
shown in Fig.5 is mapped to the phase diagram given in Fig.6, again with the color scale
corresponding to the reduced induction time θ/θq,q.
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FIG. 5. Distribution of spherulites diameters Dsph across the pipe radius for different cooling times
(a) τc = τα, (b) τc = 0.1τα, and (c) τc = 0.01τα
Importantly, despite the approximations made in Sec.IV in order to derive a solution for
the time to reach the melting point, tm, our fundamental rule is in quantitative agreement
with the full numerical model. As discussed earlier, flow-enhanced crystallisation only occurs
when
WiR(r, Tp) ≥ 1 AND De−1(r, Tav) < 1 , (21)
and each black line shows the variation in crystallization kinetics across the pipe radius.
(Note that the earlier phase diagram (Fig.1) also contains this data, together with results for
the case τc = 0 coupled with a range of thermal diffusivity time scales, τα.) This fundamental
rule has also been validated against experimental measurements of crystallization during
extrusion-based 3D printing27,28, although τm was previously calculated numerically; these
results are summarised in Sec.VI C.
VI. DISCUSSION
In this section, we first discuss how the presence of flow-enhanced spherulites can be
controlled by the material rheology (in addition to the processing parameters). Second, we
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FIG. 6. Phase diagram corresponding to results shown in Fig.5, comparing the Weissenberg num-
ber, WiR (Eq.2), to the time available for flow-enhanced crystallization, De
−1 (Eq.3). Flow-
enhanced crystallization only occurs if WiR > 1 and De
−1 < 1. The colour scale corresponds to
the induction time (time to reach full space filling) normalised by the quiescent isothermal induc-
tion time (Eq.A15), as predicted by the full numerical model. Each black line represents variations
along a pipe radius for the conditions shown in Fig.5
demonstrate how fast cooling such that Tq < Tg may inhibit crystallisation during processing,
but how variations in the nucleation density may be ‘templated’ by the flow; consequently,
flow-enhanced spherulites can be revealed by post-processing annealing and also predicted
by the fundamental rule presented here. Finally, we discuss applications of the model to
extrusion-based 3D printing.
A. Controlling Flow-Enhanced Crystallization
We have seen that controlling the onset of flow-enhanced crystallization is determined by
WiR = γ˙τR > 1 and De
−1 =
τm
τR
< 1. (22)
Thus, we can vary the following processing parameters to control where in the pipe flow-
enhanced crystallization occurs:
• the shear rate, γ˙, via varying the pressure gradient ∂p/∂z or altering the pipe radius,
R, and/or
• the external cooling time scale, τc.
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FIG. 7. Inverse Deborah number De−1 (Eq.3)
at (a) nozzle wall, r = 1, and (b) the centre of the pipe, r = 0, as a function of the molecular
weight of the material (or equivalently the number of entanglements, Z (Eq.23), for various
cooling times, τc.
On the other hand, if the process conditions are considered fixed, then we can vary the
molecular weight, Mw, of the material to ensure that flow-enhanced spherulites are achieved.
Since linear polymer melts consist of a number of entangled segments of molecular weight
Me, increasing the molecular weight increases the total number of entanglement per polymer
chain
Z =
Mw
Me
, (23)
and consequently increases the Rouse time of the material (see Eq.A9). For reference, the
results in Sec.V correspond to Z = 20. Thus, in the following, we demonstrate how De−1
varies with Z.
Since De−1 depends on both nozzle size R and cooling time τc, in this example we show
results for representative nozzle radius, R = 200 µm, and a number of cooling times τc,
relative to the thermal diffusivity time τα. In Figs.7(a) and (b), we show results at the
nozzle wall r = 1, where cooling is governed by the external boundary condition, i.e.
τm(r = 1) = − ln
(
Tm − Tq
Tp − Tq
)
τc, (24)
and at the centre r = 0, where cooling is governed by internal thermal diffusion, i.e.
τm(r = 0) = − ln
(
Tm − Tq
Tp − Tq
)
(Aτα + τc). (25)
Suppose hypothetically that at the nozzle wall the shear rate is always large enough to
induce stretch so that WiR > 1,∀Z. Since the time to reach the melting temperature is
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determined by the boundary condition (Eq.24), we can ensure De−1 < 1 and therefore flow-
enhanced crystallization for any cooling time τc, by increasing the entanglement number Z,
as shown in Fig.7(a). In fact, flow-enhanced crystallization will occur for any Z provided
τc → 0.
On the other hand, it is much more difficult to induce flow-enhanced crystallization in the
center of pipe. In steady pipe flow, for example, the polymers always remain at equilibrium
at r = 0 and will therefore not affect the crystallization kinetics at the pipe center. In the
unsteady state, on the other hand, contractions in the pipe will induce an extensional flow,
and therefore polymer stretch, at r = 0. For sufficiently strong flows, the Rouse Weissenberg
number will thus exceed unity in the centre of the pipe. Nevertheless, even if WiR > 1 is
achieved, it remains difficult to achieved flow-enhanced spherulites at r = 0 due to the
following reason.
As shown in Fig.7(b), regardless of decreasing the external cooling rate such that τc → 0,
it is impossible to ensure De−1 < 1 for Z < 25 for the pipe geometry chosen here. In
fact, since the time to reach the melting temperature at the center of the pipe is also
governed by τα, De
−1 becomes independent of τc. Consequently, ensuring τm < τR for
small Z means decreasing the pipe radius (assuming thermal diffusivity is a fixed material
parameter). This is an important consideration when designing experiments to probe flow-
induced crystallization under typical processing conditions.
B. Templating Crystallinity
In this section, we consider the effect of a quench temperature Tq < Tg. In this case
crystallization is arrested once T ≤ Tg and there is little time for the spherulites to grow.
However, nucleation will occur during Tm ≥ T ≥ Tg and will be affected by any residual
polymer stretch persisting from the flow. As shown in Fig.8(a), there is a clear boundary
of flow-enhanced nuclei near to the surface, which have not had sufficient time to grow into
spherulites.
Both flow-induced and quiescent nuclei are ‘templated’ into the material and can be
grown into spherulites via post-processing annealing. Usually the annealing temperature is
chosen so that there is little nucleation, and the annealing time is chosen to be sufficiently
long that full space filling is achieved. As shown in Fig.8(b), the annealing process reveals
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FIG. 8. The number of nuclei, N , and the spherulite diameter, Dsph, (a) before annealing and (b)
after an annealing process which allows spherulites to reach full space filling. Flow-enhanced nuclei
are ‘templated’ by the flow and only revealed after annealing.
these smaller flow-induced spherulites near to r = 1, which have a similar distribution to
those shown in Fig.5. Moreover, the fundamental rule presented in this paper can also be
employed to ensure or eliminate this templated crystallinity phenomenon.
C. Applications in Extrusion-Based Printing
Extrusion-based 3D printing, also know as fused filament fabrication (FFF), remains the
cheapest additive manufacturing technique, and has the desired ability to process these high-
performance thermoplastics for high-end applications. The FFF process involves filament-
by-filament extrusion of molten plastic, which rapidly cools and solidifies in the absence of
flow. Advanced application of FFF is limited by the strength of printed parts; in particular
weld regions at filament-filament interfaces are notoriously weak. Understanding the ulti-
mate crystal morphology is crucial to determining the part strength, and the model described
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FIG. 9. Time to reach 10% crystallization for PCL as a function of print speed for three print
temperatures. At higher temperatures, the polymer stretch becomes fully relaxed before the tem-
perature reaches the melting point so there is no flow-enhanced crystallization. Reprinted from
Additive Manufacturing, 24, McIlroy & Graham, ‘Modelling flow-enhanced crystallixation dur-
ing fused filament fabrication of semi-crystalline polymer melts’, 323-340, Copyright 2018, with
permission from Elsevier.
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FIG. 10. (a) Annealed cross-section of PLA part printed at 200oC and 10 mm/s. b) The thresh-
olded, binarized image of the selected region. c) The pixel intensity as a function of distance. The
points indicate the average pixel intensity and the line indicates the Gaussian fit to the intensity
profile. (d) Corresponding model predictions of the spherulite diameter, Dsph, as a function of
distance, z.Reprinted with permission from Ref.28. Copyright 2019 American Chemical Society.
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above has been successfully applied to FFF for a number of different materials27,28.
In particular, we have shown how the polymer stretch induced by FFF can accelerate
crystallization times under certain processing conditions27. As shown in Fig.9, the pre-
dicted induction times are in quantitative agreement with in-situ Raman spectroscopy mea-
surements of polycaprolactone (PCL) for a range of different processing conditions (print
temperature and print speed). The model highlights important features not captured by
a single measurement of the induction time. In particular, the crystal morphology varies
cross-sectionally, with smaller spherulites forming in an outer skin layer, whilst the bulk
of filament is governed by slower quiescent kinetics. The thickness of this flow-enhanced
boundary layer is determined by the thermal diffusivity of the polymer, and may facilitate
improving the strength at filament-filament interfaces.
The model has also been successfully applied to FFF-printing of poly-lactic acid (PLA)28.
PLA behaves quite differently from PCL. One reason for this is that PLA has a much higher
glass transition temperature - above room temperature - that will arrest crystallization dur-
ing printing. This is not the case for PCL, which has a low glass transition temperature
allowing crystallization to proceed to full space filling. In fact, our flow-enhanced crystalliza-
tion model shows that whilst flow-induced nuclei are ‘templated’ into the deposited filament
near to the free surface during printing, there is insufficient time for spherulites to grow.
To explore the effect of this templated nucleation density, we model a typical post-printing
thermal annealing process to initiate spherulite growth and allow full space filling to be
achieved. As shown in Fig.10, for the first time a molecularly-aware modelling approach
for predicting the crystal morphology within an annealed printed filament is compared to
optical microscopy images for a range of printing conditions, revealing smaller flow-enhanced
spherulites in the weld regions between filaments.
VII. CONCLUSION
Understanding variations in crystallinity and spherulite size is crucial to determining the
properties and uniformity of parts produced by polymer processing. In this paper we discuss
typical processing conditions that involve flowing a material under ‘hot’ conditions, followed
by quenching and flow-enhanced crystallization in the absence of flow. We present the
results given by our general continuum-level model, which is able to quantify inhomogeneous
20
variations spherulite size due to the effects of both flow and temperature gradients. The
model contains only a single fitting parameter, can be readily adapted to different polymer
materials, flow geometries and cooling protocols, and has successfully been applied to 3D-
printing flows.
Although the full numerical model is required to make quantitative predictions of the
crystallization process, we propose that only a simple fundamental rule is required to pre-
dict the presence of flow-enhanced spherulites a priori. Since the Rouse Weissenberg number
only determines if the flow is sufficiently strong to stretch polymers, an additional parameter,
De−1, which considers the time available for flow-enhanced crystallization, is also required
to determine the importance of flow prior to polymer crystallization. More precisely, De−1
determines if there is residual stretch at the onset of nucleation that will accelerate crystal-
lization. Further to previous works, we have shown that the process or cooling time scale
contained in De−1 can be determined semi-analytically in pipe flow. Future work will con-
sider if similar analysis extends to various flow geometries and cooling protocols, including
non-axisymmetric cooling.
This rule can be used to forecast the possibility of inhomogeneities in the degree of
crystallinity and the spherulite size, without the need for a full numerical model. In fact,
flow-enhanced structures can be guaranteed or eliminated by varying De−1, through material
rheology, cooling protocol or flow geometry. Furthermore, under the conditions where fast
cooling inhibits crystal growth during processing, this fundamental rule can be applied
to determine if flow-enhanced structures will be revealed due to post-processing thermal
annealing.
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Appendix A: Governing Equations
The model presented here consists of equations for a steady flow at constant temperature,
as well as the simultaneous cooling, relaxation, and crystallization of the polymers in the
absence of flow.
1. Flow Equation
To calculate the flow field u, we solve conservation of mass
∇ · u = 0, (A1)
coupled with conservation of momentum
∇ · σ = 0, (A2)
for stress tensor σ. Here the time derivative is set to zero for steady-state behaviour.
In a polymer melt, the stress field consists of an isotropic pressure, along with solvent
and polymer contributions to the stress such that
σ = −pI+ µs(K+KT ) +Ge(A− I). (A3)
Here K = ∇u is the velocity gradient tensor. The solvent viscosity and elastic modulus are
denoted µs and Ge, respectively, and the polymer configuration tensor A is defined by
A =
< RR >
2Rg
, (A4)
where R is the end-to-end vector of the polymer chain and Rg is the chain radius of gyration.
In this way, the polymer stretch is given by
Λ =
√
trA
3
, (A5)
and the off-diagonal elements of A determine the polymer orientation.
To couple the flow field to the polymer stress, we employ the Rolie-Poly model32 as it is
proven to quantitatively predict both reptation and stretch relaxation behaviour of mono-
disperse polymer chains within a melt. The steady-state Rolie-Poly equation is defined
by
K ·A+A ·KT − 1
τd(T )
(A− I)− 2
τR(T )
(
1− 1
Λ
)(
A+
β
Λ
(A− I)
)
= 0, (A6)
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where τd and τR denoted the reptation time and stretch relaxation (Rouse) times, respec-
tively. The convective constraint release parameter β is set to unity in this work to avoid
shear banding instabilities in the flow region.
Finally the flow is coupled to the temperature field T through the polymer relaxation
times. The reptation time τd governs the orientation of the tube, and is given by
τd(T ) = τ
0
eZ
2a(T ), (A7)
where the time-temperature-superposition factor a(T ) can be described by either the Arre-
nius law or the Williams-Landel-Ferry (WLF) equation. In this work we use a simple WLF
equation:
a(T ) = exp
(
− C1(T − T0)
C2 + T − T0
)
. (A8)
However, it should be noted that there is evidence that the WLF equation does not apply
in the vicinity of the glass transition temperature36.
The Rouse time τR governs the relaxation of the tube stretch, and is given by
τR(T ) = 3τ
0
eZ
3
(
1− 3.38√
Z
+
4.17
Z
− 1.55√
Z
3
)
a(T ). (A9)
In Eqs.A7 & A9, τ 0e is the Rouse time of one entanglement segment at T0. Both Me and
τ 0e can be extracted by fitting the linear rheology data (G
′, G′′) to the Likhtman & McLeish
model37, and is executed using Reptate software38.
2. Crystallization Kinetics
Since we are interested in crystallization following flow, velocity gradients are set to zero
(i.e. K = 0), and any polymer deformation relaxes via
dA
dt
=
1
τd(T )
(A− I)− 2
τR(T )
(
1− 1
Λ
)(
A+
β
Λ
(A− I)
)
. (A10)
Crystallisation of the polymer molecules is well described by the Schneider Rate equations:
φ˙3 = 8piN˙(T,Λ), (φ3 = 8piN) (A11a)
φ˙2 = G(T )φ3, (φ2 = 8piRtot) (A11b)
φ˙1 = G(T )φ2, (φ1 = Stot) (A11c)
φ˙0 = G(T )φ1, (φ0 = Vtot), (A11d)
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where N denotes the total number of nuclei, and Rtot, Stot and Vtot denote the total radii,
surface area and volume fraction of spherulites that grow over time. The crystal growth and
nucleation rates are denoted G and N˙ , respectively. To correct for space filling, the Avrami
equation is employed
φ0 = − ln(1− ξg), (A12)
where ξg denotes the degree of space filling. Note that due to the decoupling of the flow
and crystallization kinetics in this model, it is not necessary for the degree of space filling
to feed back into the polymer rheology. In other works, this coupling is acheived by either
adapting the plateau modulus39, or the relaxation times5.
The crystal growth rate, G, depends only on temperature, T , and is usually described by
the Lauritzman-Hoffman theory
G(T ) =
G0
a(T )
exp
( −bg
T (Tm − T )
)
, (A13)
for constants G0 and bg, and melting temperature Tm. The temperature-shift factor a(T )
(Eq.A8) ensures crystallization is arrested near to the glass transition temperature Tg.
In quiescent (no deformation) conditions, the nucleation rate is described similarly:
N˙q(T ) =
n0
a(T )
exp
(
bn
T − Tm
)
. (A14)
Here n0 and bn are constants. The enhanced nucleation rate due to polymer stretch is then
given by Eq.1. Usually Eqs. A13 & A14 are fit to experimental data.
We define the induction time, θ, to be the time taken for the system to approach full
spacing filling i.e. ξg → 1. For a constant nucleation rate (i.e. Λ = 1 and uniform temper-
ature), the induction time can be calculated analytically by integrating the Schneider rate
equations. That is the quiescent (no stretch) induction time at the quench temperature is
given by
θq,q = lim
ξg→1
(
− 3
pi
ln(1− ξg)
G(Tq)3N˙q(Tq)
)0.25
. (A15)
This provides an appropriate time scale with which to non-dimensionalise time. Flow-
enhanced crystallization is thus indicated by θ/θq,q < 1, as described earlier (Fig.1).
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3. Temperature Equation
The temperature field is calculated by solving the heat equation:
∂T
∂t
= α∇2T + Hf
Cp
ξ˙, (A16)
where α is the thermal diffusivity of the material, Hf is the latent heat of crystallization,
Cp is the specific heat capacity, and ξ˙ is the crystallization rate.
Appendix B: Printing Material Parameters
Poly-lactic acid (PLA) and polycaprolactone (PCL) are used in extrusion-based 3D print-
ing applications. Here we list the model parameters, corresponding to Table I, for these two
printing materials. Further details can be found in Refs.27,28.
TABLE II. Model parameters for a typical semi-crystalline printing material poly-lactic acid (PLA),
obtained either directly from the literature or by fitting to experimental data available in the
literature. See Ref.28 for further details.
PLA Property Notation Value Units
Molecular Weight Mw 103.3 kg mol−1
Entanglement Molecular Weight Me 4.0 k mol
−1
Plateau Modulus Ge 8.7× 105 Pa
Entanglement Time (at T0) τ
0
e 6.7× 10−6 s
Reference Temperature T0 180
oC
WLF parameter C1 7.4
oC−1
WLF parameter C2 175.2
oC
Crystal growth rate parameters Gmax 4.9× 10−8 m/s
bg 23.1
oC−2
Nucleation parameters n0 2.1× 1016 m−3s−1
bn 313
oC−2
Thermal Diffusivity α 5.8× 10−8 m2s−1
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TABLE III. Model parameters for semi-crystalline printing material polycaprolactone (PCL), often
used in medical applications, obtained either directly from the literature or by fitting to experi-
mental data available in the literature. See Ref.27 for further details.
PCL Property Notation Value Units
Molecular Weight Mw 96.7 kg mol−1
Entanglement Molecular Weight Me 4.8 k mol
−1
Plateau Modulus Ge 9.2× 105 Pa
Entanglement Time (at T0) τ
0
e 1.9× 10−5 s
Reference Temperature T0 60
oC
WLF parameter C1 6
oC−1
WLF parameter C2 123
oC
Crystal growth rate parameters Gmax 4.78× 10−4 m/s
bg 0.0043
oC−2
Nucleation parameters n0 1.8× 1016 m−3s−1
bn 159
oC−2
Thermal Diffusivity α 7× 10−7 m2s−1
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