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Abstract
We present here a point-based value iteration algorithm for
solving POMDPs, that orders belief state backups smartly
based on a clustering of the underlying MDP states. We show
our SCVI algorithm to converge faster than state of the art
point-based algorithms.
Introduction
A recent promising breakthrough in ﬁnding value function
approximations for POMDPs is the point-based approach
(Pineau, Gordon, & Thrun 2003), where a value function
is computed only over a small set of reachable belief-points.
In point-based value iteration for POMDPs, the order by
which belief points are updated through the backup opera-
tion can dramatically inﬂuence the speed of convergence.
In this paper we cluster the underlying MDP states by
their optimal MDP value. We then project this clustering
onto the POMDP belief space, creating a soft clustering of
the belief space. We sort the clusters by their average value
and iterate over them in decreasing order selecting belief
states to backup from the current cluster only.
Our algorithm, Soft Clustering Value Iteration (SCVI) is
demonstrated to rapidly compute good backup orders. Al-
thoughconvergencecanbeachievedbyfewerbackupsSCVI
providesagoodtradeoffbetweenthenumberofbackupsand
the computation time of the backup order.
Background and Related Work
Point Based Algorithms
The family of point-based algorithms for POMDPs uses a
ﬁnite set B of belief points and compute a value function
V represented using α-vectors for belief points in B only,
hoping that it would generalize well to other, unobserved
belief points. New α-vectors are computed using a point-
based backup operation.
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Algorithms of this family differ in two key properties —
the selection of the belief set B and the order by which back-
ups are executed over the belief states in B.
For belief state gathering, Spaan and Vlassis (Spaan &
Vlassis 2005) suggest to explore the world randomly, adding
all observed belief points toB. Shani et al. (Shani, Brafman,
& Shimony ) take a similar approach, using instead of a ran-
dom walk a heuristic search attempting to push the agent
during the walk towards the rewards of the environment.
Whenselectingabeliefstatetobackup, Perseusalgorithm
takesagainarandomapproach, selectingthenextbeliefstate
atrandomfromB andthenremovingfromB allbeliefstates
that were improved using the new α-vector. Once B has
emptied new interation of the algorithm is started.
Shani et al. show in their Prioritized Value Iteration (PVI)
algorithm that the number of backups until the algorithm
converges can be greatly reduced if we choose the next be-
lief state to backup using the Bellman error.
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While the resulting sequence of backups selected by PVI
is much shorter than the sequence selected by Perseus, the
advantage does not fully manifest into runtime because the
computation of the Bellman error is time consuming too.
SCVI - Soft Clustering Value Iteration
Our SCVI algorithm attempts to create backup sequences
that are both relatively short and fast to compute, ﬁnding
a good balance between backup computation time and the
time required to compute which belief state to update next.
Our algorithm has the following structure:
1. Usethepre-computedvaluefunctionfortheunderlying
MDP for a hard clustering of the MDP state space using K-
means algorithm over Q-values. The clusters contains states
with similar Q-values.
19102. Sample a set B of belief states using a random walk
over the belief space.
3. Deﬁne a soft clustering for the belief states in B using
pr(b ∈ c)=

s∈c b(s).
4. Sort the belief states in every cluster c by decreasing
probability of belonging to c.
5. Iterate over the clusters in decreasing cluster value
V (c)=
P
s∈c maxaQ∗(s,a)
|c| . For each cluster c we iterate
over the belief states in B in decreasing order of pr(b ∈ c)
and update their value using a point-based backup.
Clustering the Belief Points
The Q-values of MDP states typically ”trickle down” from
states with high rewards to their neighbors. The ﬁnal value
of a state usually depends on its successors that have higher
values. Therefore, in MDP context, if optimal Q-values
were known prior to value function computation, a good
state update order would be by decreasing Q-value. To ob-
tain Q-values one must ﬁrst compute the value function, so
this approach is clearly not feasible for MDPs. However, the
idea of sorting MDP states according to their Q-values can
be used for accelerating POMDP solvers.
We create a hard clustering of the MDP state space using
a distance metric based on the optimal Q-values of the MDP.
We ﬁrst solve the MDP and then execute some clustering al-
gorithm, such as the well known K-means using the differ-
ence between their Q-values as the distance metric. We can
use the MDP optimal solution as the solution to the MDP is
always easier to compute than a solution to the POMDP.
Given any hard clustering of the MDP states we can de-
ﬁne a soft clustering of the POMDP belief states. As a be-
lief state b is a vector of state probabilities, we deﬁne the
probability of b belonging to cluster c to be: pr(b ∈ c)= 
s∈c b(s).
We collect a set B of belief states using a random walk in
belief space (as done by Perseus (Spaan & Vlassis 2005)),
and deﬁne the soft clustering over these belief states only.
Cluster and Belief Point Iteration
We iterate over the clusters in decreasing cluster value. Us-
ing the MDP Q-values we can deﬁne the value of a cluster
to be the average of the Q-values of the states that belong to
that cluster.
Within the cluster we need to iterate over the inner belief
states and update their values. As we use soft clustering,
each belief state belongs to all clusters with some probabil-
ity. Alternatively, each cluster deﬁnes a distribution over be-
lief space. We therefore iterate over the belief states in B in
decreasing order of probability of belonging to the current
cluster, and update them, until some probability threshold
has been reached.
Empirical Evaluations
To validate our approach we present here experiments com-
paringtheconvergencespeedofourSCVIapproachtoother,
state of the art point-based algorithms.
As Table 1 shows SCVI executes more backups than PVI,
but much less backups than Perseus. However, as SCVI
Figure 1: HSVI(left) vs. SCVI(right) convergence time ratio
over the RockSample domain with increasing complexity
computes the sequence of backups very rapidly, its overall
runtime is less than PVI’s.
Method ADR |V | Time (secs) # Backups
Rock Sample 5x5
PVI 19.2 381 36 400
Perseus 19.2 396 303 15352
SCVI (6) 19.2 341 15 750
TagAvoid
PVI -6.3 233 137 500
Perseus -6.3 458 390 22417
SCVI (8) -6.3 359 127 3662
Table 1: Performance measurements. The numbers in the
brackets indicate the number of clusters used by SCVI.
As HSVI (Smith & Simmons 2004), a point-based algo-
rithm, has shown good results in solving POMDPs, we com-
pare SCVI to HSVI on a number of RockSample problems.
Figure 1 shows how SCVI scales compared to HSVI over
increasing size problems.
Conclusions and Future Work
Our SCVI algorithm balances between the need to select the
order of belief state backups and the required computation
effort for computing this order. We show it to produce good
backup sequences rapidly, thus outperforming three state of
the art point-based algorithms — Perseus, PVI and HSVI.
Ourclusteringmechanismcanbeviewedasanabstraction
method, and future research should look into creating an ab-
stract POMDP model through a clustering over the underly-
ing MDP. Our prioritization technique for both belief states
and clusters is static. Considering a dynamic way to update
theseprioritiesmayresultinreducednumberofbackupsand
thus, more rapid convergence.
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