Abstract-A discrete-time linear Gaussian channel is considered where only the receiver has knowledge of the channel impulse response. An approach for combining decision-feedback equalization with channel coding is proposed, where decoding precedes the removal of intersymbol interference. This is accomplished by equalizing the channel to an integer-valued response and utilizing the fact that a cyclic code is closed under (cyclic) integer-valued convolution.
I. INTRODUCTION
The discrete-time linear Gaussian channel is one of the most basic channel models arising in digital communications. Thus, considerable effort has been devoted to developing effective transmission schemes for this channel; see, e.g., [1] , for a comprehensive survey. The channel is described by
where ISI k is intersymbol interference (ISI) resulting from other data symbols, in addition to n k which is AWGN with unit power. See characterized by the availability of Channel State Information (CSI), where we distinguish between the case where CSI is available to transmitter and receiver alike and the case where CSI is available to the receiver only. As we next briefly recall, while the distinction between these two cases does not make a great difference at high Signal-to-Noise Ratios (SNR) (which is the main focus of this paper) in terms of capacity (i.e., whether water-filling may be performed or not), it is of significant consequence for equalization and coding. The multitude of approaches developed to achieve reliable communication over the ISI channel may be roughly divided into two classes: multi-carrier approaches and single-carrier approaches.
In multi-carrier transmission, the ISI channel is transformed into a set of parallel AWGN subchannels, each subchannel corresponding to a different frequency bin and experiencing a different SNR. This approach has the advantage that the subchannels are (virtually) ISI free, which makes equalization simple. However, it has some drawbacks: the alphabet size of the transmitted symbols is considerably enlarged, which in turn makes the approach inapplicable to some media, such as magnetic recording channels. Similarly, multi-carrier transmission results in a high Peak-to-Average Power Ratio (PAPR) which may also be undesirable. Furthermore, when CSI is available only at the receiver, bit allocation is precluded, and channel coding and decoding become more difficult, due to the variation of the SNR across subchannels.
Single-carrier approaches try to eliminate most of the ISI without severely increasing noise power. The simplest such approach is linear equalization, which roughly transforms the channel into an additive colored Gaussian noise channel, where the MMSE criterion corresponds to (linearly) maximizing the Signal-to-Interference-plus-Noise (SINR) at the "slicer". Performance may be improved using (non-linear) decision-feedback equalization. Specifically, MMSE decisionfeedback equalization (DFE) will be discussed in greater details in the next section. In fact, as shown by Guess and Varanasi [3] , the MMSE-DFE architecture is optimal in the sense of attaining mutual information, and allows to approach capacity with AWGN encoding/decoding, if decisions (fed to the DFE) are based on codewords rather than symbols. See also [2] , [4] . Unfortunately, the Guess-Varanasi approach, while quite pleasing from a theoretical perspective, is impractical as it calls for long interleaving as well as long zeropadding. Interleaving can be avoided if CSI is available at the transmitter by Tomlinson-Harashima precoding, which essentially moves the DFE to the transmitter, but is inapplicable if the transmitter has no knowledge of the channel.
In the present work, we propose a variant of MMSE-DFE equalization which at the price of some noise enhancement (w.r.t. the optimal feed-forward equalizer (FFE) in a MMSE-DFE scheme) enables to perform decoding before the operation of the DFE.
The paper is organized as follows. Section II recalls some basic results on single-carrier equalization as well as the recently proposed integer-forcing equalization approach. Section III describes the general structure of the proposed scheme while Section IV derives the criteria for choosing the linear (FFE) equalizer for the considered scheme. Section V provides some numerical examples. The paper concludes with Section VI. encoder decoder (LE) is that of Zero-Forcing (ZF), where the ISI is completely canceled. This corresponds to taking the front end (linear) filter to be
resulting in the equalized channel response G(D) = 1. The induced noise enhancement can be large, especially when H(D) has zeros near the unit circle. A variant that takes into account both ISI and noise enhancement is the linear MMSE equalizer
The MMSE-LE suffers from smaller (and in particular bounded) noise enhancement while allowing some residual ISI. The MMSE criterion is equivalent to maximizing the SINR at the slicer input [2] . Decision-feedback equalization (DFE) (see Figure 2 ) is based on using previously detected symbols in order to cancel the induced ISI from the current symbol. In this approach, if all previous data symbols are detected without error, then postcursor ISI can be removed. While MMSE-DFE is optimal in the sense that the SINR at the slicer (assuming correct past decisions) is equal to the SNR of an AWGN channel having the same capacity as that of the ISI channel, combining DFE with coding is a non-trivial task. Since a decision on the value of the last symbol must enter the feedback loop in every time instance, there is an intrinsic tension with the latency required for channel coding. Many approaches have been suggested in order to overcome this problem (see for example [15] , [16] ), but to the best of our knowledge none of them allow to exchange the order of decoding and ISI removal which is the aim of the present work. Doing so, directly addresses the basic problem of ensuring that reliable decisions enter the DFE loop.
This work builds on the Integer-Forcing (IF) equalization approach, recently proposed [11] in the context of MIMO channels. We show how IF may be combined with cyclic codes in order to circumvent the error propagation problem without incorporating an interleaver. In essence, the proposed method enables to perform (soft or hard) block decoding before decision feedback is performed.
For purposes of simplicity of exposition, we limit ourself in this paper to real-valued channels (and transmission of real symbols) only. The extension of the scheme to complex transmission is straightforward, and all results derived in this work hold for the complex case as well. Further, due to space limitations, we only describe the ZF-IF approach which is suitable for the high SNR regime.
An IF equalizer (depicted in Figure 3 ), rather than attempting to cancel the ISI (as in ZF), ensures that the ISI is restricted to take only integer values. If we assume that the data symbols are taken from a PAM constellation consisting of integers, this can be achieved by equalizing the channel to an impulse response I(D), such that I(D) is a monic polynomial with integer coefficients. Note that taking I(D) = 1 is a special case in which the IF equalizer reduces to a ZF-LE one. In most cases, different choices of I(D) result in smaller noise enhancement. The rationale for the IF equalizer will be given in the next section. We note that IF equalization is closely related to Partial Response (PR) signaling (see for example [7] ), and was previously suggested in [8] which also suggested a suboptimal algorithm for finding a good integer channel I(D). The key feature of IF equalization exploited in this paper is that, as wee observe below, if the transmitted data is taken from a cyclic code, then the output of the equalized channel is also a member of the codebook.
III. COMBINING CYCLIC CODES WITH IF EQUALIZATION
We assume some monic integer-valued filter I(D) = 
The equalizer's output is
where
is colored Gaussian noise. In the time domain we have
We further define the SNR to be
Hence, I(D) should be chosen so as to maximize SNR ZF-IF-DFE . The definition of SNR (i.e, which does not include the residual ISI as noise) is justified when using a cyclic code as described next. Definition 1: A linear block code C of length N over Z q is called cyclic, if for every codeword x ∈ C, all cyclic shifts of x are also codewords in C. The following is an immediate consequence of the definition.
Lemma 1: Let C be a cyclic code of length N over Z q . Then for any vector i of length N with integer entries
That is, C is closed under integer-valued cyclic convolution over Z q .
We conclude that if we can force the linear convolution x k * i k over R, to be a cyclic convolution x k ⊗ i k with operations over 1 Z q , then we will be able to decode x = x ⊗ i directly from the output y , and then reconstruct x from it.
Transforming the linear convolution into cyclic convolution may be accomplished in much the same way as in DMT/OFDM transmission. In order to do so, we use a systematic cyclic encoder at the transmitter such that the last K symbols of a [N, K] (cyclic) block code are the data symbols and the first N − K symbols are redundancy symbols. We pad the data block with L zeros at its end. Thus, all codewords end with L zeros. The effective rate therefore is reduced to K−L N . Due to the zero padding, if we take only the first N samples of the output of the FFE, reduced modulo q, we get
This process is illustrated in Figure 4 . The zero padding also ensures that when a new data block is transmitted, the "channel's memory" is empty, i.e., there is no ISI between consequtive blocks. Since the result of the cyclic convolution is itself a codeword, we may apply the channel decoder directly to it. Assuming correct decoding, we next reconstruct x k from the decoded result of the cyclic convolution. This can be done in a recursive way by applying a DFE 2 as shown in Figure 3 . Since we know the last L values of x k , we are able to find x k for every k = 1, ..., N − L.
IV. FINDING A GOOD INTEGER VALUED FILTER I(D)
We wish to find an integer-valued filter I(D) such that the noise enhancement experienced by the IF-ZF equalizer for a given channel H(D) with a finite (effective) length is minimized. The noise variance at the output of the IF front-end filter (1) is
Further,
1
|H(e jω )| 2 may be written as a Fourier series (6) where
Also, since I(D) is of length L, we may write
Substituting (6), (8) and (9) into (5) yields
The expression in (10) is a quadratic form and can be written as
where the matrixK is a Toeplitz matrix, whose entries are the Fourier coefficients of 1 |H(e jω )| 2 . LetH be a matrix satisfying
We there have
Equation (13) implies that finding the optimal (ZF) integervalued filter I(D) is equivalent to finding the shortest vector in the lattice Λ(H), which is composed of all integral combinations of the columns ofH, i.e.,
Finding the shortest lattice vector is known to be NP hard, but fortunately efficient suboptimal algorithms for finding a short lattice basis are known. An important representative of this class of algorithms is the celebrated LLL algorithm [9] , which has a polynomial complexity and usually gives adequate results in practice. In order to find a "good" integer-valued filter I(D), we may therefore apply the LLL algorithm onH. The algorithm's result is a new basis forH. We then need to find the shortest vector v in this basis and choose i =H −1 v.
The following theorem bounds the noise enhancement incurred by the ZF-IF equalizer.
h j D j be the channel impulse response. For an optimal choice of the integer filter I(D), the noise power at the output of the filter
where z 0 , z 1 , . . . , z p−1 are the maximum-phase zeros of H(D)H * (D − * ). Moreover, there exists an integer-valued filter I(D) that achieves the bound, which is not longer than the value of n that minimizes equation (15) .
The proof is omitted due to space limitations.
V. EXAMPLES AND SIMULATION RESULTS
The proposed scheme has the advantage of allowing block decoding before application of the DFE, but suffers from two losses. The first is caused by the constraint that the equivalent channel after the FFE must comprise only integervalued entries. This loss is bounded by (15) . The second loss is incurred by the modulo reduction of the output of the FFE. The scheme can be thought of as transforming the ISI channel into an (approximately) mod-∆ Gaussian channel with a somewhat lower SNR than an AWGN channel with the same capacity as the ISI channel.
It is known that for low SNR the loss of a mod-∆ Gaussian channel compared to a non-modulo one can significantly exceed the high SNR shaping loss of 1.53dB (see e.g. [14] ). This loss can be mitigated by using standard shaping techniques. However in this work we strict attention to the high SNR regime where the modulo-loss is not as significant.
In order to achieve high rates we transmit a combination of coded and uncoded bits which are mapped to 2 M -PAM constellation points by natural labeling. It can be shown that this labeling retains the closure property under cyclic convolution. Namely, we transmit
where x c is a codeword taken from a cyclic code, and x u b , b = 1, . . . , M − 1, are blocks of uncoded information bits having the same length as that of x c . Our goal is to detect (x ⊗ i) mod 2 M without error, and apply the DFE (with all operations carried over Z 2 M ) in order to reconstruct 5 x.
3 For (complex) transmission over a complex channel, the bound changes to:
, . 4 The transmitted signal, in effect, would be c (x − d) where d is a constant chosen such that the average energy of the constellation points is minimized, and c is chosen such that the power constraint is met. For sakes of simplicity we omit these normalization constants. 5 Note that in order to reconstruct x we need to know the value of its last L samples. We therefore need to zero-pad the last L uncoded bits as well as the last L coded bits.
At the equalizer's output we get a corrupted version of x ⊗ i, and after reducing modulo 2, we get x c ⊗ i (plus folded Gaussian noise). Therefore, the coded bits can be decoded before preceding to detect the uncoded bits. A complete knowledge of the coded bits divides the constellation into two cosets, which makes the distinction between two points from the same coset easier than the distinction between two points of the full constellation, thus doubling the Euclidean minimum distance in the constellation as in Unguerboeck's set partitioning (see, e.g., [1] ). We can therefore compute y k mod 2 M and detect the uncoded bits using a slicer with step size 2d. For further details see [17] .
We compare the performance of the IF scheme with that of an MMSE-DFE scheme as well as an MMSE-LE. We used an 8-PAM constellation (2 uncoded bits per symbol). For the coded bits we used the systematic (cyclic) LDPC [255,175] block code that was described in [6] . Since the rate of the binary code is 0.6862, the total transmission rate (taking into account the uncoded bits) is R = 2.6862 bits real dimension . The symbols for the IF scheme and for the MMSE-LE were modulated as described in (16) , and the MMSE-DFE symbols were uncoded.
We compare the block error rate of the three schemes for the ISI channel: H(D) = 1 + 0.894D + 0.814D 2 + 0.239D 3 − 0.070D 4 + 0.036D 5 − 0.022D 6 as a function of SNR norm = SNR 2 ρ −1 , where ρ is the spectral efficiency of the transmission measured as the number of bits transmitted over two real dimensions 6 . The results are depicted in Figure 5 . 
VI. DISCUSSION AND CONCLUSIONS
We have presented a novel DFE scheme for the discretetime linear Gaussian channel, suitable for single-carrier transmission where channel state information is not available at the transmitter. The scheme enables block decoding to be 6 The value of SNRnorm in dB measures how far a given coding scheme is operating from the Shannon limit. performed before applying the DFE when a cyclic code is used. The channel is equalized to an impulse response that is comprised of integer coefficients only. Simulation results show that Integer-Forcing equalization can outperform the classic DFE scheme for some channels. An interesting avenue for further research is to incorporate shaping into the scheme in order to make the scheme attractive at low SNR.
