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MEASURES WITH POSITIVE LYAPUNOV EXPONENT AND
CONFORMAL MEASURES IN RATIONAL DYNAMICS
NEIL DOBBS
Abstract. Ergodic properties of rational maps are studied, generalising the
work of F. Ledrappier. A new construction allows for simpler proofs of stronger
results. Very general conformal measures are considered. Equivalent con-
ditions are given for an ergodic invariant probability measure with positive
Lyapunov exponent to be absolutely continuous with respect to a general con-
formal measure. If they hold, we can construct an induced expanding Markov
map with integrable return time which generates the invariant measure.
1. Introduction
1.1. Overview. For dynamical systems defined by rational maps of the Riemann
sphere, we study ergodic invariant measures with positive Lyapunov exponents,
generalising and improving upon the important work of Ledrappier ([5]). We con-
struct a set with good Markov properties in the natural extension. In Theorem 8
we give equivalent properties for measures to be absolutely continuous with respect
to a general conformal measure.
In the presence of chaotic dynamics, ergodic invariant probability measures give
a good statistical description of the dynamics of points seen by the measure. In
general there are many such measures and one is interested in measures which see a
large collection of points. Given a reference measure such as Lebesgue measure (if
the space is some subset of Euclidean space), one could look for a measure which
is absolutely continuous with respect to the reference measure.
In complex dynamics, the Julia set of a rational map f : C→ C is often a fractal
set of zero Lebesgue measure. When this happens the notion of a t-conformal
measure generalises that of Lebesgue measure (which is a 2-conformal measure).
A t-conformal measure always exists ([17]) for some t > 0. Its support is the
whole Julia set and it is the useful reference measure. In situations with sufficient
expansion ([13, 3] amongst others) there exists an ergodic invariant probability
measure which is absolutely continuous with respect to the (in this case unique)
t-conformal measure.
When an ergodic absolutely continuous invariant probability measure (acip) with
respect to a t-conformal measure can be shown to exist, the construction can be
used to show the measures are equivalent and that the acips have density bounded
from below away from zero and positive Lyapunov exponent. We show that when-
ever such an acip with positive exponent exists, there exists an expanding induced
Markov map with integrable return time which generates the measure (see Defini-
tion 7) and the density is bounded away from zero.
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More general definitions of conformal measures exist (see Definition 2), and are
related to equilibrium measures for certain potential functions. Our Theorem 8
below states that, given a conformal measure and an ergodic invariant probability
measure µ with positive Lyapunov exponent, there is equivalence between: µ being
absolutely continuous; µ satisfying a variant of Pesin’s formula; the existence of an
expanding induced map which generates µ. Moreover, when these conditions are
satisfied the density of µ with respect to the conformal measure is bounded away
from zero.
An open set U is called nice, or regularly returning, if fn(∂U) ∩ U = ∅ for all
positive n. This condition implies that if A and B are connected components of
f−na(U) and f−nb(U) respectively, for some na, nb ≥ 0, then A and B are either
nested or disjoint, that is, A ⊂ B or B ⊂ A or A∩B = ∅. For polynomial maps the
well-known Yoccoz puzzle pieces are nice sets. Nice sets have also been constructed
by Rivera-Letelier ([15]) for backward-contracting rational maps, and used again
by Przytycki and Rivera-Letelier in [13]. However, for more general rational maps
it seems unlikely that nice sets exist.
Therefore, in order to get the good topological properties of an induced Markov
map, we need to select our inverse branches (looking backwards, or the iterates
looking forward) with care. The existence of the induced Markov map is new
and is based on an interesting new concept introduced in this paper: the regularly
returning cylinder (Definition 23) in the natural extension. The regularly returning
cylinder in the natural extension will have this nested or disjoint property for
projected preimages without being a nice set itself.
This work was inspired by the results of Ledrappier stated in [5]. We give a very
different proof of the existence of the unstable manifold in the natural extension.
The regularly returning cylinders we construct allow us to show (for the measure
considered) the existence of a finite generating partition with good topological
properties. This is completely new as far as we are aware. Since the partition
constructed has one more element than the degree d of the rational map, it is not
hard to deduce that the entropy of the measure is bounded by log d. This gives an
alternate way of proving that the topological entropy is log d.
A related construction can be found in the historically important article of Man˜e´,
[7]. He proved the existence of a good collection of inverse branches of some iterate
fm of f for the measure of maximal entropy, wherem > 1 depends on f . Denker and
Urbanski ([1]) extended the construction to other measures with positive entropy
(and thus positive Lyapunov exponent), but m then also depends on the measure.
The technique of Man˜e´ relies heavily on the one-dimensional holomorphic setting.
Our construction, on the other hand, is based on Pesin theory and more easily
generalisable. It also gives a finite partition with different and interesting properties.
Passing on to the study of absolutely continuous measures, again our proofs are
relatively simple thanks to the regularly returning cylinders. Related results for
equilibrium measures with respect to Ho¨lder continuous potentials can be found in
[10, 1]. The singularity of log |Df |, due to the presence of critical points, complicates
matters when one wants to consider more interesting potentials. For the potential
−t0 log |Df |, where t0 is the hyperbolic dimension of the Julia set or, equivalently,
the minimal exponent for which a t-conformal measure exists, [5] contains important
results. We extend these to show that existence of an acip implies the existence
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of an induced Markov map with integrable return time, and give an explicit proof
that the density is bounded away from zero, a fact used in [13].
Our definitions of regularly returning cylinders and of Markov maps and our
proof of the existence of the unstable manifold are not stated in the language of ra-
tional dynamics in order to show that these ideas are not particular to holomorphic
dynamics and will generalise to a higher-dimensional non-conformal setting. We
nevertheless include extendibility in the definitions for those, including the author,
who like their “Koebe space”.
1.2. Definitions and main result. As usual when dealing with rational maps, we
make use of the spherical metric and derivative. We denote the associated spherical
distance by σ(·, ·) and the spherical derivative at a point x by |Df(x)|. We use |·| to
denote the diameter of a set. All subsets of C considered in this paper are assumed
to be Borelian.
Definition 1. A measure m is t-conformal for rational map f : C→ C and t ∈ R
if m(J ) = m(C) = 1 and
m(f(A)) =
∫
A
|Df |tdm
for any set A on which f is injective.
We shall work with a more general definition. Let φ : C → C be a Ho¨lder
continuous function and let t ∈ R. Consider the relation
(1) m(f(A)) =
∫
A
eφ|Df |tdm
Definition 2. If t ≥ 0, a measure m is (φ, t)-conformal for a rational map f if
m(J ) = m(C) = 1, if (1) holds for every set A on which f is injective. If t < 0,
a measure m is (φ, t)-conformal if m(J ) = m(C) = 1, if (1) holds for every set
A ⊂ C \ Crit on which f is injective and if m(Crit) = 0 (see also the related
definition of backward conformal measures in [14], similar when φ is constant).
Spherical Lebesgue measure is a (0, 2)-conformal measure. For rational maps of
degree d ≥ 2 the measure of maximal entropy has constant Jacobian equal to d so
it is a (log d, 0)-conformal measure.
Definition 3. We denote byM(f) the collection of ergodic, f -invariant probability
measures.
Definition 4. The Lyapunov exponent of a measure µ ∈ M(f) is defined as
χµ :=
∫
log |Df |dµ. The entropy of µ we denote by hµ.
Of course −∞ ≤ χµ < ∞. If µ is not supported on a periodic attractor, then
χµ ≥ 0 by [11].
Definition 5. We denote by M+(f) the collection of µ ∈M(f) for which χµ > 0.
Definition 6. We call a (φ, t)-conformal measure m exceptional if Supp(m) 6= J ,
and call it non-exceptional if it admits no restriction which, when normalised, is
an exceptional conformal measure.
Remark: If t ≥ 0 then m is non-exceptional by the eventually onto property of
rational maps. Moreover, unless we are in a special case where there is a finite
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forward-invariant set E contained in the post-critcal set PC :=
⋃
i≥0 f
i(f(Crit))
such that
f−1(E) ⊂ E ∪ Crit,
then even if t < 0 the measurem is necessarily non-exceptional. Ifm is exceptional,
m is atomic and is supported on such a set E. This exceptional setting is very rare;
interesting examples are Latte`s maps.
Remark: In the absence of parabolic periodic points in PC, exceptional and non-
exceptional (φ, t)-conformal measures cannot co-exist for a given (φ, t).
Definition 7. Let f be a rational map with a (φ, t)-conformal measure m. Let U
and V be open topological balls such that U ⊂ V and m(U) > 0 and let Ui ⊂ Vi ⊂ U
satisfy:
• Ui ∩ Uj 6= ∅ ⇐⇒ i = j;
• m(U \
⋃
i Ui) = 0;
• for each i there exists ni such that fni : Vi → V is a diffeomorphism with
|Dfni | > 2 and fni(Ui) = U ;
• there exist C, δ > 0 such that, for each i and all j ≤ ni,
|Df j(x)| > Ceδj
for all x in fni−j(Ui).
Define ψ :
⋃
i Ui → U by ψ|Ui := f
ni
|Ui
. Then ψ is called an expanding induced
Markov map for (f,m). If additionally
∑
i nim(Ui) < ∞ then we say ψ has in-
tegrable return time. Let ν be the unique (c.f. Lemma 35) absolutely continuous
ψ-invariant probability measure. It has bounded density. The following measure,
when normalised, is a well-defined, ergodic, absolutely continuous f -invariant prob-
ability measure which we say is generated by ψ:
ν :=
∑
i
ni−1∑
j=0
f j∗ν.
Theorem 8. Let f be a rational map of the Riemann sphere and m a non-
exceptional (φ, t)-conformal measure for f . Let µ ∈ M+(f). The following condi-
tions are equivalent:
1◦. µ << m;
2◦. there exist ε > 0 and a measurable density function ρ ≥ ε > 0 such that µ = ρm
on an open set U of positive measure, and if t ≥ 0 one can take U = C;
3◦. hµ = tχµ +
∫
φdµ;
4◦. HD(µ) = t+
∫
φdµ
χµ
;
5◦. there exists an expanding induced Markov map for (f,m) with integrable return
time which generates µ.
Should the equivalent conditions hold then m is ergodic and unique and µ is the
unique measure in M+(f) satisfying any of the equivalent conditions.
Proof. Clearly 5◦ ⇒ 1◦. In Proposition 29 we show 1◦ ⇒ 4◦. By the Dynamical
Volume Lemma (Proposition 28) 4◦ ⇐⇒ 3◦. In Proposition 34 we prove 3◦ ⇒ 2◦
and 3◦ ⇒ 5◦. 
Remark: If m is exceptional then one can show easily that 1◦ implies 3◦, 4◦ and
5◦, and that 5◦ ⇒ 1◦. We no longer necessarily have that 3◦ implies absolute
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continuity: consider the quadratic Chebyshev map x 7→ 4x(1 − x). For t = −1,
there are two equilibrium measures. One is the measure for maximal entropy, the
other is the unit mass on {0} which is absolutely continuous with respect to the
unique (log 4,−1)-conformal measure.
1.3. Equilibrium measures and the pressure function. In carrying out this
work, we bore in mind the idea that a measure µ satisfying the equivalent conditions
in the preceding theorem should be the equilibrium measure for some potential
function related to φ and to t.
One can consider the (variational) pressure
P (φ, t) := Pvar(φ, t) := sup
µ∈M(f)
(hµ +
∫
(−φ− t log |Df |) dµ),
(for the potential −φ−t log |Df |). A measure which realises the supremum is called
an equilibrium measure for that potential. A measure µ verifying the equivalent
conditions in Theorem 8 is an equilibrium measure provided P (φ, t) = 0.
Given some function φ′, one can set φ := φ′+P (φ′, t). Then P (φ, t) = 0. One can
expect that, when P (φ, t) = 0, there will exist a (φ, t)-conformal measure. When
t = 0 this can be found in [1, 10]; existence of equilibrium states is also shown.
Now let us consider the natural potential −t log |Df | and the corresponding
pressure function
P (t) := P (0, t) = sup
µ∈M(f)
hµ −
∫
t log |Df | dµ.
Przytycki, Rivera-Letelier and Smirnov, generalising the work of Denker and Urban´ski
and Przytycki ([2, 11]), have shown the existence of (P (t), t)-conformal measures
for rational maps for all t ∈ R (proof of proposition 1.2 and section A.2 in [14]).
Moreover, they show that for t ≥ 0, P (t) is the infimum of p ∈ R such that there ex-
ists a (p, t)-conformal measure. For t < 0, if m is a non-exceptional (p, t)-conformal
measure, they show an even stronger statement, p = P (t).
Corollary 9. Let f be a rational map of the Riemann sphere, t ≥ 0, and let
µ ∈M+(f). If p ∈ R and m is a (p, t)-conformal measure such that µ << m, then
p = P (t) and µ is an equilibrium measure.
Proof. We know already p ≥ P (t). By Theorem 8, p = hµ− tχµ, thus p ≤ P (t). 
Corollary 10. Let f be a rational map of the Riemann sphere, t ≥ 0, let m be a
(P (t), t)-conformal measure and let µ ∈ M+(f). Suppose hµ − tχµ = P (t). Then
µ is equivalent to m. In particular, µ is the unique equilibrium state with positive
Lyapunov exponent for the potential −t log |Df | and m is ergodic.
Remark: Przytycki ([12]) conjectured that, for t equal to the first zero of the
pressure function, there was a unique equilibrium state with positive exponent. For
that particular value of t, the answer can be shown using the work of Ledrappier
([5]). Rephrasing the previous corollary, we answer a stronger question:
Corollary 11. For each t ≥ 0, there is at most one equilibrium state with positive
Lyapunov exponent for the potential −t log |Df |.
Remark: Provided P (t) 6= 0, any equilibrium state for the potential −t log |Df | has
positive Lyapunov exponent.
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The case t < 0 was studied by Makarov and Smirnov ([6]) who used operator
theory to show existence of equilibrium states and conformal measures and to study
uniqueness of equilibrium states and analyticity of the pressure function. One can
approach this differently. As recalled in [14], the Patterson-Sullivan method for
constructing conformal measures easily produces a (P (t), t)-conformal measure (one
does need to take care with the definitions of pressure). Let
t0 := inf{t : there exists a non-exceptional (P (t), t)-conformal measure}.
Proposition 12. For each t ∈ (t0, 0] there is a unique equilibrium measure and a
unique (P (t), t)-conformal measure.
Proof. Existence of equilibrium measures follows from upper semi-continuity of hµ
and χµ. Let m be a (P (t), t)-conformal measure, necessarily non-exceptional since
exceptional and non-exceptional measures cannot co-exist. By Theorem 8, m and
µ are equivalent, thus m is ergodic. Any other equilibrium state must also be
equivalent to m and thus to µ and thus coincides with µ. 
For t > 0, in a work-in-progress, Przytycki and Rivera-Letelier show the existence
of equilibrium states for all t in a neighbourhood of [0, P−1(0)] for a large class of
maps (the Topological Collet-Eckmann class). We expect existence of equilibrium
states to hold for all rational maps for all t strictly less than the first zero of the
pressure function.
1.4. Acknowledgements. This work grew out of the author’s doctoral thesis, car-
ried out at Universite´ Paris-Sud (Orsay) under the supervision of Jacek Graczyk.
I would like to thank Feliks Przytycki, Juan Rivera-Letelier and Mike Todd for
helpful comments and discussions and the referee for helpful remarks. The expo-
sition was substantially improved following a mini-course on the subject given by
the author at Universidad Cato´lica del Norte, Antofagasta; the attendees asked
many helpful questions. The author has been supported by the Go¨ran Gustafs-
sons Styftelse, the Knut och Alice Wallenbergs Styftelse and the EU Research and
Training Network “Conformal Structures and Dynamics” (CODY). The author was
also partially supported by the Research Network on Low Dimensional Dynamics,
PBCT ACT 17, CONICYT, Chile.
2. Unstable manifold
Definition 13. The Natural Extension [16, 5]: Let Y ⊂ C
N
be the set of sequences
y = (y0, y1, . . .) such that f(yi+1) = yi and define F : Y → Y by
F (y0, y1, . . .) = (f(y0), y0, y1, . . .).
Then F : Y → Y is invertible. We shall denote by Π the projection onto the first
element, i.e. Πy = y0.
If f has an invariant measure µ then there is a unique measure µ on Y , invariant
by F , such that Π∗µ = µ. If µ is ergodic then so is µ, and importantly µ is also an
ergodic invariant measure for the inverse map F−1. We call (Y, F, µ) the natural
extension of (C, f, µ).
In this section we shall provide an alternative proof of the well-known result of
Ledrappier ([5]) on existence of the unstable manifold in the natural extension. Our
proof is very elementary and does not rely on non-flatness of the critical points.
HYPERBOLIC AND CONFORMAL MEASURES 7
Recall that the spherical distance we denote by σ(·, ·) and the spherical derivative
of f by |Df |.
Proposition 14. Let f be a rational map of C. Suppose f has an invariant, ergodic
probability measure µ with positive Lyapunov exponent χ =
∫
log |Df | dµ > 0. Let
(Y, F, µ) be the natural extension for (f, µ).
Then there exists a measurable function α on Y , positive almost everywhere,
such that, if y ∈ Y and α(y) > 0:
• there exists a set Vy ⊂ Y with y ∈ Vy and ΠVy = B(Πy, α(y));
• for all n ≥ 0, fn : ΠF−nVy → ΠVy is a diffeomorphism;
• for all y′ ∈ Vy
∞∑
i=1
∣∣log |Df(ΠF−iy′)| − log |Df(ΠF−iy)|∣∣ < log 2.
For each η > 0 there exists a measurable function ρ on Y , positive almost every-
where, such that if ρ(y) > 0 and if n ≥ 0 and y′ ∈ Vy, then
ρ(y)−1en(χ−η) ≤ |Dfn(ΠF−ny′)| ≤ ρ(y)en(χ+η).
In particular, |ΠF−nVy| ≤ ρ(y)e−n(χ−η)|C|.
The strategy is as follows. First we show that we have a good distortion bound
on B(x,min(c0, |Df(x)|
3)) for some constant c0. Then we show that the derivative
|Df(ΠF−ny)| along backwards orbits is bounded from below by a sub-exponential
sequence almost everywhere. This allows us to define a sequence of balls on which
one has (slow-) exponentially good distortion. Positive Lyapunov exponent will
then imply that the pullbacks of some small ball will always land inside the balls
with exponentially good distortion bounds, so the total distortion will be summable.
Lemma 15. Let f : C→ C be a rational map. Then there exists a c0 > 0 with the
following property. For all c such that 0 < c < c0, if x, x
′ ∈ C, σ(x, x′) < c3 and
|Df(x)| > c, then ∣∣∣∣log |Df(x)||Df(x′)|
∣∣∣∣ < c.
Proof. As a holomorphic map of the Riemann sphere, there exists a C > 1 such
that for all x, x′ ∈ C, |Df(x)| − |Df(x′)| ≤ Cσ(x, x′). Dividing by |Df(x)| and
rearranging, it follows that
(2) 1−
C
|Df(x)|
σ(x, x′) ≤
|Df(x′)|
|Df(x)|
≤ 1 +
C
|Df(x)|
σ(x, x′).
Choose a c0 ∈ (0, 1) small enough that c0C < 1 and for all r ∈ (0, 1) we have
log(1− rc0C) > −r. Suppose now that |Df(x)| > c and σ(x, x′) < c3. Then
C
|Df(x)|
σ(x, x′) < c2C < (c0C)c.
Taking logs of (2),
−c ≤ |log |Df(x)| − log |Df(x′)|| ≤ c
as required. 
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We will need to swallow up some constants. Fix δ > 0 such that χ− δ > 6δ and
N > 0 large enough that, for all n ≥ N , the following inequalities hold:
1
2
log 2 +
∑
i≥N
e−iδ < log 2;
2e−n(χ−δ) < 2−1e−(n+1)4δ;(3)
e−nδ < c0.
Now, for each y ∈ Y , set n(y) as the minimal n ≥ N such that for all n ≥ n(y),
(4) |Df(ΠF−ny)| ≤ 2e−nδ
and
(5) en(χ−δ) ≤ |Dfn(ΠF−ny)| ≤ en(χ+δ)
provided such an n exists; otherwise set n(y) := 0. Then y 7→ n(y) is a measurable
function.
Lemma 16. For µ almost every y, n(y) > 0.
Proof. Inequality (4) holds almost everywhere for all large n because the limit of
(1/n) log |Dfn(ΠF−ny)| exists for almost every y; inequality (5) because the limit
equals χ almost everywhere. 
Lemma 17. Suppose n(y) > 0. Let Bn := B(ΠF
−ny, 2−1e−n3δ). For all n ≥ n(y),
for all x, x′ ∈ Bn,
|log |Df(x)| − log |Df(x′)|| < e−nδ.
Proof. Follows from Lemmas 15, 16. 
Lemma 18. Suppose n(y) > 0. For n ≥ n(y), f(Bn+1) ⊃ B(ΠF−ny, 2en(χ−δ)).
Proof. By the preceding lemmas, |Df(x)| > e−(n+1)δ on Bn+1, so f(Bn+1) ⊃
B(ΠF−ny, 2−1e−(n+1)3δe−(n+1)δ). Then use (3). 
Lemma 19. Suppose n(y) > 0. Suppose n ≥ n(y) and V is an open ball containing
Πy with |V | ≤ 1 and suppose Vn ⊂ Bn is such that Vn ∋ ΠF−ny and fn : Vn → V
is a diffeomorphism with distortion bounded by some r with 0 < r < log 2, i.e.,
|log |Dfn(x)| − log |Dfn(x′)|| < r < log 2
for all x, x′ ∈ Vn. Then there exists Vn+1 ∋ ΠF−(n+1)y such that the map fn+1 :
Vn+1 → V is a diffeomorphism with distortion bounded by
r + e−(n+1)δ.
Proof. We have that |Dfn(ΠF−ny)| > en(χ−δ) so |Vn| < e−n(χ−δ) and Vn ⊂
f(Bn+1). The result follows. 
Proof of Proposition 14. If n(y) > 0, let V be the maximal ball of radius bounded
by 1 and centred on Πy such that there exists a set Vn(y) ∋ ΠF
−n(y)(y) such that
fn(y) : Vn(y) → V is a diffeomorphism and such that for all x, x
′ ∈ Vn(y),
n(y)−1∑
i=0
∣∣log |Df(f i(x))| − log |Df(f i(x′))|∣∣ ≤ (1/2) log 2.
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For 0 ≤ n < n(y) define Vn := fn(y)−n(Vn(y)). For n > n(y) define Vn inductively
using Lemma 19. For any n > 0, for any x, x′ ∈ Vn, we have
n−1∑
i=0
∣∣log |Df(f i(x))| − log |Df(f i(x′))|∣∣ ≤ (1/2) log 2 + ∞∑
j=n(y)
e−nδ < log 2.
Define Vy as the set of y
′ ∈ Y such that ΠF−n(y′) ∈ Vn for all n ≥ 0.
Then set α(y) equal to the radius of V . If n(y) = 0 set α(y) := 0. Then y 7→ α(y)
is a measurable function, positive almost everywhere.
If n(y) > 0, set
ρ(y) := inf{t > 2 : t−1en(χ−δ) ≤ |Dfn(ΠF−ny′)| ≤ ten(χ+δ) for all n ≥ 0, y′ ∈ Vy}.
If n(y) = 0, set ρ(y) := 0. Then ρ(y) is defined everywhere (for example by Lemma
16 and the distortion bound) and is measurable. 
3. Good inverse branches
In this section we define and show the existence of regularly returning cylinders
in the natural extension. We start off with a fact which we borrow from [4] and a
couple of lemmas.
Fact 20. [4] Let m be a finite measure on an interval I. For Lebesgue almost every
w in I, for all α < 1,
lim sup
n→∞
1
n
logm([w − αn, w + αn]) < 0.
Lemma 21. Let f : C→ C be a rational map with an invariant probability measure
µ and natural extension (Y, F, µ). For each x ∈ C, for Lebesgue almost every
γ ∈ [0, |C|], for almost all y ∈ Y
lim inf
n→∞
1
n
log dist(ΠF−ny, ∂B(x, γ)) = 0;
in words, the distance of ΠF−ny to ∂B(x, γ) decreases at fastest subexponentially.
Proof. Recall that we denote by σ(·, ·) the spherical metric. Define the measure m
on [0, |C|] by m(C) := µ({y : σ(Πy, x) ∈ C}). By invariance, for all integers n,
µ({y : σ(Πy, x) ∈ C}) = µ({y : σ(ΠF−ny, x) ∈ C}).
By Fact 20, for all 0 < α < 1, for almost all γ,
lim sup
n→∞
1
n
logµ({y : σ(ΠF−ny, x) ∈ [γ − αn, γ + αn]}) < 0,
so
∑
n µ({y : dist(ΠF
−ny, ∂B(x, γ)) < αn}) is finite. Apply the Borel-Cantelli
Lemma to conclude. 
Lemma 22. Let M > 0 be given and denote by Fix(M !) the fixed points of fM !.
There exists a continuous function θ such that θ(0) = 0 and such that, for any set
W , W ∩ fk(W ) 6= ∅ and 0 < k ≤M imply that
(6) dist(W,Fix(M !)) ≤ θ(|W |).
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Proof. Let ε > 0 and let C denote the complement of the set B(Fix(M !), ε). Each
point x in C satisfies σ(x, fk(x)) > 0 for each 1 ≤ k ≤M . Since C is compact, there
exists a δ < ε such that for these k and for all x ∈ C, σ(x, fk(x)) > δ. Similarly,
there exists a ν > 0 such that, if W satisfies |W | < ν, then fk(|W |) < δ/2 for each
k, 0 ≤ k ≤M . Suppose |W | < ν and fk(W )∩W 6= ∅ for some k, 1 ≤ k ≤M . Then
there is a point x ∈ W such that σ(x, fk(x)) < δ. In particular, x ∈ B(Fix(M !), ε)
and dist(W,Fix(M !)) < ε. 
Definition 23. A regularly returning cylinder for (Y, F, µ) (and η > 0) is a subset
A of Y with the following properties:
• µ(A) > 0;
• the base of A, ΠA, is disjoint from the critical set and is a simply connected
open set U with smooth boundary;
• there is a simply connected set W ⊃ U such that dist(U, ∂W ) > 0 and for
each y in A, there are sets Uy,Wy with y ∈ Uy ⊂Wy ⊂ Y such that for all
n ≥ 0, fn : ΠF−nWy →W is a diffeomorphism, and ΠUy = U ;
• for all y in A, for all y′ ∈Wy, one has
∞∑
i=1
∣∣log |Df(ΠF−iy′))| − log |Df(ΠF−iy)|∣∣ < log 2;
• there exists a constant ρ0 > 1 such that, for all y ∈ A,
ρ−10 e
n(χµ−η) ≤ |Dfn(ΠF−ny)| ≤ ρ0e
n(χµ+η).
• for any n, n′ ≥ 0 and y, y′ ∈ A, ΠF−nUy and ΠF−n
′
Uy′ are either nested
or disjoint and F−nUy and F
−n′Uy′ are either nested or disjoint;
• for all n ≥ n′ ≥ 0 and y, y′ ∈ A, ΠF−nWy ∩ ∂ΠF−n
′
Uy′ = ∅.
Theorem 24. Let f : C → C be a rational map, µ ∈ M+(f) and (Y, F, µ) the
natural extension. Then there exists a regularly returning cylinder for (Y, F, µ).
Proof. Let α(y) be given by Proposition 14. There exists α0 > 0 such that, setting
A0 := {y ∈ Y : α(y) > α0},
A0 has positive measure. Hence there is an x ∈ C such that A1 := A0∩Π
−1B(x, α09 )
has positive measure.
By Lemma 21, there exists a γ satisfying α09 < γ <
α0
8 such that, for almost
every y ∈ Y , dist(ΠF−ny, ∂B(x, γ)) decreases sub-exponentially. Note that this
implies µ(∂B(x, γ)) = 0.
Set U ′ := B(x, γ), then U ′ ⊂ B(x, α08 ) ⊂ B(x,
3α0
4 ) ⊂ B(Πy, α(y)) for all y in
A1. Let η satisfy 0 < η < χµ. Let Vy and ρ be given by Proposition 14, so for all
y′ ∈ Vy,
|Dfn(ΠF−ny′)| ≥ ρ(y)en(χµ−η)
for all n ≥ 1. For t > 0, set
At := {y ∈ A1 : for all n > 0, dist(ΠF
−ny, ∂U ′) ≥ te−n
χµ−η
2
and |Dfn|ΠF−nVy | ≥ te
n(χµ−η)}.
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Since A1 =
⋃
t>0At up to a set of zero measure, there is a t0 > 0 such that
A2 := At0 has positive measure. For some M > 0 sufficiently large, for all y ∈ A2
and n ≥M ,
|ΠF−nVy| < |C|
1
t0
e−n(χµ−η) < t0e
−n
χµ−η
2 .
Thus for all y ∈ A2, for all n ≥M ,
(7) ΠF−nVy ∩ ∂U
′ = ∅.
We are halfway there. We have shown that if you go far enough back along an
inverse branch you will no longer intersect ∂U ′.
Pulling back (7), if n ≥ 0 and there exists a k > 0 such that
(8) ΠF−n−kVy ∩ ∂ΠF
−nU ′y 6= ∅,
then k ≤M .
For each y in A2, let {nj(y)} be the strictly increasing collection of n ≥ 0 for
which there exists a k > 0 satisfying
ΠF−n−kVy ∩ ∂ΠF
−nU ′y 6= ∅.
Note that {nj(y)} may be empty or finite. It is immediate that if ni(y), ni+1(y) ∈
{nj(y)}, then ni+1(y)−ni(y) = 1, and we showed that for each such n the minimal
k is ≤M .
Suppose first there is a positive measure subset C of A2 such that for each y in
C the set {nj(y)} is infinite (and thus equal to N). Then (6) gives that
dist(ΠF−nVy ,Fix(M !)) ≤ θ(|ΠF
−nVy|).
But |ΠF−nVy| is exponentially decreasing, so dist (ΠF
−nVy ,Fix(M !)) tends to
zero (and this uniformly in y ∈ A2), by Lemma 22. Thus µ (B(Fix(M !), ε)) ≥
µ(F−nC) = µ(C) for all ε > 0. This implies that µ is atomic and supported on a
repelling periodic orbit. In this case the theorem is easy.
Otherwise, for almost every y in A2, the set {nj(y)} is finite; let n(y) denote its
maximum (defined as zero if the set is empty). Then there exists an N > 0 such
that the set
A3 := {y ∈ A3 : n(y) < N}
is of positive measure. Summarising, we have shown that, for all y in A3,
(9) ΠF−n−kVy ∩ ∂ΠF
−nU ′y = ∅,
for all n ≥ N and all k > 0.
Let U be a connected component of f−N(U ′) such that
A4 := F
−NA3 ∩ Π
−1U
has positive measure (thus U = ΠF−NU ′
FNy
for all y ∈ A4). Similarly let W be
the connected component of f−N (B(x, 3α04 )) containing U . For each y ∈ A4, set
Wy := (F
−NVFNy) ∩ Π
−1W and Uy :=Wy ∩Π−1U = F−NU ′FNy.
Recall that
fN (U) = U ′ ⊂ B(x, α0/8) ⊂ B(x, 3α0/4) = f
N (W ).
Since distortion of fN restricted toW is bounded by log 2, it follows that dist(U, ∂W ) >
|U | > 0.
By (9), for all n ≥ 0, and all y ∈ A4,
∂U ∩ΠF−nWy = ∂U ∩ ΠF
−nUy = ∅.
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This is nearly a “regularly returning” property: It implies that for any n ≥ n′ ≥ 0
and y, y′ ∈ A4, ΠF−nWy and ΠF−n
′
Uy′ are either nested or disjoint. Set
A :=
⋃
y∈A4
Uy
and the theorem follows. 
4. Partitions
First we show that there is a nice partition of Y . Let A be a regularly returning
cylinder for (Y, F, µ). For y ∈ Y let e(y) be the first entry time of y into A, that
is, e(y) := inf{n ≥ 0 : Fny ∈ A}. This is defined (finite) almost everywhere by
ergodicity, and one can set
ξ(y) := F−e(y)UF e(y)y.
If y does not enterA, set ξ(y) := ∅. By the regularly returning property, e(y) = e(y′)
and ξ(y) = ξ(y′) for all y′ ∈ ξ(y). Thus one can define a partition ξ of Y where the
element of ξ containing y is ξ(y) (up to a set of measure zero — alternatively one
can add back the complement, a set of measure zero).
Proposition 25. Given any regularly returning cylinder A for (Y, F, µ), there exists
a measurable partition ξ of Y such that, if ξ(y) denotes the element of ξ containing
y and e(y) the first entry time of y to A, then
F e(y)ξ(y) = UF e(y)y.
For any y, y′ in Y , Πξ(y) and Πξ(y′) are either nested or disjoint, and ξ(y) and
ξ(y′) are either nested or disjoint.
Proof. Immediate. 
Now we can define a first partition ζ of C (modulo a set of measure zero). Let
ζ(z) :=
⋃
Πy=z
Πξ(y).
This is a countable partition of C with the property that each element gets mapped
by an iterate of f diffeomorphically (and with bounded distortion) to U = ΠA ∈ ζ.
Also, any element of Q ∈ ζ \ {U} has the property that f(Q) is contained in an
element of ζ. We would now like to construct a finite generating partition with
good topological properties.
Proposition 26. Let f be a rational map of degree d and let µ ∈ M+(f). Let
A be a regularly returning cylinder for (Y, F, µ) with base U . Then there exists a
measurable partition P with the following properties:
• P has at most d+ 1 elements P0, . . . , Pd;
• f is injective on each partition element;
• one partition element P0 ∈ P is the base U ;
• f−1(f(U)) ∩ Pd = ∅;
• each connected component of a partition element is mapped by an iterate of
f diffeomorphically to U , and moreover is the projection of an element of
the partition ξ of Proposition 25;
• the projection of each element of ξ is contained in exactly one element of
P;
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• the partition is generating.
Proof. We shall define the partition elements P0, . . . , Pd of the partition P by dis-
tributing the elements of ζ to them. Firstly set P0 := U . To each Q ∈ ζ there is a
unique nQ ≥ 0 such that fnQQ = U . Let ζn := {Q ∈ ζ : nQ = n}. For all n ≥ 1,
for all Q ∈ ζn, one has f(Q) ⊂ Q′ ∈ ζm for some Q′,m satisfying 0 ≤ m < n.
Suppose P0, P
n
1 , P
n
2 , . . . , P
n
d is a partition of
⋃
m<n
⋃
Q∈ζm
Q such that f is in-
jective on each partition element, initialising P 0i := ∅ for 1 ≤ i ≤ d.
• Consider an element Q of ζn and let ζQ be collection of elements Q
′ ∋⋃
j≤n ζj such that f(Q
′) ∩ f(Q) 6= ∅. It follows that for Q′ ∈ ζQ, f(Q′) ⊃
f(Q). Since f is d-to-one, there are at most d elements in ζQ. The elements
of ζQ\ζn are already subsets of distinct partition elements Pi. We distribute
the remaining ones (contained in ζQ ∩ ζn), so that each element of ζQ is a
subset of a different Pn+1i :
• For 1 ≤ i ≤ d let P ′i := P
n
i .
• Order ζQ ∩ ζn =: Q1, . . . Qk. Let i1 := inf{i ≥ 1 : f(Q1) ∩ f(Pi) = ∅}. Let
i2 := inf{i > i1 : f(Q2) ∩ f(Pi) = ∅}. Continue inductively and replace
P ′ij by P
′
ij
∪ Qj for j = 1, . . . , k. It follows from the construction that f
remains injective on each P ′i and U ∩ P
′
d = ∅.
• Repeat until there are no further elements in ζn, that is, until for all Q ∈ ζn
there exists an i such that Q ⊂ P ′i .
• Set Pn+1i := P
′
i for i = 1, . . . , d.
We proceed inductively, exhausting all of ζ, setting Pi :=
⋃
n≥0 P
n
i for i = 1, . . . d,
and P := {P0, P1, . . . , Pd}.
It remains to show that the partition is generating, that is that on a set of full
measure the partitions Pn :=
∨n
i=0 f
−iP tends to the partition into points. Let X
be a set of full measure such that for all x ∈ X there is a y ∈ Π−1x such that y
enters A infinitely often (this set X exists by ergodicity and the positivity of the
measure of A).
Suppose x, x′ ∈ X are in the same element of Pn for all n ≥ 0. There are a
y ∈ Π−1x and an infinite sequence nj ր ∞ such that Fnjy ∈ A. Thus there is an
infinite sequence Uj such that f
nj : Uj → U ∈ P is a diffeomorphism. For each
0 ≤ i ≤ nj , f i(Uj) is contained in an element of ζ and thus in an element of P .
Now f is injective on each partition element, so
Uj ∈ Pnj .
We also have by Theorem 24 that |Uj | < ρ0e
−nj(χ−η)|U |, so |Uj| ց 0 and x =
x′. 
Lemma 27. Let A be a regularly returning cylinder with base U . Let P be the
partition of C given by Proposition 26. Then for each x in a set X of full measure,
there exists a strictly monotone sequence nj ր ∞ and corresponding sets Uj ∋ x
such that
• limj→∞
nj
j
> 0, so
lim
n→∞
nj
nj+1
= 1;
• fnj : Uj → U is a diffeomorphism with uniformly bounded distortion;
• lim 1
n
log |Dfnj (x)| = χ;
• dist(fnj (x), ∂U) ≥ ε for some ε > 0;
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• Uj is an element of the partition Pnj =
∨nj
i=0 f
−iP.
Proof. We have essentially proven this already. Let B be a subset of A such that
µ(B) > 0 and dist(ΠB, ∂U) ≥ ε for some ε > 0. Almost every point x is the
projection of a point y ∈ Y which enters B, by ergodicity, at successive times nj
with limj→∞ j/nj = µ(B). Then the element of the partition Pnj containing x is
ΠF−njUFnjy. The uniform bound on the distortion comes from the definition of
regularly returning cylinders. Since Fnjy ∈ B, one has dist(fnj (x), ∂U) ≥ ε. 
5. Dimensions of measures
In this section we give short proofs of two results concerning the dimension of a
measure, making use of the partitions of Section 4. The Hausdorff dimension of a
measure, denoted HD(µ), is defined as the infimum of Hausdorff dimensions of sets
of full measure. In dimension one, a theorem proving that
HD(µ) =
hµ
χµ
for an ergodic invariant probability measure with positive Lyapuonv exponent for
some class of maps is called a Dynamical Volume Lemma. Our proof of the following
well-known result is shorter than usual as we have at our disposal a finite generating
partition with good properties.
Proposition 28 ([5]). Let f : C → C be a rational map and µ ∈ M+(f). Then
for almost all x with respect to µ,
lim
r→0
logµ(B(x, r))
log r
=
hµ
χµ
.
In particular,
HD(µ) =
hµ
χµ
.
Proof. We write χ for χµ. Let (Y, F, µ) be the natural extension. Let η be a
small positive constant. Let A be a regularly returning cylinder given by Theorem
24, ξ a corresponding partition of Y given by Proposition 25 and P = {P0 =
U = ΠA,P1, . . . , Pd} a corresponding finite generating partition of C given by
Proposition 26. The result essentially follows from Lemma 27: let X be a set of
full measure given by this lemma.
Let Pn :=
∨n
i=0 f
−iP and Pn(x) the element of Pn containing x. By the
Shannon-McMillan-Breiman Theorem ([8] p.39), there is a set X ′ ⊂ X of full
measure such that
hµ = lim
n→∞
−1
n
logµ(Pn(x))
for all x ∈ X ′. Now fix x ∈ X ′ and let nj and Uj be given by Lemma 27. Then
Uj = Pnj (x). Thus
hµ = lim
j→∞
−1
nj
logµ(Uj).
Now the uniform bound on the distortion together with dist(fnj (x), ∂U) ≥ ε > 0
implies that there are annuli Aj ⊃ ∂Uj centred on x such that the moduli Aj are
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uniformly bounded. Let rj be the inner radius and Rj the outer, and K such that
Rj ≤ Krj . Since limj→∞
nj
nj+1
= 1, we have
lim
j→∞
1
nj
log rj+1 = lim
j→∞
1
nj+1
logRj = −χ.
Thus, if rj ≥ r ≥ rj+1,
logµ(B(x, r))
log r
≥
logµ(Uj)
log rj+1
=
−1
nj
logµ(Uj)
−nj
log rj+1
and the right-hand side tends to
hµ
χ
as j →∞. If Rj ≥ r ≥ Rj+1,
logµ(B(x, r))
log r
≤
logµ(Uj+1)
logRj
=
−1
nj+1
logµ(Uj+1)
−nj+1
logRj
and the right-hand side tends to
hµ
χ
as j →∞.
As r → 0 one has j →∞ so we conclude that
lim
r→0
logµ(B(x, r))
log r
=
hµ
χ
as required. 
The following proposition also has a surprisingly short proof using the same
techniques.
Proposition 29. Let f be a rational map of the Riemann sphere and m a non-
exceptional (φ, t)-conformal measure for f . Suppose µ ∈ M+(f) is absolutely con-
tinuous with respect to m.
Then µ and m are equivalent and HD(µ) = t+
∫
φdµ
χµ
.
Proof. First let us show equivalence of the measures. Suppose there exists a set B
such that m(B) > 0 but µ(B) = 0. Then
X := C \
⋃
i≥0
f−i(B)
is a forward-invariant set of full µ-measure disjoint from B. Combining the density
point theorem with Lemma 27, for µ almost every point x ∈ X , there exist Uj such
that
lim
j→∞
m(X ∩ Uj)
m(Uj)
= 1
and fnj : Uj ∋ x :→ U has uniformly bounded distortion. Thus m(X∩U) = m(U).
Then the eventually onto property implies m(C ∩X) = m(C) (we use here that m
is non-exceptional). But then m(B) = 0, contradiction.
Now it suffices to show the dimension estimate for m instead of µ. Let x be a
typical point (for m or for µ, it is the same thing) and let Uj , rj and Rj be as per
the proof of the preceding proposition. As before, we get
lim
j→∞
logm(Uj)
log rj+1
≤ lim
r→0
logm(B(x, r))
log r
≤ lim
j→∞
logm(Uj+1)
logRj
,
provided the limits exist.
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It now suffices to show that limj→∞(−1/nj) logm(Uj) = χµt+
∫
φdµ for almost
every x. But conformality implies that
m(U) =
∫
Uj
eSnjψ(x
′)dm(x′),
where Snψ :=
∑n−1
i=0 (t log |Df |+φ)◦f
i. By Lemma 31 the integrand has uniformly
bounded variation on the sets Uj. Thus
m(U) ≈ m(Uj)e
Snjψ(x)
and so
lim
j→∞
(−1/nj) logm(Uj) = lim
j→∞
(1/nj)Snjψ(x).
By ergodicity, the right-hand term tends to tχµ +
∫
φdµ. 
6. Entropy
The goal of this section is to show that hµ = H(F
−1ξ|ξ) for the partition ξ of
the natural extension given by Proposition 25. This partition is not (or does not
seem to be) the future of some finite generating partition (which would imply the
result), so there is something to be proved here.
Proposition 30. Given a rational map f , µ ∈ M+(f) and natural extension
(Y, F, µ), let A be a regularly returning cylinder and ξ the corresponding partition
of Y given by Proposition 25. Then
hµ = hµ = H(F
−1ξ|ξ).
Proof. We refer to [16] and [18] for the notions from ergodic theory used in this
section, and to [18] for notation. By section 3.3 of [16], hµ = hµ. Let P be the
finite generating partition given by Proposition 26 and Π−1P the induced finite
generating partition of Y , so H(F,Π−1P) = hµ. Set
ζ :=
∞∨
i=0
F iΠ−1P .
Then H(F−1ζ|ζ) = hµ. We want to compare H(f−1ξ|ξ) with H(f−1ζ|ζ). Associ-
ated to each partition is a canonical system of conditional probability measures, also
called the Rohlin decomposition of µ with respect to that partition. Let pξ(y, ·)
be the decomposition of µ with respect to ξ, so for (almost) all y, pξ(y, ·) is a
probability measure on ξ(y) and for all X ⊂ Y ,
µ(X) =
∫
Y
pξ(y,X ∩ ξ(y))dµ.
Let pζ(y, ·) be the Rohlin decomposition of µ with respect to ζ. For y /∈ A, ξ(y) =
F−1(ξ(Fy)), so pξ(y, F
−1(ξ(Fy))) = 1. Thus
H(F−1ξ|ξ) =
∫
Y
log pξ(y, F
−1(ξ(Fy))) =
∫
A
log pξ(y, F
−1(ξ(Fy))).
On A, ξ(y) = ζ(y) = Uy, the leaf of A containing y. Off A, ζ(y) is a union of
elements of ξ.
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H(F−1ζ|ζ) =
∫
Y
log pζ(y, F
−1(ζ(Fy))dµ
=
∫
A
r(y)−1∑
i=0
log pζ(F
iy, F−1(ζ(F i+1y)))dµ
=
∫
A
log
r(y)−1∏
i=0
pζ(F
iy, F−1(ζ(F i+1y)))dµ
=
∫
A
log pζ(y, F
−r(y)(ζ(F r(y)y)))dµ
= H(F−1ξ|ξ).

7. Absolute continuity
Let φ : C → R be a Ho¨lder continuous function and C, ǫ > 0 such that |φ(x) −
φ(x′)| ≤ Cσ(x, x′)ǫ for all x, x′ ∈ C. Since C is compact, φ is necessarily bounded.
If ψ : C→ R is any function, we write
Snψ(x) :=
n−1∑
i=0
ψ ◦ f i(x)
and, for y ∈ Y ,
(S−nψ)(y) :=
n∑
i=1
ψ ◦Π ◦ F−i(y).
Lemma 31. Let A be a regularly returning cylinder for (Y, F, µ) given by Theorem
24 and ξ the corresponding partition given by Proposition 25. Let t ∈ R and set
ψ := φ+t log |Df |. There exists a constant C > 0 such that for almost every y ∈ Y ,
for all y′ ∈ ξ(y) and for all n ≥ 0,
(S−nψ)(y)− (S−nψ)(y
′) ≤
∞∑
i=1
∣∣ψΠF−iy − ψΠF−iy′∣∣ ≤ C,
and so, taking exponentials and defining Φ(y, ·) : ξ(y)→ R by
Φ(y, y′) := lim
n→∞
e(S−nψ)(y
′)−(S−nψ)(y),
Φ(y, ·) is well-defined and uniformly bounded away from zero and infinity.
Proof. Note that the first inequality is immediate, by definition, and that the second
inequality implies that the series
∑∞
i=1(ψΠF
−iy − ψΠF−iy′) is absolutely conver-
gent, so limn→∞(S−nψ)(y)− (S−nψ)(y′) exists and is finite. In particular, we only
need to show the second inequality.
By the definition of regularly returning cylinders,
∞∑
i=1
∣∣t log |Df(ΠF−iy)| − t log |Df(ΠF−iy′)|∣∣ ≤ |t| log 2.
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Since |ψ(x)−ψ(x′)| ≤ |φ(x)−φ(x′)|+ t| log |Df(x)|− log |Df(x′)||, it only remains
to treat
∞∑
i=1
|φ(ΠF−iy)− φ(ΠF−iy′)|
But, using Ho¨lder continuity and the definition of regularly returning cylinders,
|φ(ΠF−iy)− φ(ΠF−iy′)| ≤ Cσ(ΠF−iy,ΠF−iy′)ǫ
≤ Cρǫ0e
−i(χ−η)ǫ|U |ǫ
so
∞∑
i=1
|φ(ΠF−iy)− φ(ΠF−iy′)| ≤ Cρǫ0
∑
i≥1
e−i(χ−η)ǫ|U |ǫ ≤M <∞
for some constant M independent of y, as required. 
The Rohlin decomposition p(y, ·) for the measure µ with respect to the partition ξ
is a conditional probability measure (the conditional expectation) on each partition
element of Y such that, for any measurable set B ⊂ Y one has
µ(B) =
∫
Y
p(y,B)dµ =
∫
Y
p(y,B ∩ ξ(y))dµ.
For all n > 0, by Proposition 30,
(10) nhµ = H(F
−nξ|ξ) = −
∫
log p(y, [F−nξ](y))dµ,
where [F−nξ](y) denotes the element of the partition F−nξ containing y.
We shall now start to study (φ, t)-conformal measures. In the following proposi-
tion, q(y, ·) is an educated guess as to the Rohlin decomposition: it could be derived
directly if we knew in advance that µ(B) = limn→∞m(f
−nB) for all measurable
sets B.
Proposition 32. Let f : C→ C be a rational map and µ ∈ M+(f). Let (Y, F, µ) be
the natural extension and A be a regularly returning cylinder and ξ the corresponding
partition given by Proposition 25.
Suppose that there is a non-exceptional (φ, t)-conformal measure m such that
hµ = tχ+
∫
φdµ. Let ψ and Φ be defined as per Lemma 31.
The Rohlin decomposition of µ with respect to the partition ξ is given by q(y, ·),
where
(11) q(y, dz) :=
Φ(y, z)dmξ(y)(z)∫
ξ(y)
Φ(y, y′)dmξ(y)(y′)
,
where mξ(y) is the pullback by Π|ξ(y) of the conformal measurem restricted to Πξ(y).
Proof. The proof of this proposition is very similar to that of proposition 3.6 of [4];
we include it for the reader’s convenience.
Firstly, note that since χµ > 0, µ is supported on the Julia set, and m is non-
exceptional, som is positive on the Πξ(y) for µ-almost every y. Since Φ is uniformly
bounded away from zero, q(y, ·) is well-defined almost everywhere.
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It follows from (11) that q(y, ·) is a probability measure on ξ(y), and that if
ξ(y1) = ξ(y2) then q(y1, ·) = q(y2, ·) by multiplying above and below by Φ(y1, y2).
Set k(y) :=
∫
ξ(y)
Φ(y, y′)dm(y′). Then, by definition,
q(y, [F−nξ](y)) =
∫
[F−nξ](y)Φ(y, y
′)dm(y′)
k(y)
=
1
k(y)
∫
F−n(ξ(Fn(y)))
Φ(Fny, Fny′)eSnψ(Πy
′)e−Snψ(Πy)
=
k(Fny)e−Snψ(y)
k(y)
.
We used that the Jacobian for fn of the conformal measure m is eSnψ . Taking logs,
log q(y, [F−nξ](y)) = log k(Fny)− t log |Dfn(Πy)| − Snφ(y)− log k(y).
Integrating, applying the classical lemma 3.5 of [4],
−
∫
log q(y, [F−nξ](y))dµ = ntχµ + n
∫
φdµ.
Let p(y, ·) be the Rohlin decomposition for the measure µ with respect to the
partition ξ. Recalling (10), we deduce∫
log q(y, [F−nξ](y))dµ =
∫
log p(y, [F−nξ](y))dµ,
so
(12)
∫
log
q(y, [F−nξ](y))
p(y, [F−nξ](y))
dµ.
Consider the measure νn defined on the σ-algebra of [F
−nξ] measurable sets defined
by
νn(B) =
∫
q(y,B)dµ.
By (12), ∫ (
log
dνn
dµ
)
dµ = 0.
Both measures are probabilities, so by concavity of logarithm, νn = µ, so q(y,B) =
p(y,B) if B is [F−nξ] measurable. As ξ generates and ξ < F−1ξ, one concludes
that q and p coincide almost everywhere. 
Corollary 33. Under the same hypotheses, µ is absolutely continuous with respect
to the (φ, t)-conformal measure m.
Proposition 34. Let f : C → C be a rational map, µ ∈ M+(f) and (Y, F, µ) the
natural extension.
Suppose m is a non-exceptional (φ, t)-conformal measure and that hµ = tχµ +∫
φdµ. Then the density of µ is bounded from below by a constant ε > 0 on an open
set U and there exists an expanding induced Markov map for (f,m) with integrable
return time which generates µ. If t ≥ 0 then the density of µ is bounded away from
zero almost everywhere with respect to m.
20 NEIL DOBBS
Proof. Let A be a regularly returning cylinder with base U and let ξ be the corre-
sponding partition. Let µA := µ|A. Since Φ, as defined in Lemma 31, is uniformly
bounded away from zero and infinity on A, the density of Π∗µA is bounded away
from zero and infinity on U . In particular it is bounded from below by some con-
stant ε > 0. Since Π∗µA(C) ≤ µ(Π
−nC) = µ(C), the density ρ of µ is bounded
from below by ε > 0 on U .
By the eventually onto property, there exists a finite n such that fn(U) ⊃ J .
By invariance of µ and conformality of m, for each x ∈ U ,
ρ(fn(x)) ≥ ε
(
|Dfn(x)|teSnφ(x)
)−1
.
In particular, if t ≥ 0 then the density is bounded away from zero everywhere on
J and thus on C.
Let N > 0 be large enough that for all n ≥ N , for all y ∈ A, |Dfn(ΠF−ny)| > 2
and for each y ∈ A let m(y) denote the N th return time of y to A. In particular
m(y) > N almost everywhere on A, and by a simple extension of Kac’s Theorem
([9], theorem 2.4.6), ∫
A
m(y)dµ = N.
Then {ΠF−m(y)ξ(Fm(y)) : y ∈ A} is a cover of a subset X ⊂ U of full measure by
nested or disjoint topological balls which get mapped by an iterate of f diffeomor-
phically onto U with extensions that get mapped onto V . By the nested or disjoint
property, there is a pairwise disjoint countable cover {Ui}i∈N by maximal (under
inclusion) such topological balls. Let fni be the corresponding iterates.
Defining ψ :
⋃
Ui → U by ψ|Ui := f
ni
|Ui
, we obtain an expanding induced Markov
map for (f,m). Let us check that it has integrable return time:
Firstly we remark that for each i, ni = inf{m(y) : y ∈ A ∩ Π−1Ui} since the Ui
were maximal under inclusion. Thus, writing n(x) := ni if x ∈ Ui,∑
i
nim(Ui) =
∫
U
n(x)dm ≤ δ−1
∫
U
n(x)dΠ∗µA
= δ−1
∫
A
n(Πy)dµA
≤ δ−1
∫
A
m(y)dµA
= δ−1
∫
A
m(y)dµ
= δ−1N <∞,
as required, completing the proof (modulo the following variant of the folklore
lemma) since µ is unique. 
Lemma 35. Let ψ :
⋃
i Ui → U be an expanding Markov map for (f,m). Then
there is an absolutely continuous ψ-invariant probability measure ν on U . The
density of ν with respect to m is bounded away from zero and infinity.
Proof. By the Koebe principle, there is a uniform bound on the distortion of ψn
on connected components of its domain. We now want to show that SNφ does
not vary much either on a connected component W of the domain of ψn, where
ψn = fN on W .
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Recall that, by the definition of ψ, there exists C, δ > 0 such that, for each i and
all j ≤ ni,
|Df j(x)| > Ceδj
for all x ∈ fni−j(Ui) where ni is given by ψ|Ui = f
ni .
We wish to show that there are constants C0, δ0 > 0 such that |f j(W )| ≤
C0 exp((j −N)δ0) for all j ≤ N . For this, using the previous paragraph, it suffices
to show that there is a constant δ1 such that |W | ≤ exp(−Nδ1) for all such W,N .
Let M > 0 be small enough that CM exp(δ) > 1. Then, considering the cases
n ≥ NM and n < NM we deduce, for all x ∈W ,
|Dψn(x)| = |DfN(x)| > min
(
2NM , CNM exp(Nδ)
)
(since |Dψ| > 2 everywhere). We can set δ1 := logmin(2M , CM exp(δ)).
Now, by Ho¨lder continuity of φ, there are C′, ǫ > 0 such that for all x, x′ ∈ C,
|φ(x) − φ(x′)| ≤ C′|x− x′|ǫ. We deduce that if x, x′ ∈ W then
SNφ(x) − SNφ(x
′) ≤
∞∑
j=0
C′(C0 exp(−jδ0))
ǫ < C2
for some constant C2 <∞, and this independently of n and W .
This completes the first step. The rest of the proof is standard.
Since m(U) = m(ψ−1(U)), for all i ≥ 1, νi :=
1
m(U) (ψ
−i)∗m is a probability
measure. By the distortion bound and the bound on SNφ(x)− SNφ(x′), there is a
constant C3 such that
C−13
m(A)
m(B)
≤
νi(A)
νi(B)
≤ C3
m(A)
m(B)
for all measurable sets A,B ⊂ U . The same relation holds with νi replaced by any
weak limit ν of the sequence of the measures(
1
n
n∑
i=1
νi
)∞
n=1
.
Thus ν is a probability measure which is absolutely continuous with respect to m
with density bounded between C−13 and C4 (to see this, set B = U). Clearly ν is
invariant. Ergodicity and uniqueness are easy. 
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