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Fawzi and Renner [Commun. Math. Phys. 340(2):575, 2015] recently established a lower bound
on the conditional quantum mutual information (CQMI) of tripartite quantum states ρABC in
terms of the fidelity of recovery (FoR), i.e. the maximal fidelity of the state ρABC with a state
reconstructed from its marginal ρBC by acting only on the C system. The FoR measures quantum
correlations by the local recoverability of global states and has many properties similar to the
CQMI. Here we generalize the FoR and show that the resulting measure is multiplicative by utilizing
semi-definite programming duality. This allows us to simplify an operational proof by Branda˜o et
al. [Phys. Rev. Lett. 115(5):050501, 2015] of the above-mentioned lower bound that is based on
quantum state redistribution. In particular, in contrast to the previous approaches, our proof does
not rely on de Finetti reductions.
I. INTRODUCTION
The conditional quantum mutual information (CQMI) of a tripartite quantum state ρABC is defined as
I(A :B|C)ρ := H(AC)ρ +H(BC)ρ −H(ABC)ρ −H(C)ρ , (1)
where H(X)ρ := − tr[ρX log ρX ] denotes the von Neumann entropy. The CQMI is a measure for the correlations
between A and B from the perspective of C and has an operational interpretation as the optimal quantum communi-
cation cost in quantum state redistribution [17, 46]. Apart from that the CQMI has found manifold applications in
information theory [9, 14], physics [22, 23, 31, 35], as well as computer science [11–13, 39].
A celebrated result known as strong subadditivity of entropy states that the CQMI is always non-negative [27],
I(A :B|C)ρ ≥ 0 . (2)
Following a line of works (see [7, 22, 26, 47] and references therein), Fawzi and Renner have shown in a recent
breakthrough result that the lower bound (2) can be improved to [18],
I(A :B|C)ρ ≥ − logF (A;B|C)ρ , (3)
where we have the fidelity of recovery (FoR),
F (A;B|C)ρ := max
ΓC→AC
F
(
ρABC , (IB ⊗ ΓC→AC) (ρBC)
)
. (4)
Here, IB denotes the identity channel on B, the supremum is taken over all quantum channels (completely positive
and trace-preserving (CPTP) maps) from C to AC, and we use F (·, ·) to denote Uhlmann’s fidelity [40]: F (ρ, σ) :=
(tr
∣∣√ρ√σ∣∣)2. The FoR was defined and explored in detail by Seshadreesan and Wilde in [32], where they show that
it has similar properties as the CQMI. For example for pure states σABCD the monogamy of entanglement implies
the duality
I(A;B|C)σ = I(A;B|D)σ as well as F (A;B|C)σ = F (A;B|D)σ . (5)
Similar to the squashed entanglement which is an entanglement measure based on the CQMI [14], the FoR then serves
as the basis for a (pseudo) entanglement measure: the geometric squashed entanglement [32]. By its definition (4)
the FoR is also connected to the local recoverability of global quantum states, a promising concept for understanding
topological order in condensed matter systems [22, 23, 35].
In this paper we investigate and generalize the FoR, and give an information theoretic proof of the lower bound
in (3). For any two bipartite states ρAB and σAC (that may or may not have the same marginal on A) we define the
generalized fidelity of recovery (FoR) as
FC→B(ρAB‖σAC) := max
ΓC→B
F
(
ρAB ,ΓC→B(σAC)
)
. (6)
We will drop the subscript C → B in the following when it is evident from the context on which systems the maps act.
The original FoR as in (4) is then simply given as FC→AC(ρABC‖ρBC) = F (A;B|C)ρ. We note that the generalized
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2form (6) gives a way of comparing quantum information that lives on different dimensional systems. In particular,
this allows to study quantum correlations independent of the system used to represent them.
Our results about the FoR are then as follows. We study a semi-definite programming (SDP) formulation of the
FoR and find the dual minimization problem (Section II).1 Based on this dual SDP formulation, we establish our
main technical result and show that the FoR is multiplicative for product states (Section III). Thus, we find that in
particular for any two states ρABC and τA′B′C′ ,
F (AA′;BB′|CC ′)ρ⊗τ = F (A;B|C)ρ · F (A′;B′|C ′)τ . (7)
This implies that there exists an optimal recovery map that has product structure as well. Additivity (multiplicativity)
results are at the heart of quantum information theory, and using our finding (7) we provide an operational proof of
the Fawzi-Renner lower bound (3) (Section IV). This proof utilizes a connection between the fidelity of recovery and
one-shot quantum state redistribution, using the ideas of Branda˜o et al. [10].
II. FIDELITY OF RECOVERY AS AN SDP
In the following we denote the set of quantum states on a finite-dimensional Hilbert space A by S(A) and conse-
quently use S(ABC) to denote states on a tripartite quantum system ABC. We use subscripts to indicate on which
Hilbert spaces an operator acts. The dimension of A is denoted by dA.
First, note that if ρAB = ΦAB is a (normalized) maximally entangled state (MES) with dB = dA then we get for
the FoR (6) by standard SDP duality the conditional min-entropy [25, Theorem 2],
F (ΦAB‖σAC) = 1
dA
2−Hmin(A|C)σ =
1
dA
min
ωC∈S(C)
∥∥∥√ω−1C σAC√ω−1C ∥∥∥ , (8)
where ‖ · ‖ denotes the operator norm. In general we do not know much about the optimal ωC in this expression
except that for tensor-product states it is of tensor-product form as well. That is, the conditional min-entropy is
additive [25]. Second, if ρAB = ψAB is a pure state with dB = dA then we get by standard SDP duality [25, Remark
1],
F
(
ψAB
∥∥σAC) = min
ωC∈S(C)
∥∥∥√ψA ⊗ ω−1C σAC√ψA ⊗ ω−1C ∥∥∥ , (9)
This quantity was also studied by Barnum and Knill in the context of quantum error correction [3]. The fidelity of
recovery can be formulated as an SDP in general.
Lemma 1. Let ρAB ∈ S(AB) and σAC ∈ S(AC) and let σACD be a purification of σAC . Then, FC→B(ρAB‖σAC) as
in (6) is the solution to the following minimization problem:
minimize : tr
[
ρABR
−1
AB
] · tr [σADQAD]
subject to : RAB > 0, QAD > 0
QAD ⊗ 1B ≥ RAB ⊗ 1D .
(10)
The proof uses SDP duality following the footsteps of Watrous’ lecture notes [41]. In particular Watrous discusses
the dual SDP for the fidelity [42] in the form of Alberti [1],
F (ρ, σ) = min
R>0
tr
[
ρR−1
] · tr [σR] . (11)
Our resulting dual program (10) can be thought of as the Alberti form of the fidelity of recovery (since it simplifies
to (11) for trivial B and C systems).2
Proof of Lemma 1. First note that using the purification σACD, we can write
ΓC→B(σAC) = trD
[
ΓC→B(σACD)
]
= trD
[
ΓC→B
(√
σADΨAD:C
√
σAD
)]
, (12)
1 SDPs are a powerful tool in quantum information theory with many applications (see [41] for an introduction).
2 Interestingly this Alberti form (10) does not directly simplify to (8) and (9) for the special case of MES and pure states.
3where we denote by ΨAD:C the (unnormalized) maximally entangled state between AD : C in the Schmidt decompo-
sition of σACD. Then, define the Choi-Jamio lkowski state (unnormalized) of the map Γ as
τABD = ΓC→B
(
ΨAD:C
)
, trB [τABD] = 1AD . (13)
Hence, we can write
ΓC→B(σAC) = trD
[√
σADτABD
√
σAD
]
, (14)
and thus we can express the optimization problem for ΓC→B in terms of the Choi-Jamio lkowski state in (13). On the
other hand, every state τABD satisfying (13) corresponds to a CPTP map ΓC→B . Hence, we can optimize over all
Choi-Jamio lkowski states of the form (13) instead of CPTP maps from B to C. This leads to the following expression
for the fidelity of recovery:
F (ρAB‖σAC) = max
{
F
(
ρAB , trD
[√
σADτABD
√
σAD
])
: τABD ≥ 0, trB [τABD] = 1AD
}
. (15)
The primal problem above is obtained by considering an SDP for the root fidelity
√
F (ρ, σ) = ‖√ρ√σ‖1 as in [42,
Section 2.1] and [21]. The square root of the fidelity of recovery in (15) is then written as
maximize : 12 tr
[
ZAB + Z
†
AB
]
subject to : τABD ≥ 0, ZAB ∈ L(AB),
trB [τABD] = 1AD,(
ρAB ZAB
Z†AB trD
[√
σADτABD
√
σAD
]) ≥ 0 ,
(16)
where L denotes the set of linear operators. In the next step we bring this program into standard form. We want to
write the primal problem as a maximization over X ≥ 0 of the functional tr[XA] subject to Φ(X) = B. Hence, we set
X =
X11 ZAB ·Z†AB X22 ·· · τABD
 , A = 1
2
 0 1AB 01AB 0 0
0 0 0
 , B =
ρAB 0 00 0 0
0 0 1AD
 , (17)
as well as
Φ(X) =
X11 0 00 X22 − trD [√σADτABD√σAD] 0
0 0 trB [τABD]
 . (18)
The variables with the placeholder ‘·’ are of no interest to us. The dual SDP is a minimization over self-adjoint Y of
the functional tr[Y B] subject to Φ†(Y ) ≥ A. The dual variables and adjoint map can be determined to be
Y =
LAB · ·· RAB ·
· · QAD
 (19)
with
Φ(Y ) =
LAB 0 00 RAB 0
0 0 −√σAD
(
RAB ⊗ 1D
)√
σAD + 1B ⊗QAD
 . (20)
This leads to the following dual problem:
minimize : tr[ρABLAB ] + tr[QAD]
subject to : LAB , RAB ∈ H(AB), QAD ∈ H(AD),
QAD ⊗ 1B ≥ √σAD(RAB ⊗ 1D)√σAD ,(
LAB 0
0 RAB
)
≥ 12
(
0 1AB
1AB 0
)
,
(21)
4whereH denotes the set of self-adjoint operators. The Slater condition (cf. [41]) for strong duality is satisfied. The pro-
gram (21) can be simplified further by the substitutions LAB → 12LAB , RAB → 12RAB andQAD → 12
√
σADQAD
√
σAD,
leaving us with
minimize : 12 tr
[
ρABLAB
]
+ 12 tr
[
σADQAD
]
subject to : LAB , RAB ∈ H(AB), QAD ∈ H(AD),
QAD ⊗ 1B ≥ RAB ⊗ 1D ,(
LAB −1AB
−1AB RAB
)
≥ 0 .
(22)
Now we note that the above matrix inequality holds if and only if LAB , RAB ≥ 0 and RAB ≥ L−1AB . Without loss of
generality we can choose RAB = L
−1
AB , and our problem simplifies to
minimize : 12 tr
[
ρABR
−1
AB
]
+ 12 tr
[
σADQAD
]
subject to : RAB , QAD ≥ 0,
QAD ⊗ 1B ≥ RAB ⊗ 1D .
(23)
Finally, we follow the argument leading Watrous to Alberti’s expression for the fidelity [41, Lecture 8]. We first
remark that
1
2
tr
[
ρABR
−1
AB
]
+
1
2
tr
[
σADQAD
] ≥√tr [ρABR−1AB] · tr [σADQAD] (24)
by the arithmetic–geometric mean inequality, with equality when the two terms are equal. However, it is easy to
see that for any feasible pair (RAB , QAD), there exists a constant λ ∈ R such that two trace terms evaluated for
(λRAB , λQAD) are equal (and clearly (λRAB , λQAD) is also feasible). Hence, restricting our optimization to such
rescaled pairs of operators, and going from the root fidelity to the fidelity again we find that
F (ρAB‖σAC) = min
RAB>0,QAD>0
QAD⊗1B≥RAB⊗1D
tr
[
ρABR
−1
AB
] · tr [σADQAD] . (25)
This concludes the proof.
III. FIDELITY OF RECOVERY IS MULTIPLICATIVE
As a direct consequence of this formulation of the problem we see that the fidelity of recovery is multiplicative.
Proposition 2. For any ρAB ∈ S(AB), τA′B′ ∈ S(A′B′), σAC ∈ S(AC) and ωA′C′ ∈ S(A′C ′), we have
F (ρAB ⊗ τA′B′‖σAC ⊗ ωA′C′) = F (ρAB‖σAC) · F (τA′B′‖ωA′C′) . (26)
Proof. From the definition in (6) it is evident that if we restrict to recovery maps that have a product structure, we
immediately find
F (ρAB ⊗ τA′B′‖σAC ⊗ ωA′C′) ≥ F (ρAB‖σAC) · F (τA′B′‖ωA′C′) . (27)
To establish the equality, we take a closer look at (25). Here we simply note the following. For every two pairs of
feasible operators (RAB , QAD) and (RA′B′ , QA′D′) for F (ρAB‖σAC) and F (τA′B′‖ωA′C′), respectively, we have
QAD ⊗ 1B ≥ RAB ⊗ 1D ∧ QA′D′ ⊗ 1B′ ≥ RA′B′ ⊗ 1D′
=⇒
QAD ⊗QA′D′ ⊗ 1BB′ ≥ RAB ⊗RA′B′ ⊗ 1DD′ . (28)
To establish (28) we used twice that A ≥ B =⇒ M ⊗ A ≥ M ⊗ B for M ≥ 0, which holds since taking the tensor
product with M is a positive map. Hence,
(
RAB ⊗RA′B′ , QAD ⊗QA′D′
)
is a feasible pair for F (ρAB ⊗ τA′B′‖σAC ⊗
ωA′C′), and, thus,
F (ρAB ⊗ τA′B′‖σAC ⊗ ωA′C′) ≤ tr
[
ρABR
−1
AB
] · tr [τA′B′R−1A′B′] · tr [σADQAD] · tr [ωA′D′QA′D′] . (29)
Since this holds for all feasible operators, we conclude that
F (ρAB ⊗ τA′B′‖σAC ⊗ ωA′C′) ≤ F (ρAB‖σAC) · F (τA′B′‖ωA′C′) . (30)
5IV. THE FAWZI-RENNER BOUND WITHOUT DE FINETTI REDUCTIONS
Branda˜o et al. [10] show that the Fawzi-Renner lower bound (3) can be deduced from the operational interpretation
of the CQMI as (twice) the quantum communication cost in quantum state redistribution [17, 46]. We simplify
their proof and in particular get rid of the continuity and representation theoretic arguments (de Finetti reductions).
Instead we leverage on the multiplicativity of the fidelity of recovery (Proposition 2). We first give a precise definition
for the information task of quantum state redistribution [17, 46] (also see Figure 1 for an intuitive description).
B
R A C
Q
TA TB
B
R A′ C
+
−→
FIG. 1: Quantum state redistribution scheme. Starting from a four party pure state ρABCR and arbitrary entanglement
assistance TATB , the objective of quantum state redistribution is to transferA without altering the joint state. (See Definition 3).
This is achieved by means of a local encoding operation EARTA→QR, transferring the system Q, and a local decoding operation
DCTBQ→A′C . One is then interested in the trade-off between the fidelity of the scheme versus the quantum communication
cost q = log dQ.
Definition 3. Let ρABCR ∈ S(ABCR) be pure and let QTATB be additional spaces. A quantum state redistribution
protocol for A with fidelity 1 − δ is a pair of CPTP maps (EARTA→QR,DCQTB→A′C), the encoder and the decoder,
together with ΦTATB ∈ S(TATB) such that
F
(
(IBR ⊗DCQTB→A′C) ◦ (EARTA→QR ⊗ IBCTB ) (ρABCR ⊗ ΦTATB ) , ρA′BCR
)
≥ 1− δ , (31)
where ρA′BCR := (IA→A′ ⊗ IBCR) ρABCR. The number q := log dQ is called quantum communication cost of the
protocol.
This one-shot version of quantum state redistribution was analyzed in [2, 4, 16].
Lemma 4. [4, Theorem 4] Let ρABCR ∈ S(ABCR) pure and ε > 0 sufficiently small. Then, there exists a quantum
state redistribution protocol for A with fidelity 1− 144ε2 and quantum communication cost
q ≤ 1
2
(
Hεmax(A|C)ρ −Hεmin(A|BC)ρ
)
+ log(4/ε4) , (32)
where Hεmin and H
ε
max denote the smooth conditional min- and max-entropy, respectively.
This follows straightforwardly by reading [4, Theorem 4] in terms of the fidelity (instead of the purified distance) and
choosing appropriate error parameters. The precise definition of the smooth conditional min- and max-entropy and
a discussion of their properties can be found in [38]. However, here we will only need that they both asymptotically
converge to the conditional von Neumann entropy. That is, the fully quantum asymptotic equipartition property [37]
6tells us that for any ε ∈ (0, 1),3
lim
n→∞
1
n
Hεmax(A|C)ρ⊗n ≤ H(AC)ρ −H(C)ρ as well as lim
n→∞
1
n
Hεmin(A|BC)ρ⊗n ≥ H(ABC)ρ −H(BC)ρ . (33)
Hence, Lemma 4 implies the existence of a sequence (indexed by n ∈ N) of quantum state redistribution protocols
for ρ⊗nABC with fidelity δn = 1− 144ε2n converging to one for n→∞ and an asymptotic quantum communication cost
rate qn satisfying
lim
n→∞
qn
n
≤ lim
n→∞
{
1
n
· 1
2
(
Hεnmax(A|C)ρ⊗n −Hεnmin(A|BC)ρ⊗n
)
+
1
n
log(4/ε4n)
}
(34)
≤ 1
2
(
H(AC)ρ −H(C)ρ −H(ABC)ρ +H(BC)ρ
)
(35)
=
1
2
I(A :B|C)ρ . (36)
Following the ideas of Branda˜o et al. [10], the existence of this protocol with a quantum communication cost rate
given by (one-half) the CQMI can than be used to lower bound the CQMI.
Theorem 5. Let ρABC ∈ S(ABC). Then, we have
I(A :B|C)ρ ≥ − logF (A;B|C)ρ . (37)
Proof. The first part of the proof is the same as in [10]. Let ρABCR be a purification of ρABC and consider any
quantum state redistribution protocol for A with encoder EARTA→QR, decoder DCQTB→A′C , and define
σBCQRTB := (EARTA→QR ⊗ IBCTB ) (ρABCR ⊗ ΦTATB ) . (38)
The authors of [10] observe that the existence of a protocol with high fidelity is sufficient to give some bounds on the
performance of the decoder even if the quantum communication is omitted. This is a consequence of the standard
operator inequality dX · 1X ⊗ ωY ≥ ωXY . In our case,
σBCQTB ≤ dQ · σBCTB ⊗ 1Q = ρBC ⊗
(
d2Q ·
1Q
dQ
)
⊗ 1TB
dTB
, (39)
which again implies
d2Q · DCQTB→AC
(
ρBC ⊗ 1Q
dQ
⊗ 1TB
dTB
)
≥ DCQTB→A′C(σBCQTB ) . (40)
Now the following second part of the proof is different from [10]. Due to the operator monotonicity of the square root
function we get
d2Q · F
(
ρA′BC ,DCQTB→A′C
(
ρBC ⊗ 1Q
dQ
⊗ 1TB
dTB
))
≥ F (ρA′BC ,DCQTB→A′C(σBCQTB )) . (41)
By the protocol for quantum state redistribution (Lemma 4), we find that for all ε > 0 small enough there exists a
protocol such that
F (ρA′BC ,DCQTB→A′C(σBCQTB )) ≥ 1− 144ε2 (42)
for a quantum communication cost
log dQ ≤ 1
2
(
Hεmax(A|C)ρ −Hεmin(A|BC)ρ
)
+ log(4/ε4) . (43)
3 These inequalities are in fact equalities [36, Section 6.4].
7Hence, we can use (41) and (42) to estimate
Hεmax(A|C)ρ −Hεmin(A|BC)ρ ≥ − logF
(
ρA′BC ,DCQTB→A′C
(
ρBC ⊗ 1Q
dQ
⊗ 1TB
dTB
))
− log(16/ε8) + log(1− 144ε2)
(44)
≥ − log max
ΓC→A′C
F (ρA′BC ,ΓC→A′C(ρBC))− log(16/ε8) + log(1− 144ε2) , (45)
and find that
Hεmax(A|C)ρ −Hεmin(A|BC)ρ ≥ − logF (A;B|C)ρ −O(log(1/ε)) . (46)
By applying this bound to ρ⊗nABC , multiplying the resulting inequality by 1/n, and letting n → ∞ we find by the
asymptotic equipartition property for the smooth conditional min- and max-entropy (33), and the multiplicativity of
the fidelity of recovery (Proposition 2), that
I(A :B|C)ρ ≥ − logF (A;B|C)ρ . (47)
V. CONCLUSION
In this paper we have generalized the FoR and have shown that the resulting measure is multiplicative for product
states (Proposition 2). It would be interesting to explore the consequences of this more for analyzing quantum
correlations [32], or for possible applications in computer science [11–13, 39]. From the multiplicativity we also deduced
an information theoretic proof of the Fawzi-Renner lower bound on the conditional quantum mutual information
without making use of de Finetti reductions (Theorem 5). We note that Branda˜o et al. [10] also show a potentially
stronger lower bound in terms of a regularized relative entropy distance,
I(A :B|C) ≥ lim
n→∞
1
n
min
ΓCn→AnCn
D
(
ρ⊗nABC
∥∥ΓCn→AnCn(ρ⊗nBC)) . (48)
They then use de Finetti reductions to get rid of the regularization and arrive at a bound in terms of a measured
relative entropy distance. On the other hand, our Proposition 2 rephrased in terms of the (sandwiched) quantum
Re´nyi divergence of order 12 [28, 45] reads
min
ΓCn→AnCn
D 1
2
(
ρ⊗nABC
∥∥ΓCn→AnCn(ρ⊗nBC)) = n · min
ΓC→AC
D 1
2
(ρABC‖ΓC→AC(ρBC)) . (49)
And hence the Fawzi-Renner bound then follows from the monotonicity of the quantum Re´nyi divergence in α.
Moreover, if such an additivity property would hold for any α ∈ ( 12 , 1] we could find stronger bounds. In particular,
Li and Winter [26] have asked about a bound in terms of the relative entropy distance (α = 1). The corresponding
problems can then no longer be phrased as SDPs but become complex optimization programs (for which duality is
also available in principle [8]).4 Another interesting question is if we can estimate the performance of the optimal
map ΛC→AC in (4) with the Petz recovery map [29],
ΓPetzC→AC(·) := ρ1/2ACρ−1/2C (·)ρ−1/2C ρ1/2AC , (50)
in the sense that the Petz map should perform nearly as good as the optimal map. This in analogy to what Barnum
and Knill have shown for the special case of pure states, i.e. for the quantity (9). Finally, the results of Fawzi and
Renner were recently generalized to the multiparty setting [43] as well as to a new lower bound on the monotonicity
of the quantum relative entropy under CPTP maps [6]. It should be insightful to study SDP techniques in these
more general settings as well. We also note that Piani [30] recently established a family of lower bounds on quantum
discord using (3)–(4) and SDPs similar to our primal problem in (16).
Note added: After completion of this work, improved lower bounds on the CQMI and on the monotonicity of
the quantum relative entropy under CPTP maps were proven [20, 33, 34, 44]. Moreover, using complex optimization
4 For studying additivity properties one could also try to adapt the techniques of [19].
8duality the main result of this paper was extended to an additivity result for more general relative entropies of
recovery [5]. It was also shown that the Petz recovery map (50) does not perform square-root optimal compared to
the optimal recovery map [33, Appendix F] (even though some type of near optimality might still hold). Lastly it was
pointed out very recently that there is a quantum interactive proof system whose maximum acceptance probability
is equal to the fidelity of recovery [15], and hence the multiplicativity thereof also follows by a result of Kitaev and
Watrous [24].
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