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STEGANOGRAFİK KÜTÜPHANE TASARIMI 
ÖZET 
İnsanoğlu en eski çağlardan beri gizliliğe çok önem vermiştir. Gizli kalmasını 
istediği bilgiler ya ulaklar tarafından ezberlenmiş ya da başka hiç kimsenin 
anlayamayacağı bazı yöntemlerle ile anlaşılmaz hale getirilmiştir. Zaman ve mekân 
değiştikçe doğal olarak insanların kullandığı yöntemler de değişmiş; ihtiyaçlar 
doğrultusunda oldukça farklı çözümler sırların ortaya çıkmasını engellemeye 
çalışmıştır. 
Eski Yunan tarihinde gizli iletişimde kullanılan yöntemler tarihi dokümanlarda 
ortaya konulmuştur. Pers istilasını haber vermek için, İran’daki Yunan casusunun 
kölesinin saçını kazıtması ve kafa derisine göndermek istediği yazıyı kazıtması en 
ilginç yöntemlerden biridir. Burada bahsi geçen kölenin tek yapması gereken saçının 
uzamasını beklemek ve bundan sonra Yunanistan’a bir şekilde ulaşmak idi. Bilmesi 
gereken tek bilgi ise Yunanistan’a ulaştığında mesajın muhatabına “Saçımı Kazı”  
demesi. Bu basit ama etkili yöntemin başarıya ulaştığı Heredot’un bize aktardığı 
bilgilerde yer almaktadır. Aynı kaynakta, öldürülen av hayvanının karnına nasıl 
mesaj saklandığı ve mesajı ulaştırması gereken kişinin kendisine avcı süsü vererek 
haberi alıcıya nasıl ulaştırdığı anlatılmaktadır.  
Tarihte gizli bilginin ulaştırılmasına dair örnekler bu kadarla sınırlı değildir. Ancak, 
II. Dünya Savaşındaki örnekleri incelemeye değerdir. Almanların iletişim için 
kullandıkları Enigma makinesinden çok daha farklı olarak geliştirilen gizli iletişim 
yöntemleri herhalde savaşın gidişatında önemli rol oynamıştır. Bunlardan en ilginci 
George Dash adlı Nazi subayının beyaz mendillerini sürekli belirli çöp kutularına 
atmasıdır. Ancak bu beyaz mendiller sıradan mendillerden değildir. Özel bir 
kimyasal çözeltiyle tepkimeye girdiğinde yine özel bir kimyasal sıvıyla yazılmış gizli 
notlar ortaya çıkmaktadır. Bu tür iletişim daha önce kullanılan süt, yağ veya meyve 
suyu ile kâğıda gizli yazı yazmanın gelişmiş bir hali olsa gerektir. Almanların 
kullandıkları yöntemlerden en gelişmişi ise “mikrodot” adı verilen yöntemdir. Bu 
yöntemle gözle görülemeyecek kadar küçük delikler dokümanlardaki i ve j 
harflerinin noktalarına yerleştirilmiş; bu suretle inanılmaz miktarda gizli bilgi el 
değiştirmiştir. Yine Almanların kullandığı mikrofilm teknolojisi de anılmaya 
değerdir.  
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Tüm bu yöntemler ve benzerleri dönem dönem pek çok ülke ve insan tarafından 
kullanılmıştır. Ancak, gizli yazının pek çok araştırmacının ilgisini çekmesi, geçmişte 
yaşanan acı dolu bir olayın iç yüzü araştırılırken ortaya çıkarılan bir gerçekten 
kaynaklanmaktadır. Sonrasında tüm dünya düzenlerini alt üst eden 11 Eylül 
saldırıları planlanırken steganografinin kullanıldığı iddiası, birçok hükümetin, 
hükümet yanlısı kuruluşların ve tabiî ki akademisyenlerin ilgisini çekmiştir. Eylemi 
üstlenen El-Kaide terör örgütünün düzenledikleri saldırının planlarını resim 
dosyalarına gömerek militanlarına gönderdikleri doğrultusunda kanıtlanamayan 
iddialar bile sözü geçen grupların steganografi üzerinde yoğunlaşmasına yetmiştir. 
Ne var ki, artık karşı karşıya kaldığımız durumda ne karnında mesaj olan bir av ne de 
onu taşıyan avcı kılığındaki ulak vardır. Gelişen teknolojinin tüm nimetlerinden 
yararlanarak, matematiğin eşsiz gücüyle harmanlanmış yeni yöntemler tespit, analiz 
ve saf dışı edebilmek için karşımıza zorlu bir rakip çıkarmıştır. Her ne kadar, 
steganografinin uygulama alanlarını terörist faaliyetlerle sınırlandırmak yanlış olsa 
da, sayısal ortamda hızlı bir gelişme gösteren steganografi bu kadar ilgi görmesini 
güvenlik ihtiyaçlarına borçludur. 
Geçmiş ve günümüz ihtiyaçları doğrultusunda şekillenen gizli iletişim ve gizli 
iletişimin ilginç bir alt dalı olan steganografi sebebi her ne olursa olsun oldukça ilgi 
çeken ve birçok araştırmacının üzerinde çalıştığı bir konu durumuna yükselmiştir. Bu 
tez çalışmasında bu, çok yeni araştırma konusu üzerinde çalışılmıştır. Bilinen 
yöntemler belirli gruplar altında toplanmış ve bu grupların en çarpıcı örnekleri 
ayrıntıları ile incelenmiştir. Çalışmanın ilk kısımlarında belirtilen kıstaslara ne kadar 
uygun oldukları ayrıca belirtilmiştir. Tez çalışmasının devamında bu konu üzerinde 
çalışan araştırmacıların en temel problemi için bir çözüm önerilmiş ve 
gerçekleştirilmiştir. Problem, araştırmanın orijinal çalışmalara ulaşma sorunudur. 
Akademik çalışmaların sonuçlarının ortaya konulduğu belgelere günümüz 
koşullarında ulaşmak oldukça kolaydır. Ancak, çalışmalarında ve ölçümlerinde 
kullandıkları araçlara ulaşmak için aynı şeyi söyleyebilmek güçtür. Araştırmacı, her 
şeyden önce kendi ürününü test etmek ve diğerleri ile karşılaştırmak ister. İşte bu tez 
ile araştırmacılara çalışmalarında kolaylık sağlayacak bir ortam sunulması 
amaçlanmıştır. Hazırlanan kütüphane yazılımında araştırmacı her çalışmasında ortak 
olarak kullanacağı yapılarla ilgilenmesine gerek kalmayacaktır. Üstelik akademik 
ortamda var olan ve kendi çalışmasıyla karşılaştırmak isteyeceği temel çalışmalar bu 
kütüphanede mevcuttur. Kütüphanede kullanılan tüm yordamlar ile ilgili gerekli 
açıklamalar, araştırmacıların değişiklik yapma ihtiyaçların olabileceği ihtimali ile 
belgelenmiştir. Son olarak kütüphane yordamlarının kullanımı göstermek için bir ara 
yüz geliştirilmiştir. Bu ara yüz aynı zamanda bir gizli iletişim aracı olarak da 
kullanılabilir.
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DESIGN OF A STEGANOGRPAHIC LIBRARY 
SUMMARY 
Secret communication has always been very important for the humanity. Secret 
information is sent to the recipient via a messenger but later it was realized that 
trusting the loyalty of a messenger is not a reasonable act. Therefore, new methods to 
keep the secret confidential are explored. Scattering the secret message in such a way 
that only the recipient could build the original form was one of the first applications. 
Later, a science called cryptography helped humanity in many ways. 
History is a good source of information that tells us what secrets changed the world. 
However, the most interesting point in such records is that the way the secret was 
kept hidden is as important as the content of the secret. There are numerous methods 
applied in history. Furthermore, in some situations, the message sender was 
interested not only in sending the message but he wanted to hide the fact that there is 
a communication. In such circumstances, a different manner apart from the 
cryptography was applied. What we call steganography is the art of secret 
communication where the existence of the communication itself is a secret. 
In ancient times, people used interesting communication skills that are considered as 
steganography. However, one of the best examples is from World War II. Germans 
used many techniques to communicate in secrecy. Microdot, microfilm and 
handkerchiefs with messages written with invisible inks are some known techniques. 
However, what makes steganography so popular is, unfortunately a tragedy that 
occurred on September 11. Many people believe that the terrorist group that fulfilled 
the incident had benefit from the technology, especially steganography. Hidden 
messages, maps and orders in image files are stored in some Internet pages which are 
soon visited by group members. This claim is not proven but following discussion 
has attracted the attention. Now, many researchers study on steganography. 
Steganography is an interesting field of study and considered important for the 
security demands. However, limiting it with security demands can only reduce the 
importance of steganography. There are many application areas in commerce and 
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day by day others are appearing. Therefore, whatever the reason is, steganography is 
a hot topic in for both academy and organizations.  
In this thesis, first the steganography is summarized. Different approaches are 
grouped and the most important ones are detailed. The second part of this thesis 
focuses on a basic problem of steganography researchers. As stated in the following 
sections, there are numerous methods and free applications on Internet. However, 
they are interested in at most one or two techniques. A researcher that wants to 
explore the steganography needs to write the previously proposed methods to test its 
study. This is a challenging and time consuming act. Here, a platform independent 
library is offered to all researchers where basic operations to start a steganographic 
projects are implemented. Moreover, fundamental steganographic algorithms are also 
implemented for test purposes. An interface developed to demonstrate the use of 
library is also available. In fact, the interface itself can be used as steganographic 
software. 
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1.  INTRODUCTION 
Steganography is the art of secret writing that aims to conceal the existence of a 
private message to be sent. Steganography, derived from Greek roots “steganos” and 
“graphein,”' literally means covered writing. In practice, this is mostly achieved by 
transmitting a message on a channel where some other kind of information is already 
being transmitted. In general, slight modifications are made on data that would not 
attract the attention of the attacker. There are several methods throughout the history 
that shows the use of steganography as an important way of secret communication. 
In ancient Greek, Herodotus writes about a man named Harpagus who killed a hare 
and hid a message inside his body. The message was brought to the recipient by a 
messenger who pretended to be a hunter. Herodotus also writes about how humans 
were used as carriers: The hair of a slave was shaved and afterwards a secret message 
was tattooed on his bare hair. After the hair was grown enough to hide the tattooed 
message, the slave was sent to the recipient of the message who again shaved the 
head of the slave. A Greek record also describes the practice of melting wax off wax 
tablets used for writing messages and then inscribing a message in the underlying 
wood. The wax was then reapplied to the wood, giving the appearance of a new, 
unused tablet. The resulting tablets could be innocently transported without anyone 
suspecting the presence of a message beneath the wax [1]. 
Another interesting example of usage of steganography is assigning the notes letters 
of the alphabet. In Figure 1.1, K and Q are omitted but their sounds can be 
synthesized using other letters and message context. 
 
Figure 1.1: Music notes for coding letters. 
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During the World War II, invisible inks made of milk, vinegar and fruit juices were 
used by spies. With these inks, one just heats the page with the message to reveal the 
secret communication. More sophisticated invisible inks were sometimes required 
the receiver to apply another chemical substance to reveal the secret message. 
George Dash, the Nazi spy, wrote messages on his handkerchief using a special 
solution of copper sulfate. They remained invisible until exposed to ammonia fumes. 
Another technique developed by Nazis during World War II was called the microdot. 
A microdot was a tiny photograph same size of a typed period. When developed it 
could reproduce to standard sized typewritten page with a great clarity. Extremely 
difficult to detect, the Germans used microdots to transmit large amounts of printed 
data and technical drawings [2]. 
The following null-cipher message was actually sent by a German spy in World War 
II: 
“Apparently neutrals protest is thoroughly discounted and ignored. Isman 
hard hit. Blockade issue affects pretex for embargo on by-products, ejecting 
suets and vegetable oils.” 
Decoding this message by extracting the second letter in each word reveals the 
following, hidden message: 
“Pershing sails from NY June 1.” 
Since the steganography is a mean of secret communication, many researchers pay 
attention on that field. There are numerous people working on steganography, even 
though the digital steganography is a new area. There are also several methods 
proposed recently. However, most of the freely available software is poor in many 
aspects and there are no development and test platforms for steganographic studies. 
This thesis aims to produce a library that allow to test and develop new methods 
without starting from the very beginning.    
The next chapter gives an overview of digital steganography necessary for an 
understanding of the current work. Different approaches and features of the digital 
steganography system are summarized. 
Chapter 3 presents the proposed steganographic algorithms grouped by basic 
approaches.   
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Chapter 4 introduces the work done during the thesis: a steganographic library that 
implements the algorithms given in chapter 3 with Java programming language. 
Chapter 5 details the work done during this thesis study. Experiments and results are 
given in this chapter for each algorithm written in steganographic library. 
Comparisons are also given in this chapter.   
The last chapter concludes and summarizes the work in this thesis. Future work to 
improve the study is given in this last chapter. 
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2. OVERVIEW OF DIGITAL STEGANOGRAPHY 
Examples from ancient times and World War II show that steganography itself is not 
a new technique. Steganography has served as a way of privacy. On the other hand, 
cryptography has been widely used to keep others from knowing the hidden 
information. However, steganography, although closely related to the cryptography, 
is different from cryptography. Both of them provide secret communication but, 
Schneier states that the steganography serves to hide secret messages in other 
messages such that the secrets very existence is concealed [4]. The main goal of 
cryptography is concealing the content of a message. Therefore, the definitions of the 
systems and the definition of the breaking systems are different. In cryptography, the 
system is broken when an attacker can read the secret message, no matter how he 
does it. Whereas, breaking a steganographic system has two stages: 
1. The attacker can detect that steganography has been used. 
2. Additionally, he is able to read the embedded message. 
Steganography definition makes it clear that system is insecure already if the 
detection of steganography is possible (stage 1). However, these two techniques can 
be combined very well by first encrypting a secret message and afterwards 
embedding it in innocuous cover data1. 
 
Figure 2.1: A steganographic system 
                                                 
1 Further information on cryptography and cryptographic protocols can be obtained from [6]. 
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In a basic steganography system, there are five tuples: 
1. Carrier: A finite set of possible data in which the secret message will be 
embedded. 
2. Secret Message: A finite set of possible secret data. 
3. Key: A finite set of possible keys. 
4. Embedding and  
5. Extraction Functions: For each key there is a concealing rule and a 
corresponding revealing rule. This system is illustrated in Figure 2.1. 
Secret message whether encrypted or not is embedded into a carrier or cover data by 
using the embedding function with a key. The embedding function is chosen 
especially such that it only modifies the carrier data slightly. The new formed carrier 
data with secret message inside is called stego data or simply stego. Stego data is 
then sent to recipient through a non-secure channel. On the recipient part, secret 
message is extracted by using extraction function with the appropriate key. The 
extraction function may reproduce the original cover data however, this is not 
necessary for many cases. 
Digital steganography techniques should be capable of embedding data in a host 
signal with the following restrictions and features [17]: 
1. The host signal should be non-objectionably degraded and embedded data 
should be minimally perceptible. 
2. The embedded data should be directly encoded into the media, rather than into 
a header or wrapper in order to keep the hidden data intact across different file 
format conversions. 
3. The embedded data should be immune to modifications ranging from 
intentional and intelligent attempts at removal to manipulations such as channel 
noise, filtering, re-sampling, cropping, encoding, lossy compression, etc. 
4. Error correction coding should be used to ensure data integrity. 
5. The embedded data should be self-clocking or arbitrarily re-entrant. This 
ensures that the embedded data can be recovered when only fragments of the 
signal are available. 
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In order to achieve these restrictions and features is very challenging. There are 
many offered techniques for digital steganography and many of them can not satisfy 
more than one or two conditions at once. Moreover, there is a severe trade-off in 
digital steganography. The quantity of the embedded data and the robustness of the 
technique introduce a trade-off. A steganographic technique can work with either 
high embedded data rate or high resistance to modification, but not both. As one 
increases, the other must decrease. Consequently, different techniques are applied for 
different needs. 
2.1 Steganographic Carriers 
Steganography experiences a renaissance due to the ubiquitous use of computers and 
multimedia; especially when graphical and audio data are involved. In computer 
systems, many types of files can be used as cover data such as images, audios, text 
files and even the unused part of TCP-IP packets. However, image and sound files 
are used in general as they can store huge amount of data and secret messages can be 
embedded into them without damaging the original data severely. Consequently, 
most available implementations of steganographic algorithms work on graphics or 
sound files [3]. 
2.2 Digital Images 
There are numerous image file types in use today. However, all image file types use 
same structure to represent images. On a screen, an image is formed with tiny points 
called pixels. Each pixel represents one color point of the image. The number of 
colors used in pixels also determines the file type of the image. 
One pixel in an image can be represented in several ways. Some image files uses one 
byte per pixel thus, 256 different color values can be assigned to each pixel. Such 
image files can be used for grayscale images if these 256 different values are used for 
a spectrum from white to black. 
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Figure 2.2: Grayscale spectrum 
 
Figure 2.3: A grayscale nature scene 
 
In color images, pixel values can be stored in one byte or more. There are image file 
types that use one byte per pixel like GIFs. Many other image file formats uses more 
than one byte for each color component. The most widely-used color representation 
is Red Green Blue (RGB) format. Here, pixel value is stored in three bytes, one byte 
for each RGB component. Therefore, each pixel component can represent 256 
different colors. Error! Reference source not found. and Error! Reference source 
not found. illustrate the RGB color space. Figures 2.7, 2.8 and 2.9 show the red, 
green and blue images that are used to form the color image shown in Figure 2.6.   
 
 
Figure 2.4: RGB cube coordinates 
 
Figure 2.5: RGB color cube 
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Figure 2.6: Original Lena image 
 
 
Figure 2.7: Red component of Lena 
   
 
Figure 2.8: Green component of Lena 
 
 
Figure 2.9: Blue Component of Lena 
Representing image pixel values in luminance and chrominance components 
(YCbCr) is also very common. In 1950s, a color encoding was standardized for 
transmission of color television by United States National Television Systems 
Committee (NTSC). The NTSC mandated that any new color encoding allow 
existing black and white televisions to continue functioning without modifications. A 
standard black and white television signal contains a single luminance, or brightness 
value for each pixel on the screen. The new color signal had to keep this luminance 
signal unchanged while adding color. A “color difference” encoding resulted. 
A television camera receives light from a scene and divides the light into its red, 
green and blue components. The luminance Y of the light is calculated with the 
equation [8], 
0.299 Re 0.587 0.114Y x d xGreen xBlue= + +  (2.1) 
By using this luminance value obtained from the formula 2.1, two “color difference 
signals” are then calculated that contain the chrominance, or color information. 
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These are (R-Y) and (B-Y) signals. The (R-Y) value is an orange-cyan hue, which is 
very important for creating flesh tones. The (B-Y) value is a green-magenta hue. 
These three values, Y, (R-Y), and (B-Y), form the basic color representation for all 
current television data encodings. Figures 2.10, 2.11 and 2.12 show the YCbCr 
components of the color image Lena. 
 
Figure 2.10: Y component 
of Lena 
 
Figure 2.11: Cb 
component of Lena 
 
Figure 2.12: Cr 
component of Lena 
Another format represents pixels in hue, saturation and brightness (HSB), or value 
(HSV). HSB is allowed in PostScript files. Interpreters that translate PostScript 
always convert the color specified as HSB values directly into RGB colors before 
using them. Figures 2.13, 2.14 and 2.15 show the HSB components of the color 
image Lena. 
 
Figure 2.13: Hue 
component of Lena 
 
Figure 2.14: Saturation 
component of Lena 
 
Figure 2.15: Brightness 
component of Lena 
All mentioned formats and others have both advantages and disadvantages. Some are 
easy to manipulate, some are good at reducing the storage cost and some of them are 
very useful for image processing. In this paper, in order to focus on the 
steganographic algorithms, image files that stores pixel values in 24-bit format are 
used as cover data. 
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3. STEGANOGRAPHIC ALGORITHMS 
Over the past few years, several steganography techniques that embed hidden 
messages in multimedia objects have been proposed. This is largely due to the fact 
that multimedia objects often have a highly redundant representation which usually 
permits the addition of significantly large amounts of stego-data by means of simple 
and subtle modification that preserve the perceptual content of the underlying cover 
object [5]. 
Digital steganography exploits the fact that the human visual system can not detect 
slight changes in certain temporal domains of the image. Many steganographic 
algorithms benefits from filtering mechanism of human visual system. Unfortunately, 
deceiving human visual system is not enough for achieving the goal of 
steganography. Both individual and governmental security needs increased the 
steganographic security demands2. A steganography algorithm should deceive human 
visual system as well as statistical steganography tests. 
Most steganographic algorithms use combinations of various techniques to perform 
the task of embedding the secret message in a cover image file. Different needs 
determine which steganographic technique to use. In general, three issues should be 
considered when a steganographic algorithm is observed3: 
1. Capacity 
2. Robustness 
3. Imperceptibility 
Capacity is one of the major points while examining a steganographic algorithm. 
Image files contains huge amount of raw data for embedding process but, 
                                                 
2 Many governments, especially after October 11, want to control all communication for their national 
security. A global system, Echelon, allows tracking all kind of communication. A study on detecting 
steganography use over Internet by using Echelon system can be found in [7].  
3 These issues are elaborated for every steganographic algorithm in the related sections. 
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steganography algorithm used determines the amount of secret message to be 
hidden4. 
Robustness is another important point in digital steganography. The secret message 
embedding technique in cover data should be robust to attacks such as cropping, 
brightening and compressing.  
Since steganography is defined as “the methods for secret transmission in which 
important information is embedded in data with other meaning not to be noticed by 
outsiders,” the key point is being not detectable. Embedding huge amount of secret 
message data with a robust technique to all known attacks will be useless when 
human visual system notices the change in cover image. Following sections 
introduces fundamental steganography algorithms, describing their advantages and 
disadvantages. 
3.1 Least Significant Bit Substitution Techniques 
Image files represent pixel colors by using one byte or more. Most data formats limit 
the precision of their color-intensity values. The range of precision is usually some 
power of 2 (since nearly all digital computer data is stored as binary numbers). The 
following table gives the number of bits commonly used to represent color-intensity 
values. In general, given n bits, it is possible to represent 2n discrete values. For 
monochrome images, this allows 2n intensity values per pixel. However, for color 
images with three intensity values, this allows (2n)3 shades of color. Numbers of bits 
and related range of intensity values are given in Table 3.1 [8]. 
 
 
 
 
                                                 
4 A detailed study on the capacity of least significant bit (LSB) substitution based steganography can 
be found in [5]. 
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Table 3.1. Number of values per color component, for various applications. 
Number 
of  Bits 
Range of Intensity Values Applications 
1 2 Fax images (monochrome) 
2 4 None 
4 16 Engineering-type line drawings 
8 256 “Natural” image scenes 
12 4096 Medical imaging systems (e.g., digital X rays) 
14 16384 Digital photography systems for “film quality” images 
16 65536 Photo-realistic images created from synthetic data 
 
Bit number that is used to represent the pixel color-intensity is important since it 
determines the amount of cover data in which secret message can be embedded. For 
example, a common image size is 640 x 480 pixels and 256 colors (or 8 bits per 
pixel). Such an image could contain about 300 Kbits of data. For today's 24-bit 
images, 3 bytes per pixel is used to represent a color value. Therefore, an image that 
uses 3 bytes per pixel with same size of 640 x 480 could contain about 1 Mbits of 
data. An image of size 1024 x 768 contains about of 2.3 Mbits of data. 
A popular digital steganography technique is called least significant bit (LSB) 
insertion. In this technique, the secret message, possibly encrypted, is embedded in 
the LSBs of the cover data that data can be either image, audio or video file. Image 
file as cover data could always contain random noise. Since the magnitude of random 
noise is comparable with that of the LSBs, embedding secret message bits in the least 
significant bit plane will not cause any discernible difference from the original cover 
data. For example, the letter A can be hidden in three pixels. The original cover data 
for three pixels could be as follows: 
(00100111 11101001 11001000) 
(00100111 11001000 11101001) 
(11001000 00100111 11101001) 
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The binary value for A is 10000011. Inserting the binary value for A in the three 
pixels would result: 
(00100111 11101000 11001000) 
(00100110 11001000 11101000) 
(11001000 00100111 11101001) 
The underlined bits are the only three bits that were actually changed in the 8 bytes 
used. On average, LSB requires that only half the bits in an image to be changed. 
Changing least significant bit for each color component of a pixel does not make 
perceptible changes in the color value of that pixel. In fact, changing least two 
significant bits does not make perceptible changes to humans, either. However, the 
change in more than two least significant bits could be detected even by human eye. 
Especially images with large solid color areas should not be chosen since solid color 
areas are more vulnerable than other parts of the image. 
 
Figure 3.1: A slight change in LSBs of a pixel 
3.1.1 LSB Substitution Algorithms 
There are several software programs available that implements LSB techniques. 
Algorithms for embedding and extracting from [9] are given in Algorithm 3.1 and 
Algorithm 3.2. 
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Algorithm 3.1. Embedding process for LSB substitution. 
 
Algorithm 3.2. Extraction process for LSB substitution. 
 
Here, cover data is represented by a sequence of numbers ic  of length cl  
(i.e.,1 ci l≤ ≤ ). Stego data is also represented by s which is again a sequence ( is ) of 
length cl . The secret message is represented by m of length ( )ml , {0,1}im ∈ .  
The embedding process consists of choosing a subset 
( )
{ ,..., }
mi l
j j of cover elements 
and performing the substitution operation ji ic m? on them, which changes the LSB 
of jic  by im . In this algorithm, a substitution operation that changes more than one bit 
of cover data can be used. However, the main problem is in which way jic  should be 
chosen. 
The cover data LSB has a distribution of its own. Embedding data to the least 
significant bits will change this distribution such that statistical attacks can detect this 
change. Therefore, the secret message bits should be embedded carefully. One 
approach is distributing the secret message bits over the cover data randomly by 
using pseudo-random number sequences. This technique further increases the 
complexity for the attacker, since it is not guaranteed that subsequent message bits 
are embedded in the same order. 
3.1.2 Other LSB Substitution Techniques 
There are several techniques using LSBs of cover image. Embedding secrets bits 
starting from the very beginning of cover image can be detected by statistical 
analysis. The Figure 3.2 and its stego form Figure 3.3 are filtered. Filtered images are 
given in Figure 3.4 and Figure 3.5. The change in the statistical property is obvious 
after filtering. Therefore, some implementations that embeds bits from the beginning, 
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continues to embed random data after the secret message bits are finished. This, 
method aims to change the statistical of the cover image totally. Another, method 
uses random number sequences for choosing different pixel locations throughout the 
cover image for bit embedding positions. 
 
 
Figure 3.2: Original cover image 
 
 
Figure 3.3: Stego image  
   
 
Figure 3.4: Original image filtered 
 
 
Figure 3.5: Stego image filtered 
Dividing image into regions of same size for parity check is another proposed 
method. Here, parity check for each region is calculated and this bit is compared with 
the secret message bit that is to be embedded. If both are same, there is no need for a 
change in this image region. If not, only single bit of a pixel on that image is changed 
to produce the correct parity. One single bit changes for each region with a 
probability of %50. This method very slightly changes the image but, sacrifices the 
capacity depending on the size of the regions.  
Another method conceals secret bits in parities. In this scheme, first image is divided 
into small pieces and for each one, parity is calculated. If the parity of this piece of 
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image and the secret bit value are same, nothing is done. Otherwise, a single pixel 
value in that region is changed to adjust the parity value. It is obvious that capacity is 
directly related to the size of regions where we calculate parities. The greater region 
size we use, the less secret data we can embed. However, this method offers less 
pixel change since only one pixel in each region is changed with a probability of 
50%.      
A final method worth mentioning is palette based image steganography. As 
mentioned before, Internet traffic is a great measure in many ways. Representing 
image files with different numbers of bytes per pixel determines the size of the files 
that is likely to be transmitted through the Internet. However, many image files are 
compressed by several algorithms most of which are lossy techniques. One lossless 
algorithm uses the numbers of colors used in the image. For example, an image 
which contains 128 different colors can be represented by 8 bits per pixel. However, 
many byte values is never used in the file. Therefore, more space is used for none. 
Representing these 128 different colors with some bits and assigning a value for each 
color code is known as palette based image representation method. Palette based 
image steganography can not change the LSBs of the pixel values of image because 
it can cause dramatical results on the image. Instead, palette manipulation is handled. 
Reordering or reassigning palette (color table that holds the colors used in image) is 
used for secret message embedding.  
3.1.3 Capacity, Robustness and Imperceptibility 
Least Significant Bit Substitution techniques can be summarized as the most widely 
used methods in steganography field as they are easy to implement. There is several 
free software available on Internet and most of them applies the algorithms stated in 
this thesis before. On general, regarding the first algorithm introduced in [9], LSB 
substitution can hide huge amount of data in image files. Considering the bits used 
for representing color values and the size of image files used, Table 3.2 summarizes 
the capacity. 
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Table 3.2. Capacity of LSB Algorithms 
Size of the Image File (pixel) 1 Byte per Pixel 
Representation 
3 Bytes per Pixel 
Representation 
120x80 150 Bytes 450 Bytes 
600x480 4 KBytes 12 KBytes 
800x600 7 KBytes 21 KBytes 
1024x768 12 KBytes 36 KBytes 
 
It is obvious that Table 3.2 considers one bit data embedding for each byte value. 
However, many applications can use more bits for embedding process. Using 2 bits 
can increase the capacity of the system so that more data can be embedded. Using 3 
bits per byte value can still work, but changes in image file can be detected by a 
sharp eye. Using 4 bits per byte value is easily detected as solid color areas in image 
file dramatically show the manipulation. In order to determine the bits to be used for 
embedding process, image file should be analyzed carefully. Different image files 
may result differently. 
On the other hand, robustness is the weakest point of LSB substitution techniques. 
Regarding that secret data is stored in the very least significant bit positions; any 
change on image file can easily destroy these values. Manipulations such as 
brightening first destroy the LSBs. Cropping the image file can result a situation that 
secret message can not be reformed at the receiver side. However, the most important 
point in robustness of LSB is that, file size of image files that are chosen for LSB 
substitutions is very large. Such large files are not preferred to transmit over Internet. 
Therefore, they are compressed. However, compression not only reduces the image 
size but destroys the secret message in it. Consequently, LSB techniques are very 
vulnerable to compression. 
Least Significant Bit substitution techniques are imperceptible to human visual 
system as long as they use a reasonable bit number to use in the stego system. 
On conclusion, LSB algorithms can store great amount of secret data than any other 
methods. More data can be embedded by simply increasing the bit number used to 
embed secret data. However, increasing bit numbers sacrifices the imperceptibility. 
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In addition, LSB substitution methods are very vulnerable to image processing such 
as compressions. 
3.2 Transform Domain Techniques 
Least Significant Bit substitution techniques are used widely by many programs 
since they are easy to implement and imperceptible to human visual system in many 
cases. However, the method used in this kind of techniques is very vulnerable to 
image manipulation. Any simple change on stego image file can harm or even 
destroy the secret message it carries totally. Especially, compression is a major 
problem for LSB substitution techniques.  
Internet is a medium where huge amount of information is exchanged among its 
users. On that basis, Internet becomes an important source of information. One of the 
major problems on Internet is network traffic. In order to reduce network traffic, 
there are several research groups working on Internet modeling, analyzing and its 
protocols. However, very first thing to do is reducing the file sizes so that they 
require less time to transmit them over Internet. For example, an image file of size 
800x600 pixels can occupy 1.2 MB space. On the other hand, it can be compressed 
to a size of 50 KB by using compression algorithms. 
Today, many web pages use compressed image files such as jpeg, gif, png...etc. 
Therefore, secret message bits embedded to image files by using LSB substitution 
techniques destroy the secret data when the files are compressed. As the least 
significant bit substitution techniques are very vulnerable to compression, many 
steganographic studies observe other methods that are robust to compression. Hiding 
secret information in frequency domain other than LSBs is a choice to overcome this 
problem. 
Transform domain methods hide secret messages in significant areas of image files 
which make them more robust to changes. These methods take benefits of signal 
processing while they are trying to keep imperceptibility property. Manipulations in 
significant parts of image can cause severe changes on image. Therefore, more 
robust method causes severe changes on stego image. 
3.2.1 Fourier and Discrete Cosine Transformations 
There are several transform domain methods. These transforms are used to map a 
signal into the frequency domain. Fourier and cosine transforms can be used in this 
manner. 
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The discrete Fourier transform (DFT) of a sequence s of length N is defined to be as 
given in equation 3.1. 
1
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where 1i = −  is the imaginary unit. The inverse Fourier transform is given in the 
equation 3.2. 
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Another useful transform is discrete cosine transform (DCT). DCT and inverse DCT 
formulas are given in equations 3.3 and 3.4. 
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where ( ) 1/ 2C u =  if 0u =  and ( ) 1C u =  otherwise. The DCT has the primary 
advantage { }D S  is a sequence of real numbers, provided that the sequence s is real. 
In digital image processing, the two dimensional version of the DCT is used. 2D 
DCT and IDCT are given in 3.5 and 3.6: 
1 1
0 0
2 (2 1) (2 1)( , ) ( ) ( ) ( , ) cos( ) cos( )
2 2
N N
x y
u x v yS u v C u C v s x y
N N N
π π− −
= =
+ += ∑∑  (3.5)
 
1 1
0 0
2 (2 1) (2 1)( , ) ( ) ( ) ( , ) cos( ) cos( )
2 2
N N
u v
u x v ys x y C u C v S u v
N N N
π π− −
= =
+ += ∑∑  (3.6)
 
 20
 
Two dimensional DCT is the heart of JPEG compression algorithm. 
3.2.2 JPEG Compression 
Joint Photographic Experts Groups (JPEG) committee developed an image storage 
standard in 1986. ISO had actually started to work on this subject 3 years earlier, in 
April 1983, in an attempt to find methods to add photo quality graphics to the text 
terminals of the time, but the 'J' in JPEG stands for refers to the merger of several 
grouping in an attempt to share and developed their experience. 
The formal name of the standard that is referred mostly as JPEG is ISO/IEC IS 
10918-1 | ITU-T Recommendation T.81, as the document was published by both ISO 
through its national standards bodies, and CCITT, now called ITU-T. 
Quantizer Table Table
Compressed
ImageDCT Quantizer Huffmann coder
Source
Image
JPEG Compression Interface
 
Figure 3.6: JPEG compression diagram 
 
Figure 3.7: Original BMP image of size 
796 KB 
 
 
Figure 3.8: Jpeg image with a quality 
factor of 90%, 70 KB 
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Figure 3.9: Jpeg image with a quality 
factor of 50%, 25 KB 
 
 
Figure 3.10: Jpeg image with a 
quality factor of 10%, 8 KB 
 
JPEG algorithm works on YCbCr color model. It first convert image color format 
and then transforms it to YCbCr. After that, image is divided into smaller blocks of 
size 8x8. On each block, forward discrete cosine transform is applied (FDCT). The 
result is an 8x8 matrix of 64 DCT coefficients. The first coefficient at position (0, 0) 
is called DC5 (direct current) coefficient and the rest are called AC (Alternative 
Current) coefficients. JPEG committee thinks that some high frequency components 
of these 64 values can be eliminated without damaging the characteristics of the 
original image block. Actually, human visual system can not realize the effects of 
higher frequency as it is in audio compression. Therefore, some DCT coefficients are 
eliminated by using a special quantization values, again stored as 8x8 matrix. The 
quality of the compression is determined by the quantization matrix used. For the 
higher quality images, few DCT coefficients are eliminated. Hence, the size of the 
compressed image file does not change much. On the other hand, at the cost of 
sacrificing quality, many DCT coefficients can be eliminated, resulting an image file 
of which size is reduced dramatically. The Jpeg standard defines a simple mechanism 
for doing quantization. To quantize the DCT coefficients, coefficient is simply 
divided by appropriate value from the quantization table and rounded to the nearest 
integer by using equation 3.7. 
                                                 
5Discrete Cosine Transform is used widely in electricity and the idea of the naming of coefficients 
comes from direct and alternating currents.   
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( )CoefficientQuantization Value Round
Quantum Value
=  (3.7)
Depending on the quantization table used, jpeg compressed image file quality 
changes. There are some common values used for compression such as quality factor 
of 75 and 90. Quantization tables for luminance and chrominance are given in Table 
3.3 and Table 3.4. The less quality value would result a smaller file size and 
respectively less image quality. 
Table 3.3. Quantization table for luminance component. 
 
Table 3.4. Quantization table for chrominance components. 
 
After quantization step, a zig-zag reading on DCT coefficients are done. This results 
a number series which contains several “0s”. Afterwards, this series is applied a 
Hufman encoding, a simple compression algorithm. The final compressed numbers 
are stored in a file called compressed jpeg file. This system is showed in Figure 3.6. 
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In order to reconstruct the image file, steps introduced before is just done in reverse 
order. However, in DCT coefficient matrix there would be many “0s”. This will 
cause some errors in reconstructing 8x8 image pixel values. This is the lossy part of 
the JPEG standard. Nevertheless human visual system could not detect the difference 
between the original and compressed image files unless quality factor is above some 
threshold value such as 60. 
3.2.3 DCT Based Steganography 
The heart of JPEG compression is discrete cosine transform (DCT), where some 
coefficients are eliminated. The number of eliminated coefficients determines the 
final compressed image file size and quality of the image. 
An image block of size 8x8 introduces 64 DCT coefficients which are somehow 
related to the each other. These values are divided into three groups as high 
frequency coefficients that have a great effect on that block, middle frequency 
coefficients and low frequency coefficients that has less effect on image block. 
Changes in high frequency coefficients cause severe damage to the image itself. Low 
frequency coefficients can be eliminated without altering the original image severely 
as it is done in jpeg standard. But, changes in middle frequency coefficients may or 
may not alter the image severely depending on the number and the magnitude of the 
changed coefficients. 
DCT based algorithms considers that secret message can be hidden in DCT 
coefficients. However, high frequency part is not suitable since it changes image 
severely. Low frequency part is also unsuitable since this part is eliminated in 
compression. Therefore only middle frequency coefficients can be altered for secret 
message hiding. There are different approaches to determine which coefficient 
should be chosen and how to hide the secret message with them.  
[9] proposes a method such that during an embedding process, the sender splits the 
cover image in 8x8 pixel blocks as in Jpeg compression algorithm. A pseudo random 
block 
i
b  which will be used to code the thi  message bit is selected. This algorithm 
embeds the bit by using two coefficients therefore, before the communication starts 
both ends have to agree on the location of these DCT coefficients. Let us denote 
these two indices by 1 1( , )u v  and 2 2( , )u v . These two locations should be chosen 
carefully and they should be on middle frequency part, ensuring that the information 
stored there will not be damaged after Jpeg compression and respectively change will 
not affect the cover data significantly. DCT coefficient matrix is then quantized with 
the original quantization table used in Jpeg compression. 
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One block can embed a “1” if 1 1 2 2( , ) ( , )i iB u v B u v> , otherwise a “0”. If their relative 
size does not match, two coefficients are swapped. Since Jpeg algorithm can affect 
the relative sizes of the coefficients, the algorithm ensure 1 1 2 2( , ) ( , )i iB u v B u v x− >  
for some 0x > , by adding random values to both coefficients. The higher x is, the 
more robust the algorithm will be against the compression. However, the x value can 
affect the image quality. At the last step, sender performs a inverse DCT and forms 
the stego-image which is to sent to the recipient. The mentioned algorithms are given 
in Algorithm 3.3 and Algorithm 3.4. 
Algorithm 3.3. DCT based steganography, embedding process. 
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Algorithm 3.4. DCT based steganography, extraction process. 
 
The proposed algorithm can hide secret information that is robust to Jpeg 
compression since, any change on DCT coefficients are implemented after 
quantization step. However, the x value and the locations of the two coefficients are 
important. If they are not chosen properly, cover image data can be harmed severely. 
The most important problem of this scheme is that embedding the desired secret bits 
may not be done without severely damaging the image contained in that block. 
Zhao and Koch [12] propose another DCT based steganography method. They claim 
that the embedded secret information is undetectable, irremovable and unalterable. 
Furthermore they also claim that the secret information can survive processing which 
does not seriously reduce the quality of the image, such as lossy image compression, 
low pass filtering and image format conversion.  Algorithms are given in Algorithm 
3.5 and Algorithm 3.6.Their scheme works as follows: 
Algorithm 3.5. Algorithm for embedding process proposed by Zhao & Koch. 
1. If all bits are embedded, return 
2. Select a random block from a pseudo-number generator by using 
a secret key. 
3. Check if this block is valid to write, if not return (2). 
4. Embed the secret bit to that block. 
5. Go to (1) 
 26
Algorithm 3.6. Algorithm for extraction process proposed by Zhao & Koch. 
1. If all bits are extracted, return. 
2. Select a random block from a pseudo-random number generator 
by using th key. 
3. Check if this block is valid to read, if not return (2). 
4. Extract the bit from that block. 
5. Go to (1). 
In the embedding process, image data is divided into 8x8 blocks. On each of them 
discrete cosine transformation is applied. After that, quantization is done. The final 
quantized dct coefficients matrix is sent to a process in order to choose three 
different dct coefficient locations from possible locations from Table 3.5. These three 
dct coefficients are used to embed either “1” or “0”. Locations are chosen from the 
Table 3.6 in the middle frequency in order to not damage the image data severely. 
Each dct coefficient in a 8x8 block is referred as YQ(k, l). 
Table 3.5. Possible locations for embedding a code in a block. 
 
 27
Table 3.6. Possible DCT coefficient locations.  
 
These three quantized dct coefficients are used to hide a single bit on each block. 
There could be 9 possible patterns regarding the values of these three coefficients as 
given in Table 3.7. Three of them are chosen to represent a “0” bit; three for “1” and 
the rest is for labeling the block invalid. 
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Table 3.7. 1, 0 and invalid patterns. (H: High, M: Middle, L: Low)  
 
In this algorithm a block is selected by using a secret key. This secret key is used to 
generate pseudo random numbers. There are two serious conditions to be observed: 
First there could be so much invalid blocks that the desired amount of secret data bits 
could not be embedded. Second, same block could be used for embedding different 
secret bits. 
Checking a block for validation is the key point in Zhao and Koch's system. The 
validation test for embedding works as follows: If the bit to be embedded is “1” then, 
check if the total of maximum distance (MD) of all coefficients and minimum of 
1 1( , )QY k l  and 2 2( , )QY k l  is less than the 3 3( , )QY k l , then this block is invalid and it is 
labeled with an appropriate pattern. If the bit to be embedded is “0” then, check if the 
maximum of 1 1( , )QY k l  and 2 2( , )QY k l  is greater than the total of maximum distance of 
all coefficients and 3 3( , )QY k l , then this block is again invalid and it is labeled with an 
appropriate pattern. All other cases, the block will be used for embedding secret bit. 
The validation test for extraction process is simple: a given block is checked if 
1 1( , )QY k l , 2 2( , )QY k l  and 3 3( , )QY k l  form any of the invalid patterns, the block is 
invalid. Otherwise, this block will be used for secret bit extraction. 
The second part of the algorithm is related to the embedding or extraction processes. 
After the validation test, if the secret bit to be embedded is “1” then change 1 1( , )QY k l , 
2 2( , )QY k l  and 3 3( , )QY k l  such that each of 1 1( , )QY k l  and 2 2( , )QY k l  should be greater 
than the total of 3 3( , )QY k l  and threshold value (D). If the bit to be embedded is “0”, 
change 3 3( , )QY k l  such that it is greater than the total of 1 1( , )QY k l  and threshold value 
and the total of 2 2( , )QY k l  and threshold value. 
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In the extraction part, control mechanism is simple: if 1 1( , )QY k l > 2 2( , )QY k l +D and 
2 2( , )QY k l > 3 3( , )QY k l +D, the embedded bit is “1” and if 1 1( , )QY k l +D< 3 3( , )QY k l +D 
and 2 2( , )QY k l +D< 3 3( , )QY k l +D, the embedded bit is “0”. 
There are three important parameters in the algorithm; one is maximum distance 
(MD) between the greatest and the smallest coefficients value. The change in this 
parameter changes the number of blocks that is considered to be invalid. The second 
parameter threshold value, which is usually 1, determines the robustness of the 
algorithm. However, the greater value will also damage the image data while 
providing more robustness. Finally, quantization matrix is important. The JPEG 
algorithm works on several quantization matrices, mostly with a quality factor of 75. 
Therefore, quantization matrix should be chosen carefully. 
3.2.4 Capacity, Robustness and Imperceptibility 
Discrete cosine transform based steganography techniques and other similar methods 
try to overcome the problem of image compression. Since, the de-facto image 
compression method over Internet is JPEG algorithm, capacity use of such 
techniques is limited with the specifications of JPEG compression algorithm. JPEG 
divides whole image into 8x8 pixel blocks and applies DCT on each of them. DCT 
based techniques have to divide the image into 8x8 pixel blocks and can embed only 
single bit in each pixel block. Therefore, the capacity use in DCT based techniques 
are very limited comparing other techniques. 
Although capacity use is very low, DCT based algorithms has a great advantage on 
robustness. If the constants of the applied algorithm are chosen well, stego image can 
be very robust to even JPEG algorithm with a compression ratio 70\%. However, the 
more robust stego image can sacrifice the imperceptibility. Since the secret message 
bit concealed by changing DCT coefficients in every block by embedding either “0” 
or “1” or labeling the block invalid, a wrongly chosen frequency coefficient can ruin 
the image badly. Therefore, robustness and imperceptibility is a great trade-off in 
DCT based image steganography techniques. 
3.3 Spread Spectrum Information Hiding Techniques 
Spread spectrum (SS) communication technologies have been developed since 1950s 
in an attempt to provide means of low probability of intercept and anti-jamming 
communications. Pickholtz et al. [13] defines spread spectrum techniques “means of 
transmission in which the signal occupies a bandwidth in excess of the minimum 
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necessary to send the information; the band spread is accomplished by means of a 
code which is independent of the data, and a synchronized reception with the code at 
the receiver is used for despreading and subsequent data recovery.” Although the 
power of the signal to be transmitted can be large, the signal to noise ratio in every 
band will be small. Even if parts of the signal could be removed in several frequency 
bands, enough information should be present in the other bands to recover the signal. 
Thus, spread spectrum makes it difficult to detect and/or remove the signal. This 
situation is very similar to a steganography system which tries to spread a secret 
message over a cover in order to make it impossible to perceive. Since spread signals 
tend to be difficult to remove, embedding methods based on spread spectrum should 
provide a considerable level of robustness. Spread spectrum methods are of 
increasing importance in the field of information hiding. Before, introducing spread 
spectrum techniques, spread spectrum modulation basics are introduced first which is 
the key point of the SS. 
3.3.1 Spread Spectrum Modulation 
Haykin, [14] states that a major issue of concern in the study of digital 
communication is that of providing for the efficient utilization of bandwidth and 
power. However, there are situations where it is necessary to sacrifice their efficient 
utilization in order to meet certain other design objectives. For example, the system 
may be required to provide a form of secure communication in a hostile environment 
such that the transmitted signal is not easily detected or recognized by unwanted 
listeners. This requirement is catered to by a class of signaling techniques known 
collectively as spread spectrum modulation. 
The primary advantage of a spread spectrum communication system is its ability to 
reject interference whether it be the unintentional interference by another user 
simultaneously attempting to transmit through the channel, or the intentional 
interference by a hostile transmitter attempting to jam the transmission. 
The definition of spread spectrum modulation may be stated in two parts: 
1. Spread spectrum is a means of transmission in which the data sequence occupies 
a bandwidth in excess of minimum bandwidth necessary to send it. 
2. The spectrum spreading is accomplished before transmission through the use of a 
code that is independent of the data sequence. The same code is used in the 
receiver (operating in synchronism with the transmitter) to despread the received 
signal so that the original data sequence may be recovered. 
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Spread spectrum modulation was originally developed for military applications, 
where resistance to jamming (interference) is of major concern. 
In information hiding, two special variants of SS are generally used: direct sequence 
and frequency-hopping schemes. In a direct sequence spread spectrum technique, two 
stages of modulation are used. First, the incoming data sequence is use to modulate a 
wide-band code. This code transforms the narrow-band data sequence into a noise-
like wide-band signal. The resulting wide band signal undergoes a second 
modulation using a phase-shift keying technique. In frequency-hop spread spectrum 
technique, on the other hand, the spectrum of a data-modulated carrier is widened by 
changing the carrier frequency in a pseudo-random manner. For their operation, both 
of these techniques rely on the availability of a noise-like spreading code called a 
pseudo random or pseudo-noise sequence. Since such a sequence is basic to the 
operation of spread spectrum modulation, pseudo-noise sequences are described. 
A pseudo-noise (PN) sequence is a periodic binary sequence with a noise-like 
waveform that is usually generated by means of a feedback shift register. A feedback 
shift register consists of an ordinary shift register made up of m flip-flops and a logic 
circuit that are interconnected to form a multi-loop feedback circuit. The flip-flops in 
the shift register are regulated by a single timing clock. At each pulse of the clock, 
the state of the each flip-flop is shifted to the next one down the line. With each 
clock pulse the logic circuit computes a Boolean function of the states of the flip-
flops. The result is then fed back as the input to the first flip-flop, thereby preventing 
the shift register from emptying. The PN sequence so generated is determined by the 
length m of the shift register, its initial state, and the feedback logic. 
Logic
1 2 m
Output Sequence
Clock  
Figure 3.11: Linear Feedback Shift Register 
For a specific length m, Boolean function uniquely determines the subsequent 
sequence states and therefore the PN sequence produced at the output of the final 
flip-flop in the shift register. With a total number of m flip-flops, the number of 
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possible states of the shift register is at most 2m. It follows therefore that the PN 
sequence generated by a feedback shift register must eventually become periodic 
with a period of at most 2m. 
A feedback shift register is said to be linear when the feedback logic consists entirely 
of modulo 2 adders. In such a case, the zero state is not permitted. Because for a zero 
state, the input produced by the feedback logic would be “0”, the shift register would 
then continue to remain in the zero state, and the output would therefore consist 
entirely of “0s.” Consequently, the period of a PN sequence produce by a linear 
feedback shift register with m flip-flops cannot exceed 2m-1, the PN sequence is 
called a maximum-length-sequence or simply m-sequence.  
An important attribute of spread spectrum modulation is that it can provide 
protection against externally generated interfering signals with finite power. 
Protection against jamming waveforms is provided by purposely making the 
information bearing signal occupy a bandwidth far in excess of the minimum 
bandwidth necessary to transmit it. This has the effect of making the transmitted 
signal assume a noise-like appearance so as to blend into the background. The 
transmitted signal is thus enabled to propagate through the channel undetected by 
anyone who may be listening. 
One method of widening the bandwidth of a data sequence involves the use of 
modulation. Let bk denote a binary data sequence, and ck denote a pseudo-noise (PN) 
sequence. Let the waveforms b(t) and c(t) denote their respective non-return-to-zero 
representations in terms of two levels equal in amplitude and opposite in polarity, 
namely, 1± . b(t) is referred as the data signal, and  c(t) as the PN signal. The desired 
modulation is achieved by applying the data signal b(t) and the PN signal c(t) to a 
product modulator or multiplier. We know from Fourier transform theory that 
multiplication of two signals produces a signal whose spectrum equals the 
convolution of the spectra of the two component signals. Thus, if the message signal 
b(t) is narrow band and the PN signal c(t) is wide band, the product signal m(t) will 
have a spectrum that is nearly the same as the wide band PN signal. In other words, 
the PN sequence performs the role of a spreading code. 
By multiplying the data signal b(t) by the PN signal c(t), each information bit is 
“chopped” up into a number of small time increments. These small time increments 
are commonly referred to as chips. 
For transmission, the product signal m(t) represents the transmitted signal. It may 
expressed as, 
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( ) ( ) ( )m t c t b t=  (3.9)
The received signal r(t) consists of the transmitted signal m(t) plus an additive 
interference denoted by i(t). Hence, 
( ) ( ) ( )r t m t i t= +  (3.10)
( ) ( ) ( )c t b t i t= +  (3.11)
To recover the original message signal b(t), the receiver signal r(t) is applied to a 
demodulator that consists of a multiplier followed by an integrator, and a decision 
device. The multiplier is supplied with a locally generated PN sequence that is an 
exact replica of that used in the transmitter. The multiplier output in the receiver is 
therefore given by, 
( ) ( ) ( )z t c t r t=  (3.12)
2( ) ( ) ( ) ( ) ( )z t c t b t c t i t= +  (3.13)
This equation shows that the data signal b(t) is multiplied twice by the PN signal c(t), 
whereas the unwanted signal i(t) is multiplied only once. The PN signal c(t) 
alternates between -1 and +1, and the alternation is destroyed when it is squared; 
hence, 
2 ( ) 1c t =  (3.14)
Accordingly, 
( ) ( ) ( ) ( )z t b t c t i t= +  (3.15)
Therefore the data signal b(t) is reproduced at the multiplier output in the receiver, 
except for the effect of the interference represented by the additive term c(t)i(t). 
Multiplication of the interference i(t) by the locally generated PN signal c(t) means 
that the spreading code will affect the interference just as it did the original signal at 
the transmitter. The data component b(t) is narrow band and the component c(t)i(t) is 
wide band. Hence, by applying the multiplier output to a base band (low-pass) filter 
with a bandwidth just large enough to accommodate the recovery of the data signal, 
most of the power in the c(t)i(t) component is filtered out. The effect of the 
interference i(t) is thus significantly reduced at the receiver output. 
In the receiver the low pass filtering action actually performed by the integrator that 
evaluates the area under the signal produced at the multiplier output. The integration 
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is carried out for the bit interval 0 bt T≤ ≤ , providing the sample value v. Finally, a 
decision is made by the receiver: if v is greater than the threshold of zero, the 
receiver says that binary symbol “1” of the original data sequence sent in the 
interval 0 bt T≤ ≤ , and if v is less than zero, the receiver says that symbol “0” was 
sent; if v is exactly zero the receiver makes a random guess in favor of “1” or “0”. An 
illustration of spread spectrum modulation is given in Figure 3.12. 
 
Figure 3.12: Spread spectrum modulation 
3.3.2 Spread Spectrum Based Steganography 
Marvel et al. [15] presented a steganographic system called Spread Spectrum Image 
Steganography (SSIS). SSIS is a steganographic communication method that uses 
digital imagery as a cover signal. It is a data-hiding method that provides the ability 
to embed a significant amount of information within digital images while avoiding 
detection by an observer. Hence, more emphasis is placed on the maximization of 
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payload and invisibility with less focus on resistance to removal. Furthermore, SSIS 
is a blind scheme where the original image is not needed to extract the hidden 
information. The recipient need only posses a key to reveal the hidden message; 
otherwise, even the existence of the hidden information is undetectable by current 
means.   
Techniques of error-control coding, channel estimation, and spread spectrum 
communication are combined within the SSIS system. The fundamental concept is 
the embedding of the hidden information within samples of a noise-like waveform 
which is then added to a digital cover image. This waveform is typical of the noise 
inherent in the image acquisition process and, if kept at low levels, is not perceptible 
to the human eye. To successfully decode the message, channel estimation 
techniques and error-control coding are employed in this technique. In SSIS, channel 
estimation consist of image restoration techniques that approximate the original 
cover image from the stegoimage thus allowing the receiver to function blindly. This 
approximation is then used to acquire an estimate of the embedded signal that has 
been added to the cover. Finally, because the added noise is of low power and the 
restoration and signal detection processes are not perfect, the estimation of the 
embedded signal may have errors that will result in a message bit error rate (BER) 
that is rather high. To correct these errors, an error-control code (ECC) is applied to 
the message signal before embedding. 
The major processes of the stego-system encoder are given in Figure 3.13. Within the 
system, the message is optionally encrypted with key 1 and then encoded via a low-
rate ECC, producing the encoded message m. The sender enters key 2 into a pseudo-
random noise generator, producing n, a real-valued sequence whose samples have a 
Gaussian distribution. The modulation scheme combines the message with the noise 
sequence, thereby composing the embedded signal, s that is then input to an 
interleaver which uses key 3. This resulting signal is then added to the cover image, 
f, to produce the stegoimage, h, which is appropriately quantized to preserve the 
typical dynamic range of the cover image (0-255 for grayscale images).  
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Figure 3.13: SSIS encoder 
The stego image is then transmitted to the recipient in some manner.   The stego 
image is passed through the transmission channel and received by the recipient, who 
maintaining the same keys as the sender, uses the stego-system decoder to extract the 
hidden information. The decoder first tries to estimate the channel (cover image) 
using image restoration techniques to produce an estimate of the original cover 
image, fˆ  from the received stego image hˆ . The difference between hˆ  and fˆ  is fed 
into a deinterleaver to construct an estimate of the embedded signal, sˆ . With key 2, 
the noise-like sequence n is regenerated, and the embedded signal is then 
demodulated, thereby constructing an estimate of the encoded message mˆ . The ECC 
decodes the encoded message which is decrypted (if encrypted) using key 1 and 
revealed to the recipient. 
The interleaver in this scheme, which reorders the embedded signal before it is added 
to the cover image, serves a dual function. The first is to distribute a group or burst of 
errors uniformly among many code words, thus allowing errors to occur almost 
independently within a codeword and increasing the probability that the number of 
errors in any one codeword will not exceed the error correcting capability of the 
code. Secondly, since the interleaver requires a key to stipulate the interleaving 
algorithm, this key can serve as another level of security in order to establish the 
proper order of the embedded signal before decoding. 
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Figure 3.14: SSIS Decoder 
 
SSIS uses noise inherent to digital imagery to hide information within the image. In 
SSIS, a variation of spread spectrum technique is used to embed the message within 
image and because the message may be encoded using low-rate-error-control code, 
the encoding has a similar spreading effect as few message bits are spread among the 
many encoder output symbols. This additional noise that conceals the hidden 
message is a natural phenomenon of digital imagery and therefore, if kept at typical 
levels may not be noticed by the casual observer or detected by computer analysis. 
Smith et al. [16] proposes another modulation scheme which was one of the firsts to 
propose a qualitative model of digital steganography. According to their scheme, 
each bit bi is represented by some basis function iφ  multiplied by either positive or 
negative one, depending on the value of the bit. The modulated message S(x,y) is 
added pixel-wise to the cover image N(x,y) to create the stego-image 
D(x,y)=S(x,y)+N(x,y). The modulated signal is given by  
( , ) ( , )i i
i
S x y b x yϕ=∑  (3.16)
Basis functions should be chosen to be orthogonal to each other, so that embedded 
bits do not equivocate: 
2
,
, ( , ) ( , )
i j i j ij
x y
x y x y nGφ φ φ φ δ< >= =∑  (3.17)
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where n is the number of pixels and G2 is the average power per pixel of the carrier. 
In the ideal case, the basis functions are also uncorrelated with (orthogonal to) the 
cover image N. In reality, they are not completely orthogonal to N; if they were, 
signal could be hidden using arbitrarily little energy, and still recover it later. 
,
, ( , ) ( , ) 0
i i
x y
N x y N x yφ φ< >= ≈∑  (3.18)
Smith et al. states that for information hiding, basis functions that are orthogonal to 
typical images are needed. In their proposed method for direct-sequence spread 
spectrum, the modulation function consists of a constant, integral-values gain factor 
G multiplied by a pseudo-random block iφ  of +1 and -1 values. Each block iφ  has a 
distinct location in the (x,y) plane. Thus, this property provides the blocks iφ  non-
overlapping (therefore trivially orthogonal). 
The embedded image is recovered by demodulating with the original modulation 
function. A true +1 bit appears as a positive correlation value; a false -1 bit is 
indicated by a negative correlation value. 
A similar work is proposed in [22].  In this work, message is represented in binary 
form as 1 2ˆ ˆ ˆ ˆ( , ,..., )
T
Mb b b b=  where ˆ {0,1}ib ∈ and M is the number of bits in the 
message to be encoded. The binary form of the message bˆ  is then transformed to 
obtain the vector 1 2( , ,..., )
T
Mb b b b= , with {1, 1}ib ∈ −  by exploiting the basic 
isomorphism between the group ( ,{0,1})⊕ and the group (*,{1, 1})− . The mapping 
1 1→−  and 0 1→  is an important step because it permits to replace the exclusive-
OR operator used in finite field algebra with multiplication.  
In this method, a set of random sequences iv  each corresponding to a bit ib are 
defined. Then, the spread message is obtained by: 
1
M
i i
i
w b v Gb
=
= =∑  (3.19)
Where b is a 1M ×  vector of bits (in +1 form), w is a 1N × vector and G in 
N M× matrix such that the ith column is a pseudo-random vector iv . 
In this scheme, the most important part is the pseudo-random number generation 
part. The security and success of the system depend on the use of correct pseudo-
random sequence. Generally, Gold codes are widely used for its properties [14]. In 
order to work this scheme, the length of m-sequence must be very larger than the 
length of vector of secret bits ( )N M? . 
 39
The spread message can be embedded in image data in various ways. Concealing bits 
in frequency domain is preferred. Hence, discrete cosine or Fourier transformation 
coefficients can be used.  
To extract the data, the same sequence of coefficients on the recipient side should be 
gathered. Since, we know the stego embedded data, w w e′ = +  where w  is added 
stego data and e contains the image and/or additive noise, can be extracted. To 
decode the message b from w′ , the correlation properties of m-sequences is used.    
3.3.3 Capacity, Robustness and Imperceptibility 
Spread spectrum based image steganography techniques are, as mentioned before, 
very robust to attack and also very difficult to detect by intruders. Since the secret 
message bits are spread over a numerous frequencies, attempts to destroy the data 
can not prevent the message to be recovered. However, while providing robustness, 
some measures should be kept in proper levels not to harm the medium or cover 
image. 
Spread spectrum based image steganography can be used safely, providing both 
robustness and imperceptibility at some levels. However, capacity requirements 
should be considered well. As the recovery procedure mostly lossy, some error-
control codes are included in many proposed methods. In order to recover the 
original secret data, ECC system may be used and using such a system could reduce 
the capacity dramatically. In addition to that, as a single bit is spread over a 
numerous frequencies, the amount of the message to embed in an image is very low 
regarding other steganography techniques. 
3.4 Statistical Steganography 
Statistical steganography is interested in embedding only one-single bit into a digital 
carrier. This is done by modifying the carrier such that a statistical property of the 
carrier reports that a single bit is embedded or not. On the receiver side, one should 
only analyze the carrier for a predetermined statistical property and decide if the 
carrier was changed. 
In order to embed a ( )l m  bit stego-system from multiple “1-bit” stego systems, a 
cover is divided into blocks
( )1
,...,
ml
B B . If the single bit to embed is 1, then block Bi is 
modified. Otherwise, the block is not changed. On the receiver side, detection is 
handled by applying a test to each block. The test function can statistically 
distinguishes the difference between a modified block and unmodified one: 
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1 mod
0
block was ified
f
otherwise
⎧= ⎨⎩  (3.19)
The function f is mostly interpreted as a hypothesis-testing function; a null 
hypothesis states “Block was not modified” and an alternative hypothesis function 
states that “Block was modified.” Therefore, the whole class of such steganography 
is called statistical steganography. The receiver applies function of to each cover 
block and restores the secret message. 
In statistical steganography, the main problem is how to find such a function f as 
given in 3.19. Since the function f is interpreted as a hypothesis function, theory of 
hypothesis testing from mathematical statistics can be used. Assuming that a function 
f(Bi) is found and the distribution of f(Bi) is known for a unmodified block, a standard 
procedure can be applied to test if the f(Bi) equals or exceeds a specific value. Then, 
that block can be modified in such a way that the test value is exceeds that value. 
Therefore, the receiver can extract the single bit by using that standard testing 
procedure; “0” bit for an unmodified block and “1” for a modified block. 
There are few methods developed in that field. One of them is called Patchwork 
developed by Bender et al. [17]. Another method worth mentioning is by I. Pitas [18] 
and both statistical steganography methods are detailed in the following sections. 
3.4.1 Patchwork 
Bender at el. [17] offered a method called Patchwork. This statistical approach is 
based on pseudo-random, statistical process. Patchwork embeds a specific statistic 
which has a Gaussian distribution in an image. In the cover image, two patches are 
chosen pseudo-randomly A and B, respectively. The image data in patch A are 
lightened while the data in patch B are darkened. This unique statistic indicates a 
presence or absence of a signature. 
The patchwork algorithm works as follows: take any two points, A and B, chosen at 
random in an image. Define a as the brightness at point A and b as the brightness at 
point B. 
S a b= −  (3.20)
The average value of S after repeating the procedure a large number of times is 
expected to be “0”. If this method is repeated n times, letting ai and bi be the values 
of a and be take on during the ith iteration, Sn can be defined as, 
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1 1
n n
n i i i
i i
S S a b
= =
= = −∑ ∑  (3.21)
The expected value of 
0 0nS n S n= × = × =  (3.22)
However, this does not tell much about what S will be for a specific situation. This is 
because the variance is quite high for this procedure. The variance of S, sσ is a 
measure of how tightly samples of S will cluster around the expected value of 0. 
Therefore, 
2 2 2
S a bσ σ σ= +  (3.23)
2
nS
nσ σ= +  (3.24)
And the standard deviation is given in 
S nσ σ= +  (3.25)
Consequently, if S10000 is computed for a certain picture and if it varies by more than 
a few standard deviations, it is fairly certain that this did not happen by chance. In 
fact, since Sn for large n has a Gaussian distribution, a deviation of even a few sσ  
indicates to a high degree of certainty the presence of encoding as given in Table 3.8 
[17]. 
Table 3.8. Degree of certainty of encoding given deviation from that expected in 
Gaussian distrubution 
Standard Deviations Away Certanity n 
0 50.00% 0 
1 84.13% 679 
2 97.87% 2713 
3 99.87% 6104 
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3.4.2 A Statistical Steganography Method by Pitas 
Another statistical steganography method was proposed by Pitas [18]. In his work, a 
N M× gray level image I has to be transformed to an N M× image IS containing a 
signature S. S is actually a specific binary pattern of size N M×  where the numbers 
of ones equals to the number of zeros. 
The image I is split into two subsets of equal size, ( ) / 2P N M= ×  as follows: 
{ , 1}nm nmA x I S= ∈ =  (3.26)
{ , 0}nm nmB x I S= ∈ =  (3.27)
Then, S is superimposed by changing the elements of the subset A by the positive 
integer factor k: 
{ , }nm nmC x k x A= ⊕ ∈  (3.28)
After that operation, final stego image is formed by the following: 
sI C B= ∪  (3.29)
As the factor k added to the image subset is actually sufficiently small, the change in 
the cover image is negligible. The key point in this method is the examination of the 
difference of the mean values of the two image subsets, C and B. First, the mean 
values of C and B is calculated and then the theory of Hypothesis is applied to 
determine the difference ˆˆ ˆw c b= − . The null and alternative hypotheses are: 
1. H0: There is no signature in the image ˆ( 0)w =  
2. H1: There is a signature in the image ˆ( )w k=  
There are other statistical test functions that are used to determine the situations like 
accepting the existence of a signature although there is none and, rejecting the 
existence of a signature although there is one. On general, this proposed method 
embeds a single bit in a cover image by using statistical steganography. 
3.4.3 Capacity, Robustness and Imperceptibility 
Both mentioned techniques on statistical steganography have same properties 
regarding capacity, robustness and imperceptibility. Since these methods offer to 
embed a single bit to each cover image, the capacity measure is obviously low. On 
the other hand, both proposed methods claim that these are very robust to image 
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manipulation techniques and compressions like Jpeg. Other imperceptibility 
measurement is actually in a good level since embedding a single bit in an image by 
changing its statistical properties does not change image severely unless the 
modification done is well controlled as in the other steganographic techniques. 
Finally, perhaps the most important drawback of such systems is extraction process 
where some statistical test functions can not distinguish a modified block from an 
unmodified block by only themselves. 
3.5 Other Steganographic Techniques 
In order to conceal a secret message from any third party, there are lots of methods. 
In the above sections, the most used and observed ones are detailed. However, there 
are much more than these methods in practice. There is several free software 
available that implements one or more of these techniques. Some are quite 
professional and others are just good enough to hide personal secrets from young 
brothers. Nevertheless steganography, data hiding in data, is a very interesting field 
of study. There are numerous studies all over the world but, there are still too many 
things to do. 
Changing in an image file to hide a secret message is the one that is detailed in this 
paper. However, there are other image related works as well. Creating a new image 
file with the secret message inside it in the very beginning is summarized as cover 
generation techniques. However, this kind of techniques can only fool machines that 
applies statistical analyze on image to determine secret message existence [20]. 
Many free or priced software applications use digital image steganography for the 
reasons given in the first chapters. However, there are other mediums used for secret 
concealing like audio, video streams and even texts. The ex Prime Minister of 
Britain, Margaret Thatcher is known to prepared a software program which can hide 
the finger-prints of its user in the gaps between words. This word editing program is 
distributed to all ministers of the cabinet and used during a period. A secret report 
published in the newspaper reveals the identity of the mole. 
Producing English texts automatically for secret hiding can be used as a 
steganographic tool. In this method, there are several subjects, objects and verbs 
which are coded either “0” or “1.” These words are combined together to form a 
sentence which hides a bit sequence in it. However, building grammatically correct 
sentences with a certain meaning is a challenging field of study [19]. 
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Embedding data in the phase component of sound in audio files are also possible. In 
such cases, one should record the audio playing and extract the concealed message in 
it [21]. 
Hiding data in other data is not a new topic however, current needs force us develop 
new approaches and apply them in different areas. Digital image steganography is 
one of such field of study where secret communication is tried to be kept secret. 
However, providing imperceptibility and robustness with high capacity level is very 
difficult. Yet, many researchers study on this very new and challenging topic. 
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4. STEGANOGRAPHIC LIBRARY 
Digital steganography is used as a secret communication method since more of 
today's communication occurs electronically. Image, audio and video mediums are 
being used for hiding data not only for secret communication but also commercial 
needs. There are many interesting application fields of steganography where the 
information secrecy is important. 
In the previous sections, basic steganographic techniques are detailed. Many of these 
algorithms are implemented and can be found in Internet. However, most of them are 
focused on at most one method and do not allow researchers to alter the software. 
Despite the wide availability of such steganographic tools, researchers should 
implement the same method in order to observe and develop it. In this thesis, a 
steganographic library is the major point that aims to create a platform where 
researches can easily study on any steganographic method and alter it as needed. 
4.1 Java as the Implementation Language 
Java is a high-level programming language developed by Sun Microsystems. Java 
was originally called OAK, and was designed for handheld devices and set-top 
boxes. Oak was unsuccessful so in 1995 Sun changed the name to Java and modified 
the language to take advantage of the burgeoning World Wide Web. 
Java is an object-oriented language similar to C++, but simplified to eliminate 
language features that cause common programming errors. Java source code files are 
compiled into a format called byte code, which can then be executed by a Java 
interpreter. Compiled Java code can run on most computers because Java interpreters 
and runtime environments, known as Java Virtual Machines, exist for most operating 
systems, including UNIX, the Macintosh OS, and Windows. Byte code can also be 
converted directly into machine language instructions by a just-in-time compiler 
(JIT). 
Java is chosen as the implementation language since it is platform independent. 
Moreover, it is object oriented and this feature makes software planning and 
developing much easy. Therefore, these basic properties of Java allow researchers 
use and develop the library easily. 
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4.2 Library Hierarchy 
Since the steganography library is intended to allow researchers develop the software 
a packet hierarchy is designed regarding the unimplemented algorithms as well. 
Figure 4.1 shows the general structure of the steganography software. 
 
 
Figure 4.1: Package Hierarchy 
AS mentioned before, there are different implementations of steganography 
depending on the medium used for this purpose. Still images, audio, video files, IP 
packets, unused space on storage devices and so on can be used. Therefore, a 
division is made in the library. Image subdivision is a packet where digital image 
related works are implemented. Others can be added at this level of hierarchy. Below 
the image packet, there are four main packets that are directly related to the 
steganographic methods. This are: 
1. substitutionTechniques 
2. transformDomainTechniques 
3. spreadSpectrumTechniques 
4. statisticalTechniques 
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Each of these packets contains related implementations of previously mentioned 
methods. 
Util package on the other hand, provides some basic classes that are used by other 
package classes.  
4.3 Library Implementation 
The steganography library is implemented with Java Netbeans IDE 3.6 which is a 
development environment for various Java applications. 
The general properties of these classes are as follows: 
• Each method is implemented for PNG image files. Therefore, cover image 
should be of type png.  
• There are no limitations for secret messages. A secret message can be a plain 
text or some other file types like pdf, doc, jpg and so on. 
• Each embedding method produces a stego-image and a related key file in 
which the keys used for the process are stored. The security of the key files is 
not concerned since it is out of subject of this study. However, one can easily 
provide extra security by encrypting these key files by using cryptography.  
• Eventually, each extraction method needs a stego-image and its related key 
file. Output is the secret message that is revealed. 
• The only limitation of all methods implemented is capacity limits which can 
avoid methods to start the process. One should choose the right algorithm 
that can satisfy the needs. Imperceptibility and robustness are discussed in 
section 5.  
4.3.1 Util Package Implementation 
Util package is the basic class that provides various objects that are required for other 
classes. These are: 
• Base Class: This is the basic abstract class. All steganographic classes are 
extended from this class since, class Base implements methods like setting 
some variables such as thresholds and random number generator seeds. 
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• Mersenne Twister Class: This class is used for random number generation. 
Mersenne algorithm is widely used for this purpose as it provides “random” 
numbers and these numbers are computationally difficult to guess. 
• Complex Class: This class is implemented for use in FFT calculations 
because FFT works on complex numbers.  
• LFSR Class: Linear feedback shift registers are the heart of the spread 
spectrum technology to produce random noises. This class produces 
random number sequences of type m-sequences. 
• DCT Class: This class simply calculates the 2 dimensional discrete cosine 
transformation of a given image block of size 8x8 pixels. 
• FFT Class: This class calculates the fast Fourier transformation of a given 
grayscale image. 
Util package contains some other classes that are used in these mentioned classes for 
exception handling.  
4.3.2 Substitution Based Steganographic Techniques 
This package, so called substitutionTechniques, implements basic LSB substitution 
techniques that are detailed in section 3. This package provides the followings: 
• Sequential Class: This class substitutes the LSBs of the image with the secret 
message bits. The number of bits used for substitution can be 1, 2 or 4. 
However, this class starts secret message embedding from the very 
beginning of the image.  
• Random Points Class: This class does the same thing with sequential class 
but instead of starting from the beginning, first selects random points over 
image and substitutes the LSBs of these random points with the secret 
message bits. 
• Parity Class: Apart form the previous classes, parity class divides the image 
into smaller parts and calculates the parity of that section. According to the 
value of the secret message bit, one bit can be changed to adjust the parity 
value. 
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4.3.3 Transformation Domain Based Steganographic Techniques 
This package implements methods that are concentrated on discrete cosine 
transformation. The following are provided by this class: 
• Katsenbeisser Class: This class implements the algorithm detailed in 
section 3.2.3 [9].  
• Zhao & Koch Class: This class again implements the DCT based algorithm 
detailed in [12].  
4.3.4 Spread Spectrum Based Steganographic Techniques 
This package is focused on spread spectrum applications on steganography field. 
However, spread spectrum is only used for spreading the secret message. Embedding 
process uses FFT as detailed in section 3.3.2. 
• SS Class: This class implements the algorithm from [22]. 
4.3.5 Statistical Steganography Techniques 
Statistical steganography is interested in the statistical properties of the medium and 
change some of them in order to embed secret message bits. This package provides 
the followings: 
• StaPit Class: This class implements the statistical steganographic technique 
detailed in [18].  
4.4 Steganographic Library Software Diagrams 
Steganographic library consists of several classes in different packages. Therefore, 
their class hierarchy is given in Figure 4.2. 
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5. APPLICATION 
Steganography library implemented in Java provides a platform to researchers to test 
steganographic techniques and test their own methods. Implemented methods are 
listed in section 4. In this section, performance and related measures are given for 
each implemented technique. 
The followings are the cover images used to test the implemented methods. 
 
Figure 5.1: Test image Lena 
 
 
Figure 5.2: Test image baboon 
   
 
Figure 5.3: Test image peppers 
 
 
Figure 5.4: Test image shapes 
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Figure 5.5: Test image plane 
 
 
Figure 5.6: Test image Pentagon 
5.1 Library 
5.1.1 Least Significant Bit Substitution Techniques 
These techniques change the LSBs of the image data. The more bits used for data 
embedding, the more capacity we can use. However, this can cause severe damages 
to the image data. To demonstrate the importance of bits that are used for 
representing the image, bits are destroyed in Lena image file as shown in Figure 5.7, 
Figure 5.8, Figure 5.9, Figure 5.10, Figure 5.11, Figure 5.12, Figure 5.13. 
 
 
Figure 5.7: One LSB destroyed 
 
Figure 5.8: 2 LSBs destroyed 
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Figure 5.9: 3 LSBs destroyed 
 
Figure 5.10: 4 LSBs destroyed 
 
 
 
 
 
 
 
 
Figure 5.11: 5 LSBs destroyed 
 
Figure 5.12: 6 LSBs destroyed 
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Figure 5.13: 7 LSBs destroyed 
The secret message bits are replaced with cover image’s least significant bits. The 
number of LSBs can be 1, 2 or 4. Results are given in Figure 5.15, Figure 5.16 and 
Figure 5.17. 
 
 
Figure 5.14: Secret File 
 
Figure 5.15: A portion of Lena with 1 
bit sequential LSB insertion 
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Figure 5.16: A portion of Lena with 2 
bits sequential insertion 
 
Figure 5.17: A portion of Lena with 4 
bits sequential insertion 
 
Figure 5.14 is embedded to the Lena cover image. The Figure 5.15 shows the result 
of changing only one single bit of cover image pixels with the secret message bit. 
There is no evidence of data change that can be realized by human vision. The Figure 
5.16 shows that substituting 2 LSBs does not harm the cover image. However, it is 
obvious from Figure 5.17 that using 4 bits can destroy the general structure of the 
cover data so that even bare eye can detect the change. 
The most important drawback of this substitution technique is that only fist part of 
the image data is changed. Therefore, statistical property of the first part is different 
from the rest of the image data. A solution can be changing the LSBs of the resting 
data with random noise. However, using random point to embed data instead of 
starting from the beginning is implemented in this library.  
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Figure 5.18: A portion of stego Lena. 
 
Figure 5.19: A portion of Lena with 1 
bit random LSB insertion. 
As seen from Figure 5.18 and Figure 5.19, selecting random positions in image file 
reduces the effect of damage caused by LSB substitution. Both of sequential and 
random point LSB substitution techniques are identical and have the same capacity 
limitations. Figure 5.20 shows the relation between the capacity and bit number that 
is used for least significant bit substitution. Naturally, theoretical expectations and 
experimental results were the same.     
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Figure 5.20: Capacity of LSB substitution steganographic techniques in 
Steganographic Library 
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The third method implemented in steganography library divides the image into 
smaller sections and on each section calculates the parity. If the parity is same as the 
secret massage bit, there is nothing to do however, if they differ; only one bit in that 
region is changed to adjust the new parity value.   
Since only one single bit is changed in a region, this method protects the original 
cover image better than the previously implemented methods. However, here the 
capacity limitation is not the numbers of bits used in substitution but the size of the 
region where parity is calculated. Figure 5.21 illustrates the change of capacity of 
this method regarding different region sizes.  
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Figure 5.21: Image size vs. capacity for different numbers of pixels in a region. 
The substitution techniques package contains basic method in steganography. Least 
significant bit insertion techniques are easy to implement and they allow huge 
amount of secret data to be embedded in an image. However, they are very 
vulnerable to any image manipulation. Figure 5.23 is the brightened form of Figure 
5.22 and it is impossible to extract the secret message from the brightened one. 
However, the steganographic library provides these methods for testing purposes. 
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Figure 5.22: Original stego image 
 
Figure 5.23: Brightened stego image 
On the other hand, cropped images can still be used. As seen in Figure 5.24, stego 
file can be cropped therefore, secret data in that area is lost. However, one can 
conceal the secret data in a field in the middle of the image. Yet, it is not always easy 
to determine the right position of the square.   
 
Figure 5.24: Cropped stego image     
5.1.2 Discrete Cosine Transformation Based Steganography 
Discrete cosine transformation (DCT) is the heart of Jpeg compression algorithm. 
Since Jpeg is widely used for images that are published over Internet, steganographic 
algorithms that claim robustness to the compressions focus on DCT. Katsenbeisser 
and Petitcolas [9] propose a method that can hide secret message bits in DCT 
coefficients as it is detailed in section 3.2.3.  
The following message is embedded to the cover image: 
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“Apparently neutrals protest is thoroughly discounted and ignored. Isman 
hard hit. Blockade issue affects pretex for embargo on by-products, ejecting 
suets and vegetable oils.” 
Since the proposed algorithm works on DCT coefficients, the cover image is very 
important. Sharp transitions across the blocks can cause severe damage.  
 
 
Figure 5.25: Cover image file baboon. 
 
Figure 5.26: A portion of original 
baboon.  
 
 
Figure 5.27: The same portion from 
stego image. 
 
Figure 5.28: Color difference between   
same portions from original and stego 
images. 
According to the limitations of method, some of the secret message bits cannot be 
extracted correctly. Despite the low probability of such a situation, this annoying fact 
can be eliminated widely by using error correction codes (ECC). However, ECC 
schemes reduce the data capacity significantly.  
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Implemented method is robust to jpeg compression. Figure 5.29 and Figure 5.30 are 
used for test purposes and secret is revealed successfully. However, because of the 
implemented method, ECC should be used to reduce the errors during the extraction. 
 
 
Figure 5.29: Compressed stego image 
(quality 90%) 
 
Figure 5.30: Compressed stego image 
(quality 70%) 
Another implemented DCT based steganographic method is proposed by Zhao et al. 
[12]. Apart from the previous method, this technique considers 3 dct coefficients and 
their relation with each other. There are several patterns used for embedding a “1” or 
“0” and invalid blocks. In steganography library, this method is implemented and 
observed.  
      
 
Figure 5.31: A difference block 
between stego and cover image files. 
 
 
Figure 5.32: Another difference block 
between stego and cover images. 
As seen from Figure 5.31 and Figure 5.32 this method with same cover image in 
Figure 5.25 and secret message, may cause both slight and severe changes in each 
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block since every block in this scheme is changed. However, if cover file and 
threshold value are properly chosen, the change in image can be at acceptable 
bounds.  
Nevertheless, DCT based algorithms provides robustness over image file 
compressions. On the other hand, capacity reduces significantly regarding LSB based 
steganographic algorithms. Figure 5.33 shows the quantity of secret data that can be 
embedded into an image file by using dct based steganographic methods introduced 
so far. 
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Figure 5.33: Capacity of DCT based methods. 
5.1.3 Spread Spectrum Based Steganography 
In this package, a spread spectrum steganographic method is implemented. Actually, 
there are not many proposed methods in literature. A well known proposed method 
detailed in [15] is considered to be the promising one. However, their 
implementation is patented. Therefore, another implementation is observed and 
written in this package.  
In this method, first the secret message is spread by an m-sequence and then by using 
Fourier transformation, spread message is embedded to the magnitude without 
altering the phase information.  
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Figure 5.34: Original cover 
image for spread spectrum 
based method. 
 
Figure 5.35: The 
amplitude spectrum of 
cover image. 
 
Figure 5.36: The stego 
image 
The Figure 5.35 shows the spectrum of the cover image. This figure is shifted in 
order to bring the lowest frequency to the middle of the image. Hence, highest 
frequencies that have less effect on image have been changed. These frequencies are 
used to embed the secret bits. Selected frequencies that were used to embed secret 
data are shown in Figure 5.37. 
 
Figure 5.37: Middle frequencies used in embedding data. 
The most important property of this scheme is that original image is not needed to 
recovery the secret message sequence on the recipient side. However, to recover the 
original data m-sequence that is used for spreading message must be very large than 
the message itself. Unfortunately, how much larger it should be is not detailed in 
[22]. Furthermore, large size of secret messages can cause problems like memory 
management. Table 5.1 shows the relation of flip-flops used in m-sequence and the 
size of the final random number sequence. Regarding that each secret bit is spread of 
that size, memory allocation becomes a challenging problem. On the other hand, the 
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larger m-sequence we use; the more robust stego image we get and the more damage 
we make to the stego image. 
The robustness of spread spectrum techniques are observed and unlike other 
techniques, it can extract the secret data from the stego image even the stego image is 
badly damaged. 
 
 
Figure 5.38: Original 
stego image 
 
Figure 5.39: Damaged 
stego image 
 
Figure 5.40: Damaged 
stego image 2 
Figure 5.39 and Figure 5.40 are used as stego image and the secret message is 
extracted without any change. Furthermore, Figure 5.40 is brightened as shown in 
Figure 5.41 and tested. The secret file could still be extracted from the stego image. 
What’s more, more damaged stego images could be used and message can still be 
extracted if ECC is used. 
 
 
Figure 5.41: Brightened and damaged stego image  
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Table 5.1. The relation between flip-flops and the size of the sequence 
Flip-Flops Used The size of the sequence
4 15 
8 255 
16 65535 
32 4294967295 
48 281474976710655 
 
The most important part of the spread spectrum is random sequence generator. 
Linear feedback shift registers (LFSR) can be used but Gold codes that are produced 
by using two m-sequence generator is recommended. The number of flip-flops used 
in generating m-sequence is important since the length of the sequence determines 
the quantity of the data that can be embedded in cover image.  
Table 5.2. The number of flip-flops and relevant cover image capacity 
Flip Flop Number The Quantity of Data (Bytes) 
4 2 
8 32 
16 8192 
32 536 870 912 
48 35 184 372 088 832 
 
Spread spectrum image steganography is now considered to be the most promising 
steganography technique since there is a balance in capacity and imperceptibility. 
Moreover, embedded data could still be extracted even the stego file is compressed. 
In steganography library, robustness of the implemented methods observed. The 
 65
secret data could be extracted perfectly even if the stego image file is compressed 
with jpeg algorithm with a quality of 50%. For lower qualities in range 50%-20%, 
ECC achieved to extract the data.   
Spread spectrum steganography method is also very successful in extracting secret 
data that are compressed with Jpeg algorithm. Up to quality level of 60% as in Figure 
5.42, the secret data is extracted with no error. Even with a quality factor of 40% as 
in Figure 5.43, secret message could still be understood as given below: 
“Ap0arently leõtrAl3 pòotest is thorgugh,y dircounted and ignoredn” 
  
 
Figure 5.42: Compressed stego image (quality 70%) 
 
 66
 
Figure 5.43: Compressed stego image (quality 40%)  
Finally, spread spectrum based image steganography is a promising method for the 
secret communication. Nevertheless, there are still problems like choosing the 
appropriate size of cover image, m-sequence and the secret message to be able to 
recover the original message. Yet, combined with the ECC, spread spectrum based 
steganography would be very powerful. 
5.1.4 Statistical Steganography 
Image steganography has challenging problems. First, the change in cover image 
should be imperceptible. Second, it should be possible to embed all the secret data 
that we want to send. Finally, the steganographic algorithm should provide some 
level of robustness. Aforementioned techniques could handle some of these 
requirements but there are trade-offs between capacity-robustness and capacity-
imperceptibility. Since the amount of secret data is important for steganographic 
purposes, robustness is sometimes neglected. Statistical steganography, on the other 
hand, claims to provide more robustness than any others but suffers from capacity 
usage. 
In statistical steganography, a statistical property of the image data is changed. In 
steganography library, the method detailed in [18] is implemented. In this method, 
half of the image data is chosen and a difference in mean value is made between 
these two portions of the image. Key is the seed of pseudo-random number 
generator.  
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Figure 5.44: Cover 
image 
 
Figure 5.45: Stego 
image (exaggerated) 
 
 
Figure 5.46: A 
portion of selected 
pixels 
In Figure 5.46, pixels that are changed to adjust the mean value of that half are 
shown. Changing the statistical property of image data said to be robust to image 
compression however the most important drawback of this scheme is that the 
capacity is very low. Since we split the whole image into two parts and change one 
part while keeping other same, we can only embed one single bit in this way. On the 
other hand, to embed more than one bit we can fist divide into smaller pieces and 
apply this method in each piece. However, the result is not obvious since we assume 
that the average value of all pixels in each portion is 128 over 255. Using smaller 
sections of image data can change this assumption and therefore results a wrong 
extracted bit on the recipient part.  
Statistical steganography is one of the proposed techniques in literature however, 
implemented method did not serve as good as spread spectrum image steganography 
implementation. In the tests, statistical method could not extract the secret bits 
correctly even after compression with a quality factor of 90%. 
5.2 Library Interface 
Steganography library focuses on fundamental steganographic techniques with an 
object oriented programming manner. Researchers could easily use and alter the 
code. However, a graphical interface is developed to show how the library can be 
used. This graphical interface is designed for easy use. Moreover, documentation of 
steganographic library is produced in javadoc format. 
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5.2.1 Graphical Interface 
Graphical interface for the steganography library is implemented with Netbeans 3.6 
IDE. It provides to embed and extract secret messages with appropriate 
steganographic methods. The basic aim is to guide the program user to achieve his 
goal with a minimum effort.  
 
Figure 5.47: Graphic Interface: Stego Tester 
In Figure 5.47, a screenshot of graphical interface called Stego Tester is shown. With 
the help of this graphical interface, library classes could be used easily. Any image 
file of type png can be opened and processed. User can select the algorithm to embed 
secret data and set the algorithm specific variables like thresholds.  
The most important feature of this graphical interface is that selected image and 
algorithm can be tested if embedding operation can be successful or not. 
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Figure 5.48: Report window of Stego Tester 
As seen in Figure 5.48, graphical interface can help user if the selected image is 
appropriate for concealing secret message with the selected algorithm. A window 
reports the directory and name of the image file and secret file with their size 
information and concludes whether it is possible to continue operation or not. 
Graphical interface implemented in Java, produces a log in order to keep track of 
what has been done so far. By this way, user can follow the procedure with 
meaningful warning messages. Moreover, error and information dialog boxes guide 
the user throughout the whole process. 
 
Figure 5.49: A warning message in Stego Tester 
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Figure 5.50: An error message in Stego Tester 
5.2.2   Software Documentation 
Steganography library is implemented as a tool for researchers who want to observe 
and develop steganographic algorithms. Library is written in an object oriented 
language, Java. Since, software documentation is necessary for further development 
of the platform, all information on classes, methods and variables and more are 
documented in Java documentation style. 
 
 
Figure 5.51: A screenshot of library documentation. 
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6. CONCLUSION AND FUTURE WORK 
Secret writing is an important tool in communication. Cryptography as a part of 
secret writing serves greatly as a security tool and does its job well. However, 
changes in world and current commercial activities need different level of security. 
Copyright protection is a major problem in digital world and somehow this problem 
must be solved if we want to employ people in such fields. Moreover, it is widely 
known that reduces in hardware make it possible to build super computers that could 
decrypt ciphers in hours even in minutes. Therefore, in many aspects we need to 
secure personal or organizational data. Of course, cryptography is the first address 
but in situations where even the existence of such a secret is important, 
steganography is the only answer.  
In this master thesis, the major steganographic techniques are explored in detail. 
These techniques are discussed and compared with each other to give a good point of 
view. Then, a major problem is observed. In literature, one that wants to study on 
steganography should start the very beginning and if he also wants to develop a new 
technique and test it with other approaches, he needs to write all other techniques. If 
we consider that it is not always so easy to reach the original work and its codes, this 
becomes a difficult obstacle. Therefore, in this thesis we provide a platform 
independent library that contains basic steganographic techniques. The library is 
written in Java, an object oriented language, thus further improvements and additions 
could be added very easily.  
The library itself contains several algorithms but focuses on only png image format. 
Therefore, the library should extend to support other image file formats. Second, 
memory usage in basic classes should be improved. Improvements on implemented 
algorithms are not considered as future task since this is a challenging work and 
researcher should focus on a specific algorithm and develop it in their study.  
A graphical interface is provided both to make the library usage easy and to show the 
usage of library. This interface, on the other hand, itself can be used as a 
steganography tool. All its methods are documented and codes are freely available.           
Finally, the importance of steganography is becoming greater and greater each day. 
Even though the subject is very new to the digital world, I tried to eliminate a serious 
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problem in testing phase. Researchers always need to test their study and it is not 
always possible to reach the original work. I believe that people now do not need to 
implement all major techniques at a cost of time and effort with steganographic 
library along with its graphical interface, Stego Tester.     
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