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A TANNAKIAN FRAMEWORK FOR G-DISPLAYS AND RAPOPORT-ZINK
SPACES
PATRICK DANIELS
Abstract. We develop a Tannakian framework for group-theoretic analogs of displays, originally
introduced by Bültel and Pappas, and further studied by Lau. We use this framework to define
Rapoport-Zink functors associated to triples (G, {µ}, [b]), where G is a flat affine group scheme
over Zp and µ is a (not-necessarily minuscule) cocharacter of G defined over a finite unramified
extension of Zp. We prove that these Rapoport-Zink functors give a quotient stack explicitly
presented in terms of Witt vector loop groups. It follows that our definition generalizes the purely
group-theoretic definition of Rapoport-Zink spaces given by Bültel and Pappas. As an application,
we use our new formulation to prove a special case of a conjecture of Bültel and Pappas by showing
that their definition coincides with the classical one of Rapoport and Zink in the case of unramified
EL-type local Shimura data.
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1. Introduction
Let p be a fixed prime. The theory of displays, developed by Zink in [Zin02], is a generalization
of Dieudonné theory for formal p-divisible groups. By results of Zink and Lau [Lau08], formal p-
divisible groups over p-adically complete and separated Zp-algebras are classified by their associated
displays. When G is a reductive group over Zp and µ is a minuscule cocharacter of G, Bültel and
Pappas [BP17] defined group-theoretic analogs of displays, called (G,µ)-displays, with the intention
Research partially supported by NSF DMS-1406787.
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of using these objects to stand in for p-divisible groups with G-structure in a general definition of
Rapoport-Zink spaces. When G = GLn and µ is the cocharacter t 7→ (1
(d), t(n−d)), the category of
(G,µ)-displays over a p-nilpotent Zp-algebra R is equivalent to the category of Zink displays over
R. In this way the theory of (G,µ)-displays naturally generalizes Zink’s theory of displays.
In a different direction, Langer and Zink [LZ07] defined a category of higher displays, which
contains Zink’s displays as a full subcategory. Recently, Lau [Lau18] reformulated the framework
for higher displays in such a way as to allow for a uniform treatment of a number of display-like
objects, including Dieudonné displays as in [Zin01], F -zips as in [MW04], and Frobenius gauges as
in [FJ13]. Further, Lau used his framework to give a general definition of G-displays of type µ for
an arbitrary smooth group scheme G and cocharacter µ. When G is reductive and µ is minuscule,
the category of G-displays of type µ coincides with the category of (G,µ)-displays defined by Bültel
and Pappas. Hence Lau’s work can be seen as a way to link Langer and Zink’s generalization of the
theory of displays with that of Bültel and Pappas.
In this paper we offer another way to relate these two theories by developing a Tannakian frame-
work for (G,µ)-displays. More precisely, we define a Tannakian G-display to be an exact tensor
functor from the category of representations of G on finite free Zp-modules to the category of higher
displays. That such a definition is reasonable is suggested by the following general mantra. Let G be
a group, and let Cat be an exact tensor category. Then an object in Cat endowed with G-structure
should manifest itself in two ways: as a torsor for G (or for some closely related group) perhaps with
some additional structures, and as an exact tensor functor from the category of representations of
G to Cat. The relation between these two interpretations is well-known when Cat is the category
of vector bundles over a scheme S, cf. [Nor76]. This principle has been notably applied in the case
where Cat is the category of isocrystals over a field k in [RR96], and where Cat is the category of
F -zips over a field k in [PWZ15]. In our situation, Lau’s theory offers the torsor-theoretic definition
of G-displays, and we contribute a Tannakian version of the theory.
When G is a classical group, there is often a third interpretation: an object in Cat is said to
be endowed with G-structure if it is equipped with some additional structures corresponding to the
group G, such as a bilinear form or actions on the object by a semisimple algebra. The Tannakian
framework for objects with G-structure is closely related to this third interpretation. Indeed, given
an an exact tensor functor F : Rep(G) → Cat, we can obtain an object in Cat with additional
structures by evaluating F on the faithful representation which gives the embedding of G into some
GLn. In the case where G is an orthogonal group, Lau applies this principle to prove that G-displays
correspond to displays equipped with a perfect symmetric bilinear form, cf. [Lau18, Proposition
5.5.2]. This can be seen as a special case of the Tannakian framework we develop in this paper.
Since our definition of Tannakian (G,µ)-displays extends the definition of (G,µ)-displays in
[BP17], we can use it to define a natural generalization of the Rapoport-Zink functor defined there.
Our Tannakian framework proves advantageous in this regard, because it brings the theory closer to
Zink’s original theory of displays, and therefore to the theory of p-divisible groups. In particular, we
prove that Bültel and Pappas’s Rapoport-Zink functor is representable by the classical Rapoport-
Zink space in the case where the data of definition is of EL-type. This proves a conjecture of Bültel
and Pappas in this special case.
Let us describe our results in more detail. Let R be a p-adic ring, and denote by W (R) the ring
of p-typical Witt vectors for R, which is equipped with Frobenius f and Verschiebung v. Then,
following Lau [Lau18], we define a graded variant of the Witt ring W (R), which we denote by
W (R)⊕ (cf. Definition 2.2). This ring is equipped with homomorphisms σ, τ : W (R)⊕ → W (R)
such that the triple W (R) = (W (R)⊕, σ, τ) becomes a higher frame in the sense of loc. cit. Pairs
(M,F ) consisting of a finite projective gradedW (R)⊕-moduleM and a σ-linear bijection ofW (R)⊕-
modules F : M → M ⊗W (R)⊕,τ W (R) are called displays over W (R), cf. Definition 2.18. The
categories of finite projective graded W (R)⊕-modules and of displays over W (R) are exact rigid
tensor categories.
Let G be a flat affine group scheme of finite type over Zp, let k0 be a finite extension of Fp,
and let µ : Gm,W (k0) → GW (k0) be a cocharacter of G defined over W (k0). Lau associates to G
and µ a group, called the display group, as follows. Let G = Spec A. Then Gm,W (k0) acts on A
via conjugation and therefore determines a Z-grading on A. The display group L+µG(R) (denoted
G(W (R)⊕)µ in [Lau18]) is the subset of G(W (R)
⊕) consisting of homomorphisms A → W (R)⊕
which preserve the respective gradings. Our first result is to give an interpretation of this group
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as the collection of tensor automorphisms of a certain fiber functor. This result can be seen as an
analog of Tannakian duality in this setting.
Denote by PGrMod(W (R)⊕) the category of finite projective graded W (R)⊕-modules. Associ-
ated to G and µ we define a canonical graded fiber functor for every p-adic ring R
Cµ,R : RepZp(G)→ PGrMod(W (R)
⊕)
by assigning to (V, ρ) the W (R)⊕-module VW (k0) ⊗W (k0) W (R)
⊕, where VW (k0) is endowed with
a natural Z-grading via the action of Gm,W (k0). Define Aut
⊗(Cµ,R) to be the collection of tensor
automorphisms of this functor. As R varies, this defines an fpqc sheaf in groups, denoted Aut⊗(Cµ).
For any h ∈ L+µG(R), the collection {ρ(h)}(V,ρ), where (V, ρ) varies over all representations of G on
finite free Zp-modules, defines an element of Aut
⊗(Cµ,R).
Theorem 1.1. The association h 7→ {ρ(h)} defines an isomorphism of fpqc sheaves of groups
L+µG
∼
−→ Aut⊗(Cµ).
Let Disp(W (R)) be the category of displays over the frame W (R). We define a Tannakian
G-display to be an exact tensor functor
D : RepZp(G)→ Disp(W (R)).
We say D is a Tannakian (G,µ)-display if the underlying functor to the category of finite projective
W (R)⊕-modules is fpqc-locally isomorphic to Cµ,R. Our second main result is the connection
between this definition and that of Lau [Lau18]. Let us recall his definition of G-displays of type µ.
Denote by L+G the Witt loop group, i.e. the functor on p-nilpotent W (k0)-algebras R 7→
G(W (R)). Both the display group L+µG and the Witt loop group L
+G are representable by [Lau18,
Lemma 5.4.1]. The ring homomorphisms σ and τ induce group homomorphisms σ, τ : L+µG→ L
+G,
and the display group acts naturally upon the Witt loop group via
L+G(R)× L+µG(R) 7→ L
+G(R), (g, h) 7→ τ(h)−1 · g · σ(h).(1.1)
Lau defines the stack of G-displays of type µ to be the fpqc-quotient stack [L+G/L+µG] with respect
to this action. Explicitly, aG-display of type µ over a p-nilpotentW (k0)-algebraR can be interpreted
as a pair (Q,α), where Q is an L+µG-torsor over R, and α : Q → L
+G is a map which is L+µG-
equivariant with respect to the action (1.1).
Now we can naturally associate a G-display of type µ to any Tannakian (G,µ)-display D over a
p-nilpotent W (k)-algebra R. Denote by υR the forgetful functor from the category of displays over
W (R) to the category of finite projective graded W (R)⊕-modules. Then the fpqc sheaf in groups
QD := Isom
⊗(Cµ,R, υR ◦D)
consisting of isomorphisms of tensor functors between Cµ,R and υR ◦D is naturally an L
+
µG-torsor.
For any representation (V, ρ), write D(V, ρ) = (M(ρ), F (ρ)) for the corresponding display over
W (R). Given an isomorphism of tensor functors λ : Cµ,R′
∼
−→ υR′ ◦ DR′ defined over an R-algebra
R′, the collection {F (ρ)}(V,ρ) determines an element αD(λ) of L
+G(R′). One checks the assignment
λ 7→ αD(λ) is L
+
µG-equivariant, so the pair (QD , αD) determines a G-display of type µ.
Theorem 1.2. The association D 7→ (QD , αD) defines an equivalence of categories between Tan-
nakian (G,µ)-displays over R and G-displays of type µ over W (R).
This equivalence follows from Theorem 3.20 below. We remark that the analogous theorem
should hold when one considers frames other than the Witt frame W (R). However, for applications
to Rapoport-Zink spaces we are primarily interested in displays over the Witt frame, so we felt it
sufficient to stick to this case throughout the paper.
When G is reductive and µ is minuscule, the category of G-displays of type µ over W (R) is
equivalent to the category of (G,µ)-displays over R by [Lau18, Remark 6.3.4]. Hence the same
holds for the category of Tannakian (G,µ)-displays over R.
Finally, let us discuss the connection with Rapoport-Zink spaces. If R is a p-adic ring, an
isodisplay over R is a pair (N,ϕ) consisting of a finitely generated projective W (R)[1/p]-module N
and an f -linear automorphism ϕ of N . By generalizing a construction in [Zin02], we can associate
to any display over W (R) an isodisplay over R. This association defines an exact tensor functor
Disp(W (R)) → Isodisp(R), and by composing a Tannakian (G,µ)-display with this functor we
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obtain a functor RepZp(G) → Isodisp(R), which denote D [1/p]. Such an object is called a G-
isodisplay. A G-quasi-isogeny of Tannakian (G,µ)-displays is an isomorphism of their corresponding
G-isodisplays.
Now let k be an algebraic closure of Fp, and let (G, {µ}, [b]) be a local Shimura datum, so
G is a smooth affine group scheme over Zp whose generic fiber is reductive, {µ} is a geometric
conjugacy class of cocharacters, and [b] is a σ-conjugacy class of elements in G(W (k)[1/p]). The
triple (G, {µ}, [b]) is required to satisfy certain axioms, see Definition 4.2. To a choice of (µ, b)
satisfying some conditions (cf. Definition 4.3) we associate a Tannakian (G,µ)-display D0 over k.
Following [BP17], we then define RZG,µ,b as the functor on p-nilpotent W (k)-algebras which assigns
to any R the set of isomorphism classes of pairs (D , ι), where
• D is a Tannakian (G,µ)-display over R,
• ι : DR/pR 99K (D0)R/pR is a G-quasi-isogeny.
The functor RZG,µ,b can be interpreted as the functor of isomorphism classes associated to an
fpqc stack RZG,µ,b on the site of p-nilpotent W (k)-algebras. This stack can, in turn, be expressed
explicitly as a quotient stack in terms of Witt vector loop groups. The functor R 7→ G(W (R)[1/p])
is representable by an group ind-scheme LG over Zp (cf. [Kre14]), so we can form the fiber product
L+G×mµ,cbLG whose points in aW (k)-algebra R are pairs (U, g) with U ∈ L
+G(R) and g ∈ LG(R)
such that
g−1 · b · f(g) = U · µσ(p).
From this we form the quotient stack [(L+G×mµ,cb LG)/L
+
µG] with respect to the following action
of L+µG, which is well-defined by Lemma 4.6:
(U, g) · h = (τ(h)−1 · U · σ(h), g · τ(h)).
The following, which is Theorem 4.7 below, is a generalization of [BP17, §4.2.3].
Theorem 1.3. There is an isomorphism of stacks
RZG,µ,b
∼
−→ [(L+G×mµ,cb LG)/L
+
µG].
It is a consequence of this theorem that when G is reductive and µ is minuscule, the Rapoport-
Zink functor defined above coincides with the one defined in [BP17], cf. Proposition 4.8. In loc.
cit. it is conjectured that, under mild assumptions, the functor RZG,µ,b is representable by a formal
scheme which is formally smooth and locally formally of finite type over Spf W (k). When G = GLn
and µ is the cocharacter t 7→ (1(d), t(n−d)), the category of (G,µ)-displays over a ring R coincides
the category of Zink displays over R, so in this case representability can be proved by explicit
connection with the original functor defined by Rapoport and Zink [RZ96]. This is stated in [BP17],
and we provide details in §5.1. Further, Bültel and Pappas prove that, when (G, {µ}, [b]) is of Hodge
type (again with some additional assumptions), the restriction of RZG,µ,b to Noetherian p-nilpotent
W (k)-algebras is representable by a formal scheme with the desired properties.
The Tannakian framework we develop in this paper allows us to compare the functor RZG,µ,b
with that of Rapoport and Zink outside of the case G = GLn. In particular, we consider the case
of unramified EL-type local Shimura data. In particular, let B be a semisimple Qp-algebra whose
simple factors are all matrix algebras over unramified extensions of Qp, let OB be a maximal order
in B, let Λ be a finite free Zp-module equipped with an action of OB, and define G = GLOB (Λ).
Such a tuple D = (B,OB,Λ) is called an unramified integral EL-type datum. There is a natural
embedding η : G →֒ GL(Λ), and if (D , ι) ∈ RZG,µ,b(R), then evaluating D on the representation
(Λ, η) determines a Zink display equipped with an OB-action. In turn, by applying the functor BTR
from nilpotent Zink displays to formal p-divisible groups (cf. [Zin02] and Theorem 2.31 below),
we obtain a formal p-divisible group X over R with OB-action. A key result which allows the
comparison of RZG,µ,b with the classical EL-type RZ-space is the following lemma, which reinterprets
the Kottwitz determinant condition on Lie(X) (cf. [RZ96, 3.23(a)]) as a condition on the Zink display
associated to X :
Lemma 1.4. Let M = (M,F ) be the Zink display associated to a formal p-divisible group X, so
BTR(M) = X. Then Lie(X) satisfies the determinant condition with respect to D if and only if M
is fpqc-locally isomorphic to Λ⊗Zp W (R)
⊕ as a graded OB ⊗Zp W (R)
⊕-module.
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We remark that the condition on M in the lemma is automatic if M comes from evaluating a
Tannakian (G,µ)-display D on (Λ, η). As a result of this lemma and the above discussion, we obtain
a map from RZG,µ,b to the EL-type Rapoport-Zink functor defined in [RZ96], denoted RZD(X0),
where X0 is the p-divisible group corresponding to the Tannakian (G,µ)-display D0.
Theorem 1.5. If (G, {µ}, [b]) is of unramified EL-type, and η(b) has no slopes equal to 0, the map
RZG,µ,b → RZD(X0) is an isomorphism. In particular, the functor RZG,µ,b is representable by a
formal scheme which is formally smooth and locally formally of finite type over Spf W (k).
This proves the conjecture of Bültel and Pappas in the case of EL-type local Shimura data. We
remark that a similar analysis should prove the conjecture in the case where the data is of PEL-type.
1.1. Acknowledgments. I thank my advisor, Thomas Haines, for his constant support and en-
couragement, and for suggesting to me that a Tannakian framework for (G,µ)-displays might be
possible. I also thank Eike Lau and Michael Rapoport for helpful discussions.
1.2. Notation.
• Let p be a prime. A ring or abelian group will be called p-adic if it is complete and separated
with respect to the p-adic topology.
• If f : A → B is a ring homomorphism, and M is an A-module, we write Mf for M ⊗A,f B. If
the map f is understood, we sometimes also write MB = M ⊗A B. If N is a B-module, we say
a map ϕ : M → N is f -linear if ϕ(am) = f(a)ϕ(m) for all a ∈ A,m ∈ M . In other words, if
we denote by N[f ] the A-module obtained from N via restriction of scalars along f , then ϕ is
an A-module homomorphism M → N[f ]. In this case we write ϕ
♯ for the linearization Mf → N
given by m⊗ b 7→ ϕ(m)b. We say ϕ is an f -linear bijection if ϕ♯ is a B-module isomorphism.
• For a Zp-algebra O, denote by NilpO the site consisting of the category of O-algebras in which p
is nilpotent, endowed with the fpqc topology. We will refer to such an O-algebra as a p-nilpotent
O-algebra.
• If ϕ : G→ H is a morphism of groups in a topos and P is an G-torsor, then Pϕ is the pushforward
of P to H , which is the G-torsor defined as the quotient of P×H by the action (p, h) 7→ (pg−1, gh).
• Let
⊕
Sn be a Z-graded ring. For a ring homomorphism ϕ :
⊕
Sn → R, we write ϕn for the
restriction of ϕ to Sn.
• For a group scheme G defined over a ring A, we write RepA(G) for the category of representations
of G on finite projective A-modules.
• Suppose Cat is a tensor category, and F1 and F2 are tensor functors RepA(G) → Cat. Then
if λ : F1 → F2 is a tensor morphism, and (V, ρ) is an object in RepA(G), we write λρ for the
induced morphism F1(V, ρ)→ F2(V, ρ) in Cat.
2. Preliminaries
2.1. Higher frames. Let us recall the formalism of higher frames, following [Lau18].
Definition 2.1. A pre-frame S = (S, σ, τ) consists of a Z-graded ring
S =
⊕
n∈Z
Sn
along with ring homomorphisms σ : S → S0 and τ : S → S0. A pre-frame is a frame if the following
conditions are satisfied:
• The endomorphism τ0 of S0 is the identity, and τ−n : S−n → S0 is bijective for all n ≥ 1.
• The endomorphism σ0 of S0 induces the p-power Frobenius s 7→ s
p on S0/pS0, and if t is the
unique element in S−1 such that τ−1(t) = 1, then σ−1(t) = p.
• We have p ∈ Rad(S0), the Jacobson radical of S0.
We say S is a frame for R = S0/tS1. A morphism of pre-frames (S, σ, τ)→ (S
′, σ′, τ ′) is a morphism
of graded rings ψ : S → S′ such that σ′ ◦ ψ = ψ ◦ σ and τ ′ ◦ ψ = ψ ◦ τ .
As in [Lau18], we remark that a frame is equivalent to a triple (
⊕
n≥0 Sn, σ, {tn}n≥0) consisting
of an Z≥0-graded ring S≥0 =
⊕
n≥0 Sn, a ring homomorphism σ : S≥0 → S0 and a collection of
maps tn : Sn+1 → Sn for n ≥ 0 such that
• For every n ≥ 0, the homomorphism tn : Sn+1 → Sn is S≥0-linear.
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• The endomorphism σ0 : S0 → S0 induces the p-power Frobenius s 7→ s
p on S0/pS0, and
σn(tn(a)) = pσn+1(a) for all a ∈ Sn+1.
• We have p ∈ Rad(S0).
The equivalence is given as follows. Define S≤0 = S0[t] where t is an indeterminate with degree
−1, and let S = S≤0 ⊕
⊕
n>0 Sn. To give S a ring structure it suffices to define multiplication by
t on Sn for n > 0. For this we use the maps tn, i.e. if s ∈ Sn, n > 0, define t · s := tn−1(s). The
homomorphism σ extends uniquely to all of S by defining σ(tn · s0) = p
nσ0(s0) for s0 ∈ S0. It
remains only to define τ : S → S0. The restriction of τ to S0 is necessarily given by the identity.
Since multiplication by t is bijective on S0[t], we can define τn : S−n → S0 by multiplication by t
−n
for n > 0. Lastly, if s ∈ Sn for n > 0, then
τ(s) = (t0 ◦ · · · ◦ tn−1)(s) = t
n · s.
Let us take a further moment to recall some notations and definitions concerning Witt vectors.
Attached to a ring R is the ringW (R) of p-typical Witt vectorsW (R). Elements ofW (R) are tuples
(ξ0, ξ1, . . . ) ∈ R
Z≥0 , and the ring structure is characterized as the unique one which is functorial in
R and for which the maps
wi :W (R)→ R, (ξi)i∈Z≥0 7→ ξ
pi
0 + pξ
pi−1
1 + · · ·+ p
iξi
are ring homomorphisms. Additionally, the ringW (R) is equipped with Frobenius and Verschiebung
maps f, v :W (R)→W (R). The Verschiebung is the additive map given by shifting: v(ξ0, ξ1, . . . ) =
(0, ξ0, ξ1, . . . ), and the Frobenius is a ring homomorphism characterized by its compatibility with
the maps wi:
wi(f(x)) = wi+1(x).
We will denote by IR the kernel of w0 :W (R)→ R. Equivalently, IR = v(W (R)).
The following is the frame of primary interest in this paper.
Definition 2.2. Let R be a p-adic ring. The Witt frame for R is defined as follows (cf. [Lau18,
Example 2.1.3]). By the above remarks, it suffices to define S≥0, σ : S≥0 → S0, and tn : Sn+1 → Sn
for every n > 0. Let S0 = W (R), and define Sn = IR viewed as a W (R)-module for n ≥ 1. If
n,m ≥ 1, then multiplication for Sn × Sm → Sn+m is given by
IR × IR → IR, (v(a), v(b)) 7→ v(ab).
The homomorphism t0 : S1 → S0 is the inclusion of the submodule IR →֒ W (R), and for n ≥ 1,
tn : Sn+1 → Sn is multiplication by p. The endomorphism σ0 of S0 = W (R) is the Witt vector
Frobenius, f . For every n ≥ 1, define σn(v(a)) = a for all a ∈ Sn = IR.
We will denote the graded module S for this frame by S = W (R)⊕, and write S = W (R)
to denote the frame (W (R)⊕, σ, τ). If R → R′ is a ring homomorphism, then the induced map
W (R) → W (R′) is a morphism of frames. By [Lau18, 4.1] the functor W which sends R to W (R)
is an fpqc sheaf of frames on NilpZp.
2.2. Graded modules. Let S be a Z-graded ring, and denote by GrMod(S) the category of
graded S-modules. If M and N are objects in this category, denote the morphisms between M
and N in GrMod(S) by Hom0S(M,N). Then Hom
0
S(M,N) is the set of S-module homomorphisms
which preserve the gradings of M and N , i.e. the set of ϕ ∈ HomS(M,N) such that ϕ(Mi) ⊆ Ni.
Let PGrMod(S) be the full subcategory of GrMod(S) consisting of finite projective graded
S-modules. By [Lau18, Lemma 3.0.1], this is equivalent to the full subcategory of projective objects
in GrMod(S) which are finitely generated.
For reference, let us review the exact tensor structure of PGrMod(S). Note GrMod(S) is
an abelian category, so PGrMod(S) inherits additivity and a notion of exactness: a sequence of
finite projective graded S-modules is exact if and only if it is exact in GrMod(S). The category
GrMod(S) is also endowed with a tensor product: if M =
⊕
iMi and N =
⊕
iNi are graded
S-modules, then M ⊗S N is a graded S-module with graded pieces
(M ⊗S N)ℓ = {mi ⊗ nj ∈M ⊗N | deg(mi) = i, deg(nj) = j, i+ j = ℓ}.
The ring S viewed as a graded module over itself is the unit object in both GrMod(S) and PGr-
Mod(S). Since the tensor product of two finite projective S-module is again a finite projective
S-module, PGrMod(S) is a tensor subcategory of GrMod(S). The dual of M in GrMod(S) is
the dual S-module M∨ = HomS(M,S) with grading (M
∨)i = (M−i)
∨.
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Lemma 2.3. The category PGrMod(S) is an exact rigid tensor category.
Proof. After the above remarks, it remains only to show that PGrMod(S) is rigid. Since every
object in PGrMod(S) admits a dual, it is enough to show that M∨∨ ∼=M (cf. the footnote under
[DM82, Definition 1.7]). But this is clear because projectivity is preserved under taking duals and
because finite projective S-modules are reflexive. 
Suppose now S = (S, σ, τ) is a frame for a ring R. Let
ν : S → S0/tS1 = R(2.1)
be the natural projection S0 → R extended by zero on Sn for n 6= 0 (this map is called ρ in [Lau18]).
By considering R to be a graded ring concentrated in degree zero, we can view ν as a homomorphism
of graded rings. Then for any finite projective graded S-module M , the base change L =M ⊗S,ν R
along ν is a finite projective graded R-module. Write
L =
⊕
i∈Z
Li
for the decomposition of L into its graded pieces.
Recall the rank function associated to a finite projective R-module is the locally constant function
on Spec R defined by p 7→ dimκ(p)(M ⊗R κ(p)), where κ(p) = Rp/pRp is the residue field of p. In
particular, if Spec R is connected, any finite projective R-module has constant rank.
Definition 2.4. Let I = (i1, . . . , in) ∈ Z
n be a collection of integers such that i1 ≤ i2 ≤ · · · ≤ in.
We say a finite projective graded S-module M is of type I if rk(Lk) is equal to the multiplicity of k
in I for all k.
For example, for any collection I = (ir), the finite free graded S-module
⊕
r S(−ir) has type I.
If Spec R is connected, every finite projective graded S-module has a unique type. Note that our
convention on the ordering of the components of I differs from that of [Lau18].
Definition 2.5. A normal decomposition for a finite projective graded S-module M is a graded
S0-module L =
⊕
i Li such that L ⊆M and L⊗S0 S =M as graded S-modules.
It follows from [Lau18, Lemma 3.1.4] that every finite projective graded S-module has a normal
decomposition if every finite projective R-module lifts to S0. This holds in particular when S0 is
p-adic. It follows that finite projective graded W (R)⊕-module has a normal decomposition.
Lemma 2.6. Suppose every finite projective R-module lifts to S0. Let I = (i1, . . . , in) and let M be
a finite projective graded S-module of type I. Then there exists a normal decomposition L =
⊕
i Li
for M such that Li 6= 0 if and only if the multiplicity of i in I is nonzero.
Proof. Write L =M ⊗S,ν R =
⊕
i Li. Because M is of type I, Li 6= 0 if and only if the multiplicity
of i in I is nonzero. We can lift each Li to a finite projective S0-module Li by assumption, and then
L =
⊕
i Li lifts L. By the proof of [Lau18, Lemma 3.1.4], L is a normal decomposition for M . 
Remark 2.7. In an earlier draft of this paper we defined a category of objects called canvases and
used these objects to develop the subsequent theory of Tannakian (G,µ)-displays. The category
of canvases over R is equivalent to the category of finite projective graded W (R)⊕-modules. Let
us briefly explain the equivalence. A precanvas is a collection of W (R)-modules {Pi}i∈Z along
with W (R)-module homomorphisms ιi : Pi+1 → Pi and αi : IR ⊗W (R) Pi → Pi+1 such that
ιi ◦ αi = αi−1 ◦ (idIR ⊗ ιi−1) = mult : IR ⊗W (R) Pi → Pi. Given a collection {Li}i∈Z of finite
projective W (R)-modules there is a standard construction of a precanvas, essentially following the
construction for displays given in [LZ07]. A canvas is a precanvas isomorphic to one resulting from
this construction. Given a finite projective graded W (R)⊕-module M , we define a precanvas over
R as follows:
• Mi is the ith graded piece of M , regarded as a W (R)-module;
• ιi :Mi+1 →Mi is multiplication by t ∈ W (R)
⊕;
• αi : IR ⊗W (R) Mi →Mi+1 is the action of W (R)
⊕
1 = IR on Mi.
One checks that this construction satisfies the desired compatibilities and defines a functor from
PGrMod(W (R)⊕) to the category of precanvases over R. Since every finite projective graded
8 PATRICK DANIELS
W (R)⊕-module has a normal decomposition, this functor defines an equivalence between the cat-
egory of finite projective graded W (R)⊕-modules and the category of canvases. Defining basic
constructions such as duals and tensor products using canvases requires some work, as it is tedious
to check all the necessary compatibilities. In the framework developed in [Lau18] this work is no
longer necessary because in this case the constructions follow from the well-known constructions for
graded modules. Therefore we have adopted the more streamlined approach using the graded ring
W (R)⊕ in this paper.
Definition 2.8. Let M be a finite projective graded S-module with normal decomposition L =⊕
i Li.
(i) The depth of M , denoted d(M), is the minimal integer i such that Li 6= 0.
(ii) The altitude of M , denoted a(M), is the maximal integer i such that Li 6= 0.
These notions a priori depend on the choice of normal decomposition, but we will see below that
there are equivalent definitions of depth and altitude which are intrinsic to M , and therefore inde-
pendent of choice of L. For any finite projective graded S-module, we have a natural homomorphism
of S0-modules θn : Mn → M
τ given by the composition of Mn →֒ M and M → M
τ . We remark
that τ defines an isomorphism S/(t− 1)S
∼
−→ S0; to see that ker τ ⊆ (t − 1)S it is enough to check
(ker τ) ∩ S≤0 ⊆ (t− 1)S, which is easy. Then
M τ ∼= lim−→
Mi,
where the colimit is taken along t :Mn →Mn−1. Denote by τ¯ the composition
S
τ
−→ S0 → S0/tS1 = R.
Define M :=M ⊗S,τ¯ R =M
τ ⊗S0 R, and let En be the image of Mn under the composition
Mn
θn−→M τ →M.
Lemma 2.9. Assume R = S0/tS1 6= 0. Let M be a finite projective graded S-module, and define
{En} as above. Then
(i) There is an integer d such that En =M for all n ≤ d.
(ii) There is an integer a such that En = 0 for all n > a.
(iii) If M has a normal decomposition L =
⊕
i Li, then the depth of M is equal to the maximal d
satisfying (i), and the altitude of M is equal to the minimal a satisfying (ii).
Proof. Since any finitely generated projective graded S-module is a direct summand of a finite free
graded S-module, for (i) and (ii) we can reduce to the case where M is free. Let M =
⊕r
i=1 S(mi),
so for every n we have
Mn =
r⊕
i=1
Smi+n,
and the map θn :Mn →M is given by
(2.2)
r⊕
i=1
Smi+n → R
r, (s1, . . . , sr) 7→ (τ (s1), . . . τ(sr)),
where τ denotes the composition S
τ
−→ S0 → S0/tS1 = R.
Now τi : Si → S0 is bijective for all i ≤ 0, so we can take d = mini{−mi} for (i). Further, if
i ≥ 1 and s ∈ Si, then τi(s) = t(t
i−1s) ∈ tS1. It follows that θn(Mn) ⊆ (tS1)M
τ , so τ i is the zero
map for i ≥ 1. Then we can take a = maxi{−mi} for (ii).
For (iii), we no longer assume M is free. Observe
Mk =
⊕
i
Li ⊗S0 Sk−i
for any k. Also, under M τ ∼= L, θk becomes the map
⊕
i
Li ⊗S0 Sk−i →
n⊕
i=m
Li, (ℓi ⊗ sk−i)i 7→ (τ(sk−i)ℓi)i.
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By the remarks above, τk−i is the zero map for k − i ≥ 1, and τk−i is bijective otherwise. Hence
Ek =
⊕
i≥k
Li ⊗S0 R.
This proves part (iii). 
Remark 2.10. We remark that the condition En = M for some n is equivalent to the condition
that θn is bijective. Indeed, obviously En =M if θn is bijective. For the converse we can reduce to
the case where M =
⊕
i S(mi) is free. But in that case, using (2.2) we see En = M if and only if
mi+n ≤ 0 for all i, which holds if and only if τmi+n is bijective for all i, i.e. if and only if θn is itself
bijective. As a consequence, if we have d(M) ≥ m for some m, then θn is bijective for all n ≤ m.
If every finite projective R-module lifts to S0, then [Lau18, Lemma 3.1.4] implies that every
finite projective S-module has a normal decomposition. In this case, therefore, any finite projective
S-module also has a well-defined depth and altitude. This holds in particular when S = W (R)⊕.
It follows further from Lemma 2.6 that in this case a finite graded projective S-module of type
I = (i1, . . . , in) has depth i1 and altitude in.
It follows from the previous lemma that we have a separated and exhaustive filtration of R-
modules
Ed ⊇ Ed+1 ⊇ · · · ⊇ Ea−1 ⊇ Ea.(2.3)
Definition 2.11. The filtration (2.3) is the Hodge filtration of M .
Let us now focus on the case where S =W (R)⊕ for a p-adic ring R. Denote by PGrModW the
fibered category over NilpZp whose fiber over R is the category PGrMod(W (R)
⊕).
Lemma 2.12. The fibered category PGrModW is an fpqc stack over NilpZp.
Proof. This is [Lau18, Lemma 4.3.2]. 
In the following we collect some properties of finite projective graded W (R)⊕-modules which can
be checked fpqc-locally on Spec R.
Lemma 2.13. Let M be a finite projective W (R)⊕-module. Let R → R′ be a homomorphism of
Zp-algebras such that the induced morphism Spec R
′ → Spec R is surjective, and let I = (i1, . . . , in).
Then M is of type I if and only if MW (R′)⊕ is of type I.
Proof. Denote by ν′ the map W (R′)⊕ → R′ defined as in (2.1). Write L =
⊕
i Li for the base
change of M along ν and L
′
=
⊕
i L
′
i for the base change of MW (R′)⊕ along ν
′. By functoriality of
the maps ν and ν′ we have an isomorphism of graded R′-modules
L⊗R R
′ ∼= L
′
and therefore an isomorphism of their graded pieces Li ⊗R R
′ ∼= L
′
i.
Suppose q is a point in Spec R′ mapping to a point p in Spec R. Then there is an induced
inclusion of residue fields κ(p) →֒ κ(q), and hence
dimκ(p)(Li ⊗R κ(p)) = dimκ(q)(L
′
i ⊗R′ κ(q)).(2.4)
It follows that if M is of type I, then so too is MW (R′)⊕ . Conversely, suppose MW (R′)⊕ is of type
I. Then the rank of L
′
i is m(i), the multiplicity of i in I. By assumption, for any q in Spec R
′ there
is a prime p in Spec R mapping to q. Hence (2.4) shows the rank of Li is m(i) as well. 
The following is an analog of [Zin02, Lemma 30].
Lemma 2.14. Let M be a finite projective graded W (R)⊕-module, and let R → R′ be a faithfully
flat extension of W (k0)-algebras. Then there is an exact sequence
0 M M ⊗W (R)⊕ W (R
′)⊕ M ⊗W (R)⊕ W (R
′ ⊗R R
′)⊕ · · ·
where the arrows are induced by applying the functor W to the usual exact sequence
0 R R′ R′ ⊗R R
′ · · ·
Proof. SinceM is a direct summand of a freeW (R)⊕-module we can reduce to the caseM =W (R)⊕.
In that case the result follows because R 7→W (R) and R 7→ IR are fpqc sheaves. 
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Next we prove that exactness is a property of finite projective W (R)⊕-modules which is fpqc
local in R.
Lemma 2.15. Let M , N , and P be finite projective W (R)⊕-modules equipped with W (R)⊕-module
homomorphisms N →M → P . The following are equivalent:
(i) The sequence
0→ N →M → P → 0
is exact.
(ii) For some faithfully flat Zp-algebra homomorphism R→ R
′ the sequence
0→ NW (R′)⊕ →MW (R′)⊕ → PW (R′)⊕ → 0
is exact.
(iii) For every faithfully flat Zp-algebra homomorphism R→ R
′ the sequence in (ii) is exact.
Proof. If the sequence in (i) is exact then it is split exact, so it will remain exact after tensoring
by any extension. Then (i) implies (iii). Obviously (iii) implies (ii), so it remains only to show (ii)
implies (i).
Suppose the sequence in (ii) is exact for some faithfully flat extension R → R′. Let us write R′′
for R′ ⊗R R
′, Consider the following commutative diagram:
0 0 0
0 N M P 0
0 NW (R′)⊕ MW (R′)⊕ PW (R′)⊕ 0
0 NW (R′′)⊕ MW (R′′)⊕ PW (R′′)⊕ 0
Here the bottom map in each column is induced by the difference of the two maps W (R′)⊕ →
W (R′ ⊗R R
′)⊕ induced by the two canonical ring homomorphisms R′ → R′ ⊗R R
′. Then the
columns are exact by Lemma 2.14. The middle row is exact by assumption and the bottom row is
exact because it is obtained by tensoring the middle row overW (R′)⊕ →W (R′⊗RR
′)⊕. Injectivity
of N →M and exactness at M follow immediately from the diagram.
It remains to check M → P is surjective. By Nakayama’s Lemma, cf. [Lau18, Lemma 3.1.1], it
is enough to show M ⊗W (R)⊕ R→ P ⊗W (R)⊕ R is surjective. But M ⊗W (R)⊕ R
′ → P ⊗W (R)⊕ R
′ is
surjective, so the result follows because R→ R′ is faithfully flat. 
Finally we show that depth and altitude can be checked fpqc-locally.
Lemma 2.16. Suppose R → R′ is a faithfully flat extension of Zp-algebras, and let M be a finite
projective graded W (R)⊕-module. Write M ′ for the base change of M to W (R′)⊕. Then d(M) =
d(M ′) and a(M) = a(M ′).
Proof. Let {En} and {E
′
n} be the Hodge filtrations for M and M
′, respectively. Choose a normal
decomposition L for M . Then L⊗W (R) W (R
′) is a normal decomposition for M ′. Hence
E′n =
⊕
i≥n
Li ⊗W (R) W (R
′)⊗W (R′) R
′ =
⊕
i≥n
Li ⊗W (R) R⊗R R
′ = En ⊗R R
′.
By faithful flatness of R → R′, E′n = 0 if and only if En = 0, so a(M) = a(M
′). Further we have
M ⊗R R
′ =M ′, so E′n =M
′ if and only if En =M . Hence d(M) = d(M
′). 
2.3. Displays. In this section we review the definitions and elementary properties of displays over
a frame. As in the previous sections, our main reference for this section is [Lau18]. Let S = (S, σ, τ)
be a frame.
Definition 2.17. A predisplay M = (M,F ) over S consists of a graded S-moduleM and a σ-linear
map F :M →M τ .
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A morphism (M,F )→ (M ′, F ′) of predisplays is a homomorphism of graded S-modulesM →M ′
which is compatible with the maps F and F ′. Denote the resulting category of predisplays over S
by Predisp(S). This is an abelian category, because the same is true of GrMod(S).
Definition 2.18. A display over S is a predisplay M = (M,F ) over S such that M is a finite
projective graded S-module and F :M →M τ is a σ-linear bijection.
Displays over S form a full subcategory of Predisp(S) which we will denote by Disp(S). Note
a σ-linear bijection M → M τ is by definition a σ-linear homomorphism whose linearization F ♯ :
Mσ → M τ is an S0-module isomorphism. In this way we see that endowing a finite projective
S-module M with the structure of a display is equivalent to giving an S0-module isomorphism
Mσ
∼
−→M τ .
Definition 2.19. Suppose S is a frame for R and let M = (M,F ) be a predisplay (resp. display)
over S.
(i) M is effective if d(M) ≥ 0.
(ii) M is an n-predisplay (resp. n-display) if it is effective and a(M) = n.
One can check that our definition of an effective predisplay agrees with that of [Lau18]. As in
the previous section, we collect here some notions regarding the exact tensor category structure
of Disp(S). Morphisms of displays over S are, in particular, morphisms of the underlying finite
projective graded S-modules, so exactness is inherited from that category (or from GrMod(S)).
The tensor product of displays is the tensor product in the category of predisplays:
(M,F )⊗ (M ′, F ′) := (M ⊗S M
′, F ⊗ F ′).
Since M ⊗S M
′ is a finite projective graded S-module, this tensor product preserves the category
of displays. The unit object is (S, σ).
The dual of a display M = (M,F ) is the display M∨ = (M∨, F∨), where M∨ is the dual of M
in PGrMod(S), and F∨ corresponds to the dual of the inverse of F ♯ :Mσ
∼
−→M τ . It is clear that
M is reflexive with respect to this notion, so the following analog of Lemma 2.3 is immediate.
Lemma 2.20. The category Disp(S) is an exact rigid tensor category.
Displays carry a good notion of bilinear form, which characterizes the tensor product of displays.
Definition 2.21. Let M = (M,F ), M ′ = (M ′, F ′), and M ′′ = (M ′′, F ′′) be displays over S. A
bilinear form β :M×M ′ →M ′′ is a bilinear form of the underlying graded S-modulesM×M ′ →M ′′
such that
F ′′(β(x, y)) = βτ (F (x), F ′(y)),
where βτ :M τ × (M ′)τ → (M ′′)τ is the induced bilinear map of S0-modules.
The tensor product ofM andM ′ is characterized by the following universal property: it admits a
bilinear form β0 :M ×M
′ →M ⊗M ′, and any other bilinear form M ×M ′ →M ′′ factors uniquely
through β0.
Let us review some other useful constructions for displays.
Definition 2.22. Let M = (M,F ) be a predisplay over a frame S = (S, σ, τ), and suppose S → S′
is a morphism to another frame S′ = (S′, σ′, τ ′). Then the base change of M to S′ is the predisplay
MS′ = (M ⊗S S
′, F ⊗ σ′).
Base change defines a functor Predisp(S)→ Predisp(S′) which preserves the full subcategories
of displays.
The definition of type for a finite projective S-module extends in a natural way to displays.
Definition 2.23. Let I be a collection of integers as in Definition 2.4. We say a displayM = (M,F )
is of type I if the finite projective graded S-module M is of type I.
Definition 2.24. A standard datum for a display is a pair (L,Φ) consisting of a finite projective
graded S0-module L =
⊕
i Li and a σ0-linear automorphism Φ : L→ L.
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From a standard datum (L,Φ), we define a display (M,F ) by takingM := L⊗S0S and F (x⊗s) =
σ(s)Φ(x). On the other hand, if M = (M,F ) is a display, then any normal decomposition L of M
determines a standard datum by viewing L as a submodule of M = L ⊗S0 S via x 7→ x ⊗ 1 and
taking Φ = F
∣∣
L
. It is clear that the display resulting from this (L,Φ) is indeed (M,F ). Hence if
every finite projective graded S-module has a normal decomposition then every display over S is
standard, i.e. is defined from a standard datum. Note also that if (L,Φ) is a standard datum for a
display M = (M,F ), then M τ ∼= L and Mσ ∼= Lσ0 , cf. [Lau18, Remark 3.2.5].
Let us remark that both the tensor product and base change can be defined in a natural way using
standard data. Indeed, if M = (M,F ) and M ′ = (M ′, F ′) are displays over S with standard data
(L,Φ) and (L′,Φ′) respectively, then (L⊗S0 L
′,Φ⊗Φ′) is a standard datum for M ⊗M ′. Similarly
(L ⊗S0 S
′
0,Φ ⊗ σ
′
0) is a standard datum for MS′ . The characterizations of the tensor product and
the base change above prove that the resulting object is independent of the choice of standard data.
Now we return our focus to the Witt frame, which is the case of interest in the remainder of the
paper. Note that if R and R′ are two p-adic rings, then a ring homomorphism R → R′ induces
a morphism of frames W (R) → W (R′). Let DispW be the category fibered over NilpZp whose
fiber over R is Disp(W (R)). As in the case of finite projective gradedW (R)⊕-modules, this fibered
category satisfies effective descent for morphisms and for objects.
Lemma 2.25. The fibered category DispW is an fpqc stack over NilpZp.
Proof. This is [Lau18, Lemma 4.4.2]. 
Suppose M = (M,F ) and M ′ = (M ′, F ′) are displays over W (R)⊕. Let ψ : M → M ′ be a
homomorphism of graded W (R)⊕-modules, and write ψR′ for the base change of ψ to W (R
′)⊕. We
have the following lemma, which says that the property of “being a morphism of displays” can be
checked fpqc locally.
Lemma 2.26. Let R be a p-nilpotent Zp-algebra, and let R → R
′ be a faithfully flat extension of
Zp-algebras. With the set-up as above, ψR′ is a morphism of displays over W (R
′) if and only if ψ
is a morphism of displays over W (R).
Proof. Obviously ψR′ is a morphism of displays if ψ is. For the converse, we want the following
diagram to commute:
Mσ (M ′)σ
M τ (M ′)τ
ψσ
F ♯ (F ′)♯
ψτ
The diagram commutes after base change to W (R′), so the result follows from Witt vector descent
for finitely generated projective modules, [Zin02, Corollary 34]. 
2.4. 1-displays. Fix a p-adic ring R. Following the notation in Definition 2.2, let us denote the
Witt vector Frobenius on W (R) by f .
Definition 2.27. A Zink display over R is a quadruple P = (P0, P1, F0, F1) consisting of a finitely
generated projective W (R)-module P0, P1 ⊆ P0 is a submodule and Fi : Pi → P0 is an f -linear
map, for i = 0 and 1, such that the following conditions are satisfied:
(i) IRP0 ⊆ P1 ⊆ P0, and the filtration
0 ⊆ P1/IRP0 ⊆ P0/IRP0
has finitely generated projective R-modules as graded pieces.
(ii) F1 : P1 → P0 is an f -linear epimorphism.
(iii) For x ∈ P0 and ξ ∈W (R) we have
F1(v(ξ) · x) = ξ · F0(x).
We remark that Zink displays are frequently referred to only as “displays” in the literature, and in
[Zin02] they are called “not-necessarily-nilpotent” (or 3n-) displays. The filtration in (i) of Definition
2.27 is called the Hodge filtration of P .
Lemma 2.28. The category of Zink displays over R is equivalent to the category of 1-displays over
W (R).
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Proof. Let M = (M,F ) be a 1-display over W (R). Since d(M) ≥ 0, we know θ0 : M0 → M
τ is
bijective, cf. Remark 2.10. We claim additionally that θ1 : M1 → M
τ is injective. Indeed, by
[Lau18, Lemma 3.1.4] and Lemma 2.9, we can choose a normal decomposition L for M such that
Li = 0 if i /∈ 0, 1. Then
M1 = (L0 ⊗W (R) IR)⊕ (L1 ⊗W (R) W (R)),(2.5)
and θ1 :M1 →M
τ = L is given by the natural inclusion.
Now let P0 = M
τ and let P1 be the image of M1 under θ1. Then P0 is a finitely generated
projective W (R)-module, and P1 is a submodule. The restrictions of F to M0 and M1 are f -linear
homomorphisms of W (R)-modules Mi →M
τ . Then Fi := F
∣∣
Mi
◦ θ−1i : Pi → P0 is also f -linear for
i = 0, 1. We claim (P0, P1, F0, F1) is a Zink display.
The first part of condition (i) in Definition 2.27 is immediate, and the second part follows because
the filtration given in the definition is identified with the Hodge filtration of M . For conditions (ii)
and (iii) we choose a normal decomposition L = L0 ⊕ L1 for M as above and let Φ = F
∣∣
L
. Then
(L,Φ) is a standard datum for M . The W (R)-module M1 can be written as in (2.5), and we see
M0 = (L0 ⊗W (R) W (R))⊕ (L1 ⊗W (R) W (R) · t).
Condition (ii) is equivalent to the condition that (F
∣∣
M1
)♯ : (M1)
f → M τ is surjective. Since
Φ♯ : Lf → L is a W (R)-module isomorphism and L is naturally identified with M τ , it is enough
to show for any x ∈ Lf , there is some y ∈ (M1)
f with F ♯(y) = Φ♯(x). First suppose x ⊗ ξ ∈
L0 ⊗W (R),f W (R) = (L0)
f . Then x⊗ v(ξ) ⊗ 1 ∈ (M1)
f , and
F ♯(x⊗ v(ξ) ⊗ 1) = F (x⊗ v(ξ)) = σ(v(ξ))F (x) = ξF (x) = Φ♯(x⊗ ξ).
Now if x⊗ ξ ∈ (L1)
f , then x⊗ 1⊗ ξ ∈ (M1)
f , and
F ♯(x⊗ 1⊗ ξ) = ξF (x) = Φ♯(x⊗ ξ).
This completes the proof of condition (ii). For condition (iii), let x = x0 + x1 ∈ P0 =M
τ = L with
x0 ∈ L0 and x1 ∈ L1. If ξ ∈ W (R), then
θ−11 (v(ξ) · x) = x0 ⊗ v(ξ) + x1 ⊗ v(ξ)
with the first v(ξ) viewed as an element of (W (R)⊕)1 = IR and the second as an element in
(W (R)⊕)0 =W (R). Then
F1(v(ξ) · x) = ξ(Φ(x0) + pΦ(x1)).
But θ−10 (x) = x0 ⊗ 1 + x1 ⊗ t, so this is the same as ξ · F0(x).
If ψ : (M,F ) → (M ′, F ′) is a morphism of 1-displays, then the W (R)-module homomorphism
ψτ defines a morphism of the corresponding Zink displays. Hence the association (M,F ) 7→
(P0, P1, F0, F1) determines a functor from the category of 1-displays over W (R) to the category
of Zink displays over R, which we claim is an equivalence of categories. Choosing a normal decom-
position L for M as above, we see
M = (L0 ⊗W (R) W (R)
⊕)⊕ (L1 ⊗W (R) W (R)
⊕(−1)).
It follows that any morphism M →M ′ of 1-displays is uniquely determined by its restriction to L0
and L1, and therefore by its restriction to M0 and M1, so the functor is faithful.
Now let P and P ′ be the Zink displays associated to 1-displays (M,F ) and (M ′, F ′), and suppose
ϕ : P → P ′ is a morphism of Zink displays. In particular, ϕ is a W (R)-module homomorphism
P0 =M
τ → (M ′)τ = P ′0 which sends P1 = θ1(M1) to P
′
1 = θ
′
1(M
′
1), and which satisfies
F ′0 ◦ ϕ = ϕ ◦ F0, and F
′
1 ◦ ϕ = ϕ ◦ F1.(2.6)
For i = 0, 1, let ψi be the composition
Li →֒ Pi
ψ
−→ P ′i
(θ′i)
−1
−−−−→M ′i .
Then ψ0 + ψ1 defines a W (R)-module homomorphism L → M
′ which sends Li to M
′
i for every
i. Therefore it induces a graded W (R)⊕-module homomorphism ψ : M → M ′. By construction
ψτ = ϕ, and it follows from the identities (2.6) that F ′ ◦ ψ = ψτ ◦ F . Hence the functor is full.
Now suppose (P0, P1, F0, F1) is a Zink display. By [Zin02, Lemma 2], condition (i) in the definition
of Zink displays implies the existence of finitely generated projectiveW (R)-modules L0 and L1 such
14 PATRICK DANIELS
that P0 = L0 ⊕ L1 and P1 = IRL0 ⊕ L1. If we define Φ = F0
∣∣
L0
⊕ F1
∣∣
L1
, then (P0,Φ) constitutes a
standard datum for a 1-display whose resulting Zink display is isomorphic to (P0, P1, F0, F1). 
If (P0, P1, F0, F1) is a Zink display, then by [Zin02, Lemma 10] there exists a unique linear map
V ♯ : F0 → F
f
0 characterized by
V ♯(ξ · F0(x)) = pξ ⊗ x, and V
♯(ξ · F1(y)) = ξ ⊗ y
for all ξ ∈W (R), x ∈ P0, y ∈ P1. Denote by V
♯
i the induced map P
fi
0 → P
fi+1
0 .
Definition 2.29. A Zink display (P0, P1, F0, F1) over R is nilpotent if there exists an N such that
the composition
V ♯N ◦ V
♯
N−1 ◦ · · · ◦ V
♯ : P0 → P
fN+1
0
is zero modulo IR + pW (R).
Remark 2.30. If R = k is a perfect field of characteristic p, then displays over k are equivalent
to Dieudonné modules over k, and the nilpotence condition on a display corresponds to topolog-
ical nilpotence of the Verschiebung operator on the corresponding Dieudonné module, cf. [Zin02,
Proposition 15].
In [Zin02], Zink defines a functor BTR from the category of Zink displays over R to the category
of formal groups over R. Further, he shows that the restriction of BTR to the full subcategory of
nilpotent displays has essential image contained in the category of p-divisible formal groups. The
following is the main theorem connecting displays and formal p-divisible groups. For many R it was
proved by Zink in [Zin02], and for all R which are p-adic this was proved by Lau in [Lau08].
Theorem 2.31 (Zink, Lau). The functor BTR induces an equivalence of categories between nilpo-
tent Zink displays over R and formal p-divisible groups over R. Further, BTR has the following
properties: if P = (P0, P1, F0, F1) is a nilpotent Zink display, then
(i) Lie(BTR(P )) = P0/P1
(ii) The height of BTR(P ) is equal to the rank of P0 over W (R).
Finally let us mention some aspects the of the connection between the theory of displays and
the theory of crystals associated to p-divisible groups. Suppose X is a formal p-divisible group over
a p-nilpotent Zp-algebra R. Associated to X is its covariant Dieudonné crystal D(X). Evaluating
D(X) on the trivial PD-thickening idR : R → R, we obtain a finite projective R-module D(X)R
equipped with a functorial exact sequence
0→ Lie(X∨)∗ → D(X)R → Lie(X)→ 0
which is compatible with base change. Here Lie(X) is the Lie algebra of X , which is a finite
projective R-module, X∨ is the Serre dual of X , and (−)∗ denotes linear dual. The filtration
D(X)R ⊃ Lie(X
∨)∗ ⊃ 0
is the Hodge filtration of X . If X = BTR(P ) for a nilpotent Zink display P = (P0, P1, F0, F1),
then it follows from [Zin02, Theorem 94] that there is a canonical isomorphism of finite projective
R-modules
P0 ⊗W (R) R ∼= D(X)R
which sends the Hodge filtration of P to the Hodge filtration of X .
3. G-displays
3.1. G-displays of type µ and (G,µ)-displays. Let G be a flat affine group scheme of finite type
over Zp, let k0 be a finite extension of Fp, and let µ : Gm,W (k0) → GW (k0) be a cocharacter defined
over W (k0). If R is a W (k0)-algebra, then W (R) is endowed with the structure of a W (k0)-algebra
via composition
W (k0)
∆
−→W (W (k0))→W (R),
where the first map is the Cartier homomorphism (cf. [Laz06, Ch VII, Prop 4.2]) and the second
is induced by functoriality from the W (k0)-algebra structure homomorphism. Then W (R)
⊕ is a
graded W (k0)-algebra, and σ : W (R)
⊕ → W (R) extends the Frobenius on W (k0). A frame whose
A TANNAKIAN FRAMEWORK FOR G-DISPLAYS AND RAPOPORT-ZINK SPACES 15
graded ring and Frobenius satisfy these properties is called a W (k0)-frame, cf. [Lau18, Definition
5.0.1].
Using the cocharacter µ we define a (right) action of Gm,W (k0) on GW (k0) as follows: if λ ∈
Gm,W (k0)(R) and g ∈ GW (k0)(R) for some W (k0)-algebra R, define
g · λ := µ(λ)−1gµ(λ).
Write GW (k0) = Spec A for aW (k0)-algebra A. Then the action defined above also defines an action
on A. Since GW (k0)(R) = HomW (k0)(A,R) for any W (k0)-algebra R, there is a canonical bijection
between elements of A and natural transformations GW (k0) → A
1
W (k0)
given by sending f ∈ A to
evaluation on f . Hence we can make the action on A explicit: if f ∈ A and λ ∈ Gm,W (k0)(R), define
λ · f to be the function G(R)→ R given by
(λ · f)(g) := f(µ(λ)−1gµ(λ))
for g ∈ GW (k0)(R). Giving the collection of these actions as R varies corresponds to a Z-grading on
A. In particular, An is the set of f ∈ A with (λ · f)(g) = λ
nf(g) for all λ ∈ Gm,W (k0)(R), g ∈ G(R).
Let S be a Z-graded W (k0)-algebra, and recall the identification GW (k0)(S) = HomW (k0)(A,S).
Define
G(S)µ := Hom
0
W (k0)(A,S),
i.e. G(S)µ is the subset of GW (k0)(S) consisting of W (k0)-algebra homomorphisms which preserve
the respective gradings. The Hopf algebra structure for A preserves the grading induced by µ, so
G(S)µ forms a subgroup of GW (k0)(S).
Lemma 3.1. Let G and G′ be flat affine group schemes of finite rank over Zp, and let ϕ : G→ G
′
be a Zp-group scheme homomorphism. Suppose µ is a cocharacter of G defined over W (k0). Then
ϕ induces a group homomorphism
ϕ : G(S)µ → G
′(S)ϕ◦µ
for every Z-graded W (k0)-algebra S.
Proof. Let A and B be W (k0)-algebras such that GW (k0) = Spec B and G
′
W (k0)
= Spec A. Then
ϕ corresponds to a W (k0)-algebra homomorphism ϕ
♮ : A → B. We must show ϕ♮ preserves the
gradings, where λ ∈ Gm(S) acts on B via µ and on A via ϕ ◦ µ for a Z-graded W (k0)-algebra S.
Let f ∈ An, so (λ · f)(h) = λ
nf(h) for all h ∈ G′(S). Then if g ∈ G(S),
(λ · ϕ♮(f))(g) = (ϕ♮(f))(µ(λ)−1gµ(λ)) = (λ · f)(ϕ(g)) = λn(ϕ♮(f))(g).
We conclude ϕ♮(f) ∈ Bn, so ϕ
♮ is a graded homomorphism, and the result follows. 
Suppose now S = (S, σ, τ) is a W (k0)-frame. The W (k0)-homomorphisms σ, τ : S → S0 induce
group homomorphisms
σ, τ : G(S)µ → G(S0).
Indeed, if g ∈ G(S)µ, then σ(g) (resp. τ(g)) is defined by post-composing g ∈ HomW (k0)(A,S) with
σ : S → S0 (resp. τ : S → S0). Using these homomorphisms we define a group action of G(S)µ on
G(S0) as follows:
(3.1) G(S0)×G(S)µ → G(S0), (x, g) 7→ τ(g)
−1xσ(g).
Let us restrict our focus to the Witt frame, W (R) (cf. 2.2). We define two group-valued functors
on W (k0)-algebras as follows: if R is a W (k0)-algebra, let
L+G(R) := G(W (R)), and L+µG(R) := G(W (R)
⊕)µ.
By [Lau18, Lemma 5.4.1] these are representable functors. We will refer to the W (k0)-group scheme
L+G as the positive Witt loop group scheme, and to L+µG as the display group for the pair (G,µ).
Definition 3.2 (Lau). The stack of G-displays of type µ is the fpqc quotient stack
G-DispWµ = [L
+G/L+µG].
over NilpW (k0), where L
+
µG acts on L
+G via the action (3.1).
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Explicitly, for a p-nilpotentW (k0)-algebra R, G-Disp
W
µ (R) is the groupoid of pairs (Q,α), where
Q is an fpqc-locally trivial L+µG-torsor over Spec R and α : Q→ L
+G is an L+µG-equivariant map.
If (G,µ) and (G′, µ′) are two pairs as above, and ϕ : G→ G′ is a Zp-group scheme homomorphism
such that ϕ ◦ µ = µ′, then ϕ commutes with σ and τ , and therefore, by Lemma 3.1, ϕ induces a
morphism of stacks
G-DispWµ → G
′-DispWµ′ .
On the level of objects, the pair (Q,α) is sent to (Qϕ, α′), where Qϕ is the pushforward of Q along
ϕ : L+µG→ L
+
µ′G
′ and α′ is the induced L+µ′G
′-equivariant morphism Qϕ → L+G′.
Remark 3.3. Let I = (i1, i2, . . . , in) ∈ Z
n with i1 ≤ i2 ≤ · · · ≤ in, and define a cocharacter
µI : Gm → GLn, λ 7→ diag(λ
i1 , λi2 , . . . , λin).
Then GLn-Disp
W
µI is the stack of displays of type I = (i1, . . . , in), cf. [Lau18, Example 5.3.5].
As a particular example, consider the case where I = (0(r), 1(n−r)) for some r. Then µ = µr,n is
the minuscule cocharacter λ 7→ diag(1(r), λ(n−r)), and L+µGLn(R) consists of block matrices(
A B
C D
)
where
• A is an r × r-matrix whose entries are in W (R)⊕0 =W (R),
• B is an r × (n− r)-matrix whose entries are in W (R)⊕1 = IR,
• C is an (n− r)× r-matrix whose entries are in W (R)⊕−1 =W (R) · t,
• D is an (n− r) × (n− r)-matrix whose entries are in W (R)⊕0 =W (R).
In this case, GLn-Disp
W
µr,n is isomorphic to the stack of Zink displays (P0, P1, F0, F1) with rkW (R)P0 =
n and rkR(P0/P1) = d, cf. Lemma 2.28.
Bültel and Pappas define [BP17] an alternative category of (G,µ)-displays over R in the case
where G is reductive over Zp and µ is a minuscule cocharacter defined overW (k0). This category is
equivalent to the category of G-displays of type µ over R. Let us briefly review the definitions and
describe the equivalence.
Associated to the cocharacter µ is the parabolic subgroup Pµ. It has a functor of points description
by
Pµ(R) = {g ∈ G(R) | lim
λ→0
µ(λ)gµ(λ)−1 exists },
cf. [BP17, A.0.1] for the precise meaning of this condition. The Witt loop group scheme L+G is
equipped with a canonical morphism L+G→ G induced by the ring homomorphism w0 : W (R)→ R
given by projection onto the first factor. Define a closed subgroup scheme Hµ of L+G by
Hµ(R) = {g ∈ L+G(R) | g0 ∈ Pµ(R)},
where R is any W (k0)-algebra and g0 is the image of g under L
+G → G. By [BP17, Proposition
3.1.2] there is a group scheme homomorphism
ΦG,µ : H
µ → L+G
such that ΦG,µ(h) = F (µ(p)hµ(p)
−1) ∈ G(W (R)[1/p]), where F is induced from the Witt vector
Frobenius.
Definition 3.4 (Bültel-Pappas). Let G be a reductive group scheme over Zp, and let µ be a
minuscule cocharacter for G defined overW (k0). A (G,µ)-display over aW (k0)-scheme S is a triple
(P,Q, u), where
• Q is a right Hµ-torsor over S,
• P is the pushforward of Q along Hµ →֒ L+G,
• u : Q→ P is a morphism such that u(q · h) = u(q)ΦG,µ(h) for all h ∈ H
µ and q ∈ Q.
Morphisms of (G,µ)-displays are torsor isomorphisms Q→ Q′ compatible with u. In this way we
obtain a category of (G,µ)-displays over R for any W (k0)-algebra R. By [BP17, 3.2.7] the stack of
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(G,µ)-displays over NilpW (k0) is isomorphic to the fpqc quotient stack [L
+G/ΦG,µH
µ], where Hµ
acts on L+G via
g · h = h−1gΦG,µ(h)(3.2)
for R ∈ Ob(NilpW (k0)), h ∈ H
µ(R), g ∈ L+G(R).
Lemma 3.5. The stack of (G,µ)-displays is isomorphic to G-DispWµ .
Proof. This is the content of [Lau18, Remark 6.3.4]. The ring homomorphism τ induces a canonical
morphism τ : L+µG → H
µ which is an isomorphism in the case where G is reductive and µ is
minuscule by [Lau18, Remark 6.3.3]. It remains only to check that the action (3.2) coincides with
the action (3.1) under this isomorphism, but this follows from [Lau18, Lemma 5.2.1]. 
3.2. Graded fiber functors. Let G be a flat affine group scheme of finite type over Zp. Denote by
RepZp(G) the category of representations of G on finite free Zp-modules. Let R be aW (k0)-algebra.
Definition 3.6. A graded fiber functor over W (R)⊕ is an exact tensor functor
F : RepZp(G)→ PGrMod
W (R).
Denote by GFFW (R) the category of graded fiber functors over W (R)⊕. Morphisms in this
category are morphisms of tensor functors. If R → R′ is a ring homomorphism and F is a graded
fiber functor over W (R)⊕, then we define the base change of F to W (R′)⊕, written FR′ , as the
compositionRepZp(G)→ PGrMod
W (R)→ PGrModW (R′). As R varies inNilpW (k0) we obtain
a fibered category GFFW whose fiber over R is GFFW (R).
Lemma 3.7. The fibered category GFFW is an fpqc stack in groupoids over NilpW (k0).
Proof. The proof is essentially the same as that of [PWZ15, Proposition 7.2]. We repeat the argu-
ment here for completeness.
Both RepZp(G) and PGrMod
W (R) are rigid tensor categories (cf. Lemma 2.3), so by [DM82,
Proposition 1.13], if F1 and F2 are graded fiber functors over W (R)
⊕, then every morphism of
tensor functors F1 → F2 is an isomorphism. Hence GFF
W is fibered in groupoids.
It remains to show GFFW satisfies effective descent for morphisms and for objects. Let R be a
p-nilpotent W (k0)-algebra, let R
′ be a faithfully flat extension, and let R′′ = R′ ⊗R R
′. Suppose
λ′ : (F1)R′ → (F2)R′ is a morphism over R
′ such that the two pullbacks to R′′ agree. Then for each
(V, ρ) ∈ Ob(RepZp(G)), the same holds for λ
′
ρ. By Lemma 2.12, morphisms of finite projective
gradedW (R)⊕-modules descend, so we obtain unique morphisms λρ for every (V, ρ). We need these
morphisms to piece together to form a natural transformation λ : F1 → F2 which is compatible
with the tensor product. Let α : (V, ρ)→ (U, π) be a morphism in RepZp(G). Then we must show
the following diagram commutes:
F1(V, ρ) F1(U, π)
F2(V, ρ) F2(U, π)
F1(α)
λρ λπ
F2(α)
By assumption the diagram commutes after base change to R′. Then the morphism (F1)R′(V, ρ)→
(F2)R′(U, π) descends uniquely to a morphism F1(V, ρ) → F2(U, π). Since both λπ ◦ F1(π) and
F2(π) ◦ λρ satisfy this property, they agree by uniqueness, and the diagram commutes. Hence λ is
a natural transformation. A similar argument shows that λ is compatible with tensor products, so
we conclude morphisms descend.
Finally we prove GFFW satisfies effective descent for objects. Let F ′ be a graded fiber functor
over W (R′)⊕ equipped with a descent datum, i.e. equipped with an isomorphism
p∗1F
′ ∼−→ p∗2F
′
of tensor functors overW (R′′)⊕ satisfying the cocycle condition, where p∗1 and p
∗
2 denote base change
along the maps induced by r 7→ r ⊗ 1 and r 7→ 1 ⊗ r from R′ → R′ ⊗ R′, respectively. The given
descent datum induces a descent datum on F ′(V, ρ) for each (V, ρ) inRepZp(G), so, by Lemma 2.12,
for every (V, ρ) we obtain a finite projective W (R)⊕-module F (V, ρ) over R whose base change to
R′ is F ′(V, ρ). We claim the assignment (V, ρ)→ F (V, ρ) is functorial. Suppose α : (V, ρ)→ (U, π)
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is a morphism in RepZp(G). Then we obtain a morphism F
′(α) : F ′(V, ρ) → F ′(U, π). Because
the descent datum on F ′ is a natural transformation, we obtain a commutative diagram:
p∗1F
′(V, ρ) p∗2F
′(V, ρ)
p∗1F
′(U, π) p∗2F
′(U, π)
∼
p∗1F
′(α) p∗2F
′(α)
∼
From this we see the two pullbacks of F ′(α) coincide, so by descent for finite projective modules
over a graded ring we obtain a unique homomorphism F (V, ρ) → F (U, π). The uniqueness part
of this assertion is enough to prove that F preserves compositions and the identity, so F is, in
fact, a functor. Now, being a tensor functor, F ′ is equipped with isomorphisms F ′(1) ∼= 1 and
F ′(V, ρ) ⊗ F ′(U, π) ∼= F ′(V ⊗ U, ρ ⊗ π). Since the descent datum on F ′ is a tensor morphism,
it is compatible with these isomorphisms. Hence these isomorphisms descend as above to F . The
isomorphisms are compatible with the associativity and commutativity restraints on F ′, so by
uniqueness the same holds for F , and F is a tensor functor. By Lemma 2.15 exactness is an fpqc
local property for finite projective W (R)⊕-modules, so F is exact. 
If F1 and F2 are two graded fiber functors over W (R)
⊕, denote by Isom⊗(F1,F2) the func-
tor which assigns to an R-algebra R′ the set Isom⊗((F1)R′ , (F2)R′) of isomorphisms of tensor
functors (F1)R′ → (F2)R′ . By the Lemma 3.7 this is an fpqc sheaf over NilpR. We write
Aut⊗(F ) := Isom⊗(F ,F ) and Aut⊗(FR) := Isom
⊗(FR,FR). There is a natural action of
Aut⊗(F1) on Isom
⊗(F1,F2) by pre-composition.
If R is a W (k0)-algebra, let us define a tensor functor
Cµ,R : RepZp(G)→ PGrMod
W (R)
attached to any cocharacter µ of G defined overW (k0). Given a representation (V, ρ) in RepZp(G),
µ induces a canonical decomposition
VW (k0) =
⊕
i∈Z
V iW (k0),(3.3)
where VW (k0) := V ⊗Zp W (k0), and
V iW (k0) = {v ∈ VW (k0) | (ρ ◦ µ)(z) · v = z
iv for all z ∈ Gm(W (k0))}.
By base change along W (k0)→W (R)
⊕ we obtain a finite projective graded W (R)⊕ module
V ⊗Zp W (R)
⊕ = VW (k0) ⊗W (k0) W (R)
⊕.
Any morphism ϕ : (V, ρ) → (U, π) in RepZp(G) preserves the grading induced by µ, so we have
defined a functor
Cµ,R : RepZp(G)→ PGrMod
W (R), V 7→ VW (k0) ⊗W (k0) W (R)
⊕.
The resulting functor obviously preserves the tensor product, and it is exact because the underlying
modules of objects in RepZp(G) are free, so all short exact sequences remain exact after tensoring
over W (R)⊕. Then Cµ,R is a graded fiber functor over W (R)
⊕.
Remark 3.8. For any W (k0)-algebra R, the W (k0)-algebra structure homomorphism for W (R)
factors through ∆ : W (k0) → W (W (k0)) by definition. Then we see Cµ,R is the base change of
Cµ,W (k0) along PGrMod
W (W (k0))→ PGrMod
W (R). We will denote Cµ,W (k0) simply by Cµ.
Definition 3.9. A graded fiber functor F over W (R)⊕ is of type µ if for some faithfully flat
extension R→ R′ there is an isomorphism FR′ ∼= Cµ,R′ .
Remark 3.10. Let (V, ρ) be a representation of G on a finite free Zp-algebra of rank n, and suppose
the weights of ρ ◦ µ on V are {w1, . . . , wr} with w1 ≤ w2 ≤ · · · ≤ wr. Let ri be the rank of V
wi
W (k0)
.
Then define I := Iµ(V, ρ) = (i1, · · · , in) as follows: First let i1 = · · · = ir1 = w1. Then for j ≥ 1
and any r satisfying
j∑
k=1
rk < r ≤
j+1∑
k=1
rk,
A TANNAKIAN FRAMEWORK FOR G-DISPLAYS AND RAPOPORT-ZINK SPACES 19
let ir = wr. We see that Cµ,R(V, ρ) is of type I. If F is any graded fiber functor over W (R)
⊕ of
type µ, then it follows from Lemma 2.13 that F (V, ρ) is of type I as well.
Denote by GFFµ(W (R)
⊕) the category of graded fiber functors of type µ over W (R)⊕. Base
change preserves graded fiber functors of type µ, so we obtain a fibered categoryGFFWµ whose fiber
over R is GFFµ(W (R)
⊕).
Lemma 3.11. The fibered category GFFWµ is a substack of GFF
W .
Proof. The property of being type µ is an fpqc local property. 
For any Zp-algebra R let PMod(R) be the category of finite projective R-modules. Associated
to this category we have the canonical fiber functor
ωR : RepZp(G)→ PMod(R), (V, ρ) 7→ V ⊗Zp R.
Define Aut⊗(ω) to be the fpqc sheaf in groups overNilpW (k0) which associates to anW (k0)-algebra
R the group of automorphisms of ωR. By Tannakian duality, the assignment g 7→ {ρ(g)}(V,ρ) defines
an isomorphism of fpqc sheaves in groups
G
∼
−→ Aut⊗(ω),
cf. [Cor14, Theorem 44] for the statement in this generality.
Lemma 3.12. Let R be a W (k0)-algebra. For all g ∈ L
+
µG(R), the collection {ρ(g)}(V,ρ) comprises
an element of Aut⊗(Cµ,R).
Proof. By Lemma 3.1,
ρ(g) ∈ GL(VW (k0)⊗W (k0)W (R)
⊕)ρ◦µ,
so it is enough to show that any h ∈ GL(VW (k0) ⊗W (k0) W (R)
⊕)ρ◦µ preserves the grading on
VW (k0) ⊗W (k0) W (R)
⊕ for all (V, ρ).
Suppose rkZp(V ) = r, and choose an ordered basis {v1, . . . , vr} for VW (k0) over W (k0) such that
each vi ∈ V
ni
W (k0)
and n1 ≤ n2 ≤ · · · ≤ nr. Relative to this basis we have
GL(VW (k0) ⊗W (k0) W (R)
⊕) ∼= GLr(W (R)
⊕),
and (ρ ◦ µ)(z) = diag(zn1 , . . . , znr). Let A be the coordinate ring of GLr,W (k0), so
A =W (k0)[Xij , Y ]
r
i,j=1/(det(Xij)Y − 1).
If λ ∈ Gm(W (k0)), the action of λ on A is given by
Xij 7→ λ
nj−niXij .
Then any h ∈ GLr(W (R)
⊕)ρ◦µ is represented by a matrix (hij)ij with hij ∈W (R)
⊕
nj−ni . We claim
this implies that h preserves the grading on VW (k0) ⊗W (k0)W (R)
⊕. Indeed, let v ∈ (VW (k0) ⊗W (k0)
W (R)⊕)ℓ. We need to show h(v) ∈ (VW (k0) ⊗W (k0) W (R)
⊕)ℓ. Write
v =
r∑
j=1
vj ⊗ ξj ,
where ξj ∈ W (R)
⊕
ℓ−nj
for all j. Then
h(v) =
r∑
j=1
r∑
i=1
vi ⊗ hijξj ,
and vi ⊗ hijξj is of degree ni + (nj − ni) + (ℓ − nj) = ℓ as desired. 
It follows from the lemma that the assignment g 7→ {ρ(g)}(V,ρ) induces a homomorphism of fpqc
sheaves of groups on NilpW (k0)
Ψ : L+µG→ Aut
⊗(Cµ).(3.4)
Theorem 3.13. The homomorphism (3.4) is an isomorphism.
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Proof. For every W (k0)-algebra R, ΨR is the restriction of the map G(W (R)
⊕) → Aut⊗(ωW (R)⊕)
given by g 7→ {ρ(g)}(V,ρ). An inverse to this map is constructed in [Cor14, Theorem 44] (cf. also
[Mil17, Theorem 9.2]). We need only verify the restriction of this inverse to Aut⊗(Cµ,R) respects
the grading. Let us review the construction of this map.
Denote byRep′Zp(G) the category whose objects are the representations (V, ρ) ofG on Zp-modules
such that
(V, ρ) = lim
−→
(W,π),
where (W,π) runs through the partially ordered set of all G-sub-representations of (V, ρ) belonging
to RepZp(G). The functor Cµ,R extends to a functor
C
′
µ,R : Rep
′
Zp
(G)→ GrMod(W (R)⊕), V 7→ VW (k0) ⊗W (k0) W (R)
⊕.
If we denote by Aut⊗(C ′µ) the group-valued functor on W (k0)-algebras given by R 7→ Aut
⊗(C ′µ,R),
then there is a canonical isomorphism
Aut⊗(Cµ)
∼
−→ Aut⊗(C ′µ).
We will abuse notation and also denote the composition L+µG → Aut
⊗(C ′µ) by Ψ. It is enough to
define an inverse to this composition.
Write G = Spec A. Recall the regular representation ρreg is the representation of G on A, viewed
as a Zp-module, whose comodule morphism is the comultiplication for A. Explicitly, if R is a
Zp-algebra, g ∈ G(R), and a ∈ A⊗Zp R, then ρreg(g) · a is defined by
(ρreg(g) · a)(h) = a(hg).
By [Ser68, Proposition 2], ρreg is an object of Rep
′
Zp
(G). One checks the morphisms
(Zp,1)→ (A, ρreg) and (A, ρreg)⊗ (A, ρreg)→ (A, ρreg),(3.5)
given by the unit and multiplication respectively, are G-equivariant.
Now let R be a W (k0)-algebra and let λ ∈ Aut
⊗(C ′µ,R), so for every (V, ρ) in Rep
′
Zp
(G),
λρ : VW (k0) ⊗W (k0) W (R)
⊕ → VW (k0) ⊗W (k0) W (R)
⊕
is a gradedW (R)⊕-module automorphism. In particular, λ determines a gradedW (R)⊕-module au-
tomorphism λρreg of A⊗ZpW (R)
⊕. Moreover, since λ is a morphism of tensor functors, functoriality
applied to (3.5) implies λρreg is a graded W (R)
⊕-algebra homomorphism.
Define ΦR : Aut
⊗(Cµ,R)→ G(W (R))
⊕ by assigning to λ ∈ Aut⊗(Cµ,R) the composition
AW (k0) ⊗W (k0) W (R)
⊕
λρreg
−−−→ AW (k0) ⊗W (k0) W (R)
⊕
ε⊗idW (R)⊕
−−−−−−−→W (R)⊕,
where the ε is the counit for AW (k0). We claim this composition is a graded W (R)
⊕-module
homomorphism, so ΦR(λ) ∈ G(W (R)
⊕)µ = L
+
µG(R). By assumption λρreg respects the grading, so
it remains only to show ε⊗ idW (R)⊕ is a graded W (R)
⊕-homomorphism. Because the zero element
of W (R)⊕ is homogeneous of degree n for all n, it is enough to show ε(a) = 0 if a ∈ (AW (k0))n for
n 6= 0. Let a ∈ (AW (k0))n and λ ∈ Gm(W (k0)). Then
(λ · a)(e) = a(µ(λ)−1eµ(λ)) = a(e) = ε(a),
where e is the identity element of G(W (k0)). But since a ∈ (AW (k0))n,
(λ · a)(e) = λna(e) = λnε(a).
Hence (λn − 1)ε(a) = 0 in W (k0) for all λ ∈ W (k0)
×, so ε(a) = 0 if n 6= 0.
The construction of ΦR is functorial in R, so as R varies we obtain a natural transformation
Φ : Aut⊗(C ′µ)→ L
+
µG,
and the verifications in [Cor14, Theorem 44] show Φ and Ψ compose to the identity in both directions.

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It follows from the theorem that if F is a graded fiber functor of type µ over W (R)⊕, then
Isom⊗(Cµ,R,F ) is an L
+
µG-torsor, with L
+
µG acting by pre-composition. This defines a functor
GFF
W
µ (R)→ TorsL+µG(R), F 7→ Isom
⊗(Cµ,R,F ),(3.6)
where TorsL+µG is the fpqc stack of L
+
µG-torsors over NilpW (k0).
Corollary 3.14. The functor (3.6) induces an isomorphism of stacks
GFFWµ
∼
−→ TorsL+µG.
Proof. Fix a p-nilpotent W (k0)-algebra R. Suppose F and F
′ are graded fiber functors of type µ
over W (R)⊕, and let ψ1 and ψ2 be morphisms F → F
′ which induce the same morphism
ϕ : Isom⊗(Cµ,R,F )→ Isom
⊗(Cµ,R,F
′).
Let R→ R′ be a faithfully flat extension and choose λ ∈ Isom⊗(Cµ,R′ ,FR′ ). Then
(ψ1)R′ ◦ λ = (ϕR′ )(λ) = (ψ2)R′ ◦ λ.
Since λ is an isomorphism, (ψ1)R′ = (ψ2)R′ . Then by descent, ψ1 = ψ2, and the functorGFF
W
µ (R)→
TorsL+µG(R) is faithful.
Now consider an L+µG-equivariant morphism
ϕ : Isom⊗(Cµ,R,F )→ Isom
⊗(Cµ,R,F
′)
As above, choose R→ R′ faithfully flat. Then for any λ ∈ Isom⊗(Cµ,R′ ,FR′), the element
ψ′ = ϕR′ (λ) ◦ λ
−1 ∈ Isom⊗(FR′ ,F
′
R′)
is determined uniquely by ϕ by L+µG-equivariance. Indeed, if λ
′ : Cµ,R′
∼
−→ FR′ is another choice,
then λ−1 ◦ λ′ is a tensor automorphism of Cµ,R′ , hence is an element of L
+
µG(R
′). Then
ϕR′(λ
′) = ϕR′ (λ ◦ λ
−1 ◦ λ′) = ϕR′ (λ) ◦ (λ
−1 ◦ λ′)
by L+µG(R
′)-equivariance, so ϕR′(λ) ◦ λ
−1 = ϕR′ (λ
′) ◦ (λ′)−1. Similarly, by L+µG(R
′′)-equivariance,
p∗1ψ
′ = ϕR′′ (p
∗
1λ) ◦ (p
∗
1λ)
−1 = ϕR′′ (p
∗
2λ) ◦ (p
∗
2λ)
−1 = p∗2ψ
′,
so ψ′ descends to some ψ : F → F ′. It is clear that ψ′ maps to ϕR′ , so by descent we have ψ
mapping to ϕ, and we see the functor is full.
Then we are done by [Sta17, Lemma 046N] since any L+µG-torsor is fpqc-locally trivial, and the
trivial L+µG-torsor is in the essential image of this functor. 
3.3. Tannakian (G,µ)-displays. Let G and µ be as in the previous section. In this section we
give a Tannakian definition of G-displays of type µ and show that the resulting stack coincides with
those defined by Lau and Bültel-Pappas. Let R be a p-adic W (k0)-algebra.
Definition 3.15. A Tannakian G-display over R is an exact tensor functor
D : RepZp(G)→ Disp
W (R).
As in the previous section such functors form a fibered category over NilpW (k0), which we will
denote by G-DispW,⊗.
Lemma 3.16. The fibered category G-DispW,⊗ is an fpqc stack in groupoids.
Proof. The proof is essentially the same as that of Lemma 3.7, after replacing PGrModW by
DispW everywhere. 
Denote by υR the natural forgetful functor which sends a display M = (M,F ) to its underlying
finite projective gradedW (R)⊕-moduleM . If D is a TannakianG-display overR, then by composing
with the forgetful functor υR we obtain a graded fiber functor υR◦D :RepZp(G)→ PGrMod
W (R).
Definition 3.17. A Tannakian (G,µ)-display over R is a Tannakian G-display D over R such that
υR ◦D is a graded fiber functor of type µ.
Denote by G-DispW,⊗µ the fibered category over NilpW (k0) whose fiber over R is the category of
Tannakian (G,µ)-displays over R. The following is analogous to Lemma 3.11.
22 PATRICK DANIELS
Lemma 3.18. The fibered category G-DispW,⊗µ is a substack of G-Disp
W,⊗.
Construction 3.19. Suppose D is a Tannakian (G,µ)-display over R. We will associate to D a
G-display of type µ. By Corollary 3.14,
QD := Isom
⊗(Cµ,R, υR ◦D)
is an L+µG-torsor over R. Let R
′ be an R-algebra and suppose λ : Cµ,R′
∼
−→ υR′ ◦ DR′ is an
isomorphism of tensor functors. If (V, ρ) is in RepZp(G), write DR′(V, ρ) = (M(ρ)
′, F (ρ)′). Define
αD(λ)ρ as the composition
V ⊗Zp W (R
′)
(λρ)
σ
−−−→ (M(ρ)′)σ
(F (ρ)′)♯
−−−−−→ (M(ρ)′)τ
(λρ)
τ
←−−− V ⊗Zp W (R
′).
On the left we are implicitly identifying
(V ⊗Zp W (R
′)⊕)σ ∼= V ⊗Zp W (R
′)
using the isomorphism induced by the natural isomorphism of rings W (R′)⊕ ⊗W (R′)⊕,σ W (R
′)
∼
−→
W (R′). We have a similar identification on the right when we replace σ by τ .
Because λ : Cµ,R′ → υR′ ◦DR′ is a tensor morphism, it follows that {αD(λ)ρ}(V,ρ) is an element
of Aut⊗(ωW (R′)), which is isomorphic to G(W (R
′)) = L+G(R′) by Tannakian duality. Hence there
is some αD(λ) ∈ L
+G(R) such that ρ(αD(λ)) = αD(λ)ρ for every (V, ρ). Altogether we have a
morphism of fpqc sheaves
αD : QD → L
+G.
It remains to show αD is L
+
µG-equivariant. For this let h ∈ L
+
µG(R
′). Then (λ·h)ρ is the composition
V ⊗Zp W (R
′)⊕
ρ(h)
−−−→ V ⊗Zp W (R
′)⊕
λρ
−→M(ρ)′.
Hence we see αD(λ · h)ρ is given by
(ρ(h)τ )−1 ◦ ((λρ)
τ )−1 ◦ F (ρ)♯ ◦ (λρ)
σ ◦ (ρ(h))σ = ρ(τ(h−1) · αD(λ) · σ(h)).
By Tannakian duality again we obtain αD(λ · h) = τ(h
−1) ·αD(λ) · σ(h), so αD is L
+
µG-equivariant.
The pair (QD , αD) comprises a G-display of type µ in the sense of Definition 3.2. Suppose
now D1 and D2 are Tannakian (G,µ)-displays over R, and write D1(V, ρ) = (M1(ρ), F1(ρ)) and
D2(V, ρ) = (M2(ρ), F2(ρ)). Given a morphism of Tannakian (G,µ)-displays ψ : D1 → D2, we get a
morphism
QD1 = Isom
⊗(Cµ,R, υR ◦D1)→ Isom
⊗(Cµ,R, υR ◦D2) = QD2
by post-composition with ψ. This is obviously a morphism of torsors, and if (V, ρ) is a representation
of G, λ ∈ QD1(R
′), then αD2(υR(ψ) ◦ λ)ρ is given by
(λτρ)
−1 ◦ ((ψR′)
τ
ρ)
−1 ◦ (F2(ρ)
′)♯ ◦ (ψR′)
σ
ρ ◦ λ
σ
ρ ,
where (Di)R′(V, ρ) = (Mi(ρ)
′, Fi(ρ)
′). But because (ψR′)ρ is a morphism of displays M1(ρ)W (R′) →
M2(ρ)W (R′), this becomes
(λτρ)
−1 ◦ (F1(ρ)
′)♯ ◦ λσρ = αD1(λ)ρ.
We conclude that the morphism QD1 → QD2 is a morphism of G-displays of type µ, so the con-
struction D 7→ (QD , αD) is functorial. Denote the resulting functor by TR.
This construction is evidently compatible with base change, so we obtain a morphism of stacks
T : G-DispW,⊗µ → G-Disp
W
µ , D 7→ (QD , αD) .(3.7)
Theorem 3.20. The morphism (3.7) is an isomorphism of fpqc stacks over NilpW (k0).
Proof. Fix a p-nilpotent W (k0)-algebra R. It is immediate from Corollary 3.14 that TR is faithful.
Let us prove it is full. Let D1 and D2 be Tannakian (G,µ)-displays, and write
D1(V, ρ) = (M1(ρ), F1(ρ)) and D2(V, ρ) = (M2(ρ), F2(ρ))
for every representation (V, ρ) of G. Suppose
η : (QD1 , αD1)→ (QD2 , αD2)
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is a morphism of G-displays of type µ. By Corollary 3.14 there exists some ψ : υR ◦ D1 → υR ◦D2
which induces η. For every representation (V, ρ) in RepZp(G), we obtain a morphism of graded
W (R)⊕-modules
ψρ :M1(ρ)→M2(ρ).
The collection of these morphisms is functorial and compatible with tensor product, so it remains
only to show ψρ is compatible with F1(ρ) and F2(ρ). By Lemma 2.26 it is enough to check this
condition after a faithfully flat extension of rings R → R′. Choose such an extension with the
property that QD1(R
′) is nonempty, and suppose λ : Cµ,R′ → υR′ ◦ (D1)R′ is an isomorphism of
graded fiber functors.
Let (V, ρ) be a representation of G. For brevity, let us write Mi(ρ)
′ := Mi(ρ)W (R′)⊕ and Fi(ρ)
′
for the base change of Fi(ρ) to W (R
′)⊕. Consider the following diagram:
(M1(ρ)
′)σ V ⊗Zp W (R
′) V ⊗Zp W (R
′) (M2(ρ)
′)σ
(M1(ρ)
′)τ V ⊗Zp W (R
′) V ⊗Zp W (R
′) (M2(ρ)
′)τ
(λσρ )
−1
(F1(ρ)
′)♯
=
ρ(αD1 (λ))
(ψR′◦λ)
σ
ρ
ρ(αD2 (ψR′◦λ)) (F2(ρ)
′)♯
(λτρ)
−1
= (ψR′◦λ)
τ
ρ
The left- and right-most squares commute by definition of αDi . Because η is a morphism of G-
displays of type µ, we have
αD1(λ) = αD2(η(λ)) = αD2(ψR′ ◦ λ).
Therefore the middle square and hence the whole diagram commutes. But composition across the
top is (ψR′ )
σ
ρ and across the bottom is (ψR′)
τ
ρ , so commutativity of this diagram means that (ψR′ )ρ
is a morphism of displays for every (V, ρ), i.e. that ψ is a morphism of Tannakian (G,µ)-displays
which induces η. We conclude TR is full.
It remains to show TR is essentially surjective. Let Q = (Q,α) be a G-display of type µ over R.
By Corollary 3.14, there is some graded fiber functor F of type µ such that Q ∼= Isom⊗(Cµ,R,F ).
Write F (V, ρ) = M(ρ). By [Sta17, Lemma 046N] it is enough to show the base change Q
R′
is in
the essential image of TR′ for some faithfully flat extension R→ R
′.
Suppose R → R′ is a faithfully flat extension such that Isom⊗(Cµ,R′ ,FR′) is nonempty. Let
λ : Cµ,R′ → FR′ be an isomorphism of graded fiber functors of type µ. Then α(λ) ∈ L
+G(R′),
so ρ(α(λ)) is an automorphism of V ⊗Zp W (R
′) for every (V, ρ). Define F (ρ)′ to be the σ-linear
homomorphism M(ρ)′ → (M(ρ)′)τ such that
(F (ρ)′)♯ := λτρ ◦ ρ(α(λ)) ◦ (λ
σ
ρ )
−1.
Then M(ρ)′ = (M(ρ)′, F (ρ)′) is a display over W (R′)⊕. We claim the association D ′Q : (V, ρ) 7→
M(ρ)′ is a Tannakian (G,µ)-display.
First let us show D ′Q is functorial. Suppose ϕ : (V, ρ)→ (U, π) is a morphism in RepZp(G). Then
F (ϕ) is a homomorphism of graded W (R′)⊕-modules M(ρ) → M(π), and we need to show that
F (ϕ) is compatible with F (ρ)′ and F (π)′. Consider the following diagram:
(M(ρ)′)σ V ⊗Zp W (R
′) U ⊗Zp W (R
′) (M(π)′)σ
(M(ρ)′)τ V ⊗Zp W (R
′) U ⊗Zp W (R) (M(π)
′)τ
(λσρ )
−1
(F (ρ)′)♯
ϕW (R′)
ρ(α(λ))
λσπ
π(α(λ)) (F (π)′)♯
(λτρ )
−1 ϕW (R′) λ
τ
π
Again, the outside squares commute by definition of F (ρ)′ and F (π)′. The middle square commutes
because ϕ is a morphism in RepZp(G). Since λ is a natural transformation, composition across the
top is F (ϕ)σ , and composition across the bottom is F (ϕ)τ . Hence D ′Q is a functor. A completely
analogous argument proves that it is compatible with the tensor product, so D ′Q is a Tannakian
(G,µ)-display over R′.
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Now consider Q
D′
Q
, the G-display of type µ associated to DQ. By definition of QD′
Q
and con-
struction of D ′Q, we have
QD′
Q
= Isom⊗(Cµ,R′ , υR′ ◦D
′
Q) = Isom
⊗(Cµ,R′ ,FR′) ∼= QR′ .
By Tannakian duality, under this identification we have αR′ = αD′
Q
. Hence Q
R′
∼= TR(D
′
Q), and T
is essentially surjective. 
Combining the theorem with Lemma 3.5 we obtain the following corollary:
Corollary 3.21. If G is a reductive group scheme over Zp and µ is a minuscule cocharacter defined
over W (k0) then the stack of (G,µ)-displays (as in [BP17]) is isomorphic to the stack of Tannakian
(G,µ)-displays.
In [BP17], a (G,µ)-display (P,Q, u) over a W (k0)-scheme S is called banal if the H
µ-torsor Q is
trivial. We close this section by defining the analogous notion for Tannakian (G,µ)-displays, and
by giving a local description of the stack of Tannakian (G,µ)-displays which is formally very similar
to that of [BP17, 3.2.7]. Fix a p-nilpotent W (k0)-algebra R.
Definition 3.22. A Tannakian (G,µ)-display D over R is banal if there is an isomorphism υR◦D ∼=
Cµ,R.
Banal Tannakian (G,µ)-displays over R form a full subcategory of Tannakian (G,µ)-displays over
R, and by definition any Tannakian (G,µ)-display is fpqc-locally banal.
Construction 3.23. To any U ∈ L+G(R) we can associate a banal (G,µ)-display DU as follows.
Let (V, ρ) be a representation of G on a finite free Zp-module. To (V, ρ) we associate the following
standard datum:
• L = V ⊗Zp W (R) viewed as a graded W (R)-module with Li = V
i
W (k0)
⊗W (k0) W (R), where
V iW (k0) is the decomposition (3.3) of V ⊗Zp W (k0) induced by µ;
• ΦU : L→ L is the composition ρ(U) ◦ (idV ⊗ f).
Write FU : L⊗W (R)W (R)
⊕ → L⊗W (R)W (R)
⊕ for the resulting σ-linear map, defined explicitly as
FU (x⊗ ξ ⊗ s) = σ(s)ρ(U)(x ⊗ f(ξ))
for x ∈ V, ξ ∈W (R) and s ∈W (R)⊕. Then DU is the Tannakian (G,µ)-display
RepZp(G)→ Disp
W (R), (V, ρ) 7→ (L⊗W (R) W (R)
⊕, FU ).
By construction it is clear that υR ◦DU = Cµ,R, so DU is indeed banal.
In fact, the following lemma shows any banal Tannakian (G,µ)-display is isomorphic to DU for
some U ∈ L+G(R).
Lemma 3.24. Let D be a banal Tannakian (G,µ)-display over R, and let and let λ : Cµ,R
∼
−→ υR◦D
be an isomorphism of graded fiber functors. Define U = αD(λ) as in Construction 3.19. Then
D ∼= DU .
Proof. It is clear that λ provides an isomorphism between the underlying graded fiber functors. Let
(V, ρ) be a representation, and write D(V, ρ) = (M(ρ), F (ρ)). In order to see that λ is compatible
with the display structures, we need to check λτρ ◦ρ(U) = F (ρ)
♯ ◦λσρ . But U = αD(λ), so this follows
from Construction 3.19. 
We can now give an explicit description of the category of banal Tannakian (G,µ)-displays. This
corresponds to the description of banal (G,µ)-displays given in [BP17, 3.2.7] when G is reductive
and µ is minuscule. Define a category [L+G/L+µG]
pre(R) as follows:
• The objects in [L+G/L+µG]
pre(R) are elements U ∈ L+G(R);
• given U , U ′ in L+G(R), the set of morphisms U to U ′ is given by
Hom(U,U ′) = {h ∈ L+Gµ(R) | τ(h)
−1U ′σ(h) = U}.
Proposition 3.25. The category of banal Tannakian (G,µ)-displays over R is equivalent to the
category [L+G/L+µG]
pre(R).
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Proof. We claim the assignment U 7→ DU determines a functor from [L
+G/L+µG]
pre(R) to the
category of banal Tannakian (G,µ)-displays over R. Let U , U ′ in L+G(R) and h ∈ Hom(U,U ′).
Applying the homomorphism Ψ (cf. (3.4)) to h we obtain a morphism Ψ(h) of the underlying graded
fiber functors of DU and DU ′ . These are both equal to Cµ,R, so Ψ(h) ∈ Aut
⊗(Cµ,R) = L
+
µG(R). The
condition τ(h)−1U ′σ(h) = U exactly corresponds to the condition that Ψ(h) determines a morphism
of Tannakian (G,µ)-displays DU → DU ′ , so the above functor is well-defined. That the functor is
fully faithful is an immediate consequence of Theorem 3.13, and that it is essentially surjective
follows from Lemma 3.24. 
3.4. G-quasi-isogenies. Suppose R is a p-adic Zp-algebra. Then W (R) is endowed with a natural
structure of a Zp-algebra via
Zp
∆
−→W (Zp)→W (R).
The Frobenius and Verschiebung for W (R) extend in a natural way to W (R)[1/p].
Definition 3.26. An isodisplay over R is a pair N = (N,ϕ) where N is a finitely generated
projective W (R)[1/p]-module and ϕ : N → N is an f -linear isomorphism.
The category of isodisplays over R has a natural structure of an exact tensor category, with
tensor product defined by (N1, ϕ1)⊗ (N2, ϕ2) := (N1 ⊗N2, ϕ1 ⊗ ϕ2), and with exactness inherited
from the analogous category defined by omitting the finitely generated projective condition for the
W (R)[1/p]-modules N .
Let M = (M,F ) be a display over W (R), and suppose the depth of M is d (cf. Definition 2.8).
Then we can associate to M an isodisplay as follows. Because d(M) = d, we have a bijection
Md
θd−→M τ , cf. Remark 2.10. Define ϕ as follows: first consider the composition
ϕ′ : M τ
θ−1
d−−→Md
Fd−−→M τ ,
where Fd is the restriction of F to Md. This is an f -linear endomorphism of M
τ . We claim it
induces an f -linear automorphism of M τ [1/p]. Indeed, we can choose a standard datum (L,Φ),
with L =
⊕a
i=d Li, so M = L⊗W (R)W (R)
⊕ and F (x⊗ s) = σ(s)Φ(x) for x ∈ L, s ∈W (R)⊕. Then
Md =
a−d⊕
n=0
(
Ld+n ⊗W (R) W (R)
⊕
−n
)
,
and Fd becomes the composition
a−d⊕
n=0
Ld+n ⊗W (R) W (R)
⊕
−n
⊕
id⊗pn
−−−−−−→
a−d⊕
n=0
Ld+n ⊗W (R) W (R)
⊕
−n
⊕
id⊗τ−n
−−−−−−−→
a−d⊕
n=0
Ld+n
Φ
−→
a−d⊕
n=0
Ld+n
The last map is an f -linear bijection by assumption, and the second map is a bijection by definition
of τ . The first becomes a bijection after we invert p, so this proves the claim.
Now define ϕ := pdϕ′[1/p]. By this procedure we obtain an isodisplay M [1/p] = (M τ [1/p], ϕ).
This construction is evidently functorial, so if we denote the category of isodisplays over R by
Isodisp(R), we obtain an exact tensor functor
Disp
W (R)→ Isodisp(R).(3.8)
This procedure generalizes the one given for assigning an isodisplay to a 1-display in [Zin02, Example
63].
Remark 3.27. If S is a frame over R, we can define an analogous category of isodisplays over S. If
every finite projective graded S-module admits a normal decomposition, then the notion of depth is
well-defined (by Definition 2.8 and Lemma 2.9) and we can mimic the construction above to define
a functor analogous to (3.8). This holds in particular when S0 is p-adic by [Lau18, Lemma 3.1.4].
However, without the guaranteed existence of normal decompositions, it is unclear how one should
define such a functor.
Definition 3.28. Let M = (M,F ) and M ′ = (M ′, F ′) be displays over W (R).
(i) A quasi-isogeny γ :M 99KM ′ is an isomorphism of isodisplays M [1/p]
∼
−→M ′[1/p].
(ii) A quasi-isogeny is an isogeny if it is induced by a morphism of displays.
We say M is isogenous to M ′ if there exists an isogeny M →M ′.
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Now suppose G is a flat affine group scheme over Zp, and that µ is a cocharacter for G defined
over W (k0). Let R be a W (k0)-algebra.
Definition 3.29. A G-isodisplay over R is an exact tensor functor RepZp(G)→ Isodisp(R).
If D is a Tannakian (G,µ)-display, then we obtain a G-isodisplay by composition with the natural
functor (3.8). Denote the resulting G-isodisplay by D [1/p].
Definition 3.30. Let D1 and D2 be Tannakian (G,µ)-displays. A G-quasi-isogeny D1 99K D2 is
an isomorphism of G-isodisplays D1[1/p]
∼
−→ D2[1/p].
Suppose D ∼= DU is a banal Tannakian (G,µ)-display over R, given by U ∈ L
+G(R) as in the
previous section. Then we can explicitly compute the resulting G-isodisplay. In this case, if (V, ρ)
is a representation of G, we have D [1/p](V, ρ) = (N(ρ), ϕ(ρ)), where
N(ρ) = V ⊗Zp W (R)[1/p].
Lemma 3.31. For every (V, ρ) in RepZp(G), the Frobenius on D [1/p](V, ρ) is given by
ϕ = ρ (Uµσ(p)) ◦ (idV ⊗ f).
Proof. Fix (V, ρ) in RepZp(G), and let D(V, ρ) = (M(ρ), F (ρ)), where M(ρ) = V ⊗Zp W (R)
⊕.
Because D is banal and defined from U ∈ L+G(R), F is defined from the f -linear automorphism
ΦU = ρ(U) ◦ (idV ⊗ f)
of V ⊗Zp W (R). Suppose the weights of ρ ◦ µ are {w1, . . . , wr} with w1 ≤ w2 ≤ · · · ≤ wr. Then
d(M(ρ)) = w1.
Let Li = V
i
W (k0)
⊗W (k0) W (R). Then we have
M(ρ)τ ∼= V ⊗Zp W (R) =
r⊕
i=1
Lwi .
The f -linear automorphism ϕ of N(ρ) = (M(ρ)τ ) [1/p] is constructed in two steps. First we consider
the composition
M(ρ)τ
θ−1w1−−→M(ρ)w1
Fw1−−→M(ρ)τ .
In our case, if x ∈ Lwi , then
θ−1w1 (x) = x⊗ t
wi−w1 ∈ Lwi ⊗W (R) W (R)
⊕
w1−wi ,
where t ∈ W (R)⊕1 is the indeterminate from Definition 2.2. Applying Fw1 , we obtain
Fw1(x⊗ t
wi−w1) = pwi−w1ρ(U)(idV ⊗ f)(x).
Multiplying by pd(M), we have
ϕ(x) = pwiρ(U)(idV ⊗ f)(x).
for x ∈ V wiW (k0) ⊗W (k0) W (R)[1/p]. This is evidently the same as ρ(U)(idV ⊗ f)ρ(µ(p))(x), so the
result follows from the identity
(idV ⊗ f) ◦ ρ(µ(p)) = ρ(µ
σ(p)) ◦ (idV ⊗ f).

4. RZ Spaces
4.1. Local Shimura data and the RZ functor. We recall the formalism for local Shimura data
developed in [RV14], and we give a purely group theoretic definition of an RZ functor, following
[BP17]. Our definition relies on the framework developed in the previous section, and as such, allows
for a more general development than that in [BP17]. In particular, we do not need to assume G is
reductive or µ minuscule in order to formulate the definitions in this section.
Let k be an algebraic closure of Fp, and let W (k) be the ring of Witt vectors over k. Write
K = W (k)[1/p], and let K¯ be an algebraic closure of K. In this section we write σ for the
automorphism of K coming from a lift of the absolute Frobenius x 7→ xp of k. Let G be a smooth
affine group scheme over Zp whose generic fiber GQp is reductive. Consider pairs ({µ}, [b]) such that
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• {µ} is a G(K¯)-conjugacy class of cocharacters GmK¯ → GK¯ ;
• [b] is a σ-conjugacy class elements b ∈ G(K).
Let E ⊆ K¯ be the field of definition of the conjugacy class {µ}. Denote by OE its valuation ring
and kE its residue field. We make the following assumption:
Assumption 4.1. The field E ⊆ K¯ is contained inK, and there exists a cocharacter µ : GmE → GE
in the conjugacy class {µ} which is defined over E and which extends to an integral cocharacter
µ : GmOE → GOE .
When the assumption is satisfied we may identify OE ∼=W (kE) and E ∼=W (kE)[1/p].
Definition 4.2. A local integral Shimura datum is a triple (G, {µ}, [b]) as above such that
(i) {µ} is minuscule and satisfies Assumption 4.1, and
(ii) for any integral representative µ of {µ} as in Assumption 4.1, the σ-conjugacy class [b] has a
representative
b ∈ G(W (k))µσ(p)G(W (k)).
Definition 4.3. Let (G, {µ}, [b]) be a local integral Shimura datum. A framing pair for (G, {µ}, [b])
is a pair (µ, b) where
• µ : Gm,W (kE) → GW (kE) is a representative of the conjugacy class {µ} as in Assumption 4.1,
• b is a representative of the σ-conjugacy class [b] such that, for some u ∈ L+G(k),
b = uµσ(p).(4.1)
It follows from Definition 4.2 that a framing pair always exists for a local integral Shimura datum
(G, {µ}, [b]). If (µ, b) is a framing pair, then the element u ∈ L+G(k) such that b = uµσ(p) is
uniquely determined.
Definition 4.4. Let (µ, b) be a framing pair for (G, {µ}, [b]), and let u ∈ L+G(k) be the unique
element such that b = uµσ(p). The framing object associated to (µ, b) is the banal Tannakian
(G,µ)-display Du associated to u by Construction 3.23.
Definition 4.5. Fix a framing pair (µ, b) for (G, {µ}, [b]), and let D0 be the associated framing
object. The RZ-functor associated to the triple (G,µ, b) is the functor on NilpW (k) which assigns
to a p-nilpotent W (k)-algebra R the set of isomorphism classes of pairs (D , ι), where
• D is a Tannakian (G,µ)-display over R,
• ι : DR/pR 99K (D0)R/pR is a G-quasi-isogeny.
Two pairs (D1, ι1) and (D2, ι2) are isomorphic if there is an isomorphism D1
∼
−→ D2 lifting ι
−1
2 ◦ ι1.
Denote the RZ functor associated to (G,µ, b) by RZG,µ,b.
Associated to RZG,µ,b we have a category RZG,µ,b fibered over NilpW (k), such that if R is a
p-nilpotent W (k)-algebra, then RZG,µ,b(R) is the groupoid of pairs (D , ι) over R as in Definition
4.5. It follows from Lemma 3.16 that RZG,µ,b is an fpqc stack in groupoids.
4.2. Realization as a quotient stack. In this section we will reinterpret RZG,µ,b as a quotient
stack. From this we obtain an equivalence between our RZ functor and the one defined in [BP17],
in the case where both are defined.
First we recall the definition of the Witt loop scheme as in [BP17, Section 2.2]. Let R be a ring
and let X be a scheme over W (R). Then the functor on R-algebras
R′ 7→ X(W (R′)[1/p])
is representable by an ind-scheme over R by [Kre14, Proposition 32]. If X is a scheme over W (k0),
we can apply this to the base change of X along the Cartier homomorphism W (k0)
∆
−→ W (W (k0))
to obtain an ind-scheme over W (k0). We will denote this ind-scheme by LX .
For a scheme X over W (k0), denote by
σX the base change of X via the automorphism σ of
W (k0):
σX = X ×Spec W (k0),σ Spec W (k0).
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There is a natural isomorphism σ(LX)
∼
−→ L(σX). If R is a W (k0)-algebra, then the Witt vector
frobenius f on W (R) induces a map on R points f : LX(R)→ σ(LX)(R) as follows: if x ∈ LX(R),
then f(x) is the composition
Spec W (R)[1/p]
f
−→ Spec W (R)[1/p]
x
−→ X.
This map is functorial in R and hence defines a morphism of ind-schemes f : LX → σLX over
W (k0). If X is defined over Zp, there is a natural isomorphism
σLX
∼
−→ LX , so in this case f
defines an endomorphism f : LX → LX . If G is a group scheme over W (k0), then LG is a group
ind-scheme over W (k0), and in this case f is a group ind-scheme homomorphism.
Let (G, {µ}, [b]) be a local integral Shimura datum, and choose a framing pair (µ, b) for (G, {µ}, [b]),
so b = uµσ(p) for some u ∈ L+G(k). To b and µ we associate two morphisms:
cb : LG→ LG, g 7→ g
−1 · b · f(g),
mµ : L
+G→ LG, U 7→ U · µσ(p).
Using these morphisms we form the fiber product L+G×mµ,cbLG, defined by the following Cartesian
diagram:
L+G×mµ,cb LG LG
L+G LG
cb
mµ
Lemma 4.6. Suppose h ∈ L+µG(R), and (U, g) ∈ (L
+G×mµ,cb LG)(R). Then
(U, g) · h := (τ(h)−1 · U · σ(h), g · τ(h))(4.2)
is an element of (L+G×mµ,cb LG)(R).
Proof. We need to show
cb(gτ(h)) = mµ(τ(h)
−1Uσ(h)).
This reduces to showing
σ(h) = µσ(p)f(τ(h))µσ(p)−1
when viewed as an element of LG(R). The proof of this fact is contained in the proof of [Lau18,
Lemma 5.2.1]. Let us give the argument for completeness. Consider W (R)[1/p][t, t−1] as a graded
ring with deg t = −1. Define τ ′ and σ′ :W (R)[1/p][t, t−1]→W (R)[1/p] by
τ ′(tnξ) = ξ, and σ′(tnξ) = pnf(ξ) for ξ ∈ W (R)[1/p].
Then the triple (W (R)[1/p][t, t−1], σ′, τ ′) constitutes a pre-frame in the sense of Definition 2.1. The
map of graded rings
ψ :W (R)⊕ →W (R)[1/p][t, t−1]
sending ξ ∈ W (R)⊕n to t
−nτ(ξ) determines a homomorphism of pre-frames, which induces commu-
tative diagrams
L+µG(R) L
+G(R)
G(W (R)[1/p][t, t−1])µ LG(R)
σ
ψ ψ0
σ′
L+µG(R) L
+G(R)
G(W (R)[1/p][t, t−1])µ LG(R)
τ
ψ ψ0
τ ′
Here G(W (R)[1/p][t, t−1])µ is defined as in Section 3.1, and ψ0 is induced by the natural map
W (R)→W (R)[1/p]. From this we see it is enough to prove
σ′(h) = µσ(p)f(τ ′(h))µσ(p)−1,
for h ∈ G(W (R)[1/p][t, t−1])µ.
Now, τ ′ induces a bijection G(W (R)[1/p][t, t−1])µ
∼
−→ LG(R). Indeed, if G = Spec A and g ∈
G(W (R)[1/p]) = LG(R), then g factors uniquely as τ ′ ◦ h, where h is the graded homomorphism
h : A→W (R)[1/p][t, t−1], a 7→ t−ng(a) a ∈ An.
A TANNAKIAN FRAMEWORK FOR G-DISPLAYS AND RAPOPORT-ZINK SPACES 29
On the other hand, by definition, σ′ factors as f ◦ τ ′p, where τ
′
p : W (R)[1/p][t, t
−1] → W (R)[1/p] is
determined by t 7→ p. In the same manner as τ ′ and σ′, τ ′p induces a group homomorphism
τ ′p : G(W (R)[1/p][t, t
−1])→ LG(R)
for every R. Putting this together, it is enough to show
(τ ′p ◦ (τ
′)−1)(g) = µ(p)gµ(p)−1
for g ∈ LG(R).
Let a ∈ An. Then a can be viewed as a function G(W (R)[1/p])→W (R)[1/p] given by evaluating
g ∈ G(W (R)[1/p]) = Hom(A,W (R)[1/p]) at a, cf. Section 3.1. By the definitions of τ ′p and (τ
′)−1,
we have
a
(
(τ ′p ◦ (τ
′)−1)(g)
)
= p−ng(a).
Since a ∈ An, we see
p−ng(a) = (p−1 · a)(g),
where the dot represents the action of Gm(W (R)[1/p]) on A. But by definition of this action, we
have
(p−1 · a)(g) = a
(
µ(p)gµ(p)−1
)
.
Hence (τ ′p ◦ (τ
′)−1)(g) and µ(p)gµ(p)−1 yield the same result when they are evaluated on any a ∈ A,
so they are equal.

It follows from the lemma (4.2) determines an action of L+µG on L
+G ×mµ,cb LG. Using this
action we form the quotient stack
[(L+G×mµ,cb LG)/L
+
µG]
over NilpW (k). Explicitly, if R is a W (k)-algebra, an object in [(L
+G ×mµ,cb LG)/L
+
µG] is a pair
(Q, β) consisting of an L+µG-torsor Q and a morphism β : Q→ L
+G×mµ,cb LG which is equivariant
with respect to the action (4.2).
Theorem 4.7. Let (µ, b) be a framing pair for (G, {µ}, [b]). Then there is an isomorphism of stacks
RZG,µ,b
∼
−→ [(L+G×mµ,cb LG)/L
+
µG].
Proof. Let us begin by defining a morphism between the two stacks. Fix a p-nilpotentW (k)-algebra
R, and let (D , ι) ∈ RZG,µ,b(R). Then we can associate to D an L
+
µG-torsor as in Construction 3.19:
QD = Isom
⊗(Cµ,R, υR ◦D).
We want to define an L+µG-equivariant morphism
QD → L
+G×mµ,cb LG.
Let λ ∈ QD(R
′) for some R → R′. We need to assign to λ a pair (U, g) ∈ (L+G ×mµ,cb LG)(R
′).
For U we can take the element αD(λ) defined in Construction 3.19. It remains only to define g.
The quasi-isogeny ι corresponds to an isomorphism of G-isodisplays
DR/pR[1/p]
∼
−→ (D0)R/pR[1/p],
where D0 is the framing object associated to (µ, b). If (V, ρ) is a representation of G, writeM(ρ) and
M0(ρ) for the finite graded W (R)
⊕-modules underlying D(V, ρ) and D0(V, ρ), respectively. We also
write M(ρ) and M0(ρ) for their base changes to W (R/pR)
⊕. Then for all (V, ρ), the quasi-isogeny
ι defines an isomorphism of W (R/pR)[1/p]-modules
ιρ : (M(ρ))
τ [1/p]
∼
−→ (M0(ρ))
τ [1/p].
Now M0(ρ) = V ⊗Zp W (R)
⊕, so
(M0(ρ))
τ [1/p] = V ⊗Zp W (R/pR)[1/p].
Since p is nilpotent in R, we have an identification W (R)[1/p] ∼= W (R/pR)[1/p] (cf. [BP17, pg.
29]). Then we can also identify
(M0(ρ))
τ [1/p] ∼= V ⊗Zp W (R)[1/p].
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On the other hand, λ induces an isomorphism
V ⊗Zp W (R
′)[1/p]
λτρ
−−→ (M(ρ)W (R′/pR′)⊕)
τ [1/p].
Write {ι′ρ} for the base change of {ιρ} to W (R
′/pR′). Then {ι′ρ ◦ λ
τ
ρ}(V,ρ) becomes an element of
Aut⊗(ωW (R′)[1/p]), which, by Tannakian duality, is isomorphic to G(W (R
′)[1/p]) = LG(R′). Hence
we obtain g(D,ι)(λ) ∈ LG(R
′) with ρ(g(D,ι)(λ)) = ι
′
ρ ◦ λ
τ
ρ for every representation (V, ρ).
Now we define
β(D,ι) : QD → L
+G×mµ,cb LG, λ 7→ (αD(λ), g(D,ι)(λ)).
In order to see this is well-defined, we need to check
cb(g(D,ι)(λ)) = mµ(αD(λ)).(4.3)
For every representation (V, ρ), write ϕρ for the Frobenius of DR′/pR′ [1/p](V, ρ) and (ϕ0)ρ for the
Frobenius of (D0)R′/pR′ [1/p](V, ρ). Then we have
(ϕ0)ρ ◦ ι
′
ρ = ι
′
ρ ◦ ϕρ.(4.4)
But if λ ∈ QD(R
′) = Isom⊗(Cµ,R′ , υR′ ◦ DR′ ), then DR′ is banal, and it is isomorphic to DαD
R′
(λ)
via λ by Lemma 3.24. By Lemma 3.31, we have
ϕρ = λ
τ
ρ ◦ ρ(αDR′ (λ)µ
σ(p)) ◦ (idV ⊗ f) ◦ (λ
τ
ρ)
−1,
and
(ϕ0)ρ = ρ(b) ◦ (idV ⊗ f).
Now ι2ρ = ρ(g(D,ι)(λ)) ◦ (λ
τ
ρ)
−1, so (4.4) becomes
ρ(bf(g(D,ι)(λ))) = ρ(g(D,ι)(λ)αDR′ (λ)µ
σ(p)).
Then (4.3) follows from Tannakian duality.
One checks using the definition of αD (cf. Construction 3.19) that β(D,ι) is equivariant for the
action (4.2), so (QD , β(D,ι)) determines an element of [(L
+G ×mµ,cb LG)/L
+
µG](R). Therefore we
have defined the desired morphism of stacks
Ψ : RZG,µ,b → [(L
+G×mµ,cb LG)/L
+
µG].
That Ψ is faithful follows from Corollary 3.14. Let us prove it is full. Suppose (D1, ι1) and (D2, ι2)
are Tannakian (G,µ)-displays over R, equipped with G-quasi-isogenies over R/pR, and that
θ : (QD1 , β(D1,ι1))→ (QD2 , β(D2,ι2))
is a morphism of the associated objects in [(L+G ×mµ,cb LG)/L
+
µG](R). This means, for any
λ ∈ QD1(R
′),
β(D2,ι2)(θ(λ)) = β(D1,ι1)(λ).(4.5)
By forgetting the LG factor, we obtain a morphism of G-displays of type µ, which we also denote
by θ,
θ : (QD1 , αD1)→ (QD2 , αD2).
By Theorem 3.20, there is an isomorphism of Tannakian (G,µ)-displays ψ : D1 → D2 inducing θ.
It remains to show that ψ lifts the quasi-isogeny (ι2)
−1 ◦ ι, i.e. that ψR/pR = (ι2)
−1 ◦ ι. By descent
it is enough to show ψR′/pR′ = (ι2)
−1
R′ ◦ ιR′ for some R→ R
′ faithfully flat.
Let R′ be a faithfully flat extension of R such that there is some λ ∈ QD1(R
′). Denote by θ(λ)
the corresponding element of QD2(R
′). Because θ is induced by ψ, we have
θ(λ)ρ = (ψR′ )ρ ◦ λρ(4.6)
for every representation (V, ρ) of G. Write M1(ρ) and M2(ρ) for the finite graded W (R
′)⊕-modules
underlying (D1)R′(V, ρ) and (D2)R′ (V, ρ), respectively, and write M1(ρ) and M2(ρ) for their base
changes to W (R′/pR′)⊕. For any (V, ρ), consider the following diagram:
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(M1(ρ))
τ [1/p]
V ⊗Zp W (R
′)[1/p] V ⊗Zp W (R
′)[1/p]
(M2(ρ))
τ [1/p]
(ι1)ρ
(ψR′/pR′)
τ
ρ
λτρ
θ(λ)τρ (ι2)ρ
Composition across the top of this diagram is ρ(g(D1,ι1)(λ)), and composition across the bottom
is ρ(g(D2,ι2)(θ(λ))), so the outer square of the diagram commutes by (4.5). The left-hand triangle
commutes by (4.6), so υR′/pR′ (ψ)ρ = (ι2)
−1
ρ ◦ ιρ for every (V, ρ), as desired. Therefore ψ is a
morphism in RZG,µ,b(R) and Ψ is full.
Finally let us verify the essential surjectivity of Ψ. As usual, we can apply [Sta17, Lemma 046N],
so it is enough to show that every object (Q, β) of [(L+G×mµ,cb LG)/L
+
µG](R) is fpqc-locally in the
essential image of Ψ. Let (Q, β) be an object over R, and choose a faithfully flat extension R→ R′
such that Q(R′) is nonempty. Denote by α the composition
Q
β
−→ L+G×mµ,cb LG→ L
+G.
Then (Q,α) is a G-display of type µ over R, so by Theorem 3.20, there is a Tannakian (G,µ)-
display D with TR(D) ∼= (Q,α). Moreover, we can make D explicit after fpqc localization. Choose
λ ∈ Q(R′), and let U = α(λ). Then the proof of Theorem 3.20 implies that DR′ ∼= DU .
Now denote by g the composition
Q
β
−→ L+G×mµ,cb LG→ LG.
Let λ be as above, let DU (V, ρ) = (M(ρ), F (ρ)), and as before let D0(V, ρ) = (M0(ρ), F0(ρ)). Then
for every (V, ρ), g(λ) defines a W (R)[1/p]-module isomorphism
(M(ρ))τ [1/p]
λτρ
−−→ V ⊗Zp W (R)[1/p]
ρ(g(λ))
−−−−→ V ⊗Zp W (R)[1/p]
=
−→ (M0(ρ))
τ [1/p],
which we will denote by ιρ. We claim the collection {ιρ} defines an isomorphism of G-isodisplays
DU [1/p]
∼
−→ (D0)[1/p]. We need only see that ιρ is compatible with the Frobenius on each of
DU [1/p](V, ρ) and (D0)[1/p](V, ρ) for every (V, ρ). By Lemma 3.31, this is equivalent to the condition
ρ(bf(g(λ)))(idV ⊗ f) = ρ(g(λ)Uµ
σ(p))(idV ⊗ f)
for all (V, ρ). By Tannakian duality, this is in turn equivalent to cb(g(λ)) = mµ(U), which holds by
the assumption that β(λ) ∈ (L+G×mµ,cbLG)(R
′). Therefore (DU , {ιρ}) is an element ofRZG,µ,b(R
′)
which satisfies ΨR′(DU , {ιρ}) ∼= (QR′ , βR′). We conclude Ψ is essentially surjectve. 
Suppose now that G is a reductive group scheme over Zp. In this case the framing object D0
corresponds to a (G,µ)-display D0 over k in the sense of [BP17]. In loc. cit. a functor RZ
BP
G,µ,b
which classifies isomorphism classes of deformations of D0 up to G-quasi-isogeny is associated to
the data (G,µ, b). Denote by RZBPG,µ,b the corresponding fpqc stack in groupoids. The analysis of
[BP17, 4.2.3] combined with Theorem 4.7 immediately implies the following.
Proposition 4.8. The stacks RZBPG,µ,b and RZG,µ,b are isomorphic.
5. Representability in some cases
5.1. Representability for GLn. In this section we reinterpret moduli spaces of deformations of
p-divisible groups up to quasi-isogeny using Zink displays (equivalently, 1-displays). This allows us
to prove representability of the functor RZG,µ,b in the case G = GLn. The content of this section is
well-known and alluded to in [BP17], but we felt it pertinent to work out the details here. Let us
begin by recalling a few definitions from [RZ96].
Definition 5.1. Let X and X ′ be p-divisible groups over a base scheme S.
• An isogeny of p-divisible groups ϕ : X → X ′ is an epimorphism of fppf sheaves such that the
kernel of f is representable by a finite locally free group scheme over S.
• A quasi-isogeny X 99K X ′ is a global section ρ of the Zariski sheaf HomS(X,X
′) ⊗Z Q such
that, Zariski locally, there exists an integer n such that [pn]ρ is an isogeny.
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We will be primarily interested in the case where S is affine. In this case we can simplify both
definitions.
Lemma 5.2. Suppose S = Spec R is an affine scheme, and let X and X ′ be p-divisible groups over
S. Then
(i) ϕ : X → X ′ is an isogeny if and only if there exists a morphism ψ : X ′ → X and a natural
number m such that ϕ ◦ ψ = [pm]X′ and ψ ◦ ϕ = [p
m]X , and
(ii) ρ : X 99K X ′ is a quasi-isogeny if and only if it is an invertible element of HomS(X,X
′)⊗ZQ.
Proof. For (i), the “if” direction is [Lau14, Lemma 3.6], and the “only if” direction is [CCO13,
Corollary 3.3.4].
For (ii), observe that any affine scheme is quasi-compact, so if ρ is a quasi-isogeny we can choose
some n large enough that [pn]ρ is an isogeny globally on S, and hence ρ is an invertible element of
HomS(X,X
′)⊗Z Q. Conversely, if ρ is an invertible element of HomS(X,X
′)⊗Z Q, then [p
n]ρ is a
morphism X → X ′ for some n which is an isogeny by the criterion in (i). 
The following lemma says that our notion of isogeny of 1-displays agrees with this notion via the
functor BTR.
Lemma 5.3. Let α : M → M ′ be a morphism of nilpotent 1-displays over W (R), and let ϕ :
BTR(M)→ BTR(M
′) be the corresponding morphism of formal p-divisible groups over R. Then α
is an isogeny of displays if and only if ϕ is an isogeny of p-divisible groups.
Proof. First suppose ϕ is an isogeny of p-divisible groups. By Lemma 5.2 there is a natural number
m and a morphism ψ : BTR(M
′)→ BTR(M) such that ϕ◦ψ = [p
m]BTR(M ′) and ψ◦ϕ = [p
m]BTR(M).
Since BTR is fully faithful, there exists some β : M
′ → M such that BTR(β) = ψ, α ◦ β = p
m on
M ′ and β ◦ α = pm on M . Then α induces an isomorphism after inverting p, so it is an isogeny of
displays.
Conversely, suppose α is an isogeny. By [ZR84, Corollary 5.12] and [ZR84, Corollary 5.14]
we reduce to the case where R is reduced and M τ and (M ′)τ are free modules over W (R). In
that case W (R) is p-torsion free, so M τ → M τ [1/p] is injective. After inverting p, there is a
β : (M ′τ )[1/p]→M τ [1/p] which is an inverse to α. Then pmβ defines a homomorphism of displays
M ′ →M for some m. If we let ψ = BTR(p
mβ), then ψ and and m satisfy ϕ ◦ψ = [pm]BTR(M ′) and
ψ ◦ ϕ = [pm]BTR(M), so ϕ is an isogeny. 
If M and M ′ are 1-displays, by Lemma 2.28 and [Zin02, Proposition 66] we have
HomDispW (R)(M,M
′)⊗Z Q = HomIsodisp(R)(M [1/p],M
′[1/p]),
so a quasi-isogeny of 1-displays is an invertible element of HomDispW (R)(M,M
′)⊗Z Q. If M,M
′ are
nilpotent, then by 2.31,
HomDispW (R)(M,M
′) ∼= Hom(BTR(M), BTR(M
′)),
and in particular quasi-isogenies M 99K M ′ correspond bijectively to quasi-isogenies BTR(M) 99K
BTR(M
′).
Now we observe that in the above discussion it is enough to take either M or M ′ nilpotent, that
is, the nilpotence condition for 1-displays behaves well with respect to isogenies.
Lemma 5.4. Suppose p is nilpotent in R. Let M = (M,F ) and M ′ = (M ′, F ′) be 1-displays
over W (R), and suppose M and M ′ are quasi-isogenous. Then M is nilpotent if and only if M ′ is
nilpotent.
Proof. By [Zin02, Lemma 21] it is enough to check the nilpotence condition after base change along
an extension α : R → R′ such that any element in kerα is nilpotent. Then we can reduce to the
case where R is a reduced ring and pR = 0. In that case R embeds into a product of fields, so
applying [Zin02, Lemma 21] again we can reduce to the case where R is a product of algebraically
closed fields of characteristic p. This in turn reduces to the case where R is a single algebraically
closed field k of characteristic p. But 1-displays over k are equivalent to Dieudonné modules over
k, and the nilpotence condition for M ′ corresponds to topological nilpotence of the Verschiebung
operator on the Dieudonné module associated to M ′ (cf. Remark 2.30), which in turn is controlled
by the slopes of the associated isocrystal. But since M and M ′ are quasi-isogenous, their associated
isocrystals are isomorphic. Hence M ′ is nilpotent if and only if M is. 
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Suppose now k is an algebraically closed field of characteristic p. Fix a p-divisible group X0 over
k. Then as in [RZ96, Definition 2.15] we associate to X0 a space of deformations up to quasi-isogeny.
Definition 5.5. Define RZ(X0) to be the set-valued functor on the category of W (k)-schemes in
which p is locally nilpotent which associates to any such S the set of isomorphism classes of pairs
(X, ρ), where
• X is a p-divisible group over S, and
• ρ : X ×S S 99K X0 ×Speck S is a quasi-isogeny.
Here S is the closed subscheme of S defined by pOS , and we say two pairs (X1, ρ1), (X2, ρ2) are
isomorphic if ρ−12 ◦ ρ1 lifts to an isomorphism X1 → X2.
By [RZ96, Theorem 2.16], the functor RZ(X0) is representable by a formal scheme which is
formally smooth and locally formally of finite type over Spf W (k). We can define an exactly
analogous functor using displays.
Definition 5.6. Define RZ(M0) to be the set-valued functor on NilpW (k) which associates to a
ring R in NilpW (k) the set of isomorphism classes of pairs (M,γ), where
• M is a 1-display over W (R), and
• γ :MW (R/pR) 99KM0W (R/pR) is a quasi-isogeny.
We say two pairs (M1, γ1) and (M2, γ2) are isomorphic if γ
−1
2 ◦γ1 lifts to an isomorphismM1 →M2.
The following is an immediate corollary of Theorem 2.31 and the discussion in this section.
Proposition 5.7. Let M0 be a nilpotent 1-display, and let X0 = BTk(M0). Then the functor
RZ(M0) and the restriction of RZ(X0) to NilpW (k) are naturally isomorphic. In particular, RZ(M0)
is representable by a formal scheme which is formally smooth and locally formally of finite over
Spf W (k).
Let G = GLn, let 1 ≤ d ≤ n, and let µd,n be the cocharacter
µd,n : Gm → GLn a 7→ diag(1
(d), a(n−d)).
Let [b] be a σ-conjugacy class of elements in GLn(K), and choose a representative b as in Section
4.1. This determines a (GLn, µd,n)-display D0. By Remark 3.3, the stack of (GLn, µd,n)-displays is
isomorphic to the stack of displays of type (0(d), 1(n−d)). Such a display has depth 0 and altitude
1, and is therefore a 1-display. Then the functor RZGLn,µd,n,b is naturally isomorphic to the functor
RZ(M0), where M0 is the 1-display associated to D0. If the slopes of b are all different from 0, then
the resulting 1-display is nilpotent, so the functor is representable and isomorphic to RZ(BTk(M0))
by Proposition 5.7. This proves the following corollary.
Corollary 5.8. If the slopes of b are all different from 0, the functor RZGLn,µd,n,b is naturally
isomorphic to RZ(BTk(M0)). In particular, it is representable by a formal scheme which is formally
smooth and formally locally of finite type over Spf W (k).
5.2. The determinant condition. In the next two sections our goal is to give a generalization of
Corollary 5.8 when the local Shimura datum (G, {µ}, [b]) is of EL-type. We begin by recalling the
definition of RZ data in the EL case, cf. [RZ96, 1.38], [RV14, 4.1]. As in 4.1, let k be an algebraic
closure of Fp, and let W (k) be the ring of Witt vectors over k. Write K =W (k)[1/p], and let K¯ be
an algebraic closure of K.
Definition 5.9. An unramified integral EL-datum is a tuple
D = (B,OB ,Λ)
such that
• B is a semisimple Qp-algebra whose simple factors are matrix algebras over unramified exten-
sions of Qp;
• OB is a maximal order in B;
• Λ is a finite free Zp-module with an OB-action.
To an unramified integral EL-datum D = (B,OB ,Λ) we associate a reductive algebraic group
G = GD over Zp whose points in a Zp-algebra R are given by
G(R) = GLOB (Λ⊗Zp R).
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Definition 5.10. An unramified integral RZ-datum of EL-type is a tuple
(D, {µ}, [b])
such that D is an EL-datum with associated group G and ({µ}, [b]) is a pair as in §4.1 such that
{µ} satisfies Assumption 4.1 and (G, {µ}, [b]) is a local integral Shimura datum. We require the
following condition:
• For any µ in {µ}, the only weights occurring in the weight decomposition for Λ⊗Zp W (k) are
0 and 1, i.e.
Λ⊗Zp W (k) = Λ
0 ⊕ Λ1.
For the remainder of this section let us fix an unramified integral RZ-datum of EL-type (D, {µ}, [b]).
Before we can formulate the corresponding moduli problem of p-divisible groups, we must first recall
the determinant condition following [RZ96, 3.23]. Let V be the scheme over Zp whose points in a
Zp-algebra R are given by
V(R) = OB ⊗Zp R.
For any W (k)-algebra R define
δD : V(R)→ A
1
W (k)(R), a 7→ det
(
a | Λ0 ⊗W (k) R
)
.
This determines a morphism of W (k)-schemes VW (k) → A
1
W (k). Now, let R be a W (k)-algebra and
L be a finite projective R-module endowed with an OB-action. Then we can define similarly, for
any R-algebra R′,
δL : VR(R
′)→ A1R(R
′), a 7→ det (a | L⊗R R
′) ,
which determines a morphism of R-schemes VR → A
1
R.
Definition 5.11. We say that L satisfies the determinant condition with respect to D if the mor-
phisms of R-schemes δD ⊗ idSpec(R) and δL are equal.
Let X be a p-divisible group over a p-nilpotent W (k)-algebra R which is equipped with an
action of OB, i.e. a homomorphism OB → End(X). Then the Lie algebra Lie(X) is endowed with
the structure of an OB ⊗Zp R-module, so one can ask whether Lie(X) satisfies the determinant
condition with respect to D.
Let R be a p-nilpotent W (k)-algebra, and suppose X is a formal p-divisible group with an
action by OB. Let M = (M,F ) be the nilpotent 1-display with OB-action corresponding to X ,
so X = BTR(M). We would like to reinterpret the determinant condition as a condition on the
projective graded W (R)⊕-module M .
Suppose the height of X is equal to rkZpΛ, so by Theorem 2.31,
rkW (R)M
τ = rkZpΛ.
By the recollections from Section 2.4, we have an identification
M τ ⊗W (R) R ∼= D(X)R
which identifies the Hodge filtrations, i.e.
(M τ ⊗W (R) R ⊃ E1 ⊃ 0)
∼
−→ (D(X)R ⊃ Lie(X
∨)∗ ⊃ 0)
is an isomorphism of filtered OB⊗Zp R-modules. Here E1 is the image of M1 under the composition
M1
θ1−→M τ →M τ ⊗W (R) R.
In particular, we have an identification
Lie(X) ∼=M τ/θ1(M1).
Viewing OB as a graded Zp-algebra concentrated in degree zero, we can view OB ⊗Zp W (R)
⊕ as a
graded ring. Then Λ⊗Zp W (R)
⊕ inherits the structure of a graded OB ⊗Zp W (R)
⊕-module.
Lemma 5.12. The following are equivalent:
(i) For some faithfully flat extension R→ R′ there is an isomorphism of graded OB⊗ZpW (R
′)⊕-
modules
MW (R′)⊕
∼
−→ Λ⊗Zp W (R
′)⊕
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(ii) For some faithfully flat extension R→ R′ there is an isomorphism of filtered OB⊗ZpR
′-modules
(M τ ⊗W (R) R
′ ⊃ E1 ⊗R R
′ ⊃ 0)
∼
−→ (Λ⊗Zp R
′ ⊃ Λ1 ⊗W (k) R
′ ⊃ 0)(5.1)
(iii) Lie(X) satisfies the determinant condition with respect to D.
Proof. We start by proving (i) and (ii) are equivalent. Suppose (i) holds, so for some faithfully flat
R→ R′ there is a ϕ :MW (R′)⊕
∼
−→ Λ⊗Zp W (R
′)⊕ which is compatible with the OB-action and the
grading. Then in particular, M ′1, the first graded piece of MW (R′)⊕ , is carried by ϕ into the first
graded piece of Λ⊗Zp W (R
′)⊕. That is,
ϕ(M ′1)
∼= (Λ0 ⊗W (k) IR′)⊕ (Λ
1 ⊗W (k) W (R
′)).
By reducing modulo IR′(MW (R′)⊕)
τ we see that (ii) holds.
Now let us prove (ii) implies (i). Let
ϕ¯ :M τ ⊗W (R) R
′ ∼−→ Λ⊗Zp R
′
be an isomorphism preserving the filtration. First we lift ϕ¯ to an OB⊗ZpW (R)-module isomorphism
ϕ : (MW (R′)⊕)
τ ∼−→ Λ⊗Zp W (R
′).
By restricting to simple factors and applying Morita equivalence we may assumeOB = OL is the ring
of integers in an unramified extension L of degree n over Qp. In that case we have an isomorphism
OL ⊗Zp W (k)
∼=
∏
j∈Z/nZ
W (k),
which gives decompositions
(MW (R′)⊕)
τ =
⊕
j∈Z/nZ
M ′(j), and Λ⊗Zp W (R
′) =
⊕
j∈Z/nZ
Λ′(j),
where M ′(j) = {m ∈ (MW (R′)⊕)
τ | a ·m = σj(a)m, a ∈ OL}, and similarly for Λ
′(j). Since ϕ¯ is an
isomorphism of OL ⊗Zp R
′-modules, it induces isomorphisms
M ′(j)⊗W (R′)⊕ R
′ ∼−→ Λ′(j)⊗W (k) R
′
for every j. Each M ′(j) is projective as a W (R′)-module, so these isomorphisms can be lifted to
W (R′)-module homomorphisms
M ′(j)→ Λ′(j),
which are surjective by Nakayama’s lemma. Summing these together we obtain a map
(MW (R′)⊕)
τ → Λ⊗Zp W (R
′),
which is an OL ⊗Zp W (R
′)-module homomorphism since it preserves the decompositions above. At
the same time, it is a surjective homomorphism between projective W (R′)-modules of the same
rank, so it must be an isomorphism.
If M ′ is a finite projective graded W (R′)⊕-module of non-negative depth and altitude one, then
the assignment M ′ 7→ ((M ′)τ , θ′1(M
′
1)) determines a functor F to the category Pairs(R) of pairs
(P,Q), where P is a finite projective W (R)-module and Q ⊂ P is a submodule. By the proof of
Lemma 2.28 this functor is fully faithful. In the case at hand, because ϕ¯ preserves the filtration
(5.1), it follows that ϕ sends θ′1(M
′
1) into (Λ
0 ⊗W (k) IR′ ) ⊕ (Λ
1 ⊗W (k) W (R
′)), so ϕ determines an
isomorphism
((MW (R′)⊕)
τ , θ′1(M
′
1))
∼
−→ (Λ⊗Zp W (R
′), (Λ0 ⊗W (k) IR′)⊕ (Λ
1 ⊗W (k) W (R
′)))
in Pairs(R). Since the left-hand side is F (MW (R′)⊕) and the right-hand side is F (Λ⊗Zp W (R
′)⊕),
full faithfulness of F implies the existence of an isomorphism of graded W (R′)⊕-modules
ϕ˜ :MW (R′)⊕
∼
−→ Λ⊗Zp W (R
′)⊕
lifting ϕ. Since the OB-action on (MW (R′)⊕)
τ is induced by the given action on MW (R′)⊕ , we can
once again apply full faithfulness of F to see ϕ˜ is compatible with the respective OB-actions.
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Now let us prove the equivalence of (ii) and (iii). Suppose (ii) holds. The determinant condition
can be checked fpqc-locally because morphisms of schemes can be glued locally for the fpqc topology.
But by (ii) and the above identifications there is an isomorphism of OB ⊗Zp R
′-modules
Lie(XR′)
∼
−→ Λ0 ⊗W (k) R
′,
where R → R′ is a faithfully flat extension. This implies the determinant condition holds over R′,
and therefore over R as well.
Conversely, suppose (iii) holds, i.e. Lie(X) satisfies the determinant condition with respect to D.
Again by restricting to simple factors and applying Morita equivalence we can assume OB = OL is
the ring of integers in an unramified extension L of degree n over Qp. As in the proof of (ii) implies
(i), we have decompositions
Λ0 =
⊕
j∈Z/nZ
Λ0(j), and Lie(X) =
⊕
j∈Z/nZ
L(j).
In this case the determinant condition is equivalent to
rkW (k)Λ
0(j) = rkRL(j)
for every j, cf. [RZ96, 3.23(b)]. Hence L(j) and Λ0(j) ⊗W (k) R are projective R-modules of the
same rank, so after some localization we can find an isomorphism αj : L(j)
∼
−→ Λ0(j) ⊗W (k) R for
every j. Similarly we can decompose
Λ1 =
⊕
j∈Z/nZ
Λ1(j) and Lie(X∨)∗ =
⊕
j∈Z/nZ
L′(j),
and, perhaps after another localization, we can find isomorphisms βj : L
′(j)
∼
−→ Λ1(j) ⊗W (k) R for
every j. Now, write
D(X)R =
⊕
j∈Z/nZ
D(j) and Λ =
⊕
j∈Z/nZ
Λ(j).
Since L(j) and Λ0(j) are projective, the short exact sequences
0→ L′(j)→ D(j)→ L(j)→ 0
and
0→ Λ1(j)⊗W (k) R→ Λ(j)⊗W (k) R→ Λ
0(j)⊗W (k) R→ 0
split over R. Hence we can piece together the isomorphisms αj and βj to obtain φj : D(j)
∼
−→
Λ(j) ⊗W (k) R, preserving the filtration by direct summands. Combining these for all j gives an
isomorphism
ϕ : D(X)R
∼
−→ Λ⊗Zp R.
By construction, ϕ is an isomorphism of OL⊗Zp R-modules which identifies the Hodge filtrations of
the two sides. By the remarks before the statement of the lemma we have a natural identification
(M τ ⊗W (R) R ⊃ E1 ⊃ 0)
∼
−→ (D(X)R ⊃ Lie(X
∨)∗ ⊃ 0).
Combining this with ϕ gives the desired isomorphism. 
5.3. Representability in the EL-type case. In this section we prove that RZG,µ,b is representable
by a formal scheme when (µ, b) is a framing pair for a local integral Shimura datum (G, {µ}, [b])
associated to an unramified integral RZ-datum of EL-type. Throughout this section we continue to
assume k is an algebraic closure of Fp, that D = (B,OB,Λ) is an unramified integral EL-datum,
and that (D, {µ}, [b]) is an unramified integral RZ-datum of EL-type. Let X0 be a p-divisible group
over k equipped with an action by OB . Let us begin by recalling the definition of the unramified
EL-type Rapoport-Zink space associated to X0 and D.
Definition 5.13. Define RZD(X0) to be the set-valued functor on the category of W (k)-schemes
in which p is locally nilpotent which associates to any such S the set of isomorphism classes of pairs
(X, ρ), where
• X is a p-divisible group over S equipped with an action of OB, such that Lie(X) satisfies the
determinant condition with respect to D, and
• ρ : X ×S S 99K X0 ×Spec(k) S is a quasi-isogeny which commutes with the action of OB .
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Here again S denotes the closed subscheme of S defined by pOS , and two pairs (X1, ρ1) and (X2, ρ2)
are isomorphic if ρ−12 ◦ ρ1 lifts to an isomorphism X1 → X2 respecting the OB-actions.
By [RZ96, Theorem 3.25], the inclusion RZD(X0) →֒ RZ(X0) is a closed immersion, so the functor
RZD(X0) is representable by a formal scheme which is formally smooth and formally locally of finite
type over SpfW (k). IfM0 is a 1-display over k equipped with an OB-action, we obtain an analogous
subfunctor of RZ(M0) by replacing all p-divisible groups that arise in Definition 5.13 with displays.
Definition 5.14. Let RZD(M0) be the set-valued functor on NilpW (k) which associates to a ring
R in NilpW (k) the set of isomorphism classes of pairs (M,γ), where
• M = (M,F ) is a 1-display overW (R) equipped with an action by OB such that the underlying
graded OB ⊗Zp W (R)
⊕-module M is fpqc-locally isomorphic to Λ⊗Zp W (R)
⊕, and
• γ : MW (R/pR) 99K M0W (R/pR) is a quasi-isogeny of displays which commutes with the OB-
actions.
As in Definition 5.6, two pairs (M1, γ1) and (M2, γ2) are isomorphic if γ
−1
2 ◦γ1 lifts to an isomorphism
M1 →M2.
Lemma 5.15. Let M0 be a nilpotent 1-display endowed with an OB-action, and let X0 = BTk(M0).
Then the functor RZD(M0) and the restriction of RZD(X0) to NilpW (k) are naturally isomorphic.
In particular, RZD(M0) is representable by a formal scheme which is formally smooth and formally
locally of finite type over Spf W (k).
Proof. The natural isomorphism RZ(M0)
∼
−→ RZ(X0) from Proposition 5.7 restricts to a natural
isomorphism RZD(M0)
∼
−→ RZD(X0) by Lemma 5.12. 
Now, suppose G is the group associated to (D, {µ}, [b]), and denote by η the natural closed
embedding
η : G →֒ GL(Λ).
Let (µ, b) be a framing pair for (G, {µ}, [b]), and denote by D0 the associated framing object, cf.
Definition 4.4. Evaluating D0 on (Λ, η), we obtain a display overW (k), which we will denote byM0.
The condition in Definition 5.10 implies Cµ,k(Λ, η) is of type (0
(d), 1(n−d)), where d = rkW (k)Λ
0 and
n = rkZpΛ. Hence M0 is also of type (0
(d), 1(n−d)), and therefore M0 is a 1-display. The following
is the main theorem of this section.
Theorem 5.16. The functors RZG,µ,b and RZD(M0) are naturally isomorphic.
Proof. Note that RZD(M0) is the functor of isomorphism classes associated to a category fibered in
groupoids RZD(M0). By Lemma 2.25 (or [Zin02, Theorem 37]), RZD(M0) is an fpqc stack.
Now, let R be a p-nilpotent W (k)-algebra, and suppose (D , ι) is an object of RZG,µ,b(R). We
can view the embedding η : G →֒ GL(Λ) as a representation (Λ, η) of G. Applying D to (Λ, η), we
obtain a display M = (M,F ) over W (R). After some faithfully flat extension R → R′ there is an
isomorphism of tensor functors
υR′ ◦DR′ ∼= Cµ,R′ .
In particular, we have an isomorphism of graded W (R′)⊕-modules
MW (R′)⊕ = (υR′ ◦DR′)(Λ, η) ∼= Cµ,R′(Λ, η) = Λ⊗Zp W (R
′)⊕.
It follows from Lemma 2.13 that M is a 1-display. The endomorphism on Λ induced by any a ∈ OB
is G-equivariant, so we obtain an action of OB onM by functoriality. Furthermore, for each a ∈ OB ,
we have a commutative diagram
MW (R′)⊕ Λ⊗Zp W (R
′)⊕
MW (R′)⊕ Λ⊗Zp W (R
′)⊕
∼
(υR′◦DR′)(a) Cµ,R′ (a)
∼
In other words, the isomorphismMW (R′)⊕ ∼= Λ⊗ZpW (R
′)⊕ is compatible with the OB-action. Now
the G-quasi-isogeny ι induces a quasi-isogeny
γ := ιη :MW (R/pR) 99KM0W (R/pR)
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by evaluation on (Λ, η). Again, because the action by OB is G-equivariant, we see that γ is com-
patible with the OB-actions. Hence (M,γ) is an element of RZD(M0)(R). This construction is
compatible with base change, so we have defined a morphism of stacks
RZG,µ,b → RZD(M0).(5.2)
It remains to show the morphism (5.2) is an isomorphism. To see that it is faithful, let R be a
p-nilpotent W (k)-algebra, and suppose ψ1 and ψ2 are two morphisms (D , ι) → (D
′, ι′) in RZG,µ,b
which agree after applying (5.2). By descent, it is enough to check that ψ1 and ψ2 are equal
fpqc-locally. But after some faithfully flat R → R′, we have isomorphisms Cµ,R′ ∼= υR′ ◦ D and
Cµ,R′
∼= υR′ ◦ D
′, so ψ1 and ψ2 correspond to elements h1, h2 ∈ Aut
⊗(Cµ,R′ ) = L
+
µG(R
′). That ψ1
and ψ2 agree after applying (5.2) means η(h1) = η(h2), but η is a faithful representation, so this
implies h1 = h2. Hence ψ1 = ψ2.
Now let (M,γ) be an object in RZD(M0)(R). Define
QM := Isom
0(Λ⊗Zp W (R)
⊕,M)
as the functor onR-algebras taking R′ to the group of gradedOB⊗ZpW (R
′)⊕-isomorphisms between
MW (R′)⊕ and Λ ⊗Zp W (R
′)⊕. Then QM is an L
+
µG-torsor over R. Indeed, because M is locally
isomorphic to Λ⊗ZpW (R)
⊕, it is enough to show the group of gradedOB⊗ZpW (R
′)⊕ automorphisms
of Λ⊗Zp W (R
′)⊕ is isomorphic to L+µG(R
′). But this is true essentially by the definition of L+µG.
Now we can mimic Construction 3.19 to obtain a morphism
αF : QM → L
+G.
Specifically, if h : Λ⊗ZpW (R
′)⊕
∼
−→MW (R′)⊕ is an graded isomorphism of OB⊗ZpW (R
′)⊕ modules
for some R→ R′, then the composition
Λ⊗Zp W (R
′)
hσ
−−→ (MW (R′)⊕)
σ F
♯
−−→ (MW (R′)⊕)
τ (h
τ )−1
−−−−→ Λ⊗Zp W (R
′)
comes from applying η to an element αF (h) of GLOB(Λ ⊗Zp W (R
′)) = L+G(R′). The association
h 7→ αF (h) is obviously L
+
µG-equivariant for the action 3.1. All told, the pair (QM , αF ) determines
a G-display of type µ over R.
Suppose now (M,γ) is obtained from the morphism (5.2), so there is some (D , ι) which gives
(M,γ) upon evaluation at (Λ, η). As in Construction 3.19, we can associate to D an L+µG-torsor
QD , defined by
QD = Isom
⊗(Cµ,R, υR ◦D).
Evaluating on (Λ, η) defines an isomorphism of L+µG-torsors δ : QD → QM . We claim δ is an
isomorphism of G-displays of type µ, i.e. that αF ◦ δ = αD . Let λ ∈ QD(R
′) for some R-algebra
R′. Then η((αF ◦ δ)(λ)) = η(αF (λη)) ∈ L
+GL(Λ)(R′) is the composition (λτη)
−1 ◦ F ♯ ◦ λση . On the
other hand, by definition of αD , this is exactly αD(λ)η. But
αD(λ)η = η(αD(λ)),
so we have η(αD(λ)) = η(αF (λη)). Hence αD(λ) = αF (δ(λ)).
Now suppose (D , ι), (D ′, ι′) are objects in RZG,µ,b. Write (M,γ), (M
′, γ′) for the corresponding
objects in RZD(M0), and suppose
ϕ : (M,γ)
∼
−→ (M ′, γ′)
is a morphism in RZD(M0). Corresponding to M and M
′ we have L+µG-torsors QM and QM ′ ,
along with isomorphisms of G-displays of type µ
δ : (QD , αD)
∼
−→ (QM , αF ) and δ
′ : (QD′ , αD′)
∼
−→ (QM ′ , αF ′).
The map of underlying W (R)⊕-modules ϕ : M → M ′ induces a morphism ψ : QM → QM ′ . We
claim ψ is a morphism of G-displays of type µ. For this we need αF ′ ◦ψ = αF . Let h ∈ QM (R
′) for
some R-algebra R′. Then
η(αF (h)) = (h
τ )−1 ◦ F ♯ ◦ hσ.
Since ϕ is an isomorphism of displays, we have F ♯ = (ϕτ )−1 ◦ (F ′)♯ ◦ ϕσ, so
η(αF (h)) = (h
τ )−1 ◦ (ϕτ )−1 ◦ (F ′)♯ ◦ ϕσ ◦ hσ.
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But this is η(αF ′ (ψ(h))) by definition.
Now the composition
(QD , αD)
δ
−→ (QM , αF )
ψ
−→ (QM ′ , αF ′)
(δ′)−1
−−−−→ (QD′ , αD′)
is a morphism of G-displays of type µ. Call it ζ. By Theorem 3.20, it is induced by a unique
morphism of Tannakian (G,µ)-displays ξ : D → D ′. We claim ξ induces ϕ via (5.2), i.e. that
ξη = ϕ.
By descent it is enough to check they agree fpqc-locally. Suppose R → R′ is a faithfully flat
extension, and let λ ∈ Isom⊗(Cµ,R′ , υR′ ◦ DR′). Then because ξ induces ζ, we have ζ(λ) = ξR′ ◦ λ.
On the other hand, by definition of ζ, ζ(λ) is the unique morphism Cµ,R′
∼
−→ υR′ ◦ D
′
R′ such that
ζ(λ)η = ψ(δ(λ)) = ϕR′ ◦ λη. Hence
ϕR′ ◦ λη = ζ(λ)η = (ξR′)η ◦ λη.
But λη is an isomorphism, so ϕR′ = (ξR′)η, i.e. ϕ = ξη.
Finally we observe that ξ : D → D ′ must lift (ι′)−1 ◦ ι. Indeed, because ξ induces ϕ, we know
that ξη lifts (ι
′
η)
−1 ◦ ιη. But then we can argue as in the proof of faithfulness to show ξ lifts (ι
′)−1 ◦ ι.
This shows (5.2) is full.
Last we prove (5.2) is essentially surjective. As usual, by [Sta17, Lemma 046N], it is enough to
show any (M,γ) over R is in the essential image of (5.2) fpqc-locally. But after some faithfully
flat R → R′ we have an isomorphism λ : Λ ⊗Zp W (R
′)⊕
∼
−→ MW (R′)⊕ . Then the composition
(λτ )−1 ◦F ♯R′ ◦λ
σ is obtained by applying η to some U ∈ L+G(R′). Similarly, we obtain g ∈ LG(R′)
such that η(g) is given by the composition
Λ⊗Zp W (R
′)[1/p]
λτ
−−→ (MW (R′/pR′)⊕)
τ [1/p]
γ
−→ ((M0)W (R′/pR′)⊕)
τ [1/p]
∼
−→ Λ⊗Zp W (R
′)[1/p],
after identifying
Λ⊗Zp W (R
′)[1/p] ∼= Λ⊗Zp W (R
′/pR′)[1/p]
as in the proof of Theorem 4.7. Let DU be the banal Tannakian (G,µ)-display obtained from
U . Then g induces a G-quasi-isogeny ιg : (DU )R/pR 99K (D0)R/pR, and (DU , ιg) is an object in
RZG,µ,b(R
′) whose image under (5.2) is isomorphic to (M,γ).

Suppose now that all slopes of η(b) are nonzero. Then the 1-display M0 obtained by evaluating
D0 on (Λ, η) is nilpotent. Hence X0 = BTk(M0) is a formal p-divisible group, and both M0 and
X0 inherit OB-actions from the action of OB on Λ. Combining Lemma 5.15 and Theorem 5.16, we
obtain the following corollary.
Corollary 5.17. Suppose all slopes of η(b) are different from 0. Then there is a natural isomorphism
of functors
RZG,µ,b
∼
−→ RZD(X0).
In particular, RZG,µ,b is representable by a formal scheme which is formally smooth and formally
locally of finite type over Spf W (k).
5.4. Remarks on the Hodge-type case. In this section we specialize the study of our RZ functor
to the Hodge-type case. In this case, our Tannakian approach further allows us to prove that the
RZG,µ,b is a stack in setoids, i.e. that objects in RZG,µ,b(R) have no nontrivial automorphisms for
any R.
Definition 5.18. A local Shimura datum (G, {µ}, [b]) is of Hodge-type if there exists a faithful
representation Λ of G on a finite free Zp-module such that the corresponding closed embedding of
group schemes η : G →֒ GL(Λ) satisfies the following property: after a choice of basis ΛOE
∼
−→ OnE ,
the composite
η ◦ µ : Gm,OE → GLn,OE
is the cocharacter a 7→ diag(1(r), a(n−r)) for some 1 ≤ r < n.
Definition 5.19. A local Hodge embedding datum for a local Shimura datum (G, {µ}, [b]) of Hodge-
type consists of
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• a group scheme embedding η : G →֒ GL(Λ) as above,
• a framing pair (µ, b) for (G, {µ}, [b]).
Let (Λ, η, b) be a local Hodge embedding datum for a local Shimura datum (G, {µ}, [b]) of Hodge-
type. Let R be a p-nilpotent W (k)-algebra and (D , ι) be an object in RZG,µ,b(R). By evaluating D
on (Λ, η), we obtain a display M(η) over W (R). Because υR ◦D is fpqc-locally of type µ, it follows
from Lemma 2.13 that M(η) is of type (0(r), 1(n−r)). In particular, it is a 1-display over W (R).
Let D0 be the framing object associated to (µ, b), and denote by M0 the evaluation of D0 on
(Λ, η). Then ι induces a quasi-isogeny of 1-displays
ιη : M(η)W (R/pR) 99KM0W (R/pR).
Hence the pair (M(η), ιη) determines an object in RZ(M0)(R), where RZ(M0) is the fpqc-stack
whose functor of isomorphism classes is RZ(M0). This construction defines a morphism of stacks
RZG,µ,b → RZ(M0).
If η(b) has no slopes equal to zero, then M0 is a nilpotent 1-display over W (k), so by Proposition
5.7, RZ(M0) is represented by the classical RZ-space RZ(X0), where X0 = BTk(M0).
Proposition 5.20. Assume that (G, {µ}, [b]) is a Hodge-type local Shimura datum with a local Hodge
embedding datum such that η(b) has no slopes equal to 0. Then RZG,µ,b is a stack in setoids.
Proof. Let R be in NilpW (k) and let (D , ι) be an object in RZG,µ,b(R). Suppose ψ is an automor-
phism of the pair (D , ι). Then ψ is a natural transformation of tensor functors D → D which lifts
the identity DR/pR → DR/pR. Evaluating D on (Λ, η), we obtain an automorphism ψη of (M(η), ιη)
in RZ(M0). But by Proposition 5.7, RZ(M0) is representable, hence its objects have no nontrivial
automorphisms. Then ψη = idM(η). This implies that ψ = idD , since any endomorphism of an exact
tensor functor from RepZp(G) to an exact rigid tensor category which is the identity on a faithful
representation is itself the identity. 
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