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CRYSTAL OF AFFINE ŝlℓ AND HECKE ALGEBRAS AT A PRIMITIVE 2ℓTH
ROOT OF UNITY
HUANG LIN AND JUN HU
Abstract. Let ℓ ∈ N with ℓ > 2 and I := Z/2ℓZ. In this paper we give a new realization of the crystal
of affine ŝlℓ using the modular representation theory of the affine Hecke algebras Hn of type A and
their level two cyclotomic quotients with Hecke parameter being a primitive 2ℓth root of unity. We
categorify the Kashiwara operators for the crystal as the functors of taking socle of certain two-steps
restriction and of taking head of certain two-steps induction. For any irreducible moduleM ∈ Hn-mod,
we prove that the irreducible submodules of resHn
Hn−2
M which belong to B̂(∞) (Definition 6.1) occur
with multiplicity two. The main results generalize the earlier work of Grojnowski and Vazirani on the
relations between the crystal of affine ŝlℓ and the affine Hecke algebras of type A at a primitive ℓth
root of unity.
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1. Introduction
Let 1 < ℓ ∈ N. Let B(Λˆ0) be the crystal of the integral highest weight module L(Λˆ0) of affine ŝlℓ
and B(Λ0 + Λℓ) the crystal of the integral highest weight module L(Λ0 + Λℓ) of affine ŝl2ℓ, where Λˆ0
and Λ0,Λℓ are the fundamental dominant weights of ŝlℓ and ŝl2ℓ respectively. By [24, (4.2)], there is a
natural embedding ι : B(Λˆ0) ∪ {0} →֒ B(Λ0 + Λℓ) ∪ {0} which is defined by
(1.1) ι(f˜in+ℓZ · · · f˜i1+ℓZ1Λˆ0) = f˜in+2ℓZf˜in+ℓ+2ℓZ · · · f˜i1+2ℓZf˜i1+ℓ+2ℓZ1Λ0+Λℓ , ∀n ∈ N, i1, · · · , in ∈ Z,
such that ι(B(Λˆ0)) ⊆ B(Λ0 + Λℓ).
The above embedding ι has some important combinatorial and representation theorietic implication.
Recall that B(Λˆ0) has a realization in terms of the set K0 of ℓ-restricted partitions (or equivalently,
Kleshchev partitions), while B(Λ0+Λℓ) has a realization in terms of the set K0,ℓ of Kleshchev bipartitions
with respect to ( 2ℓ
√
1; 0, ℓ), where 2ℓ
√
1 denotes a primitive 2ℓth root of unity. Thus for each n ∈ N, ι
defines an injection ([8, Corollary 6.9]) from the set K0(n) into the set K0,ℓ(2n), such that if ∅ i1→ · i2→
· · · · in→ λ is a path in Kleshchev’s good lattice of K0 then (∅, ∅) i1→ · i1+ℓ→ · i2→ · i2+ℓ→ · · · · in→ · in+ℓ→ ι(λ) is a
path in Kleshchev’s good lattice of K0,ℓ. Furthermore, ι(B(Λˆ0)) coincides with the fixed point subset of
B(Λ0+Λℓ) under the automorphism “h” induced by the Dynkin diagram automorphism i 7→ i+ ℓ+2ℓZ
for all i ∈ Z/2ℓZ. The set K0(n) gives a labelling of irreducible modules for the Iwahori–Hecke algebra
H ℓ√1(Sn) of type An−1 (i.e., associated to the symmetric group Sn) at a primitive ℓth root of unity
ℓ
√
1, while the set K0,ℓ(2n) gives a labelling of irreducible modules for the Iwahori–Hecke algebra of type
B2n at a primitive 2ℓth root of unity
2ℓ
√
1. This gives a first clue on the connection between the modular
representations of the Iwahori–Hecke algebra of type A and of type B at different root of unity via (1.1).
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The second implication of (1.1) involves the Iwahori–Hecke algebras ([12]) of type D at root of unity.
Let F be an algebraically closed field with charF 6= 2 and 1 6= q ∈ F×. Recall that the Iwahori–Hecke
algebra Hq(Bn) of type Bn is the unital associative F -algebra generated by T0, T1, · · · , Tn−1 which
satisfy the following relations:
T 20 = 1, (Tr − q)(Tr + 1) = 0, ∀ 1 ≤ r < n,
TiTi+1Ti = Ti+1TiTi+1, ∀ 1 ≤ i < n− 1,
TiTj = TjTi, ∀ 1 ≤ i < j − 1 < n− 1,
T0T1T0T1 = T1T0T1T0.
The F -subalgebra of Hq(Bn) generated by T0T1T0, T1, · · · , Tn−1 is isomorphic to the Iwahori–Hecke
algebra Hq(Dn) associated to the Weyl group of type Dn. In a series of earlier works [6], [7], [9], [10],
the second author has initiated the study of the modular representations of Hq(Dn) using the Clifford
theory between Hq(Bn) and Hq(Dn), with the aim of computing the decomposition numbers of Hq(Dn)
in terms of the decomposition numbers of Hq(Bn). Let P(n) and P(n) be the set of bipartitions and
partitions of n respectively. Let {Sλ|λ ∈ P(n)} and {Dλ|λ ∈ K (n)} be the set of Specht modules and
simple modules of Hq(Bn) respectively. In the semisimple case, S
λ ↓Hq(Dn) splits into a direct sum of
two simple submodules Sλ+ ⊕ Sλ− whenever λ = (λ, λ) for some λ ∈ P(n/2). By [6], for each λ ∈ K (n),
Dλ ↓Hq(Dn) either remains irreducible, or splits into a direct sum of two simple submodules Dλ+ ⊕Dλ−.
Moreover, the most interesting and not well-understood case is the case when the Hecke parameter q is a
primitive (2ℓ)th root of unity. In that case, K (n) = K0,ℓ(n), Dλ ↓Hq(Dn) splits if and only if λ = h(λ),
and if and only if λ = ι(µ) for some µ ∈ K0(n/2) (in particular, this happens only if n is even), and the
set {
Dλ ↓Hq(Dn)
∣∣ λ ∈ K0,ℓ(n)/∼, h(λ) 6= λ} ⊔ {Dι(µ)+ , Dι(µ)− ∣∣ µ ∈ K0(n/2)}
is a complete set of pairwise non-isomorphic simple Hq(Dn)-modules, where λ ∼ µ if and only if
µ = h(λ), and the second subset is understood as ∅ if n is not even.
A major challenging problem in the understanding of the modular representations of Hq(Dn) when n
is even and q is a primitive 2ℓth root of unity is to understand the decomposition numbers [S
(λ,λ)
+ : D
ι(µ)
+ ],
where λ is a partition of n/2 and µ is an ℓ-restricted partition of n/2. We suspect that (1.1) reveals
not only the bijection between K0(n/2) with the set {λ ∈ K0,ℓ(n)|Dλ ↓Hq(Dn) splits} (a fact which was
first obtained in [3]), but also indicates some possible connections between the following three (type A,
type B and type D) decomposition numbers
[Sλ : Dµ], [S(λ,λ) : Dι(µ)], [S
(λ,λ)
+ : D
ι(µ)
+ ],
where Sλ, Dµ are denoted the Specht module labelled by λ and the simple module labelled by µ of
H ℓ√1(Sn/2) respectively.
By the celebrated work of Ariki, Lascoux, Leclerc and Thibon ([1], [21]), the decomposition numbers
for the Hecke algebras of type A, type B or more generally of type G(r, 1, n) when charF = 0 can
be computed through the calculation of the canonical bases of certain integral highest weight modules
over affine ŝlℓ, where ℓ is the multiplicative order of the Hecke parameter q. More recently, using the
theory of quiver Hecke algebras, Brundan and Kleshchev [2] show that Ariki-Lascoux-Leclerc-Thibon’s
theory can be upgraded into a Z-graded setting. In [4] and [5], Grojnowski and Vazirani give a new
approach to the modular representations of affine Hecke algebras and their cyclotomic quotients over
field of any (possibly positive) characteristic. In their approach a new realization of the crystals of affine
ŝlℓ is obtained using the modular representation theory of affine Hecke algebras and their cyclotomic
quotients at a primitive ℓth root of unity, where the Kashiwara operators e˜i, f˜i for the crystal are
categorified as the functors of taking socle of i-restriction and of taking head of i-induction. In this
paper, motivated by the embedding (1.1), we give a new realization of the crystal of affine ŝlℓ using
the modular representation theory of the affine Hecke algebras of type A and their level two cyclotomic
quotients (i.e., Iwahori–Hecke algebra of type B) at a primitive 2ℓth root of unity. We categorify the
Kashiwara operators for the crystal as the functors of taking socle of certain two-steps restriction and
of taking head of certain two-steps induction. For any irreducible module M ∈ Hn-mod, we prove
that the irreducible submodules of resHn
Hn−2
M which belong to B̂(∞) occur with multiplicity two. The
main tool we use is the theory of real simple modules developed by Kang, Kashiwara, et al. in recent
papers ([14], [15]). The theory is originally built for the quiver Hecke algebras, but can be transformed
into the setting of the affine Hecke algebras of type A using the categorical equivalence between finite
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dimensional representations of affine Hecke algebras of type A and of the quiver Hecke algebras of type
A built in the work of [11]. We obtain the main results Theorems 6.23, 6.26 under the assumption that
ℓ > 2 (which is needed in the proof of Lemma 3.12). However, we suspect that the main results might
still be true when ℓ = 2. In view of the work [22], it should also be possible to generalize the main
results of this work to a Z-graded setting in the context of quiver Hecke algebras ([18], [26]).
The content of the paper is organized as follows. In Section 2, we first recall some basic knowledge (like
intertwining element, convolution product, the functor ∆b etc.) about the non-degenerate affine Hecke
algebra of type A. Then we introduce in Definitions 2.25 and 2.29 the notion of two-steps induction
functors êi, the generalized Kato modules L(̂i
m) and the function ε̂i. We give in Lemmas 2.30, 2.33,
2.36 and Corollary 2.35 a number of results on the functor ∆̂îm and the function ε̂i. In Section 3 we first
recall the notion of real simple module and some of their main properties established in [15]. Then we
give Lemmas 3.4, 3.7, 3.12, Corollary 3.10 which provide a number of new real simple modules and their
nice properties. In particular, our Corollary 3.11 fixes a gap of [19, 6.3.2] in the case when p > 2, see
[20]. In Section 4 we study the two-steps version e˜̂i, f˜̂i of the functors e˜i, f˜i of taking socle of i-restriction
and taking head of i-induction. The main result in this section is Proposition 4.3, where we prove that
the socle of eiei+ℓM is isomorphic to e˜ie˜i+ℓM for any irreducible module M . In addition, we also give
generalization in our “hat” setting of some results in [19] for the functors e˜i, f˜i,∆ia and the functions
εi. In Section 5 we give some new technical results. The hat versions of these technical results, given
in Lemmas 6.5, 6.6, 6.7 and Proposition 6.8, will be the crucial part in our later inductive proof of
Theorem 6.2 that the set B̂(∞) of simple modules is closed under our hat version e˜̂i, f˜̂i of Kashiwara
operators. In Section 6 we give the first two main results Theorems 6.23, 6.26 of this paper, which give
a new realization of the crystal of affine ŝlℓ using the modular representation theory of the affine Hecke
algebras Hn of type A at a primitive 2ℓth root of unity. In Section 7 we give the third main result
Theorem 7.9 of this paper, which give a new realization of the crystal of the integral highest weight
module V (Λˆ0) of affine ŝlℓ using the modular representation theory of the Iwahori–Hecke algebra of
type B at a primitive 2ℓth root of unity. We also obtain several multiplicity two results in Theorem 7.3
and Corollary 7.8 about certain two-steps restrictions and inductions.
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2. Preliminary
Throughout this paper, let F be an algebraically closed field and 1 6= q ∈ F×. Let Hn := Hn(q) be
the non-degenerate type A affine Hecke algebra over F with Hecke parameter q. By definition,
Hn is the unital associative F -algebra with generators T1, . . . , Tn−1, X±11 , . . . , X
±1
n and relations:
(Ti − q)(Ti + 1) = 0, 1 ≤ i < n,(2.1)
TiTi+1Ti = Ti+1TiTi+1, 1 ≤ i ≤ n− 2,(2.2)
TiTk = TkTi, |i− k| > 1,(2.3)
X±1i X
±1
k = X
±1
k X
±1
i , 1 ≤ i, k ≤ n,(2.4)
XkX
−1
k = 1 = X
−1
k Xk, 1 ≤ k ≤ n,(2.5)
TiXk = XkTi, k 6= i, i+ 1,(2.6)
Xi+1 = q
−1TiXiTi, 1 ≤ i < n.(2.7)
Note that one can also replace the last relation above with the following:
Xi+1Ti = TiXi + (q − 1)Xi+1, 1 ≤ i < n.(2.8)
Let ∗ be the anti-isomorphism of Hn which is defined on generators by T ∗i = Ti, X∗j = Xj for any
1 ≤ i < n, 1 ≤ j ≤ n. For any a, b ∈ N with 1 ≤ a < b, we denote by H{a+1,a+2,··· ,b} the affine Hecke
algebra which is isomorphic to Hb−a and whose defining generators and relations are obtained from
that of Hb−a by shifting all the subscript upwards by a. In particular, Hn = H{1,2,··· ,n}. For later use,
we need certain elements of Hn which are called intertwining elements.
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Definition 2.9. ([2, (4.10)], [23], [25]) For each 1 ≤ k < n, we define the kth intertwining element Φk
to be:
Φk := (1−XkX−1k+1)Tk + 1− q = Tk(1−Xk+1X−1k ) + (q − 1)Xk+1X−1k .
Note that the element Φk defined above is the same as Θ
∗
k in the notation of [2, (4.10)]. These
elements have the following nice properties which are mostly easy to check.
Lemma 2.10. ([23, Proposition 5.2], [2, (4.11),(4.12),(4.13)]) 1) For any 1 ≤ k < n,
Φ2k = (q −Xk+1X−1k )(q −XkX−1k+1).
2) For any 1 ≤ k < n − 1, ΦkΦk+1Φk = Φk+1ΦkΦk+1, and ΦkΦj = ΦjΦk for any 1 ≤ j < n with
|j − k| > 1;
3) For any 1 ≤ k, j < n with j 6= k, k + 1, we have that
ΦkXk = Xk+1Φk, ΦkXk+1 = XkΦk, ΦkXj = XjΦk.
4) For any 1 ≤ k, j < n with j 6= k − 1, k, k + 1, we have ΦkTj = TjΦk.
For any w ∈ Sn and any reduced expression si1 · · · sim of w, we define Φw := Φi1 · · ·Φim . Then Φw
depends only on w but not on the choice of the reduced expression of w because of the braid relations
3) in Lemma 2.10.
Corollary 2.11. Let w ∈ Sn. If 1 ≤ k ≤ n then ΦwXk = Xw(k)Φw.
Proof. This follows from Lemma 2.10 3). 
Corollary 2.12. Let w ∈ Sn and 1 ≤ k < n. Suppose w(k + 1) = w(k) + 1. Then ΦwTk = Tw(k)Φw.
Proof. It is clear that wsk = sw(k)w. Since w(k) < w(k + 1), we have ℓ(wsk) = ℓ(w) + 1 = ℓ(sw(k)w).
Therefore, ΦwΦk = Φw(k)Φw by Lemma 2.10.
By definition, we have
ΦwΦk = Φw
(
Tk(1−Xk+1X−1k ) + (q − 1)Xk+1X−1k
)
,
Φw(k)Φw =
(
Tw(k)(1−Xw(k+1)X−1w(k)) + (q − 1)Xw(k+1)X−1w(k)
)
Φw
= Tw(k)Φw(1−Xk+1X−1k ) + (q − 1)ΦwXk+1X−1k .
Now ΦwΦk = Φw(k)Φw implies that
ΦwTk(1−Xk+1X−1k ) = Tw(k)Φw(1−Xk+1X−1k ).
Since 1−Xk+1X−1k is not a zero divisor of Hn, it follows that ΦwTk = Tw(k)Φw. 
Let Hn-mod be the category of finite dimensional Hn-modules. For any M ∈ Hn-mod, we denote
by hd(M) the head of M (i.e., the maximal semisimple quotient of M), and by socM the maximal
semisimple submodule of M .
Definition 2.13. Let m,n ∈ N. For each M ∈ Hm-mod, N ∈ Hn-mod, we define the convolution
product M ◦N of M and N to be:
M ◦N := indm+nm,n M ⊠N ∈ Hm+n-mod .
Set M▽N := hd(M ◦N). For any k ∈ N, we define N◦k := N ◦N ◦ · · · ◦N︸ ︷︷ ︸
k copies
.
Let m,n, k ∈ N. It is well-known that for any M ∈ Hm-mod, N ∈ Hn-mod and K ∈ Hk-mod, there
is a canonical Hm+n+k-module isomorphism:
(2.14) (M ◦N) ◦K ∼=M ◦ (N ◦K).
Definition 2.15. Let σ be the automorphism of Hn which is defined on generators as follows:
σ : Ti 7→ −qT−1n−i, Xj 7→ Xn+1−j ,
for all i = 1, · · · , n− 1, j = 1, · · · , n.
For any composition ν = (ν1, ν2, · · · , νr) of n, we define ν∗ := (νr, · · · , ν2, ν1) and
Hν := Hν1 ⊠H{ν1+1,··· ,ν1+ν2} ⊠ · · ·⊠H{n−νr+1,··· ,n},
which is parabolic subalgebra of Hn. If M ∈ Hν -mod, then we can twist the action with σ to get a new
module Mσ ∈ Hν∗ -mod.
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Lemma 2.16. Let M ∈ Hm-mod and N ∈ Hn-mod. Then
(M ◦N)σ ∼= Nσ ◦Mσ.
Let 1 < e ∈ N, I := Z/eZ, and q is a primitive eth root of unity in F .
Definition 2.17. Let RepI Hn be the full subcategory of Hn-mod consisting of all modules M such
that all eigenvalues of X1, · · · , Xn on M belongs to qI .
Note that Grojnowski and Vazirani’s approach ([4], [5]) works for both the non-degenerate type A
affine Hecke algebras and the degenerate type A affine Hecke algebras. The theory for the non-degenerate
case and for the degenerate case are parallel. Kleshchev [19] gives an excellent account and explanation
of Grojnowski’s approach in the case of degenerate type A affine Hecke algebras. In most of the time the
results and their proof in Kleshchev’s book [19] can be transformed into the case of non-degenerate affine
Hecke algebras without any difficulty. In such case we shall simply cite them as “the non-degenerated
version” of the corresponding result in [19] whenever we can not find a suitable reference elsewhere.
Let M ∈ RepI Hn. For any a := (a1, · · · , an) ∈ In, let
Ma :=
{
x ∈M ∣∣ (Xj − qaj )Nx = 0 for any 1 ≤ j ≤ n and N ≫ 0}.
We define the character of M to be
(2.18) chM :=
∑
a∈(F×)n
dimMa[a1, a2, · · · , an].
For any 1 ≤ t ≤ n and b := (bt, bt+1, · · · , bn) ∈ In−t+1, we define
(2.19) ∆bM := ⊕a=(a1,··· ,an)∈In
aj=bj ,∀ t≤j≤n
Ma.
If t = n, bn = b, then we write ∆bM instead of ∆bM , see [19, (5.1)]. In this case, ∆bM is simply the
generalized qb-eigenspace of Xn on M . That is,
(2.20) ∆bM = ⊕a=(a1,··· ,an)∈In
an=b
Ma =
{
x ∈M ∣∣ (Xn − qb)Nx = 0 for any N ≫ 0}.
It is obvious that ∆bM is Hn−1,1-stable. In general, note that though ∆bM is still Ht−1-stable, it is
not clear whether it is Ht−1,n−t+1-stable or not unless bt = · · · = bn−1 = bn. So in general ∆b does not
define a functor from Hn-mod to Ht−1,n−t+1-mod.
Let 1 ≤ n ∈ N. Following [4, §8] (see also [4, (5.6)]), we define the functor
ei := res
n−1,1
n−1 ◦∆i : RepI Hn → RepI Hn−1,
The functor ei is denoted by e
∗
i in the notation of [4, §8]. Note that if eiM 6= 0, then eiM is a self-dual
module by the non-degenerate version of [19, Lemma 7.3.1, Remark 8.2.4, Theorem 8.2.5].
Following [4] and [19], for any i ∈ I and any irreducible module M ∈ RepI Hn, we define
e˜iM := soc eiM ∈ RepI Hn−1, f˜iM := hd(M ◦ L(i)) ∈ RepI Hn+1.
By [4, Theorem 9.4] (or rather the non-degenerate version of [19, Lemma 5.15, Corollary 5.17]), we know
that
(2.21) f˜iM is always nonzero and irreducible, while e˜iM is either 0 or an irreducible module.
let 1 denote the trivial irreducible module of H0 ∼= K. For any (i1, · · · , in) ∈ In, we define
(2.22) L(i1, i2, · · · , in) := f˜in · · · f˜i2 f˜i11.
Then 0 6= L(i1, · · · , in) ∈ RepI Hn is an irreducible module.
Lemma 2.23. Let i, j ∈ I with i− j 6= ±1. There is an isomorphism of functors: eiej ∼= ejei.
Proof. Since the case i = j is trivial, we assume that i 6= j. For any M ∈ RepI Hn, we use Φ :M →M
to denote the map given by left multiplication with Φn−1. By Lemma 2.10, it is clear that Φ is an
Hn−2-module homomorphism. We claim that Φ(eiejM) = ejeiM .
In fact, for any x ∈ eiejM , (Xn−1 − qi)kx = 0 = (Xn − qj)kx for k ≫ 0. Therefore, using Lemma
2.10, for any k ≫ 0,
(Xn−1 − qj)kΦ(x) = (Xn−1 − qj)kΦn−1(x) = Φn−1(Xn − qj)k(x) = 0,
(Xn − qi)kΦ(x) = (Xn − qi)kΦn−1(x) = Φn−1(Xn−1 − qi)k(x) = 0,
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which implies that Φ(eiejM) ⊆ ejeiM . Similarly, Φ(ejeiM) ⊆ eiejM . To finish the proof, it suffices
to show that left multiplication with Φ2n−1 defines an Hn−2-module automorphism of eiejM . But this
follows from Lemma 2.10 1) and the assumption that i − j 6= ±1 and q = e√1 for some e > 1. 
Following [4] and [19], for any i ∈ I and any irreducible module M ∈ Hn-mod, we define
εi(M) := max{m ≥ 0|∆amM 6= 0} = max{m ≥ 0|e˜mi M 6= 0}.
Lemma 2.24. Let i, j ∈ I with i− j 6= 0,±1. For any irreducible module M ∈ Hn-mod, we have that
f˜if˜jM ∼= f˜j f˜iM, e˜ie˜jM ∼= e˜j e˜iM, e˜if˜jM ∼= f˜j e˜iM, εi(f˜jM) = εi(M).
Proof. Since i− j 6= 0,±1, L(i, j) ∼= L(i) ◦L(j) ∼= L(j) ◦L(i) ∼= L(j, i) by the non-degenerate version of
[19, Theorem 6.1.4]. It is easy to see that L(i, j) is a real simple module (cf. Definition 3.1). Applying
Lemma 3.3, we get that
f˜if˜jM =
(
M▽L(j)
)
▽L(i) ∼=M▽
(
L(j) ◦ L(i)) ∼=M▽L(j, i) ∼=M▽L(i, j)
∼=M▽
(
L(i) ◦ L(j)) ∼= (M▽L(i))▽L(j) = f˜j f˜iM.
As a result, we see that if N = e˜iM 6= 0 then
e˜if˜jM ∼= e˜if˜j f˜iN ∼= e˜if˜if˜jN ∼= f˜jN ∼= f˜j e˜iM ;
If e˜iM = 0, e˜if˜jM = 0 by the shuffle lemma [5, Lemma 2.4]. In a word, we have e˜if˜jM ∼= f˜j e˜iM
for any simple module M . Similarly, e˜j f˜iM ∼= f˜ie˜jM for any simple module M . As a consequence,
εi(f˜jM) = εi(M).
It remains to show e˜j e˜iM ∼= e˜ie˜jM . Assume first that e˜iM 6= 0 6= e˜jM , then εi(M) = εi(e˜jM) > 0
by the last paragraph, and hence e˜ie˜jM 6= 0. In a similar way we show that e˜j e˜iM 6= 0. Thus in this
case we have
f˜if˜j(e˜j e˜iM) ∼=M ∼= f˜j f˜i(e˜ie˜jM) ∼= f˜if˜j(e˜ie˜jM)
which implies (by [4] and [19, Corollary 5.2.4]) that e˜ie˜jM ∼= e˜j e˜iM . And if either e˜iM = 0 or e˜jM = 0,
then it is easy to see that e˜ie˜jM = 0 = e˜j e˜iM by the shuffle lemma [5, Lemma 2.4]. This completes the
proof of the lemma. 
From now on and until the end of this section, we assume that 1 < ℓ ∈ N, e = 2ℓ, I := Z/2ℓZ, and
q := ξ is a primitive 2ℓth root of unity in F . To simplify notations, for any i ∈ I and j ∈ Z, we shall
often write i+ j ∈ I instead of i+ j + 2ℓZ ∈ I.
Definition 2.25. Let i ∈ I and set î := (i, i+ ℓ) ∈ I2. If n ≥ 2 then we define the two-steps restriction
functor
êi := eiei+ℓ : RepI Hn → RepI Hn−2.
Let (i1, · · · , in) ∈ In and γ ∈ Sn ·(ξi1 , · · · , ξin). We use (Hn-mod)[γ] to denote the block of RepI(Hn)
corresponding to the central character determined by γ.
Definition 2.26. For each i ∈ I and m ∈ N, we define
îm := (̂i, î, · · · , î︸ ︷︷ ︸
m copies
) = (i, i+ ℓ, i, i+ ℓ, · · · , i, i+ ℓ︸ ︷︷ ︸
2m terms
).
and
γi,m := S2m · (ξi,−ξi, ξi,−ξi, · · · , ξi,−ξi︸ ︷︷ ︸
2m terms
).
Lemma 2.27. Let i ∈ I and n ∈ N. For any permutation (i1, . . . , i2n) of în,
L(̂in) ∼= L(i1) ◦ L(i2) ◦ · · · ◦ L(i2n) ∼= L(in) ◦ L((i+ ℓ)n)
is the unique irreducible module in (H2n-mod)[γi,n].
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Proof. Since ℓ > 1, by the non-degenerate versions of [19, Lemmas 6.1.1, 6.1.2] we know that
(2.28) L(i, i+ ℓ) ∼= L(i) ◦ L(i+ ℓ) ∼= L(i+ ℓ) ◦ L(i) ∼= L(i+ ℓ, i),
is irreducible.
By the same reasoning and using (2.28) and the transitivity of induction functors, we can deduce
that for any permutation (i1, . . . , i2n) of î
n,
L(i1) ◦ L(i2) ◦ · · · ◦ L(i2n) ∼= L(i) ◦ L(i+ ℓ)︸ ︷︷ ︸ ◦ · · · ◦ L(i) ◦ L(i+ ℓ)︸ ︷︷ ︸ = ind2n2n (̂in).
On the other hand,
ind2n(2n)(̂i
n) = L(i) ◦ L(i+ ℓ) ◦ · · · ◦ L(i) ◦ L(i+ ℓ)
∼= L(i) ◦ L(i) ◦ · · · ◦ L(i)︸ ︷︷ ︸
n copies
◦L(i+ ℓ) ◦ L(i+ ℓ) ◦ · · · ◦ L(i+ ℓ)︸ ︷︷ ︸
n copies
∼= (L(i) ◦ L(i) ◦ · · · ◦ L(i)︸ ︷︷ ︸
n copies
) ◦ (L(i+ ℓ) ◦ L(i+ ℓ) ◦ · · · ◦ L(i+ ℓ)︸ ︷︷ ︸
n copies
)
∼= L(in) ◦ L((i+ ℓ)n).
which is irreducible as L(in) and L((i+ ℓ)n) are the classical Kato modules ([5, Proposition 3.3]) of Hn.
This shows that L(̂in) ∼= L(i1) ◦ L(i2) ◦ · · · ◦ L(i2n). Finally, the uniqueness follows from [4, Corollary
5.7] and the non-degenerate versions of [19, Lemmas 6.1.4]. 
Definition 2.29. Suppose ℓ > 1. Let i ∈ I and n ∈ N. We call the H2n-module L(̂in) a generalized
Kato module.
Let µ = (µ1, µ2, · · · , µr) be a composition of n. We define 2µ := (2µ1, 2µ2, · · · , 2µr) which is a
composition of 2n. We use πµ to denote the projection from RepI H2µ onto the block of RepI H2µ
corresponding to the S2µ-orbit of
(ξi, · · · , ξi︸ ︷︷ ︸
µ1 copies
,−ξi, · · · ,−ξi︸ ︷︷ ︸
µ1 copies
, · · · , ξi, · · · , ξi︸ ︷︷ ︸
µr copies
,−ξi, · · · ,−ξi︸ ︷︷ ︸
µr copies
).
Lemma 2.30. Let i ∈ I, n ∈ N and µ = (µ1, µ2, · · · , µr) be a composition of n. Suppose ℓ > 1. In the
Grothendieck group of RepI H2µ, [πµ res
2n
2µ L(̂i
n)] = s[L(̂iµ1)⊠ · · ·⊠L(̂iµr)] for some integer s > 0, and
socπµ res
2n
2µ L(̂i
n) is irreducible;
Proof. The first equality follows from Lemma 2.27. Thus, any irreducible submodule of πµ res
2n
2µ L(̂i
n)
must be isomorphic to L(̂iµ1)⊠ · · ·⊠ L(̂iµr ).
By the transitivity of the induction functor ind, we know that ind2n2µ L(̂i
µ1) ⊠ · · · ⊠ L(̂iµr) ∼= L(̂in).
Using Frobenius reciprocity, we can deduce that
0 < dimHomH2µ
(
L(̂iµ1)⊠ · · ·⊠ L(̂iµr ), πµ res2n2µ L(̂in)
)
= dimHomH2µ
(
L(̂iµ1)⊠ · · ·⊠ L(̂iµr ), res2n2µ L(̂in)
)
= dimHomH2n
(
L(̂iµ1) ◦ · · · ◦ L(̂iµr), L(̂in)) = 1.
It follows that dimHomH2µ
(
L(̂iµ1)⊠· · ·⊠L(̂iµr), πµ res2n2µ L(̂in)
)
= 1. Thus, socπµ res
2n
2µ L(̂i
n) ∼= L(̂iµ1)⊠
· · ·⊠ L(̂iµr) is irreducible. 
Definition 2.31. Let i ∈ I and m ∈ N. We define
∆̂îm := ⊕a=(a1,··· ,a2m)∈γi,m∆a.
It is clear that for any M ∈ Hn-mod, ∆̂îmM is an Hn−2m,2m-submodule of resnn−2m,2mM . So ∆̂îm
does define a functor RepI Hn → RepI Hn−2m,2m. We have a functorial isomorphism:
(2.32) HomHn−2m,2m(N ⊠ L(̂i
m), ∆̂îmM)
∼= HomHn
(
N ◦ L(̂im),M).
Lemma 2.33. Let i ∈ I, m ∈ N with 1 ≤ m ≤ n/2. Let M ∈ Hn-mod. Then ∆̂îmM is the largest
submodule of resnn−2m,2mM such that all of its composition factors are of the form N ⊠ L(̂i
m) for
irreducible N ∈ Hn−2m.
Proof. This follows from Lemma 2.27. 
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Let M ∈ RepI Hn and 0 ≤ m ≤ n/2. We write chM =
∑
a∈In ra[a1, · · · , an]. Then
ch ∆̂îmM =
∑
b=(a1,··· ,an)∈In
(an−2m+1,··· ,an)∈γi,m
ra[a1, · · · , an].
Definition 2.34. Let M be an irreducible module in RepI Hn. Let i ∈ I. We define
ε̂i(M) := max{m ≥ 0|∆̂îmM 6= 0}.
Corollary 2.35. Let M be an irreducible module in RepI Hn. Let i ∈ I. Then
ε̂i(M) = max{m ≥ 0|emî M 6= 0}.
Proof. If êimM 6= 0 then it is clear that ∆̂îmM 6= 0. Conversely, if ∆̂îmM 6= 0, then it follows from
Lemma 2.33 and Lemma 2.27 that em
î
M 6= 0. Hence the corollary follows. 
Lemma 2.36. Let M be an irreducible module in RepI Hn. Let i ∈ I, ε := ε̂i(M). If N ⊠L(̂im) is an
irreducible submodule of ∆̂îmM for some 0 ≤ m ≤ ε, then ε̂i(N) = ε−m.
Proof. By the definition of ε̂i we see that ε̂i(N) ≤ ε − m. By (2.32) we get a nonzero (and hence
surjective) homomorphism N ◦ L(̂im)→M . So, by characters consideration and the Shuffle Lemma [5,
Lemma 2.4], we can deduce that ε̂i(N) +m ≥ ε. Hence ε̂i(N) = ε−m. 
3. Some real simple modules
Throughout this section, unless otherwise specified, we assume that 2 < e ∈ N, I := Z/eZ, and q is
a primitive eth root of unity in F .
In [15], Kang, Kashiwara et al. develop the theory of real simple modules for quantum affine algebras
and for quiver Hecke algebras which is proved to be a very powerful tool. In [11, §5], an equivalence
between the category of finite dimensional (integral) representations of the affine Hecke algebras of type
A and the category of finite dimensional representations of the quiver Hecke algebras of type A is built.
It is shown in [11, (5.10)] that the equivalence is compatible with the convolution products in both sides.
We mimic [15] to give the definition of real simple module in the category of finite dimensional
modules over Hn.
Definition 3.1. Let M ∈ RepI Hn be a simple module. If M ◦M is simple Hn-module, then we call
M a real simple Hn-module.
Example 3.2. For each i ∈ I and n ∈ N, the Kato module L(in) is a real simple Hn-module. In fact,
this is clear because L(in) ◦ L(in) ∼= L(i2n) is again a simple (Kato) module.
Lemma 3.3. Let M ∈ RepI Hn be a real simple module, N ∈ RepI Hm be a simple module.
1) M ◦ N has a simple head and a simple socle. Similarly, N ◦M has a simple head and a simple
socle;
2) if M ◦N ∼= N ◦M , then M ◦N is a simple Hm+n-module. Conversely, if M ◦N is simple, then
M ◦N ∼= N ◦M ;
3) if N is a real simple module too and M ◦N ∼= N ◦M , then M ◦N is a real simple Hm+n-module.
In particular, for any k ≥ 1, M◦k is a real simple Hnk-module;
4) if M▽N ∼= N▽M , then M ◦N is simple.
Proof. For 1) and 2), they follow from [15, Theorem 3.2, Corollaries 3.3, 3.4] and [11, (5.10)]. 4) follows
from [15, Corollary 3.9] because the socle of M ◦N is isomorphic to the head of (M ◦N)∗ ∼= N∗ ◦M∗ ∼=
N ◦M . Finally, 3) is a consequence of 2). 
We remark that the notion of real simple modules can also be defined for the category of finite
dimensional modules over the degenerate affine Hecke algebra of type A in a similar way, and the above
lemma also holds in the context of the degenerate affine Hecke algebra of type A as the main results in
[11] work for both the non-degenerate and the degenerate affine Hecke algebras of type A.
For the rest of this section, we fix i, j ∈ I.
Lemma 3.4. The module L(i, j) is a real simple H2-module and L(i, j) ◦ L(i, j) ∼= L(i2, j2).
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Proof. Suppose i − j 6∈ {±1} then by the non-degenerate version of [19, Theorem 6.1.4], L(i) ◦ L(j) ∼=
L(j) ◦ L(i) is irreducible. Since L(i) and L(j) are real simple modules, it follows from Lemma 3.3 that
both L(i)◦L(j) and L(j)◦L(i) have unique simple heads and hence L(i, j) ∼= L(i)◦L(j) ∼= L(j)◦L(i) ∼=
L(j, i), from which the lemma follows at once.
Now suppose i − j ∈ {±1}. Set L := L(i, j) ◦ L(i, j). Recall that chL(i, j) = [i, j]. By the Shuffle
Lemma [5, Lemma 2.4],
(3.5) ch(L) = 4[i2, j2] + 2[i, j, i, j].
We set γ := S4 · (i, j, i, j). By the non-degenerate version of [19, Lemma 6.2.2],
e˜jL(i
2, j2) ∼= L(i2, j) ∼= L(i, j, i) ∼= e˜jL(i, j, i, j).
It follows from [5, Corollary 3.6] that L(i2, j2) ∼= L(i, j, i, j). Similarly, L(j2, i2) ∼= L(j, i, j, i).
The block subcategory (H4-mod)[γ] has at most 4 distinct isoclasses of simple modules. Namely,
[L(i2, j2)] = [L(i, j, i, j)], [L(j2, i2)] = [L(j, i, j, i)], [L(i, j, j, i)], [L(j, i, i, j)].
By the non-degenerate version of [19, Lemma 6.1.1], [i1, i2, i3, i4] always appears nonzero coefficient in
the character of chL(i1, i2, i3, i4). By characters consideration and the Shuffle Lemma [5, Lemma 2.4], we
see that L(i, j, i, j) ∼= L(i2, j2) is the only composition factor of L. Furthermore, [L : L(i, j, i, j)] ∈ {1, 2}.
Suppose that [L : L(i, j, i, j)] = 2. Then we have a short exact sequence
0→ L(i2, j2)→ L→ L(i2, j2)→ 0.
Applying ej on the above exact sequence, we get a new exact sequence
(3.6) 0→ ejL(i2, j2)→ ejL→ ejL(i2, j2)→ 0.
It follows that
ch ejL = 4[i
2, j] + 2[i, j, i] = 2 ch ejL(i
2, j2).
On the other hand, by [4, Theorem 9.13],
ch(ejL(i
2, j2)) = 2 ch(e˜jL(i
2, j2)) +
∑
α
cα chMα = 2 ch(L(i
2, j)) +
∑
α
cα chMα,
where for each α, Mα ∈ H3-mod is simple, cα ∈ N and εj(Mα) = 0. However, by the above calculation,
(3.5) and (3.6), we have that
ch(ejL(i
2, j2)) =
1
2
ch(ejL) = 2[i
2, j] + [i, j, i],
2 ch(L(i2, j)) = 2(2[i2, j] + [i, j, i]) = 4[i2, j] + 2[i, j, i].
We get a contradiction! This proves that L ∼= L(i2, j2) is simple. Hence L(i, j) is a real simple
module. 
Lemma 3.7. For any m, k ∈ N, L(i, j)◦k◦L(im) ∼= L(im)◦L(i, j)◦k is irreducible, and L(j, i)◦k◦L(im) ∼=
L(im) ◦ L(j, i)◦k is irreducible.
Proof. If i−j 6∈ {±1} then the lemma clearly holds because L(im) ∼= L(i)◦m and in that case L(i)◦L(j) ∼=
L(j) ◦ L(i) ∼= L(i, j) is irreducible by the non-degenerate version of [19, Theorem 6.1.4]. It remains to
consider the case when i− j ∈ {±1}.
In this case, by Lemma 3.3 3),4) and Lemma 3.4, it suffices to prove the lemma for k = 1 = m as
L(im) ∼= L(i)◦m and both L(i) and L(i, j) are real simple modules. By the non-degenerated version of
[19, Lemmas 6.2.2], we can get that
L(i, j, i) ∼= L(i, j) ◦ L(i) ∼= L(i) ◦ L(i, j), L(j, i2) ∼= L(j, i) ◦ L(i) ∼= L(i) ◦ L(j, i),
which are both irreducible by Lemma 3.3 3). This proves the lemma. 
Lemma 3.8. Set γn := Sn · ( ξi, · · · , ξi︸ ︷︷ ︸
n− 1 copies
, ξj), where 2 ≤ n ∈ N. Suppose i − j ∈ {±1}. The block
subcategory (Hn-mod)[γn] has only two distinct isoclasses of simple modules. namely, [L(i, j, i
n−2)] and
[L(j, in−1)]. Moreover, L(ir, j, is) ∼= L(i, j, ir+s−1) for any r ≥ 1, s ≥ 0.
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Proof. By [5, Proposition 3.3] and the transitivity of induction functors,
L(i, j) ◦ L(in−2) ∼= L(i, j) ◦ L(i) ◦ · · · ◦ L(i)︸ ︷︷ ︸
n− 2 copies
By Lemma 3.7, L(i, j) ◦ L(ik) is simple for any k ≥ 0. It follows that
L(i, j) ◦ L(in−2) ∼= L(i, j) ◦ L(i)◦n−2 ∼= f˜n−2i L(i, j) = L(i, j, in−2).
Similarly, we have L(j, i) ◦ L(in−2) ∼= L(j, in−1).
By Lemma 3.7, L := L(in−2) ◦ L(i, j) is simple, so by Shuffle Lemma [5, Lemma 2.4] εj(L) = 1
and hence e˜jL 6= 0 is forced to be isomorphic to L(in−1). Thus L ∼= L(in−1, j) by [5, Corollary 3.6].
Applying Lemma 3.7, L ∼= L(i, j, in−2).
In general, for any r ≥ 1, s ≥ 0, L(ir, j, is) ∼= hd
(
L(ir, j) ◦ L(is)) by [5, Corollary 3.6(i)]. Therefore,
by Lemma 3.7 and the result we obtained in the last paragraph,
L(ir, j) ◦ L(is) ∼= L(ir−1) ◦ L(i, j) ◦ L(is) ∼= L(i, j) ◦ L(ir−1) ◦ L(is) ∼= L(i, j) ◦ L(ir+s−1)
∼= L(i, j, ir+s−1).
This proves the second part of the lemma. Finally, note that
e˜n−1i L(j, i
n−1) ∼= L(j) 6= 0, e˜n−1i L(i, j, in−2) = e˜iL(i, j) = 0.
We see that L(j, in−1) 6∼= L(i, j, in−2). Now the first part of the lemma follows from the second part and
the result we obtained in the last paragraph. 
Corollary 3.9. Let m ∈ N. Then L(i2, j2) ◦ L(im) ∼= L(im) ◦ L(i2, j2) is irreducible, and L(j2, i2) ◦
L(im) ∼= L(im) ◦ L(j2, i2) is irreducible.
Proof. This follows from Lemma 3.7 and Lemma 3.4. 
Corollary 3.10. Let m, k ∈ N. Then both L(im) ◦ L(i, j)◦k and L(im) ◦ L(j, i)◦k are real simple
Hm+2k-modules.
Proof. By Lemma 3.7, L(im) ◦ L(i, j)◦k ∼= L(i, j)◦k ◦ L(im) and L(im) ◦ L(j, i)◦k ∼= L(j, i)◦k ◦ L(im).
Since both L(im) ∼= L(i)◦m, L(i, j)◦k and L(j, i)◦k are real simple modules, it follows from Lemma 3.3
4) that both L(im) ◦ L(i, j)◦k and L(im) ◦ L(j, i)◦k are real simple Hm+2k-modules. 
Corollary 3.11. Let m, k ∈ N. For any irreducible module M ∈ Hn-mod, we have that both hd
(
M ◦
L(im) ◦ L(i, j)◦k) and hd(M ◦ L(im) ◦ L(j, i)◦k) are irreducible.
Proof. This follows from Lemma 3.3 2) and Corollary 3.10. 
We remark that the above corollary for the degenerate affine Hecke algebras also holds by the same
argument. In particular, we partially fixes a gap of [19, Lemma 6.3.2], see [20]. To be more precise, we
prove that [19, Lemma 6.3.2] holds whenever either p > 2 in the degenerate affine Hecke algebra case
or e > 2 in the non-degenerate affine Hecke algebra case.
Let ℓ ∈ N, I := Z/2ℓZ. Recall that for each i ∈ I, î := (i, i+ ℓ).
Lemma 3.12. Suppose that ℓ > 2 and q := ξ is a primitive 2ℓth root of unity in F . Let k,m ∈ N and
i, j ∈ I with i− j ∈ {±1}.
1) L(̂i, ĵ) ∼= L(i, j) ◦ L(i+ ℓ, j + ℓ) ∼= L(i+ ℓ, j + ℓ) ◦ L(i, j) is a real simple module;
2) L(̂i, ĵ)◦k◦L(̂im) ∼= L(̂im)◦L(̂i, ĵ)◦k is a real simple module, and L(ĵ, î)◦k ◦L(̂im) ∼= L(̂im)◦L(ĵ, î)◦k
is a real simple module;
3) We have that L(i, j, j+ ℓ, i+ ℓ) ∼= L(i, j) ◦L(j+ ℓ, i+ ℓ), L(j, i, j+ ℓ, i+ ℓ) ∼= L(j, i) ◦L(j+ ℓ, i+ ℓ)
and L(j, i, i + ℓ, j + ℓ) ∼= L(j, i) ◦ L(i + ℓ, j + ℓ) are all real simple modules, and there is a short exact
sequence
0→ Kerψ → L(̂i) ◦ L(ĵ) ψ→ L(̂i, ĵ)→ 0,
such that L(i, j, j+ ℓ, i+ ℓ), L(j, i, j+ ℓ, i+ ℓ), L(j, i, i+ ℓ, j+ ℓ) are the only three composition factors of
Kerψ and each occur with multiplicity one. Moreover, the εĵ function on any one of these three simple
modules is zero.
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Proof. 1) By Lemma 3.4, both L(i, j) and L(i+ ℓ, j+ ℓ) are real simple module. Since ℓ > 2, I = Z/2ℓZ,
it is clear that for any a ∈ {i, j}, b ∈ {i+ℓ, j+ℓ}, we have a−b 6∈ {±1}. Thus it follows from Lemma 3.3
4) and the non-degenerate version of [19, Theorem 6.1.4] that L(i, j)◦L(i+ℓ, j+ℓ) ∼= L(i+ℓ, j+ℓ)◦L(i, j)
is a real simple module. Now by Lemma 2.24, we have that
L(̂i, ĵ) = f˜j+ℓf˜j f˜i+ℓf˜i1 ∼= f˜j+ℓf˜i+ℓf˜j f˜i1 =
(
L(i, j)▽L(i+ ℓ)
)
▽L(j + ℓ).
Thus there is a natural surjection from L(i, j) ◦ (L(i+ ℓ) ◦L(j + ℓ)) ∼= (L(i, j) ◦L(i+ ℓ)) ◦L(j + ℓ) onto
L(̂i, ĵ), which induces a surjection π from L(i, j)▽(L(i+ℓ)◦L(j+ℓ)) onto L(̂i, ĵ). By the non-degenerate
version of [19, Lemma 6.2.1], there is an exact sequence:
0→ L(j + ℓ, i+ ℓ)→ L(i+ ℓ) ◦ L(j + ℓ)→ L(i+ ℓ, j + ℓ)→ 0,
and chL(j + ℓ, i + ℓ) = [j + ℓ, i + ℓ], chL(i, j) = [i, j], L(i, j)▽L(j + ℓ, i + ℓ) ∼= L(i, j) ◦ L(j + ℓ, i + ℓ),
it follows that π
(
L(i, j)▽L(j + ℓ, i+ ℓ)
)
= 0 by the Shuffle Lemma [5, Lemma 2.4]. Therefore, π must
induces an isomorphism from L(i, j)▽L(i+ ℓ, j + ℓ) ∼= L(i, j) ◦ L(i+ ℓ, j + ℓ) onto L(̂i, ĵ).
2) By Lemma 2.27, L(̂im) ∼= L(̂i)◦m. Moreover, L(̂i) ∼= L(i)◦L(i+ ℓ) ∼= L(i+ ℓ)◦L(i) is a real simple
module. By the statement 1), L(̂i, ĵ) is a real simple module. To prove the first isomorphism in the
statement 2), it suffices (by Lemma 3.3 4)) to show that L(̂i, ĵ) ◦ L(̂i) ∼= L(̂i) ◦ L(̂i, ĵ). But this is clear,
because by Lemma 3.7, the assumption ℓ > 2 and the non-degenerate version of [19, Theorem 6.1.4],
L(i) ◦ L(i, j) ∼= L(i, j) ◦ L(i), L(i) ◦ L(i+ ℓ, j + ℓ) ∼= L(i+ ℓ, j + ℓ) ◦ L(i),
L(i+ ℓ) ◦ L(i, j) ∼= L(i, j) ◦ L(i+ ℓ), L(i+ ℓ) ◦ L(i+ ℓ, j + ℓ) ∼= L(i+ ℓ, j + ℓ) ◦ L(i+ ℓ).
In a similar way, we can prove the second isomorphism in the statement 2).
3) Since both L(i+ ℓ) and L(j + ℓ) are real, L(i, j) ◦L(j + ℓ, i+ ℓ) ∼= L(i, j, j + ℓ, i+ ℓ) because they
are both the unique simple head of L(i, j) ◦ L(j + ℓ) ◦ L(i + ℓ) ∼= L(i, j, j + ℓ) ◦ L(i + ℓ). In a similar
way, we can prove that
L(j, i) ◦ L(j + ℓ, i+ ℓ) ∼= L(j, i, j + ℓ, i+ ℓ), L(j, i) ◦ L(i+ ℓ, j + ℓ) ∼= L(j, i, i+ ℓ, j + ℓ).
Using the non-degenerate version of [19, Theorem 6.1.4] and Lemma 3.3, we see that these three simple
modules are real.
There is a natural surjection ψ from
L(̂i) ◦ L(ĵ) ∼= L(i) ◦ L(i+ ℓ) ◦ L(j) ◦ L(j + ℓ) ∼= (L(i) ◦ L(j)) ◦ (L(i+ ℓ) ◦ L(j + ℓ))
onto L(i, j) ◦ L(i+ ℓ, j + ℓ) ∼= L(̂i, ĵ). Since
chL(i, j) = [i, j], chL(i+ℓ, j+ℓ) = [i+ℓ, j+ℓ], chL(̂i) = [i, i+ℓ]+[i+ℓ, i], chL(ĵ) = [j, j+ℓ]+[j+ℓ, j],
it follows from some characters calculation that dimKerψ = 18.
Since L(̂i) ∼= L(i) ◦ L(i + ℓ) is a real simple module, L(̂i) ◦ L(ĵ) has unique simple head and simple
socle by Lemma 3.3 2). In particular, L(̂i)◦L(ĵ) is indecomposable. Using Lemma 2.24, the assumption
ℓ > 2, it is easy to see that
{L(̂i, ĵ) = L(i, j, i+ ℓ, j + ℓ), L(j, i, i+ ℓ, j + ℓ), L(i, j, j + ℓ, i+ ℓ), L(j, i, j + ℓ, i+ ℓ)}
is a complete set of pairwise non-isomorphic irreducible modules in the block to which L(̂i)◦L(ĵ) belongs.
Furthermore, by some characters consideration and the fact that Kerψ = 18, we can deduce that for
any L ∈ {L(j, i, i + ℓ, j + ℓ), L(i, j, j + ℓ, i + ℓ), L(j, i, j + ℓ, i + ℓ)}, L occurs as a constituent of Kerψ
with multiplicity one (we can also use the non-degenerate version of [19, Lemma (iii)] and dimension
consideration to show this result) and εĵ(L) = 0. 
4. The operators e˜̂i, f˜̂i and their properties
In this section, we assume that 1 < ℓ ∈ N, q := ξ is a primitive 2ℓth root of unity in F .
Lemma 4.1. Let M be an irreducible module in RepI Hn and i ∈ I. Then e˜ie˜i+ℓM ∼= e˜i+ℓe˜iM , and
e˜ie˜i+ℓM 6= 0 if and only if êiM 6= 0.
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Proof. Since ℓ > 1, it follows from Lemma 2.24 that e˜ie˜i+ℓM ∼= e˜i+ℓe˜iM .
Suppose that êiM 6= 0. By Lemma 2.23, we have that eiM 6= 0 6= ei+ℓM . Hence e˜iM 6= 0 6= e˜i+ℓ(M).
This implies that εi(M) ≥ 1 ≤ εi+ℓ(M). We set N := e˜i+ℓM 6= 0. Applying Lemma 2.24, we can deduce
that εi(N) = εi(M) ≥ 1. Thus e˜iN = e˜ie˜i+ℓM 6= 0 as required.
Conversely, if e˜ie˜i+ℓM 6= 0 then eie˜i+ℓM 6= 0, and hence êiM = eiei+ℓM 6= 0. This completes the
proof of the lemma. 
Recall from Definition 2.34 and Corollary 2.35 that
ε̂i(M) = max{m ≥ 0|∆̂îmM 6= 0} = max{m ≥ 0|emî M 6= 0}.
Lemma 4.2. Let m ∈ N, i ∈ I and M ∈ RepI Hn be irreducible. Then hd(M ◦ L(̂im)) ∼= (f˜if˜i+ℓ)mM .
Proof. Since L(̂i) ∼= L(i) ◦ L(i + ℓ) ∼= L(i + ℓ) ◦ L(i), it is easy to see that (f˜if˜i+ℓ)mM is a quotient
of M ◦ L(̂im). Using Lemma 3.12, we know that L(̂im) is a real simple module. Now 2) follows from
Lemma 3.3. 
Proposition 4.3. Let M be an irreducible module in RepI Hn. Let i ∈ I. Suppose charF 6= 2. If
êiM 6= 0 then soc êiM is irreducible. Furthermore, soc êiM ∼= e˜ie˜i+ℓM and ε̂i(soc êiM) = ε̂i(M)− 1.
Proof. Being a center element of Hn, X1 + · · · + Xn acts as a scalar c on M . Similarly, the center
element
∑
1≤i<j≤nXiXj acts as a scalar c
′ on M .
Assume that êiM 6= 0. Let L ⊆ êiM be any irreducible Hn−2-submodule. Then the center element
X1 + · · · + Xn−2 of Hn−2 acts as the scalar c − qi − qi+ℓ = c on L. Similarly, the center element∑
1≤i<j≤n−2XiXj of Hn−2 acts as a scalar on L. Since,
Xn−1 +Xn = (X1 + · · ·+Xn)− (X1 + · · ·+Xn−2),
Xn−1Xn =
∑
1≤i<j≤n
XiXj −
∑
1≤i<j≤n−2
XiXj − (X1 + · · ·+Xn−2)(Xn−1 +Xn),
it follows that both Xn−1 + Xn and Xn−1Xn act as scalars on L and these scalars is invariant when
L varies by block consideration. This implies that both Xn−1 + Xn and Xn−1Xn act as scalars on
soc êiM . Note that both Xn−1 and Xn stabilize soc êiM , and q
i is the only eigenvalue of Xn−1 on
soc êiM , −qi = qi+ℓ is the only eigenvalue of Xn on soc êiM , it follows that Xn−1 + Xn act as 0 on
soc êiM and Xn−1Xn act as −q2i on soc êiM .
We claim that both Xn−1 and Xn act as scalars on soc êiM . Since Xn commutes with Xn−1, they can
be (upper)-triangularized on soc êiM simultaneously. Without loss of generality, we can assume that
there is a basis of soc êiM under which the matrix of Xn−1 is a Jordan normal form A with diagonal
elements all being equal to qi, and under which the matrix of Xn is a upper-triangular matrix B with
diagonal elements all being equal to −qi = qi+ℓ, and A + B = 0, AB = −q2i. If either A or B is a
diagonal matrix, then it is immediate that both A and B are diagonal matrices and our claim follows.
Suppose that this is not the case. Since A is a non-diagonal Jordan matrix, B is upper-triangular and
A+B = 0, it is easy to see that if A(i, i+1) = 1 then B(i, i+1) = −1 and hence (AB)(i, i+1) = −2qi 6= 0
as charF 6= 2, a contradiction to the fact that AB = −q2i. This proves our claim.
Therefore,Xn−1 acts as qi on soc êiM , andXn act as−qi on soc êiM . In particular, any constituent L
of soc êiM contributes an irreducible submodule of res
n
n−2,1,1M which is isomorphic to L⊠L(i)⊠L(i+ℓ).
By Frobenius reciprocity, we have a surjective homomorphism
indnn−2,2 L⊠ L(i, i+ ℓ) ∼= indnn−2,1,1 L⊠ L(i)⊠ L(i+ ℓ)։M.
Since ℓ > 1, L(i, i+ℓ) is a real simple module by Lemma 3.4. It follows from Lemma 3.3 that L◦L(i, i+ℓ)
has a unique simple head. On the other hand, by definition and (2.21), there is a natural surjection:
indnn−2,1,1L⊠ L(i)⊠ L(i+ ℓ)։ f˜i+ℓf˜iL 6= 0.
It follows that M ∼= hd(indnn−2,2 L⊠ L(i, i+ ℓ)) ∼= f˜i+ℓf˜iL. Hence by [4], the non-degenerate version of
[19, Lemma 5.2.3] and Lemma 4.1, L ∼= e˜ie˜i+ℓM ∼= e˜i+ℓe˜iM .
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Applying Frobenius reciprocity together with the proof in the above two paragraphs, we get that
dimHomHn−2(e˜ie˜i+ℓM, eiei+ℓM) = dimHomHn−2,1,1(e˜ie˜i+ℓM ⊠ L(i)⊠ L(i+ ℓ), res
n
n−2,1,1M)
= dimHomHn
(
indnn−2,1,1 e˜ie˜i+ℓM ⊠ L(i)⊠ L(i+ ℓ),M
)
= dimHomHn
(
indnn−2,2 e˜ie˜i+ℓM ⊠ L(̂i),M
)
= dimHomHn
(
indnn−2,2L⊠ L(̂i),M
)
= 1.
Thus soc êiM
∼= e˜ie˜i+ℓM is irreducible.
Apply Lemma 2.36 to the case m = 1, we get ε̂i(soc êiM) = ε̂i(M)− 1. 
Definition 4.4. Let i ∈ I and M an irreducible module in RepI Hn. We define
e˜̂i(M) := soc ◦êi(M), f˜̂i(M) := hd
(
indnn−2,2M ⊠ L(i, i+ ℓ)
)
.
Corollary 4.5. Suppose charF 6= 2. Let i ∈ I and M an irreducible module in RepI Hn. Then
e˜̂i(M)
∼= e˜ie˜i+ℓM ∼= e˜i+ℓe˜iM, f˜̂i(M) ∼= f˜if˜i+ℓM ∼= f˜i+ℓf˜iM,
ε̂i(M) = max{m ≥ 0|e˜mî M 6= 0} = max{m ≥ 0|(e˜ie˜i+ℓ)mM 6= 0}
= min{εi(M), εi+ℓ(M)}
Furthermore, if N ∈ RepI Hn+2 is an irreducible module, then f˜̂iM ∼= N if and only if e˜̂iN ∼=M .
By Corollary 4.5, it is clear that for any n ≥ 1 and any simple module M ∈ RepI Hn,
(4.6) 0 6= e˜̂iM is irreducible if and only if ε̂i(M) > 0.
The following lemma is a “hat” analogue of [19, Lemma 5.1.4, Theorem 5.1.6 and Lemma 5.2.1].
However, our proof is different. In fact, we remark that [19, Theorem 5.1.6 and Lemma 5.2.1] and
their proof can not be transformed directly into our “hat” set-up because the naive“hat” version of [19,
Lemma 5.1.4] does not hold unless we have the extra assumption that εi(M) = εi+ℓ(M).
Lemma 4.7. Let M be an irreducible module in RepI Hn. Let i ∈ I, ε := ε̂i(M).
1) For any 0 ≤ m ≤ ε, soc ∆̂îmM ∼= (e˜ie˜i+ℓ)mM ⊠ L(̂im) with ε̂i((e˜ie˜i+ℓ)mM) = ε−m.
2) If εi(M) = εi+ℓ(M), then ∆̂îεM = soc ∆̂îεM ;
Proof. 1) Let N ⊠ L(̂im) be an irreducible submodule of ∆̂îmM , then by Frobenius reciprocity (2.32)
and Lemma 4.2, N ∼= e˜mi e˜mi+ℓM . Since
dimHomHn−2m,2m(e˜
m
i e˜
m
i+ℓM ⊠ L(̂i
m), ∆̂îmM)
= dimHomHn−2m,2m(e˜
m
i e˜
m
i+ℓM ⊠ L(̂i
m), resnn−2m,mM)
= dimHomHn((e˜
m
i e˜
m
i+ℓM) ◦ L(̂im),M)
= dimHomHn((e˜
m
i e˜
m
i+ℓM)▽L(̂i
m),M) = 1. (as L(̂im) is real by Lemma 3.12)
This proves that soc ∆̂îmM is irreducible. The second part of 1) follows from Lemma 2.36.
2) Suppose εi(M) = εi+ℓ(M). By Lemma 2.36, we can assume N⊠L(̂i
ε) is an irreducible submodule
of ∆̂îεM , where N ∈ RepI(Hn−2ε) is irreducible with ε̂i(N) = 0. Applying (2.32) and Lemma 4.2, we
can deduce thatM is the unique simple head ofN◦L(̂iε) and εi(N) = εi(M)−ε = εi+ℓ(M)−ε = εi+ℓ(N).
In particular, εi(N) = 0 = εi+ℓ(N) by Corollary 4.5, and ∆̂îε(M) is a quotient of ∆̂îε(N ◦L(̂iε)). Using
the Shuffle Lemma [5, Lemma 2.4] and the equality εi(N) = 0 = εi+ℓ(N), we get that ∆̂îε(N ◦L(̂iε)) ∼=
N ⊠L(̂iε). Thus ∆̂îεM
∼= N ⊠L(̂iε) is irreducible and N ∼= (e˜ie˜i+ℓ)εM by the result proved in 1). This
proves 2). 
Corollary 4.8. Suppose charF 6= 2. Let i, j ∈ I and M be an irreducible module in RepI Hn. Suppose
i 6∈ {j ± 1, j + ℓ± 1}. Then
e˜̂ie˜ĵM
∼= e˜ĵ e˜̂iM, f˜̂if˜ĵM ∼= f˜ĵ f˜̂iM, e˜̂if˜ĵM ∼= f˜ĵ e˜̂iM, ε̂i(f˜ĵM) = ε̂i(M).
Proof. The first three isomorphisms follows from Lemma 2.24 and Corollary 4.5. The fourth equality
follows from the fourth equality in Lemma 2.24 by noting that ε̂i(M) = min{εi(M), εi+ℓ(M)}. 
Corollary 4.9. Suppose charF 6= 2. Let i, j ∈ I with i − j = ±1 and M be an irreducible module in
RepI Hn. Then ε̂i(M)− 1 ≤ ε̂i(f˜ĵ(M)) ≤ ε̂i(M).
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Proof. By definition and the Shuffle Lemma [5, Lemma 2.4], ε̂i(f˜ĵ(M)) ≤ ε̂i(M). It suffices to show
that ε̂i(M)− 1 ≤ ε̂i(f˜ĵ(M)).
If ε̂i(M) = 0 then desired inequality clearly holds. Assume that ε̂i(M) = ε > 0. Then by Lemma 2.24
and the non-degenerate version of [19, Lemma 6.3.3(i)] and [20, Lemma 6.3.3(i)], εi(f˜ĵM) ≥ ε− 1 and
εi+ℓ(f˜ĵM) ≥ ε−1. Now the assertion is direct by noting that ε̂i(f˜ĵM) = min{εi(f˜ĵM), εi+ℓ(f˜ĵM)}. 
Lemma 4.10. Suppose charF 6= 2. Let i ∈ I, 0 ≤ m ≤ n/2. Suppose that N ∈ RepI Hn−2m is
irreducible with ε = ε̂i(N). Set M := N ◦ L(̂im). Then
1) K := hd(M) is irreducible with ε̂i(K) := m+ ε;
2) If εi(N) = εi+ℓ(N), then all other composition factors L of M have ε̂i(L) < m+ ε;
Proof. 1) By Lemma 3.4, L(̂im) is a real simple module. Applying Lemma 3.3, we deduce that K :=
hd(M) is irreducible. Using Lemma 4.2 and Corollary 4.5, we see that K ∼= f˜m
î
N and ε̂i(K) := m+ ε.
2) By Corollary 4.5 and assumption, we have εi(N) = εi+ℓ(N) = ε̂i(N) = ε. Applying Lemma 3.3,
we get a natural surjection
M ∼= N ◦ L(im) ◦ L((i+ ℓ)m)։ (N▽L(im))▽L((i + ℓ)m) ∼= hd(M)
as M has a unique simple head.
Applying Lemma [5, Lemma 3.5], we can deduce that εi(N▽L(i
m)) = εi(f˜
m
i N) = ε+m, while all the
other compositions factor L1 of N ◦ L(im) have εi(L1) < ε+m. Hence for those L1, ε̂i(L′) ≤ εi(L′) <
m+ ε where L′ is any composition factor of L1 ◦ L((i + ℓ)m). Now by Lemma 2.24, εi+ℓ(N▽L(im)) =
εi+ℓ(N) = ε. Applying Lemma [5, Lemma 3.5] again, we see that if L is a composition factor of
(N▽L(im))◦L((i+ ℓ)m) which is not equal to (N▽L(im))▽L((i+ ℓ)m), then ε̂i ≤ εi+ℓ(L) < m+ε. This
completes the proof of 2). 
5. Some technical results
Throughout this section, we assume that 2 < e ∈ N, q := ξ is a primitive eth root of unity in F .
We shall give some technical results which are needed in the proof of our main results in Section 6 and
Section 7. For any a = (a1, · · · , am) ∈ Im, b := (b1, · · · , bn) ∈ In, we define the concatenation a ∨ b of
a and b to be a ∨ b := (a1, · · · , am, b1, · · · , bn) ∈ Im+n.
For any i, j ∈ I and k ∈ N, we set
ij(k) := ( i, j︸︷︷︸, i, j︸︷︷︸, · · · , i, j︸︷︷︸︸ ︷︷ ︸
k copies
) ∈ I2k.
Let k ∈ N, i, j ∈ I with i− j = ±1, let N be an irreducible module in RepI Hn with ε := εi(N) > 0,
M := f˜jN .
Lemma 5.1. Let a := (a1, · · · , am) ∈ Im with εj(L(a)) = 0. Then L(a ∨ ij(k)) ∼= L(a)▽
(
L(i, j)◦k
) ∼=
L(a ∨ ikjk). In particular, L(ij(k)) ∼= L(ik, jk) ∼= L(i, j)◦k.
Proof. We use induction on k. Assume k = 1. There is a natural surjections: L(a)◦L(i)◦L(j)։ L(a∨ij).
By the non-degenerate version of [19, Lemma 6.2.1(i)], there is a non-split short exact sequence
(5.2) 0→ L(j, i)→ L(i) ◦ L(j)→ L(i, j)→ 0.
By Lemma 3.4, both L(i, j) and L(j, i) are real simple modules. It follows that both L(a) ◦ L(i, j)
and L(a) ◦ L(j, i) have unique simple heads. Thus either L(a ∨ ij) ∼= L(a)▽L(i, j) or L(a ∨ ij) ∼=
L(a)▽L(j, i). Using the Shuffle Lemma [5, Lemma 2.4], the assumption εj(L(a)) = 0 as well as the fact
that chL(j, i) = [j, i], we can deduce that εj(L(a)▽L(j, i)) = 0. It follows that L(a∨ ij) ∼= L(a)▽L(i, j)
as required.
Now assume that k > 1 and the lemma holds when k is replaced by k − 1 and for any a satisfying
εj(L(a)) = 0. By induction hypothesis, we have L(a∨ ij(k−1)) ∼= L(a)▽(L(i, j)◦(k−1)) ∼= L(a∨ ik−1jk−1)
and L(i) ◦ L(ik−1, jk−1) ∼= L(i) ◦ L(i, j)◦k−1 ∼= L(ik, jk−1). By Lemma 3.3 and Lemma 3.4, we know
that L(ik−1, jk−1) ∼= L(i, j)◦(k−1) is a real simple module. Applying Lemma 3.7 and Corollary 3.10,
L(ij(k−1)) ◦ L(i) ∼= L(i) ◦ L(ij(k−1)) is a real simple module and hence
L(ik, jk−1) ∼= L(i) ◦ L(ij(k−1)) ∼= L(ij(k−1)) ◦ L(i) ∼= L(ij(k−1)i).
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Therefore,
L(a)▽
(
L(ij(k−1))◦L(i)) ∼= L(a)▽(L(i)◦L(ij(k−1))) ∼= L(a)▽(L(i)◦L(ik−1, jk−1)) ∼= L(a)▽L(ik, jk−1),
which is a simple module by Corollary 3.11.
On the other hand, if we set L1 := L(a ∨ ij(k−1)i), then by definition there is a natural surjection
L(a)◦(L(ij(k−1))◦L(i)) ∼= (L(a)◦L(ij(k−1)))◦L(i)։ (L(a)▽L(ij(k−1)))▽L(i) ∼= L(a∨ij(k−1))▽L(i) ∼= L1.
As a result, we can deduce that
(5.3) L1 ∼= L(a)▽
(
L(ij(k−1)) ◦ L(i)) ∼= L(a)▽L(ij(k−1)i) ∼= L(a)▽L(ik, jk−1).
By definition,
L(ik, jk−1) = f˜k−1j L(i
k) = (· · · ((L(ik)▽L(j))▽L(j)) · · · ).
Thus there is a natural surjection from L(ik) ◦ L(jk−1) ∼= L(ik) ◦ L(j)◦k−1 onto L(ik, jk−1), and hence
there is also a natural surjection from L(a) ◦ L(ik) ◦ L(jk−1) onto L(a)▽L(ik, jk−1) ∼= L1. By the
non-degenerate versions of [19, (5.4), Lemma 5.2.1], we have an injection L(a) ⊠ L(ik) ⊠ L(jk−1) →֒
∆jk−1L1 = e˜
k−1
j L1⊠L(j
k−1); again by Frobenius’s reciprocity, we get a surjection L(a)◦L(ik)։ e˜k−1j L1.
Since the Kato module L(ik) is a real simple module, we get (by Lemma 3.3 and [5, Corollary 3.6]) that
(5.4) e˜k−1j L1 ∼= L(a)▽L(ik) ∼= f˜ki L(a) = L(a ∨ ik).
Hence L1 ∼= f˜k−1j L(a ∨ ik) = L(a ∨ ikjk−1).
Now L(a ∨ ijk) ∼= L1▽L(j) ∼= L(a ∨ ikjk). By (5.3), there is a natural surjection
L(a) ◦ L(i, j)◦k−1 ◦ L(i) ◦ L(j)։ L1▽L(j)
Note L1▽L(j) is a simple module by Lemma 3.3. Using (5.2), we can deduce that either L1▽L(j) ∼=
L(a)▽L(i, j)◦k or L1▽L(j) ∼= L(a)▽
(
L(i, j)◦k−1 ◦L(j, i)). Using the Shuffle Lemma [5, Lemma 2.4], we
see that εj
(
L(a)▽
(
L(i, j)◦k−1 ◦ L(j, i))) ≤ k − 1. However, by (5.4), we know that εj(L1▽L(j)) ≥ k.
Therefore, we must have that L1▽L(j) 6∼= L(a)▽
(
L(i, j)◦k−1 ◦ L(j, i)). Thus L1▽L(j) ∼= L(a)▽L(i, j)◦k.

Corollary 5.5. Let ε, k ∈ N with ε ≥ 1. Let a ∈ Im with εj(L(a)) = 0. Then
(5.6) L(aij(k)iε) ∼= L(a)▽L(ij(k)iε) ∼= L(a ∨ iε)▽L(ij(k)) ∼= L(a ∨ iεij(k)) ∼= L(a ∨ ik+εjk).
Proof. In fact, note that εj(L(a ∨ iε)) = 0, except the second isomorphism, all the other isomorphisms
above follow from Lemma 5.1 and a similar argument used in the proof of Lemma 5.1. Since L(a) ◦
(L(ij(k))◦L(iε)) ∼= L(a)◦(L(iε)◦L(ij(k)) and L(a∨iε) = f˜ εi L(a) is a quotient of L(a)◦L(iε) ∼= L(a)◦L(i)◦ε,
there are surjective homomorphisms:
L(a) ◦ (L(ij(k)) ◦ L(iε))։ L(a ∨ iε) ◦ L(ij(k))։ L(a ∨ iε)▽L(ij(k)).
On the other hand, by Lemma 3.7 and Lemma 5.1, L(ij(k)) ◦L(iε) ∼= L(ij(k)iε) is a real simple module.
Applying Lemma 3.3, we can deduce that
L(a)▽L(ij(k)iε) ∼= L(a)▽(L(ij(k)) ◦ L(iε)) ∼= L(a)▽(L(iε) ◦ L(ij(k))) ∼= L(a ∨ iε)▽L(ij(k)).
This proves the second isomorphism. 
Lemma 5.7. Let ε, ε′, k ∈ N with ε′ < ε. If M = L(a ∨ ij(k)jε′ iεj) with εi(L(a)) = 0 = εj(L(a)), then
εi(M) = ε− 1 and M ∼= L(aij(k+1)jε′ iε−1).
Proof. Suppose ε′ = 0. If ε = 1 the lemma follows from Lemma 5.1 and the Shuffle Lemma [5, Lemma
2.4]. Henceforth we assume ε > 1.
Using Lemma 5.1 and (5.6), we have
M = L(a ∨ ij(k)iε)▽L(j) ∼= L(a ∨ ik+εjk+1) ∼= L(a ∨ iε−1)▽L(ij(k+1))
∼= L(a)▽(L(iε−1) ◦ L(ij(k+1))) ∼= L(a)▽(L(ij(k+1)) ◦ L(iε−1))
∼=
(
L(a)▽L(ij(k+1))
)
▽L(iε−1)
∼= L(a ∨ ij(k+1)iε−1),
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where in the third and the second last isomorphisms we have used the fact that L(iε−1) ◦ L(ij(k+1)) is
a real simple module (by Lemma 3.10) and there are surjective homomorphisms:
L(a) ◦ (L(iε−1) ◦ L(ij(k+1))) ∼= (L(a) ◦ L(iε−1)) ◦ L(ij(k+1))։ L(a ∨ iε−1)▽L(ij(k+1)),
L(a) ◦ (L(ij(k+1)) ◦ L(iε−1)) ∼= (L(a) ◦ L(ij(k+1))) ◦ L(iε−1)։ (L(a)▽L(ij(k+1)))▽L(iε−1).
In this case, εi(M) = εi(L(a ∨ ij(k+1)) + ε− 1 = ε− 1. This proves the lemma when ε′ = 0.
Now suppose ε′ > 0. By Lemma 5.1, the assumption εi(L(a)) = 0 and the Shuffle Lemma [5, Lemma
2.4], we have εi(L(a ∨ ij(k))) = 0, and
M ∼= L(a ∨ ij(k)ji(ε′)iε−ε′)▽L(j) (by (5.6))
∼=
((
L(a ∨ ij(k))▽L(ji(ε′)))▽L(iε−ε′))▽L(j) (by Lemma 5.1)
∼=
(
L(a ∨ ij(k))▽(L(ji(ε′)) ◦ L(iε−ε′)))▽L(j) (as L(ji(ε′)) ◦ L(iε−ε′) is real)
∼=
(
L(a ∨ ij(k))▽(L(iε−ε′) ◦ L(ji(ε′))))▽L(j) (by Lemma 3.7 and Lemma 5.1)
∼=
((
L(a ∨ ij(k))▽(L(iε−ε′))▽L(ji(ε′)))▽L(j) (by Corollary 3.10)
∼= L(a ∨ ij(k)iε−ε′)▽(L(ji(ε′)) ◦ L(j)) (by Corollary 3.10)
∼= L(a ∨ ij(k)iε−ε′)▽(L(j) ◦ L(ji(ε′)))
∼= L(a ∨ ij(k)iε−ε′j)▽L(ji(ε′)) (by Corollary 3.10)
∼= L(a ∨ ij(k+1)iε−ε′−1)▽L(ji(ε′)) (by the lemma in the case when ε′ = 0)
∼= L(a ∨ ij(k+1))▽
(
L(iε−ε
′−1) ◦ L(ji(ε′)) (by Corollary 3.10)
∼= L(a ∨ ij(k+1))▽
(
L(ji(ε
′) ◦ L(iε−ε′−1))
∼= (L(a ∨ ij(k+1))▽L(ji(ε′)))▽L(iε−ε′−1)
∼= L(a ∨ ij(k+1)ji(ε′)iε−ε′−1) (by Lemma 5.1)
∼= L(a ∨ ij(k+1)jε′ iε−1), (by Lemma 5.1)
which in turn implies (by the Shuffle Lemma [5, Lemma 2.4]) that εi(M) = ε− 1. 
Lemma 5.8. Let ε, ε′, k ∈ N with ε′ ≥ ε ≥ 1. If M = L(a ∨ ij(k)jε′ iεj) with εi(L(a)) = εj(L(a)) = 0,
then εi(M) = ε and M ∼= L(a ∨ ij(k)jε′+1iε).
Proof. By Lemma 5.1,
L(a ∨ ij(k)jε′ iε) ∼= L(a ∨ ij(k)jε′−εjεiε) ∼= L(a ∨ ij(k)jε′−εji(ε))
∼= L(a ∨ ij(k))▽(L(jε′−ε) ◦ L(ji(ε)))) (by Lemma 5.1 and Corollary 3.10)
∼= L(a ∨ ij(k))▽
(
L(ji(ε)) ◦ L(jε′−ε))) (by Lemma 3.7)
∼= L(a ∨ ij(k)ji(ε))▽L(jε′−ε) (by Lemma 5.1 and Corollary 3.10)
∼= L(a ∨ ij(k)ji(ε)jε′−ε).
Thus,
M = L(a ∨ ij(k)jε′ iεj) ∼= L(a ∨ ij(k)ji(ε)jε′−ε+1) (by the above paragraph)
∼= L(a ∨ ij(k)jε′+1iε) (by the above paragraph)
which (together with Lemma 5.1, the fact that εi(L(a)) = 0 and the Shuffle Lemma [5, Lemma 2.4]) in
turn implies that εi(M) = ε. 
Proposition 5.9. Let i, j ∈ I, ε ∈ N with i − j = ±1 and ε ≥ 1. Let M ∈ RepI Hn be an irreducible
module. Suppose that e˜jM 6= 0 and εi(e˜jM) = ε. Then either
(a) M = L(a ∨ ij(k)jε′ iεj) with εi(L(a)) = 0 = εj(L(a)) and ε, ε′, k ∈ N, ε′ < ε, ε ≥ 1; or
(b) M = L(a ∨ ij(k)jε′ iεj) with εi(L(a)) = εj(L(a)) = 0 and ε, ε′, k ∈ N with ε′ ≥ ε ≥ 1,
where a ∈ In−2k−ε′−ε−1.
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Proof. We set L0 := e˜
ε
i e˜jM . If εj(L0) = 0, then M = L(a∨ iεj), where L(a) := L0. In this case we are
in the situation (a) and hence we are done.
Henceforth, we assume εj(L0) > 0. Let ε
′ be the largest non-negative integer such that e˜ε
′
j L0 6= 0
and εi(e˜
ε′
j L0) = 0. We set L1 := e˜
ε′
j L0. If εj(L1) = 0, then M = L(a ∨ jε
′
iεj), where L(a) := L1 and
we are either in the situation (a) or in the situation (b) (with k := 0) as required.
Henceforth we assume that εj(L1) > 0. In particular, e˜
ε′+1
j L0 = e˜jL1 6= 0. By the maximality of ε′,
it is easy to see that εi(e˜jL1) > 0. If εi(e˜jL1) > 1, then by the non-degenerate version of [20, Lemma
6.3.3(i)] (taking m := 0 and noting r ≤ 1 there) we can deduce that εi(L1) ≥ 1, which contradicts to
our choice of ε′. Therefore, we can deduce that εi(e˜jL1) = 1.
Now we can write L1 = L(a ∨ ij) such that εi(L(a)) = 0 = εi(L(a ∨ ij)). We set L′ := L(a). If
εj(L
′) = 0, then M = L(a ∨ ijjε′ iεj) and we are done. Therefore, it suffices to consider the case
when εj(L
′) > 0. We claim that εi(e˜j(L′)) = 1. In fact, suppose that this is not the case, then either
εi(e˜j(L
′)) > 1 or εi(e˜j(L′)) = 0. If εi(e˜j(L′)) > 1 then by the non-degenerate version of [19, Lemma
6.3.3(i)] and [20, Lemma 6.3.3(i)] (taking m := 0 and noting r ≤ 1 there) εi(L′) ≥ 1, which is a
contradiction; if εi(e˜jL
′) = 0, then L1 = L(b∨ jij) with εi(L(b)) = 0. In this case, applying Lemma 5.1
and Corollary 5.5, we get that L(b ∨ ji) ∼= L(b)▽L(j, i) and
L1 ∼= L(b)▽(L(ji) ◦ L(j)) ∼= L(b ∨ j)▽L(ji) ∼= L(b ∨ j2i),
where the first isomorphism follows from the fact that L(ji) ◦ L(j) is a real simple module and both
(L(b)▽L(j, i))▽L(j) and L(b)▽(L(ji) ◦ L(j)) are the unique simple head of L(b) ◦ (L(j, i) ◦ L(j)) ∼=
(L(b) ◦ L(j, i)) ◦ L(j). But this is impossible because εi(L1) = 0. This proves our claim. In other
words, εi(e˜jL
′) = 1. Hence we have L(a) = L′ = L(b ∨ ij) (and hence M = L(bij(2)jε′ iεj)) with
εi(L(b)) = 0 = εi(L(b ∨ ij)). Now we return to the beginning of this paragraph. We repeat the same
argument by replacing L1 and a with L
′ and b respectively. This procedure must end after a finite step
and eventually we will be either in the situation (a) or in the situation (b). This completes the proof of
the lemma. 
6. The crystal B̂(∞)
In this section we shall give the main results Theorem 6.23 and Theorem 6.26 of this paper. Through-
out we assume that charF 6= 2, ℓ > 2, q := ξ ∈ F is a primitive 2ℓth root of unity in F , I := Z/2ℓZ.
We fix an embedding θ : Z/ℓZ →֒ I, i + ℓZ 7→ i + 2ℓZ for i = 0, 1, 2, · · · , ℓ − 1. By some abuse of
notations, for any i ∈ I, we set î := θ̂(i) = (θ(i), θ(i) + ℓ+ 2ℓZ) ∈ I × I.
Definition 6.1. We define
B̂(∞) := {L(̂i1, · · · , în) = f˜̂in · · · f˜̂i11 ∣∣ n ∈ N, i1, . . . , in ∈ Z/ℓZ}.
For each n ∈ N, we define B̂(n) := {L(̂i1, · · · , în) ∣∣ i1, · · · , in ∈ Z/ℓZ}. In particular, B̂(∞) =
⊔n∈NB̂(n).
For each i, j ∈ I and ε, k ∈ N, we define
îε := (̂i, î, · · · , î︸ ︷︷ ︸
ε copies
) = (i, i+ ℓ, i, i+ ℓ, · · · , i, i+ ℓ) ∈ I2ε.
îĵ
(k)
:= ( î, ĵ︸︷︷︸, · · · , î, ĵ︸︷︷︸︸ ︷︷ ︸
k copies
) = (i, i+ ℓ, j, j + ℓ︸ ︷︷ ︸, · · · , i, i+ ℓ, j, j + ℓ︸ ︷︷ ︸︸ ︷︷ ︸
k copies
) ∈ I4k.
The following result is a key step in the proof of our main results Theorem 6.23 and Theorem 6.26
of this paper.
Theorem 6.2. Let i, i1, · · · , in ∈ I, M := L(̂i1, · · · , în) ∈ B̂(n). Then
(6.3) ε̂i(M) = εi(M) = εi+ℓ(M),
and
(6.4) f˜̂iM ∈ B̂(n+ 1), e˜̂iM ∈ B̂(n− 1) ∪ {0}.
Furthermore, if n ≥ 1 then e˜̂iM ∈ B̂(n− 1) if and only if ε̂i(M) > 0.
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The following three lemmas and one proposition are the “hat” analogues of Lemma 5.1, Corollary
5.5, Lemma 5.7, Lemma 5.8 and Proposition 5.9.
Lemma 6.5. Let i, j ∈ I and ε, k ∈ N with i − j = ±1 and ε ≥ 1. Let M ∈ B̂(n) be an irreducible
module.
1) If M ∼= L(â ∨ îĵ(k)) for some â ∈ I2n−4k with εĵ(L(â)) = 0, then M ∼= L(â)▽
(
L(̂i, ĵ)◦k
) ∼=
L(â ∨ îk ĵk). In particular, L(̂iĵ(k)) ∼= L(̂ik, ĵk) ∼= L(̂i, ĵ)◦k.
2) If M ∼= L(â̂iĵ(k) îε) for some â ∈ I2n−4k−2ε with εĵ(L(â)) = 0, then M ∼= L(â)▽L(̂iĵ
(k)
îε) ∼=
L(â ∨ îε)▽L(̂iĵ(k)) ∼= L(â ∨ îε îĵ(k)) ∼= L(â ∨ îk+εĵk).
Lemma 6.6. Let i, j ∈ I and ε, ε′, k ∈ N with i− j = ±1 and ε′ < ε. If M = L(â ∨ îĵ(k)ĵε′ îεĵ) ∈ B̂(n)
for some â with ε̂i(L(â)) = 0 = εĵ(L(â)), then ε̂i(M) = ε− 1 and M ∼= L(â̂iĵ
(k+1)
ĵε
′
îε−1).
Lemma 6.7. Let i, j ∈ I and ε, ε′, k ∈ N with i−j = ±1 and ε′ ≥ ε ≥ 1. IfM = L(â∨îĵ(k)jε′ îεĵ) ∈ B̂(n)
for some â with ε̂i(L(â)) = 0 = εĵ(L(â)), then ε̂i(M) = ε and M
∼= L(â ∨ îĵ(k)ĵε′+1̂iε).
Proposition 6.8. Let i, j ∈ I, ε ∈ N with i − j = ±1 and ε ≥ 1. Let M ∈ B̂(n) be an irreducible
module. Suppose that e˜ĵM 6= 0 and ε̂i(e˜ĵM) = ε. Then either
a) M ∼= L(â ∨ îĵ(k)ĵε′ îεĵ) with ε̂i(L(â)) = 0 = εĵ(L(â)) and ε, ε′, k ∈ N, ε′ < ε; or
b) M ∼= L(â ∨ îĵ(k)ĵε′ îεĵ) with ε̂i(L(â)) = εĵ(L(â)) = 0 and ε, ε′, k ∈ N with ε′ ≥ ε ≥ 1,
where â = (â1, â2, · · · ) ∈ I2n−4k−2ε′−2ε−2.
Proof of Theorem 6.2, Lemmas 6.5, 6.6, 6.7 and Proposition 6.8: It is clear that f˜̂iM ∈ B̂(n+1).
We will prove the remaining statements in these theorem, lemmas and proposition simultaneously by
induction on n. Furthermore, we assume that k ≥ 1 in Lemma 6.5 as the case when k = 0 is trivial. If n =
0 or n = 1, the theorem clearly follows from Lemma 2.24 because chL(i1, i1+ ℓ) = [i1, i1+ ℓ]+ [i1+ ℓ, i1].
Assume n > 1. Suppose that all the statements in these theorem, lemmas and proposition hold when
n is replaced by any m < n. We set
M := f˜̂in · · · f˜̂i11, N := e˜̂inM ∼= f˜̂in−1 · · · f˜̂i11, j := in.
If i 6∈ {j ± 1, j + ℓ ± 1}, then the theorem follows from Lemma 2.24, Corollary 4.8 and induction
hypothesis. Otherwise, without loss of generality, we may assume that i ∈ {j± 1}, then i 6∈ {j, j+ ℓ, j+
ℓ± 1} because ℓ > 2.
Using the induction hypothesis on (6.3) and (6.4), one can show that Lemma 6.5–6.7 and Proposition
5.9 hold for anyM ∈ B̂(n) by a similar argument as that were used in the proof of Lemma 5.1, Corollary
5.5, Lemma 5.7, Lemma 5.8 and Proposition 5.9. Therefore, it remains to show that (6.3) and (6.4) for
any M ∈ B̂(n). By induction hypothesis, we can define ε := ε̂i(N) = εi(N) = εi+ℓ(N).
If ε = 0, then by the Shuffle Lemma [5, Lemma 2.4], ε̂i(M) = εi(M) = εi+ℓ(M) = 0. Thus êiM = 0
and e˜̂iM = 0 and we are done. Now suppose ε ≥ 1. By Proposition 6.8, we will be in either the situation
a) or the situation b) of Proposition 6.8.
If we are in the situation a) of Proposition 6.8, then applying Lemma 6.6, we get that M ∼=
L(â̂iĵ
(k+1)
ĵε
′
îε−1) and ε̂i(M) = ε − 1. Applying Lemma 2.24, Lemma 6.5 and the Shuffle Lemma
[5, Lemma 2.4], we can deduce that
εi(M) = ε− 1 = εi+l(M)
Moreover, if ε > 1 then e˜̂iM
∼= L(â̂iĵ(k+1)ĵε′ îε−2) ∈ B̂(n− 1); while if ε = 1 then e˜̂iM = 0.
If we are in the situation b) of Proposition 6.8, then applying Lemma 6.7, we get that ε̂i(M) = ε and
M ∼= L(â ∨ îĵ(k)ĵε′+1 îε). In this case, by Lemma 2.24, Corollary 4.8,
ε̂i(M) = ε̂i
(
L(â ∨ îĵ(k)ĵε′+1))+ ε,
εi(M) = εi
(
L(â ∨ îĵ(k)ĵε′+1))+ ε, εi+ℓ(M) = εi+ℓ(L(â ∨ îĵ(k)ĵε′+1))+ ε.
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Thus the equality ε̂i(M) = εi(M) = εi+ℓ(M) follows from induction hypothesis. Moreover, e˜̂iM
∼=
L(â ∨ îĵ(k)ĵε′+1̂iε−1) ∈ B̂(n − 1). This completes the proof of Theorem 6.2, Lemmas 6.5, 6.6, 6.7 and
Proposition 6.8 for all n ∈ N.
Definition 6.9. Let M ∈ RepI Hn be irreducible, i ∈ I and 0 ≤ m ≤ n. We define
e˜∗iM := (e˜i(M
σ))σ, f˜∗i (M) := (f˜i(M
σ))σ ∼= hd(L(i) ◦M),
ε∗i (M) := εi(M
σ) := max{m ≥ 0|(e˜∗i )mM 6= 0},
e˜∗
î
M := e˜∗i e˜
∗
i+ℓM, f˜
∗
î
M := f˜∗i f˜
∗
i+ℓM,
ε∗
î
(M) = max
{
m ≥ 0 ∣∣ (e˜∗
î
)m
M 6= 0}.
Let i ∈ I and M ∈ RepI Hn be irreducible. By the non-degenerate version of [19, Lemma 10.1.3], we
have that ε∗i (f˜iM) ∈ {ε∗i (M), ε∗i (M) + 1}, and for any i 6= j ∈ I, ε∗i (f˜j(M)) = ε∗i (M).
Lemma 6.10. Let i ∈ I and M ∈ RepI Hn be irreducible. The following statements are equivalent:
(1) εi(f˜
∗
i M) = εi(M) + 1;
(2) M ◦ L(i) ∼= L(i) ◦M ;
(3) M ◦ L(i) ∼= L(i) ◦M is irreducible;
(4) f˜iM ∼= f˜∗i M .
Proof. We shall prove that (4) ⇒ (3) ⇒ (2) ⇒ (1) ⇒ (4). If f˜iM ∼= f˜∗i M , then M▽L(i) ∼= L(i)▽M .
Note that L(i) is a real simple module. Applying Lemma 3.3, we can deduce that M ◦ L(i) ∼= L(i) ◦M
is irreducible. In particular,
εi(f˜
∗
i M) = εi(hd(L(i) ◦M)) = εi(hd(M ◦ L(i))) = εi(f˜iM) = εi(M) + 1.
Conversely, assume that εi(f˜
∗
i M) = εi(f˜iM) = εi(M)+1. Applying [19, Lemma 10.1.6], e˜if˜
∗
i M
∼=M ,
which implies that f˜iM ∼= f˜∗i M . 
Lemma 6.11. Let i ∈ I and M ∈ B̂(n). The following statements are equivalent:
(1) M ◦ L(i) ∼= L(i) ◦M ;
(2) M ◦ L(i+ ℓ) ∼= L(i+ ℓ) ◦M ;
(3) εi(f˜
∗
i M) = εi(M) + 1;
(4) εi+ℓ(f˜
∗
i+ℓM) = εi+ℓ(M) + 1.
In this case, we have f˜∗
î
M ∼= f˜̂iM ∈ B̂(n+ 1).
Proof. By Lemma 6.10, it suffices to prove (1) ⇒ (2). Suppose that L(i) ◦M ∼= M ◦ L(i). Let cqℓ be
the automorphism of Hn which is defined on the generators by
cqℓ : Ti 7→ Ti, Xj 7→ qℓXj ,
for i = 1, · · · , n−1, j = 1, · · · , n. The automorphism cqℓ induces a covariant automorphism of categories:
cqℓ : RepI Hn
∼= RepI Hn such that cqℓ(L(i1, · · · , in)) ∼= L(i1+ℓ, · · · , in+ℓ) for any i1, · · · , in ∈ I. Since
ℓ > 1, it follows from Lemma 2.24 that cqℓ(L(̂i1, · · · , în)) ∼= L(̂i1, · · · , în) for any L(̂i1, · · · , în) ∈ B̂(n).
In particular, cqℓ(M) ∼=M . Therefore,
L(i+ ℓ) ◦M ∼= cqℓ(L(i)) ◦M ∼= cqℓ(L(i) ◦M) ∼= cqℓ(M ◦ L(i)) =M ◦ L(i+ ℓ).
In this case, by Lemma 3.3
f˜∗
î
M = f˜∗i f˜
∗
i+ℓM
∼= L(i) ◦ L(i+ ℓ) ◦M
∼=M ◦ L(i+ ℓ) ◦ L(i)
= f˜if˜i+ℓM
∼= f˜̂iM ∈ B̂(n+ 1).

Corollary 6.12. Let i ∈ I and M ∈ B̂(n). The following statements are equivalent:
(1) ε∗i (f˜iM) = ε
∗
i (M) + 1;
(2) M ◦ L(i) ∼= L(i) ◦M is irreducible;
(3) M ◦ L(i+ ℓ) ∼= L(i+ ℓ) ◦M ;
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(4) ε∗i+ℓ(f˜i+ℓM) = ε
∗
i+ℓ(M) + 1.
Proof. This follows from Lemma 6.10, Lemma 6.11. 
Theorem 6.13. Let n ∈ N. Then
B̂(n) = {f˜∗
în
· · · f˜∗
î1
1|i1, · · · , in ∈ Z/ℓZ}.
For any i ∈ I and M ∈ B̂(n), f˜∗
î
M ∈ B̂(n + 1) and e˜∗
î
M ∈ B̂(n − 1) ∪ {0}. Furthermore, ε∗
î
(M) =
ε∗i (M) = ε
∗
i+ℓ(M), and e˜
∗
î
M ∈ B̂(n− 1) if and only if ε∗
î
(M) > 0.
Proof. We first show f˜∗
î
M ∈ B̂(n+ 1) by induction on n. We can find j ∈ I such that 0 < εj(M). By
the non-degenerate version of [19, Lemma 10.1.1], there are only two cases. In the first case, εj(f˜
∗
î
M) =
εj(M) + 1, then by the non-degenerate version of [19, Lemma 10.1.1] we have j ∈ {i, i+ ℓ}. Applying
Lemma 6.11, we get that εj+ℓ(f˜
∗
î
M) = εj+ℓ(M) + 1 and f˜
∗
î
M ∼= f˜̂iM ∈ B̂(n + 1) by Theorem 6.2; In
the second case, εj(f˜
∗
î
M) = εj(M) = εj+ℓ(M) = εj+ℓ(f˜
∗
î
M) > 0. Then f˜∗
î
M ∈ B̂(n+ 1) follows from
induction hypothesis, Theorem 6.2 and Corollary 4.5 by using the non-degenerate version of [19, Lemma
10.1.2] (setting ε := εj(M) there).
We prove the remaining statements of the theorem by induction on n. If n = 0, there is nothing
to prove. Suppose n ≥ 1 and the theorem holds for any m < n. Let M = f˜̂in · · · f˜̂i11 ∈ B̂(n),
N := f˜̂in−1 · · · f˜̂i11 ∈ B̂(n − 1). We now apply Corollary 6.12 and the non-degenerate version of [19,
Lemma 10.1.3]. We have the following two cases:
Case 1. ε∗i (M) = ε
∗
i (f˜̂inN) = ε
∗
i (N), ε
∗
i+ℓ(M) = ε
∗
i+ℓ(f˜̂inN) = ε
∗
i+ℓ(N). In this case, by induction
hypothesis, ε∗i (N) = ε
∗
i+ℓ(N) = ε
∗
î
(N). Applying the non-degenerate version of [19, Lemma 10.1.4] we
get that ε∗
î
(M) ≥ ε∗
î
(N). On the other hand, it is clear that ε∗
î
(M) = min{ε∗i (M), ε∗i+ℓ(M)} always holds.
It follows that ε∗
î
(M) = ε∗i (M) = ε
∗
i+ℓ(M) = ε
∗
î
(N). Let a := ε∗
î
(N). If a = 0 then ε∗i (M) = ε
∗
i (N) = 0,
ε∗i+ℓ(M) = ε
∗
i+ℓ(N) = 0. It follows that ε
∗
î
(M) = 0 and hence e˜∗
î
M = 0. Therefore, we can assume that
a := ε∗
î
(N) > 0. By the non-degenerate version of [19, Lemma 10.1.4] and induction hypothesis we get
that
e˜∗
î
M ∼= (f˜∗
î
)a−1(e˜∗
î
)a(f˜̂inN)
∼= (f˜∗
î
)a−1f˜̂in
(
(e˜∗
î
)aN
) ∈ {f˜∗
ĵn−1
· · · f˜∗
ĵ1
1|j1, · · · , jn−1 ∈ Z/ℓZ} = B̂(n− 1).
Case 2. ε∗i (M) = ε
∗
i (f˜̂inN) = ε
∗
i (N) + 1, ε
∗
i+ℓ(M) = ε
∗
i+ℓ(f˜̂inN) = ε
∗
i+ℓ(N) + 1 and in ∈ {i, i+ ℓ}.
Without loss of generality, we assume that in = i. In this case, by Lemma 6.11 and Corollary 6.12,
e˜∗
î
M = e˜∗
î
f˜̂iN
∼= e˜∗
î
f˜∗
î
N ∼= N ∈ B̂(n− 1).
Since n ≥ 1, for any given M ∈ B̂(n), we can always find an i ∈ Z/ℓZ such that ε∗
î
(M) 6= 0.
Applying f˜∗
î
on both sides of the equality e˜∗
î
M ∈ B̂(n− 1) and using induction, we prove that B̂(n) ⊆
{f˜∗
ĵn
· · · f˜∗
ĵ1
1|j1, · · · , jn ∈ Z/ℓZ} ⊆ B̂(n), we get that B̂(n) = {f˜∗ĵn · · · f˜
∗
ĵ1
1|j1, · · · , jn ∈ Z/ℓZ}. 
Using Theorems 6.2, 6.13 and the non-degenerated version of [19, 10.1.1–10.1.7] we can immediately
get the “hat” version of all the results in [19, §10.1].
Lemma 6.14. Let M ∈ B̂(n).
1) For any i ∈ Z/ℓZ, ε̂i(f˜∗î M) ∈ {ε̂i(M), ε̂i(M) + 1}.
2) For any i, j ∈ Z/ℓZ with i 6= j, we have ε̂i(f˜∗ĵM) = ε̂i(M).
Lemma 6.15. Let M ∈ B̂(n) and i, j ∈ Z/ℓZ. Assume that ε̂i(f˜∗ĵM) = ε̂i(M), ε := ε̂i(M). Then
e˜ε
î
f˜∗
ĵ
M ∼= f˜∗
ĵ
e˜ε
î
M .
Lemma 6.16. Let M ∈ B̂(n).
1) For any i ∈ Z/ℓZ, ε∗
î
(f˜̂iM) ∈ {ε∗î (M), ε∗î (M) + 1}.
2) For any i, j ∈ Z/ℓZ with i 6= j, we have ε∗
î
(f˜jM) = ε
∗
î
(M).
Lemma 6.17. Let M ∈ B̂(n) and i, j ∈ Z/ℓZ. Assume that ε∗
î
(f˜ĵM) = ε
∗
î
(M), a := ε∗
î
(M). Then
(e˜∗
î
)af˜ĵM
∼= f˜ĵ(e˜∗î )aM .
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Corollary 6.18. Let M ∈ B̂(n) and i ∈ Z/ℓZ. Let M1 := e˜εî(M)î M , M2 := (e˜∗î )
ε∗
î
(M). Then ε∗
î
(M) =
ε̂i(M1) if and only if ε̂i(M) = ε̂i(M2).
Lemma 6.19. Let M ∈ B̂(n) and i ∈ Z/ℓZ satisfying ε̂i(f˜∗î M) = ε̂i(M) + 1. Then e˜̂if˜∗î (M) ∼=M .
Lemma 6.20. Let M ∈ B̂(n) and i ∈ Z/ℓZ satisfying ε∗
î
(f˜̂iM) = ε
∗
î
(M) + 1. Then e˜∗
î
f˜̂i(M)
∼=M .
Let ŝl2ℓ be the affine Lie algebra of type Â2ℓ−1 ([13]). Let {αi|i ∈ I} (resp., {hi|i ∈ I}) be the set of
simple roots (resp., coroots) of ŝl2ℓ. We define
B(∞) := {L(i1, · · · , in)|n ∈ N, i1, · · · , in ∈ I}.
For any M = L(i1, · · · , in) ∈ B˜(∞), where i1, · · · , in ∈ I, we define the weight function “wt” by
wt(M) := −γ such that
γ =
∑
i∈I
γiαi, where γi = #
{
1 ≤ j ≤ n ∣∣ ij = i}, ∀ i ∈ I.
For each i ∈ I, we define ϕi(M) := εi(M) + 〈hi,wt(M)〉.
Lemma 6.21. ([4]) The set B(∞), the functions εi, ϕi,wt, together with the operators e˜i, f˜i form a
crystal in the sense of Kashiwara [16, §7.2]. Moreover, it is isomorphic to Kashiwara’s crystal associated
to the crystal base of UQ(ŝl2ℓ)
−.
Let ŝlℓ be the affine Lie algebra of type Âℓ−1. Let {αˆi|i ∈ Z/ℓZ} (resp., {hˆi|i ∈ Z/ℓZ}) be the set
of simple roots (resp., coroots) of ŝlℓ. Let Pˆ , Qˆ be the weight lattice and root lattice of ŝlℓ respectively.
Let {Λˆi|i ∈ Z/ℓZ} be the set of fundamental dominant weights of ŝlℓ. For any a + ℓZ, b + ℓZ ∈ Z/ℓZ,
we define
a+ ℓZ ∼ b+ ℓZ ⇔ (a+ 2ℓZ, a+ ℓ+ 2ℓZ) ∈ {(b+ 2ℓZ, b+ ℓ+ 2ℓZ), (b+ ℓ+ 2ℓZ, b+ 2ℓZ)}.
Definition 6.22. For any M = L(̂i1, · · · , în) ∈ B̂(n), where i1, · · · , in ∈ Z/ℓZ, we define the weight
function “wˆt” by wˆt(M) := −γ such that
γ =
∑
i∈Z/ℓZ
γˆiαˆi, where γˆi = #
{
1 ≤ j ≤ n ∣∣ ij ∼ i}, ∀ i ∈ Z/ℓZ.
For each i ∈ Z/ℓZ, we define ϕˆî(M) := ε̂i(M) + 〈hˆi, wˆt(M)〉.
Theorem 6.23. The set B̂(∞), the functions ε̂i, ϕî, wˆt, together with the operators e˜̂i, f˜̂i form a crystal
in the sense of Kashiwara [16, §7.2].
Proof. This follows from Theorem 6.2 and Corollary 4.5 and the definitions of the functions ε̂i, ϕî,wt. 
Following [16], for each i ∈ Z/ℓZ, we have the crystal Bi = {bi(n)|n ∈ Z} with functions
εj(bi(n)) :=
{
−n, if j = i,
−∞, if j 6= i; ϕj(bi(n)) :=
{
n, if j = i,
−∞, if j 6= i; .
and wt(bi(n)) := nαi, and operators
e˜j(bi(n)) :=
{
bi(n+ 1), if j = i,
0, otherwise;
f˜j(bi(n)) :=
{
bi(n− 1), if j = i,
0, otherwise;
We set bi := bi(0). We define a map Ψi : B̂(∞) → B̂(∞) ⊗ Bi which sends each [M ] ∈ B̂(∞) to
[(e˜∗
î
)aM ]⊗ f˜ai bi, where a := ε∗î (M).
The proof of the following two lemmas is completely the same as the proof of [19, Lemma 10.3.1,
Lemma 10.3.2] by using Lemmas 6.14, 6.15, 6.16, 6.17, 6.18, 6.19, 6.20. We leave the details to the
readers.
Lemma 6.24. Let M ∈ B̂(∞) and i, j ∈ Z/ℓZ with i 6= j. We set a := ε∗
î
(M).
(i) εĵ(M) = εĵ
(
(e˜∗
î
)aM
)
;
(ii) If εĵ(M) > 0, then ε
∗
î
(e˜ĵM) = ε
∗
î
(M) and (e˜∗
î
)ae˜ĵM
∼= e˜ĵ(e˜∗î )aM .
Lemma 6.25. Let M ∈ B̂(∞), i ∈ Z/ℓZ. Set a := ε∗
î
(M) and L := (e˜∗
î
)aM .
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(i) ε̂i(M) = max{ε̂i(L), a− 〈hi,wt(L)〉};
(ii) If ε̂i(M) > 0, then
ε∗
î
(e˜̂iM) =
{
a, if ε̂i(L) ≥ a− 〈hi,wt(L)〉;
a− 1, otherwise.
(iii) If ε̂i(M) > 0, then
(e˜∗
î
)b e˜̂iM
∼=
{
e˜̂iL, if ε̂i(L) ≥ a− 〈hi,wt(L)〉;
L, otherwise,
where b := ε∗
î
(e˜̂iM).
Theorem 6.26. The crystal B̂(∞) is isomorphic to Kashiwara’s crystal associated to the crystal base
of UQ(ŝl
−
ℓ ).
Proof. This follows from a similar argument used in the proof of [19, Theorem 10.3.4] via using Lemma
6.24 and Lemma 6.25 and [17, Proposition 3.2.3]. 
7. The crystal B̂(Λ0 + Λℓ) and the Multiplicity Two Theorem
Throughout we assume that charF 6= 2, ℓ > 2, q := ξ ∈ F is a primitive 2ℓth root of unity in F ,
I := Z/2ℓZ.
Recall that ŝl2ℓ denotes the affine Lie algebra of type Â2ℓ−1, {αi|i ∈ I} (resp., {hi|i ∈ I}) is the set of
simple roots (resp., coroots) of ŝl2ℓ, and P,Q are the weight lattice and root lattice of ŝl2ℓ respectively.
Let Q+n := {α =
∑
i∈I γiαi ∈ Q|
∑
i∈I γi = n, γi ∈ N, ∀ i ∈ I}. Let {Λi|i ∈ I} be the set of fundamental
dominant weights of ŝl2ℓ. Let P
+ :=
∑
i∈I Nαi be the set of integral dominant weights.
For any Λ ∈ P+, we define JΛ to be the two-sided ideal of Hn generated by
∏
i∈I(Xi − ξi)〈hi,Λ〉. We
define the non-degenerate cyclotomic Hecke algebra H Λn to be the quotient
H
Λ
n := Hn/JΛ.
In this section, we are mostly interested in the special level two case, i.e., when Λ = λ := Λ0 + Λℓ.
Definition 7.1. The Iwahori–Hecke algebraH λn of type Bn is defined to be the quotient H
λ
n := Hn/Jλ,
where Jλ is the two-sided ideal of Hn generated by (X1 − 1)(X1 + 1) ∈ Hn.
Following [19], we have two natural functors
prλ : RepI Hn → H λn -mod, inflλ : H λn -mod→ RepI Hn,
where prλM :=M/JλM , and infl
λ is the natural inflation along the epimorphism πλ : Hn ։H
λ
n . The
functor inflλ is right adjoint to prλ.
Following [4] and [19], for each i ∈ I and each irreducible moduleM ∈ H λn -mod, we define the action
of cyclotomic crystal operators:
e˜λiM := pr
λ ◦e˜i ◦ inflλM, f˜λi M := prλ ◦f˜i ◦ inflλM.
By [4], we know that both e˜λi and f˜
λ
i define a map B(λ)→ B(λ) ∪ {0}.
Recall that the set of Sn-orbitsSn ·(ξγ1 , · · · , ξγn) are in one-to-one correspondence with the elements∑
i∈I γiαi ∈ Q+n . Thus we can also use Q+n to label the blocks of RepI Hn. There is a decomposition
H λn -mod
∼= ⊕γ∈Q+n (H λn -mod)[γ], where
(H λn -mod)[γ] := {M ∈ H λn -mod | inflλM ∈ (Hn-mod)[γ]}.
If M ∈ (H λn -mod)[γ] for some γ =
∑
i∈I γiαi, then we define
eλiM :=
(res
H
λ
n
H λn−1
M)[γ − αi], if γi > 0;
0, if γi = 0.
while for any irreducible module M ∈ H λn -mod[γ] with γ =
∑
i∈I γiαi, we define
fλi M := (ind
H
λ
n+1
H λn
M)[γ + αi].
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The functors eλi , f
λ
i are both left and right adjoint to each other, and hence are exact and sends projec-
tives to projectives.
Definition 7.2. Let n ∈ N and M ∈ RepI(Hn). We define
socB̂M :=
∑
M⊇L∈B̂(∞)
L.
It is clear that socB̂M is a direct summand of socM .
Theorem 7.3. (Multiplicity Two Theorem) Let i ∈ Z/ℓZ and M ∈ RepI Hn be an irreducible module,
where n ≥ 1. Then êiM is either 0 or a self-dual indecomposable module with simple socle e˜̂iM ∼=
e˜ie˜i+ℓM . Furthermore, if n ≥ 2, then socB̂ resHnHn−2 M 6= 0 only if n is even and M ∈ B̂(n/2). In that
case, each irreducible module in socB̂ res
Hn
Hn−2
M occurs with multiplicity two.
Proof. By [4, Corollary 9.14], we can find a Λ ∈ P+ such that prΛM = M . In other words, M ∈
H Λn -mod. It follows that eiM, ei+ℓM, eiei+ℓM ∈ H Λn -mod. Therefore, êiM ∼= inflΛ eΛi eΛi+ℓM . Now
the self-duality property of êiM follows from the non-degenerate version of [19, Lemma 8.2.2]. Since
ℓ > 2 and charF 6= 2, it follows from Proposition 4.3 that êiM is either 0 or has simple socle
e˜̂iM
∼= e˜ie˜i+ℓM . Furthermore, if socB̂ resnn−2M 6= 0 then clearly n is even and M ∈ B̂(n/2). In
that case, since resHn
Hn−2
M ∼= ⊕i∈I resHn−1Hn−2 eiM ∼= ⊕i,j∈IeiejM , it follows that each irreducible module
in socB̂ res
Hn
Hn−2
M occurs with multiplicity two (as both e˜ie˜i+ℓM and e˜i+ℓe˜iM occur). 
Let 1λ ∼= F be the trivial irreducible H λ0 -module. Let i ∈ Z/ℓZ and M ∈ H λn -mod be an irreducible
module. Recall from [4] and [19, §8.4] that
ελi (M) := max{m ≥ 0|(e˜λi )mM 6= 0} = εi(inflλM),
ϕλi (M) := max{m ≥ 0|(f˜λi )mM 6= 0}.
In particular, εi(1λ) = 0 and ϕi(1λ) = 〈hi, λ〉. If furthermore,M ∈ H λn -mod[γ] for some γ =
∑
i∈I γiαi,
then we define the weight function wtλ(M) := λ− γ. Then ϕλi (M) = ελi (M) + 〈hi, λ− γ〉. We define
B(λ) := {M |M ∈ H λn -mod is irreducible, n ∈ N}.
Lemma 7.4. ([4]) The set B(λ), the functions ελi , ϕ
λ
i ,wt
λ, together with the operators e˜λi , f˜
λ
i form a
crystal in the sense of Kashiwara [16, §7.2]. Moreover, it is isomorphic to Kashiwara’s crystal associated
to the crystal base of the integral highest weight module V (λ) over UQ(ŝl2ℓ).
Definition 7.5. For each i ∈ Z/ℓZ and each irreducible module M ∈ H λn -mod, we define
êi
Λ0M := eλi e
λ
i+ℓM, f
Λ0
î
M := fλi f
λ
i+ℓM.
e˜Λˆ0
î
M := e˜λi e˜
λ
i+ℓM, f˜
Λˆ0
î
M := f˜λi f˜
λ
i+ℓM.
Theorem 7.6. Let i ∈ Z/ℓZ and M ∈ H λn -mod be an irreducible module. Then
1) soc eΛˆ0
î
M ∼= e˜Λˆ0
î
M . Furthermore, eΛˆ0
î
M 6= 0 if and only if e˜Λˆ0
î
M 6= 0, in which case eΛˆ0
î
M is a
self-dual indecomposable module with irreducible socle and head isomorphic to e˜Λˆ0
î
M ;
2) soc f Λˆ0
î
M ∼= f˜ Λˆ0
î
M . Furthermore, f Λˆ0
î
M 6= 0 if and only if f˜ Λˆ0
î
M 6= 0, in which case f Λˆ0
î
M is a
self-dual indecomposable module with irreducible socle and head isomorphic to f˜ Λˆ0
î
M .
Proof. 1) follows from Theorem 7.3. 2) follows from 1), Lemma 7.4 and the fact that eλi , f
λ
i are both
left and right adjoint to each other. 
Definition 7.7. We define B̂(Λˆ0) := {M = f˜ Λˆ0în · · · f˜
Λˆ0
î1
1λ 6= 0|n ∈ N, i1, · · · , in ∈ Z/ℓZ}. If M =
f˜ Λˆ0
în
· · · f˜ Λˆ0
î1
1λ is irreducible, where i1, · · · , in ∈ Z/ℓZ, and
wtλ(M) = λ−
∑
i∈Z/ℓZ
γi(αθ(i) + αθ(i)+ℓ),
then we define
εΛˆ0
î
(M) := ελi (M) = ε
λ
i+ℓ(M), wt
Λˆ0(M) := Λˆ0−
∑
i∈Z/ℓZ
γiαˆi, ϕ
Λˆ0
î
(M) = εΛˆ0
î
(M)+〈hˆi, Λˆ0−
∑
i∈Z/ℓZ
γiαˆi〉.
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Note that the above εΛˆ0
î
(M) is well-defined by Theorem 6.2.
Let M ∈ H λn -mod be an irreducible module. We define
socB̂M :=
∑
M⊇L∈B̂(λ)
L, hdB̂M :=
∑
hd(M)⊇L∈B̂(λ)
L.
Corollary 7.8. Let i ∈ Z/ℓZ and M ∈ H λn -mod be an irreducible module.
1) if n ≥ 2 then socB̂ res
H
λ
n
H λn−2
M 6= 0 only if n is even and M ∈ B̂(Λˆ0). In that case, each irreducible
module in socB̂ res
H
λ
n
H λn−2
M occurs with multiplicity two.
2) hdB̂ ind
H
λ
n+2
H λn
M 6= 0 only if n is even and M ∈ B̂(Λˆ0). In that case, each irreducible module in
hdB̂ ind
H
λ
n+2
H λn
M occurs with multiplicity two.
Proof. This follows from Theorem 7.6 and the non-degenerate version of [19, Lemma 8.2.2]. 
Theorem 7.9. ([4]) The set B̂(Λˆ0), the functions ε
Λˆ0
î
, ϕΛˆ0
î
,wtΛˆ0 , together with the operators e˜Λˆ0i , f˜
Λˆ0
i
form a crystal in the sense of Kashiwara [16, §7.2]. Moreover, it is isomorphic to Kashiwara’s crystal
associated to the crystal base of the integral highest weight module V (Λˆ0) over UQ(ŝlℓ).
Proof. Note that by definition it is easy to check that ϕΛˆ0
î
(M) = ϕλi (M) = ϕ
λ
i+ℓ(M) for anyM ∈ B̂(Λˆ0).
Now the theorem follows from a similar argument as that was used in the proof of [19, Lemma 10.2.1,
Theorem 10.3.4] by using Theorem 6.2, Theorem 6.26 and [16, Propositions 8.1, 8.2, Theorem 8.2]. 
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