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Abstract
We prove that for a standard Brownian motion, there exists a first-passage-time
density function through a Ho¨lder curve with exponent greater than 1/2. By using
a property of local time of a standard Brownian motion and the theories of partial
differential equations in Cannon [2], we find a sufficient condition for existence of
the density function. We also show that this density function is proportional to the
space derivative of the Green function of the heat equation with Dirichlet boundary
condition at the moving boundary.
1 Introduction
In this paper we will study the probability of the hitting time to a moving boundary.
To state the main result, we need some notations on a Brownian motion. Let us call
Pr,s, r ∈ R, s ≥ 0, the law on C([s,∞)) of the Brownian motion Bt, t ≥ s, which starts
from r at time s, i.e. Bs = r. For each t > s the law of Bt is absolutely continuous
with respect to the Lebesgue measure and has a density Gs,t(r, ·) which is the Gaussian
G(·, t; r, s) = 1√
2π(t− s) exp
(
− (· − r)
2
2(t− s)
)
. We denote by Er,s the expectation under Pr,s.
For a given curve X = {t→ Xt}, s ≥ 0 and r < Xs, we define
τXr,s = inf{t ≥ s : Bt ≥ Xt}, and =∞ if the set is empty, (1.1)
where Bs = r and denote by F
X
r,s(dt) the distribution of τ
X
r,s induced by Pr,s. For s=0, we
use abbreviated forms Pr, Er, τ
X
r , F
X
r (dx) instead of Pr,0, Er,0, τ
X
r,0, F
X
r,0(dx) respectively
whenever it is needed. In addition, for t > 0, let us call dµr0(·, t) the positive measure on
(−∞,Xt) such that ∫
(−∞,Xt)
dµr0(x, t)f(x) = Er0 [f(Bt); τ
X
r0
> t] (1.2)
for all f ∈ C∞c (R) with suppf ⋐ (−∞,Xt). The main result in the paper is;
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Theorem 1 If X is Ho¨lder continuous on any finite interval in [0,∞) with exponent
γ ∈ (1/2, 1] and r0 < X0, then
1. dµr0(x, t) = G
X
0,t(r0, x)dx where for all x < Xt,
GX0,t(r0, x) = G0,t(r0, x)−
∫
[0,t)
FXr0 (ds)Gs,t(Xs, x). (1.3)
2. FXr0 (ds) has a density function p on [0,∞), namely FXr0 (ds) = p(s)ds.
3. p(t) = −1
2
∂
∂x
GX0,t(r0, x)
∣∣∣
x=X−t
for all t > 0.
4. GX0,t(r0, x) solves
vt =
1
2
vxx, −∞ < x < Xt, t > 0, (1.4)
lim
(x,t)→(Xs,s)
v(x, t) = 0, s > 0, (1.5)
lim
(x,t)→(y,0)
v(x, t) = δr0(y), −∞ < y < X0. (1.6)
Remarks
Item 4 of Theorem 1 states that for any r0 < X0 the function G
X
0,·(r0, ·) given by (1.3) is
the Green function of the heat equation with Dirichlet boundary conditions at the moving
boundary X. In [8], when a moving boundary is infinitely differentiable, it is showed that
the space derivative of the Green function of the heat equation at the boundary is propor-
tional to the hitting time density function. Likewise by items 2 and 3 of Theorem 1, the
space derivative of GX0,·(r0, ·) at the moving boundary is proportional to the hitting time
density function p.
For the case when Xt = a + bt, it is well known(see for instance [3]) that for r < a, τ
X
r
has a probability density function given by f(t) =
a− r√
2πt3
exp
(
−(a+ bt− r)
2
2t
)
1t>0. In
addition, there is another result in [1] when Xt = a + bt
1
p for p ≥ 2, r < a, then τXr
has a probability density function. In [6], it is showed that if the boundary behaves as
a Lipschitz curve in a local time, then the first passage time density can be expressed
explicitly.
In [4], it is proved that for any continuous curve Xt and r < X0, there is a distribution
FXr of τ
X
r which satisfies the following integral equation(called the Master Equation):
Ψ
(
z − r√
t
)
=
∫ t
0
Ψ
(
z −Xs√
t− s
)
FXr (ds), (1.7)
where z ≥ Xt, t > 0 and Ψ(z) =
∫ ∞
z
1√
2π
exp
(
−x
2
2
)
dx. This can be proved intuitively
as follows; the left hand side of (1.7) is the probability that a Brownian motion starts at r
at time 0 and reaches z greater or equal to Xt at time t. Then it should hit the boundary
at least once which implies the right hand side of of (1.7). Moreover, it is showed that if
2
Xt is C
1, then there exists a continuous density function f of FXr . There is an extension
of this result, in [1], to curves X which are differentiable with
∣∣∣∣dXtdt
∣∣∣∣ ≤ Ct−α for some
constant C > 0 and α < 1/2.
By (1.7), for any continuous curve Xt and r < X0, we have
Ψ
(
Xt − r√
t
)
=
∫ t
0
Ψ
(
Xt −Xs√
t− s
)
FXr (ds). (1.8)
which can be regarded as an integral equation for FXr (ds). In [7], the equation (1.8) is
studied when X is Ho¨lder continuous with exponent greater than 1/2. It is proved that
there exists a unique continuous function q such that
Ψ
(
Xt − r√
t
)
=
∫ t
0
Ψ
(
Xt −Xs√
t− s
)
q(s)ds. (1.9)
To conclude that FXr (ds) = q(s)ds, one still needs that F
X
r (ds) is absolutely continuous
with respect to Lebesgue measure. The analysis in [7] as well as the proof of Theorem 1
uses extensively the work by Cannon [2] on the heat equation with the moving boundary.
2 Preliminaries: a weaker form of Theorem 1
We define D as
D := {(x, t) : −∞ < x < Xt, t > 0}
and
u(x, t) :=
∫ 0
−∞
h(ξ)GX0,t(ξ, x)dξ (2.1)
for given h ∈ C∞c ((−∞,X0);R+) and all (x, t) ∈ D.
If X is Ho¨lder continuous with exponent γ ∈ [1/2, 1], then u solves the heat equation in
D with the initial condition h and Dirichlet boundary condition.(See Theorem 2 below)
However uniqueness fails for the heat equation with the initial function h and Dirichlet
boundary conditions (see Remark 1 and 2 below).
To have the uniqueness, first of all, we restrict time variable of D in a finite interval. Thus
we fix T > 0 and define the parabolic cylinder DT which is a subset of D as
DT := {(x, t) : −∞ < x < Xt, 0 < t ≤ T}.
Consider the following initial-boundary value problem

v ∈ C(DT ) ∩ C2,1(DT ),
vt =
1
2
vxx, (x, t) ∈ DT ,
v(Xt, t) = 0, 0 < t ≤ T,
v(x, 0) = h(x), −∞ < x < X0,
lim
x→−∞
sup
0<t<T
|v(x, t)| = 0.
(2.2)
We prove the following weaker form of Theorem 1.
3
Theorem 2 Let X be a Ho¨lder continuous curve on any finite interval in [0,∞) with
exponent γ ∈ [1/2, 1] and let X0 = 0.
1. The function u defined in (2.1) is the unique solution of (2.2).
2. If γ ∈ (1/2, 1], then u has the left hand derivative at the boundary ux(X−t , t) which
is continuous on (0,∞). Moreover, for all t > 0, ph(t) := −1
2
ux(X
−
t , t) satisfies
ph(t) = −
∫ 0
−∞
h(ξ)Gx(Xt, t; ξ, 0)dξ +
∫ t
0
Gx(Xt, t;Xτ , τ)ph(τ)dτ. (2.3)
Remark 1 The uniqueness for (2.2) is not guaranteed if we do not assume v ∈ C(DT ).
When Xt = 0 for all t and h is identically 0, if v(x, t) is given by
1√
2πt
{
−x
t
}
exp
(
−x
2
2t
)
,
then this satisfies the heat equation with the initial data 0 and is also 0 on the boundary,
but this is not continuous at (0, 0).
Remark 2 We need the condition lim
x→−∞
sup
0<t<T
|v(x, t)| = 0 to have uniqueness. Indeed,
for Xt = 0 for all t ≥ 0, the function
v(x, t) =
∞∑
n=0
f (n)
(
t
2
)
x2n+1
(2n+ 1)!
,
where
f(t) =

exp
(
− 1
t2
)
, t > 0,
0, t ≤ 0.
satisfies the heat equation with the initial data 0 and is also 0 on the boundary. Further-
more, v ∈ C(DT ) ∩ C2,1(DT ).
Remark 3 It can be shown lim
t→0
ph(t) = 0 by (2.3) and Lemma 3 below. Thus ux(X
−
t , t)
is continuous on [0,∞).
Following [2], we introduce C0(ν) ((0, T ]), 0 < ν ≤ 1, as the subspace of C((0, T ]) that
consists of those functions ϕ such that
‖ϕ‖(ν)T = sup
0<t≤T
t1−ν |ϕ(t)| <∞.
Then C0(ν) ((0, T ]) is a Banach space under the norm ‖·‖(ν)T .
We also introduce the following lemmas from [2] which play an essential role in our analysis.
Lemma 1 (jump relation) For ϕ ∈ C0(ν) ((0, T ]), we have
lim
x→X±t
∂wϕ
∂x
(x, t) = ∓ϕ(t) +
∫ t
0
Gx(Xt, t;Xτ , τ)ϕ(τ)dτ, (2.4)
where wϕ(x, t) =
∫ t
0
G(x, t;Xτ , τ)ϕ(τ)dτ .
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For two continuous curves s1, s2 such that s1(t) < s2(t), t ∈ [0, T ], let us set ET := {(x, t) :
s1(t) < x < s2(t), 0 < t ≤ T} and BT := {(si(t), t) : 0 ≤ t ≤ T, i ∈ {1, 2}} ∪ {(x, 0) :
s1(0) < x < s2(0)}.
Lemma 2 (The Weak Maximum(Minimum) Principle) For a solution u of ut =
1
2
uxx in ET , which is continuous in ET ∪BT ,
max
ET∪BT
u = max
BT
u.
(
min
ET∪BT
u = min
BT
u.
)
(2.5)
Before going to the proof of Theorem 2, we need the following proposition.
Proposition 1 Let X be a Ho¨lder continuous curve on any finite interval in [0,∞) with
exponent γ ∈ [1/2, 1]. If the starting point of the Brownian motion is close to X, the first
hitting time converges to 0. Precisely, lim
ξ→X0
Pξ
[
τXξ > s
]
= 0 for all s > 0.
Proof Without loss of generality, we may reduce this problem as the case for Brow-
nian motion starting at 0 and X0 = ǫ > 0 and let ǫ go to 0. For s > 0, let m :=
sup
0≤t1<t2≤s
|Xt2 −Xt1 |
|t2 − t1|γ . Since lim supt↓0
Bt√
t
= ∞ a.e., for M > m, we have a sequence tk ↓ 0
such that M
√
tk ≤ Btk a.e. and M
√
tk−mtγk ↓ 0 for all k. Thus, for 0 < t ≤ s, we deduce
that a.e.
sup
0≤l≤t
{Bl −Xl} ≥ sup
0≤l≤t
{Bl − (ǫ+mlγ)} ≥ sup
tk≤t
{
Btk − (ǫ+mtγk)
} ≥ sup
tk≤t
{
M
√
tk − (ǫ+mtγk)
}
.
Therefore,
P0
(
sup
0≤l≤t
{Bl −Xl} < 0
)
≤ P0
(
sup
tk≤t
{
M
√
tk −mtγk
}
< ǫ
)
.
For each sufficently small ǫ > 0, there is a greatest k(ǫ) such that M
√
tk(ǫ) −mtγk(ǫ) ≥ ǫ.
Thus we obtain that τX0 ≤ tk(ǫ) a.e. for all sufficiently small ǫ > 0. Since k(ǫ) is an
increasing function as ǫ decreases and lim
ǫ→0
k(ǫ) =∞, the proposition follows. •
Proof of Theorem 2
Let us define X ′τ := Xt−τ for all 0 ≤ τ ≤ t. Using the invariance of the law of the Brownian
motion under time reversal, we have
u(x, t) =
∫ 0
−∞
h(r′)GX0,t(r
′, x)dr′ = Ex[h(Bt); τ
X′
x > t]. (2.6)
Using this equality, we also have
|u(x, t)| =
∣∣∣Ex[h(Bt); τX′x > t]∣∣∣ ≤ ‖h‖∞Px[τX′x > t]. (2.7)
For s > 0, let us choose 0 < s∗ < s. Then for all (x, t) sufficiently close to (Xs, s), we
obtain
Px[τ
X′
x > t] ≤ Px[τX
′
x > s
∗] (2.8)
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which vanishes when (x, t)→ (Xs, s) by Proposition 1 so that lim
(x,t)→(Xs,s)
u(x, t) = 0.
In addition, we have
|u(x, t)| =
∣∣∣Ex[h(Bt); τX′x > t]∣∣∣ ≤ Ex[|h(Bt)|] =
∫ 0
−∞
|h(ξ)|G0,t(x, ξ)dξ (2.9)
which also vanishes when (x, t) → (0, 0), since the support of h is strictly away from 0.
To prove that u satisfies the initial data h, we write yt = min
s∈[0,t]
X ′s. For x < 0 and any
positive λ > 0,
Px
[
τX
′
x ≤ t
]
≤ Px
[
max
s∈[0,t]
Bs ≥ yt
]
= Px
[
max
s∈[0,t]
exp (λBs) ≥ exp (λyt)
]
. (2.10)
Since the exponential of Brownian motion is a positive submartingale, we can apply Doob’s
inequality, then
Px
[
max
s∈[0,t]
exp (λBs) ≥ exp (λyt)
]
≤ Ex[exp (λBt)]
exp (λyt)
= exp
(
1
2
λ2t− λ(yt − x)
)
. (2.11)
From (2.10) and (2.11), we get
lim
(x,t)→(y,0)
Px
[
τX
′
x ≤ t
]
≤ exp (−λ(X0 − y)) = exp (λy) (2.12)
so that the left hand side vanishes since λ > 0 is arbitrary and we are assuming y < X0 = 0.
Thus we obtain that
lim
(x,t)→(y,0)
∫ 0
−∞
h(ξ)GX0,t(ξ, x)dξ = lim
(x,t)→(y,0)
Ex[h(Bt)] = h(y). (2.13)
By the properties of the Gaussian kernel, we deduce that u solves (2.2). We now prove
uniqueness. If v1, v2 satisfy all the above conditions, then v1 − v2 ∈ C(DT ) ∩ C2,1(DT )
satisfies the heat equation with the initial data 0 and is also 0 on the boundary. Moreover,
lim
x→−∞
sup
0<t<T
|v1(x, t) − v2(x, t)| = 0 so that by the weak maximum(minimum) principle,
v1 − v2 is all 0 in DT . Therefore, v1 = v2 so that item 1 is proved.
To prove item 2, assuming that γ ∈ (1/2, 1], we define, (x, t) ∈ DT ,
v(x, t) :=
∫ 0
−∞
h(ξ)G(x, t; ξ, 0)dξ +
∫ t
0
G(x, t;Xτ , τ)ϕ(τ)dτ, (2.14)
where ϕ ∈ C0(γ) ((0, T ]) satisfies
0 =
∫ 0
−∞
h(ξ)G(Xt, t; ξ, 0)dξ +
∫ t
0
G(Xt, t;Xτ , τ)ϕ(τ)dτ. (2.15)
If we apply the Abel inverse operator A defined by
(AF )(t) =
1
π
d
dt
∫ t
0
F (η)
(t− η) 12
dη
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on both sides of (2.15), then from Chapter 14 in [2] we have a equivalent Volterra integral
equation of the second kind:
ϕ(t) = ψ(t) +
∫ t
0
H(t, τ)ϕ(τ)dτ, (2.16)
where ψ ∈ C0(γ) ((0, T ]) and |H(t, τ)| ≤ C(t − τ)2γ−2. The existence of ϕ ∈ C0(γ) ((0, T ])
which satisfies (2.16) can be proved similarly to the proof of Proposition 3 that we will
show later. Then v is well-defined and solves (2.2) so that v = u since u is the unique
solution of (2.2). By the jump relation, we have
ux(X
−
t , t) =
∫ 0
−∞
h(ξ)Gx(Xt, t; ξ, 0)dξ + ϕ(t) +
∫ t
0
Gx(Xt, t;Xτ , τ)ϕ(τ)dτ (2.17)
so that ux(X
−
t , t) ∈ C0(γ)((0, T ]). Since T is arbitrary, we deduce ux(X−t , t) is continuous
on (0,∞).
To show (2.3), let us fix (x, t) ∈ DT and let us define D(t)ǫ,r := {(ξ, τ) : r < ξ < Xτ − ǫ, ǫ <
τ < t− ǫ} for each ǫ > 0 and r ∈ R. By the Green’s identity, we have
1
2
(uξG− uGξ)ξ − (uG)τ = 0 =⇒
∮
∂D
(t)
ǫ,r
1
2
(uξG− uGξ)dτ + (uG)dξ = 0. (2.18)
It can be also shown that lim
x→−∞
sup
0<t<T
|ux(x, t)| = 0 by the properties of the Gaussian
kernel. Hence we obtain another representation of u by letting ǫ→ 0, r→ −∞,
u(x, t) =
∫ 0
−∞
h(ξ)G(x, t; ξ, 0)dξ +
1
2
∫ t
0
G(x, t;Xτ , τ)ux(X
−
τ , τ)dτ. (2.19)
Differentiating both sides of (2.19) with respect to x and applying the jump relation, we
get
1
2
ux(X
−
t , t) =
∫ 0
−∞
h(ξ)Gx(Xt, t; ξ, 0)dξ +
1
2
∫ t
0
Gx(Xt, t;Xτ , τ)ux(X
−
τ , τ)dτ. (2.20)
which implies (2.3). •
3 Proof of of Theorem 1
To prove item 1, let X be a continuous curve defined on [0,∞) and let r0 < X0. Using the
strong Markov property, we have, for f ∈ C∞c (R) with suppf ⋐ (−∞,Xt) and 0 ≤ s ≤ t,
Er0 [f(Bt)|τXr0 = s] = EXs,s[f(Bt)]. (3.21)
Thus we get
Er0 [f(Bt); τ
X
r0
≤ t] =
∫
[0,t]
FXr0 (ds)EXs,s[f(Bt)]. (3.22)
It follows that item 1 holds with GX0,t(r0, x) given by (1.3).
To prove item 2, from now on, X is a Ho¨lder continuous curve defined on [0,∞) with
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exponent γ ∈ (1/2, 1] and X0 = 0. Comparing the definition (2.1) of u and (2.19), using
(1.3), we see the following equality:
∫
[0,t)
Gτ,t(Xτ , x)
∫ 0
−∞
h(ξ)FXξ (dτ)dξ = −
1
2
∫ t
0
G(x, t;Xτ , τ)ux(X
−
τ , τ)dτ. (3.23)
Set FXh (dτ) :=
∫ 0
−∞
h(ξ)FXξ (dτ)dξ.
Proposition 2 FXh (dτ) = −
1
2
ux(X
−
τ , τ)dτ .
For the proof of Proposition 2, we introduce the mass lost ∆XI (u), I = [t1, t2] ⊂ [0, T ],
t1 ≤ t2, is defined by
∆XI (u) =
∫ Xt1
−∞
u(r, t1)dr −
∫ Xt2
−∞
u(r, t2)dr. (3.24)
If we see the right hand side of (2.19), we can extend u to u¯ defined in {(x, t) : x ∈ R, 0 <
t ≤ T} as
u¯(x, t) =
∫ 0
−∞
h(ξ)G(x, t; ξ, 0)dξ +
1
2
∫ t
0
G(x, t;Xτ , τ)ux(X
−
τ , τ)dτ. (3.25)
Then this satisfies the heat equation with lim
(x,t)→(y,0)
u¯(x, t) = 0 for all y ≥ 0 and also
satisfies u¯(Xt, t) = 0 for all 0 < t ≤ T . Moreover, by the properties of Gaussian kernel,
we have
lim
x→∞
sup
0<t<T
|u¯(x, t)| = 0. (3.26)
It follows that u¯(x, t) = 0 in {(x, t) : x ≥ Xt, 0 < t ≤ T} by the weak maximum(minimum)
principle. Thus we assume that u is defined {(x, t) : x ∈ R, 0 ≤ t ≤ T} such that it is 0
in {(x, t) : x ≥ Xt, 0 ≤ t ≤ T}.
Heuristically
∆XI (u) = −
∫ ∫ t2
t1
ut(x, t)dtdx = −
∫ ∫ t2
t1
1
2
uxx(x, t)dxdt = −1
2
∫ t2
t1
ux(X
−
t , t)dt.
Since we do not control uxx at the moving boundary, we cannot make this argument rig-
orously. Thus we use a different approach.
Proof of Proposition 2
It suffices to show
−1
2
∫
I
ux(X
−
t , t)dt = ∆
X
I (u) = F
X
h (I).
If we integrate both sides of (2.19), then
∫ ∞
−∞
u(x, t)dx =
∫ ∞
−∞
∫ 0
−∞
h(ξ)G(x, t; ξ, 0)dξdx +
∫ ∞
−∞
1
2
∫ t
0
G(x, t;Xτ , τ)ux(X
−
τ , τ)dτdx.
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Applying Fubini’s theorem, we get∫ Xt
−∞
u(x, t)dx =
∫ ∞
−∞
u(x, t)dx =
∫ 0
−∞
h(ξ)dξ +
1
2
∫ t
0
ux(X
−
τ , τ)dτ. (3.27)
Thus we get the first equality of the proposition,
∆X[t1,t2](u) = −
1
2
∫ t2
t1
ux(X
−
τ , τ)dτ. (3.28)
From (1.2) and item 1 of Theorem 1, we get
Pξ[τ
X
ξ > t] =
∫ Xt
−∞
GX0,t(ξ, x)dx. (3.29)
For 0 = t1 < t2, using Fubini’s theorem again, we get
∆XI (u) =
∫ 0
−∞
h(ξ)dξ −
∫ Xt2
−∞
∫ 0
−∞
h(ξ)GX0,t2(ξ, x)dξdx
=
∫ 0
−∞
h(ξ)dξ −
∫ 0
−∞
h(ξ)Pξ [τ
X
ξ > t2]dξ =
∫ 0
−∞
h(ξ)Pξ [0 ≤ τXξ ≤ t2]dξ.
For 0 < t1 < t2, similarly,
∆XI (u) =
∫ Xt1
−∞
∫ 0
−∞
h(ξ)GX0,t1(ξ, x)dξdx −
∫ Xt2
−∞
∫ 0
−∞
h(ξ)GX0,t2(ξ, x)dξdx
=
∫ 0
−∞
h(ξ)Pξ [t1 < τ
X
ξ ≤ t2]dξ.
Then for Iǫ = [t1 − ǫ, t1], we get
lim
ǫ→0
∆XIǫ(u) = limǫ→0
−1
2
∫
Iǫ
ux(X
−
t , t)dt = 0 = lim
ǫ→0
∫ 0
−∞
h(ξ)Pξ [t1 − ǫ < τXξ ≤ t1]dξ
=
∫ 0
−∞
h(ξ)Pξ [τ
X
ξ = t1]dξ.
Finally we conclude that
∆XI (u) =
∫ 0
−∞
h(ξ)Pξ [t1 ≤ τXξ ≤ t2]dξ = FXh (I). (3.30)
•
By approximating the initial delta measure of Theorem 1, we prove the proposition
below.
Proposition 3 Let X be a Ho¨lder continuous curve on any finite interval in [0,∞) with
exponent γ ∈ (1/2, 1] and let X0 = 0. We fix r0 < X0 = 0 and choose a sequence
{hn} ⊂ C∞c (R;R+) with supp hn = [r0 − 1n , r0 + 1n ] ⋐ (−∞, 0) and ‖hn‖1 = 1. For each
hn, there exists a corresponding solution un with −1
2
∂un
∂x
∣∣∣
(X−t ,t)
=: pn(t) in the sense of
Theorem 2. Then we have the following statements:
9
1. There is a unique p ∈ C([0,∞)) with p(0) = 0 such that
p(t) = −Gx(Xt, t; r0, 0) +
∫ t
0
Gx(Xt, t;Xτ , τ)p(τ)dτ for all t > 0. (3.31)
2. pn converges to p in C
0
(η)((0, T ]) for all 0 < η < 1/2.
We use the following lemma extensively to prove Proposition 3:
Lemma 3
∫ t
0
τα1(t− τ)α2dτ = Γ(1 + α1)Γ(1 + α2)
Γ(2 + α1 + α2)
t1+α1+α2 for α1, α2 > −1, where Γ is
the gamma function.
Proof of Proposition 3
Let Ts > 0. Since |Gx(Xt, t;Xτ , τ)| =
∣∣∣∣∣ 1√2π(t− τ)
{
−Xt −Xτ
t− τ
}
exp
(
−(Xt −Xτ )
2
2(t− τ)
)∣∣∣∣∣ ≤
C0
(t− τ) 32−γ
, we deduce that for q1, q2 ∈ C([0, Ts]), 0 < t ≤ Ts,
∣∣∣∣
∫ t
0
Gx(Xt, t;Xτ , τ)(q1(τ)− q2(τ))dτ
∣∣∣∣ ≤
∫ t
0
C0‖q1 − q2‖Ts
(t− τ) 32−γ
dτ
= C1t
γ− 1
2 ‖q1 − q2‖Ts ≤ C1T
γ− 1
2
s ‖q1 − q2‖Ts .
We define F : C([0, Ts])→ C([0, Ts]) as, for q ∈ C([0, Ts]),
(Fq)(t) = −Gx(Xt, t; r0, 0) +
∫ t
0
Gx(Xt, t;Xτ , τ)q(τ)dτ for t > 0, (3.32)
and (Fq)(0) = 0. Since lim
t→0
Gx(Xt, t; r0, 0) = 0, it is well-defined. If we choose Ts such
that C1T
γ− 1
2
s < 1, then F is a contraction mapping so that F has a unique fixed point
since C([0, Ts]) is a Banach space. Let’s call this pTs .
Now we assume that we have pTs for some Ts > 0. For T
⋆ > Ts, we defineH : C([Ts, T
⋆])→
C([Ts, T
⋆]) as, for q ∈ C([Ts, T ⋆]),
(Hq)(t) = −Gx(Xt, t; r0, 0) +
∫ Ts
0
Gx(Xt, t;Xτ , τ)pTs(τ)dτ +
∫ t
Ts
Gx(Xt, t;Xτ , τ)q(τ)dτ.
Then for q1, q2 ∈ C([Ts, T ⋆]), we have
‖Hq1 −Hq2‖∞ ≤ C2(t− Ts)γ−
1
2‖q1 − q2‖∞ ≤ C2(T ⋆ − Ts)γ−
1
2‖q1 − q2‖∞. (3.33)
Similarly, if we choose T ⋆ such that C2(T
⋆−Ts)γ−
1
2 < 1, then H is a contraction mapping
so that H has a unique fixed point since C([Ts, T
⋆]) is a Banach space.
Therefore, if we have p defined [0, Ts], pTs , then we can extend this to time Ts+C3 where
C3 is an independent constant. Thus if we repeat this step inductively, we have p defined
on [0,∞) which satisfies (3.31).
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We now prove that pn converges to p in C
0
(η)((0, Ts]) for all sufficiently small Ts > 0. By
(2.3),
pn(t) = −
∫ 0
−∞
hn(ξ)Gx(Xt, t; ξ, 0)dξ +
∫ t
0
Gx(Xt, t;Xτ , τ)pn(τ)dτ. (3.34)
For 0 < t ≤ Ts, taking the difference between (3.31) and (3.34), we get
t1−η|pn(t)− p(t)| ≤ t1−η
∣∣∣∣
∫ 0
−∞
hn(ξ)[Gx(Xt, t; ξ, 0) −Gx(Xt, t; r0, 0)]dξ
∣∣∣∣
+ t1−η
∣∣∣∣
∫ t
0
Gx(Xt, t;Xτ , τ)(pn(τ)− p(τ))dτ
∣∣∣∣ .
For the second term of the right hand side, we have
t1−η
∣∣∣∣
∫ t
0
Gx(Xt, t;Xτ , τ)(pn(τ)− p(τ))dτ
∣∣∣∣ ≤ C0t1−η
∫ t
0
‖pn − p‖(η)Ts
(t− τ) 32−γτ1−η
dτ
= C1t
γ− 1
2 ‖pn − p‖(η)Ts ≤ C1T
γ− 1
2
s ‖pn − p‖(η)Ts .
Let us choose Ts > 0 such that C1T
γ− 1
2
s < 1. Then
(1− C1T γ−
1
2
s )‖pn − p‖(η)Ts ≤ t1−η
∣∣∣∣
∫ 0
−∞
hn(ξ)[Gx(Xt, t; ξ, 0) −Gx(Xt, t; r0, 0)]dξ
∣∣∣∣ .
≤
∫ 0
−∞
hn(ξ) sup
0<t≤Ts
ξ∈[r0−
1
n
,r0+
1
n
]
t1−η |Gx(Xt, t; ξ, 0) −Gx(Xt, t; r0, 0)| dξ.
For all sufficiently large n, 0 < t ≤ 1
n
and r0 − 1
n
≤ ξ ≤ r0 + 1
n
, there exists C2 such that
|Gx(Xt, t; ξ, 0)| =
∣∣∣∣ 1√2π
{
−Xt − ξ
t
3
2
}
exp
(
−(Xt − ξ)
2
2t
)∣∣∣∣ ≤ C2,
Thus
sup
0<t≤ 1
n
ξ∈[r0−
1
n
,r0+
1
n
]
t1−η |Gx(Xt, t; ξ, 0) −Gx(Xt, t; r0, 0)| ≤ sup
0<t≤ 1
n
2t1−ηC2 ≤ 2C2
n1−η
.
For all sufficiently large n, 1
n
< t ≤ Ts and r0− 1
n
≤ ξ ≤ r0+ 1
n
, since |Gxx(·, t; ·, 0)| ≤ C3
t
3
2
,
we have
|Gx(Xt, t; ξ, 0) −Gx(Xt, t; r0, 0)| ≤ C3|ξ − r0|
t
3
2
≤ C3
nt
3
2
,
Thus
sup
1
n
<t≤Ts
ξ∈[r0−
1
n
,r0+
1
n
]
t1−η |Gx(Xt, t; ξ, 0) −Gx(Xt, t; r0, 0)| ≤ sup
1
n
<t≤Ts
C3
nt
1
2
+η
≤ C3
n
1
2
−η
.
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Therefore, we conclude that pn converges to p in C
0
(η)((0, Ts]) for all sufficiently small
Ts > 0.
To extend from Ts to T
⋆, assuming that pn converges to p in C
0
(η)((0, Ts]) for some Ts > 0
and writing ‖pn − p‖[Ts,T ⋆] = sup
τ∈[Ts,T ⋆]
|pn(τ)− p(τ)|, for Ts ≤ t ≤ T ⋆, we deduce that
|pn(t)− p(t)| ≤
∣∣∣∣
∫ 0
−∞
hn(ξ)[Gx(Xt, t; ξ, 0) −Gx(Xt, t; r0, 0)]dξ
∣∣∣∣
+
∣∣∣∣
∫ Ts
0
Gx(Xt, t;Xτ , τ)(pn(τ)− p(τ))dτ
∣∣∣∣ +
∣∣∣∣
∫ t
Ts
Gx(Xt, t;Xτ , τ)(pn(τ)− p(τ))dτ
∣∣∣∣
≤ C3
∫ 0
−∞
hn(ξ)
|ξ − r0|
t
3
2
dξ + C0
∫ Ts
0
‖pn − p‖(η)Ts
(t− τ) 32−γτ1−η
dτ + C0
∫ t
Ts
‖pn − p‖[Ts,T ⋆]
(t− τ) 32−γ
dτ
≤ C3
nt
3
2
+ C0
∫ Ts
0
‖pn − p‖(η)Ts
(Ts − τ) 32−γτ1−η
dτ + C4‖pn − p‖[Ts,T ⋆](t− Ts)γ−
1
2
≤ C3
nT
3
2
s
+ C1T
γ− 3
2
+η
s ‖pn − p‖(η)Ts + C4‖pn − p‖[Ts,T ⋆](T ⋆ − Ts)γ−
1
2 .
Let us choose T ⋆ > Ts such that C4(T
⋆ − Ts)γ− 12 < 1, then we have
(1− C4(T ⋆ − Ts)γ−
1
2 )‖pn − p‖[Ts,T ⋆] ≤
C3
nT
3
2
s
+ C1T
γ− 3
2
+η
s ‖pn − p‖(η)Ts .
The right term vanishes when n goes to ∞ so that pn converges to p in C0(η)((0, Ts +C5])
for some independent constant C5 > 0. By repeating this argument inductively, it follows
that pn converges to p in C
0
(η)((0, T ]). •
Now we can prove p from Proposition 3 is the density function of FXr0 .
Hence we have
lim
n→∞
∫ 0
−∞
hn(ξ)Pξ(τ
X
ξ ∈ I)dξ = lim
n→∞
∫
I
pn(t)dt =
∫
I
p(t)dt.
For I = [0, t] ⊂ [0, T ], Pξ(τXξ ∈ I) is an increasing function of ξ, so if we choose hn so that
lim
n→∞
∫ r0+ 1n
r0
hn(ξ)dξ = 1, we get
lim
ξ→r+0
Pξ(τ
X
ξ ∈ I) ≤ lim
n→∞
∫ r0+ 1n
r0
hn(ξ)Pξ(τ
X
ξ ∈ I)dξ = lim
n→∞
∫ 0
−∞
hn(ξ)Pξ(τ
X
ξ ∈ I)dξ.(3.35)
Similarly, if we choose hn so that lim
n→∞
∫ r0
r0−
1
n
hn(ξ)dξ = 1, we get
lim
n→∞
∫ 0
−∞
hn(ξ)Pξ(τ
X
ξ ∈ I)dξ = lim
n→∞
∫ r0
r0−
1
n
hn(ξ)Pξ(τ
X
ξ ∈ I)dξ ≤ lim
ξ→r−0
Pξ(τ
X
ξ ∈ I).(3.36)
Therefore, we obtain that
FXr0 ([0, t]) = Pr0(τ
X
r0
≤ t) =
∫ t
0
p(τ)dτ, (3.37)
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which implies that p is the density function of FXr0 , thus item 2 is proved.
By Theorem 2 and the properties of the Gaussian kernel, GX0,t(r0, x) solves (1.4), (1.5)
and (1.6). Hence GX is the Green function of the heat equation with Dirichlet boundary
condition which implies item 4. Furthermore, GX0,t(r0, x) can be written as
GX0,t(r0, x) = G0,t(r0, x)−
∫ t
0
Gτ,t(Xτ , x)p(τ)dτ. (3.38)
Differentiating with respect to x, applying the jump relation and (3.31), we have
∂
∂x
GX0,t(r0, x)
∣∣∣
x=X−t
=
∂
∂x
G0,t(r0,Xt)− p(t)−
∫ t
0
∂
∂x
Gτ,t(Xτ ,Xt)p(τ)dτ (3.39)
= −2p(t). (3.40)
Thus p(t) = −1
2
∂
∂x
GX0,t(r0, x)
∣∣∣
x=X−t
, so it proves item 3 of Theorem 1.
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