Abstract-Collaborative filtering has been widely used in many fields such as movie recommendation and e-commerce. However, there are still some problems such as data sparsity which restrict its further development. To address the data sparsity problem we proposed a novel collaborative filtering recommendation algorithm based on biclustering. Firstly, we use biclustering algorithm simultaneous clustering of the rows and columns of the rating matrix to generate biclusters, then the missing data can be smoothed by using the information of the biclusters. Secondly, a weighted matrix is introduced to distinguish between the original data and the smoothing data. Lastly, the active user's neighbors can be found based on the new similarity we proposed, and the recommendation to the active user is produced. The experiment results are offered, which show that the algorithm we presented can alleviate the data sparsity problem and improve the quality of the recommendation.
INTRODUCTION
With the rapid development of the Internet and e-commerce, information of the website increased dramatically. People find it has become increasingly difficult to quickly locate the information they need from huge amounts of data. The phenomenon of information overload became progressively worse. Under this background, personalized recommending system has been paid attention increasingly. Collaborative filtering [1] [2] is widely used in movie recommendation, music recommendation, e-commerce and other fields because it don't need to consider the content of the project. Collaborative filtering works by building a database of preferences for items by users. The assumption of collaborative filtering is that the active user will prefer those items which the similar users prefer. Many large websites such as Amazon, MovieFinder are now applied collaborative filtering technology to provide users with personalized service.
Although collaborative filtering has achieved great success but still suffer from some problems such as data sparsity and cold start. These problems restrict its further development, so we need to carefully study these issues. Data sparsity is the biggest challenge of the collaborative filtering. In the actual commercial recommendation system, the number of users and items are very large, but rating records are quite few, so the rating matrix is very sparse. It is difficult to find neighbors for the active user because there is not enough information in a sparse rating matrix.
To alleviate the data sparsity problem, many approaches have been proposed. Billsus et al. [3] proposed a method by Removing insignificant users or items to reduce the dimensionalities of the user-item matrix directly thus increase its density. Ma H et al. [4] combine user-based collaborative filtering with item-based collaborative filtering to predict the missing data of the user-item matrix. Xue et al. [5] presented an approach that the missing data can be predicted by introducing a smoothing-based method. In [6] [7] [8] [9] Biclustering method has been used in collaborative filtering, most of the CF algorithms do not take into account the existent duality between users and items, but biclustering algorithm is able to group similarities between users and items. In [10] , Wei suyun et al. proposed a co-clustering CF algorithm which use a smooth filling technique on rating matrix based on the average rating of the co-clusters. The density of rating matrix become larger after the smoothing process and the impact of sparse data has been relieved. de França et al. [11] proposed a biclustering method to predict missing data use the characteristics of bicluster data that the smaller bicluster's mean squared residue the higher similarity.
In this paper, we proposed a novel collaborative filtering recommendation algorithm based on biclustering. Our method use biclustering algorithm to generate biclusters that contains only one missing data, then the missing data will be smoothed by use the information of data in this bicluster. After the biclustering process we get a denser rating matrix, but the smoothing data is not as reliable as the original data. So we introduce a weighted matrix to distinguish between the smoothing data and the original data. Then we use user-based CF in the denser matrix that we already have to generate recommendation for the active user.
II. RELATED WORK
In this section, we briefly review several major approaches for collaborative filtering. There are two types of collaborative filtering approaches that are most widely used: memory-based and model-based.
A. Memory-based approaches
The memory-based approaches are the most popular prediction techniques in collaborative filtering. There are two commonly used memory-based algorithms, one is user-based CF [12] [13] and the other one is item-based CF [14] [15] . Userbased CF calculate the similarity between users, and the itembased CF calculate the similarity between items. The steps of user-based CF are as follows: find the top K most similar users for each active user, then make prediction for the active user based on the ratings of the users. There are two main similarity used in memory-based approaches, the correlation-based similarity and the vector cosine-based similarity.
B. Model-based approaches
Unlike the memory-based approaches, Model-based approaches [16] training the training data to get a predefined model, then use this model to make predictions for the test data. There are many examples of model-based approaches such as clustering models [17] , Bayesian models [18] , and aspect models [19] . Clustering approaches separate users into several cluster, the assumption is that the users in the same cluster share similar preferences, then the prediction of the active user will be made by the ratings of other users in that cluster. Normally, clustering approaches is used as a preprocessing step in collaborative filtering algorithm. The model-based approaches need time to build and update a model, and not as diverse as the memory-based approaches.
III. COLLABORATIVE FILTERING RECOMMENDATION ALGORITHM BASED ON BICLUSTERING
This section briefly introduces the algorithm we proposed. Biclustering algorithm [20] [21] and user-based collaborative filtering algorithm are combined to form collaborative filtering recommendation algorithm based on biclustering. The algorithm is divided into two parts, the offline part and the online part. On the offline part, we use biclustering algorithm to generate biclusters and smoothing the missing data in it, thus we get a denser rating matrix. On the online part, the nearest neighbor set of the active user will be found on the denser rating matrix and the rating of the active user will be predict according to the nearest neighbor's behavior.
A. Data Smoothing Based on Biclustering
As discussed above, the data sparsity problem is the biggest challenge in collaborative filtering. Collaborative filtering algorithm does not consider the user attributes and completely dependent on the rating information. However, in reality, the number of e-commerce platform for users and items is large and increases with the accumulation of time, so the rating matrix is quite sparse. The sparsity problem will affect the quality of recommendation, Cold start problem is a special case of data sparsity problem. For a new user, there is no rating record in the rating matrix, so it is hard to find nearest neighbour.
In order to alleviate the effects of data sparsity, researchers have proposed many methods. Filling missing data is one of them. The simplest method is filling the missing value. The easiest way is to fill missing data with 0, but the result is bad and lead to poor quality of recommendation. Another way is to use the mean rating value to fill the missing data. However this method is still very rough. Some researchers use clustering method to get some cluster then predicting missing data with the information of the data in it but this method only consider user-user similarity or item-item similarity.
In this section we use biclustering method to fill the missing data which considers duality between users and items and overcome the singleness of traditional clustering methods.
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B. Neighbor Selection
After the offline stage we get a denser rating matrix. Now the matrix contains two types of data, on is the original data and the other is the smoothing data we calculated from the biclustering algorithm. We assume that the smoothing data is not as reliable as the original data. In order to distinguish this two types of data we introduce a weighted matrix ij w as follows:
Where O is a parameter for tuning the weight between original data and smoothing data. The value of O is varied from 0 to 1. The similarity function we use to find the top K most similar user is as follows: 
When we choose different value of O we can adjust the weight of the smoothing data. For example, when O is set to 0, the algorithm is the basic user-based collaborative filtering algorithm. When O is set to 1, we assume that the smoothing data is as reliable as the original data. Different value of O will lead to different accuracy of the algorithm, so it is very important to choose the value of O .
C. Prediction
After the neighbor set of active user is obtained, the prediction of active user 
IV. EXPERIMENTS
A. Data Set MovieLens dataset were collected by the GroupLens Research Project at the University of Minnesota. MovieLens is a Web-based recommender system for receiving user's rating towards the movie and provide user a list of recommended movies. Now the website has more than 4300 users and 3500 movies that already be rated. The MovieLens dataset consists of 100,000 ratings from 943 users on 1682 movies with every user having at least 20 ratings. The density of the user-item matrix is: 100000 =6.30% 943 1682 u .
B. Metrics
Several metrics have been proposed to evaluate the accuracy of collaborative filtering algorithms. There are two main kinds of metrics, one is the decision support accuracy metrics and the other is the statistical accuracy metrics. We use the Mean Absolute Error (MAE) metrics to measure the prediction accuracy of the algorithm that we proposed and traditional user-based collaborative filtering algorithm. Let 
C. Parameters Tuning
The value of O will prodigiously effect on the quality of prediction. The performance will be affected by assigning different value to ij w . The value of O is varied from 0 to 1.
When O is set to 0, the algorithm only use the original data and the algorithm turn into traditional user-based collaborative filtering algorithm. When O is set to 1, the algorithm use both the original data and the smoothing data.
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The results show that the value of O has a great influence on the quality of the algorithm we proposed. The value of O is too small the performance is poor, and also when the value of O is too big. As we can see in figure 2 , when O is setting to 0.3 the algorithm get the best performance.
D. Comparison of Density
To alleviate the data sparsity problem we use biclustering smoothing method to predict the missing data. The density of the rating matrix increases after the smoothing process. Fig. 3 . Density of the rating matrix As shown in figure 3 , the original density of rating matrix is 0.063, after the smoothing process the density of rating matrix increased to 0.874.
E. Comparison of MAE
In order to verify the effectiveness of the algorithm we proposed, we compare our collaborative filtering algorithm based on biclustering smoothing (BS-CF) algorithm with traditional user-based collaborative filtering algorithm(UB-CF).The number of nearest neighbors will affect the performance of the algorithm. In the experiment, the number of nearest neighbors increased from 10 to 100. The MAE of BS-CF and UB-CF are as show in figure 4 . Fig. 4 . MAE of different number of neighbors As shown in figure 4 , when the neighbors of the active user is too small, both the algorithms we proposed and the traditional user-based CF have a bad performance. When the number of neighbors is greater than or equal to 30, the algorithm we proposed is significantly better than the traditional user-based collaborative filtering algorithm.
V. CONCLUSION
Aiming at the problem of data sparsity for recommender system, a collaborative filtering algorithm based on biclustering smoothing is proposed. This method utilizes the characteristics of bicluster data that the smaller bicluster's mean squared residue the higher similarity to fill missing data. By introducing the weighted matrix the true value and the smoothed value can be distinguished. The results confirm that the proposed method can alleviate sparsity problem and improve the recommendation quality.
In our future work, we want to further improve the algorithm by combining different smoothing methods. A second direction is to developing novel method to automatically learn the parameters of the weighted matrix.
