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Abstract 
We describe a model of simple cognitive agent (naïve creature) learning to cross a highway. The naïve 
creature may experience fear and/or desire when crossing a highway and is capable of evaluating 
crossing strategies for adoption or rejection. Our simulations show that the creatures’ population 
success of crossing a single lane unidirectional traffic highway is influenced by the conditions of the 
environment; i.e. the cars density, the presence or absence of the "erratic drivers", and by the levels of 
the fear and/or desire each creature may experience. Creatures’ ability to move along the highway and 
preservation of the knowledge base from one learning environment to another one improves creatures’ 
population success of crossing the highway. 
 
Keywords: Autonomous Robots; Agents; Cognitive Agents; Learning; Knowledge Base; Cellular Automata; 
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1 Introduction 
Autonomous robots are intelligent machines exh ibiting  a predefined behavior, such that, once they 
are deployed, they can perform tasks by themselves (autonomously), without human intervention or, if 
required and possible, with occasional remote human short intervention. To avoid costly mistakes, 
engineers and designers model and simulate the robots that they want to build before they build  them, 
“as many times as necessary to feel confident of the final result”, [1]. Th is is an iterat ive process 
common to other branches of engineering and computer science. At the end of each step of the 
iteration, the result of the simulation is carefully examined; the theoretical model is modified to 
account for the difference between expected results (i.e., the desired behavior of the autonomous 
robot) and the actual results (i.e., the actual behavior of the modeled autonomous robot). Once the 
overall desired behavior is achieved, the entire design is reviewed and optimized and the robot is built 
and deployed.  
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Whenever possible, it is better to replace structurally  and architecturally complex machines with 
simpler ones. There are two reasons for this. First of all, while complex machines such as Spirit and 
Opportunity have allowed  the achievement of remarkable results in unmanned space exp loration, as 
described by Bajracharya et  al., [2], if one of these complex machines suffers an irreparable failure 
during a mission, the entire mission fails, at great economic cost. A possible solution is to replace a 
complex robot with a large number of less expensive, simpler robots, capable of performing the same 
mission either individually or as a team. If a  robot fails, the other robots can continue their mission. 
The second reason for replacing structurally and architecturally complex machines with simpler ones 
is that modeling and simulation of the simpler robots is much easier and the results are more accurate. 
Advances in the areas of autonomous agents, multi-agent systems, swarm intelligence, and sensor 
networks, have lead to the simulation o f large number of simple robots acting autonomously and 
exhibit ing a complex collective behavior comparable or better than the behavior of a single complex 
robot.  
For the purpose of modeling and simulation, structurally and architecturally simple autonomous 
robots can be identified  with autonomous cognitive agent. A cognitive agent is an abstraction of an 
autonomous entity capable of interacting with its environment and other agents, [3], [4], [5], [6], [7]. 
With the goal in mind of possible hardware implementations, there is an obvious interest in identifying 
the simplest possible architecture still capable of producing meaningful results for the desired task. In 
this context we have researched two problems: the use of autonomous robots, modeled as autonomous 
cognitive agents, to explore an unknown territory; i.e. Agents Exploring an Unknown Territory, [8]; 
the possibility of defining autonomous cognitive agents capable of learning from and adapting to their 
environment and providing results in a multi-agent setting; i.e. Simulated Naïve Creature Crossing a 
Highway, [9], [10].  
The goal of modeling and studying Naïve Creature Learning to Cross a Highway is to identify a 
simple example that could be used as an experimental plat form to identify a minimal cognitive a gent. 
Looking at the work on Agents Exploring an Unknown Territory, [8], it is possible to see that the key 
of the entire research is to define appropriate min imal data structures rich in semantics, so that by 
performing a large number of simple operations it is possible to run a very large number of iterations 
of the model, [11], [12], [13], [14], [15]. However, each iteration consists of very simple operations. 
We steered away on purpose from formal methods and from established algorithms such as 
reinforcement learning algorithms. We are pursuing the route of biomimicry, with emphasis on 
minimal entit ies, both in terms of storage and in terms of logical primit ives (e.g., conjunction, 
disjunction, and negation). We are interested in studying the behavior of an entity (a “creature”) 
unable to express concepts analytically and unable to use crisp values (i.e., p recise or even 
approximate numbers). We believe that at various points of evolution in t ime various entities were/are 
unable to deal with crisp values and were/are unable to express or compute complex mathematical 
formulas. While in the future we will apply rigorous mathemat ical learning algorithms, we are 
researching how far the naïve methods can take us. In the presented work we develop cognitive agents, 
which we call naïve creatures, able to operate in a multi-agent and multi-species agent reality and 
capable of surviv ing by learning the dangers of the universe of the experiment and of developing a 
simple strategy of survival, as a species.  
This paper is structured as follows. Section 2 describes our model of simple naïve creatures 
learning to cross a highway and their experimental virtual universe. The creatures may experience fear 
and/or desire to cross the highway and we investigate how these feelings may affect the creatures’ 
ability to learn to successfully cross the highway. Also, we investigate how the creatures’ mobility 
along the highway affects their success of crossing. We present selected simulation results for one lane 
unidirectional t raffic h ighway in Section 3. However, our model and its software implementation are 
more general and they allow considering roads that are mult i-lane unidirectional traffic highways or 
multi-lane bidirectional traffic highways. The simulat ion results for these types of highways will be 
reported elsewhere. Our conclusions and future work are outline in Section 4.   
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2 Naïve Creature Learning to Cross a Highway 
A cognitive agent is an agent capable of performing cognitive acts; i.e. a sequence of the following 
activities: “Perceiving” informat ion in the environment and provided by other agents, “Reasoning” 
about this information using existing knowledge, “Judging” the obtained information using existing 
knowledge, “Responding” to other cognitive agents or to the external environment, as it may be 
required, and “Learning”; i.e. changing (and, hopefully augmenting) the existing knowledge if the 
newly acquired information allows it. 
We present a model o f a simple cognitive agent (naïve creature) capable of evaluating if a  strategy 
has been applied successfully and capable of applying this strategy again with s mall changes to a 
similar but new situation. Our model has been developed under several assumptions about the naïve 
creatures, their abilities to learn and their environment. The presented research is an extension of our 
previous works, [9], [10]. Here, we provide a detailed description of the model and consider the effects 
of a creature fear and/or desire on creatures’ population success of crossing a unidirectional one lane 
highway. Also, we investigate how the creatures’ mobility along the edge of the highway and the 
preservation of knowledge base from one environment to another one affects creatures’ population 
ability to learn and to cross successfully a unidirect ional one-lane highway. In our experimental virtual 
universe we assume that: (1) the environment is a highway characterized by unidirect ional vehicular 
traffic, without any intersection; (2) a cognitive agent is “an autonomous entity capable of interacting 
with its environment and other agents”; (3) the cognitive agent under consideration is a naïve creature 
with a strong instinct to forage for food and a strong instinct to survive; (4) all creatures are born on 
one side of the highway and the food is on the opposite side; (5) each creature must cross the highway 
without being struck by the oncoming vehicles in order to reach food .  
We assume that all creatures, after the first one, witnessed what happen to the creatures that 
previously crossed the road. This allows a simplification o f the problem. There is only one knowledge 
base that is built during the experiment that is available to all creatures . This allows using a single 
agent learning perspective in a mult i-agent perspective. Alonso et al. write: “we cannot talk  about 
multi-agent learning if what an agent learns neither affects nor is affected by other neighbouring 
agents.”, [17]. However, because all agents share the same knowledge base, because all agents 
contribute to create this knowledge base, and because this knowledge base is the communication 
channel between all agents, we can say that we have implemented a simplified multi-agent learning 
algorithm founded on a single-agent learning algorithm. 
We assume that each creature is capable of: (1) matching simple patterns; (2) evaluating distances 
in an approximate way; (3) evaluating the velocity of moving vehicles in an approximate way ; (4) 
assigning a discrete number (i.e., class identifiers) to an approximate class ; (5) understanding when 
another creature has been successful in crossing the road; (6) repeating the action that has previously 
resulted in success. We equip each creature with a simple mechanis m to evaluate the outcome of the 
crossing of creatures that crossed previously. Each creature will try to imitate the successful crossings. 
If a crossing has not been successful, then under similar circumstances the creature will not cross and 
wait for better conditions. 
2.1 Naïve Creature Virtual Universe 
We model the highway traffic by adopting the Nagel-Schreckenberg model, [16]. The model 
consists of four steps that are applied simultaneously to all cars: acceleration, safety distance 
adjustment, randomizat ion, and change of position. For our investigation the implementation of the 
Nagel-Schreckenberg model requires to modify the Cellular Automata (CA) paradigm and to make the 
evolution of the CA not only dependent on the state of the neighborhood but also on the current 
velocity of each vehicle. 
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In our model the highway may have multiple lanes, with cars travelling in both direct ions. As 
customary in  the traffic modeling literature, we model each lane of unidirectional traffic of a highway 
as a large number of adjacent cells, with each cell representing a segment of a highway  of 7.5m in 
length, [16]. Such representation has been chosen because it corresponds on average to the space 
occupied by the typical car plus the distance to the preceding car in a situation of dense traffic jam of 
cars of more or less homogeneous length (i.e ., trucks and busses are excluded). The cars are generated 
at each lane of the highway independently of each other with car creation probability p; i.e. each lane 
has its own “starting cell” with which  is associated a random number generator.  In the present 
simulator it is not possible for d ifferent lanes to have different car creat ion probabilit ies, but this can 
be simply modified in  the future. When cars are created, they are assigned a random speed between 
zero and the maximum allowed speed for cars that is set in the configuration file. Because of this 
randomness, some cars start faster than others and so a buildup of cars may occur at the starting 
points. The newly generated car enters the highway only if it does not collide with other cars on the 
highway. To  avoid potential collisions a queue is used to hold any backlogged cars until they are able 
to actually move into the highway without colliding with another car. If a max number of cars is 
defined in the configuration file, once this number is reached no new cars will be generated. However, 
the simulation will still continue to run to  process the cars or creatures still left in the system, even 
while no new cars are generated. 
After a car enters a highway it speeds up until it reaches the allowed maximu m velocity or until it 
encounters another car in front of itself. If another car is encountered, the faster car may  attempt to 
pass the slower car in the case of multi-lane highway. Depending on the simulat ion parameters, the car 
may be more inclined to pass on the left and return to the rightmost lane as soon as possible.  
In the case of multi-lane highway the cars’ speeds are updated one lane at a time.  Within a lane, 
each cell is examined. The direction of this operation depends on the direction of motion in the lane. It 
is best to start at the end point and work backwards to avoid cars colliding with each other. So for a 
lane with direction of mot ion left to right, we start at the right end and work leftwards. If the current 
cell contains a car, we accelerate the car. Th is just increases the current speed by one as defined in the 
Nagel-Schrekenberg approach. If random deceleration has been enabled in the configuration file, it 
means that a random decelerat ion can be applied to  each car to simulate “erratic drivers”. In  this case 
one decreases randomly, with probability 0.5, each car speed by one. This is done to make the learning 
task of the creatures more realistic. At this time, the value of this probability is fixed at 0.5; however, 
it could be converted into a configuration parameter easily.  
Creatures are generated in  the similar way as cars. The crossing locations of the creatures are set in 
the configuration file; i.e. mult iple crossing points are possible. At each crossing point, the creatures 
are generated with the same creature creation probability and each crossing point has its own random 
number generator that will generate creatures at the set probability value. So far, most of the reported 
simulation results [9], [10], and those presented here were obtained when one crossing point was 
considered at the initialization step. As creatures are generated, they are placed into a queue at the 
crossing point. 
Creatures attempt to cross the highway given a limited set of in formation about the environment 
around them. Creatures have a limited horizon of v ision and are able to perceive fuzzy  levels of speed 
and distance of cars within this horizon. The d istances and speeds that each creature is able to perceive 
are also set in the configuration file. For example, in the described simulat ion results the creatures 
perceive their distance to the cars as “close” if the d istance is between 0 to 2 cells away, as “medium”  
if it  is between 3 to 5 cells away and as “far” if it  is 6 or 7 cells away. Any car beyond 7 cells is out of 
the perceptive range of the creature. The speeds classificat ion is similar to the distance classification in 
the presented simulation results; i.e. cars moving with speeds between 0 to 2 cells per simulation step 
are considered as “slow” ones, cars moving with speeds between 3 to 5 cells per simulation step are 
considered as moving with “medium” speed, and cars moving with speeds more than 5 cells p er 
simulation step are considered as “fast” moving cars.  
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In the event that a creature at some instance of time does not cross the highway because it has 
become “afraid”, creatures will build up in the queue until the creature at  the top of the queue decid es 
to finally  cross, or move to a d ifferent location. Depending on the configuration, it  is also possible for 
creatures to move randomly with probability 0.5 up stream or down stream the traffic along the edge 
of the highway in order to attempt to find a s afer crossing point to cross from. The number of 
horizontal cells a creature may move in one time step is configurable and in the presented simulation 
results it is 1. Additionally, the maximum d istance a creature may deviate from its original crossing 
point is also configurable and in the presented simulation results it is 5. If the creature at the top of a 
queue moves up stream or down stream the traffic, the creature that was behind moves to the top of the 
queue, but cannot make a decision to move onto the highway, or up stream or down stream until the 
next t ime step. Thus, the act of moving up a position in the queue takes one time step. When the 
creatures are allowed to move up stream or down stream the traffic along the edge of the highway, it 
may  happen that every cell of the lane of the h ighway, along which the creature wait to cross, may 
become a crossing point and it may have a queue of waiting creatures. However, new creatures will be 
generated only at the crossing points selected in the in itializat ion step. In the simulator the function of 
moving the creatures from a crossing point queue onto the highway loops through all of the creature 
queues looking for any creature wait ing to cross. If there is such a creature, it must update its estimate 
of the proximity and speed based on its fuzzy perception of d istance and speed. It must then use the 
intelligence algorithm to determine if the conditions are favorable to move or not to move. If the 
creature decides to move, then it tries to move from the queue into the cell on the first lane. If the cell 
is empty, the route for the creature is updated and the cell is set to “occupied” by the creature. 
Otherwise the creature’s wait time is increased by one time step. 
2.2 Knowledge Base and Learning Algorithm of Naïve Creature with 
Fear and/or Desire 
When a creature crosses the highway, information is recorded into the knowledge  base of all the 
creatures. In this way, creatures in the queues waiting to cross begin to learn the conditions under 
which they may cross, or they should avoid crossing. We assume that the columns of the knowledge 
base table store information about verbal descriptions of velocity (e.g., such as “fast” “medium” and 
“slow”) and that the rows of the table store information about verbal descriptions of the d istance (e.g., 
such as “close distance”, “medium d istance”, and “far distance”). The knowledge base table is 
initialized as “tabula rasa”; i.e. a “blank slate”, represented with “0” at each location. In other words, 
the mental table at the beginning is populated with 0s in the assumption that all possible (distance, 
velocity) combinations allow crossing. If a  creature successfully crosses the road, the perceived 
(distance, velocity) score in the knowledge base table is increased by one point. On the other hand, if 
the result is negative, it is decreased by one point. When a new creature arrives at the front of the 
queue, the creature consults the knowledge base table to determine if it is safe or not to cross. The 
details of how exactly this is accomplished depends on the intelligence algorithm implemented for the 
decision. The learning algorithm of the naïve creature with fear and/or desire to cross the highway, 
described below, is implemented for the presented simulation results in this paper.  
In the “naïve” learning algorithm of creatures without fear and/or desire, described in [9]and [10], 
each creature would keep track of the knowledge base table in which the rows represented the distance 
(e.g., “close”, “medium”, and “far”) and co lumns represented velocity (e.g., “slow”, “medium”, and 
“fast”) and when a creature successfully crossed the highway in a particu lar configuration of (dis tance, 
velocity), the counter was increased for this (distance, velocity) pair. When a creature failed to cross 
the highway under the same (distance, velocity) combination, the counter was decreased. This learning 
algorithm is modified, as described below, in the case when a naïve creature may experience fear 
and/or desire to cross the highway. Each creature may experience simultaneously fear and des ire with 
different probabilities which may be but do not have to be complementary; i.e. sum up to 1.  
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In the case when a creature may experience fear and/or desire, in  order to encourage creatures to 
cross the highway at the start of the simulat ion, we impose for each (distance, velocity) pair a special 
initial condition. Namely, creatures pay no attention to their knowledge base table or to their fear 
and/or desire at the start of the simulat ion. For each (distance, velocity) combination this lasts until t he 
first successful crossing of a creature, or five consecutive unsuccessful crossing of the creatures, 
whichever comes first. After this initialization, for each (distance, velocity) pair the creatures combine 
their “success ratio” of crossing the highway  for each (distance, velocity) pair with the fear and/or 
desire probabilities. For example, if a randomly generated creature has both fear and desire, then it 
will base its decision of attempting to cross the highway on the fo llowing formula “ success ratio + 
probability of desire – probability of fear”. If a randomly generated creature has only fear then it will 
base its decision on the formula “success ratio – probability of fear”. If a  randomly generated creature 
has only desire then it will base its decision on the formula “success ratio + probability of desire”. If 
for a given (distance, velocity) combination the value of the respective formula is less than zero, then 
the creature will not attempt to cross the highway under this condition and it will wait for a 
configuration for which a value of the formula is non-negative. For the (distance, velocity) 
combination for which the value of the respective formula is negative the creature will again  attempt 
to cross the highway only after this value becomes non-negative.  
For each (distance, velocity) pair the numerator in the success ratio is the value from the 
knowledge base table corresponding to this (distance, velocity) pair; i.e. it is the number o f “successful 
crossing” minus the number of “unsuccess ful crossings” up to this time. The denominator is the total 
number of creatures who have crossed successfully the highway regardless of the (distance, velocity) 
combination; i.e . it is the number describing the global success. This implies that as the number of 
successful crossing increases overall, the creatures may avoid crossing the highway under some 
(distance, velocity) configurations, even though under these conditions they were able to cross 
successfully. Th is may happen if the numbers of successful crossing under these (distance, velocity) 
configurations are growing more slowly than for other configurations. One way to solve this problem 
would be to consider individual cross counters for each scenario, but at this time it is not implemented.  
If fo r some (d istance, velocity) configuration at the start, all creatures are struck/killed then the 
ratio becomes ͆ -5/0”. In this case, we set the success ratio to zero since “division by zero” is 
undefined. It should be noticed that for some (d istance, velocity) configurations we may see ratios like 
͆-4/1”; i.e . if 4 creatures were struck/killed and one creature successfully crossed the highway under 
this configuration. For this (distance, velocity) configuration even when the success ratio is combined 
only with the desire probability of ͆1͇ , the creature will not attempt to cross the highway for some 
time; i.e. until the ͆success ratio + probability of desire͇  becomes non-negative for this (distance, 
velocity) pair. Since the creatures may successfully cross the highway under some other (distance, 
velocity) configurations, over time the ͆success ratio + probability of desire͇  can become non-
negative for the (distance, velocity) pair for which “-4/1” was observed initially. For instance, if other 
(distance, velocity) configurations yield 50 successes, the ratio will change to ͆-4/51͇ . Th is will 
allow the desire to take over and the creatures will attempt to cross the highway under the discussed 
configuration. At the same time, regardless of their fear and desire, creatures will continue to consider 
suitable for crossing configurations that yield high numbers of successful crossings. 
2.3 Main Simulation Loop of the Model 
The main simulation loop of the model of the naïve creature learn ing to cross the highway executes 
after the program reads in the configuration and knowledge base files described above. The main loop 
executes once for every time step in  the simulat ion. At each t ime step there are several tasks that have 
been broken down into functions to make the code modular and readable. These tasks are:  
1. to generate cars at each lane of the highway using the car creation probability;  
2. to generate creatures at each crossing point using the creature creation probability;  
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3. to update the car speeds. This accelerates the cars according the Nagel-Schrekenberg model, 
[16];  
4. to move the creatures from the crossing point queues into the highway (if the decision 
algorithm indicates this should occur);  
5. to move the cars on the highway. Th is includes passing other cars. It  also includes the logic to 
check if any creature have been hit; 
6. to advance the current time step.  
After the simulation has been completed, the results are written to output files using an output 
function. 
3 Selected Simulation Results 
We present results of selected experiments showing learning performance of a population of naïve 
creatures that may experience various levels of fear and/or desire when they learn to cross a single -
lane unidirectional traffic highway. We consider various leve ls of cars’ traffic density, measured by 
the car creation probability, p (i.e., p=0.1, 0.3, 0.5, 0.7, and 0.9, respectively). Also, we consider the 
cases when “erratic” drivers are not present on the highway, Figure 1, and next  when they are present, 
Figure 2, to study how traffic type may affect creatures’ ab ility to learn to cross successfully the 
highway. We focus on the experiments showing how the creatures mobility along the edge of the 
highway and the preservation of the knowledge base from one experiment to the next  one, indexed by 
car creation probability p, in fluence the creatures ability to learn how to successfully cross a 
unidirectional single-lane highway. By considering the preservation of the knowledge base from one 
environment to a different one (indexed by car creation probability) we test if the prior acquired 
knowledge in one environment can help creatures to learn in a new one. The results of the experiments 
are shown in Figure 1 and Figure 2. These figures display the histograms of the numbers of successful 
(green colour), killed (red colour) and queued (blue colour) creatures  at the crossing point 45, 
respectively, for the car creation probability p=0.1, 0.3, 0.5, 0.7, and 0.9, at the end of a simulation 
run. The crossing point 45 corresponds to cell number 45 in the highway. Given that each cell 
represents a segment of a highway of 7.5m in length the crossing point is 337.5m from the beginning 
of the highway. In each of these figures the first column displays results for fear probability equal to 
0.0 and desire probability equal to 1.0, the second column d isplays results for fear probability equal to 
0.5 and desire probability equal to 0.5, the third column d isplays the results for fear probability equal 
to 1.0 and desire probability equal to  0.0. In each of these figures the rows A and B display the results 
in the case when the knowledge base from one experiment to the next one is not preserved. In each 
simulation experiment indexed by the car creat ion probability p the naïve creatures are born “tabula 
rasa”, i.e. “blank slate”. They do not have built-in knowledge base of their environment at the start of 
each simulat ion and they have to build it as the simulation progresses. In both figures the rows A 
display the results when the creatures are not allowed to leave their crossing point at 45, while the 
rows B and C d isplay the results when creatures are allowed to leave the crossing point, if they wait 
for too long, to search for a better one. In both figures the rows  C display the results when 
additionally, the knowledge base from one experiment to the next one, indexed by the car creation 
probability p, is preserved, except for the first one corresponding to the car creation probability p=0.1. 
In the experiment with the car creation probability p=0.1 the creatures are born “tabula rasa” and they 
have to build their knowledge base as the simulation progresses. At the end of the simulat ion this 
knowledge base is passed to the population of creatures created at the begin ning of the next 
experiment under consideration in this paper; i.e. to the creatures in the experiment with the car 
creation probability p=0.3. Th is process is being repeated for the subsequent experiments; i.e. the ones 
with probability p=0.5, 0.7, and 0.9. We conduct these experiments to see if the fact of acquiring a 
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Figure 1. Histograms showing numbers of successful (green colour), killed (red colour) and queued 
(blue colour) creatures at the crossing point 45, when cars are not allowed to dri ve “erratically”, for car 
creation probabilities p=0.1, 0.3, 0.5, 0.7, 0.9, respectively, at the end of the simulation. The values of fear 
and desire probabilities are listed at the top of each column. Row A displays results when creatures are not 
allowed to move along the highway. Row B displays results when creatures are allowed to move along the 
highway. Row C displays results when creatures are allowed to move along the highway and additionally 
the knowledge base from one experiment to the next one indexed by car creation probability p is preserved. 
In the experiments of row A and B the knowledge base is not preserved. 
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Figure 2. Histograms showing numbers of successful (green colour), killed (red colour) and queued 
(blue colour) creatures at the crossing point 45, when cars are allowed to dri ve “erratically”, for car 
creation probabilities p=0.1, 0.3, 0.5, 0.7, 0.9, respectively, at the end of the simulation. The values of fear 
and desire probabilities are listed at the top of each column. Row A displays results when creatures are not 
allowed to move along the highway. Row B displays results when creatures are allowed to move along the 
highway. Row C displays results when creatures are allowed to move along the highway and additionally 
the knowledge base from one experiment to the next one indexed by car creation probability p is preserved. 
In the experiments of row A and B the knowledge base is not preserved. 
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prior knowledge in one environment helps creatures to learn to be more successful in another 
environment. 
The presented simulation results show that, for the naïve creatures learning to cross the highway, 
fear has negative effect on the creatures’ population success of crossing the highway. Even though 
there are a s maller number of creatures killed than when the fear probability is zero, many creatures 
are still queuing to cross the highway at the end of the simulation. Th is conclusion is drawn from 
comparing the results of the middle column with those of the left column and from comparing the 
results of the right column with those of the left and middle column for row A and B, respectively, in 
both figures. If the creatures wait longer than a predefined time to cross the highway, they can 
improve their population success by finding a new and safer location to cross from. Thus, creatures’ 
mobility improves creatures’ population success of crossing successfully. Th is  can be seen by 
comparing the results of the row A  with those of the row B for each column in both figures. By 
comparing the results of the row B with those of the row C for each column in both figures we observe 
that the knowledge acquired in  one environment (i.e., with lower car traffic density) can help creatures 
to be more successful in a new environment  (i.e., with higher car traffic density). In both figures this 
is particularly pronounced in the case when creatures experience some degree of fear (i.e., the results 
displayed in the middle and the right column). By comparing the results of the row A with those of the 
row C for each column in both figures we observe that the best strategy for the creatures to learn to 
cross successfully the h ighway is the mobility along the edge of the highway combined with the 
creatures’ preservation of the knowledge base from one environment to another one (i.e., from one 
experiment to the next one indexed by car creation probability).   
By comparing the results of Figure 1 with the corresponding ones of Figure 2, we observe that the 
“erratic driving” may affect negatively creatures’ ability to cross successfully the highway.  
We presented here simulation results for selected probabilit ies of fear and desire. However, similar 
conclusions hold for other values of fear and desire probabilities. Namely, the fear effects negatively 
creatures’ population cumulative success in crossing the highway. However, the creatures’ mobility 
along the edge of the highway and knowledge base acquired in one learn ing environment applied to 
another one (under consideration) improves creatures’ population success in crossing the highway. 
4 Conclusions and Future Work 
We presented a model of simulated naïve creature learning to cross a highway by “imitating what 
works and avoiding what does not work". We presented selected simulation results. Our simulations 
show that the creatures' success when crossing a single lane unid irectional highway is influenced by 
the conditions of the environment; i.e. the cars density, the presence or absence of the “erratic drivers”, 
and by the levels of the fear and/or desire the creatures may experience. Creatures’ ability to move 
along the edge of the highway and preservation of the knowledge base from one learning environment 
to another one improves creatures’ population success of crossing the highway. We reported some 
results, while more extensive and detailed results involving multip le runs and their statistical analysis 
will be reported elsewhere. Additionally, we plan to do sensitivity analysis of fear and desire by 
keeping one factor fixed. A lso, we plan  on experimenting  with several more formal learning 
algorithms. 
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