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Zusammenfassung
Die Frage nach der Entstehung massereicher Sterne ist zentral für die moderne
Astrophysik. Wir untersuchen dieses Problem mittels neuartiger Simulationen zur
Strahlungs-Hydrodynamik, welche den Gravitationskollaps einer massereichen Mole-
külwolke, den anschließenden Aufbau und die Fragmentation der Akkretionsscheibe
um den wachsenden Stern und, zum ersten Mal, die Wechselwirkung zwischen sei-
ner intensiven UV-Strahlung und dem einfallenden Material konsistent verfolgen. Wir
zeigen, dass die Rückwirkung durch ionisierende Strahlung weder das protostellare
Wachstum aufhalten noch die Fragmentation unterdrücken kann. Wir präsentieren
ein konsistentes Bild der Entstehung und Entwicklung von H ii-Regionen, welches
die beobachteten Morphologien, Zeitveränderlichkeit und Alter ultrakompakter H ii-
Regionen erklärt, wobei das seit langem bestehende Lebensdauer-Problem gelöst wird.
Abstract
Understanding the origin of high-mass stars is central to modern astrophysics. We shed
light on this problem using novel radiation-hydrodynamic simulations that consistently
follow the gravitational collapse of a massive molecular cloud, the subsequent build-
up and fragmentation of the accretion disk surrounding the nascent star, and, for
the first time, the interaction between its intense UV radiation field and the infalling
material. We show that ionization feedback can neither stop protostellar mass growth
nor suppress fragmentation. We present a consistent picture of the formation and
evolution of H ii regions that explains the observed morphology, time variability, and
ages of ultracompact H ii regions, solving the long-standing lifetime problem.
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Men and women are not content to comfort themselves
with tales of gods and giants, or to confine their thoughts
to the daily affairs of life; they also build telescopes and
satellites and accelerators, and sit at their desks for
endless hours working out the meaning of the data they
gather. The effort to understand the universe is one of
the very few things that lifts human life a little above the
level of farce, and gives it some of the grace of tragedy.
(Steven Weinberg, The First Three Minutes)
The heavens declare the glory of God;
the skies proclaim the work of his hands.
(Psalms 19, 2)
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1 Introduction
Das Schönste, was wir erleben können, ist das
Geheimnisvolle. Es ist das Grundgefühl, das an der Wiege
von wahrer Kunst und Wissenschaft steht. Wer es nicht
kennt und sich nicht mehr wundern, nicht mehr staunen
kann, der ist sozusagen tot und sein Auge erloschen.
(Albert Einstein, Mein Weltbild)
Massive stars have a strong impact on the Universe. With masses exceeding 100
solar masses and lifetimes of only a few million years, they produce all the heavy
elements during their lifetimes. They end their lives in powerful supernova explosions,
which release enormous amounts of energy and momentum and inject enriched material
back into the ambient interstellar medium (ISM), where the next generation of stars
is already waiting to be born. These supernova explosions also supplied the material
from which our own Solar System, the Earth and all living creatures formed.
Despite the utter importance of massive stars for the matter and energy cycle in
the Galaxy, very little is known about their origin. We know that the formation of
massive protostars requires high accretion rates. They begin hydrogen burning while
they are still in the main growth phase. This leads to very high luminosities in the
optical and ultraviolet. It turns out that this radiation feedback is a crucial point in
understanding massive star formation. In particular, it is an open question whether
radiation feedback is a limiting mechanism that determines how much mass nascent
stars can attain.
Once the protostar is luminous enough to emit a considerable fraction of high energy
photons, it begins to ionize the gas in its neigborhood. An H ii region1 forms. Obser-
vations of H ii regions around massive stars pose some puzzling questions. H ii regions
show a variety of different morphologies, which are difficult to understand theoreti-
cally. A statistical analysis shows that there far too many very small (ultracompact,
UC) H ii regions found compared to the predictions from simple models of expanding
ionized bubbles. Finally, some H ii regions even shrink or change their morphology
within decades. Other interesting questions concern the relation between H ii regions
and bipolar outflows emerging from massive protostars.
In this work, we address these questions with numerical simulations of massive star
formation. We present the first three-dimensional collapse simulations that include
the radiative feedback by both ionizing and non-ionizing radiation. The results lead
to a new conceptual understanding of the formation of massive stars and a consistent
interpretation of the observational findings.
1H ii denotes ionized hydrogen, H i neutral hydrogen.
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1 Introduction
In this chapter, we provide some background on star formation (section 1.1), the-
oretical models for massive star formation (section 1.2) and feedback processes (sec-
tion 1.3). Chapter 2 presents the underlying fundamental physics. The simulation
method is explained in chapter 3. Chapter 4 shows the results of the simulations.
Finally, in chapter 5 we summarize the conclusions and give an outlook on possibe
future directions of research.
1.1 Basic Concepts of Massive Star Formation
Before we delve into the intricacies associated with massive star formation, we sum-
marize some general facts and concepts which are useful when studying massive star
formation. After a quick review of low-mass star formation in section 1.1.1, we inves-
tigate the differences between low-mass and high-mass star formation in section 1.1.2.
We then discuss some observational aspects (section 1.1.3) with a focus on H ii regions
(section 1.1.4) and the stellar mass spectrum (section 1.1.5).
1.1.1 Star Formation in a Nutshell
In this section we give a brief overview of the standard picture of low-mass star forma-
tion. This will enable us in the next section to assess whether high-mass star formation
should be expected to proceed along the same lines or whether we might anticipate
some differences. Since this work is only concerned with star formation at the scale of
individual molecular clouds2 and downwards, we will only review the collapse of single
molecular cloud cores and not examine star formation at the galactic scale.
The now-classical theory of low-mass star formation was set out by Shu et al. (1987).
A more up-to-date summary with a different appreciation of the involved physics is
given by Mac Low & Klessen (2004), but the basic phases have not changed much.
The initial phase is a condensation of gas in the interstellar medium that becomes
gravitationally unstable. This is typically due to compressive turbulent motions in
the ISM. This bound core will then collapse isothermally until it loses its ability to
cool efficiently. This happens at number densities of nH2 ≈ 1010 cm−3, where the
gas becomes optically thick and the excess energy due to the compression cannot be
radiated away anymore. Then the gas heats up until a temperature of T ≈ 2000K is
reached, which corresponds to the dissociation energy of H2 molecules. Dissociation of
H2 absorbs the excess energy, such that collapse can continue until all H2 is dissociated.
The prestellar phase comes to an end, and a protostar has formed.
The protostellar evolution proceeds in subsequent phases which can be distinguished
observationally by their spectral energy distribution (SED). The SED and in particular
its infrared excess shows different forms and slopes as function of wavelength depending
on the protostellar class of the object (André et al. 2000, Stahler & Palla 2004). In
the first phase (class 0), the protostar still grows in mass by accreting gas from its
2Giant molecular clouds can reach several 10 pc in size (1 pc ≈ 3.1 · 1018 cm).
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surrounding envelope through an accretion disk3. The class I phase starts when the
protostar begins to drive outflows which create cavities in the envelope. The envelope
is totally removed in the class II phase and the protostar has stopped accretion. The
protostar now starts its pre-main-sequence evolution. The main source of energy for
pre-main-sequence stars is gravitational contraction. When the central temperature is
sufficient to ignite hydrogen fusion, a main sequence star is born.
1.1.2 The Idea of Bimodality
The preceding overview reflects the formation of stars with mass4 M > 7M⊙. We call
them low-mass stars. For stars more massive than this, two relevant timescales become
so short that the outlined scenario may change: the Kelvin-Helmholtz timescale of the
pre-main-sequence evolution and the main sequence lifetime.
As long as nuclear reactions have not yet been triggered, the protostar compen-
sates for its energy losses by gravitational contraction. The timescale for this Kelvin-
Helmholtz phase is
tKH =
GM2
RL
(1.1)
with Newton’s constant G, the protostellar mass M , the protostellar radius R and
the luminosity L (Huang & Yu 1998). Generally, the luminosity scales with mass
to a power larger than 2, so that tKH becomes smaller as M increases. The exact
evolutionary times can only be found by numerically solving stellar evolution models.
Iben (1965) found that the pre-main-sequence lifetime for a 1M⊙ star is 5 · 107 yr,
while a 15M⊙ star only needs 6 · 104 yr to start hydrogen burning. This means that,
unless the 15M⊙ star forms with an accretion rate exceeding 2.5 · 10−4M⊙ yr−1, the
star begins nuclear fusion while it is still accreting more gas (Keto & Wood 2006).
Generally, stars with M ? 8M⊙ continue accretion while they are already burning
hydrogen (Palla & Stahler 1993, Yorke & Bodenheimer 2008).
Not only the pre-main-sequence evolution of massive stars is quicker than for low-
mass stars, also the time on the hydrogen main sequence becomes much shorter. The
evolutionary time on the main sequence scales with the stellar mass like (Huang & Yu
1998)
tH ∝M−2.2. (1.2)
Thus, in order to stay on the main sequence long enough, a massive star must be
continuously supplied with material from its surroundings. Otherwise, it will very
quickly leave the main sequence, and the ejection of its envelope will stop the accretion
process (Keto & Wood 2006).
The briefness of these two timescales shows that massive stars must accrete further
material while they are already burning hydrogen. This is the distinctive feature of
massive star formation. The nuclear fusion gives rise the several radiative feedback
processes of the star on its accretion flow. It is the interaction between the accretion
3Circumstellar disks typically have radii up to 1000AU (1AU ≈ 1.5 · 1013 cm).
4The solar mass is M⊙ = 1.989 · 1033 g.
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flow and the radiation field of the massive protostar that makes high-mass star forma-
tion different from low-mass star formation and needs to be understood. In particular,
ionizing radiation creates regions of ionized gas, H ii regions, around the massive star.
These regions are well studied (see section 1.1.4) and can be used to test the numeri-
cal simulations. The existence of an H ii region is the most prominent feature of the
bimodality of low-mass and high-mass star formation.
1.1.3 Sites of Massive Star Formation
The high accretion rates required to form massive stars suggest that special initial
conditions might be necessary. Indeed, the idea of bimodal star formation originated
in work by Herbig (1962), who found discrepancies between Taurus with no stars
larger than 2M⊙ and Orion with both low-mass and high-mass stars. Surveys of the
Galactic disk (Solomon et al. 1985) find that massive stars can only form in the most
massive clouds, which are typically located in Galactic spiral arms, whereas low-mass
star formation is distributed more uniformly throughout the Galaxy.
Of course, this bimodality in the distribution of the sites of massive star formation
does not yet answer the question whether massive stars require a different formation
mechanism than low-mass stars to overcome the radiation feedback. Unfortunately,
direct observations of massive star accretion are hindered by the dense envelopes that
surround massive protostars and make it hard to look at the accretion process in
detail. Additionally, massive stars are rare and live only for a short time, so that the
important stages of massive star formation are statistically hard to find, and the sites
of massive protostars are far away (Evans 1999).
Turbulent motions in a molecular cloud will typically trigger fragmentation of the
cloud into several gravitationally bound cores. If these cores are gravitationally un-
stable, they will collapse and form stars. Observations show that the cores associated
with high-mass star formation are denser and more massive (Motte et al. 2008) than
their low-mass counterparts (Myers et al. 1986). These high densities may be nec-
essary to obtain sufficiently high accretion rates for massive star formation. On the
other hand, a massive accretion flow is susceptible to gravitational fragmentation,
which in turn may lead to the formation of multiple stars (Klessen & Burkert 2000,
Kratter & Matzner 2006). This could explain the fact that massive stars are only
rarely found in isolation (Ho & Haschick 1981) and that they have a higher number
of companian stars compared to low-mass stars (Zinnecker & Yorke 2007). Of course,
these additional stars can significantly change the dynamics of the accretion flow.
Chini et al. (2004) and Nürnberger et al. (2007) report observations of a 20M⊙
protostar embedded in a 100M⊙ accretion disk. The presence of a jet indicates
that the protostar is still accreting gas, and the accretion rate is estimated to be
M˙ ≈ 10−4M⊙ yr−1. This is very high compared to accretion rates of M˙ ≈ 10−7 to
10−6M⊙ yr−1 as found in low-mass star formation but suggests that star formation at
protostellar masses around 20M⊙ is still similar to low-mass star formation and that
feedback effects do not yet hinder accretion through the disk.
Once an H ii region forms around a protostar, there is a competition between the
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Class of
Region
Diameter
(pc)
Density
(cm−3)
Emission Measure
(pc cm−6)
Ionized Mass
(M⊙)
Hypercompact > 0.03 ? 106 ? 1010 ∼ 10−3
Ultracompact > 0.1 ? 104 ? 107 ∼ 10−2
Compact > 0.5 ? 5 · 103 ? 107 ∼ 1
Classical ∼ 10 ∼ 100 ∼ 102 ∼ 105
Giant ∼ 100 ∼ 30 ∼ 5 · 105 103 – 106
Supergiant > 100 ∼ 10 ∼ 105 106 – 108
Table 1.1: Classification of H ii region sizes, adopted from Kurtz (2005). The table
shows the diameters D, the electron number densities ne, the emission mea-
sures EM and typical ionized gas masses within the regions. Massive stars
form strongly clustered, so that even UC H ii regions can be powered by
more than one massive star.
expansion of the ionized material and the accretion of gas onto the protostar. Keto
(2002a) observed an H ii region around a massive protostar which shows evidence of
accreting ionized gas. Keto & Wood (2006) further analyzed this region and concluded
that the ionization feedback will not cut off accretion. These observations represent
a weaker version of an idea put forward by Walmsley (1995), who suggested that
an UC H ii region can be quenched if accretion is strong enough. Observations by
Beltrán et al. (2006) point in a similar direction. They also found infall onto a massive
protostar although it is surrounded by an H ii region.
1.1.4 H ii Regions around Massive Stars
H ii regions are found in various shapes and sizes. Table 1.1 shows the common
classification of sizes of H ii regions. The selection criteria are the diameter D of the
region, the electron number density ne and the emission measure
EM =
D∫
0
n2e dr. (1.3)
Smaller regions are generally denser, but contain less ionized gas than larger regions.
It seems natural to assume that the classification represents an evolutionary sequence
of the expanding H ii region: When the massive star forms, a hypercompact H ii
region develops, which then expands to become an ultracompact (UC) H ii region.
Since massive stars form in clusters, expanding UC H ii regions typically merge with
other UC H ii regions to form compact or even larger H ii regions. Investigations
of UC H ii regions are an important tool in understanding massive star formation
(Churchwell 2002).
UC H ii regions show different types of morphologies (for the definitions see ta-
ble 1.2). A classification of these morphologies was first introduced by Wood &
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Type Characteristics WC89 K94 D05
Spherical symmetric, centrally peaked 24% 36% 21%
Cometary bright edge and extended tail 20% 16% 14%
Core-halo compact peak with fainter halo 16% 9% —
Shell-like (possibly broken up) ring of emission 4% 1% 28%
Irregular several peaks with common halo 17% 19% 11%
Bipolar elongated — — 8%
Unresolved emission peak of beam size 19% 19% 18%
Table 1.2: Morphological types of UC H ii regions. The original morphological classi-
fication is due to Wood & Churchwell (1989) and has later been extended
by the bipolar type by De Pree et al. (2005). Surveys of several massive
star forming regions (Wood & Churchwell 1989 (WC89), Kurtz et al. 1994
(K94), De Pree et al. 2005 (D05)) show different relative frequencies of the
individual types.
Churchwell (1989), who studied 75 UC H ii regions and found that they fall into
the groups spherical or unresolved (43%), cometary (20%), core-halo (16%), shell
(4%) and irregular (17%). Table 1.2 shows that similar studies by Kurtz et al. (1994)
and De Pree et al. (2005) led to totally different relative frequencies. In addition, De
Pree et al. (2005) abandoned the core-halo category and introduced the new bipolar
one. Higher resolution and sensitivity images had shown that most H ii regions are
surrounded by halos, which rendered the core-halo morphology redundant. Instead,
better observations had revealed that many UC H ii regions have an elongated form
(Churchwell 2002). The morphological classification can also be applied to compact
H ii regions (Garay et al. 1993).
The existence of different morphological types gives rise to the question of their
physical origin. In particular, the different relative frequencies in the surveys may be
related to different physical conditions in these regions. To explain the curious shape
of cometary H ii regions, it was suggested that they might be bow shocks created
by stellar winds of stars moving supersonically through their natal molecular clouds
(Van Buren et al. 1990, Mac Low et al. 1991, Van Buren & Mac Low 1992). However,
the high stellar velocities required by bow shock models are problematic (Mac Low
et al. 2007).
Wood & Churchwell (1989) first noticed what is now called the UC H ii lifetime
problem: They compared an analytical estimate, based on the sound speed of the
ionized gas, of the expansion time of an H ii region around a massive protostar with the
total main-sequence lifetime of an O star and found that the amount of UC H ii regions
in their statistical sample of O stars was incomprehensibly large. They concluded that
the H ii region must be trapped by some unknown mechanism and proposed that the
expansion may be inhibited by infalling gas.
Since its discovery, a number of suggestions have been made to resolve the UC H ii
lifetime problem (Mac Low 2008). The original idea of ram pressure confinement by
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infalling gas by Wood & Churchwell (1989) suffers from instabilities in this setup. The
density gradients present in this situation do not allow a steady state solution (Yorke
1986, Hollenbach et al. 1994), and the boundary between the ionized and the neutral
gas will be subject to Rayleigh-Taylor instabilites (Mac Low 2008). De Pree et al.
(1995) put forward the idea that the H ii regions may be confined by external thermal
pressure. This idea was developed in more detail by García-Segura & Franco (1996).
However, sufficiently high pressures require densities that would lead to gravitational
collapse within a free-fall time, whereas the H ii region would have to be confined for
more than three free-fall times (Mac Low 2008). Xie et al. (1996) claimed that the
demanded thermal pressures would lead to emission measures higher than supported
by observations. They instead argued that confinement by turbulent pressure should
be considered. But turbulence under these conditions would decay quickly (Stone et al.
1998, Mac Low 1999) and is difficult to replenish for several free-fall times (Mac Low
2008).
Another curious property of UC H ii regions is their time variability. Repeated
observations of the same H ii regions over several decades (Franco-Hernández & Ro-
dríguez 2004, Rodríguez et al. 2007, Galván-Madrid et al. 2008, Gómez et al. 2008)
show variations in the size and flux of the H ii regions by 2–9% per year and even mor-
phological changes. These observations indicate that H ii regions are highly dynamical
objects and can be interpreted to display ionized accretion flows.
1.1.5 Distribution of Stellar Masses
Stars with M ? 8M⊙ begin hydrogen burning during the accretion phase. The
distribution of stellar masses in the present-day universe has its upper end more than
20 times above this value. For example, Barniske et al. (2008) infer that the initial
masses of two of the most luminous stars in the Milky Way, WR 102ka and WR 102c,
are 150 > M/M⊙ > 200 and 100 > M/M⊙ > 150, respectively.
The statistical distribution of stellar masses at birth within a stellar cluster is called
the initial mass function (IMF) N(M). Although there is much discussion about
its origin, universality and best parametrization (Bonnell et al. 2007, Pudritz 2002,
Kroupa 2002, Massey 1998, Chabrier 2003), there is a general agreement on the high-
mass tail of the IMF, which is given by the famous Salpeter slope (Salpeter 1955)
of N(M) ∝ M−2.35. Given that slope, Figer (2005) analyzed the Arches star cluster,
which is sufficiently large that very massive stars should be found and sufficiently young
that these stars have not yet been destroyed by supernova explosions. However, he did
not find any star more massive than 130M⊙, although statistically 18 were expected.
With the help of Monte Carlo simulations he tried to reproduce the observed IMF in
the cluster and suggested a high-mass cut-off of the IMF at 150M⊙.
Interestingly, there seems to be a similarity between the distribution of stellar masses
and molecular cloud cores. Molecular clouds are highly substructured objects with
larger-scale subunits (clumps) and smaller condensations (cores). In a detailed study
of the Pipe Nebula, Alves et al. (2007) found that its core mass function (CMF) has
a shape very similar to the IMF, just scaled up to higher masses by a factor of about
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3. This suggests a direct relation between CMF and IMF: A fraction of roughly 30%
of the gas available in the cores is converted into stars. This fraction of gas is called
the star formation efficiency (SFE, not to be confused with the star formation rate
(SFR), the mass converted into stars per unit time). However, the CMF statistics
only contained cores between 0.5 and 28M⊙. Whether higher mass cores lead to the
formation of high-mass stars or to which degree they fragment is a subject of ongoing
debate (Krumholz & Bonnell 2007, Clark et al. 2008). In any case, the similarity
between CMF and IMF, wich is also found in other studies (Motte et al. 1998, 2001,
Beuther & Schilke 2004) should be explained by theories of star formation.
1.2 Theoretical Models of Massive Star Formation
There are two main schools of thought in the theory of massive star formation (Zin-
necker & Yorke 2007, Krumholz & Bonnell 2007). They differ primarily in the way
the gas that forms the massive star is assembled and say little about how exactly
the massive star forms. In some sense, they are different theories of fragmentation of
the original molecular cloud. Nevertheless, the question of the initial conditions for
massive star formation and the fragmentation of the parental molecular cloud is an
important part of the full problem.
The first point of view is called monolithic collapse or core accretion and is sum-
marized in section 1.2.1. Here, the mass that can be converted into stars is assembled
before star formation sets in. The alternative competitive accretion model is presented
in section 1.2.2. In this scenario, mass is gathered during the whole duration of the
star formation process.
1.2.1 Monolithic Collapse
The core accretion model is strongly inspired by the relation between CMF and IMF
presented in section 1.1.5. The idea is that collapsing cores lead to the formation
of either single stars or bound stellar systems like binaries. The more massive the
core, the more massive the star (McKee & Tan 2002, 2003). However, this poses the
problem that a single object must form from a core which may have several hundred
Jeans masses and thus would naturally fragment into hundreds of individual objects
of roughly one Jeans mass (Krumholz & Bonnell 2007). Dobbs et al. (2005) performed
numerical simulations assuming isothermal and non-isothermal collapse of a turbulent
molecular cloud core with several Jeans masses and found substantial fragmentation
as expected.
A possible solution to this problem is the radiative feedback by the first stars that
form in the core (Krumholz 2006, Krumholz et al. 2007a). Their stellar and accretion
luminosities heat the gas up and thereby shift the Jeans mass towards higher masses.
Indeed, the gas temperatures of Krumholz et al. (2007a) are generally higher than the
temperatures in the non-isothermal calculations of Dobbs et al. (2005) and therefore
suppress fragmentation much stronger. With the help of this mechanism, Krumholz
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et al. (2009) could form a 43M⊙ star from a 100M⊙ core. However, it is still an open
question to which degree the results depend on the specific initial conditions chosen
in these simulations. The core of Krumholz et al. (2009) is centrally concentrated and
set up in solid-body rotation, but there is no turbulent velocity field superimposed on
the rotation. These conditions of course prefer the formation of a small number of
objects.
1.2.2 Competitive Accretion
In contrast to the core accretion model, which approaches the problem at the scale
of cores, the competitive accretion model starts with a turbulent molecular cloud
and models the formation of a full cluster of stars, including massive ones. Indeed,
simulations of turbulent molecular clouds show strong fragmentation and can easily
reproduce the IMF for low-mass stars (Klessen et al. 1998, Bate et al. 2003). The low-
mass stars formed during the initial fragmentation phase then form small multiple
systems and competitively accrete from a common gas reservoir (Bonnell et al. 2001).
It is the combined gravitational potential of the star cluster that determines how
massive the stars can become (Bonnell et al. 2007). Typically, the deepest potential
well is located in the center of the cluster, so that the gas is funneled towards the
stars located there which then become the most massive (Bonnell et al. 1997, 2001).
Observations of embedded clusters (Lada & Lada 2003) show that in many cases the
most massive stars are in fact located at their center, altough there are exceptions.
The similarity between the CMF and the IMF is explained as a natural outcome of the
fragmentation of the turbulent cloud, without any one-to-one correspondence between
cores and stars (Krumholz & Bonnell 2007). This is supported by the analysis of Lada
et al. (2008), which shows that most cores in the Pipe Nebula are not gravitationally
bound and hence will not collapse to form stars. It is also possible that stars from the
multiple systems which form in the course of the fragmentation merge to form massive
stars, which would circumvent the problem of radiation feedback (Bonnell et al. 1998,
Stahler et al. 2000).
In models of competitive accretion, the evolution of the stellar cluster is intimately
connected with the evolution of the most massive stars. Bonnell et al. (2004) found
a correlation between the mass of the most massive object in the star cluster, Mmax,
and the total cluster mass, Mtot. These two masses roughly followed the scaling
Mmax ∝M2/3tot (1.4)
over the simulation runtime. This relation is a direct prediction of the competitive
accretion model that can be compared with observations. However, due to the un-
certainties in the observed data, this power law is difficult to distinguish from other
proposed functional forms of the relation between Mmax and Mtot (Weidner et al.
2009).
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1.3 Feedback Effects
Radiative feedback indispensably accompanies massive star formation. The problem
can be divided into the effects of radiation pressure from non-ionizing radiation on
dust grains and the effects of ionizing radiation on the molecular gas. Both classes of
feedback have been studied in the context of massive star formation (Mac Low 2008,
Zinnecker & Yorke 2007, Klessen et al. 2009). We begin in section 1.3.1 with radiative
feedback on small scales as it is relevant for massive star formation. We continue in
section 1.3.2 with feedback on larger scales, with a focus on the effects of ionizing
radiation on the parental molecular cloud.
1.3.1 Small Scale Feedback
Any viable theory of massive star formation must explain how the massive protostar
can manage to continue accretion although it exerts a high radiation pressure on the
inflowing material. That radiation pressure poses a problem was first realized by Kahn
(1974). He performed semi-analytical calculations with spherical symmetry including
radiation-dust interaction. Dust has a high opacity, but if it comes sufficiently close
to the protostar that it melts, the opacity drops and radiation does not couple any
more to the infalling material. Otherwise, a cocoon forms which radiation cannot
penetrate, and accretion onto the protostar stops. Kahn argued that the mass inflow
rate M˙ must lie between two critical values: If M˙ is too low, then the ram pressure of
the inflowing material is not high enough to reach the vicinity of the star where dust
melts; if M˙ is too high, then the material is so opaque that the radiation pressure poses
an unsurmountable barrier. He estimated these critical values to coincide, which led
him to a stellar mass limit of 40M⊙. Wolfire & Cassinelli (1987) basically confirmed
this picture with spherically symmetric numerical calculations. They studied different
scenarios with varying dust grain properties and found a strong dependence on the
grain destruction temperature and grain sizes. Yorke & Krügel (1977) also performed
spherically symmetric collapse simulations with radiation feedback where accretion
onto the massive protostar could be stopped. Edgar & Clarke (2004) found that
radiation pressure can also stop Bondi-Hoyle accretion already at 10M⊙.
Jijina & Adams (1996) considered the effect of radiation pressure as an effective
potential in an infall model put forward by Ulrich (1976). This model includes non-
spherical accretion, and in their calculations they find certain conditions under which
they can even accrete 100M⊙. Nakano (1989) found that non-spherical accretion onto
a 100M⊙ star can overcome the radiation pressure at accretion rates 50 times smaller
than in the spherical case.
The problem is further mitigated in two-dimensional simulations with cylindrical
symmetry. Yorke & Bodenheimer (1999) found that the radiation flux can differ by
orders of magnitude between pole-on and edge-on views of the accretion disk, the
so-called flashlight effect. Hence, if the radiation can escape perpendicular to the
disk, the radiation pressure in the equatorial plane decreases. Yorke & Sonnhalter
(2002) showed that the flashlight effect is stronlgy enhanced by frequency-dependent
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treatment of the radiation transfer problem. This is because the short wavelength
components of the radiation field, which are the most important for the acceleration
of dust grains, are more concentrated towards the poles than the longer wavelength
components, which are nearly isotropically distributed. For example, the collapse of
a 120M⊙ clump led to a 43M⊙ star with frequency-dependent radiation transfer but
only to a 23M⊙ star if radiation transport was gray.
The flashlight effect is amplified if outflows are present. Krumholz et al. (2005b) per-
formed static three-dimensional radiative transfer simulations. They set up a 50M⊙
star with a 5M⊙ accretion disk inside a 50M⊙ envelope and analytically prescribed
an outflow cavity. Depending on the opening angle and the curvature of the cavity,
the radiation pressure was reduced at least by a factor of four. Banerjee & Pudritz
(2007) found such outflow cavities in self-consistent magneto-hydrodynamical (MHD)
simulations of collapsing dense cores.
In fully three-dimensional radiation-hydrodynamical calculations, additional effects
set in. Krumholz et al. (2005a) simulated the collapse of rotating dense cores and
found that radiation pressure begins to build up asymmetric bubbles of gas when the
protostar reaches 17M⊙. The asymmetry is the result of a self-amplifying effect: If the
bubble is more elongated in one direction than in the others, the optical depth in this
direction is smaller. Hence, radiation is collimated towards this direction, enlargening
the elongation by concentrated radiation pressure even more. Although inflowing gas
cannot cross the bubble, accretion never stops. This is because the gas finds its way
along the edge of the bubble onto the protostar. At some point, the boundary between
the dense envelope and the underdense interior of the bubble becomes Rayleigh-Taylor
unstable. Then the bubble gets destroyed, and the gas flows unhindered towards the
protostar. A caveat to this scenario is that Krumholz et al. (2005a) used a gray flux-
limited diffusion scheme to solve the radiative transfer problem. If the bubbles persist
in a multi-frequency treatment, when the optical depth is not the same for all photons
and hence the radiation pressure acts over a larger volume of gas, is an open question.
Quite intricate effects of radiation-hydrodynamics appear in the presence of mag-
netic fields. Arons (1992) used linear stability theory to show that a magnetized
atmosphere of a neutron star can become overstable5. Gammie (1998) extended the
linear stability analysis to radiation-dominated accretion disks. This photon bub-
ble instability has been found numerically in simulations of accretion disks around
black holes (Turner et al. 2005) and massive protostars (Turner et al. 2007). The
mechanism that drives the instability transfers energy from the radiation field to the
magnetic medium. The starting point are compressive MHD waves, which generate
density fluctuations. The radiation tends to escape through the regions of lower den-
sity, which leads to an acceleration of the gas along the magnetic field lines and in
turn evacuates the low-density regions. In this way, the amplitude of the wave grows
with time. A train of propagating shocks is generated, and the radiation can escape
through the regions of low density between these shocks.
All the effects mentioned above are produced in some way by the radiation pressure
5An overstability is an instability that results in oscillations of growing amplitude.
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of non-ionizing radiation. However, the feedback by ionizing radiation may as well be
important, although so far there are only few numerical studies (Krumholz & Bon-
nell 2007, Mac Low 2008). Larson & Starrfield (1971) showed by analytical estimates
that ionization feedback could indeed be the most important feedback effect. This is
supported by calculations by Nakano et al. (1995), who found that ionizing radiation
can stop accretion onto a 100M⊙ star. Generally, ionization heats the interstellar
gas up to 104K, which corresponds to sound speeds around 10 km s−1. If this speed
is larger than the escape speed from the protostar, then the H ii region may expand
and cut off accretion. Semi-analytical models of ionization feedback around a massive
protostar (Keto 2002b, 2007) show some basic features like expanding H ii regions
and effects on the accretion disk, but they neglect the highly dynamical and asym-
metric interaction between the approaching gas and the ionization shock front. Direct
numerical simulations are inevitable to realistically model ionization feedback. One
may also speculate whether, in analogy to non-ionizing radiation, “ionization-driven
Rayleigh-Taylor instabilities” or “ionization bubbles” can be found.
1.3.2 Large Scale Feedback
While radiation pressure is the feedback process that has been studied the most in
massive star formation, it can generally be neglected on larger scales. Krumholz &
Matzner (2009) found that, unless one is interested in the Galactic center or starburst
galaxies, the thermal pressure is dominant in H ii regions.
On molecular cloud scales, ionization feedback by massive stars dramatically changes
the places in which they have formed. Whitworth (1979) estimated that expanding
H ii regions around massive stars could erode large parts of their parental molecular
cloud. An SFE of 4% for a massive cloud of 105M⊙ would suffice to completely
disperse the remaining 96% of the cloud.
This scenario is a typical example for negative feedback: The SFE with feedback
is smaller than the (hypothetical) SFE without feedback. One important question is
whether feedback can also be positive. This would mean that the feedback triggers
star formation that would otherwise not have occured.
Elmegreen & Lada (1977) put forward the idea that expanding ionization fronts
might sweep up interstellar gas until star formation is possible in the dense cold shell
surrounding the ionization front. Numerical simulations of dynamically expanding
H ii regions by Dale et al. (2007a) indeed find that the surrounding shell fragments
and forms gravitationally bound objects. The properties of these fragments agree well
with analytical work on this “collect and collapse model” by Whitworth et al. (1994).
However, massive stars do not form alone, and not in a quiescent medium. Much
more realistic simulations by Dale et al. (2005) of ionization feedback in star cluster
formation show evidence for both positive and negative feedback. However, these
simulations do not have enough resolution to follow the star formation process. Dale
et al. (2007b) studied the effects of ionization feedback from an external source on a
turbulent molecular cloud. They again found positive and negative feedback, but the
overall balance showed an increase of 1% of the SFE in comparison to a control run
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without feedback. They also found no way to observationally differentiate between
triggered and revealed6 star formation. Mac Low et al. (2007) found as well that
expanding H ii regions in a turbulent medium do not efficiently trigger star formation.
A setup that can be studied in a more controlled fashion than a turbulent cloud is
the triggering of star formation in an individual core. When the ionization front hits
the core, it may compress it so heavily that gravitational collapse is triggered. On
the other hand, ionization heats up the material and can photoevaporate the core.
The remaining material of this competition may form low-mass stars (Hester & Desch
2005) or brown dwarfs (Whitworth & Zinnecker 2004).
The interaction of a shock with a dense clump is called “cloud-crushing”. The
cloud-crushing scenario has been studied numerically both for supernova shocks and
ionization fronts. The triggering of gravitational collapse by an ionization front is
called “radiation-driven implosion” (Sandford et al. 1982). The first extensive studies
of the fate of the shocked cloud showed that strong vortex rings can be produced (Klein
et al. 1994). The mixing properties of the cloud depend sensitively on the initial
density distribution (Nakamura et al. 2006). Furthermore, simulations of dense clumps
exposed to an ionizing flux but without strong shocks show the generation of kinetic
energy (Kessel-Deynet & Burkert 2003) and fragmentation of the clump (Esquivel &
Raga 2007). The high temperatures on one side of the clump give rise to the “rocket
effect”, which accelerates the gas away from the source of radiation (Oort & Spitzer
1955). This is because the cold gas at the surface of the clump facing the star becomes
heated. Thus, it expands into the postshock medium, carrying momentum with it, and
consequently the clump accelerates. Radiation-gasdynamical simulations of “cloud-
crushing” have also been used to match observations of H ii regions, especially in the
Eagle Nebula (Williams et al. 2001, Miao et al. 2006). However, these observations
can also be modeled by the more realistic dynamical expansion of H ii regions into a
turbulent molecular cloud (Mellema et al. 2006, Gritschneder et al. 2009b).
6This means that the radiation just removes the envelopes around newly formed stars, but does not
trigger their formation.
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Nicht allein in Rechnungssachen
Soll der Mensch sich Mühe machen;
Sondern auch der Weisheit Lehren
Muß man mit Vergnügen hören.
(Wilhelm Busch, Max und Moritz)
Many different physical processes play a role in the formation of stars. This chapter
is devoted to present the physical background which is later needed for the numerical
simulations. Obviously, a good understanding of the involved physics is an inevitable
necessity to perform correct simulations.
The material presented here has its origin in diverse physical fields. First of all, stars
form from gas in the interstellar medium, which can be described hydrodynamically
(section 2.1). This gas has a heterogeneous composition, consisting of several atomic,
molecular and dust species. This gives rise to various heating and cooling processes
(section 2.2). Of course, the gas in the molecular cloud core can only collapse because
of its mutual gravitational attraction (section 2.3). Finally, stars emit radiation, which
in turn interacts with the ambient gas (section 2.4). To successfully model massive star
formation, all these different aspects must be taken into account. Moreover, additional
physical processes are important to understand and model observations of star forming
regions (section 2.5).
2.1 Hydrodynamics
Since stars form from gas in the interstellar medium, simulations of star formation are
always of hydrodynamical nature. The Reynolds number in the ISM is generally high
enough that viscous effects can be neglected. Thus, the interstellar gas can be modeled
as an ideal fluid which is governed by the compressible Euler equations. This section
will shortly review the fundamentals of ideal, compressible hydrodynamics. More
information can be found in the literature (Clarke & Carswell 2007, Shu 1992, Laney
1998, Landau & Lifschitz 1991, Davidson 2004, Chorin & Marsden 2000, Marsden &
Hughes 1994).
2.1.1 Euler Equations
The motion of ideal fluids is governed by the Euler equations. The Euler equations
are a set of balance equations for mass, momentum and energy. They are also called
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conservation laws because for isolated systems, the total mass, momentum and energy
are constant with time.
The conservation of mass is expressed by the continuity equation
∂tρ+∇ · (ρv) = 0. (2.1)
Here, ρ is the density and v the velocity of the fluid. The continuity equation states
that the change of mass in a given volume can only be due to mass fluxes through the
surface of the volume. Mass is not created or destroyed.
In the absence of external force fields, the only force that acts on a fluid is caused
by pressure gradients. Hence, momentum balance leads to the equation
∂t(ρv) +∇ · (ρv ⊗ v) = −∇P (2.2)
with the pressure P . This is nothing but Newton’s second law of motion for a fluid
parcel. If the fluid is not isolated anymore, for example in the presence of gravitational
fields, additional force terms must be added to the right-hand side of equation (2.2).
If the fluid flow is not isothermal, an energy equation must be added to the sys-
tem. This accounts for heating and cooling of the fluid by adiabatic compression and
expansion, respectively. It reads
∂t(ρetot) +∇ · [(ρetot + P )v] = 0, (2.3)
where the total specific energy etot is the sum of the specific internal energy e and the
specific kinetic energy of the gas,
etot = e+
1
2
v2. (2.4)
The specific energies etot and e are related to the energy densities ǫtot and ǫ through
the relations ǫtot = ρetot and ǫ = ρe. Additional heating and cooling processes like
photoionization heating and molecular line cooling can be included by adding source
terms to the right-hand side of equation (2.3).
The Euler equations form a system of partial differential equations,
∂tρ+∇ · (ρv) = 0, (2.5)
∂t(ρv) +∇ · (ρv ⊗ v) +∇P = 0, (2.6)
∂t(ρetot) +∇ · [(ρetot + P )v] = 0. (2.7)
We count five equations and six variables. An additional equation is needed to close
this system of equations. We use the equation of state of an ideal gas, as introduced
in section 2.1.2. It relates the thermal pressure P to the internal energy e of the gas.
Additional source terms must be added to the Euler equations (2.5)–(2.7) to model
massive star formation. Of course, gravity is important for the gas to collapse. We
present the Euler equations with gravity included in section 2.3. Heating and cooling
processes in the interstellar gas and dust are also important. We discuss these processes
and the respective source terms in section 2.2.
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For numerical reasons, it is sometimes disadvantageous to advect the total specific
energy etot via equation (2.3). This can be the case if the kinetic energy is much larger
than the internal energy as in strong shocks or rarefaction waves. Then the calculation
of the specific internal energy e via equation (2.4) can lead to cancelation errors and
even negative values for e. To avoid this, one can directly advect e instead of etot with
the equation
∂t(ρe) +∇ · [(ρe+ P )v]− v · ∇P = 0 (2.8)
and then calculate etot from e and v. This method is numerically more robust.
2.1.2 Thermodynamics of Ideal Gases
We assume that we can model the interstellar medium as an ideal gas. The thermal
equation of state of an ideal gas of N particles in a volume V reads
P =
NkBT
V
, (2.9)
where P is the pressure and T the temperature of the gas. With the number density
n =
N
V
, (2.10)
this can be written as
P = nkBT . (2.11)
The mass density ρ and the number density n are related by the equation
ρ = µmpn (2.12)
when the mean molecular weight µ is given in multiples of the proton mass mp. Since
molecular clouds consist mainly of molecular hydrogen H2 and some small amounts of
metals, µ ? 2 for the ISM. We can now formulate the thermal equation of state (2.11)
in terms of mass density as
P =
ρkBT
µmp
. (2.13)
With the gas constant R, this takes the form
P =
ρRT
µ
. (2.14)
Since we model the ISM as a molecular ideal gas, we have to think about the
possibility of the excitation of the internal degrees of freedom of these molecules. It
turns out that we can model a gas of H2 molecules as monatomic until the temperature
reaches a few hundred Kelvin (Commerçon et al. 2008). In the simulations, these high
temperatures virtually only appear in H ii regions, where the hydrogen is ionized
anyway and again the gas can be considered monatomic1.
1More details on the effects of ionization on the thermodynamics can be found in section 2.4.5.
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Hence, we can assume that the ISM is a calorically perfect gas, which means that
the specific heat at constant volume
cV =
(
∂e
∂T
)
V,N
(2.15)
and the specific heat at constant pressure
cP =
(
∂h
∂T
)
P,N
(2.16)
are constant. Here we have introduced the specific enthalpy
h = e+
P
ρ
. (2.17)
We can write equations (2.15) and (2.16) in the form
e = cVT (2.18)
and
h = cPT , (2.19)
respectively. The adiabatic index
γ =
cP
cV
(2.20)
of a molecular ideal gas is related to the degrees of freedom f of a single molecule by
γ =
f + 2
f
. (2.21)
For a monatomic gas with f = 3, we find γ = 5/3. We also have the relation
cP − cV = R
µ
(2.22)
with the ideal gas constant R and the mean molecular weight µ. Hence, we can
represent the specific heats cV and cP in terms of R, µ and the adiabatic index (2.20)
as
cV =
R
(γ − 1)µ (2.23)
and
cP =
γR
(γ − 1)µ , (2.24)
respectively. With equations (2.18) and (2.23), the equation of state (2.14) takes the
form
P = (γ − 1)ρe. (2.25)
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This relation is frequently used in the simulations to calculate the pressure P from the
specific energy e and vice versa. If we combine equation (2.25) with equation (2.14)
we find that the conversion between specific internal energy and temperature is given
by
T =
(γ − 1)µe
R
. (2.26)
An ideal gas with γ = 5/3 undergoing gravitational collapse heats up adiabatically.
In section 2.2, we discuss various cooling processes which dissipate the heat such that
the collapse is effectively isothermal over a wide range in density. In a very simplified
approach, one can model these cooling processes by setting γ ? 1. This adiabatic
index corresponds to gas particles with a very large number of internal degrees of
freedom, which can absorb the energy such that the temperature stays constant.
2.1.3 Sound Waves and Shocks
Linear perturbation theory shows that in a fluid at rest, small perturbations travel at
a velocity
cs =
√(
∂P
∂ρ
)
s
, (2.27)
where the derivative must be taken2 at constant specific entropy3 s. This velocity is
called the sound speed. At constant entropy, the expression PV γ is constant, and so
is Pρ−γ. Hence, we can write the pressure as
P = P0
(
ρ
ρ0
)γ
. (2.28)
The sound speed is then given by
cs =
√
∂P
∂ρ
=
√
γ
P
ρ
, (2.29)
or with eqation (2.13) by
cs =
√
γkBT
µmp
. (2.30)
For the cold ISM, typical values are T ≈ 20K and µ ≈ 2, so that the sound speed is
cs ≈ 0.4 km/s. Inside an H ii region however, we have T ≈ 104K and µ ≈ 1, which
leads to cs ≈ 11.7 km/s.
Nonlinear perturbations can propagate much faster than the sound speed. The
Mach number
M = v
cs
(2.31)
2Strictly speaking, we would have to distinguish between the adiabatic and the isothermal sound
speed. We will not do this here since they only differ by a factor of order unity.
3For isolated, ideal fluids, the specific entropy is conserved along trajectories of fluid particles.
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relates the actual velocity v of the fluid to the sound speed cs. A flow with M < 1
is called subsonic, whereas a flow with M > 1 is called supersonic. Typical Mach
numbers in the ISM have values ofM = 0.1 toM = 10 (Elmegreen & Scalo 2004).
Equation (2.29) with P ∝ ργ shows that the sound speed is higher in denser regions.
The density along a nonlinear perturbation is not constant, so that the gas in the denser
regions propagates faster than in the underdense regions. This leads to a steepening
of the wave front and in the end to the formation of a discontinuity. At this shock,
the Euler equations in differential form no longer hold, and an integral form must be
used4.
2.2 Heating and Cooling
The Euler equations (2.5)–(2.7) describe a single, isolated fluid. The ISM, however,
consists of atoms and molecules of different species, which chemically react with each
other, emit and absorb photons, and generate or dissipate heat (Dyson & Williams
1980, Spitzer 1978). We account for these processes by adding source terms to the
energy equation, describing the input of energy to and depletion of energy from the
fluid. The set of Euler equations including source terms reads
∂tρ+∇ · (ρv) = 0, (2.32)
∂t(ρv) +∇ · (ρv ⊗ v) +∇P = 0, (2.33)
∂t(ρetot) +∇ · [(ρetot + P )v] = Γ− Λ. (2.34)
The first new term is the heating rate
Γ = Γph + Γst + Γacc. (2.35)
It consists of the photoionization heating rate Γph, the stellar heating rate Γst and
the accretion heating rate Γacc. The photoionization heating rate is caused by photons
with high energy which can ionize atomic hydrogen and thereby transfer kinetic energy
to the photoelectrons. The other two terms stem from the interaction of non-ionizing
radiation with interstellar dust. Non-ionizing radiation may still be strong enough
to release electrons from the surface of dust grains by the photoelectric effect. The
electron carries the energy difference between the photon energy and the work function
as kinetic energy and again heats up the gas. The concrete functional form of these
heating terms is given in section 2.4.4.
The second new term is the cooling rate
Λ = Λml + Λmol + Λgd. (2.36)
Here, contributions arise from the metal line cooling Λml, the molecular line cooling
Λmol and the cooling by interstellar dust Λgd. With metal line cooling we summarize
4The finite volume methods used in this work all solve the integral form of the Euler equations
numerically, but nethertheless, special care must be taken when shocks are present.
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the cooling curve of Dalgarno & McCray (1972). They consider cooling processes
in the ionized ISM and find that the relevant processes are collisional cooling for a
partly ionized gas and bremsstrahlung for a fully ionized gas. The collisional cooling
consists of several components, such as the electron impact excitation of electronic
and fine structure levels of neutral and ionized atoms. Since metals dominate the
collisional cooling, we denote this cooling function as metal line cooling. It is impor-
tant to counteract the photoionization heating and has a lower temperature threshold
of 100K. The other two cooling processes are relevant for the protostellar collapse
phase. The molecular line cooling is taken from data of Neufeld et al. (1995). The
cooling table represents the radiative cooling rate of the most important molecules in
the ISM. Molecules have internal degrees of freedom, namely rotational, vibrational
and electronic excitation levels. These levels can be collisionally excited and decay
again by emission of photons. In this way, the energy is carried away from the gas.
Similar considerations hold for the excitation of dust grains. The cooling by gas-dust
interaction is taken into account following Goldsmith (2001). In this model, gas and
dust particles are separate species with their own temperatures, but they are coupled
via collisions. We first determine the dust equilibrium temperature from the balance
Λgd − Λdust = 0, (2.37)
where Λdust represents the cooling of gas particles by black-body radiation. The dust
temperature then determines the strength of the gas-dust coupling term. The details
of this method can be found in Banerjee et al. (2006).
2.3 Gravity
The collapse of interstellar gas to protostars is properly described by the equations of
Newtonian gravity. After a short review of the relevant equations in section 2.3.1, we
describe the problem of gravitational instability in section 2.3.2, which leads to the
Jeans condition. In hydrostatic equilibrium, self-gravitating gas assembles in form of
Bonnor-Ebert spheres, which we discuss in section 2.3.3. Finally, in section 2.3.4 we
describe the typical formation process of a protostar.
2.3.1 Poisson Equation and Source Terms
The relation between the gas density ρ and its gravitational potential φ is given by
the Poisson equation
∆φ = 4πGρ, (2.38)
where G is Newton’s constant. Gradients in the gravitational potential give rise to an
acceleration
g = −∇φ. (2.39)
This acceleration enters the momentum equation (2.2), so that the momentum equa-
tion in the presence of gravitational forces reads
∂t(ρv) +∇ · (ρv ⊗ v) +∇P = ρg. (2.40)
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A corresponding term represents the energy input by the gravitational field, which
modifies the energy equation (2.3) to
∂t(ρetot) +∇ · [(ρetot + P )v] = ρv · g. (2.41)
Thus, the full set of Euler equations with gravity read
∂tρ+∇ · (ρv) = 0, (2.42)
∂t(ρv) +∇ · (ρv ⊗ v) +∇P = ρg, (2.43)
∂t(ρetot) +∇ · [(ρetot + P )v] = ρv · g. (2.44)
2.3.2 Gravitational Instability and Jeans Criterion
The onset of gravitational instability in a homogeneous medium was first investigated
by Jeans (1902). He used a linear perturbation analysis to study the growth of pertur-
bations around a hydrostatic equilibrium solution with constant density and pressure.
This analysis is mathematically dubious because it makes use of the famous “Jeans
swindle” (Binney & Tremaine 2008, Shu 1992, Zahn 1976): It starts from an equilib-
rium state which does not exist. However, the result of Jeans can also be derived in a
more rigorous fashion as a suitable limiting process (Kiessling 2003, Chu 2007), which
may explain why it is in good agreement with physical reality. The result of the linear
stability analysis is that modes with wave vector k obey the dispersion relation
ω2 = c2sk
2 − 4πGρ0, (2.45)
where ρ0 is the background density. This equation shows that modes become unstable
if the wave number k is smaller than the critical Jeans wave number
kJ =
√
4πGρ0
c2s
. (2.46)
This wave number corresponds to a Jeans length of
λJ =
2π
kJ
=
√
πc2s
Gρ0
. (2.47)
Perturbations exceeding this size are gravitationally unstable. This result can also
be interpreted in terms of a critical mass scale. A sphere with a diameter of a Jeans
length has a mass of
MJ =
4π
3
ρ0
(
λJ
2
)3
=
π5/2
6G3/2
c3s
ρ
1/2
0
. (2.48)
If the perturbation is more massive than MJ, it will collapse. For isothermal gas,
equation (2.30) shows that the Jeans mass scales as MJ ∼ ρ−1/20 T 3/2. The larger the
temperature and the smaller the density, the larger the Jeans mass.
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2.3.3 Bonnor-Ebert Spheres
Bonnor-Ebert spheres are isothermal spheres of gas in hydrostatic equilibrium. In
hydrostatic equilibrium, v = 0, the momentum equation (2.40) reduces to
∇P
ρ
= −∇φ. (2.49)
If we take the divergence of this equation, we can insert the Poisson equation (2.38)
to eliminate the gravitational potential φ,
∇ ·
(∇P
ρ
)
= −4πGρ. (2.50)
In spherical symmetry and in an isothermal medium with P = c2sρ, this equation
simplifies to the Lame-Emden equation
1
r2
d
dr
(
r2
ρ
dρ
dr
)
= −4πG
c2s
ρ. (2.51)
It can be made dimensionless with a typical length scale
r0 =
cs√
4πGρ0
(2.52)
and the core density ρ0. By setting
ξ =
r
r0
(2.53)
and
ρ(ξ) = ρ0 exp(−Φ(ξ)), (2.54)
we arrive at the standard dimensionless form
1
ξ2
d
dξ
(
ξ2
dΦ
dξ
)
= exp(−Φ). (2.55)
This is a second order ordinary differential equation, which can be integrated numer-
ically if appropriate initial conditions are specified. The first initial condition
Φ(0) = 0 (2.56)
follows from the definition of the core density, ρ(0) = ρ0. The second condition stems
from the expectation of the hydrostatic core to be flat, or pressure gradients to be
absent, respectively,
dρ
dr
∣∣∣∣
r=0
= 0, (2.57)
which translates into
dΦ
dξ
∣∣∣∣
ξ=0
= 0. (2.58)
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Figure 2.1: Density profile of a Bonnor-Ebert sphere. The critical radius ξc ≈ 6.45 is
marked by the dashed line. The densiy profile drops nearly like ξ−2.
The resulting density profile is plotted in figure 2.1. It declines with radius roughly as
ξ−2.
Although the numerical solution can be extended to an arbitrarily large radius,
Bonnor (1956) and Ebert (1955) have shown by thermodynamic arguments that the
sphere becomes gravitationally unstable if it is too large. The critical radius turns out
to be ξc ≈ 6.45. A comparison of the length scale (2.52) with the Jeans length (2.47)
for a density ρ0 shows that λJ = 2πr0 or λJ ≈ rc. The Bonnor-Ebert mass, which
is the mass contained inside the sphere of critical radius rc, turns out to contain 1.5
Jeans masses (Banerjee et al. 2004).
For the simulations, it is important that the parameters of the Bonnor-Ebert sphere
are chosen such that the sphere is in pressure equilibrium with its environment. For
example, one can choose freely the size of the sphere via the radius ξbnd and the
temperatures inside the sphere and in the environment. The temperatures can be
converted into an external pressure pext and a sound speed inside the sphere cs,sph. For
the sphere to be in pressure equilibrium, the condition
c2s,sphρbnd = pext (2.59)
for the density at the boundary ρbnd must hold. Following equation (2.54), the core
density is then given by the relation
ρ0 = ρbnd exp(Φ(ξbnd)). (2.60)
Now every property of the Bonnor-Ebert sphere is determined.
Bonnor-Ebert spheres have been observed in molecular clouds, the most spectacular
example being the dark cloud Barnard 68 (Alves et al. 2001).
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2.3.4 Gravitational Collapse of Self-Gravitating Gas
We will now quickly review how gravitational collapse proceeds (Tohline 1982, Stahler
& Palla 2004). For the simple case of a sphere with homogeneous density ρ, the
problem of isothermal pressure-free collapse can be analytically solved (Hunter 1962).
It turns out that the whole sphere collapses within a free-fall time
tff =
√
3π
32Gρ
. (2.61)
The free-fall time only depends on the initial density, not on the temperature. Hence,
all points of the sphere have the same density at a given time and arrive at the center
simultaneously. The collapse is called homologous.
If the initial sphere is not homogeneous in density, like the Bonnor-Ebert spheres
described above, then the collapse will be non-homologous. Here, the denser, inner
parts will collapse quicker than the less dense, outer parts because their free-fall time
is shorter. The collapse proceeds inside-out.
The problem of gravitational collapse with pressure gradients taken into account
is much more complicated. Various self-similar solutions to this problem are known
(Larson 1969, Penston 1969, Shu 1977, Hunter 1977). Historically, the Larson-Penston
and Shu solutions attracted the most attention. They differ in the initial conditions
and lead to different profiles for density and velocity as well as different protostellar
accretion rates. They are related to different ideas about the physics involved in
protostellar collapse (Klessen 2003). Here we just remark that numerical simulations
favor the Larson-Penston solution (Foster & Chevalier 1993) and that a collapsing
isothermal sphere will generally approach a density profile ρ ∝ r−2 (Larson 2003). This
is illustrated in figure 2.2, where simulation results of spherically-symmetric isothermal
collapse for two different initial density profiles are shown.
A more realistic assumption than spherical symmetry is that the molecular cloud
core also has some initial rotation. The conservation of angular momentum then leads
to the formation of an accretion disk. As outlined in section 1.1.1, the formation of
stars by accretion from a disk has culminated in the standard picture of star formation
(Shu et al. 1987). A useful quantity for rotating cores is the ratio of rotational to
gravitational energy
β =
Erot
Egrav
(2.62)
with
Erot =
1
2
∫
V
ρv2 dV (2.63)
and
Egrav = −1
2
∫
V
ρφ dV . (2.64)
Here, the core is assumed to be in pure rotational motion, so that the kinetic energy
is equal to the rotational energy. This is applicable if the core is set up in solid-body
rotation, which is often done in simulations.
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Figure 2.2: Spherically-symmetric isothermal collapse. (a) Collapse of a Bonnor-Ebert
sphere with ξ = 10 and a mass of 172M⊙. (b) Collapse of a sphere with
flat inner profile of 0.5 pc radius and a ρ ∝ r−3/2 fall-off with a total mass
of 1000M⊙. The time span between the successive radial profile plots
steadily decreases during the collapse. The straight lines show profiles
with ρ ∝ r−2 fall-off.
2.4 Radiation
In this section, we review the basic notions and concepts of radiative transfer and
radiation hydrodynamics. We begin with the physical description of radiation fields
and consider the propagation of radiation through a medium. We then specialize
to the raytracing approximation used in the simulations. Finally, we consider the
interaction of non-ionizing and ionizing radiation with a fluid and discuss the expansion
of ionization fronts. More information can be found in the literature on radiation
physics (Mihalas & Mihalas 1984, Peraiah 2002, Rybicki & Lightman 1979, Castor
2004, Shu 1991) and the interstellar medium (Osterbrock 1989, Dyson & Williams
1980, Spitzer 1978).
2.4.1 Radiation Fields
We now introduce the basic quantities and relations of radiation transfer. The specific
intensity I(x, t;n, ν) of a radiation field at position x at time t in direction n with
frequency ν is defined such that the amount of radiant energy E in the frequency
interval [ν, ν + dν] transported across an area element dA into a solid angle dΩ
around n in a time interval dt is given by
dE = I(x, t;n, ν) cosα dA dt dΩdν, (2.65)
where α is the angle between the direction n and the normal to the area element dA.
From now on we will abbreviate I(x, t;n, ν) as Iν . The specific flux Fν is the amount
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of energy traversing a unit area within a unit frequency interval per unit time in all
directions, that is
Fν =
∮
Iν cosα dΩ. (2.66)
We also define the total intensity
I =
∞∫
0
Iν dν (2.67)
and the total flux
F =
∞∫
0
Fν dν. (2.68)
Other quantities of interest are the mean specific intensity
Jν =
1
4π
∮
Iν dΩ (2.69)
and the mean total intensity
J =
1
4π
∮
I dΩ. (2.70)
We now consider the energy content of the radiation field. It is related to the photon
number density ψ(x, t;n, ν) of photons in the frequency interval [ν, ν + dν] traveling
into a solid angle dΩ around the direction n. Since photons travel at the speed of
light c, all photons in a volume dAc dt will have left this volume in the time interval
dt. The number of photons that are transported across a surface dA into the solid
angle dΩ is then given by ψ cosα dAc dt dΩdν if the normal to dA is subtending the
direction n at an angle α. The photon energy is hν, where h is Planck’s constant, so
the total energy transported by the photons is
dE = chνψ(x, t;n, ν) cosα dA dt dΩdν. (2.71)
A comparison with the definition of the specific intensity (2.65) yields the relation
Iν = chνψν . (2.72)
The specific energy density uν(x, t; ν) can be written in terms of the specific photon
number density as
uν = hν
∮
ψν dΩ. (2.73)
With the relation (2.72) and the definition of the mean specific intensity (2.69) we
find
uν =
4π
c
Jν . (2.74)
Hence, the total energy density of the radiation field is
u =
4π
c
J . (2.75)
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2.4.2 Radiative Transfer
Since energy is a conserved quantity, any change in the radiation energy along a ray
must be caused by either emission or absorbtion of radiation along this ray. We
consider a ray with length ds and cross sectional area dA. We can relate the change
of radiant energy entering the ray at position x within a solid angle dΩ around the
direction n normal to the surface area dA at time t and leaving the ray at position
x + dx at time t+ dt in the corresponding cone in terms of the intensity (2.65) as
(
I(x + dx, t+ dt;n, ν)− I(x, t;n, ν)) dA dt dΩdν
=
(
j(x, t;n, ν)− α(x, t;n, ν)I(x, t;n, ν)) ds dA dt dΩdν, (2.76)
where jν is the emission coefficient and αν the absorption coefficient. With the relation
ds = c dt we find
I(x + dx, t+ dt;n, ν)− I(x, t;n, ν) =
(
1
c
∂Iν
∂t
+
∂Iν
∂s
)
ds (2.77)
and thus
1
c
∂Iν
∂t
+
∂Iν
∂s
= jν − ανIν . (2.78)
This is the equation of radiative transfer. The derivative with respect to the path
length s depends on the coordinate system. In Cartesian coordinates, we get
∂Iν
∂s
=
∂x
∂s
∂Iν
∂x
+
∂y
∂s
∂Iν
∂y
+
∂z
∂s
∂Iν
∂z
= (n · ∇)Iν . (2.79)
In spherical coordinates, this expression is more complicated, but it simplifies again
under the assumption of spherical symmetry. We model the star emitting the radiation
as a point source and place it in the origin of the coordinate system. Then each ray is a
coordinate line of constant ϑ, ϕ, the path length s is identical to the radial coordinate
r and the ray direction n is identical to the radial direction r/r. For this simple case,
∂Iν
∂s
=
∂Iν
∂r
. (2.80)
Furthermore, we neglect the time derivative and the emissivity jν and assume that
the absorption coefficient αν is isotropic, that is it does not depend on the direction
vector n. Then the radiative transfer equation reads
dIν
dr
= −ανIν . (2.81)
We can also look at this equation from a microscopic viewpoint. The medium
contains absorbers with a number density n and a cross section σν , so that the loss of
energy is given by
dIν dA dΩdt dν = −Iν(nσν dA dr) dΩdt dν (2.82)
28
2.4 Radiation
or
dIν = −nσνIν dr. (2.83)
By comparing equations (2.81) and (2.83), we find for the absorption coefficient
αν = nσν . (2.84)
We can express the absorption coefficient in terms of the mass density ρ as well. Then
we have
αν = ρκν (2.85)
with the opacity coefficient κν .
We can directly integrate equation (2.81) to
Iν(r) = Iν(0) exp

−
r∫
0
αν(r
′) dr′

 . (2.86)
With the optical depth
τν(r) =
r∫
0
αν(r
′) dr′ (2.87)
we can write this as
Iν(r) = Iν(0) exp(−τν(r)). (2.88)
This equation shows that the intensity falls off by a factor of 1/e if the optical depth
reaches the value τν = 1. Material with τν < 1 is called optically thin, material with
τν > 1 is called optically thick. Basically, a photon of frequency ν can travel through
an optically thin medium without being absorbed, whereas it almost cannot pass an
optically thick medium without absorption. If αν is spatially constant, then we simply
have
Iν(r) = Iν(0) exp(−ανr). (2.89)
If the absorption cross section σν is spatially constant, it is helpful to introduce the
column density
N(r) =
r∫
0
n(r′) dr′, (2.90)
We can then rewrite the optical depth τν(r) with help of the relation (2.84) and
equation (2.87) as
τν(r) = σνN(r). (2.91)
The absorption cross section of atomic hydrogen can be taken from Osterbrock
(1989). If νT is the frequency at ionization threshold, corresponding to the ionization
energy of hydrogen, 13.6 eV, it has the form
σν = σT
[
β
(
ν
νT
)−s
+ (1− β)
(
ν
νT
)−s−1]
(2.92)
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for ν > νT, with the parameters β = 1.34, σT = 6.3 · 10−18 cm2 and s = 2.99. Since
it is independent of temperature, we can use equation (2.91) to calculate the optical
depth for a gas containing atomic hydrogen only with
N(r) =
r∫
0
nH I(r
′) dr′, (2.93)
where nH I is the number density of atomic hydrogen. We also define the number
density of ionized hydrogen nH II and the total number density of hydrogen
nH = nH I + nH II. (2.94)
With the ionization fractions
xH I =
nH I
nH
, xHII =
nH II
nH
(2.95)
we can express the column density (2.93) in terms of the total number density nH as
N(r) =
r∫
0
nH(r
′)xH I(r
′) dr′. (2.96)
The opacity coefficient of dust is not independent of temperature. Hence, we cannot
use column densities, but we must use equation (2.87) to compute the optical depth
of a gas-dust mixture,
τν(r) =
r∫
0
ρ(r′)κν(T (r
′)) dr′. (2.97)
Since our radiative transfer is not frequency-dependent, we must use some integrated
mean opacities. According to Mihalas & Mihalas (1984), the Planck mean opacity κP
is the best to use as a heating term in the Euler equation. Let
Bν(T ) =
2h
c2
ν3
exp(hν/kBT )− 1 (2.98)
be the specific intensity of a black body of temperature T , then the Planck mean
opacity is defined by the relation
∞∫
0
κν(T, ρ)Bν(T ) dν = κP(T, ρ)
∞∫
0
Bν(T ) dν, (2.99)
which gives
κP(T, ρ) =
π
σT 4
∞∫
0
κν(T, ρ)Bν(T ) dν. (2.100)
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Here, we have used the Stefan-Boltzmann law
∞∫
0
Bν(T ) dν =
σT 4
π
. (2.101)
with the Stefan-Boltzmann constant σ.
The choice of suitable opacities for non-ionizing radiation is very difficult. First,
the opacities must cover the whole density and temperature regime that occurs in
the simulations. Opacities derived for stellar physics or non-ionized protoplanetary
disks are not sufficient in this respect. Secondly, even the most state-of-the-art data
from Ferguson et al. (2005) and Semenov et al. (2003) do not agree at all in a range
between 103K and 104K, which may have an influence on the non-ionizing heating
feedback. Given the large uncertainties in the present data and their inexpedience for
our problem, we choose to take the simple approach of Krumholz et al. (2007a) and
parametrize the opacities of Pollack et al. (1994) as
κP(T ) =


0.3 + 7.0(T/375) T ≤ 375,
7.3 + 0.7(T − 375)/200 375 < T ≤ 575,
3.0 + 0.1(T − 575)/100 575 < T ≤ 675,
2.8 + 0.3(T − 675)/285 675 < T ≤ 960,
3.1− 3.0(T − 960)/140 960 < T ≤ 1100,
0.1 T > 1100,
(2.102)
where T is given in K and κP in cm2g−1. This at least allows a straigtforward com-
parison of the simulation results.
2.4.3 Point Sources
In the simulations, we neglect any kind of diffuse radiation and consider only the
radiation emitted by the protostar, which we model as a point source5. It can be
shown (Rybicki & Lightman 1979) that the specific flux at a distance r from a star of
radius rstar with a uniform specific intensity at its surface Iν(0) is given by6
Fν(r) = πIν(r)
(rstar
r
)2
. (2.103)
Because of the symmetry of the problem, there is only a flux in radial direction. Since
all radiation is originating from a point source, the integral (2.66) evaluated at any
point other than the source will have contributions only along the line of sight to the
5For the dimensions considered here, which range from the scale of some pc ≈ 3 · 1018 cm to several
AU ≈ 1.5 · 1013 cm, the protostar with a radius of a few solar radii R⊙ = 6.96 · 1010 cm can be
assumed to be pointlike as far as radiative transfer is concerned.
6Here, we neglect the minute difference in the optical depth for rays emanating from different points
of the surface, that is the effect of limb darkening (Peraiah 2002).
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source, for which cosα = 1 holds. Thus, the integrals (2.66) and (2.69) are equal, and
we find
Fν(r) = 4πJν(r). (2.104)
We can use formula (2.88) as a solution of the radiative transfer equation along rays,
Iν(r) = Iν(0) exp(−τν(r)). (2.105)
If we model the specific intensity of the protostar with a black-body spectrum of
temperature Tstar, that is
Iν(0) = Bν(Tstar), (2.106)
we can analytically express the mean specific intensity of the point source as
Jν(r) =
(rstar
r
)2 1
2c2
hν3
exp(hν/kBTstar)− 1 exp(−τν(r)). (2.107)
Using equation (2.74), we also have an analytical form for the specific energy density
of the radiation field,
uν(r) =
(rstar
r
)2 2π
c3
hν3
exp(hν/kBTstar)− 1 exp(−τν(r)). (2.108)
The spectrum of the protostar is totally determined by its luminosity L, that is the
total amount of energy emitted by the star per unit time, and its effective temperature
Tstar. We can find the radius rstar of the star with the Stefan-Boltzmann law
L = 4πσr2starT
4
star. (2.109)
Usually, the luminosity is given in multiples of the solar luminosity, which is L⊙ =
3.862 · 1033 erg s−1. We take the values for the luminosity L and effective tempera-
ture Tstar of the protostar as function of mass from a zero-age main sequence (ZAMS)
for a solar metallicity of Z = 0.02, which was generated from the freely available
stellar evolution code EZ (see Paxton (2004)). Figure 2.3(a) shows the Hertzsprung-
Russell diagram of this main sequence, which was calculated for masses between 0.1
and 100M⊙. The mass dependence of luminosity and temperature is plotted in fig-
ure 2.3(b).
2.4.4 Coupling to Hydrodynamics
In our model, we neglect the effects of radiation pressure. Radiation pressure will
lead to the formation of radiation bubbles as described by Krumholz et al. (2005a).
However, these bubbles show up only when the star has already reached 17M⊙, and
at this point the effect of ionization feedback is dominant. Thus, we only couple the
radiation field to the energy equation in form of ionization heating and dust heating
terms. Krumholz (2006) and Krumholz et al. (2007a) showed that dust heating is
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Figure 2.3: Zero-age main sequence of the protostellar model. (a) Hertzsprung-Russell
diagram. The dots indicate stellar masses for selected data points between
0.1 and 100M⊙. (b) Luminosity (solid) and temperature (dotted) as func-
tion of stellar mass.
important to suppress fragmentation of massive cores and accretion disks in massive
star formation.
According to Osterbrock (1989), the photoionization heating rate is given by
Γph = nH I
∞∫
νT
4πJν
hν
σνh(ν − νT) dν, (2.110)
where σν is taken from equation (2.92). This equation can easily be interpreted physi-
cally. By definition, the term 4πJν represents the energy transported by the radiation
field per unit area per unit time and per unit frequency interval, so that this term
divided by hν is the corresponding number of photons. This photon number times
the cross section σν is the number of ionizations per hydrogen atom per second per
frequency interval, and the term h(ν − νT) represents the excess energy of the pho-
ton, which is assumed be fully converted into kinetic energy of the photoelectron and
thus constitutes a heat source for the gas. Hence, the integral represents the energy
input by ionization per hydrogen atom per second, and Γph is the total energy input
per second per unit volume. With the specific mean intensity (2.107), this expression
becomes
Γph(r) = nH I
(rstar
r
)2 2πh
c2
∞∫
νT
σνν
2(ν − νT) exp(−τν(r))
exp(hν/kBTstar)− 1 dν (2.111)
for the ray under consideration. Here, the optical depth τν(r) is determined by equa-
tion (2.91).
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Following Krumholz et al. (2007b), the dust heating term can be written to lowest
order in v/c as
Γd = κPρcu, (2.112)
which can be calculated even simpler since the dust opacities (2.102) are gray. More
specifically, we consider the stellar heating rate Γst, which is caused by the luminosity
of the protostar itself. The total energy density follows from equations (2.108) as
u(r) =
(rstar
r
)2 π
c
exp(−τ(r))
∞∫
0
2hν3/c2
exp(hν/kBTstar)− 1 dν. (2.113)
Because the integrand is the intensity of a black body, the Stefan-Boltzmann law (2.101)
leads to
u(r) =
(rstar
r
)2 σ
c
exp(−τ(r))T 4star. (2.114)
So the stellar heating term at position r on the ray is given by
Γst(r) = σ
(rstar
r
)2
κP(T (r))ρ(r) exp(−τ(r))T 4star. (2.115)
We also include a simple model of accretion heating (Frank et al. 1992). We use the
formula
Lacc = G
MM˙
racc
(2.116)
to determine the accretion luminosity Lacc from the mass of the protostar M and the
accretion rate M˙ . The idea behind this model is that the potential energy of the gas
which is released during accretion is fully converted into radiation at the accretion
radius racc. To define the accretion radius, we use the prestellar evolution model
of Hosokawa & Omukai (2009). We interpolate their data to find racc as a function
of M and M˙ . It turns out that the accretion radius can vary from a few solar radii
to more than 100R⊙, depending on the accretion rate and the protostellar mass. We
assume that this radiation has the form of a black-body spectrum, so that we can
determine the corresponding temperature Tacc from the Stefan-Boltzmann law. This
simply adds another heating term of the form (2.115) to the energy equation,
Γacc(r) = σ
(racc
r
)2
κP(T (r))ρ(r) exp(−τ(r))T 4acc. (2.117)
2.4.5 Ionization
The time evolution of the ionization fractions (2.95) is governed by a rate equation.
This equation accounts for neutral hydrogen atoms which become ionized and ionized
hydrogen atoms which catch an electron and recombine to form a neutral hydrogen
atom. The rate equation reads
dxH II
dt
= xH I (Ap + Ac)− xHII neαR. (2.118)
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We assume that there is always a small fraction of free electrons from carbon atoms
in the interstellar medium, which are easily singly ionized by the interstellar UV field.
Thus, we set
ne = nH II + nC (2.119)
with nC = 7.1 · 10−7nH.
The first contribution to the ionization rate is the photoionization rate (Osterbrock
1989)
Ap =
∞∫
νT
4πJν
hν
σν dν. (2.120)
In the previous section, we have identified the integrand as the number of ionizations
per hydrogen atom per second per frequency interval, so that the integral over all
frequencies yields the desired rate. With the specific mean intensity (2.107), the
photoionization rate becomes
Ap(r) =
(rstar
r
)2 2π
c2
∞∫
ν0
σνν
2 exp(−τν(r))
exp(hν/kBTstar)− 1 dν. (2.121)
The second contribution is the collisional ionization rate (Cox & Tucker 1969)
Ac = AHIne
√
T exp(−IHI/kBT ) (2.122)
with AH I = 5.84 · 10−11 cm3K−1/2 s−1 and the hydrogen ionization energy IHI =
13.6 eV.
When an electron and a proton recombine, the hydrogen atom can be in any pos-
sible bound state. As the electron cascades down to the ground state, photons will
be emitted. When the electron was not directly captured in the ground state, these
photons will not be energetic enough to ionize further hydrogen atoms, so that they
can escape from the H ii region unhindered. Otherwise, the secondary photons will
contribute to the ionization rate. The on-the-spot approximation (Osterbrock 1989)
effectively accounts for these secondary ionizing photons by assuming that they are
absorbed close to their source. Recombinations to the ground state are not considered
since they lead to ionization close-by. The recombination coefficient which incorpo-
rates only recombinations to excited states is commonly called “Case B”. Using this
approximation, the radiative recombination rate is given by (Rijkhorst et al. 2006)
αR = αR(10
4K)
(
T
104K
)−0.7
(2.123)
with αR(104K) = 2.59 · 10−13 cm3 s−1.
Since the ionization changes the number of free particles of the gas, we need to
modify the equation of state. The total number density is now n = nH + ne, so that
the equation of state (2.11) takes the form
P =
(nH + ne)kBT
µ
. (2.124)
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Note the appearance of the mean molecular weight µ in the denominator. This is
because the quantity n in equation (2.11) is the number density of free particles. In
the case of molecular clouds, this is roughly the number of H2 molecules. Hence, the
number density of hydrogen atoms nH overcounts the number density of free particles
nH2 by a factor of µ ≈ 2, that is
nH = µnH2 . (2.125)
Thus, we have to introduce the factor µ if we want to write equation (2.11) in terms of
nH. However, equation (2.124) holds strictly only in the non-ionized regions. We model
the effects of ionization on thermodynamics by keeping µ constant and introducing
the additional number density ne. In the extreme of full ionization, we have ne ≈ nH,
and the number density which contributes to equation (2.11) is underestimated by
a factor of 2. A more consistent way would be a true multi-fluid treatment with a
chemical network and variable µ, but this is beyond the scope of the present work.
Our method assures that the thermodynamics of neutral and partially ionized gas is
connected smoothly.
Using nH II ≈ ne and relation (2.125), we can write equation (2.124) in the form
P = nH2(1 + xHII)kBT (2.126)
or, with equation (2.12) and n = nH2 , as
P =
ρRT
µ
(1 + xH II). (2.127)
This is the modified form of equation (2.14). By the same token, the factor (1+ xHII)
is introduced in the caloric equation of state, so that cV and cP now satisfy
cP − cV = R
µ
(1 + xH II) (2.128)
and thus
cV =
R
(γ − 1)µ(1 + xH II). (2.129)
Hence, the factors (1 + xH II) in equation (2.127) and in
e =
R
(γ − 1)µ(1 + xH II)T (2.130)
cancel, and the relation
P = (γ − 1)ρe (2.131)
still holds. If we combine this result with equation (2.127), we find
T =
(γ − 1)µ
R
e
1 + xH II
, (2.132)
which is the modified form of equation (2.26). This completes the set of thermody-
namic relations for the ionized gas.
36
2.4 Radiation
We now argue that we can treat the radiative transfer for the ionizing and non-
ionizing radiation separately. Ionizing radiation will heat the gas only as long as
the medium is optically thin. This is because the exponential factor in the ionization
heating rate (2.111) and the photoionization rate (2.121) becomes very small otherwise.
As long as this is not the case, the gas is being ionized very effectively to an ionization
fraction of xHII ≈ 1. But equation (2.96) shows that this means τ ≈ 0 in the ionized
material, whereas τ grows very rapidly if xH II ≈ 0. Indeed, it turns out that there is
a rather sharp transition between the ionized material for which τ < 1 and the non-
ionized gas with τ > 1. This will be demonstrated in section 4.1. We conclude that
the ionizing radiation by far dominates the gas heating in the ionized region, whereas
it is totally negligible in the non-ionized domain.
2.4.6 Expansion of H ii Regions and Ionization Fronts
When a massive star forms, the surrounding neutral gas from which it formed gets
increasingly ionized. The expansion of this H ii region into the ambient ISM can
be roughly divided into two stages. Initially, the photon flux is so high that the
ionization front propagates highly supersonically into the neutral gas. The gas heats
up to 104K, but since the expansion timescale is much smaller than the dynamical
timescale, movement of the gas can be neglected in this phase. Ionization fronts in
this stage are called R-type.
The radius RS at which this expansion stops can be estimated by equating the
number N of emitted ionizing photons per second with the number of recombinations
per second in the H ii region,
N =
4
3
πR3SαRnH IIne. (2.133)
Solving for RS, we get
RS =
(
3N
4παRnH IIne
)1/3
. (2.134)
This radius is called the Strömgren radius (Strömgren 1939). This estimate of course
assumes that the density inside the H ii region is constant and does not change with
time, which is both wrong. Nethertheless, it gives a useful length scale.
After the Strömgren radius is reached, all ionizing photons are depleted, but the
ionized gas has a two orders of magnitude higher pressure than the neutral gas. The
ionization front now enters the pressure-driven second stage of its expansion and be-
comes a D-type front. The gas dynamics cannot be neglected anymore. In fact, a shock
front between the hot, ionized and the cold, neutral gas develops. Spitzer (1978) found
that this ionization shock expands into a homogeneous medium approximately as
R(t) = RS
(
1 +
7
4
cst
RS
)4/7
, (2.135)
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where cs is the sound speed in the ionized gas. This analytical result is important
because it is one of the few dynamical predictions numerical treatments of ionization
can be tested against (see section 4.1).
The transition between the ionized and the neutral gas is very sharp, but it is not
smooth. Initial perturbations in the shock surface will grow due to an imbalance of the
ram pressure in the ionized gas and the thermal pressure in the neutral gas (Giuliani
1979, Vishniac 1983). This thin-shell instability leads to the growth of finger-like
structures in the shock front.
Another instability is the shadowing instability (Williams 1999). Here, dense clumps
shield ionizing radiation in R-type ionization fronts, so that the front corrugates and
the parts of the front where the radiation was not shielded make the transition to
D-type earlier. This can again trigger the formation of fingers. A stellar wind can
have a similar effect (Freyer et al. 2003, 2006).
Ionization fronts become even more unstable when they expand into a medium with
a density gradient (Tenorio-Tagle 1979, Franco et al. 1990, García-Segura & Franco
1996, García-Segura et al. 2006, Arthur & Hoare 2006, Whalen & Norman 2008a,b).
To summarize, the Spitzer solution (2.135) gives a crude idea of how ionization fronts
expand, but the detailed dynamics at the ionization front can be much more compli-
cated.
2.5 Synthetic Observations
To compare our simulation results with observations of massive star forming regions,
we wish to generate synthetic observations of our data. H ii regions around mas-
sive stars can easily be observed with radio telescopes. The source of emission at cm
wavelengths is mainly free-free radiation, while sub-mm wavelenghts are dominated by
dust emission (Gordon & Sorochenko 2002). Since free-free radiation is more straight-
forward to model than dust emission, we focus on observations at cm wavelengths.
We discuss the generation of synthetic radio continuum maps in section 2.5.1. The
velocity structure of the accretion flow can be traced by line emission, both from radio
recombination lines and from molecular lines. This is described in section 2.5.2.
2.5.1 Free-free Radiation
Accelerated electric charges emit electromagnetic radiation. In particular, free elec-
trons in the plasma of an H ii region are scattered by hydrogen ions and emit thermal
bremsstrahlung (Padmanabhan 2000). Since the electron is free before and after the
emission of the photon, bremsstrahlung is a free-free emission process. The inverse
process of free-free emission is free-free absorption. We call the emission and absorp-
tion coefficient for free-free radiation jffν and α
ff
ν , respectively. Since both emission and
absorption now appear on an extended region, we have to slightly modify the radiative
transfer analysis from the previous section, which assumed that emission only results
from a point source.
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The time-independent version of the radiative transfer equation (2.78) for the case
of free-free radiation reads
dIν
dr
= jffν − αffν Iν . (2.136)
Here we have used the fact that scattering of radiation can generally be neglected
(Kraus 1966, Gordon & Sorochenko 2002). To solve this differential equation, we
again introduce the optical depth
τffν (r) =
r∫
0
αffν (r
′) dr′. (2.137)
After dividing by αffν , equation (2.136) can be written in terms of τ
ff
ν as
dIν
dτffν
= Sν − Iν . (2.138)
The expression
Sν =
jffν
αffν
(2.139)
is called the source function. For notational simplicity, we will suppress the superscript
ff from now on. With the integrating factor eτν , we find
d
dτν
(
eτνIν
)
= eτνIν + e
τν
dIν
dτν
= eτνSν (2.140)
and thus
Iν(τν) = Iν(0)e
−τν + e−τν
τν∫
0
eτ
′
νSν(τ
′
ν) dτ
′
ν . (2.141)
When the region is not illuminated from behind, we have Iν(0) = 0. Furthermore,
by Kirchhoff’s law, we have
Sν = Bν(T ) (2.142)
with the specific intensity of a black body Bν of temperature T . The wavelengths
under consideration are well within the Rayleigh-Jeans limit hν ≪ kBT , so that
Bν(T ) =
2ν2
c2
kBT . (2.143)
This leads to the integral for the brightness temperature
T (τν) = e
−τν
τν∫
0
eτ
′
νT (τ ′ν) dτ
′
ν . (2.144)
This integral can be readily computed for a given domain once the optical depth
(2.137) is known. To this end, we need to calculate the absorption coefficient for free-
free radiation. This computation turns out to be a complicated matter, and various
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VLA band wavelength (cm) beam width (arcsec) sensitivity (mJy)
4 400 24 160
P 90 6.0 4.0
L 20 1.4 0.061
C 6.0 0.4 0.058
X 3.6 0.24 0.049
U 2.0 0.14 1.0
K 1.3 0.08 0.11
Q 0.7 0.05 0.27
Table 2.1: VLA telescope parameters. The VLA can observe at eight bands with
wavelengths from 400 cm to 0.7 cm. The beam width is given in terms of
the full width at half maximum (FWHM) in arcsec, the sensitivity in mJy.
approximations exist for different regimes. Gordon & Sorochenko (2002) give the
formula
αν = 0.212
( ne
cm−3
)( ni
cm−3
)(Te
K
)−1.35 ( ν
Hz
)−2.1
cm−1 (2.145)
for thermal bremsstrahlung from H ii regions, with the number density of free electrons
ne and hydrogen ions ni as well as the electron temperature Te. We set ni = ne and
assume that Te is equal to the gas temperature T in thermal equilibrium.
To generate synthetic free-free emission images from the simulation data, we cal-
culate the integral (2.144) across H ii regions. This is easy to do if the direction of
integration is parallel to the coordinate axes of the grid. For an arbitrary direction, a
full raytracing procedure is necessary. To generate images from arbitrary angles, we
have implemented free-free emission into the radiative transfer code RADMC-3D and
checked the two codes against each other.
To simulate an observation, we must convert the brightness temperature to a flux
density7 via
Fλ =
2kB T
λ2
ΩS. (2.146)
Here, ΩS is the solid angle of the telescope beam. Afterwards, the resulting image is
convolved with the beam width, and appropriate noise is added to the image following
the algorithm described in Mac Low et al. (1991). The telescope parameters used for
the synthetic observations of the Very Large Array (VLA) are listed in table 2.1.
When images of the same region are calculated for different wavelengths, the spectral
energy distribution (SED) can be obtained. To get some intuition for how the SED
should look like, we assume a homogeneous density and temperature distribution inside
the H ii region. Then the integral (2.144) is simply
T (τν) = T (1− e−τν ). (2.147)
7Radio astronomers measure the flux density in Jy (Jansky). The conversion from cgs units to Jy
is 1 Jy = 10−23 erg s−1 cm−2 Hz−1.
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Figure 2.4: SED of a homogeneous cylinder. The cylinder is oriented parallel to the
direction of integration, so that all rays across the cylinder have the same
optical depth. The dashed line has a slope Fν ∝ ν2, the dotted line Fν ∝
ν−0.1. The SED shows that the cylinder is optically thick below 10GHz
and optically thin above 100GHz.
For an optically thin medium (τν ≪ 1), we have
T (τν) = Tτν ∝ ν−2.1, (2.148)
and with equation (2.146) we find the scaling for the flux density
Fν ∝ ν−0.1. (2.149)
If the medium is optically thick (τν ≫ 1), we get
T (τν) = T ∝ ν0, (2.150)
and thus
Fν ∝ ν2. (2.151)
The optical depth decreases with ν−2.1, so that for low frequencies, when the medium
is optically thick, the SED should grow with ν2, and for higher frequencies, when
the medium becomes optically thin, the SED will decline as ν−0.1. This behavior is
illustrated in figure 2.4.
2.5.2 Line Emission
When a free electron in the plasma is caught by a proton, a photon is emitted. Usually,
the electron does not reside in the ground state immediately, but cascades downwards,
successively emitting further photons. A bit confusingly, these bound-bound transi-
tions are called recombination lines, and many of these lines fall into the radio regime
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(Rybicki & Lightman 1979, Gordon & Sorochenko 2002). The hydrogen recombina-
tion lines are denoted as Hnα, Hnβ, . . . for the transitions n+ 1→ n, n+ 2→ n, . . .
Since the lines are Doppler-shifted in moving gas, the analysis of radio recombination
lines can be used to infer kinematic information about the ionized gas.
A good tracer for the molecular gas is ammonia, NH3. We use a constant NH3
abundance along with H2, but since we do not have molecular hydrogen as a species
in the simulation data, we have to get the H2 number density by postprocessing.
To this end, we assume that an equilibrium state exists between H2 formation on
dust grains and the two collisional dissociation processes H2 + H → H + H + H and
H2+H2 → H2+H+H. The dust formation rate χform is taken from Hollenbach &McKee
(1979), for the two destruction processes χdest,1 and χdest,2 we use the interpolation
formula from Glover & Mac Low (2007). It interpolates between the low-density (Lepp
& Shull 1987, Shapiro & Kang 1987) and high-density (Mac Low & Shull 1986, Martin
et al. 1998) limits of these rates. In equilibrium, the respective number densities satisfy
the equation
χform(nH + 2nH2)nH = χdest,1 nH2nH + χdest,2 nH2nH2 . (2.152)
This equation is quadratic in y = nH2/nH and solved by the expression
y = −1
2
χdest,1 − 2χform
χdest,2
+
√
1
4
(χdest,1 − 2χform)2
χ2dest,2
+
χform
χdest,2
. (2.153)
Since
nH + 2nH2 = np, (2.154)
we have
nH2 =
ynp
2y + 1
(2.155)
with the proton number density np.
The ammonia molecule NH3 exhibits a large number of transitions that can be used
to study interstellar gas (Ho & Townes 1983, Stahler & Palla 2004). The molecule
has a pyramidal form. The rotational energy of the molecule can be described by two
quantum numbers (J,K). In addition, the molecule can undergo inversion transitions
where the N atom tunnels trough the barrier of the three H atoms. These transitions
are split into several hyperfine structure states. The main hyperfine line of the (3, 3)
transition is most useful to study the dynamics of accretion flows because it is not
blended with the satellite hyperfine lines (Keto et al. 1987).
We use the radiative transfer code MOLLIE (Keto 1990) to generate the synthetic
maps of radio recombination and ammonia lines.
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Though this be madness, yet there is method in’t.
(Sir William Shakespeare, Hamlet)
The physics of star formation is too involved to solve the underlying equations
analytically. The investigation of three-dimensional problems under realistic condi-
tions demands highly sophisticated numerical simulations (Larson 2007, Klessen et al.
2009). We use the FLASH code, developed by Fryxell et al. (2000) for the simulation
of supernova explosions. Since its publication, it has been applied to all kinds of hy-
drodynamical problems, and it has undergone an ample testing and validation phase
(Calder et al. 2002). It was first used for simulations of star formation by Banerjee
et al. (2004).
In this chapter, we present the basic methodology of simulations with FLASH. We
begin with a general overview on simulation techniques (section 3.1) and the principles
of block-structured adaptive mesh refinement (AMR) (section 3.2). We then describe
the operator splitting (section 3.3), the hydrodynamics solver (section 3.4), the heating
and cooling routines (section 3.5), the gravity solver (section 3.6), the radiation module
(section 3.7) and the sink particles (section 3.8). Additional information on can be
found in the FLASH manual.
3.1 Overview
The methods of numerical astrophysical hydrodynamics can be crudely divided into
three groups: Grid methods (like finite difference, finite volume or spectral meth-
ods) take an Eulerian point of view. Space is discretized, and the Euler equations
are evaluated on a set of specified points (Laney 1998, LeVeque et al. 1998, Toro
1997, LeVeque 1994). This mesh may be fixed or varying in time, allowing for an
adaption to the present situation. Adaptive mesh refinement is particularly beneficial
for simulations of star formation because it allows to adequately resolve shocks and
collapsing regions while dynamically uninteresting regions do not consume too much
computational power.
On the other hand, there are particle methods (most prominently Smoothed Particle
Hydrodynamics (SPH), introduced by Lucy (1977) and Gingold & Monaghan (1977)),
which are inherently of Lagrangian nature. Here, the fluid is represented by a set of
particles, which can be thought of as fluid elements. The Euler equations transform
into a set of ordinary differential equations, which can be readily integrated (Monaghan
1992, 2005). SPH automatically has a higher resolution in denser regions because
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there are more particles, but this also means that underdense regions are not very well
resolved.
Thirdly, there are hybrid methods, which try to combine the best of both approaches
and overcome their drawbacks. For example, Springel (2009) used an adaptive La-
grangian Voronoi tesselation and solved the equations of hydrodynamics with a Rie-
mann solver. How successful such hybrid methods will be in practice remains to be
seen.
The coice of the appropriate method depends on the specific applications under con-
sideration. An advantage of grid methods is that the convergence of numerical schemes
is mathematically understood (Laney 1998, LeVeque et al. 1998, Toro 1997, LeVeque
1994), which is not true for SPH. Numerical methods for shocks and magnetohydro-
dynamics are available for grid codes and well tested. But the artificial introduction of
a grid leads to spurious effects like the non-conservation of angular momentum, which
makes it less favorable for studies of accretion disks or similar rotating structures.
SPH has generally problems with shocks, hydrodynamic instabilities and magnetic
fields, although there is some progress (Agertz et al. 2007, Price 2008, Rosswog &
Price 2008). Commerçon et al. (2008) presented a detailed comparison of collapse
simulations with SPH and AMR. They found that both methods yield the same results
provided that the Jeans mass is sufficiently well resolved.
Present-day simulations of star formation also begin to include radiation feedback.
Because the full solution of the radiative transfer problem is so complicated, in practice
two major approximations are used: the diffusion approximation and the raytracing
approximation. The diffusion approximation is valid if the medium is optically thick,
so that the mean free path of the photons is short. The resulting random walk can
be considered as a diffusion problem. However, the diffusion approximation becomes
bad if the medium is optically thin. A flux limiter must be introduced in order to
prevent radiation from propagating faster than the speed of light. This leads to the
name flux-limited diffusion for this method (Mihalas & Mihalas 1984, LeVeque et al.
1998). It has been implemented both in grid codes (Turner & Stone 2001, Krumholz
et al. 2007b) and in SPH (Whitehouse & Bate 2004, Whitehouse et al. 2005).
The other extreme is the raytracing approximation, which we use. Here, scattering
is totally neglected, and radiation only propagates radially from point sources. The
neglection of scattering is well justified for the ionizing radiation, whereas for the non-
ionizing radiation in the dense accretion disk it certainly introduces some error. In
particular, the accretion luminosity physically is a result of the gas dynamics at the
accretion shock and hence is intrinsically diffuse.
The raytracing technique is frequently used in radiation hydrodynamics for mod-
eling ionizing radiation. An overview of some existing implementations in both grid
and SPH codes and their performance in a cosmological setting is given in Iliev et al.
(2006, 2009). Other implementations that have recently been used to study ionization
feedback in star formation are Bisbas et al. (2009), Raga et al. (2009), Gritschneder
et al. (2009a,b), Dale et al. (2005, 2007a,b), Krumholz et al. (2007c), Mac Low et al.
(2007), Mellema et al. (2006), Miao et al. (2006), Arthur & Hoare (2006) and Ri-
jkhorst et al. (2006). None of the mentioned methods is perfect. Many lack numerical
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resolution, an appropriate treatment of the ionization physics or both.
Rijkhorst et al. (2006) have implemented a raytracing technique for FLASH which is
very well parallelized and includes a detailed treatment of ionization. We have adapted
and extended their code for our purposes and coupled it to sink particles as models
of protostars. This allows us to make simulations of star formation with ionization
feedback that were not possible so far.
3.2 Adaptive Mesh Technique
Adaptive meshes can be built of structured and unstructured grids. Unstructured grids
are usually created by triangulating the computational domain and are heavily used
in finite element calculations with irregular boundary geometries. Structured grids
consist of a hierarchy of rectangular subgrids, which can be represented by a tree.
Since boundaries are unimportant for most astrophysical problems, the restriction to
rectangular grids is not a problem, and also curvilinear orthogonal coordinates (like
spherical or cylindrical coordinates) can be used in FLASH.
Block-structured adaptive mesh techniques use rectangluar arrays of cells, called
blocks, to organize the hierarchy of subgrids. Berger & Oliger (1984) developed this
method and Berger & Colella (1989) applied it to gasdynamical problems. Their
method is highly flexible and accordingly complicated. De Zeeuw & Powell (1993) pre-
sented a simplified algorithm that generates subgrids only by bisection. The FLASH
code employs the PARAMESH block-structured AMR library by MacNeice et al.
(2000), which incorporates these approaches. It is optimized for simplicity to make
the development and maintenance of the parallel code easier.
3.2.1 Data Structure
The structure of a single block is shown in figure 3.1. It consists of Nx,b cells in x-
direction, Ny,b cells in y-direction and Nz,b cells in z-direction. The default value is
Nx,b = Ny,b = Nz,b = 8. In addition to these interior cells of a block, the block contains
Nguard guardcells at each block boundary. These are used as boundary conditions for
the Riemann solver and can be taken either from a neighboring block or from the
boundary conditions of the domain. Typically, Nguard = 4, because the piecewise-
parabolic method needs 4 boundary values.
The blocks are refined by bisecting the block along each direction, thereby creating
eight (for three dimensions) new child blocks with twice the resolution of the parent
block. This is done in such a way that neigboring blocks differ by at most one level of
refinement. After the block is refined, only the child blocks carry the updated data,
and the data of the parent block becomes obsolete. This means that at each point of
the domain, only the blocks at the highest level of refinement are up-to-date. These
blocks are called leaf blocks, because they are the leaves of the hierarchy tree. An
example domain with its corresponding hierarchy tree is depicted in figure 3.2.
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Figure 3.1: A single block with guardcells in two dimensions. By default, each block
has Nx,b = Ny,b = 8 cells in each direction and Nguard = 4 guardcells that
are required by the piecewise-parabolic method as boundary values.
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PARAMESH uses a Morton space-filling curve to number the blocks in the domain.
The numbers associated with the blocks in figure 3.2 are these Morton numbers. They
are chosen as to balance the workload among the different processors and to account
for the location of the blocks with respect to each other. For more details on these
software engineering aspects of PARAMESH see Calder et al. (2000).
3.2.2 Refinement Criteria
In simulations of star formation, adaptivity is used for two main reaons: For a proper
treatment of shocks and to follow the process of gravitational collapse. The shock
refinement criterion implemented in FLASH goes back to Löhner (1987). It uses the
magnitude of the second derivative relative to the gradient in that cell as an error
estimation. For a one-dimensional uniform mesh, it amounts to
Ei =
|ui+2 − 2ui + ui−2|
|ui+2 − ui|+ |ui − ui−2|+ ε (|ui+2|+ 2 |ui|+ |ui−2|) . (3.1)
The variable u is the refinement test variable, typically density or pressure to detect
shocks, but also ionization fraction to trace ionization fronts. The term in brackets in
the denominator filters out small variations in u, with ε = 0.01 by default. In three
dimensions, the corresponding expression is
Ei1,i2,i3 =


3∑
p,q=1
(
∂2u
∂xp∂xq
)2
3∑
p,q=1
[
1
2∆xq
(∣∣∣∣ ∂u∂xp
∣∣∣∣
iq+1
+
∣∣∣∣ ∂u∂xp
∣∣∣∣
iq−1
)
+ ε
|up,q|
∆xp∆xq
]2


1/2
, (3.2)
where the partial derivatives represent the according finite difference expressions at
the cell with index (i1, i2, i3), and |up,q| denotes the average of |u| over neigboring cells
in p- and q-direction. A block is refined if for one of its cells Ei1,i2,i3 is larger than the
refinement threshold. It is derefined if Ei1,i2,i3 is below the derefinement threshold for
all its cells.
To trace the collapse of self-gravitating gas, sufficient spatial resolution is crucial
to capture the dynamical processes correctly. Truelove et al. (1997) showed that the
Jeans length has to be resolved with at least 4 grid cells in order to avoid artificial
fragmentation. Banerjee et al. (2004) implemented this criterion in FLASH and pur-
sued the collapse of rotating Bonnor-Ebert spheres through 10 orders of magnitude in
density. By allowing less levels of refinement for shocks than for the Jeans condition,
this criterion can also be used to detect potentially gravitationally unstable regions
in a turbulent medium, because they are then refined more than their environment
(Peters et al. 2008).
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Figure 3.2: A two-dimensional block-structured adaptive mesh with its corresponding
hierarchy tree. Each block (black) consists of Nx,b ·Ny,b = 82 cells (gray).
Neighboring blocks differ by at most one level of refinement. The leaf
blocks, which carry the updated data, are depicted as circles in the tree
diagram (example taken from Fryxell et al. (2000)).
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3.2.3 Prolongation and Restriction
When a block is refined, the additional cells have to be filled with data. This process
is called prolongation, because the hierarchy tree gets longer. Typically, linear or
quadratic interpolation is used for that purpose. However, there may be cases where
this leads to unphysical overshoots in the data. To prevent this, it is also possible to
just copy the data from a neighboring cell, although this of course reduces the order
of accuracy. Interpolation is also used to fill the guard cells if the neighboring block
is at a coarser level of refinement.
Derefinement leads to a so-called restriction of the data. The data on the coarser
level is obtained by averaging the data on the finer level. Again, this is also done for
the guard cells if the neighbor block is on a finer level of refinement.
3.3 Operator Splitting
We cannot solve the full set of Euler equations
∂tρ+∇ · (ρv) = 0, (3.3)
∂t(ρv) +∇ · (ρv ⊗ v) +∇P = ρg, (3.4)
∂t(ρetot) +∇ · [(ρetot + P )v] = ρv · g + Γ− Λ, (3.5)
the Poisson equation (2.38), the radiative transfer equation, the ionization rate equa-
tion (2.118) and the equation of motion for the sink particles simultaneously. The
division of this set of equations into solvable subsets of equations is called operator
splitting. The flow chart of the FLASH main cycle is illustrated in figure 3.3.
In the first step, the set of Euler equations (2.42)–(2.44) including gravitational
source terms only are solved. Here, dimensional splitting is applied (LeVeque et al.
1998). This means that we treat the problem as one-dimensional, and apply the
solution algorithm (usually a Riemann solver, see section 3.4) in only one direction.
Then, we solve the one-dimensional problem in another direction, and we do this for all
three directions. In this way we solve the three-dimensional problem by solving three
one-dimensional problems. Generally, this Godunov splitting is only of first order in
time because of the splitting error. This would render it useless to use higher order
methods to solve the one-dimensional problems. Strang (1968) found that the order
of the method can be increased to second order if the problem is first solved for a
half time step for all directions in a given order and then solved in reverse order of
directions for another half-step. This method is known as Strang splitting and used
in some variant by the FLASH code.
Next, the source terms of the energy equation (2.35) and (2.36) are accounted for.
This includes cooling by molecular lines Λmol and dust Λgd as well as the non-ionizing
radiation heating terms Γst and Γacc. We discuss this step in section 3.5. The heating
due to the ionizing radiation Γph and the metal line cooling Λml is done in the following
step to self-consistently calculate the ionization fraction.
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When the source terms have been treated, the problems related to radiation are
considered. This includes the calculation of column densities for each sink particle
and adding up the corresponding heating rates Γph, Γst and Γacc. When the total pho-
toionization and photoionization heating rates are known, the new ionization fractions
and temperatures are calculated. The radiation module is described in section 3.7.
In the next step, the equation of motion of the sink particles is solved, and gas is
accreted onto the sink particle. The sink particles move due to gravitational interaction
with each other and the gas as well as due to gain of linear momentum by accretion.
The mass of the sink particle sets the strength of the stellar heating terms Γph and Γst.
The accreted mass per time step yields the accretion rate, which is used to calculate the
accretion luminosity and the respective heating term Γacc. Sink particles are discussed
in section 3.8.
In the last step of one half-cycle, the Poisson equation (2.38) is solved by a multi-grid
method. This yields the gravitational potential and acceleration, which are needed as
an input for the hydrodynamics solver and the sink particles. Some details of the
algorithm can be found in section 3.6.
At the end of one full cycle, the mesh is tested for refinement and derefinement. In
order to minimize interpolation errors, it is useful to prevent refinement in successive
time steps. Since the gravitational potential is a derived quantity, it is calculated after
the refinement at the second half-cycle so that numerical errors are minimized.
3.4 Hydrodynamics
The Euler equations (2.42)–(2.44) belong to the larger class of locally hyperbolic partial
differential equations or nonlinear conservation laws (Laney 1998, LeVeque et al. 1998,
Toro 1997, LeVeque 1994). There exists a large set of different algorithms to solve
these equations, and each has its advantages and disadvantages. We will only give the
general idea and then describe the method which we use for our simulations.
As already remarked in section 2.1.1, the Euler equations are balance equations
for mass, momentum and energy. Finite volume methods use this fact to solve the
integral form of the Euler equations on a grid: The rate of change of mass, momentum
or energy in a given cell is equal to the correspondig flux through the cell faces. In
a dimensionally split scheme, the equations for mass, one velocity component and
energy must be solved simultaneously. Such a multi-dimensional hyperbolic equation
can be solved by diagonalizing the Jacobian of the flux function. The eigenvalues then
correspond to typical signal velocities in the system, and the total solution can be
reconstructed from the solutions for the respective eigenvectors.
The Euler equations for piecewise constant initial data with a single discontinuity
can be solved analytically. The solution to this Riemann problem can be applied to
two adjacent cells of the grid. Methods that employ this idea are called Riemann
solvers. A popular Riemann solver which has proven to be very good in resolving
shocks and contact discontinuities is the piecewise parabolic method (PPM) (Colella
& Woodward 1984, Woodward & Colella 1984, Colella & Glaz 1985). It is second order
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hydrodynamics (sweep x→ y → z)
source terms (heating and cooling)
radiation (column densities and ionization)
particles (accretion onto sinks)
gravity (calculate potential)
hydrodynamics (sweep z → y → x)
source terms (heating and cooling)
radiation (column densities and ionization)
particles (accretion onto sinks)
test for refinement
gravity (calculate potential)
Figure 3.3: Flow chart of the evolution procedure. The coupled set of equations is cut
into several pieces, which are handled separately. The operator splitting
scheme requires each term to be evaluated twice per time step. After each
time step, a check of the refinement criteria can be performed.
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accurate in time and space. Details on the implementation of the piecewise parabolic
method in FLASH can be found in Fryxell et al. (2000).
Since PPM is explicit in time, it can become unstable if the time step is too large.
The time step should never be larger than allowed by the Courant-Friedrichs-Lewy
(CFL) condition
∆tmax
(
(|vx|+ cs)
∆x
,
(|vy|+ cs)
∆y
,
(|vz|+ cs)
∆z
)
< C, (3.6)
where v is the gas velocity and cs the sound speed in the cell, ∆x, ∆y and ∆z are
the cell widths and ∆t the time step (Courant et al. 1928). For stability of explicit
schemes, C < 1 must always hold. This condition amounts to the requirement that
no signal in a cell can travel farther than one cell width during one time step. Since
FLASH only has a single global time step, the minimum of all local time steps is
used for each cell. This causes a slow-down of the simulation when regions with large
velocities (shocks), large sound speeds (ionized gas) or small grid spacing (collapsing
regions) exist.
3.5 Heating and Cooling
The heating terms (2.35) and cooling terms (2.36) in the energy equation (3.5) are
divided into two parts. The ionization heating rate is evaluated together with the
ionization fractions in the radiation module. As described in section 3.7.2, the metal
line cooling Λml is used to counterbalance the ionization heating Γph. All the other
source terms in equation (3.5) are treated together, as we will discuss now.
The method is an extension to the treatment in Banerjee et al. (2006). We have
added the heating terms and a switch to solve the equation implicitly if the change in
energy is too large. The first step is to solve equation (2.37) for the dust temperature.
We use Newton’s method for this purpose. Then also the gas-dust coupling term Λgd
is known. The molecular cooling Λmol is found with the help of a cooling table. The
heating rates Γst and Γacc are given analytically by the equations (2.115) and (2.117),
respectively. We can then calculate the change in the internal energy density as
∆ǫ = (Γst + Γacc − Λmol − Λgd)∆t. (3.7)
If this change is not too large compared to the old value ǫi,
|∆ǫ| ≤ 0.1ǫi, (3.8)
then we calculate the new internal energy density explicitly,
ǫi+1 = ǫi +∆ǫ. (3.9)
If the condition (3.8) is not satisfied, we take an implicit time step. In any case, we
do not allow ǫ to change by more than 30% in one time step to prevent numerical
instabilities. This amounts to solving the equation
ǫi+1 = ǫi+max
[
min
[(
Γst+Γacc−Λmol
(
ǫi+1
)−Λgd (ǫi+1) )∆t, 0.3·ǫi],−0.3·ǫi] (3.10)
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for ǫi+1. To this end, we employ Brent’s root-finding method Press et al. (1986).
Since this model does not include important physical processes like heating by cosmic
rays, we have to set a temperature floor to prevent the gas from cooling down to
0K. This temperature floor is typically Tmin = 30K. In cases where the simulation
develops such high densities that the Jeans length would no longer be resolved at the
given temperature and the dynamical formation of sink particles (see section 3.8) is
not desired, this temperature floor can be increased to the value
Tmin =
Gµmp
πkB
ρ(n∆x)2. (3.11)
As dicussed in section 3.2.2, n ≥ 4 must hold to prevent artificial fragmentation. With
this dynamical temperature floor, which we call Jeans heating, it is assured that the
Jeans length is always resolved, no matter how dense the gas becomes.
3.6 Gravity
Gravity can be incorporated into simulations of star formation in two different ways.
The gravitational field can be externally specified or it can be be calculated from the
mass density field of the gas. The first method can be useful to model the action of
sink particles, while the latter is important for collapse problems.
3.6.1 External Fields
FLASH provides several types of external gravitational fields that define a gravitational
acceleration (2.39) without reference to a gravitational potential, so that the gas reacts
only passively. Interesting for simulations of star formation is the field of a point
source, which can be used when the self-gravity of the gas can be neglected. External
fields are also used to describe the gravitational attraction of sink particles, which is
discussed in section 3.8.2.
3.6.2 Self-Gravity
To incorporate self-gravitating gas, the Poisson equation (2.38) must be solved numer-
ically for the gravitational potential φ at each time step for the present gas density ρ.
Assuming two-dimensional geometry and a constant grid spacing h = ∆x = ∆y for
simplicity, the discretized Poisson equation reads
∆hφi,j = 4πGρi,j, (3.12)
where the Laplace operator
∆hφi,j =
φi+1,j + φi−1,j + φi,j+1 + φi,j−1 − 4φi,j
h2
(3.13)
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Figure 3.4: Multi-grid V-cycle. The fine grids are restricted to coarser grids with in-
creasing grid spacing hl. At the coarsest level, the Poisson equation is
solved, and afterwards the grid is prolongated to the finer grids. Before
restriction and after prolongation, pre-smoothing and post-smoothing it-
erations are done, respectively.
is discretized via central differences. This is a system of linear equations, which can
best be solved using iterative methods (Press et al. 1986). FLASH uses the Gauß-
Seidel algorithm with red-black ordering.
Iterative solvers require less memory than direct solvers, but converge slowly because
information has to propagate through a large grid. The solution of the system (3.12)
can be accelerated if multi-grid methods are employed (Hackbusch 1985). Multi-grid
methods introduce a hierarchy of grids with increasingly coarser resolution. The long
wavelength components of the solution, which converge the slowest on the fine grid,
then correspond to short wavelength components on the coarser grid, which converge
fast. In this way, all wavelengths converge simultaneously.
The detailed procedure of one multi-grid cycle is depicted in figure 3.4. It starts at
the finest grid, in this case level l = 5, with grid spacing h5 = h. Some iterations are
done (called pre-smoothing), and then the grid is restricted to level l = 4 with the
doubled grid spacing h4 = 2h. This is done recursively until the coarsest level l = 1
is reached. After the solution is computed iteratively, the grid is prolongated to the
next finer level l = 2, where again some iterations are done (post-smoothing). This
process continues until the finest level l = 5 is reached again. Because of the shape
of figure 3.4, this procedure is called a V-cycle. The V-cycle is run repeatedly until
convergence is achieved.
When adaptive meshes are used, the boundary between patches of different levels
of refinement requires special attention. Not only the potential φ must be continuous
across these boundaries, but also its derivative in order to avoid the introduction of
spurious forces. The fine mesh is used to determine these derivatives. The technical
details of the FLASH multi-grid implementation can be found in Martin & Cartwright
(1996).
Since we want to simulate an isolated region of a molecular cloud, we either have to
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make our computational domain large enough that we can apply periodic boundary
conditions without getting spurious effects, or we choose isolated boundary conditions.
The latter case corresponds to a situation with ρ = 0 outside the domain, so that
φ(x) → 0 with |x| → ∞. This is achieved following the image mass algorithm of
James (1977). The idea is to decompose φ as φ = φ1 − φ2. In a first step, φ1 is
calculated from the mass density inside the domain, satisfying a Dirichlet boundary
condition φ1 = 0 at the boundary of the domain ∂D. In the next step, we assume that
we can extend the potential φ1 beyond D with φ1(x) = 0 outside D. This modification
can be shown to correspond to an image mass distribution ρ2 on ∂D. We then solve
the Poisson equation for ρ2 alone, leading to the image potential φ2. Then φ = φ1−φ2
satisfies the Poisson equation inside D and the isolated boundary conditions. The
obvious drawback of this method is that the multi-grid solver must be run twice, but
on the other hand we avoid any boundary effects.
3.7 Radiation
For the modeling of radiation we use the method of hybrid characteristics conceived
by Rijkhorst et al. (2006). It is a characteristics-based scheme that neglects the effects
of scattering and diffuse radiation, but it includes a detailed treatment of ionization
based on the DORIC package developed by Frank & Mellema (1994) and later im-
proved by Mellema & Lundqvist (2002). Rijkhorst et al. (2005) used it to study
radiation-driven warped disks and the formation of nebulae. We extended the method
significantly by rewriting the raytracing algorithm such that it runs with an arbitrary
level of refinement and including the physics of non-ionizing radiation. We describe
the method here as it was used in this work.
We illustrate the hybrid characteristics method1 with the calculation of column
densities that are used for the ionizing radiation in section 3.7.1. Here, we assume
that the gas consists of atomic hydrogen only, supposing direct dissociation of molec-
ular hydrogen and melting of dust as soon as ionizing radiation becomes dominant.
The model of ionization and its effects on the gas is discussed in section 3.7.2. We
also consider non-ionizing radiation, for which the optical depth must be calculated
separately because the opacity coefficient varies along rays. This calculation is done
analogously to the one for the column densities. Non-ionizing radiation is described
in section 3.7.3.
3.7.1 Calculation of Column Densities
We use a ray tracing method to calculate column densities for the simulation box.
We can conceive two extreme ways how this could be done (see figure 3.5). With the
method of long characteristics, a ray is cast from the source to each cell in the domain.
The column density at a given point is then calculated along the corresponding ray.
1We follow the presentation in Rijkhorst et al. (2006), where more details on the implementation
can be found.
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Figure 3.5: Long and short characteristics. The long characteristics method (left)
casts a ray from the source to each cell in the domain. This is accurate
and parallelizable, but inefficient. The method of short characteristics
(right) uses interpolation to find the column densities, which is efficient
but necessarily serial.
This method is very accurate and fully parallelizable, but it has the disadvantage that
there are a lot of redundant calculations close to the source. The short characteristics
method first casts a ray to the cells directly next to the source and then interpolates
the column densities to find the values for the cells next to them. This method is
computationally very efficient, but the many interpolations introduce rounding errors
and, much worse, it is intrinsically serial.
The hybrid characteristics method employs the fact that the computational domain
is subdivided into parts and distributed on several processors. Each processor holds
a certain patch of the domain. The basic idea is to calculate the column densities in
two steps: First, each processor computes the local contribution to the total column
densities based on the data it holds using long characteristics. Secondly, long charac-
teristics are used again to find the total column densities from the local contributions
by interpolation.
We now explain the algorithm in more detail. For each leaf block, two kinds of local
column densities are computed (see figure 3.6). In the first step, long characteristics
are cast to the center of each cell in the block. In the second step, rays are cast
to the cell corners at the boundary of the block opposing the source for later use as
interpolation values.
Now the local contributions must be added. To this end, a ray is cast from each cell
to the source, and the traversed leaf blocks are determined. Let bmax be the maximum
number of blocks on each processor, bL the local block number and p the processor
number. Then
bG = bL + bmax · p (3.14)
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Figure 3.6: Calculation of local column densities. There are two kinds of local column
densities. First, long characteristics are cast to each cell in the block (left).
Secondly, long characteristics are cast to each cell corner at the block faces
opposing the source (right). These values are used later for interpolation.
represents a unique global block number. The problem is now to find the block number
given the physical position in the domain. In the original method, a huge array
was created, and each element of the array (corresponding to a potential cell on the
highest level of refinement) stored the respective global block number bG. The list
of leaf blocks was then created by traversing this block mapping array. Of course,
this method is prohibitively memory consuming and against the concepts of AMR.
Collapse simulations are impossible using this method.
Instead of creating a large array, we use the fact that FLASH stores hierarchical
information about its block structure. Every block in the adaptive-mesh hierarchy has
information abouts its parent and child blocks as well as on its neighbors at the same
level of refinement. With this information, we can generate the list of traversed leaf
blocks by a tree walk along the adaptive mesh hierarchy.
To do this, the bounding box, neighbors, children and parents of each block need to
be communicated, which requires no extra memory since this data is available anyway.
Starting from a block whose identifier is known, we determine the direction in which
the ray leaves the block. If there is a neighboring block on the same level of refinement,
it can either still be a leaf block or have one level of children. In the former case the
new block is already found, in the latter case the child blocks must be checked. If
there is no neighboring block at the same refinement level, the new block must be
the neighbor of the parent of the current block in this direction. As this tree walk is
effectively a repeated look-up in arrays, it is practically not slower than the original
method.
When the list of traversed leaf blocks is known, the stored face values of these blocks
can be used for interpolation. Contrary to the discussion in Rijkhorst et al. (2006), the
algorithm uses quadratic mean values to interpolate the column densities. Figure 3.7
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illustrates the idea. It shows the cell face through which the ray exits the block. This
exit point is Le, and the column density N is known at the cell face corners L1, L2,
L3 and L4. We use quadratic interpolation to first find the column density at L5 and
L6. To this end, we need to know the length of the ray from the source to each of
the points Li. We do not take the total length of this ray but only the length of the
part which lies inside the block to which the face under consideration belongs. Let
this local ray length be denoted li. Then we determine weights satisfying
w1l
2
1 + w2l
2
2 = l
2
5, w1 + w2 = 1, (3.15)
w3l
2
3 + w4l
2
4 = l
2
6, w3 + w4 = 1. (3.16)
If Ni is the column density at point Li, then the column densities at L5 and L6 are
given by
N5 =
√
w1N21 + w2N
2
2 , (3.17)
N6 =
√
w3N23 + w4N
2
4 , (3.18)
respectively. For the exit point Le with local path length le, we define weights with
respect to L5 and L6,
w5l
2
5 + w6l
2
6 = l
2
e , w5 + w6 = 1. (3.19)
The required column density at Le is then
Ne =
√
w5N25 + w6N
2
6 . (3.20)
Of course, we could have equally well used points L7 and L8 instead of L5 and L6.
The advantage of using the local path lengths to determine the weights is that this
procedure introduces only little numerical errors.
3.7.2 Ionizing Radiation
The ionizing radiation does not only change the ionization fraction, but also the tem-
perature of the gas. The collisional ionization rate (2.122) and the radiative recom-
bination rate (2.123) depend on temperature, whereas the photoionization heating
rate (2.111) depends on the ionization fraction. To accurately account for these de-
pendencies, we calculate the new ionization fraction and temperature iteratively until
they converge. Here, the photoionization heating is counteracted by the metal line
cooling curve from Dalgarno & McCray (1972) to prevent overshooting of the tem-
perature. Since the thermal time scale is much smaller than the hydrodynamical time
scale, we calculate the new temperature with a sub-cycling scheme.
In each iteration step, the new ionization fraction and temperature is computed.
To calculate the ionization fraction, we use the method of Schmidt-Voigt & Köppen
(1987). Because
xH I + xH II = 1 (3.21)
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Figure 3.7: Interpolation of column densities. The values at the cell face corner points
L1, L2, L3 and L4 are known. The values at the points L5 and L6 are then
interpolated from these data according to the length of the corresponding
rays. Finally, the column density at the exit point Le is found using the
same interpolation procedure once more.
and the electron density (2.119) is a function of xHII, the rate equation (2.118) can
be written as a nonlinear ordinary differential equation of xH II. But if we treat the
electron density as constant, we can analytically solve the resulting linear ordinary
differential equation for one time step. The full solution of the nonlinear equation is
then found by the iteration process.
To calculate the new temperature, we first define the cooling time step
∆tth =
ǫi∣∣Γiph − Λiml∣∣ , (3.22)
where ǫ is the internal energy density, Γph is the photoionization heating rate and Λml
is the metal line cooling rate. The photoionization heating rate Γph is constant over
one sub-cycling process, but the metal line cooling rate Λml depends on temperature
and thus changes after each step. The new internal energy density is then given by
ǫi+1 = ǫi + (Γiph − Λiml)∆tth. (3.23)
This is repeated until the thermal time steps sum up to a hydrodynamical time step.
3.7.3 Non-ionizing Radiation
The optical depths for the non-ionizing radiation can be obtained totally analogously to
section 3.7.1. The only difference here is that the opacity also depends on temperature,
which causes a stronger spatial variation of the optical depth than in the case of
ionizing radiation. However, this does not introduce any numerical complications.
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The heating of the gas by the non-ionizing radiation is much smaller than by the ion-
izing radiation, so that it can be considered seperately. This heating is done together
with the dust cooling, which is described in section 3.5.
3.8 Sink Particles
Fully resolving gravitational collapse would strictly require a resolution down to the
size of a protostar, which is several solar radii (Stahler & Palla 2004). Numerically,
such a high resolution is prohibitive if the large-scale dynamics is of interest because it
is the smallest grid size which determines the time step. Instead, the idea is to represent
gravitationally unstable regions beyond the grid resolution with sink particles (Bate
et al. 1995, Krumholz et al. 2004).
3.8.1 Creation and Accretion
In the simplest implementation, sink particles can be dynamically created by a density
threshold criterion. Let ∆x be the grid size at the highest refinement level. If we want
to resolve the local Jeans length with at least n cells, then
λJ ≥ n∆x (3.24)
must hold. As discussed in section 3.2.2, n ≥ 4 should be taken in any case. Using
equation (2.47), this translates into the condition
ρ0 ≤ πc
2
s
G(n∆x)2
. (3.25)
By assuming a low temperature, we can estimate the smallest density ρmax above
which this inequality is not satisfied anymore. If a cell above this threshold density
is found, a sink particle is created and all mass ρ > ρmax within a certain accretion
radius rsink is accreted onto the sink particle2. We take this sink particle radius to be
rsink =
√
πc2s
Gρmax
. (3.26)
The creation of sink particles can be made more sophisticated by applying additional
checks. This may be necessary because gas above the threshold density does not
need to be bound. These additional criteria check the existence of a minimum in the
gravitational potential, convergence of the flow, and the relation of thermal and kinetic
energy to the gravitational energy of the gas (Bate et al. 1995, Federrath et al. 2009).
This avoids the spurious creation of sink particles in shocks and creation of multiple
sink particles in large overdense regions.
2To avoid confusion with the accretion radius racc in the accretion heating model, we call this radius
the sink radius rsink.
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The accretion of overdense regions by sink particles is a two-step procedure. In the
first step, every cell is checked to satisfy ρ(x) ≤ ρmax. If this condition is violated,
a loop over all sink particle positions y tries to find a corresponding particle with
|x − y| ≤ 2rsink. The factor of 2 assures that a newly formed sink particle has no
overlap with already existing ones. If such a particle is not found, the additional
checks are applied, and if all conditions are satisfied, a new sink particle is created.
At this point of the algorithm for each overdensity which should be accreted onto a
sink particle there is a corresponding sink particle available. In the second step of
the procedure, we again loop over all blocks with an overdensity. If a corresponding
sink particle exists and the gas in this cell converges towards this sink particle, the
overdense gas is accreted.
The accretion process not only changes the mass of the sink particle, but also its
linear momentum. Because the gas taken out of the domain carries momentum, we
add this momentum to the sink particle to ensure momentum conservation. If one
thinks about the sink particles as representing protostars, this is of course just a
crude approximation, since the material would really spiral in and be accreted via an
accretion disk rather than just falling onto the protostar with the same momentum it
had several 100 or even 1000AU away. In practice this is of little relevance since the
dynamics of the sink particles is dominated by the gravitational interaction with each
other and the gas.
3.8.2 Gravitational Field
The mass hidden in the sink particles can still act gravitationally with the gas. This is
done by adding the gravitational acceleration by the sink particle gsp to the accelera-
tion by the gas ggas, which is found by solving the Poisson equation (see section 3.6.2).
The total gravitational acceleration
gtot = ggas +
Nsp∑
i=1
gsp,i (3.27)
is the sum of the gas acceleration and the contribution of all Nsp sink particles. The
total acceleration gtot is then used as a source term in the Euler equations.
Since the gravitational acceleration of a point mass diverges at its position, gsp must
be softened at a finite radius rsoft. This softening radius should be chosen such that
rsoft ≤ rsink. We define gsp such that it is identical to the acceleration of a point source
for r ≥ rsoft and decreases linearly with r → 0. This leads to the prescription
gsp(r) =


−G m
r3soft
r r ≤ rsoft,
−Gm
r3
r r > rsoft
(3.28)
with the mass of the sink particle m.
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3.8.3 Equation of Motion
The only forces that have to be accounted for when solving the equation of motion
of the sink particles are gravitational since sink particles do not couple to the flow
and the change of momentum due to accretion is set when the gas is accreted. Hence,
the sink particles are only subject to the gravitational acceleration a = gtot from
equation (3.27).
The sink particles are advanced by a second-order leapfrog method. It uses time-
centered velocities and stored accelerations to keep the method of second order in time
with a variable time step. Let ∆tn be the present and ∆tn−1 the old time step, then
we define the coefficients
Cn =
1
2
∆tn +
1
3
∆tn−1 +
1
6
(
(∆tn)2
∆tn−1
)
(3.29)
and
Dn =
1
6
(
∆tn−1 − (∆t
n)2
∆tn−1
)
. (3.30)
Given the present and old acceleration an and an−1, respectively, as well as the old
velocity vn−1/2, we can calculate the new velocity as
vn+1/2 = vn−1/2 + Cna
n +Dna
n−1. (3.31)
The old position xn is updated via
xn+1 = xn + vn+1/2∆tn. (3.32)
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The purpose of computing is insight, not numbers.
(Richard Hamming,
Numerical Methods for Scientists and Engineers)
As a first step towards numerical simulations of star formation with ionization feed-
back, we have tested the performance of the ionization module and compared the
results with the analytical Spitzer solution (section 4.1). The agreement is very good.
Next, we have applied the new method to study the situation of “cloud-crushing”, the
interaction of an ionization front with a dense clump of molecular gas. Here, we put
a special focus on the generation of turbulence in the wake behind the ionized clump
(section 4.2). The heart of this work are the collapse simulations presented in sec-
tion 4.3. Collapse simulations of this kind, which include the dynamical formation of
an accretion disk and the build-up and growth of an H ii region, have never been con-
ducted so far. They lead to a novel understanding of the interaction between ionizing
radiation and the accretion flow around massive protostars and connect as diverse ar-
eas as H ii region morphologies, time variability of UC H ii regions, ionization-driven
bipolar outflows and the upper mass limit.
4.1 Verification
Every numerical code must be verified before it can be used. The obligatory test
against analytically solvable problems, experimental findings or other numerical codes
with known reliability is crucial to get confidence in results that are totally new. The
FLASH code itself has undergone a large amount of testing, for example in the context
of hydrodynamical instabilities (Calder et al. 2002). Rijkhorst et al. (2006) verified
the capability of the raytracing module of calculating column densities and casting
shadows accurately. Iliev et al. (2006) performed the first dynamical tests of the
hybrid characterstics method in a cosmological setting. They found that it has some
problems with tracking very fast R-type ionization fronts. This raises the question
whether we can adequately model the D-type ionization fronts which are relevant for
massive star formation. The expansion velocity of these D-type ionization fronts is
determined by the sound speed of the ionized gas (see section 2.4.6), which leads to a
much slower expansion compared to R-type fronts, which do not dynamically follow
the gas. This suggests that D-type ionization fronts may still be handled sufficiently
well despite the problems with R-type fronts. To check this, we simulate the expansion
of a D-type ionization front around an O-star in a homogeneous medium and compare
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Figure 4.1: Expansion of a D-type ionization front in a homogeneous medium. (a)
Spherically averaged ionization fraction xH II as function of radius R at
different times; time increases from left to right. The time between suc-
cessive curves is roughly 0.35Myr. At the ionization front, the ionization
fraction drops abruptly from 1 to 0. (b) Radius R of the ionization front
as function of time t. The analytical data is dashed, the numerical data is
solid. The wiggling of the numerical curve is caused by waves which de-
form the ionization front slightly. Despite these irregularities, the curves
agree very well.
the results with the analytical Spitzer solution (2.135).
This analytical solution has only two parameters, the Strömgren radius RS and the
sound speed cs in the ionized gas. The Strömgren radius depends, by definition, on the
initial density and, via the recombination coefficient (2.123), on the temperature in
the ionized gas. Since we do not resolve the Strömgren radius in this test simulation,
we pick a typical temperature of 104K. The initial number density in the setup is
nH = 2000 cm
−3. The sound speed must be taken inside the expanding H ii region,
but because of gas-dynamical processes like waves running away from the source, the
temperature of the ionized gas turns out to be inhomogeneous and time-dependent,
so we take the volume average in the H ii region.
To compare the prediction based on the analytial solution with the actual numerical
data, we need to determine the radius of the H ii region in the simulation. To this end,
we calculate the spherical average of the ionization fraction xHII and find the radius
where it decreases from 1.00 to 0.97. Figure 4.1(a) shows this spherical average as
a function of radius for different snapshots of the simulation. The plot demonstrates
that the ionization fraction drops sharply from a high to a low value, so the inferred
radius does not depend much on the exact threshold.
The analytical and numerical data for the H ii region radius is plotted in fig-
ure 4.1(b). Given the simplified assumptions of the analytical solution, they show
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a remarkably good agreement. The wiggling of the numerical data is due to waves
running through the H ii region which deform the shell and add additional dynamics
to the problem. This is not accounted for in the simple Spitzer solution. Hence, within
the typical numerical uncertainties, the expansion velocities of D-type ionization fronts
are confirmed to be correct.
4.2 Driving of Turbulence by Ionization Fronts
As a first application of the ionization module, we study the properties of turbulence
in the wake of an ionization front that hits a Bonnor-Ebert sphere. To generate
the ionization front, we place a source at the corner of the computational domain.
The surrounding gas gets photoionized, a D-type ionization front expands and finally
hits the Bonnor-Ebert sphere. Though the Bonnort-Ebert sphere gets compressed by
the shock, star formation is not triggered because the photoevaporation timescale is
shorter than the collapse timescale in the shock-compressed gas. As the shock front
runs over the Bonnor-Ebert sphere and interacts with its dense material, it creates
a turbulent wake behind the sphere. We focus on the generation and evolution of
turbulence in this wake.
The computational domain has dimensions (6.0×2.4×2.4)·1019 cm with an effective
resolution of 512 × 256 × 256 cells. We place a self-gravitating supercritical Bonnor-
Ebert sphere with mass M = 100M⊙ in the center of the domain. It slowly rotates
with an angular velocity of Ω = 7.83 ·10−15 rad/s around the z-axis corresponding to a
ratio of rotational to gravitational energy of β = 0.02. Additionally to the rotational
velocity, a turbulent velocity field with a magnitude of at most 50% of the sound
speed is added. The temperature of the Bonnor-Ebert sphere is T = 20K, while the
ambient gas has T = 90K.
The ionizing source is located at the left hand side of the computational domain at
(0.0, 1.2, 1.2) · 1019 cm. It has a temperature of Tstar = 29, 200K and a luminosity of
L = 24, 000L⊙, representing a B0 star. The radiation heats the interstellar gas to
T ≈ 6 · 104K.
When the simulation starts, the gas next to the source becomes ionized and heated.
An ionization front accompanied by a shock expands into the ISM. When the shock
hits the clump, the clump material is swept away and thereby compressed heavily.
The shock leaves behind a fully turbulent gas. The hot ionized gas is being mixed
with the cold clump material while the radiation heats it up continuously. After the
shock front passes the clump, the former clump disperses completely.
The time sequence of this process is as following. The shock touches the outer
edge of the clump at t = 0.40Myr. At t = 0.53Myr, it reaches the clump center
at x = 3 · 1019 cm, and at t = 0.76Myr, the front has totally enclosed the clump.
Of course, the dense material delays the shock, so that the wings of the front can
propagate faster. They enter the shadow zone and meet in the middle at t = 0.77Myr.
The clash of these wings is an important driving mechanism of the turbulence seen in
these simulations. It builds up an extended turbulent wake while the ionization front
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propagates further into the ISM. At t = 1.09Myr, the shock reaches the boundary of
the computational domain at x = 6 · 1019 cm. The simulation stops at t = 1.49Myr
when the cloud has dissolved. Some of the stages of this time evolution are depicted
in figure 4.2.
We start our analysis of the turbulence properties with a brief look at the energy
balance in the flow (see figure 4.3(a)). The plot shows the total energy E, internal
energy Eint and kinetic energy Ekin in erg as a function of time t. The B star pro-
vides energy to the system by ionizing material. This contribution is predominantly
transferred into internal energy by the photoionization heating, only a small fraction
is converted into kinetic energy. For example, at t = 0.5Myr, the ratio of internal over
kinetic energy is Eint/Ekin ≈ 57.
Since the luminosity of the star is constant in time, the energy transferred from the
star to the gas in the computational domain grows linearly. This explains qualitatively
the form of E(t) in figure 4.3(a). A quantitative analysis is difficult however, since
geometric effects have to be taken into account appropriately. One would have to
account for the fact that the star emits its radiation isotropically, while it is not at
the center of a spherically symmetric computational domain, but on one face of a
Cartesian box.
The simulation shows that the cloud-crushing flow is largely dominated by super-
sonic motion. This is because the cloud material is cold, so that the sound speed
is much lower than in the hot gas behind the ionization front, where a wind with
M≈ 0.2–0.4 is observed. The cause of the wind is that the photoionization heating is
stronger close the source, which leads to a pressure gradient and a corresponding flow.
Since the wind prevails in the largest part of the domain, namely the hot postshock
gas, the mean Mach numberMmean is always below unity, while the maximum Mach
numberMmax, which is reached at crushing, can be greater than 6.
Figure 4.3(b) depictsMmax andMmean as a function of time. The maximum Mach
number traces the shock ahead of the ionization front. Within a time of 0.15Myr, the
shock accelerates up to a constant velocity of M = 4. For a short time of another
0.15Myr the velocity seems to saturate, but the continuous photoionization heating
accelerates the shock again up toM = 6.5. At this point, whenMmax is maximal, the
shock collides with the dense clump. As it hits the high-density gas, the shock front
moves more slowly. The gas decelerates, so that Mmax decreases again. However,
the wings of the shock that were not affected by the clump can enter the shadow
zone, which leads to a peak in Mmax after 0.7Myr. Then these wings collide, which
stops the motion in y-direction, so that the Mach number decreases further. But the
collision of the wings also leads to an acceleration in positive x-direction, which can
be seen in a series of peaks from 0.8Myr to 1.1Myr. After 1.1Myr, the shock leaves
the computational domain, resulting in a sharp drop in Mmax. This demonstrates
that the highest Mach numbers are only reached in the shock front itself, not in the
shock-generated turbulence behind the front. The motion in the turbulent wake is
mostly supersonic withM below 3. The mean Mach number grows continuously until
the shock leaves the domain, whereafter Mmean declines slowly. The heating of the
gas does not changeMmean.
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Figure 4.2: Main stages of clump evaporation. The figure shows two-dimensional cuts
of the mass density log ρ in g cm−3 in the midplane. The different snap-
shots are taken at times t = 0.16Myr, t = 0.55Myr and t = 1.27Myr,
respectively. The turbulent wake behind the former clump at the last
stage is nicely visible.
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Figure 4.3: Time evolution of energies and Mach numbers during cloud-crushing. (a)
The total energy E, internal energy Eint and kinetic energy Ekin are shown
as function of time t. The major contribution to E comes evidently from
Eint, while Ekin is between one and two orders of magnitude smaller. The
point in time where the shock, which carries most of the kinetic energy,
leaves the computational domain can be distinguished easily. (b) The
average and maximum Mach numbers in the flow provide information on
the dominance of shocks in the flow. To compare these two numbers,
the mean Mach number Mmean is displayed amplified by a factor of 5.
The peaks in Mmax can be associated with events in the cloud-crushing
scenario.
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Figure 4.4: Mach number PDFs during cloud-crushing. (a) The mass-weighted PDFs
of the Mach numberM between times t = 0.49Myr and t = 1.45Myr. The
shock front shows up as a peak in the regime of high Mach numbers for the
first point in time. At t = 1.16Myr, the shock has left the computational
domain, and the turbulence with its supersonic Mach numbers decays. (b)
The mass-weighted PDFs of the “turbulent Mach number” vturb/cs with
vturb =
√
v2y + v
2
z for the same points in time as in figure (a). At cloud-
crushing, the turbulent field vturb is slightly supersonic, while the flow in
the wake is only subsonic. This shows that the bulk motion contributes
significantly to the high total Mach numbers.
The different stages of the simulation can also be recognized in the probability
density functions (PDFs) of the Mach numberM. Figure 4.4(a) shows mass-weighted
PDFs at the moment of cloud-crushing (t = 0.49Myr) and after the shock has left the
domain (t = 1.16Myr to t = 1.45Myr). At the crushing time, the high M above 2
all belong to the shock. The shock then excites supersonic turbulence in the wake,
but away from the shock M above 3 is very rare. While most of the dense gas is
supersonic, most of the domain is dominated by low Mach number flows, both at
crushing time and afterwards.
The PDFs of the total Mach numberM should be compared with the Mach number
given only by the turbulent velocity fluctuations, vturb =
√
v2y + v
2
z , which is vturb/cs,
where cs is the local speed of sound. These plots are shown in figure 4.4(b). Since
the bulk motion in x-direction is no longer taken into account, the Mach numbers
are significantly lower. At the moment of cloud-crushing, the turbulent Mach number
is only slightly supersonic, while it is totally subsonic afterwards. Hence, the bulk
motion of the shock (and also the transport of momentum by the wind) is important
to reach the high Mach numbers observed above.
Another quantity of interest is the fraction of mass which moves supersonically.
In figure 4.5 we plot the ratio of the mass of supersonic gas Msup and the total gas
mass in the computational domain Mtot. Despite of the complicated mixing processes,
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Figure 4.5: Fraction of supersonic gas during cloud-crushing. The fraction of gas in
supersonic motion Msup/Mtot as a function of time t. Although most of
the energy input goes into internal energy, more than half of the gas moves
supersonically when the shock leaves the domain.
Msup/Mtot grows roughly linearly until the shock leaves the domain. It is surprising
that a significant part of the gas moves supersonically, altough most of the energy input
is converted into internal energy (see figure 4.3(a)). When the shock front leaves the
domain, more than 60% of the gas in our domain is in supersonic motion.
In figure 4.6, we enlarge a part of figure 4.2 belonging to the snapshot at t = 1.27Myr
and show additionally to the mass density also the temperature and the velocity
components vx and vy. The remains of the dense core have a temperature around T ≈
300K, while the ambient ionized medium is at T ≈ 3.5 ·104K. The high temperatures
in the environment give rise to the “rocket effect”, which accelerates the gas in positive
x-direction (Oort & Spitzer 1955). This is because the cold gas at the surface of the
clump facing the star becomes heated. Thus, it expands into the postshock medium,
carrying momentum with it, and consequently the clump accelerates.
The cloud-crushing leads to vortical structures in the wake as can be seen from
the lower plots in figure 4.6. The two largest structures around x ≈ 4.2 · 1019 cm
and y ≈ 0.7 · 1019 cm or y ≈ 1.7 · 1019 cm, respectively, even have slightly negative
vx and so does a region around the tip of the former core at x = 3.3 · 1019 cm and
y = 1.2·1019 cm. Averaged over the whole volume, however, the wind, wich moves with
vx ≈ 1.5 · 106 cm/s, causes a bulk motion of the gas in positive x-direction. In order
to measure the turbulent components of the velocity field, it is better to focus on the
transversal directions. The peak amplitude of the velocity component in y-direction,
for example, is about half of the maximum velocity in x-direction. The large vortical
structures discussed above have total velocities around 106 cm/s. The upper vortex
rotates clockwise, while the lower vortex rotates counter-clockwise.
A connection to observations of molecular clouds can be made by looking at velocity
profiles along a certain line-of-sight (Ossenkopf & Mac Low 2002). Examplary, we
show in figure 4.7 a profile for vy of the dense core after crushing at time t = 1.27Myr
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Figure 4.6: Slices through the turbulent clump. The midplane cuts at t = 1.27Myr
of the density log ρ in g cm−3, the temperature log T in K, the velocity in
x-direction vx in cm s−1 and the velocity in y-direction vy in cm s−1 are
compared with each other. The remains of the dense clump are still cold,
while the material in the wake is already heating up. While vy is a measure
for the turbulent velocity fluctuations, vx shows the bulk motion of the gas.
71
4 Results
0
10−16
10−17
10−18
10−19
10−20
10−21
−1 · 106 −5 · 105 5 · 105 1 · 106
vy(cm s
−1)
total
low T
high T
fits
Figure 4.7: Line-of-sight mass-weighted histograms of the turbulent clump. Figure
shows histograms for vy around the dense core after cloud-crushing at time
t = 1.27Myr (in arbitrary units). The figure shows both the total data
and the low temperature T ≤ 103K and high temperature T ≥ 104K cuts.
Clearly, the high velocity contributions stem from the high T gas, whereas
the peak around zero relates mainly to the low T gas and a warm envelope
with T between the two cuts. Also shown are Gaussian fits to the low and
high T cuts that give insight into the strength of the turbulent velocity
fluctuations and can be compared with observed spectral line widths.
(compare also figure 4.6). The width of the beam is 3.0 · 1019 cm ≤ x ≤ 4.0 · 1019 cm
and 0.7 · 1019 cm ≤ z ≤ 1.7 · 1019 cm, while y ranges over the whole box width. Note
that the profile is a mass-weighted histogram, not a normalized PDF. We do the
same calculation again, but this time only considering gas that has T ≤ 103K (low
T case) or T ≥ 104K (high T case). From the figure we see that the high velocity
tails are exclusively related to the high temperature gas. The peak at low velocities
comes mainly from both the low temperature medium as well as a warm envelope with
temperatures between the cuts 103K ≤ T ≤ 104K. Additionally to the histograms,
we have fitted Gaussians to the low and high T data. Their variance gives a measure
for the turbulent velocity and can be related to the width of spectral lines that are
being oberserved.
To summarize our findings, we have seen that cloud-crushing by ionization fronts
can lead to short-living supersonic turbulence. Altough only a minute fraction of
the energy input is converted into kinetic energy, up to 60% of the affected gas is
supersonic. While it is mainly the cold gas that is highly supersonic, it is the hot gas
that moves the fastest. The bulk motion of the shock is an important contribution to
the supersonic flow, since the transversal fluctuations are at best slightly supersonic.
Although ionizing radiation injects a significant amount of energy into the ISM, it
does not seem to be an important driving mechanism of interstellar turbulence on a
global scale (Mac Low & Klessen 2004). However, the cloud-crushing process generates
a considerable amount of turbulence locally in the wake of the cloud. We find that
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the motion of the cloud material is mostly supersonic while the ambient gas behind
the front moves only subsonically. The continuous heating limits the lifetime of the
dense material, but the supersonic motions are maintained until the cloud disperses.
This is contrary to the situation in jet-clump interactions, where the situation is less
clear with some studies showing mostly subsonic motions (Banerjee et al. 2007) while
others claim supersonic velocity fields (Nakamura & Li 2007). Although the clump is
compressed considerably, the photoionization front evaporates the clump too quickly
that star formation cloud be triggered.
4.3 Collapse Simulations
We have performed several collapse simulations to study the effects of ionization feed-
back in massive star formation. These are the first three-dimensional collapse simula-
tions that include heating by both ionizing and non-ionizing radiation. We employ the
novel numerical methods laid out in chapter 3. We follow the gravitational collapse
until we reach the maximum level of refinement. If the gas is still collapsing further
and we cannot resolve the Jeans length anymore, we dynamically form a sink particle.
The sink particle is coupled to the raytracing module via a prestellar model. It can
emit both ionizing and non-ionizing radiation; the latter is dominated by the accre-
tion heating. The radiative transfer method can handle an arbitrarily large number
of sources. For the first time, numerical simulations of star cluster formation with
radiative feedback by ionizing and non-ionizing radiation are possible.
We start our calculations with a molecular cloud with a mass of 1000M⊙ and
an initial temperature of 30K. The cloud has a flat inner region with 0.5 pc radius,
surrounded by a region in which the density drops as r−3/2. It is in solid-body rotation
with a ratio of rotational to gravitational energy β = 0.05.
This setup was chosen initially to probe the upper mass limit. But it turns out
that the disk which develops during the course of the simulation is gravitationally
unstable and fragments, giving rise to multiple star formation. We have artificially
suppressed multiple sink formation with the Jeans heating to address the question
whether ionizing radiation can stop protostellar accretion (section 4.3.1). The time
evolution of the protostar dramatically changes when a whole star cluster is allowed
to form (section 4.3.2). Both simulations show very similar disk fragmentation (sec-
tion 4.3.3), bipolar outflows (section 4.3.4), H ii region morphologies (section 4.3.5)
and time variability (section 4.3.6).
An overview of the collapse simulations is given in table 4.1. The high resolution
simulations have a cell size at highest refinement level of 98AU, whereas the low
resolution simulations have a cell size of 196AU at highest level of refinement, so they
differ only by a factor of two. For the high resolution simulations (Run A, Run B and
Run D), we use ρmax = 7 · 10−16 g cm−3 and rsink = 590AU, for the lower resolution
simulations (Run Ca and Run Cb), we take ρmax = 1·10−16 g cm−3 and rsink = 1319AU.
The three simulations with a single sink particle (Run A, Run Ca and Run Cb) use
the Jeans heating to avoid runaway overdensities. The simulation without feedback
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Name Resolution Multiple Sinks Radiative Feedback
Run A high no yes
Run B high yes yes
Run Ca low no yes
Run Cb low no yes
Run D high yes no
Table 4.1: Overview of collapse simulations. We have run high and low resolution
simulations with a single sink particle to probe the upper mass limit as well
as high resolution simulations with multiple sink particles to study stellar
cluster formation with and without radiative feedback.
(Run D) has neither ionizing nor non-ionizing radiation feedback. It is used as a
control run to compare with Run A. The SFE at the moment when the simulations
are stopped is between 7 and 15%, but all simulations show ongoing star formation
and accretion at the end.
4.3.1 Upper Mass Limit
As a first approach to the question whether ionizing radiation may stop the accretion
process, we have conducted collapse simulations at lower resolution. This allows us
to run the simulation with a larger time step and thus to make faster progress. To
make sure that the accretion histories at low resolution are consistent with the higher
resolution simulations, we have also conducted a high resolution simulation, but we
have not run it up to the same protostellar mass as soon as it became clear that the
higher resolution simulation would not yield different results than the lower resolution
runs. One of the lower resolution simulations, Run Ca, starts with identical initial
conditions as the high resolution Run A, while Run Cb has an additional m = 2-
perturbation of 10% of the gas density (Boss & Bodenheimer 1979). This allows us
to check that the results do not depend on details of the initial conditions. In order to
be sure that enough gas is available to the massive protostar, we suppress secondary
sink formation with the Jeans heating in all these runs.
The accretion history for these simulations is depicted in figure 4.8. One can clearly
see that the additional perturbation as well as the change in resolution has no influence
on the overall accretion behavior. Run A accretes at a mean accretion rate of 5.9 ·
10−4M⊙ yr−1, while Run Ca and Run Cb accrete at mean rates of 4.6 · 10−4M⊙ yr−1
and 5.8 · 10−4M⊙ yr−1, respectively. Run Ca was stopped when the massive protostar
reached 100M⊙, Run Cb was stopped at 94M⊙. These very high masses constitute
the end of the available ZAMS data that determines the strength of the ionizing
radiation. At no point of the simulations does the accretion rate of any run drop below
10−5M⊙ yr−1. This suggests that ionizing radiation is unable to stop protostellar
accretion.
Although the ionizing radiation blows away substantial parts of the accretion disk,
it can never create a bubble around the protostar that could reverse the accretion
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Figure 4.8: Accretion history of single sink simulations. (a) Protostellar masses. The
accretion process proceeds very similar in all three simulations. The high
resolution simulation Run A was stopped at 72M⊙, the lower resolu-
tion simulations have run up to 100M⊙ (Run Ca) and 94M⊙ (Run Cb).
(b) Accretion rates. The mean accretion rates of 5.9 · 10−4M⊙ yr−1,
4.6 · 10−4M⊙ yr−1 and 5.8 · 10−4M⊙ yr−1, respectively, are very similar.
This suggests that the accretion behavior depends neither on the initial
conditions nor on the numerical resolution. There is no indication that
ionization feedback may ever stop accretion.
flow. It is worth noting that this is still the case when the protostar is moving radially
outwards into lower density gas. On the contrary, the sink particle in Run A is in the
lowest density material by the end of the simulation, but it only has a tiny H ii region
because it is quenched by the strong accretion flow. Dense filaments in the disk shield
the ionizing radiation and do not allow the H ii region to expand symmetrically around
the protostar. The chaotic interaction of the ionizing radiation with the accretion flow
causes the H ii region to flicker and drives bipolar outflows perpendicular to the disk.
These phenomena are discussesed in more detail in the following sections.
Although the results demonstrate that ionizing radiation does not cut off accretion
when a large enough gas reservoir is available to accrete from, the star formation
scenario in the single sink simulations is not particularly realistic. The fragments
which develop in the disk would form additional protostars if we would not artificially
heat them up. This is in agreement with the observation that massive stars form in
clusters. However, multiple sink formation allows the gas reservoir to be split between
several protostars. Since the luminosity scales with a power of mass greater than
unity, this means that the total ionizing luminosity is smaller in the multiple sink
simulation. On the other hand, the gas reservoir is now used up by several protostars,
which weakens the accretion flow on each individual star. As we show in the following
section, the second effect is dominant, so that ionizing radiation can create a bubble
when a star cluster is allowed to form.
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4.3.2 Star Cluster Formation
Our results from the previous section suggest that the accretion flow onto massive
stars cannot be stopped by ionizing radiation. Thus, one might expect that equally
massive stars could form in the stellar cluster as in the single sink runs, but this
does not happen. Instead, the mass growth of individual objects is halted by gravita-
tional fragmentation of the disk and the subsequent competition of massive stars with
lower-mass companions for the common gas reservoir of the disk. This process limits
the maximum stellar mass of the highest-mass star in our simulations. We call this
phenomenon “fragmentation-induced starvation”.
Figure 4.9 displays the accretion history of Run B. With multiple sink particles
allowed to form, two subsequent sink particles build up soon after the first one, and
many more follow within the next 105 yr. By that time the first sink has accreted
8M⊙. Within another 3 · 105 yr seven further fragments have formed, with masses
ranging from 0.3M⊙ to 4.4M⊙ while the first three sink particles have reached masses
between 10M⊙ and 20M⊙, all within a radius of 0.1 pc from the most massive object.
Accretion by these secondary sinks terminates the mass growth of the central objects.
Material that moves inwards through the disk driven by gravitational torques accretes
preferentially onto stars at larger radii (Bate 2002). Eventually, hardly any gas makes
it all the way to the center to fall onto the most massive objects. The diminishing of
the accretion flow then allows an ionized bubble to expand, which shuts off accretion
onto the most massive object entirely. It is an important point that it is not the
ionizing radiation which stops the accretion, it is the subsiding accretion flow that
permits the H ii region to expand. This fragmentation-induced starvation prevents
any star from reaching a mass greater than 25M⊙ in this case.
It is interesting to compare the overall accretion behavior in the multiple sink simula-
tion Run B with a control run without any radiative feedback, Run D. In figure 4.10(a)
we show the total mass in the stars Mtot for Run B, Run D and the single sink simula-
tion Run A. Since the accretion is non-local in the cluster, the SFR of Run A is much
lower than the SFR in Run B or Run D. But it is surprising that the SFR of Run B
and Run D is virtually identical for 50 kyr. This demonstrates that the feedback by
accretion heating does not influence the SFR. The turn-off around 0.68Myr marks the
point in time when the ionized bubble around the most massive star begins to expand.
Since additional low-mass stars cannot form in the hot, underdense gas of the bub-
ble, this constricts the SFR in the cluster. The evolution of Mtot for Run D clearly
shows that there is still enough gas available to continue constant cluster growth for
another 50 kyr or longer, but the gas is not allowed to collapse any more. Instead, it
is swept up in a shell surrounding the H ii region. Triggering could compensate this
effect, but there is no star formation occuring in the swept-up shell around the bubble.
Hence, the effect of the ionizing radiation on star formation in the cluster is evidently
negative.
Although the accretion of all protostars from a common gas reservoir is vital to
both our simulations and the competitive accretion model, there are important differ-
ences. The competitive accretion model as laid out in section 1.2.2 does not have a
76
4.3 Collapse Simulations
mechanism to prevent accretion onto the most massive stars. On the contrary, it is
the major assumption of the competitive accretion model that the most massive stars
will take away the gas from the lower mass stars because they reside in the center of
the gravitational potential. Run B shows that the opposite behavior is found in the
simulation: It is the low-mass stars that take away the gas from the massive ones and
by doing so limit their growth. This is in some sense the inverse version of competitive
accretion.
The relation between fragmentation-induced starvation and competitive accretion
can be quantified by looking at the relation between the maximum stellar mass in
the cluster, Mmax, and the total cluster mass, Mtot, which is predicted by competitive
accretion to follow the scalingMmax ∝M2/3tot . Figure 4.10(b) shows the plots for Run B
and Run D. Over the whole cluster evolution, the curve for Run D lies above the curve
Mmax ∝M2/3tot , while the curve for Run B always lies below it. The general agreement
of the competitive accretion prediction with the actual curves is similarly good as in
Bonnell et al. (2004). This indicates that the scaling is not unique to competitive
accretion, but can also be found with fragmentation-induced starvation. The figure
also shows that the accretion heating suppresses low-mass star formation and that for
all times the simulation with feedback contains a more massive star relative to the
whole cluster mass than the simulation without feedback. When the most massive
star in Run D reaches 10M⊙, much more gas is used up to create additional low-mass
stars than is funneled towards the most massive one. Thus, the growth of the most
massive star in Run D is much more ineffective than in Run B.
4.3.3 Disk Fragmentation
The important physical mechanism that both limits the mass growth of the individual
stars in Run B and does not allow the ionizing radiation to cut off accretion in Run A is
the fragmentation of the accretion disk. The fragmentation shows that it is impossible
to form a 100M⊙ star without companions. As soon as there is a large enough gas
reservoir to form a 100M⊙ star, the accretion flow of that protostar will necessarily
be gravitationally unstable and fragment. This limits the gas reservoir available for
each individual star. On the other hand, it also helps the ionizing radiation to escape
without cutting off accretion. The dense filaments shield the ionizing radiation very
efficiently, which leads to the generation of bipolar outflows. Of course, this effect is
less pronounced in Run B, where much more gas is taken away from the reservoir und
thus less gas is left for the filaments.
The different behavior of the filaments in the disk for the multiple sink simulation
(Run B) and the single sink simulation (Run A) can be understood by looking at slices
of density in the disk plane, see figure 4.11 and figure 4.12. These slices are taken at
fixed coordinates, so that the movement of the filaments and the sink particles is
directly visible. In particular, figure 4.12 shows how a kind of binary system forms
with the sink particle being one part of the binary and a dense blob of gas being
the other part. The sink particle then moves radially outwards into lower density
material, but it still cannot create a bubble although it is already more massive than
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Figure 4.9: Accretion history of multi sink simulation. (a) Protostellar masses. The
plot shows the growth of the individual stars in the cluster as well as the
total cluster mass in Run B and the single sink Run A for comparison.
Run A was stopped at 72M⊙, while no sink particle in Run B exceeds
25M⊙ over the simulation runtime. (b) Accretion rates. Shown are the
accretion rate of the sink particle in Run A together with the accretion
rates of the two most massive sink particles in Run B. The most mas-
sive stars in Run B are those which form early and keep accreting at a
high accretion rate. While the accretion rate in Run A never drops below
10−5M⊙ yr−1, accretion can drop significantly below this value and even
be stopped totally in Run B.
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Figure 4.10: Total cluster evolution. (a) Total cluster masses as function of time. The
plot shows the cluster mass Mtot for the multiple sink simulation Run B,
the control run without any radiative feedback Run D and the single sink
simulation Run A. It is interesting that the accretion heating does not
change the SFR at all. The turn-off signalizes the expansion of the ionized
bubble, which prevents the formation of further low-mass stars and does
not trigger any star formation. (b) Mtot as function of Mmax. We plot
the curves for Run B, Run D as well as a curve with Mmax ∝ M2/3tot as
predicted by competitive accretion (see section 1.2.2). The simulation
with radiative feedback always lies below this curve, whereas the contol
run always lies above it.
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70M⊙. One can also see that a filament passes directly through the sink particle,
which illustrates the strength of the accretion flow.
In Run B, the filaments in the disk form secondary sink particles, which remove
gas from the common reservoir. Consequently, the most massive stars cannot attain
their high accretion rates, and it is this halting of the accretion flow which allows
the ionizing radiation to create a bubble around the massive protostars. Figure 4.11
demonstrates that it takes a few 1000 yr for the bubble to develop. First, it can only
blow a semi-circle into the disk since the accretion flow is still strong enough in the
opposing direction to prevent a symmetric expansion. Only when the accretion flow
continues to decline, the ionized bubble can isolate the protostar from the disk. At this
point, accretion onto the most massive star stops entirely. The second most massive
protostar never is strong enough to create an isolated bubble, but as the first bubble
expands, the second most massive star enters the bubble and then helps to power the
expansion.
In contrast, the sink particle in Run A is embedded in an accretion flow at all
times. The ionizing radiation does blow away a significant fraction of gas from the
sink particle, but it is not able to do so simultaneously in all directions. There is always
a region around the sink particle where the gas is dense enough such that evaporation
by the ionizing radiation is not sufficiently strong to stop the accretion flow.
4.3.4 Bipolar Outflows
The differences between Run A and Run B are also evident from the characteristics
of the bipolar outflows. Figures 4.13 and 4.14 show density slices perpendicular to
the disk plane for both simulations. The slices are comoving with the (most massive)
sink particle, so that the protostar is always in the plane of the slice, and the star is
kept at the center of the image. The scales and times of the images are the same as
in figures 4.11 and 4.12, respectively. The outflows are driven by the same general
mechanism. As the filament approaches the sink particle, the ionizing radiation is
shielded. Generally, the filament approaches the protostar either slightly above or
below the midplane, so that the radiation is shielded above or below the disk plane.
The hot gas there can then recombine and cool down at a short timescale. The thermal
support gets lost, and the shell of the outflow falls back towards the disk because
of its gravitational attraction. Since the accretion flow is chaotic, these ionization
and recombination events can alternate on times as short as 100 yr. A really large
outflow requires either constant support by the ionized gas pressure or fluctuations
rapid enough that the shell has no time to fall back. This explains why the larger
outflows are mostly one-sided.
Another feature common to both simulations is the dynamics inside the shell and,
in particular, the instability of the shell itself. As the ionizing radiation evaporates
parts of the disk and the approaching filaments, strong shocks and rarefaction waves
run through the cavity of the outflow. These waves are initially subsonic in the ionized
gas, but when the ionized gas recombines, they continue to propagate supersonically
through the neutral outflow. When these waves hit the shell, they drive instabilities
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Figure 4.11: Disk fragmentation in the multiple sink simulation (Run B). The figure
shows the gas density in slices in the midplane of the disk. The filaments
in the disk form a successively growing number of protostars. As the
gas reservoir around the massive protostars is exhausted, the thermal
pressure of the ionized gas creates a bubble around the star. This stops
the accretion process. In the course of the simulation, the bubbles grow
in size and finally merge.
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Figure 4.12: Disk fragmentation in the single sink simulation (Run A). The images
show the same region as figure 4.11. This time the filaments do not form
protostars but blobs of gas which are puffed up by the Jeans heating. The
ionizing radiation is unable to create a bubble in the strong accretion flow
large enough to stop accretion.
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that can grow to finger-like structures. These fingers are very similar to the instabilities
discussed in section 2.4.6, but the formation of the fingers in the shell is driven by the
dynamics inside the shell, so it is not a pure ionization front instability. Nevertheless,
the instability is certainly amplified because of the fact that the shell expands into a
density gradient, similar to the conventional instabilities.
Figure 4.13 shows the outflows driven by the most massive sink particle in Run B.
The efficient shielding by the filaments and the motion of the sink particle hinder
the thermal pressure of the ionized gas to drive a symmetric bipolar outflow at early
times. The shielding of the ionizing radiation leads to a drop in the thermal pressure
which drives and supports the outflow, and thus the outflow can be quenched again.
At later times, the strong accretion flow onto the sink particle stops, and this allows
the sink particle to drive a much larger outflow, which in the end has the form of a
bubble. Initially, this bubble does not expand spherically from the protostar. Since
the gas in the disk is denser, it constitutes a barrier for the shell that it cannot
push away so easily. But the bubble is also not symmetric with respect to the disk
plane. The lower lobe grows much faster than the upper lobe. This is because the
ionizing radiation already had blown an outflow on the lower side at the point when
the accretion flow stopped, whereas the upper side was shielded by the accretion flow.
When the accretion flow stopped, the bubble first had to overcome this delay. In
the end of the simulation, the bubble is much more spherically shaped. The ionizing
radiation preferentially evaporates the gas closest to the source, where the heating is
the strongest.
The situation for the sink particle in Run A is presented in figure 4.14. The general
properties of the outflow are very similar, but the big difference is that here the
accretion flow never stops. On the contrary, figure 4.9 shows that the accretion rate
increases towards the end of the simulation. This strong accretion flow fully absorbs
the ionizing radiation, and the sink particle is unable to build up a bubble although
it has more than three times the mass of the most massive star in Run B. This is
even more surprising since the sink particle moves far away from the center of the
rotationally flattened structure into less dense material. The figure demonstrates that
the accretion disk has faded in the last frame.
We can compare the model with observations of young massive stars by computing
observable line and continuum emission using the radiative transfer code MOLLIE1.
Figure 4.15 shows such a comparison at a time when a 20M⊙ star has formed in
Run B. The star lies at the center of a dense accretion disk that is one of several
within the larger-scale rotationally flattened flow. In the simulated observations, the
accretion disk is identifiable by the bright NH3(3, 3) emission and by the signature
of rotation, red and blue-shifted line velocities on either side of the star. The larger-
scale, rotationally-flattened flow that feeds the accretion disk is indicated by the nearly
horizontal contours of the line emission and also the weaker velocity gradient across
the whole image.
At this stage in the hydrodynamic simulation the star is hot enough to begin to
1The analysis presented here was carried out in collaboration with Eric Keto.
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Figure 4.13: Bipolar outflows in the multiple sink simulation (Run B). The slices show
the gas density in a plane through the most massive sink particle per-
pendicular to the disk. In the beginning of the simulation, the outflow
is bipolar but not symmetric because the filaments prevent the thermal
pressure to drive simultaneously both lobes of the outflow. This effect
fades when the accretion flow drops, and the sink particle can even blow
an expanding bubble although it does not grow in mass anymore in the
last three frames shown.
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Figure 4.14: Bipolar outflows in the single sink simulation (Run A). The images show
that the size of the outflow is not directly related to mass of the protostar.
Instead, it is given by the time the thermal pressure has had to steadily
drive it. If the thermal support is lost due to recombination, the outflow
gets quenched again. This is apparent in the last frame, where the star
is the most massive but there is no visible cavity around it.
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ionize its own accretion flow. The ionized gas is expanding off the accretion disk and
in the direction down the steepest density gradient of the molecular gas, perpendicular
to the disk and rotationally-flattened flow. The ionized gas is visible in the simulated
observations of the 1.3 cm continuum as an H ii region just above the accretion disk.
Although the H ii region appears spherical, we know from the numerical hydrody-
namical simulation, and also from the simpler analytic model (Keto 2007), that the
H ii region is a conical-shaped outflow driven by thermal pressure down the density
gradient maintained by the gravitational field of the star at the base of the outflow.
The ionized outflow is continuously supplied by photoevaporation of the accretion
disk, which is itself re-supplied by the larger-scale molecular flow. Because the ion-
ized outflow derives from the rotating accretion disk, the gas flow in the H ii region
has components of both rotation and outflow resulting in an outward-twisting spiral
flow. An observation that only partially resolves the spatial structure of the ionized
flow sees a velocity gradient oriented in the direction between that of the disk and
the outflow. This is shown in a simulated observation of the H ii region in the H53α
radio recombination line and 1.3 cm continuum (see figure 4.15, upper right panel).
The orientation of the apparent velocity gradient depends on the relative speeds of
the rotation and outflow.
Observations of the W51e2 region, thought to contain a massive protostar of about
20M⊙, show these several features (figure 4.15, lower panels). These observations are
more fully discussed by Zhang et al. (1998) and Keto & Klaassen (2008). In the lower
left panel of figure 4.15, an accretion disk is identifiable in NH3(3, 3) line brightness
and velocities. The disk orientation is from the south-east (red velocities) to the north-
west (blue velocities) at a projection angle of 135◦ east of north (counter-clockwise).
Just off the mid-plane of the accretion disk, an H ii region is seen in the 1.3 cm radio
continuum. The NH3(3, 3) in front of the H ii region is seen in absorption and red-
shifted by its inward flow toward the protostar. The lower right panel of figure 4.15
shows the velocity of the H53α recombination line (Keto & Klaassen 2008) in the H ii
region. The direction of the velocity gradient between the directions of rotation and
the outflow indicates that the ionized gas has both velocity components and spirals
outward off the disk
The hydrodynamic simulation is not intended to model the W51e2 region. For
example, the spatial scales are not identical. Nonetheless, the comparison illustrates a
few points about the star formation in W51e2. The velocity gradient and red-shifted
absorption observed in the NH3 lines indicate that the massive star is forming within a
molecular accretion disk and large-scale inflow. The offset of the H ii region from the
dense molecular gas in the accretion flow indicates that the ionized gas is expanding
asymmetrically and perpendicular to the rotational flattening of the molecular flow.
The misalignment of the velocity gradients in the molecular and ionized flows indicates
that the H ii region is a spiral outflow of ionized gas. The apparent size of the H ii
region is a consequence of the density gradient in the ionized flow. Therefore the age
of the H ii region is commensurate with the time scale of the accretion flow rather
than the much shorter sound-crossing time of the H ii region.
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Figure 4.15: Ionized accretion flow in observation and simulation. Comparison of line
and continuum emission simulated from the model (upper panels) and
actually observed from the W51e2 region (lower panels). The left panels
show the NH3(3, 3) line emission strength in white contours, the molecular
line velocities as the background color, and the 1.3 cm free-free contin-
uum from ionized gas in red contours. The right panels show the H53α
recombination line velocities from the ionized gas. The simulated H53α
observations (upper-right) are convolved to a spatial resolution of 750AU
(FWHM) to better match the resolution of the actual observations (lower-
right). In the simulated observations, the origin of the coordinates is the
20M⊙ protostar at the center of the accretion flow as marked. The ac-
cretion flow and disk are viewed edge-on. The spatial scale in the ob-
servations (lower panels) is 7000 to 8000AU per arc second assuming a
distance of 7 to 8 kpc to W51e2. The color bar on the right of each fig-
ure shows the molecular velocities in km s−1, including the LSR velocity
of W51e2, approximately 57 km s−1. The white contour levels are 50%
through 90% of the peak brightness temperature of 71K (upper left) and
0.1, 0.2 and 0.3 Jy beam−1 km s−1 (lower left). The red contour levels are
30%, 70%, and 95% of the peak 1.3 cm continuum brightness tempera-
ture of 8902K (upper left) and 0.07, 0.14, and 0.22 Jy beam−1 (lower left).
The white contours on the H53α observations (lower-right) show the 7mm
continuum emission at 2, 4, 10, 30, 50, 70, and 90% of the peak emission
of 0.15 Jy beam−1. The molecular line observations are from Zhang et al.
(1998), the H53α observations from Keto & Klaassen (2008), both having
a beam size of about 1′′. Coordinates are in the B1950 epoch.
87
4 Results
4.3.5 H ii Region Morphologies
The dynamics of the H ii region is also reflected in the radio continuum maps generated
from the simulation data. Unless stated otherwise, the radio maps are generated for
VLA parameters at a wavelength of λ = 2 cm with a full width at half maximum of
the beam 0.′′14 and a noise level of 10−3 Jy (see table 2.1). The assumed distance is
2.65 kpc.
The continuum maps show the continuous build-up and destruction of UC H ii
regions. The timescale for large-scale (∼ 5000AU) changes can be as short as ∼ 100 yr.
This flickering is caused by the accretion flow in which the sources are embedded.
When filaments in the disk are accreted by the protostar, the ionizing radiation is
effectively shielded, so that the gas above the filament can recombine and cool down.
Since the accretion flow is chaotic, the interplay between the radiation feedback and
the infalling material results in highly stochastic ionization and recombinaten processes
in the surrounding gas.
This effect is demonstrated in figure 4.16. It shows some dramatic changes in the
H ii region around the most massive star in Run B. Between t = 0.6592Myr and
t = 0.6595Myr (within 300 yr), an area with a diameter of ∼ 6000AU suddenly
recombines. Changes like this not only affect the physical size of the H ii region, but
they can also alter their morphology. From t = 0.6668Myr to t = 0.6671Myr (again
within 300 yr), the morphology of the UC H ii region surrounding the most massive
protostar changes from shell-like to core-halo because of a large-scale recombination
event that clears the rim of the shell. The shielding by the filaments also controls how
ionizing radiation can escape perpendicular to the disk. This reverses the cometary
H ii region around the star between t = 0.6524Myr and t = 0.6534Myr (within
1000 yr). The three examples given in figure 4.16 indicate that the morphology of H ii
regions around accreting massive protostars depends sensitively on accretion events
close to the protostar.
The flickering observed in the simulations also resolves the long-standing lifetime
problem for UC H ii regions (see section 1.1.4). Since UC H ii regions are not freely
expanding bubbles of gas which monotonically increase in size, their diameter cannot
be related to their age. Because H ii regions embedded in accretion flows are contin-
uously fed, and since they flicker with variations in the flow rate, their size does not
depend on their age until late in their lifetimes. An extreme version of the discrep-
ancy between protostellar mass and size of the H ii region occurs in Run A, where
the 70M⊙ protostar has almost no visible H ii region. It is totally quenched by the
strong accretion flow.
While the source in Run A never stops accreting, the most massive stars in Run B
finally stop growing when the gas reservoir around it is fully exploited. The ionizing
radiation then creates a bubble around it which later also encloses the second most
massive star. As soon as the bubble is created, the flickering around the most massive
star stops, and the emission becomes much fainter than before and extends over a
great fraction of the cluster size. Their H ii regions merge into a compact H ii region,
the type that generally accompanies observed ultracompact H ii regions (Kim & Koo
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Figure 4.16: Changes of H ii regions. The frames show images from H ii regions
around the most massive protostar in Run B. The frames in the lower
panels show the H ii region at a slightly later time than the images in the
upper panels. The left-hand panels show the recombination of ionized
gas with a diameter of ∼ 6000AU within 300 yr. The midway panels
demonstrate how the morphology of the H ii region changes from shell-
like to core-halo in 300 yr. The right-hand panels present the reversal of a
cometary H ii region in 1000 yr. The box size displayed is 0.122 pc. The
mass of the protostar is shown in each frame. The images are synthetic
2-cm VLA observations at 2.65 kpc.
2001). We stress again that it is not the ionizing radiation which stops the accretion
flow by creating a bubble, rather it is the decaying accretion flow which allows the
bubble to expand.
The extended H ii regions found in the simulations show a large amount of sub-
structure. Equation (2.145) shows that the emission from free-free transitions scales
with the square of the number density of free electrons, ne. This explains the emission
peak close to the protostar, where very dense gas in the accretion flow gets partially
ionized. However, not all emission peaks are associated with stars.
Figure 4.17 shows some examples. The upper left panel shows an H ii region with a
shell-like structure. The shell clearly exhibits a peak on its rim that is several 1000AU
away from any nearby star. The shell is created by dense shocks running through the
H ii region, which are replenished by material from the accretion flow. The emission
of this dense gas is what creates the shell. Another example is shown in the lower left
panel of figure 4.17. It shows a dense blob of gas which is irradiated by a massive star
and creates a peak that looks like as if it was indicating the position of a second star.
Obviously, peaks in emission maps are not an ideal hint to the potential coordinates
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Figure 4.17: Emitting structures of H ii regions. The frames show images from H ii
regions around the most massive protostar in Run B. The left-hand panels
give two examples of emission peaks that are not directly related to stars.
This questions the usual understanding that coordinates of stars should
be directly related to emission peaks. The middle panels show an edge-
on view of the star cluster with a cometary H ii region around the most
massive star. Within 200 yr, a shock is launched at the protostar, runs
through the H ii region and creates a filamentary structure. The right-
hand panels show the situation face-on. Here, the shock looks like a shell
expanding from the protostar. This indicates that the appearance of H ii
regions is closely related to accretion events close to the protostar. The
images are synthetic 2-cm VLA observations at 2.65 kpc.
of stars.
The aforementioned shocks contribute largely to the emission seen in the emission
maps. The middle panels in figure 4.17 show an edge-on view of the rotationally
flattened structure of the star cluster. The upper panel shows that the most massive
star has created a cometary H ii region. The lower panel shows the same region 200 yr
later. The ionizing radiation has blown away gas from the accretion flow close to the
protostar. This shock runs away from the star and creates a filament of strong emission
across the H ii region. The right-hand plots in figure 4.17 show the same region face-
on. From this viewing angle, the shock shows up as shell-like structure. This shows
that the shell does not trace the edge where the ionizing radiation hits the accretion
disk, but rather shocks generated from inflowing gas. The shell-like structures around
accreting protostars can be interpreted as indirect evidence for the accretion process.
The origin of the shell morphology changes when accretion ceases. Figure 4.18
shows the late-stage evolution of the star cluster. The most massive star has stopped
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accreting and begins to blow a bubble into the ambient gas. The left-hand plots show
this bubble face-on (upper panel) and edge-on (lower panel). Here, the strong shell-
like emission cleary comes from the dense gas in the rotationally flattened structure
around the protostar and not from a shock launched by the protostar.
While the accretion onto the most massive star, which created the bubble, has
stopped and cannot directly affect the structure of the H ii region anymore, it can
still be influenced by other stars which interact with the gas. Two such events occur
in Run B and are shown in figure 4.18. The middle panels show a time sequence of a
7.8M⊙ star approaching the rim of the shell. Its ionizing radiation is strong enough
to create sufficient thermal pressure to blow away the rim of the shell from its direct
neighborhood. The right-hand panels show the same star 8200 yr later, when it has
already entered the bubble. Now its ionizing radiation can freely expand into the
bubble. The gravitational attraction of the star is strong enough to pull along a dense
stream of gas. This stream allows the star to grow in mass although it has entered
the bubble filled with underdense gas. This suggests that deformed shells could be
indicative of stars inside large-scale H ii regions.
The simulation data presented here offer the unique opportunity to look at the same
H ii region from different viewing angles. We have already seen that the observed
morphology depends crucially on the position of the observer. We investigate this
observation in detail for some H ii regions appearing in Run B.
Figure 4.19 displays an H ii region around the most massive star in Run B. The first
panel shows the region face-on, and the successive panels rotate the region around an
axis in the plane of the rotationally flattened structure by 18◦ until a quarter rotation
of 90◦ is reached. Hence, the last panel shows the region edge-on. This sequence of
images demonstrates how a shell-like morphology can change into a cometary mor-
phology. The transition angle at which the shell-like morphology turns into a cometary
morphology is about 72◦ in this case.
However, we will get a different result if we perform the rotation around a different
axis. Figure 4.20 starts with the last frame of figure 4.19 and successively rotates the
region by 90◦ around the polar axis. This means that the view is edge-on for all times.
At an angle around 36◦, the cometary region develops strong shell-like structures. We
already know that these filaments have their origin in gas blown away by the protostar.
This region is of shell-like type since it is bounded by a dense filament. This means
that shell-like regions can occur both at face-on and at edge-on view. In principle, the
same holds true for cometary regions. They can also be observed face-on when the
ionizing radiation is shielded anisotropically.
We have repeated the same exercise for different H ii regions and find that the
transition angle between shell-like and cometary morphologies varies a lot. Figure 4.21
shows two more rotations that transform a face-on view into an edge-on view. We
show only the first and last images as well as the transition angle. The upper panels
show the transformation of a shell-like morphology into a cometary morphology at
t = 0.6864Myr, the lower panels show a similar transition at t = 0.6925Myr. The
central star has a mass of 22.532M⊙ and 23.025M⊙, respectively. The transition angle
is about 36◦ in the former and 54◦ in the latter case. They depend on the details of
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Figure 4.18: Bubble created by the most massive protostar in Run B. The left-hand
panels show this bubble face-on (upper panel) and edge-on (lower panel).
The emission in the shell has its origin in the rotationally flattened struc-
ture around the protostar and not in a shock running through the H ii
region. The middle and right-hand panels show a time sequence of a sec-
ond star interacting with the dense gas that bounds the bubble. In the
middle panels, this star blows away a dense filament by its own ionizing
radiation. The right-hand panels demonstrate what happens when it en-
ters the bubble. By its gravitational field, it pulls a dense stream of gas
into the bubble behind itself. Broken-up shells could thus be a helpful
observational signature to locate stars inside H ii regions. The images
are synthetic 2-cm VLA observations at 2.65 kpc.
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Figure 4.19: Rotation from face-on to edge-on view of an H ii region in Run B around
a star with 22.956M⊙ at t = 0.6907Myr. The view on the first panel is
face-on. The further panels show a successive rotation by 18◦ around an
axis in the plane of the rotationally flattened strucutre. The last panel
shows the region edge-on. At an angle of about 72◦, the morphology has
turned from shell-like into cometary. The images are synthetic 2-cm VLA
observations at 2.65 kpc.
the structure. A universal angle above which transition occurs does not exist.
Morphologies of UC H ii regions as they are found in sites of massive star formation
can be classified by their type. Wood & Churchwell (1989) and Kurtz et al. (1994)
used the types shell, cometary, core-halo, spherical, irregular and unresolved. De
Pree et al. (2005) abandoned the core-halo morphology and introduced a new bipolar
category for elongated H ii regions. The reason given for abandoning the core-halo
morphology is that most H ii regions are surrounded by faint emission, which produces
a halo around any H ii region. Though this may be true, we find it useful to keep this
morphological type for regions with a pronounced central peak and a fainter envelope.
The presence of a pronounced envelope clearly distinguishes this morphology from the
spherical type, which we also find.
In addition, we do not require shell-like regions to be not centrally peaked. Although
the larger, late-time shells do indeed not have central peaks, the UC H ii regions asso-
ciated with accreting protostars do have central peaks because they ionize their own
accretion flow. In fact, observations with a very high sensitivity and resolution do find
centrally peaked shells that were previously classified as spherical (Rodríguez et al.,
2003). We predict that more regions of this type will be found as soon as observations
with better resolution and sensitivity become available also for massive star forming
regions that are farther away. Figure 4.22 demonstrates the importance of resolution
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Figure 4.20: Rotation around polar axis of an H ii region in Run B around a star with
22.956M⊙ at t = 0.6907Myr. The first panel is identical with the last
panel of figure 4.19. The region is successively rotated around the polar
axis, so that the view is edge-on for all angles. The morphology changes
from cometary to shell-like at about 36◦. The images are synthetic 2-cm
VLA observations at 2.65 kpc.
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Figure 4.21: Different transition angles from shell-like to cometary H ii regions in
Run B. The upper panels show an H ii region at t = 0.6864Myr around
a 22.532M⊙ star, the lower panels at t = 0.6925Myr when the star has
23.025M⊙. The polar transition angles are 36◦ and 54◦, respectively. The
images are synthetic 2-cm VLA observations at 2.65 kpc.
and sensitvity in identifying the correct morphology. The figure shows synthetic maps
of the same shell-like H ii region for VLA parameters at 2 cm for different distances
to the observer. The shell disappears between 6 and 10 kpc, where both the spatial
resolution and the noise level make it impossible to distinguish between parts of the
H ii region and pure noise. On the other hand, the amount of centrally peaked shells
in the simulation may be reduced by including additional feedback processes like line-
driven stellar winds or magnetically driven outflows, which might be able to create a
cavitiy around the protostar. If these processes would be strong enough to thin out
the dense accretion flow sufficiently to remove the peaks remains an open question.
The new bipolar type is not well defined. De Pree et al. (2005) gave only one example
for this new category where the bipolar shape is not very distinctive. Churchwell (2002)
required an hourglass shape for the bipolar morphology which is not present in their
example. Although we do find morphologies that look bipolar in the simulations,
there are only very few of them, and their features are not very pronounced. The
small number of bipolar regions is in agreement with observations (Churchwell 2002,
De Pree et al. 2005). All of the bipolar regions could equally well fall into one of the
other classes, which is why we do not take this category into account.
The sensitive dependence on viewing angle and the high time variation of the H ii
region caused by the accretion flow is sufficient to produce morphologies of any men-
tioned class in a single simulation. Figure 4.23 shows maps from Run A with only one
ionizing source. The displayed shell-like and core-halo morpholgies are face-on views,
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Figure 4.22: Shell-like H ii region of Run B with a central peak for different distances
to the observer. The synthetic 2-cm VLA maps show that the shell-
like feature disappears between 6 and 10 kpc. To detect it at such high
distances, observations with higher spatial resolution and sensitivity are
required.
whereas the cometary H ii region is viewed edge-on. As discussed above, the same
morphologies can equally well be obtained at different viewing angles. It is apparent
that the size of the H ii region does not scale with the mass of the protostar. On the
contrary, the irregular region corresponds to the largest protostar, but it is among the
smallest H ii regions. Figure 4.24 shows some examples for the different morphologies
in Run B.
For comparison with observational surveys (Wood & Churchwell 1989, Kurtz et al.
1994), we generate a census of morphologies in Run A and Run B. We select 25
snapshots from each simulation and 20 randomly chosen viewing angles. This gives
a total amount of 500 images per simulation. The different viewing angles take into
account the fact that due to the special geometry of the setup, some morphologies
are preferentially found at different orientations. For example, shell-like morphologies
are found mostly face-on and cometary morphologies edge-on. The set of different
viewing angles, uniformly distributed on the unit sphere around the center of the
computational domain, avoids statistical biases by this effect. By the same token,
the distribution of morphologies also changes with time. Since many stars in Run B
reach a mass of 10M⊙ by the end of the simulation, the later times contain more
spherical and unresolved H ii regions than the beginning of the simulation. Since
we do not know the geometry and the evolutionary stage of the UC H ii regions in
the surveys, we assume randomly distributed orientations and ages and thus average
over different viewing angles and simulation snapshots to get a representative sample.
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Figure 4.23: Different morphologies observed in Run A with a single ionizing source
only. All morphologies found in surveys are present, depending on the
time in the simulation and the viewing angle. The lower right panel
demonstrates the problem with the bipolar category. The region is clearly
elongated, but it also shows a shell-like structure. Since elongation alone
seems to be insufficient to define a category on its own, we do not consider
bipolar regions as a separate category. The images are synthetic 2-cm
VLA observations at 2.65 kpc.
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Figure 4.24: Different morphologies observed in Run B. This figure shows UC H ii
regions around massive protostars in Run B at different time steps and
from different viewpoints. The protostellar mass of the central star which
powers the H ii region is given in the images. The H ii region morphology
is highly variable in time and shape, taking the form of any observed type
(Wood & Churchwell 1989, Kurtz et al. 1994) during the cluster evolution.
The images are synthetic 2-cm VLA observations at 2.65 kpc.
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Type WC89 K94 Run A Run B
Spherical/Unresolved 43% 55% 19.3% 59.4%
Cometary 20% 16% 6.5% 3.8%
Core-halo 16% 9% 14.6% 3.9%
Shell-like 4% 1% 3.1% 6.4%
Irregular 17% 19% 56.5% 26.6%
Table 4.2: UC H ii region morphologies in surveys and simulations. The table shows
the morphology statistics of UC H ii regions in the surveys of Wood &
Churchwell (1989) (WC89) and Kurtz et al. (1994) (K94) as well as from a
random evolutionary sample fron Run A and Run B of 500 images for each
simulation. The statistics for Run A is in disagreement with the observa-
tions.
To achieve consistency with the observations, we use contour plots to identify the
morphological classes and follow the definitions given in Wood & Churchwell (1989)
(see also table 1.2).
The results of this statistical analysis are presented in table 4.2. Given the deviations
amongst the observational surveys, the statistics from the multiple sink simulation
Run B is very close to the observational numbers. In particular, we find that roughly
half of the sample represents spherical or unresolved UC H ii regions, in agreement
with the classical lifetime problem. However, the statistics also shows that the relative
numbers of spherical and unresolved H ii regions in Run A disagree by more than
20% with the observational findings. This clearly rules out theoretical models in
which massive stars form alone. Since the protostar in Run A grows very quickly,
it cannot generate such a large number of strongly confined H ii regions. Instead,
lots of irregular H ii regions form. The only way to get a high number of spherical
and unresolved H ii regions is the formation of a stellar cluster. This again shows
that Run B is a much more realistic model for massive star formation. The results
from table 4.2 demonstrate that morphology statistics are a useful diagnostic tool to
distinguish different models of massive star formation.
Another interesting property of UC H ii regions is their SED. As explained in
section 2.5.1, the SED typically grows as ν2 in the optically thick regime (small fre-
quencies) and falls off like ν−0.1 in the optically thin regime (large frequencies). This
behavior is illustrated in figure 2.4. However, many observed SEDs of H ii regions
do not behave in this simple manner but show abnormal scaling exponents (Lizano
2008). In particular, there are SEDs which grow with an intermediate exponent of
ν1 over a frequency interval that can be as large as the whole VLA band coverage
(see table 2.1). Abnormal scaling exponents can be reproduced by H ii region models
with ionized gradients (Panagia & Felli 1975, Olnon 1975, Franco et al. 2000, Avalos
et al. 2006, Keto et al. 2008), hierarchical clumps (Ignace & Churchwell 2004) and
additional dust emission (Rudolph et al. 1990, Pratap et al. 1992, Beuther et al. 2004,
Keto et al. 2008).
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Figure 4.25: Abnormal SEDs in Run B. The images are generated for the VLA bands
L to Q assuming a distance of 2.65 kpc. The dotted line grows with ν2,
the dashed line with ν1. (a) SED that grows with ν1 across all six bands.
This slope can be a combined effect of ionized gadients and shadowing
by clumps. (b) SED that has a pronounced minimum at 23GHz. The
rising at high frequencies is produced by a very bright core of the UC H ii
region. There is no clear relation between SEDs and morphologies.
The data from the numerical simulations is certainly more realistic than the simple
ionized gradients or hierarchical clumps models, but the postprocessing only takes free-
free radiation into account, not dust emission. But even without dust, we can get very
complicated SEDs as well as SEDs that have a uniform scaling exponent around 1. We
show two examples in figure 4.25. They are generated from synthetic VLA observations
from bands L to Q of UC H ii regions from Run B assuming a distance of 2.65 kpc.
Figure 4.25(a) shows an H ii region with a constant growth of ν1 across all observed
bands. This is exactly the kind of abnormal SED found in observations. The result
can be a combined effect of density gradients in the ionized gas as well as shadowing
by clumps, just as in the simpler analytical models. Figure 4.25(b) displays an SED
that first grows with ν2 and then turns over as expected, but then has a minimum at
23GHz and starts growing again. It is interesting that we do not need any dust to
find such an emission excess at high frequencies. The images reveal that the envelope
fades away at high frequencies, but the core gets much brighter and produces the
overshoot. We have found several other SEDs with this curious shape, and most of
them have the minimum at the same frequency band and show a bright core for high
frequencies. Both kinds of SEDs can be found in many different H ii regions with
various morphologies. There is no clear relation between morphologies and the form
of the SED.
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4.3.6 Time Variability of UC H ii Regions
Since the H ii regions flicker on a time scale of only 10 yr, a comparison with observed
changes in H ii regions is possible2. In particular, we can try to learn about the curious
shrinking H ii regions mentioned in section 1.1.4.
For this time series comparison at high temporal resolution, we select a few time
intervals in the multiple sink simulation (Run B) in which the continuum emission
from a particular H ii region is variable, and with that H ii region well isolated in
space to be able to measure its individual properties. We then produce synthetic
2-cm continuum maps with VLA parameters at every ∼ 10 yr from the simulation
output. From this data, we can determine the observational scale length H for the
H ii region, which is defined as the equivalent diameter of a circle with the same area
as the emission. We also study the evolution of the total flux F2 cm over the H ii region
and the accretion rate M˙ of the sink particle that powers the H ii region.
Figure 4.26 shows two such events at high temporal resolution. The interpretation
of figure 4.26(a) is simple. The flux and size of the H ii region go down exactly at the
same time when the accretion rate of the sink particle goes up. Obviously, a dense
blob of gas is being accreted, which shields the ionizing radiation and therefore causes
the H ii region to shrink. Once this dense gas is gone, the star begins to ionize its
environment again, so the H ii region starts growing. But this expansion needs much
more time than the shrinking since it is governed by gas-dynamical processes, whereas
the contraction is caused by recombination.
Figure 4.26(b) is much more tricky to understand because there seems to be a delay
between the accretion process and the shrinking of the H ii region. What happens
here is that there are actually two accretion processes, whose effects on the H ii region
must be carefully disentangled. The first accretion onto the sink particle has no effect
on the H ii region. Here, a blob of gas approaches the sink particle from behind, so
that the continuum flux is not affected at all. Then a second blob crosses the line of
sight, but it is still outside the accretion radius. Hence, it absorbs ionizing radiation,
the H ii region shrinks, but it is not yet accreted onto the sink particle. Only after
it moves further towards the sink particle it gets inside the accretion radius. Thus,
the important delay is the short gap between the shrinking of the H ii region and the
increase in the accretion rate.
Another difference between figure 4.26(a) and figure 4.26(b) is that the former only
shows a singular accretion event while the latter mildly accretes over the whole interval.
However, the evolution of H and F2 cm is not only governed by the material inside the
accretion radius, so these curves do not exhibit a distinctively different behavior.
The analysis shows that when the accretion rate to the star has a large, sudden
increase, the ionized region shrinks, and then slowly expands again. This agrees
with the contraction, changes in shape, or anisotropic expansion observed in radio
continuum observations of UC H ii regions over intervals of ∼ 10 yr (Franco-Hernández
& Rodríguez 2004, Rodríguez et al. 2007, Galván-Madrid et al. 2008, Gómez et al.
2008). Figure 4.26 shows that the sudden accretion of large amounts of material is
2The analysis presented here was carried out in collaboration with Roberto Galván-Madrid.
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Figure 4.26: Time variability of UC H ii regions. Large amounts of molecular gas
accreting onto an H ii region can cause a sudden decrease in its size
and flux. This figure shows the 2-cm continuum flux F2 cm (in units of
10mJy), the characteristic size of the H ii region H (in units of 10AU),
and the rate of accretion to the star M˙ (in units of 10−6M⊙ yr−1). (a)
The H ii region is initially relatively large, and accretion is almost shut
off. A large (from 0 to 6 · 10−5M⊙ yr−1), sudden accretion event causes
the H ii region to shrink and decrease in flux. The star at this moment
has a mass of 19.8M⊙. (b) The star has a larger mass (23.3M⊙), the H ii
region is initially smaller, and the star is constantly accreting gas. The
ionizing photon flux appears to be able to ionize the infalling gas stably,
until a peak in the accretion rate by a factor of three and the subsequent
continuos accretion of gas makes the H ii region to shrink and decrease in
flux. The H ii region does not shrink immediately after the accretion peak
because the increase is relatively mild and the geometry of the infalling
gas permitted ionizing photons to escape in one direction.
accompanied by a fast decrease in the observed size and flux of the H ii region. Both
the scale length and flux decrease at rates of 5–7%yr−1, agreeing well with observed
fluctuations of 2–9% per year (Franco-Hernández & Rodríguez 2004, Galván-Madrid
et al. 2008). Shortly after the minimum values are reached, the H ii regions starts
growing anew, on timescales ∼ 102 yr. This demonstrates that the observed time
variability of UC H ii regions is closely related to the interaction of the ionizing
radiation of the massive protostar with its accretion flow.
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So eine Arbeit wird eigentlich nie fertig, man muß sie für
fertig erklären, wenn man nach Zeit und Umständen das
möglichste getan hat.
(Johann Wolfgang von Goethe, Italienische Reise)
We have presented the first three-dimensional collapse simulations of massive star
formation that include radiative feedback by both ionizing and non-ionizing radia-
tion. Our simulations show that the many puzzles raised by observations of UC H ii
regions, including the lifetime paradox, H ii region morphologies and multiplicities,
short-term variations in H ii region flux and size, and uncollimated bipolar outflows
around massive protostars can all be understood as consequences of ionization within
a gravitationally unstable accretion flow. Massive stars require just such flows to form.
Our results from section 4.3.1 indicate that feedback by ionizing radiation does
not represent a problem for massive star formation. If enough gas is available, it
always finds its way onto the protostar. This is because massive stars require high
accretion rates to form, high accretion rates correspond to massive accretion flows,
and these accretion flows are subject to fragmentation. The fragments form filaments
which then shield the ionizing radiation and allow accretion to continue. As laid out in
section 4.3.2, the fragments in the accretion flow around a massive star can themselves
form additional stars, which explains why massive stars preferentially form in clusters.
If multiple star formation is taken into account, the upper masses of the stars are
limited by fragmentation-induced starvation. This mechanism has not been discussed
so far in the literature. It represents a new paradigm, different from monolithic collapse
and competitive accretion. Since we only conducted simulations with a single initial
condition, this gives rise to a couple of questions concerning the importance of this
initial condition.
What determines the maximum mass in the cluster? Does the maximum mass scale
with the initial gas reservoir, or does fragmentation constitute an unsurmountable
barrier? If so, how do the extremely massive stars in the Galaxy form? Can the max-
imum mass be scaled up by choosing different, probably more centrally concentrated,
initial conditions? Which role do magnetic fields play? How do the results change
when turbulence is added to the initial core or when a box with decaying turbulence is
considered? Do the clumps found in simulations of molecular cloud formation (Baner-
jee et al. 2009) behave similar like quiescent or turbulent cores, or do they represent
another class of initial conditions? As explained in section 1.2, the choice of initial
conditions is crucial to the formation of massive stars, and no definitive answer will
be available until we know more about molecular cloud formation.
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The unique feature of massive star formation is that massive stars can ionize their
own accretion flow. Section 4.3.4 has shown how we can understand observations of
such flows, which show bipolar outflows, spiraling ionized gas and H ii regions offset
from the massive protostars. The numerical simulation is not only in agreement with
an earlier analytical model (Keto 2007), but can also reproduce the actual observations
(Zhang et al. 1998, Keto & Klaassen 2008), althoug it was not designed or tuned to
do so. This suggests that the general mechanisms presented here, the fragmentation
of the accretion flow (section 4.3.3) and the formation of ionization-driven bipolar
outflows (section 4.3.4), are not special to the chosen initial conditions, but generic
features of massive star formation.
The synthetic radio continuum maps (section 4.3.5) show remarkable similarity to
morphologies found in surveys of massive star forming regions (Wood & Churchwell
1989, Kurtz et al. 1994). All morphologies can be found in the simulations. Their vari-
ety results solely from the interaction of the ionizing radiation with the accretion flow.
We need neither bow shocks, stellar winds nor any other additional, special circum-
stances to reproduce them. Additionally, the embedding of the massive protostar in
an accretion flow causes flickering of the H ii region on a short timescale (setion 4.3.6)
and renders any direct relation between the age of the protostar and the size of its
H ii region impossible. This resolves the lifetime problem for UC H ii regions (Wood
& Churchwell 1989) and explains observations of shrinking H ii regions within only a
decade (Franco-Hernández & Rodríguez 2004, Rodríguez et al. 2007, Galván-Madrid
et al. 2008, Gómez et al. 2008).
All these observations demand follow-up studies. In which sense are the ionization-
driven outflows different from magnetically-driven outflows found in low-mass star
formation? Can these collimated, magnetically-driven jets survive inside the larger,
uncollimated ionization-driven outflow, or is it destroyed by the radiative feedback?
Can the interplay between ionizing radiation and magnetic fields generate new mech-
anisms to drive bipolar outflows?
The radio continuum maps of the UC H ii regions are already very revealing, but
they only trace the location of ionized gas, not its velocity. Can synthetic radio re-
combination line maps also reproduce the observed kinematics of UC H ii regions
(Jaffe et al. 2003, Zhu et al. 2008)? What do the morphologies look like at differ-
ent wavelengths than those observed by the VLA? What do the simulations predict
for upcoming telescopes like ALMA and JWST? What does the dust emission look
like? In particular, is dust relevant to explain the abnormal spectral indices found
in hypercompact H ii regions, or are they caused by density gradients alone (Lizano
2008)?
Both the simulations and the postprocessing can be improved. Additional feedback
effects like radiation pressure, stellar winds and outflows can be included. The sim-
ulation data can then be used to produce detailed synthetic observations that can
be tested against reality. This will help us to decipher the mysteries of massive star
formation.
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