There are many parallel computations that are tree structured. The structure of a tree is usually unpredictable at compiler-time; the tree grows gradually during the course of a computation. The dynamic tree embedding problem is to distribute the processes of a parallel computation over processors in a parallel computer such that processors perform roughly the same amount of computation, and that communicating processes are assigned to processors that are close to each other. In this paper, we establish lower bounds for the performance ratio of dynamic tree embedding in bipartite static networks, including numerous important networks such as n-dimensional meshes, n-dimensional tori, k-ary n-cubes, cube-connected cycles, and article no. PC981475
INTRODUCTION
To fully utilize the parallel processing capabilities of a high performance computing system, it is required that parallelly executable processes are distributed over processors such that each processor performs roughly the same amount of computation, and communicating processes are assigned to processors close to each other. The problem of mapping processes to processors has been studied in the context of embedding a process graph G$ in a processor graph (or a network) G. The nodes in G$ are processes, and edges in G$ represent communications among the processes. The nodes and edges in G correspond to processors and network communication links, respectively. A load distribution of G$ on G is a mapping function , from the set of processes to the set of processors, such that ,( p) is the processor on which process p will execute. Among various process graphs, trees are of particular interest since many parallel computations are tree structured. Examples include divide-and-conquer algorithms, branch-and-bound computations, backtrack searching, game-tree evaluation, and functional and logical programs. These applications exhibit a large amount of parallelism and are very suitable for parallel processing.
Typically, the shape and the size of a tree that represents a tree-structured parallel computation are unpredictable at compiler-time. The tree grows incrementally during the course of the computation. Initially, there is perhaps only one root process. As the computation proceeds, the tree unfolds as new processes are created by existing processes, and the newly created processes must be immediately assigned to processors for execution. In such a dynamic setting, the mapping function , is not available in advance; it is calculated at runtime. It is desirable for a tree node to be mapped to a processor without knowing what the rest of the tree looks like. A dynamic tree embedding algorithm is an on-line algorithm which performs the mapping without any knowledge on the future growing of the tree.
There are two important performance measures of a tree embedding , (namely, a mapping or a load distribution). The first measure is the maximum load per processor, i.e., the maximum number of processes (tree nodes) that are assigned to a processor. The tree nodes should be distributed over all the processors as evenly as possible, so that the overall execution time can be minimized. The second measure is the dilation of an embedding, i.e., the maximum distance between ,( p 1 ) and ,( p 2 ), where p 1 and p 2 are two communicating processes in G$. Dilation should also be kept low since it affects communication overhead. Processes that need to communicate to each other during the computation are placed on processors within a short distance. Minimizing the maximum load and the dilation are conflicting requirements. Leighton et al. showed that any deterministic algorithm which dynamically embeds an M-node binary tree in an N-node hypercube such that the maximum load is cMÂN must have not only maximum but also average dilation 0(-log NÂc 2 ) [12] . Therefore, a dynamic tree embedding algorithm which simultaneously minimizes load and dilation (within constant factors) must be randomized.
Randomized tree growing algorithms have been investigated by many researchers in recent years. Bhatt and Cai initially raised the problem of dynamic tree embedding in hypercubes [2] . They proposed and analyzed a randomized tree embedding strategy for maintaining dynamically evolving binary trees on hypercube networks. The algorithm is random-walk based and also uses local rearrangement. For arbitrary binary trees, their algorithm achieves optimal load O(MÂN ) and dilation O(log log N ) with high probability. For tree embedding in hypercubes and butterflies, Leighton et al. reduced the dilation to O(1) and achieved optimal load and dilation simultaneously within constant factors [12] . Aiello and Leighton, and Bhatt et al. considered the congestion of embeddings, i.e., the maximum number of tree edges that are routed through any single communication link of a hypercube [1, 3] . Other recent results on dynamic tree embedding were reported in [6, 9, 25, 29] .
The performance of the simple randomized tree embedding algorithm, which allows a newly created process to take a random walk of short distance to reach a processor nearby, has been studied extensively. Closed-form solutions to the expected load on each processor in dilation-1 embedding of complete trees and reproduction trees in completely connected networks and bus systems were found in [13] . In [14, 15] , we developed a methodology to evaluate the performance of the above algorithm and its improved versions in hypercubes, that is, using recurrence relations to characterize the expected loads. Based on these recurrence relations, we are able to calculate the expected load on each processor and obtain analytical results. Actually, our approach does not rely on the hypercube topology. Therefore, it can be applied to the analysis of randomized tree embedding algorithms on virtually all static networks. The applicability of recurrence relations is due to the recursive structure of trees and the fact that the subtrees of a process grow independently in a network. Known results have been reported for k-ary n-cubes and its special cases such as rings and tori [16] , asymmetric networks such as linear arrays [17] and meshes [19, 23] , symmetric networks like barrel shifters, Illiac networks [18] , and cube-connected cycles [20] , and hypercubic networks including wrapped butterflies, shuffle-exchange networks, and de Bruijn graphs [24] .
Embedding dynamic trees has also been treated from other points of view. Karp and Zhang presented randomized parallel backtrack and branch-and-bound algorithms on completely connected networks that run in optimal time with high probability [11] . Ranade strengthened the results by considering butterflies which are bounded degree networks [28] . Instead of embedding trees with lower dilation and even load distribution, the aim of their research is to minimize the parallel execution time. These pioneer studies have been followed by a number of other researchers [10, 26] .
In this paper, we establish lower bounds for the performance ratio (to be defined in Section 2, which is a measure of maximum load) of dynamic tree embedding in bipartite static networks. We would like to point out that many classes of networks are bipartite, and these classes include the most important networks proposed andÂor commonly used in parallel and distributed processing. Examples are n-dimensional meshes and their special cases (linear arrays, two-dimensional meshes), n-dimensional tori and their special cases (ring, tori, hypercubes, k-ary n-cubes), butterflies, wrapped butterflies, cube-connected cycles, meshes of trees, and star graphs. Our lower bounds are obtained based on both tree and network properties and depend on the parity of dilation. These bounds are applicable to a general class of dynamic tree embedding algorithms, deterministic or probabilistic. Using our bounds, one can claim, for example, that to dynamically embed a randomized complete tree in a hypercube with dilation 1, where the tree height is uniformly distributed in certain range, and each internal node generates seven child nodes on the average, the performance ratio cannot be better than 1.5625. Two cases are considered in evaluating the performance of a dynamic tree embedding algorithm. In the first case, all nodes of a tree are incorporated into the performance ratio. Applications corresponding to this case include the execution of divide-and-conquer algorithms and demand-driven reduction of functional programs. In the second case, once children nodes are created, the parent node becomes useless and can be discarded; only leaf nodes are considered in the final performance ratio. Applications for this case include scheduling of task trees, backtrack search, and branch-and-bound search.
It is well known that lower bound theory plays an important role in algorithm design and analysis. A lower bound states a fact about all possible algorithms for solving a problem. Usually, one cannot enumerate and analyze all of these algorithms; so deriving good lower bounds is often more difficult than obtaining an algorithm that achieves good performance. Lower bound analysis also allows us to gain insight into the difficulty of a problem. Furthermore, it is not uncommon that lower bound techniques are used to guide the search for better algorithms and to claim optimality of algorithms in comparison with the lower bounds. All of our lower bounds can be used to serve for these purposes. Indeed, our lower bound for embedding complete trees into hypercubes can be achieved using random walks, and some of our bounds are tight for other treeÂnetwork combinations.
The rest of the paper is organized as follows. In Section 2, we provide a description of a general class of dynamic tree embedding algorithms and define our performance measures. Then, in Section 3, we prove the lower bounds for the performance ratio in a general setting. The actual values of the bounds need to be instantiated based on the information of trees and networks. In Section 4, we consider several types of trees, including deterministic complete trees, randomized complete trees, and reproduction trees. Section 5 presents a number of bipartite state networks. Finally, we conclude the paper is Section 6.
DYNAMIC TREE EMBEDDING
We consider dynamic maintenance of tree-structured parallel computations on static networks. A computation consists of processes that are organized as a tree. Initially, there is one process, which is the root of a tree. During a computation, a process (i.e., a tree node) can spawn several other processes, which are children of the node. These child nodes are sent to other processors in a network according to a mapping function ,.
In this paper, we consider a class of tree growing algorithms, deterministic or randomized, as shown below. Assume that a process residing on processor P spawns a new process p. To find a processor for execution, process p takes a walk of length 2 and traverses from P 0 to P 2 as follows: P 0 Ä P 1 Ä P 2 Ä } } } Ä P 2 , where P 0 =P, and P $ is a neighbor of P $&1 , for all 1 $ 2. Process p is then executed on processor ,( p)=P 2 . A generic dynamic tree embedding algorithm is shown below.
Algorithm Embedding 2
When a new tree node p is created by a process on processor P, p does the following:
select a neighbor P $ of P $&1 according to any strategy; move to processor P $ ; enddo; reside on P 2 for execution It is important to notice that our lower bounds do not depend on the neighbor selection policy. A simple yet quite effective strategy is as follows:
Random Walk. Process p randomly chooses a neighbor P $ , and all the neighbors of P $&1 are selected with equal probability [2, 3, 12, 14, 15] .
In other words, process p takes a random walk of length 2 starting from P. Such an algorithm has a nice feature, that is, there is no centralized control mechanism (i.e., global data structures to record current load status and centralized process assignment algorithms). In fact, the load distribution function , is computed jointly by all processors in a totally distributed fashion. When a process p is spawned on processor P, p selects a processor ,( p) for execution immediately. Such a decision is made locally without consulting with other processors. A slightly smarter algorithm is to avoid traversing along the same communication link back and forth:
Improved Random Walk. Processor p keeps track of its random walk and never returns to a visited processor. The unvisited neighbors of P $&1 are selected with equal probability.
Such a policy essentially encourages a process to move ahead, and hopefully, will scatter processes more quickly. Our generic tree embedding algorithm also includes more sophisticated strategies. One example method is as follows:`B est'' Choice. Process p moves to a neighbor with the lightest load.
This seems an ideal policy, but requires an extraordinary amount of communication overhead for exchanging and maintaining status information among the processors.
Definition 2.1. In this paper, by a dilation-2 embedding we mean a dynamic tree embedding generated by algorithm Embedding 2 (instantiated by a particular neighbor selection method) in which, every tree node has distance less than or equal to 2 from its parent node.
Once process p is assigned to processor ,( p), it cannot be reassigned to another processor. Notice that process migration from overloaded processors to underloaded processors requires exchange of state information. Also, it might increase dilation arbitrarily. Now, the question is,``What is the maximum load in such a dilation-2 embedding?'' Consider a dilation-2 embedding of a tree T on a network G produced by algorithm Embedding 2 with certain neighbor selection policy. The following symbols are used throughout this paper: Sometimes, we are concerned with the distribution of leaves, since internal nodes tend to finish before leaf nodes, and when the entire tree is embedded, it is likely that only leaf nodes are still active. For this reason, we have the following notations:
v M*: the number of leaves in a tree; v L* OPT : the load (i.e., number of leaf nodes) on a processor in an optimal load distribution, and L* OPT =M*ÂN; v L* MAX : the maximum load among all processors.
Our performance measures of dynamic tree embedding are given below. Definition 2.2. The performance ratio of a dynamic tree embedding is defined as the ratio :=L MAX ÂL OPT =L MAX NÂM. When only leaves are considered, the performance ratio is defined as :*=L* MAX ÂL* OPT =L* MAX NÂM*.
The performance ratio : and :* are determined by the number of processors N, the topology of a network, the number of tree nodes M (or, the number of leaves M*), the structure of a tree, the initial processor (for asymmetric networks), the length 2 of a random walk, and the neighbor selection policy. We wish : and :* to be as close to one as possible. For a fixed network size N, the performance ratio : M or :* M is a function of tree size M. The asymptotic performance ratio is defined as : =lim M Ä : M , or :* =lim M Ä :* M . A tree embedding algorithm is asymptotically optimal if : =1 (or, :* =1).
LOWER BOUNDS
If there exists ;, such that for all dynamic tree embedding algorithms, we have : ;, then ; is a lower bound for embedding tree T in network G. A lower bound might depend on the size and structure of tree T, the size and topology of network G, and the length 2 of a random walk; however, a lower bound is independent of any particular neighbor selection strategy and is applicable to all algorithms that fit into our generic dynamic tree embedding algorithm.
Our lower bounds proved in this paper are for networks that are bipartite graphs.
Definition 3.1. Let G=(V, E ) be an undirected graph, where |V | =N. An (N 0 , N 1 )-partition of G is a division of V into two disjoint subsets V 0 and V 1 , where |V 0 | =N 0 , and
The lower bounds also rely on the parity of 2. First, we consider even 2's. Proof. Assume that the initial processor, i.e., where the root process is, is in V i , i=0, 1. By the definition of an (N 0 , N 1 )-partition, there is no communication link among processors in V i and among processors in V @ Ã . Therefore, a tree node traverses between V i and V @ Ã back and forth. If 2 is even, no tree node can reach a processor in V @ Ã by taking a walk of even length 2. In other words, all tree nodes will be distributed in V i . Thus, L MAX MÂN i , i.e., : NÂN i by Definition 2.2. Since the last inequality is true for both i=0, 1, we reach the lower bound for :. Following a similar argument, we have L* MAX M*ÂN i , i.e., : NÂN i by Definition 2.2. This gives the lower bound for :*. Now, we look at the case when 2 is odd. Let M 0 and M 1 be the numbers of tree nodes on even and odd numbered levels respectively. Similarly, we define M 0 * and M 1 * to be the numbers of leaf nodes on even and odd numbered levels, respectively. 
, and :* 2 max
Proof. We prove the lower bound for :; the lower bound for :* can be shown by following a similar argument. Assume that the initial processor is in V i , i=0, 1. It is clear that when 2 is odd, all tree nodes on levels 0, 2, 4, 6,... will be assigned to processors in V i , and all tree nodes on levels 1, 3, 5, 7,... will be assigned to processors in V @ Ã . First, let us consider the case when M 0 M 1 . If the initial processor is in V i , the M 0 tree nodes on even numbered levels all reach processors in V i . Hence, L MAX M 0 ÂN i , and
Second, consider the case when M 1 M 0 . If the initial processor is in V i , the M 1 tree nodes on odd numbered levels all reach processors in V @ Ã . Hence, L MAX M 1 ÂN @ Ã , and
Summarizing the two cases, we have the inequality for :. The lower bound for :* can be proven in similar way. The lower bounds for : and :* in Theorem 3.3 have two terms. The first term, namely, max(M 0 ÂM, M 1 ÂM ), or max(M 0 * ÂM*, M 1 *ÂM*), is a tree property. The second term, i.e., min(NÂN 0 , NÂN 1 ) is a network property. It is clear that the first term is less than one for a nontrivial tree, and the second term is no larger than two. In Section 4, we will consider several types of deterministic and randomized trees and find out the value of the first term for these trees. In Section 5, we will give examples of bipartite networks that have (N 0 , N 1 )-partitions, where N 0 =N 1 .
The lower bounds in this section are valid only when the length of a walk is exactly 2. These lower bounds do not hold if a tree node can take a walk of length less than or equal to 2. This suggests a strategy to improve the quality of dynamic tree embedding, namely, randomly choosing the length of a walk. Further discussion on this issue is beyond the scope of this paper. (See Section 6 for more discussion on this issue.)
DETERMINISTIC AND RANDOMIZED TREE MODELS
Let us first consider deterministic complete b-ary trees whose size and shape are known in advance. The number of tree nodes on level l of such a tree is M l , where l=0, 1, 2, 3, ..., and the total number of nodes a complete b-ary tree of height h is
b&1 .
The number of leaves is M Proof. Let h denote the height of the tree. When h is even,
and
It
When h is odd, we have
This proves the lower bound for :. Since all leaves are on level h, we have M 0 *=M*, M 1 *=0, or M 0 *=0, M 1 *=M*. Thus, we obtain the lower bound for :*.
To represent trees of arbitrary size and structure, certain probabilistic models of trees are required. Two random tree models are considered here, namely, randomized complete trees and reproduction trees. Definition 4.2. A randomized complete tree T grows in the following way. The probability that the height of T is h is v h , where h 0. Under the condition that the height of T is h, a node p on level l, where 0 l h&1, produces k children with probability u h, l, k , where k 0. Thus, a randomized complete tree is characterized by the discrete probability distributions (v 0 , v 1 , v 2 , v 3 , ...) and (u h, l, 0 , u h, l, 1 , u h, l, 2 , u h, l, 3 , ...), for all h 0, and 0 l h&1.
Let b h, l be the average number of children of a tree node on level l under the condition that the tree height is h, where h 0, and 0 l h&1. Clearly, b h, l =u h, l, 1 +2u h, l, 2 +3u h, l, 3 + } } } . Under the condition that the height of T is h, the average number of tree nodes on level l is 1 when l=0, and b h, 0 b h, 1 b h, 2 } } } b h, l&1 when l>0. The average number of tree nodes on level l of a randomized complete tree is
The average number of tree nodes in a randomized complete tree is
and the average number of leaf nodes is
When b h, l =b{1, for all h 0, and 0 l h&1, we have
, and M*= :
When v h =1 for some h 0, v h$ =0 for all h${h, and u h, l, b =1 for some b 2, and for all h 0, 0 l h&1, a randomized complete tree becomes a complete b-ary tree of height h. Theorem 4.3 gives the lower bounds for : and :* in embedding of randomized complete trees. 
Proof. Notice that
The inequalities then follow Theorem 3.3.
As an example of randomized complete trees, let us assume that the tree height is uniformly distributed in the range [1 . . H] for some even H, that is, v h =1ÂH, for all 1 h H. Also, b h, l =b>1, for all h 0, and 0 l h&1. Then, using Theorem 4.3, we have
It can be verified that M 0 >M 1 , and
Therefore, the lower bound for : in Theorem 3.3 becomes
When b=7, and N 0 =N 1 , the above bound is 1 9 16 . Now let us turn to the second randomized tree model, i.e., reproduction trees, which are quite different in nature from randomized complete trees. This model has been traditionally studied in the context of branching processes [5, 8] , which have been used in analyzing various heuristic search algorithms [27] . The expected number of tree nodes on level l of a reproduction tree is b l , where l=0, 1, 2, 3, ... . Thus, the total number of tree nodes in a reproduction tree is
.
It is clear that M is finite if and only if b <1. The above value of M can be calculated from another point of view. A reproduction tree includes a root and several subtrees. A key feature of a reproduction tree is that all subtrees and subsubtrees grow in the same way as the original tree. In other words, the average number of nodes in a subtree is the same as that in the original tree. Since there are b such subtrees, we have M=1+b M, which implies that M=1Â(1&b ). To find the average number of leaves M*, we notice that the root is a leaf with probability u 0 . If the root is not a leaf, we need to find the total number of leaves in the b subtrees. Since each subtree has M* leaves on the average, we get
Our lower bounds for : and :* in embedding reproduction trees are given in the following theorem. 
This proves the lower bound for :. To show the lower bound for :*, we need to find M 0 * and M 1 * . For M 0 *, we notice that the root r is a leaf that has distance zero from the root itself with probability u 0 . If the root is not a leaf node, then M 0 * is the total number of leaves in the b subtrees that have odd distances from the children of r. That is,
Similarly, M 1 * is the total number of leaves in the b subtrees that have even distances from the children of r, i.e.,
Solving the two equations of M 0 * and M 1 * , we get
The lower bound for :* then follows.
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As M Ä , i.e., b Ä 1, we have M 0 =M 1 . Thus, the lower bounds in Theorem 4.5 become
Furthermore, when N 0 =N 1 , the above lower bound reduces to one, which implies that it is possible to achieve asymptotically optimal embedding for reproduction trees.
EXAMPLE BIPARTITE NETWORKS
In this section, we consider a number of important bipartite static networks that are frequently used in parallel and distributed computing. Before we move ahead, let us cite a well-known fact of bipartite graphs [7] .
Lemma 5.1. A graph is bipartite if and only if all cycles are even.
We first look at n-dimensional meshes. An n-dimensional mesh has N=k 1 _ k 2 _ } } } _k n processors, where k d is the size of the d th dimension, 1 d n. Each processor has an index ( j 1 , j 2 , ..., j n ), where 1 j d k d , for all 1 d n. In general, processor P j 1 , j 2 , ..., j n has 2d neighbors, namely,
if such a neighbor exists. Thus, processors on the boundaries and the corners have fewer neighbors.
Lemma 5.
2. An n-dimensional mesh with N processors is a bipartite graph with N 0 =NÂ2 if N is even, and N 0 =(N\1)Â2 if N is odd.
Proof. First, we show that an n-dimensional mesh is bipartite. Consider a path starting from P j 1 , j 2 , ..., j n . It is clear that for a path to return to P j 1 , j 2 , ..., j n , we must travel even number of steps in each dimension, which implies that a cycle must be even. By Lemma 5.1, we conclude that an n-dimensional mesh is bipartite.
To show a particular (N 0 , N 1 )-partition, we define
We claim that V 0 and V 1 give a partition. In other words, there is no connection among processors in V 0 (and V 1 ). To see this, consider two processors in V 0 , P j 1 , j 2 , ..., j n and P j $ 1 , j $ processors, i.e., their distance is one. Since ( j 1 , j 2 
have different parity, and one of the two processors must be in V 1 . This is a contradiction to the fact that both are from V 0 . Now, let us look at the size of V 0 . It is well known that an n-dimensional mesh with N processors contains a linear array of size N as a subgraph. It is also clear that if a processor is in V i , i=0, 1, then its neighbors are in V @ Ã . Therefore, the N processors can be linearly ordered, and they alternately belong to V 0 and V 1 . Hence, N 0 =NÂ2 if N is even, and N 0 =(N\1)Â2 if N is odd. 
Proof. This is a direct consequence of Theorems 3.2 and 3.3, and Lemma 5.2.
Since linear arrays and two-dimensional meshes are special cases of n-dimensional meshes, we have the following. Our second class of networks is n-dimensional tori. An n-dimensional torus has N=k 1 _k 2 _ } } } _k n processors, where k d is the size of the d th dimension, 1 d n. Each processor has an index ( j 1 , j 2 , ..., j n ), where 1 j d k d , for all 1 d n. Each processor P j 1 , j 2 , ..., j n has 2d neighbors, namely,
An n-dimensional torus is a symmetric network in the sense that all processors have the same view on the network. 
Following a similar argument in the proof of Lemma 5.2, we know that V 0 and V 1 result in an (N 0 , N 1 )-partition, and that |V 0 | =|V 1 | =NÂ2.
n-dimensional tori include tori, hypercubes, and k-ary n-cubes as special cases. Thus, we have the following corollary.
Corollary 5.6. A torus with N= p_q processors (i.e., p rows and q columns), where both p and q are even, an n-dimensional hypercube with N=2 n processors, and a k-ary n-cube with N=k n processors, where k is even, are all bipartite graph with N 0 =N 1 =NÂ2.
In the c-dimensional cube-connected cycles consisting of N=c2 c processors, a processor is represented by a pair P (r, j ) , where r=r 0 r 1 } } } r c&1 is a c-bit sequence which is the label of the node in the hypercube that corresponds to the cycle, and j, 0 j c&1, is the position of the processor in the cycle. Two processors P (r, j ) and P (r$, j $) are connected if and only if (1) r=r$ and j=( j $\1) mod c, i.e., P (r, j ) and P (r$, j $) are neighbors in the same cycle, or (2) j= j $ and r differs from r$ in precisely the bit j, i.e., P (r, j ) and P (r$, j $) are processors in dimension j, and they are in two cycles that correspond to two neighboring nodes in the hypercube. Proof. If c is odd, then the processors P (r, j ) form an odd cycle, where r is fixed, and 0 j c&1. Hence, a c-dimensional cube-connected cycles is not bipartite. For an even c, let us divide the set of processors into
Note that neighboring processors have different parity on ( c&1 d=0 r d )+ j, and are put into different V i . Hence, V 0 and V 1 do provide a partition.
In a c-dimensional wrapped butterfly with N=c2 c processors, a processor is represented by P (r, j ) , where 0 r c&1, and j=( j 0 j 1 } } } j c&1 ) 2 . Processors P (r, 0) , P (r, 1) ,..., P (r, 2 c &1) comprise level r. Each processor P (r, j ) has four neighbors, two on level (r+1) mod c, and two on level (r&1) mod c, namely,
where, if j= j 0 j 1 } } } j c&1 , then
for 0 r c&1, and } Ã r is the complement of bit j r .
Lemma 5.8. A c-dimensional wrapped butterfly, where c is even, is a bipartite graph with N 0 =N 1 . If c is odd, a c-dimensional wrapped butterfly is not bipartite.
Proof. If c is odd, then the processors P (r, j ) form an odd cycle, where 0 r c&1, and j is fixed. Thus, a c-dimensional wrapped butterfly is not bipartite. When c is even, an (N 0 , N 1 )-partition, where N 0 =N 1 , can be obtained by putting processors in levels 0, 2, 4, ..., c&2, into V 0 , and processors in levels 1, 3, 5, ..., c&1, into V 1 . This is valid by observing that there is no connection among processors on the same level, and communication links only exist between circularly adjacent levels.
The following theorem is applicable to a number of networks discussed above. 
In a c-dimensional butterfly having N=(c+1) 2 c processors, a processor is represented by P (r, j ) , where 0 r c, and 0 j<2 c . Processors P (r, 0) , P (r, 1) ,..., P (r, 2 c &1) comprise level r. Generally, processors in level r are connected to those in levels r&1 and r+1. In particular, P (r, j ) has four neighbors P (r\1, j ) , P (r&1, j $ ) , P (r+1, j ") , where j= j 1 j 2 } } } j c and j $= j $ 1 j $ 2 } } } j $ c differ exactly in the r th bit, and j and j "= j 1 " j 2 " } } } j c " differ exactly in the (r+1)st bit, where 1 r c&1, and 0 j<2 c . However, processors in level 0 are connected only to those in level 1, while processors in level c are connected only to those in level c&1. In particular, P (0, j ) has two neighbors, i.e., P (1, j ) and P (1, j $ ) , where j and j $ differ exactly in the first bit, and P (c, j ) has two neighbors, i.e., P (c&1, j ) and P (c&1, j $ ) , where j and j $ differ exactly in the last bit. There are many other interesting and important static networks that are bipartite. Examples are tree networks, meshes of trees, star graphs, and pancake networks (see [30] for a nice exposition of these networks). Due to space limitation, we leave out the details.
CLOSING REMARKS
The lower bounds in this paper indicate that in the class of dynamic tree embed ding algorithms defined in Section 2, process p should not take walks of even length. Intuitively, larger dilation (assuming 2 is odd) will improve the performance, since processes will be distributed over a network more quickly and evenly. However, as pointed out in [15] , increasing 2 beyond certain extent will not improve the performance ratio, since taking longer walks also results in faster return. The right choice of 2 is an interesting research topic.
There are a number of networks that are not bipartite (see, e.g., Lemmas 5.5, 5.7, and 5.8). Other important non-bipartite networks include barrel shifter and Illiac networks, and hypercubic networks such as shuffle-exchange and de Bruijn graphs. The lower bounds in this paper are not applicable to these networks, which implies that these networks may support tree structured parallel computations more efficiently [18, 24] .
It is also interesting to consider the tightness of the lower bounds obtained in this paper. In [14] , it was shown that as the tree height goes to infinity, the performance ratio : of embedding a complete b-ary tree in hypercubes (using the simple Random Walk strategy with 2=1) approaches 2bÂ(b+1), which is exactly the lower bound given in Theorems 4.1 and 5.9. In [23] , it was proven that as the tree height goes to infinity, the asymptotic performance ratio : of embedding the class of healthy trees (which include complete b-ary trees) in an n-dimensional mesh with N=k 1 _k 2 _ } } } _k n processors (using the simple Random Walk strategy) is
The above results are very close to the lower bounds in Theorem 5.3. It can also be shown that even in a dilation-1 embedding, as the size of a reproduction tree becomes large, we have
where d j is the degree of processor j [22] . For most bipartite graphs (actually, general static networks), this ratio is quite close to one (the lower bound in Theorem 4.5). Finally, we wish to mention that the lower bounds derived in this paper are only valid for the class of dynamic tree embedding algorithms defined in Section 2. There are other strategies which are not in this category, and for these algorithms, our lower bounds are not applicable. For example, our generic dynamic tree embedding algorithm Embedding 2 can be extended to the following algorithms.
Stay Option. In each step of the random walk, the new tree node p has a chance to stay in P $&1 , where 1 $ 2.
Biased Neighbor Selection. In the $th step of the random walk, where 1 $ 2, the neighbors of P $&1 (including P $&1 itself) are selected with different probabilities.
Randomized Length of Walk. The length of a random walk is a random variable in the range [1 . . 2] . That is, before taking a random walk, p chooses the length of the walk randomly.
It has been observed that these variations and extensions may improve the quality of randomized embeddings. For instance, it has already been proven in [21] that by using the Stay Option method, we can obtain asymptotically optimal embedding for healthy trees in a variety of networks, including n-dimensional meshes, n-dimensional tori, and hypercubes, even though they are bipartite and 2 is even. Another approach is to have unequal probabilities in selecting the neighbors, that is, some neighbors are chosen more favorably than others, so that the flow of tree nodes can be adjusted and optimized. The Biased Neighbor Selection strategy seems particularly powerful in asymmetric networks. For example, an optimal probability distribution of neighbor selection for each processor in a 2-dimensional mesh network was found in [4] . By using the approach of Randomized Length of Walk, the lower bound for : to embed complete trees in hypercubes will be removed, and : =1. In particular, as the tree becomes big, : will approach one even if the length of a walk is randomly chosen only between one and two, as observed in our extensive simulation study.
