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ABSTRACT 
The computation of  stiff systems of  ordinary differential equations requires highly stable processes, 
and this led to the development of  L-stable Rosenbrock methods, sometimes called generalized 
Runge-Kutta or semi-implicit Runge-Kutta methods. They are linearly implicit, and require one 
Jacobian evaluation and at least one matrix factorization per step. In this paper we develop scrne 
results regarding minimum process configuration (i.e. minimum work per step for a given order). 
As a consequence we then develop an efficient L(a)-stable (a = 89 °) fourth order process (fifth 
order locally), with a reference formula error estimator similar to that of  Fehlberg and England. 
1. INTRODUCTION 
In this paper we are concerned with the approximate 
numerical integration of n-th order stiff systems [24, 
p228] of ordinary differential equations of the form 
Y'= qY) ; Y(X0) = Y0 (1.1) 
by means of Rosenbrock procedures. Stiffness occurs 
often in a wide variety of physical systems, and results in 
numerical stability problems, which necessitates the use 
of implicit integration procedures. Following Rosenbrock 
[28] and Verwer [31], we describe aRosenbrock process 
for solving equation (1.1) by 
V 
Yn+l = Yn +i~=1 A(v+l)iki (1.2) 
where 
k I = h f(Yn) 
i-1 
k i=hf (Yn+ZlA i jk .  ) j= J .=  i=2,3 ..... v 
and Yn is the computed solution at x=x n, with 
Xn+ 1 = xn+h, and where Aij, i=2 ..... v+l;j=l,..,i-1 are 
n-th order square matrices which are functions of the 
Jacobian matrix Jn = J(Y)[Y=Yn or some approximation 
to the Jacobian. For example, ffwe use a rational poly- 
nomial function such as 
Aij = [k~---0 hk ¢ijk Jnk] [~r6j~[k=0 hk bk Jkl-1 (1.3) 
where ¢ijk' k=0 .... r, and bk, k-0 .... r+£, 
are real scalars, then at every step one or more matrices 
must be factorized and one or more systems of linear 
algebraic equations must be solved with this factorized 
matrix. In the interests of effichmcy, we will use a matrix 
of the form 
Aij 
k ~ 
since a matrix * matrix product requires n3 operations, 
which is approximately three times the work required 
to factorize the matrix. The use of (1.4) means that 
only one matrix factorization per step is necessary, al- 
though there may be several solutions of linear systems 
of algebraic equations, usually by backsubstitution 
[17, p51]. Although (1.4) implies that matrix * vector 
multiplications are needed, these can be eliminated by 
converting the formula to a sum of partial fractions 
(see section 5). 
Explicit Runge-Kutta methods are usually described by 
(p,v) where p is the order, and v the number of function 
evaluations per step. Since v is a measure of the work 
required per step, it is appropriate to use (p,v,w) to 
describe aRosenbrock process, where w is the number 
of back substitutions per step. It is assumed that only 
one Jacobian evaluation, and one matrix factorization 
per:step are required, and no matrix * matrix products 
are required. We can obtain an estimate of the local 
truncation error of a process by means of a reference 
formula. Using the functions evaluated for the process 
of order p, we can derive a process of order PREF' where 
P ~ PREF" Subtraction of the two solutions of differ- 
ent order gives an estimate of the local error on the 
formula of lower order [21, p164]. These processes we 
denote by PREF (p,v,w). 
Many linearly implicit processes have been developed. 
They include those of Allen and Pottle [1], Artem'ev 
[2], Artem'ev and Demidov [3], Bui [4], Bui and Ghader- 
pavah [5], Calahan [7] ~Cash [8], Ehle and Lawson [13], 
Haines [19], Van der Houwen [20], Kaps and Rentrop 
[23], Lawson [25], N6rsett and Wolfbrandt [27], Rosen- 
brock [28], and Verwer [31]. Many require more than 
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one matrix factorization per step, or require 
matrix * matrix products. The remainder ([2], [3], [4], 
[5], [7], [8], [23], [27] and [28]) are all Rosenbrock 
methods of the type (1.2) and (1.4), of low order. With 
the exception of [5], [8], [23] and [27], they do not 
contain an error estimation procedure. In this paper, 
some results concerning minimum configurations (Le. 
minimum work per step for a given order) for processes 
of the type (1.2) and (1.4) have been obtained, and these 
results used to obtain an efficient, highly stable process 
of order 4 Corder 5 locally), with a reference formula of 
order 3. The process compares favourably with other 
Rosenbrock processes from the literature in respect of 
efficiency, and/or stability. 
2. STABILITY 
If an integration method applied to the scalar test equa- 
tion 
y '= ~y, Ke ¢ (2.1) 
yields the function R(Z) such that 
Yn+l = R(Z) Yn' Z = h X E ¢ (2.2) 
then R(Z) is called a stability function, and we have : 
Definition I [31] 
A rational polynomial R(Z) is said to be 
(a) A-acceptable ff IR(Z)I < I whenever Re(Z) < 0; 
(b) Strongly A-acceptable, ff it is A-acceptable and satis- 
fies lira IR(Z)I < 1 as Re(Z) ~-~;  
(c) L-acceptable, if it is A-acceptable and satisfies 
lira p,(z) = 0 as ge(z) ~--o" ; 
(d) A(ct)-, strongly A(a)-, or L(a)-acceptable ff the con- 
ditions Ca), (b) or (c) respectively hold only for 
larg(-z)l <a  [] 
Definition 2 [311 
A process with an A(¢)-, strongly A(¢), or L(a)-accept- 
able stability function is said to be A(a)-, strongly A(a)-, 
or L(a)-stable, respectively []. 
These definitions are meaningful only i f Jn is an accurate- 
ly evaluated Jacobian, and strictly speaking, apply only 
to the case Jn = A, where A is a constant, diagonizable 
matrix. For descriptive purposes, we will refer to 
coefficients of the type (1.4) as 
Aij(Z ) = ~ a.. Z k/(1-bZ) r+~ (2.3) 
k=0 1jk 
In the spirit of Verwer [31], it is interesting to consider 
internal A-stability, where the intermediate stages of the 
Rosenbrock method are designed to be A-stable (though 
not necessarily consistent). This is to avoid the possibility 
of floating point overflow in the intermediate stages. 
These internal stability functions can be obtained recur- 
sively [10] by : 
T R(m) (Z) = 1 +Zu 1 u 2 ; m = 1,2,..,v (2.4) 
where the m-thorder vectors uI and u 2 are given by 
T 
u 1 = [A(m+l) l  (Z), A(m+l)2 (Z) .... A(m+l)m(Z)] (2.5) 
T u 2 = [1, R(1) (Z), R (2) (Z) .... R (m-l) (Z)] (2.6) 
and R (v) (Z) = R(Z) (2.7) 
Definition 3 
(a) A process is internally A(a)-stable if the stability 
functions R(m)(z), m = 1,2,..,v are A(am)-acceptable , 
where a = min Cam ), m=l,2,..,v. 
(b) A process is internally strongly A(a)-stable ff it is 
internally A(a)-stable, and R (v) (Z) is strongly A(a)- 
acceptable; 
(c) A process is internally L(a)-stable ff it is internally 
A(a)-stable and R (v) (Z) is L(a)-acceptable [] 
The process described in section 5 of this paper is intern- 
ally Lia)-stable'(a=89°). It is also internally S(a)-stable 
in the sense of Verwer [31]. However the usefulness of 
the concept of S-stability is debatable [29]. 
3. CONSISTENCY 
If we have Xn+ 1 = xn+h, and denote the solution of 
(1.1) at x = x n by Yn' and the k-th derivative o fy  with 
respect o x(dky/dx k) by y[k], then a p-th order solution 
at Xn+ 1 is given by the Taylor series 
Yn+x = Yn + k~= 1 l/j! hky [k] (3.1) 
where lira y = Y(Xn) (3.2) 
p--~ oo n 
Runge-Kutta methods eliminated the need to calculate 
higher derivatives by using extra function evaluations 
which can be expanded in Taylor series [21, p58] : 
oo  
f(y+c) = f(y) + k~=l /j! (c T. V) k f(y) (3.3) 
where c is an increment not dependent on y, and V is 
the gradient operator. 
THEOREM I 
Equation (3.3) can be written in the equivalent form 
oo 
f(y+c) = ~ v (j) (3.4) 
j=O 
where the terms v (j) are given by the recurrence relation 
vO) = l/ j  a/ay [v(J-1)] c (3.5) 
where v (0) = f(y) 
 oof 
The proof is by inspection, using equations (3.3) and 
(3.4) D. The Taylor series (3.4) thus has the form : 
f(y+c)=f(y) +Jc÷1/21 a/Sy[Jc]c+l/3l ~/~y(~/ayLJ.cjc~c+ 
~.t , )  
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where J - af[y(x)]/ay = Jacobian matrix. The term 
B/By [Jc] is a matrix whose ij-th term is avi/ay i where v 
is the vector given by the 
matrix * vector product v = J(y) * c. 
At this point we quote some results of Butcher [6] who 
obtained expressions for the dervatives y[k] of (3.1) in 
terms of "elementary differentials", which he defined. 
Butcher obtained general results, however we will list 
only the results for orders p ~< 3. 
y[l] = f (3.7) 
y[21 = {f) (3.8) 
y[n 3] = {2f~ 2 + {f2} (3.9) 
where it is understood that y[n k] = d k y(x)/dxklx=xn . 
The elementary differentials on the right hand side of 
equations (3.7), (3.8), (3.9) are defined in [6]. Using this 
definition and comparing the i-th components of the 
vectors, we have the following identities for p ~< 3 : 
f-= fn [= f(Yn)] 
{f}-= Jnfn [= J(Yn7 f(Yn)] 
{2f}2 - Jn 2 f [= j2(yn) f(Yn)] 
(3.10) 
(3.11) 
(3.12) 
{f2} _ a/ay Llfnln fn (= a/ayLl(Y)f(yn)lf(y)ly=y n) 
(3.13) 
Further esults for p ~< 5 can be found in [11]. The 
vectors on the right hand side of equations (3.10), (3.11), 
(3.12), (3.13) arise naturally when the Taylor series ex- 
pansion of the form (3.4) is used, so that consistency 
conditions can be obtained by the use of equations (3.77 
through (3.13), together with (3.6) (see [11] for details). 
This form of the Taylor series is useful for establishing 
some results concerning the minimum possible computa- 
tional work per step for a Rosenbrock process of given 
order. 
4. MINIMUM CONFIGURATION 
For any (p,v,w) Rosenbrock method we wish to find the 
minimum v(stages) and w(back substitutions) toattain 
order p. We call this the minimum configuration. First, 
we wish to establish the maximum number of scalar para- 
meters which can appear in the consistency equations of 
a (p,v,w) process. Hence we can ascertain whether the 
equations are overdetermined. 
THEOREM 2 
For a v stage process of the form (1.2) with coefficients 
of the form (1.4), the maximum number of scalar para- 
meters (s) appearing in the consistency equations of 
order p are : 
s = vp +1/2 v(v-1)(p-17 +1 (4.1) 
Proof 
The maximum allowable order (r) of the numerator f 
the rational polynomial (1.4) when an argument of a 
function is (p-2), thus providing (p-l) scalar parameters, 
since from the Taylor series expansion (3.6) we can see 
that higher order terms will affect only terms of order 
higher than p in the Taylor Series (3.1). Similarly, when 
(1.4) is not an argument of the functions, the maximum 
value oft  is (p-l). The result (4.1) is the sum ofaU 
these parameters, together with b D. 
Definition 4 
A process in which the coefficients of all the elementary 
differentials {kf}k ( - Jk  n fn); k = 0,1,..,(p-17, satisfy 
the consistency equations i said to be locally consistent 
of order p. [] 
Such a method has order p when Jn = A = constant 
matrix, but order ~< p in general. The stability function 
(2.2) is a rational polynomial approximation to the 
exponential, and Ndrsett [26] proved :
THEOREM 3 [26] 
For a stability function of the form 
R(Z)= ~ akZk/(1-bZ) r+l 
k=O (4.2) 
the highest attainable order of an approximation to the 
exponential is r+l R. 
It immediately follows from this theorem that : 
COROLLAR Y 
An L-stable Rosenbrock method of local order p requires 
at least p bac substitutions D.
Because of the relationship between the order of the 
stability function and the minimum number of back- 
substitutions required, and because we have free choice 
of the orders of the coefficients (1.4), it is useful to 
know how to relate the order of the stability function 
to any arbitrary configuration of coefficients. 
THEOREM 4 
IfAij(Z ), i=2 .... v+ l , j=  1 .... i-1 is a rational poly- 
nomial with order Pij in the denominator, and R (m) (Z), 
m= 1 .... v has order p(m) in the denominator, then p(m) 
is given recursively by 
p(m) = ijUml]oo ' m=l .... v, (4.3) 
where u m is the m-th order vector, whose elements are 
given by 
Umi = P(m+l)i +p(i-1), i=1,2,..,m (4.4) 
with p(0) = 0. 
Proof is by inspection, using (2.47 D. 
Having established a lower bound on the number of 
backsubstitutions required, we now wish to determine 
the minimum number of stages. 
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THEOREM 5 
(a) No third order process with one stage exists (b) no 
fifth order process with two stages exists. 
 oof 
(a) From (3.6), (3.9) and (3.13), a third order Taylor 
series expansion contains the term {f2) (_= a/ay[jfn]nfn). 
A one stage process can only produce powers Of Jn which 
premultiply fn' Hence the elementary dffferenthl {f2} is 
absent from a one stage process. 
(b) As a consequence of (a), the elementary differential 
{(f2 } f)(~_ 0/By(JB/ay Llfn] n fn)n fn) is missing from a 
two stage process [~. 
Part (a) was also proved by Norsett and Wolfbrandt [27]. 
The authors also demonstrated by example the existence 
of a fourth order, two stage process, and showed that no 
sixth order, three stage process exists, by proving the 
nonexistence of a solution to a subset of the consistency 
equations. 
Hence we can state that minimum COnfigurations for 
L-stable Rosenbrock methods of orders pg4 are (1,1,1), 
(2,1,2), (3,2,3) and (4,2,4). Day [11] has described 
(2,1,2) and (4,2,4) processes. However they do not con- 
tain an error estimator. If a reference formula type error 
estimator is used, these configurations become 1(2,1,2) 
and 3(4,2,6) respectively. Hence, for the fourth order 
method, the cost of the error estimate is two extra back- 
substitutions per step. Whether or not this extra work 
can be reduced or eliminated has not been proven. In 
this paper we present amethod which is fourth order in 
general, but fifth order locally. The minimum confgura- 
tion for this method is (4,2,5). The inclusion of an error 
estimator results in a 3(4,2,7) process. 
5. A FOURTH ORDER PROCESS 
Consider a two stage process in which the coefficients 
(1.4) are given by 
1 
A21(Z ) = k~=0 a21kZk/(1-bZ)2 (5.1) 
4 
A31(Z) = ?=0 a31kZk/(1-bZ)5 (5.2) 
1 0 a32kZk/(1-bZ)2 A32(Z ) = ~ = (5.3) 
Matrix * vector multiplications can be eliminated by 
using the partial fraction expansions : 
2 
A21(Z ) = k~=l ak/(1-bz)k (5.4) 
where a 1 = -¢z211/b (5.5) 
and a 2 = a210 +a211/b 
5 
A31(Z) = ?=1 ak/(1-bz)k (5.6) 
where 
a I = a314/b4 (5.7) 
a 2 = -a313/b3 - 4a314/b4 (5.8) 
a 3 = a312/b2 +3a313/b3 +6a314/b4 (5.9) 
a 4 =--~311/b-2a312/b2-3a313/b3-4a314/b4 (5.10) 
a 5 = a310÷a311/b+a312/b2+~313/b3-1-~314/b4. 
(5.11) 
A32(Z ) has a similar form to (5.4). From Theorem 4, 
we know a priori that the stability function R(Z) will 
have order 5 in the denominator, and from the corollary, 
we know that this is a minimal requirement for an 
L-stable process which is fifth order locally. An inspec- 
tion of (5.1), (5.2) and (5.3) reveals that the backsub- 
stitutions can be nested to reduce their number from 7 
to 5, so that ff a fourth order (locally fifth order) pro- 
cess can be obtained, then it will be a minimal (4,2,5) 
process. We have 9 equations in 10 unknowns, and the 
solution is [11] : 
a210 = 3/4, a310 = 11/27, a320 = 16/27, 
a211 = 9/32 - 3b/2, a311 = -5/54 - 55b/27, 
a312 = -1/9 +b/6 + 14b2/3, a313 = b 2 -158b3/27, 
a314 = b/24 - 5b2/9 + 52b3/27 - 32b4/27 +b 5 
a321 = 4/27 - 32b/27. (5.12) 
The stability functions are : 
R(1) (Z) = [l+(3/4-2b)Z+(b2-3b/2+9/32)z2]/(1-bZ) 2 
(5.13) 
R (2) (Z) = [1+(1-5b)Z+(10b2-5b+l/2)Z 2 
+ (-10b3+10h2-5b/2+1/6)Z 3 
+ (Sb4-1063+5b2-5b/6+l/24)z4 
+ (-b5+5b4-5b3+5b2/3-5b/24+l/120)Z5]/(1-bZ) 5 
(5.14) 
The coefficients of Z k in the numerator of R (2) (Z) are 
modified Laguerre polynomials [26]. For 
b = 0.707512265208 (5.15) 
R(2) (Z) is L(a)-acceptable (a=89 °) and R (1) (Z) is 
strongly A-acceptable. Hence the method is L(a)-stable 
and internally L(a)-stable. It is also internally S(ct)- 
stable in the sense of Verwer [31]. In order to obtain a 
third order reference formuh for the purpose of estima- 
ting local truncation error (see section 1), consider a
process of the form (5.1), (5.2), (5.3) except hat now 
4 
A31(Z) = 2; ~31kZk/(1-bZ) 5 (5.16) 
k=O 
1 
A32(Z) = ~=0 ~32kZk/(1-bZ)2" (5.17) 
The selection 
a310 = a310' a320 = a320' ~311 = a311 + 328/9, 
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~312 = a312 + (813-32b/3)8, 
~313 = a313 + (32b2/3-8b)6' 
~314 = a314 + (-32b3/9+16b3/3-b)~' 
~321 = ct321 - 32a5/9, (5.18) 
where ~ is an arbitrary scalar constant, gives a third order 
method with local truncation error 
en+ 1 = 6h 4 JnY[n 3] +0(h 5) (5.19) 
This reference formula type error estimator is similar in 
spirit to those of Fehlberg [151, [16] and England [14]. 
The stability function for this process is 
g(2) (Z) = [1+(1-5b) Z+(10b2-5bqq/2) Z 2
+ (-1063+10b2-Sb/2+l/6)Z 3 
+(5b4-10b3+5b2-5b/6+l/24q'6)Z 4]/(1-bZ) 5 (5.20) 
There is no need for this reference formuh to be 
L-stable, since the solution obtained by it is used only 
for estimation of the local truncation error. Hence 
errors due to instability of the formula are not propoga- 
ted from step to step. It is sufficient hat 
IR.(2)(Z)[ <(3, ZE¢-  (5.21) 
where 3 is some constant not necessarily equal to 1. 
6. COMPARISON WITH OTHER ROSENBROCK 
METHODS 
Most of the Rosenbrock methods which have appeared 
in the literature (e.g. [2], [3], [4], [51, [7], [81, [9] and 
[28]) have the form 
V 
Yn+l = Yn +i~=1 a(v+l)iki (6.1) 
.t 
k I = B -1 h f(Yn) 
ki = B-1 h f(yn + i~11 aij kj), "= i=2,..,v 
where B -- [I-hbJn ]. These can be considered as methods 
of the type (1.2) with 
Aij(Z ) -- aij/(1-bZ ) (6.2) 
From theorem 4 and the corollary, it is apparent that the 
minimum configuration for L-stable methods of this 
type is (p,p,p), and hence are not competitive (with res- 
pect to efficiency) with the (2,1,2) and (4,2,4) processes 
described by Day [111 . Most of the processes of the type 
(6.1) described in the literature do not contain an error 
estimator. An exception is the strongly A-stable (3,3,3) 
processes of Bui and Ghaderpavab [5] and Cash [81 
which contain a novel estimator obtained in two steps. 
However it is a straightforward matter to design a 2(3,2,3) 
L-stable method of the type (1,2),:'in a similar manner to 
the 3(4,2,7) process described in section 5, and this pro- 
cess would require less work per step. 
More recently the Modified Rosenbrock, or Rosenbrock- 
Wanner, or ROW methods [23], [27] have been exam- 
ined. They have the form 
V 
Yn+l = Yn +1]g1.= a(v+l)i k i (6.3) 
k i = B -1 h f(Yn) 
i--1 i-1 
ki= B-1 hIf(y n +jZ=lai jkj)+h jZ__l/~ijJnkj], i=2,..,v. 
where B = [I-hbJn ]. They are processes of the type 
(1.2) with 
i~-1 
a~k zk / (l--bZ) i-j (6.4) Aij(Z) = k=0 
From theorem 4 and the corollary, the minimum con- 
figuration for an L-stable process is (p,p,p), which is the 
same as type (6.17 methods. However, the presence of 
extra scalar parameters makes it possible to construct 
efficient error estimators based on reference formuhs. 
For example, Ndrsett and Wolfbrandt [27] described a 
4 (3,3,4), L(a)-stable (a=75 °) process. Kaps and Ren- 
trop [23] developed a variation of the ROW method by 
using 
v +l 
A(v+l)j (Z) = k=0 a(v+l)J kZk/(1-bz)v+2-J (6.5) 
This will permit a minimum configuration for an L-stable 
process of (p,p-l,p) and the authors described a strongly 
A(cz)-stabh (a=89o), 3(4,3,4) process. The rehtive 
merits of the process described in this paper and the 
ROW methods can only be determined with extensive 
numerical testing, although it should be noted that they 
all are particular configurations of the gosenbrock 
process (1.2). 
We have been able to fred only one process in the lltera- 
ture which has been constructed along similar lines to 
the method in this paper. This is the L-stable 4(3,2,9) 
process described in [27]. An inspection of the process 
reveals that nesting of backsubstitutions could reduce 
this to a 4(3,2,6) process. This will not normally be as 
efficient as the 3(4,2,6) method in [11], or the 3(4,2,7) 
method in this paper, because of accuracy considera- 
tions. 
7. NUMERICAL EXAMPLES 
The process described in section 5 was programmed in
FORTRAN and run on the PDP10 computer at the 
Prentice Computer Centre at the University of Queens- 
land. The details are in [12], and include a comparison 
with the IMSL implementation [22] of Gear's algorithm 
[181 which is based on a variable order mukistep 
method. The equations tested were 
I :  y~ = 0.01 - [i+(yl+1000)(yl+l)][0.01+Yi+Y2] 
-- 0.01 - [l+y2][o.o1+yl+y21 
Yl(0) = Y2(0) = 0 
Journal of Computational nd Applied Mathematics, volume 8, no 1, 1982 25 
The reference solution (YREF) is [30] : 
y1(100) = -0.99164207 
y2(100) = 0.9833636 
u:  Yi = ° ' °4 -° ' °4 (y l+Y2) -1°4y lY2-3*X°7y~ ^ 
y½=3*  107y  2 
y l (o )  = y2(O) = 0 
The reference solution is [30] : 
Y1(10) = 0.1623391063 * 10 -4  
Y2(10) = 0.1586138424 
The error tolerance used was mixed relative and absolute, 
so that 
TOL = eREL[Yn+ll  +eAB S (7.1) 
with eRE L = 10-4 and eABS = 10 -7,  and the parameter 
of  equat ion (5.9) was set to 1.0. Computat ion was in 
single precision (8 significant figures) and the results, in- 
cluding the results for Gear's algorithm, are in Table 1. 
The parameter Sd is the min imum value of 
Sdj =- log  [ 1-yj/YjREFI, j= l ,2 .  (7.2) 
TABLE 1 
Matrix 
System Method Steps Funct -  Jacob- factor -  Sd 
' eval eva] ization 
I Gear 45 97 17 17 3.2 
Rosen 53 113 60 60 3.3 
II Gear Fall Fail Fail Fail Fail 
Rosen 34 70 36 36 5.2 
Further testing is described in [12]. The failure of  Gear's 
method on System II may have been due to a deficiency 
in the implementat ion f  the method rather than the 
method itself. It  is a characteristic o f  multistep methods 
that efficiency is a strong funct ion of  the way in which 
a process is implemented. The l imited testing of  the 
Rosenbrock method has been sufficiently encouraging 
to warrant "further development. 
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