Dynamic logic is an established instrument for program verification and for reasoning about the semantics of programs and programming languages. In this paper, we define an extension of dynamic logic, called Dynamic Trace Logic (DTL), which combines the expressiveness of program logics such as dynamic logic with that of temporal logic. And we present a sound and relatively complete sequent calculus for proving validity of DTL formulae.
Introduction
Overview. Dynamic logics (DL) [8] are multi-modal first-order logics where each legal sequential program fragment π (i.e., a sequence of statements) gives rise to a modal operator [π] . The formula [π]ϕ expresses "in any state in which π terminates, ϕ holds." An interesting special case are deterministic programing languages, for which there is at most one terminal state. Program logics like DL are more expressive than Hoare logics in that programs are part of formulae, which can be self-composed. This allows, for instance, to express informationflow properties such as non-interference [12] . In other regards, however, standard dynamic logic lacks expressiveness: The semantics of a program is a relation between states; formulae can only describe the input/output behaviour of programs. It is inadequate for reasoning about non-terminating programs and for verifying temporal properties.
To combine the advantages of dynamic logic and temporal logic, our Dynamic Trace Logic uses trace-based program semantics and the well-known temporal operators (always), ♦ (eventually), • (weak next), • (strong next), U (until), W (weak until), and R (release) similar to those of Linear Temporal Logic (LTL). In DTL, the formula π ϕ expresses that ϕ holds for the (possibly infinite) trace of the program π when started in the current state. For example, the formula
is a two-state invariant. It says that the value of the program variable X must increase or remain the same throughout the trace of π. Proving such two-state invariants is the basis of the rely-guarantee approach for verifying concurrent programs.
Target Programing Language. In the following, we use a simple while language as target programing language without method calls or any feature of objectorientation. However, our language distinguishes between local variables with state-internal assignments and global variables with assignments inducing state transitions. The rationale behind this is that, in a concurrent setting, only global variables can be observed by the environment.
Of course, to be useful in practice, DTL needs to be extended to real-world programing languages. The KeY verification system (co-developed by the authors) is built on a calculus for JavaDL, a dynamic logic for sequential Java [3, 5] . This has been used as a basis to extend DTL to Java and implement the DTL calculus (a prototypical implementation exists). Additional rules needed to handle full (sequential) Java can be derived from the KeY rules for the [·] modality by analogy. Since a language like Java incorporates a lot of features, in particular object-orientation, and various syntactic sugars, the rule set is rather voluminous in comparison to simple while languages. These special cases can, however, be reduced to a smaller set of base cases. For instance, the assignment x=y++ containing a post-increment operator is transformed into two consecutive assignments x=y and y=y+1 during symbolic execution.
Related Work. In earlier work [6], we have extended Dynamic Logic with a modality also written · , where π ϕ stands for "ϕ holds throughout the execution of π." This can be seen as a special case of DTL because the same property can be expressed in DTL as π ϕ. That is, in our earlier work, the temporal formula was restricted to the form ϕ with ϕ not containing further temporal operators. Platzer [10] introduced Temporal Dynamic Logic (dTL), where programs are hybrid programs; in particular, they are indeterministic, and therefore, traces are branching. It features formulae of the shapes π ϕ ("for all traces, ϕ always holds") and π ♦ϕ ("there is a trace such that eventually ϕ holds") where ϕ is a state formula. There is no further combination of temporal operators. Similar to our setting in this paper, traces can be of finite or infinite length. Platzer presents a sequent calculus for dTL, which, however, is incomplete, much due to the continuous state space of hybrid programs.
Reasoning about temporal properties is traditionally the domain of model checking. Nevertheless, there is some work on deductive techniques (tableaux, sequent calculi, resolution etc.) applied to temporal logics. Good sources on the topic of theorem proving for propositional linear-time logics are an article by Wolper [15] and the textbook chapters by Goré [7] and Reynolds and Dixon [11] . The work by Wolper introduces a tableau method for propositional LTL. A calculus for first-order LTL has been presented by Abadi and Manna [1] . It is known that, although LTL is decidable, there does not always exist a finite proof tree. The proof graph may contain cycles in the presence of eventualities (i.e., formulae with a positive occurrence of U). There are different techniques to deal with this. In the calculus presented in this paper, we use program invariants.
