Reliability Accelerated Models by Sharma, Sanghmitra
RELIABILITY ACCELERATED 
MODELS 
DISSERTATION 
SUBMITTED IN PARTIAL FULFILMENT OF THE 
REQUIREMENTS FOR THE AtfiiARD OF THE DEGREE OF 
Master of^ilbsopfiy 
m 
i 
r 
SANGHMITRA SHARMA 
Under the S- _ ; l / ' lH^nn 
Prof.ARIF-UL _^AM 
1 \/fc-f3J 
DEPARTMENT OF STATISTICS AND OPERATION RESEARCH 
ALIGARH MUSLIM UNIVERSITY 
ALIGARH (INDIA) 
2010 
^ . 
. - ^ • ^ 
^ ^ 
2 0 SEP 2012 
DS4063 
DEPARTMENT OF 
STATISTICS & OPERATIONS RESEARCH 
ALIGARH MUSLIM UNIVERSITY, 
ALIGARH - 202002, INDIA. 
Certificate 
THis is to certify that Mrs. Sangfimitra Sfiarma Has carried out the 
wor^reportedin the present dissertation "^CiaSidty ^ cceieratedModels" 
under my supervision. This dissertation is oivn wor^and I recommend it 
for consideration for the awardof Master of (Philosophy in Statistics. 
iDated: ^"^(Prof Arif-VC-IsCim 
anfis(am2 ©yahoo, com 
(Supervisor) 
(Dedicated 
To 
My HusSand 
ACK^NOWLmDgEMWft 
J^CC praises and tfianf{s to '^CXD', the J^Cmi^dty, tHe ^MercifuC, and the 
Omniscient whose 6[essings ena6(edme to complete this wor^in the present form. 
I fee[great pleasure at the completion of this dissertation entitled '^RaBiRty 
Accelerated Modek' and wotdd llf{e to show deep indeStness and sincere gratitude to 
all who heCpedme in the completion of this wor^ 
I would fi^ to ej(press my indehtness and sincere gratitude to my supervisor 
^rof. Aitf-uC-Isldm, (Department of Statistics and Operation Research, JiCigaiii MusRm 
Vniversity, JiRgarh, for his invaCimSle guidance and constant encouragement 
throughout the course of this wor^ I must appreciate him for his patience great 
invoCvement and sympathetic Behavior, which enabled me to complete this wor^with in 
the stipulated time. 
I am thantfuC to ^rof. Irshad JiRamd %fian, Chairman, (Department of 
Statistics and Operation (Research, JiCigarh MusRm Vniversity, JifigaTii, for providing 
me necessary facilities in the department andforej^ending his ^ nd cooperation at every 
stage of the pursuit of this dissertation. 
I would to than^ to aCfmy teachers <Prof. M. Z. %fum, (Prof. 9/L J. Jihsan, (Dr. 
M. M. %fiaRd, (Dr. A' (Bari, (Dr. Mohd. "Yaqub, Or. S. S. Otasan, (Dr. yfaseeSjltfier, (Dr. 
% %). %fuin and Or. 'Kfittud-'Ottah for their concern and counseC. 
9dy sincere than^ are due to aHnon-teaching staff memhers of the department 
for their l{ind heCp and cooperation. 
I am greatly indebted to my research colleagues and friends who have 
encouraged me throughout this wor^ I am particularly than^ufto Ms. Sfiazia Zarrin, 
Ms. Sfiashi S(V(pia, Ms. 'Yojna, Ms. Saman 'Kjiowaja. Ms. Shazia ghufran, Mr. 
(Devendra %umar, Mr. (Rfi/iuf l^arsfiney and ad the others for their cooperation and 
sharing of ideas during the preparation of the manuscript. 
TinaCCy, I ivouCcC R^ to cypress my dee-p sense of respect and than^ to my 
parents and Sehved famdy members. I wouCd Cil{e to tfian^ my motfier-in-Qvw 
Mrs. Shanti Sfiarma. I ta^ the opportunity to than^my UnsSandMr. ManisH (Dutt 
Sfuirma, But I have no words in my command that what I can ej(press my gratitude 
towards for his moraf support and prayer which enaSks me to reach at this stage. 
Sanghmitra Sharma 
(Dept. of Stats. dlO.% 
sanghmitra2007@rediffTnaif.com 
sharma. sangh@gmaiC.com 
(Date: .WVYMJ 
CONTENTS 
PREFACE i-iii 
CHAPTER 1 1-20 
BASIC CONCEPTS OF RELIABILITY THEORY 
1.1 Introduction 
1.2 Basic Concepts of Reliability 
1.3 Some Important Probability Distributions 
1.3.1 Exponential Distribution 
1.3.2 Weibull Distribution 
1.4 The Mukherjee-Islam Model 
1.4.1 Reliability and Failure Rate 
1.4.2 Estimation of Reliability 
CHy^PTER 2 21-32 
ACCELERATED LIFE TESTS 
2.1 Introduction 
2.2 Accelerations Models 
2.2.1 The Power Rule model 
2.2.2 The Arrhenius Model 
2.2.3 The Eyring Model for a Single Stress 
2.2.4 The Generalized Eyring Model 
2.3 Censoring 
2.3.1 Types of Censoring 
2.4 Experimental Plans and Life Test Procedure 
2.4.1 Type II Censored Life Test Plans 
2.5 Some Other Life Test Plans 
2.5.1 Type II Censoring with Replacement 
2.5.2 Type I Censoring with Replacement 
2.5.3 Type I Censoring without Replacement 
CHAPTERS 33-61 
UNDERSTANDING ACCELERATED LIFE TESTING ANALYSIS 
3.1 Introduction 
3.2 Types of Accelerated tests 
3.2.1 Qualitative Tests 
3.2.2 E.S.S and Bum-in 
3.2.3 Qualitative Accelerated Life Tests 
3.3 Understanding Accelerated Life Test Analysis 
3.3.1 Looking at a Single Constant Stress Accelerated Life Test 
3.4 Life Distribution and Stress-life Models 
3.4.1 Overview of the Analysis Steps 
3.5 Overview of Some Simple Stress-Life Relationships 
3.5.1 Arrhenius Relationship 
3.5.2 Eyring Relationship 
3.5.3 Inverse Power Law Relationship 
3.5.4 Temperature-Humidity Relationship 
3.5.5 Temperature-Non-Thermal Relationship 
3.6 Parameter Estimation 
3.7 Reliability Information 
3.8 Stress Loading 
3.8.1 Stress is Time-Independent 
3.8.2 Stress is Time-Dependent 
3.8.3 Stress is Quasi Time-Dependent 
3.8.4 Stress is Continuously Time-Dependent 
3.9 An Introduction to the Arrhenius Relationship 
3.9.1 A Look at the parameter B 
3.9.2 Acceleration Factor 
3.9.3 Arrhenius Relationship Combined with the Distribution 
3.9.4 Other Single constant Stress Models 
3.10 An Introduction to Two-Stress Models 
3.10.1 Temperature-Humidity Relationship Introduction 
3.10.2Temperature-Non-Thermal Relationship Introduction 
3.11 Advanced Concepts 
3.11.1 Confidence Bounds 
3.11.2Multivariable Relationships 
3.11.3Time-Varying Stress Models 
CHAPTER 4 62-84 
AN OPTIMAL SEQUENTIAL ACCELERATED LIFE TEST 
4.1 Introduction 
4.2 Graphical Representation of the Optimal Design 
4.3 Some General Results 
4.4 Preliminaries For the Special Example 
4.5 Characterization of the Solution For the Special Example 
CHAPTER 5 85-107 
PLANNING ACCELERATED LIFE TESTS FOR SELECTING THE 
MOST RELIABLE PRODUCT UNDER THE WEIBULL-INVERSE 
POWER MODEL 
5.1 Introduction 
5.2 The Life Stress Model 
5.3 Problem Formulation 
5.4 Optimal Accelerated Life Test Plan 
5.5 A Selection Rule 
5.6 Comparison Between Type-I and Type-II Censoring 
5.7 Simulation Studies 
5.8 Appendix-Notation 
Tables 
REFERENCES 108-115 
PREFACE 
Starting in the early 1959s, the word reliability acquired a highly specialized 
technical meaning in relation to the control of quality of manufactured 
product. As per the official definition of the Electronics Industries 
Association (EIA), quoted in "Reliability Principles & Practices" by S. R. 
Calabro, the reliability is, "the Probability of a device performing its purpose 
adequately for the period of time intended under the operating conditions 
encountered". The interest in Reliability theory currendy exhibited by 
Engineers, mathematicians, economists, industrial managers and those 
concerned with the environmental and life sciences has stimulated the 
research work in this field. Electrical, Electronic and Mechanical equipments 
are being increasingly used in a number of fields- in industries for control of 
processes, in computers, in Medical Electronics, Atomic Energy, 
Communications, navigation at sea and in the air and many other fields. It is 
essential that equipment should operate reliably under all conditions in 
which it is used. However, the more reliable a device is, the more difficult it 
is to measure its reliability. This is so because many years of testing under 
actual operating conditions would be required to obtain numerical measures 
of its reliability. Even if such testing was feasible, the rate of technical 
advance is so great that parts would be obsolete by the time their reliability 
had been measured. In addition, many of the components used in practice 
are subjected environments that are difficult to stimulate in the laboratory. 
One approach to solve this predicament is to use accelerated life tests. 
Accelerated life tests are component life tests with components operated at 
higher stresses and failure data observed. While high stress testing can be 
performed for the sole purpose of seeing where and how failures occur and 
using that information to improve component designs or make better 
component selections. Accelerated testing is needed when testing even large 
sample sizes at use stress would yield few or no failures in a reasonable 
time. 
This dissertation consists of five chapters. 
The Chapter-] entitled "Basic Concepts of Reliability Theory" is of an 
introductory nature. As the title signifies, the chapter deals with some 
concepts of reliability which are to be used subsequently. 
The Chapter-2 entitled ''Accelerated Life Tests" deals with Accelerated 
testing that consists of a variety of test methods for shortening the life of the 
product or hastening the degradation of their performance. The aim of such 
testing is to quickly obtain data which properly modeled and analyzed, yield 
desired information on product life under nonnal use. 
Ill 
The Chapter-3 entitled ''Understanding Accelerated Life-Testing Analysis" 
introduce the participant to some of the basic theories and methodologies of 
accelerated life testing data analysis. 
The Chapter-4 entitled ''An Optimal Sequential Accelerated Life Test" 
designs for accelerated experiments to test whether a device subjected to a 
standard stress has an expected lifetime exceeding a specified value. The 
experimenter chooses a stress level and obtains an observation of life time at 
a cost proportional to the expected lifetime, i.e., proportional to the expected 
length of time required to obtain the observation. This cost may make it 
desirable to choose a greater than standard stress and perform an 
'accelerated'. 
The Chapter-5 entitled "Planning Accelerated Life Tests For Selecting 
The Most Reliable Product Under The Weibull-Inverse Power Model" 
proposes a systematic approach to the selection problem for highly reliable 
products which posses a Weibull-Inverse Power law failure model. 
References of the books and journals consulted through the task are given in 
the last. 
Ill 
CHAPTER 1 
BASIC CONCEPTS OF RELIABILITY THEORY 
1.1 INTRODUCTION 
RI^LIABILITY 
We often talk of an 'object' being reliable in the sense that it can be 
trusted to perform a certain job to the satisfaction of the 'USER' under 
"normal conditions". For example a car is said to be reliable if we are 
sure to complete our journey without any breakdown on the way, 
provided nothing unusual (like hailstorm, fog, torrential rain or an 
accident) happens. Of human beings, newspersons often talk of 'reliable 
sources'. In both the cases the word reliable means 'dependable' or 
'trustworthy'. 
The scientific meaning of the term reliability is repeatability or 
consistency. A measure is considered reliable if it would give us the same 
result over and over again (assuming that whatever we are measuring is 
not changing). 
Reliability as a concept in Industrial Engineering can be defined as 
"freedom from failure", "the ability to perform the specified mission" for 
a specified time under specified conditions. In the field of Statistics, the 
reliability is defined as the characteristics of an item expressed by the 
probability that it will perform a required function under stated conditions 
for a stated period of time. 
MEASUREMENT OF RELIABILITY 
Out of several definitions available, the most comprehensive definition of 
reliability is given by Crowder et al. (1991): 
"Reliability of a system (or a component) refers to its ability to operate 
properly according to a specified standard". 
Going by this definition, it is felt that different measures of reliability are 
necessary, as different devices may have different objectives and 
standard. The use of a certain device actually determines the kind of 
reliability measures that is most meaningful and most useful. For 
example, the reliability measure associated with nuclear power reactor 
components is frequently taken to be the failure rate, since failure of a 
reactor is of primary concern. On the other hand a power supply for a 
deep space probe must function without failure for the entire mission 
duration and so the probability of survival for the mission is the most 
important measure of reliability. We now describe a commonly used 
measure of reliability that is based on the probability of an item that 
functions until first failure, flinctioning beyond some specified time. 
RICLIABILITY FUNCTION 
Reliability is described by the reliability function R (t) that is 
probability that a system or a component will carry out its mission 
through time t (Rigdon and Basu (2000)) 
The reliability function (also called the survival function) evaluated at 
time t is just the probability that the failure time T is beyond time t. Thus 
the relation that defines the reliability function is given by 
R{t)^P{T>t) = \-F{t\ (1.1.1) 
where F{t) is the cumulative distribution function of the failure time T, 
which is supposed to be a random variable. 
t 
F{t)^\f{t)dt (1.1.2) 
0 
The cumulative distribution function is also known as unreliability 
function, and is represented by Q (t). 
t 
Q{t)-F{t)^\f{t)dt (1.1.3) 
0 
Going by this definition, it is felt that different measures of rehability are 
necessary, as different devices may have different objectives and 
standard. The use of a certain device actually determines the kind of 
reliability measures that is most meaningful and most usefiil. For 
example, the reliability measure associated with nuclear power reactor 
components is frequently taken to be the failure rate, since failure of a 
reactor is of primary concern. On the other hand a power supply for a 
deep space probe must function without failure for the entire mission 
duration and so the probability of survival for the mission is the most 
important measure of reliability. We now describe a commonly used 
measure of reliability that is based on the probability of an item that 
functions until first failure, functioning beyond some specified time. 
RELIABILITY FUNCTION 
Reliability is described by the reliability function R (t) that is 
probability that a system or a component will carry out its mission 
through time t (Rigdon and Basu (2000)) 
The reliability function (also called the survival flinction) evaluated at 
time t is just the probability that the failure time T is beyond time t. Thus 
the relation that defines the reliability function is given by 
R{t) = P{T>t) = \-F{t), (1.1.1) 
where F{t) is the cumulative distribution function of the failure time T, 
which is supposed to be a random variable. 
t 
F{t)=\f{t)dt (1.1.2) 
0 
The cumulative distribution function is also known as unreliability 
function, and is represented by Q (t). 
t 
Q{t) = F{t)^\f{t)dt (1.1.3) 
These two states are also mutually exclusive. Since reliability and 
unreliability are the probabilities of these two mutually exclusive states, 
the sum of these probabilities is always equal to unity. So then: 
Q{t) + R{t) = \ 
R{t) = \-Q{t) 
t 
m=1 - \mdt 
0 
00 
R{t)= \f{t)dt (1.1.4) 
t 
1.2 BASIC CONCEPTS OF RELIABILITY 
THE EXPECTED LIFE (MEAN TIME TO FAILURE) 
The mean time to failure (MTTF) is expected time during which the 
component will perform successfully and is defined as: 
CO 
E{T)= jtmdt (1.2.1) 
0 
where f{t) is the pdf of T, the lifetime of the item. As the lifetime of the 
item has to be non-negative, we must have/fit) defined for T > 0. Another 
convenient method for determining the expected life is given by: 
00 
EiT)= JRit)dt (1.2.2) 
0 
This may be shown to be true by integrating by parts. £'(/) is also known 
as mean time to failure (MTTF). 
FAILURE RATE AND HAZARD FUNC HON 
The failure process is usually quite complex and it is often difficult to 
understand the mechanics of the underlying process. It is even more 
difficult to describe a failure process mathematically. However, these 
difficulties can be overcome by applying the concept that permits 
different distributions to be distinguished on the basis of physical 
considerations such a concept is expressed as a hazard rate. A closely 
related concept is that of failure rate. 
FAILURE RATE 
The rate at which the failures occur in a certain time interval [t\,t2] ^^ 
called the failure rate during that interval. It defined as the probability 
that a failure per unit time occurs in the interval, given that a failure has 
not occurred prior to time ti, the beginning of the interval. Thus the 
failure rate is given by: 
\f{t)dt 
Ht) = — L 
ih - h) IfiOdt 
00 00 
\mdt- if{t)dt 
1^ 2^ (12.3) 
00 
{t2-h)lfit)dt 
If we substitute t\ -1 and to =t + At,WQ get 
AtR{t) 
Note that the failure rate is a function of time period. 
The rate in the above definition is expressed as failure per unit time. In 
practice, the time unit might be replaced by kilometers, revolutions, stress 
and so on. 
HAZARD RATE 
The hazard rate (or hazard rate function or simply hazard flinction) is 
defined as the limit of the failure rate as the length of the interval[?},/2] 
approaches zero. Thus, it is instantaneous failure rate. 
The hazard rate h (t) is defined as: 
A?->0 AtR{t) 
1 
-^Rit) 
dt R{t) 
d\nR{t) 
dt 
fit) (1.2.5) 
R{t) 
The quantity h{t)dt represents the probability that a device of age t will 
fail in the small interval of time tio t + At. The importance of the hazard 
rate is that it indicates the change in the failure rate over the life span of 
the device. For example, two designs may provide the same reliability at 
a specified point in time; however the failure rates up to this point in dme 
may differ. The failure is analogous to the death rate, in actuarial theory, 
as the hazard function is analogous to the force of mortality. 
A typical Hazard rate generally has the so-called bathtub shape shown in 
fig. 1.2.1 
J 
1 
1 
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Failure ' Failure ' Failure 
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Fig 1.2.1: A typical (bathtub) hazard rate curve 
In the above figure three distinct failure regions are indicated. The first, 
called the initial failure region, is characterized by a decreasing failure 
raite. It represents early failures due to material or manufacturing defects. 
Good quality control and bum in product testing may reduce the chance 
of early failure or even eliminate it altogether. 
The second region, called the chance or random failure region, is 
characterized by a constant failure rate. It represents chance failures 
caused by sudden stresses, unusually severe and unpredictable operating 
conditions, and so on. To minimize or eliminate these would require a 
device that is over designed for the vast majority of situations. 
The third position, called the wear-out failure region, is typified by an 
increasing failure rate, resulting from equipment deterioration, 
accumulated shocks, fafigue etc. 
Thus it may be more convenient to select a distribution of the shape 
characteristic of the hazard rate than the shape of the pdf 
It can be shown mathematically that a hazard function must satisfy the 
condition 
CO 
jh{t)dt = GO 
0 
(1.2.6) where/i(0 > 0 for alH > 0. 
CUMULATIVE HAZARD FUNCTION 
Based on the concept of hazard function, we also define Cumulative 
Hazard Function or Integrated Hazard Function given by: 
t 
H{t)= \h{T)dT, t>0 (1.2.7) 
0 
It is easy to see that cumulative hazard function satisfies the following: 
(i) H(0) = 0 
(ii) lim H{t) = co 
(ill) H(T) is non-decreasing. 
1.3 SOME IMPORTANT PROBABILITY DISTRIBUTIONS 
A statistical distribution is fully described by its pdf (or probability 
density function). We use the definition of the pdf to show how all other 
iiinctions most commonly used in reliability engineering and life data can 
be derived. The reliability function, failure rate function, mean time 
function and median life function can be determined directly from the 
pdf We discuss some important distributions and their important features 
and characteristics. 
L3.1 EXPONENTIAL DISTRIBUTION 
The Exponential distribution is a ver}' commonly used distribution in 
Reliability (Engineering) Statistics just as the Normal distribution in other 
areas of statistics. Due to its simplicity, it has been very widely employed 
even in the cases where its use may not be convincingly justified. Davis 
(1952), Epstein (1958), Barlow and Proschan (1965) are among those 
v/ho have put forth arguments in its favor. 
The exponential distribution is inherently associated with the Poisson 
Process. Exponential distribution also occurs in several other contexts, 
such as the waiting time problems. Maguire, Pearson and Wynn (1952) 
studied mine accidents and showed that time interval between accidents 
follow exponential distribution. 
The single parameter-exponential distribution is given by: 
f(f) = / i e -^^=ie"^ /"^ r > 0 , A > 0 , m > 0 . (1.3.1.1) 
m 
where, 
1= Constant failure rate, in failure per unit of measurement, e.g., failure 
per hour, per cycle etc. 
m = mean time between failures, or to a failure. 
T = operating time, life, or age, in hours, cycles, miles, actuations etc. 
This distribution requires the knowledge of only one parameter, A, for its 
application. 
EXPONENTIAL STATISTICAL PROPERTIES 
THE MEAN TIME TO FAILURE (MTTF) 
The mean, T, or mean time to failure (MTTF) of the one-parameter 
exponential distribution is given by: 
CO 00 
f= jt.fit)dt= \t.X.e'^^dt = -
0 0 ^ 
THE MEDIAN 
The median, f, of the one-parameter exponential distribution is given by: 
r = i o . 6 9 3 
THE MODE 
The mode,f, of the one-parameter exponential distribution is given by 
f = 0 
THE STANDARD DEVIATION 
The standard deviation, crj-, of one-parameter exponential distribution is 
given by: 
1 (jj - — = m 
A 
THE RELIABILITY FUNCTION 
The one-parameter exponential reliability function is given: 
r,rrr\ -^t -Tim 
R{T)-e -e 
This function is the complement of the exponential cumulative 
distribution function or, 
r 
R{J) -1 - Q{J) = 1 - \fiT)dT 
0 
T 
and, R{T) = \- \Ze~^^dT^e AT jrr -XT 
AC 
0 
THE CONDITIONAL RELIABILITY 
The exponential conditional reliability equation gives the reliability for a 
mission oft duration, having already successfully accumulated T hours of 
operation upto the start of this new mission. The exponential conditional 
reliability function is 
R(T) ,-^t 
which says that the reliability for a mission oft duration undertaken after 
the component or equipment has already accumulated T hours of 
operation from age zero is only a function of mission duration and not a 
10 
fiinction of the age at the beginning of the mission. This is referred as the 
memory less property. 
THE EXPONENTIAL RELIABLE LIFE 
The reliable life or the mission duration for a desired reliability goal 
tfi for the one-parameter exponential distribution is given by: 
\x{R{tR)] = -XtR 
^R : A 
THE EXPONENTIAL FAILURE RATE FUNCTION 
The exponential failure rate function is given by: 
Xm = ^ ^ = — = i = Constant 
^ R{T) e-'iT) 
CHARACTERISTICS OF EXPONENTIAL DISTRIBUTION 
The characteristics of one parameter exponential distribution can be 
exemplified by examining its parameter, lambda, and the effect X has on 
the pdf, reliability and failure rate functions. 
EFFECT OF X ON THE pdf 
• The scale parameter is — 
X 
• As /I is decreased in value, the distribution is stretched out to the 
right, and as X is increased, the distribution is pushed towards the 
origin. 
• The distribution has no shape parameter as it has only one shape 
i.e. the exponential. The only parameter it has is the failure rate, X. 
11 
• The distribution starts at T=0 at the level of fiT) = /l and 
decreases thereafter exponentially and monotonically as T 
increases and is convex. 
• As r^oo, /(r)^0. 
• This pdf can be thought of as a special case of Weibull pdf with 
/^ = l. 
EFFECT OF A ON THE RELIABILITY FUNCTION 
• The one-parameter exponential reliability function starts at the 
value of 1 at T =- 0. It decreases thereafter monotonically and is 
convex. 
• As r^oo,7?(r-^oo)->o. 
EFFECT OF Z ON THE FAILURE RATE FUNCTION 
The failure rate ftinction for the exponential distribution is constant and it 
is equal to the parameter/I . 
1.3.2 WEIBULL DISTRIBUTION 
Of all the probability distributions available for reliability problems, 
weibull distribution is the most commonly used probability distribution in 
the field of industrial engineering as well as for failure data analysis (also 
known as life data analysis). 
The distribution is named after Waloddi Weibull, a Swedish physicist, 
who used it in 1939 to represent the distribution of the breaking strength 
of materials. Kao, J.H.K.( 1958-1959) advocated the use of this 
distribution in reliability studies and quality control work. Leiblein and 
Zelen (1956) used it as a model for ball bearing failures. Mann (1968) 
gave a variety of situations in which the distribution is used for other 
ty]:)es of failure data. 
The 2- parameter weibull pdf is given by: 
12 
f{T) = ^{^)f'''e '7 
77 77 
where 
/ ( r ) > 0 , r > 0 , / ? > 0 , 77>0 and, 
77 =Scale parameter 
y9=Shape parameter or slope 
WEIBULL STATISTICAL PROPERTIES 
THE MEAN TIME TO FAILURE (MTTF) 
The mean of the two-parameter weibull pdf is given by: 
r = 77.r 
p ) 
—+ 1 
(1.3.2.1) 
is the gamma function evaluated at the value of where F 
THE MEDIAN 
The median, 7, of the two-parameter weibull pdf is given by: 
r = ;7(ln2)^ 
THE MODE 
The mode,f, of the two-parameter weibull pdf is given by: 
T =7] 
( O 
1 - -
13 
THE STANDARD DEVIATION 
The standard deviation, (jj, of the two-parameter weibull pdf is given 
by: 
c7T=riJT 
THE cdf AND THE RELIABILITY FUNCTION 
The cdf of the two-parameter weibull pdf is given by: 
F{T) = \-e 
The Weibull Reliability Function is given by; 
RiT) = \-F(r) = e 
fj\P 
\v 
THE CONDITIONAL RELIABILITY FUNCTION 
The Weibull conditional reliability function is given by: 
^T.t^^ 
RiT,t) = RjT + t) _e 
R{T) 
V V J 
fj\P 
\v 
T+t P 
RiT,t) = e 
Above equation gives the reliability for a new mission of t duration, 
having already accumulated T hours of operation upto the start of this 
new mission and the units are checked out to assure that they will start the 
next mission successfully. (It is called conditional because you can 
calculate the reliability of a new mission based on the fact that the unit(s) 
already accumulated T hours of operation successfully). 
14 
THE RELIABLE LIFE 
For the two-parameter weibull distribution, the rehable life, Tj^, of a. unit 
for a specified reliabihty, starting the mission at age zero, is given by: 
7>=.;{-ln[7?(r^)]}^ 
This is the life for which the unit will function successfully with a 
reliability of R (7^). If R (Tj^) = 0.50 then Tj^=T, the median life, or 
the life by which half of the units will survive. 
THE FAILURE RATE FUNCTION 
The two-parameter Weibull failure rate function, A{T), is given by: 
R{T) fj 
M 
CHARACTERISTICS OF THE WEIBULL DISTRIBUTION 
The characteristics of the two-parameter Weibull distribution can be 
exemplified by examining the two parameters, /] and ;; and the effect 
they have on the pdf, reliability and failure rate functions. 
EFFECTS OF ^ ON THE pdf 
• For 0</? < 1, the failure rate decreases with time and: 
• Asr^o,/(r)^oo 
• As r^oo,/(r)-^o 
• F (T) decreases monotonically and is convex as T increases. 
• The mode is non-existent. 
• For y^  = 1, it becomes the exponential distribution, as a special case 
Or, 
15 
f{T) = -e ^ 77>0,r>0 
ri 
where — = A = chance, useful life or failure rate. 
77 
• For p > \,f{T), the weibull assumes wear out type shapes (i.e. the 
failure rate increases with time) and: 
• f{T) = 0 at r = 0 
• f{T) increases as T-> T (mode) and decreases thereafter. 
• For p-l \\. becomes the Rayleigh distribution as a special case. 
For P < 2.6 the Weibull pdf is positively skewed (has a right 
tail), for 2.6 < y^  < 3.7 its coefficient of skewness approaches zero 
(no tail); consequently, it may approximate the normal pdf for 
y^  > 3.7 it is negatively skewed (left tail). 
• The parameter /? is a pure number i.e. it is dimensionless. 
EFFECTS OF 13 ON RELIABILITY FUNCTION 
• R{T) decreases sharply and monotonically for 0 < y^  < 1, it is 
convex and decreases less sharply for the same P. 
• For P=\ and the same rj, R{T) decreases monotonically but less 
sharply than for 0 < y^  < 1 and is convex. 
• For P>\, R(T) decreases as T increases but less sharply than 
before and as wear-out sets in, it decreases sharply and goes 
through an inflection point. 
EFFECTS OF J3 ON FAILURE RATE FUNCTION 
The Weibull failure rate for 0 < /? < 1 is unbounded at 7 = 0. The failure 
rate,/i(J'), decreases thereafter monotonically and is convex, approaching 
the value of zero as T -> 00 or /i(co) = 0. This behavior makes it suitable 
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for representing the failure rate of units exhibiting early-type failures, for 
which the failure rate decreases with age. When such behavior is 
encountered, the following conclusions can be drawn: 
• Bum-in testing and/or environmental stress screening are not well 
implemented. 
• There are problems in the production line. 
• Inadequate quality control. 
• Packaging and transit problem. 
• For P = \, ^ {T) yields a constant value of —, or, 
1 
X{T) = 1 = ~ 
1 
This makes it suitable for representing the failure rate of 
chance-type failures and the useful life period failure rate of units. 
• For p > l,/i(r) increases as T increases and becomes suitable for 
representing the failure rates of units exhibiting wear-out type 
failures. For 1 < /? < 2 the A{T) curve is concave, consequently the 
failure rate increases at a decreasing rate as T increases. 
• For y^  = 2, or for the Rayleigh distribution case, the failure rate 
function is given by 
ri 
rj^\ 
hence there emerges a straight-line relationship between X{r) and 
r , starting at a value of X[T) = ^ at T = 0 and increasing thereafter 
2 
with a slope of — . Consequently, the failure rate increases at a 
constant rate as T increases. Furthermore, if 77 = 1 the slope 
becomes equal to 2 and lil) becomes a straight line that passes 
through the origin with a slope of 2. 
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• When P>1 the/l(r) curve is convex, with its slope increasing as 
T increases. Consequently, the failure rate at an increasing rate as 
T increases indicating wear-out life. 
PROBABILITY DENSITY FUNCTION 
• A change in the scale parameter ;; has the same effect on the 
distribution as a change of the abscissa scale. 
• If 77 is increased, fi is kept the same, the distribution gets stretched 
out to the right and its height decreases, while maintaining its 
shape and location. 
• If 77 is decreased, while /? is kept the same, the distribution gets 
pushed towards the left (i.e. towards its beginning, or 0) and its 
height increases. 
1.4 THE MUKHERJEE-ISLAM MODEL 
The model proposed by Mukherjee and Islam is 
f^x:e,p)^{pieP)xP-\ (1.4.1) 
where ^,/? > 0 : 0 < x < 6' 
It is defined by cdf as 
Fix)= - (1.4.2) 
is easily tractable, has a finite range {O), and includes several important 
distributions as particular cases. For example. Uniform and Exponential 
distributions correspond to p = \ and p -co respectively. 
It is possible to introduce a location parameter at a time a (i.e. a fime 
before which failures can not occur), and therefore, write the density 
function as 
p{x-a)P'~^ fix) = , a<x<a + 0, O,p>0, a>0 (1.4.3) 
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It can easily be shown that the asymptotic distribution of the smallest of n 
observation from this distribution has the pdf 
g{t) = np{xie)P-^Qi^^[-n{xie)P] (1.4.4) 
This is the well-known weibull density function and arises in the 
statistical theory of strength. 
1.4.1 RELIABILITY AND FAILURE RATE 
For a mission timeXg, reliability of equipment having this failure time 
distribution is 
F{XQ) = \-{XQie)P 
The failure rate at time X is 
ep-xp 
since, 
^ ^ {9P-XP)p{p-\)XP-^+p'^X^{p~\) 
{QP -XPf 
The distribution is increasing failure rate (IFR) so long as p>\, when 
/?<l,r '(X)>0 '\iX>Xx andr'(X)<0 \iX<Xx 
where 
eP{p-X)^XiP ^^ 
or 
Xx = e{\-pfp. 
This distribution (with;7<l) remains decreasing failure rate (DFR) at 
least over the first quarter of its life and then the failure rate increases 
monotonically. [The fraction —^^{\-p'f^P has the minimum value of 
'/4forO<;7<l ]. 
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The average failure rate over the interval (0,t) is, 
-{\it)\og[F{t)]=-{\it)\og[\-{tie)P]. 
Clearly this is increasing in t for all P > 0. Thus, the distribution is IFRA 
though not IFR over the entire range oft. 
Given that equipment has survived up to time X, the probability that it 
Fix + y) 
will survive until x + y is 
M 
Fix) 
1-
r^\p 
d) 
(1.4.1.1) 
For p>\, F{x-¥y)\?> smaller than F{x)F{y) = 
and hence the distribution is new better than used (NBU). 
The conditional mean remaining life works out as 
1- (xY 1- (yX' 
^F{x) dxJFit) (1.4.1.2) 
p + \ 0P.tP 
which is an increasing function of t. This distribution is new better than 
used in expectation (NBUE) if 
U+1 _^p+i]_^U _A__pL[ep -tp)<o. 
\ I \ I p^\^ ' 
or if [e-t)tP {p + \)-p^{^P -tP]<Q, 
ox\{{p + \)6- tP+^-p^0P<O. (1.4.1.3) 
The distribution is otherwise new worse than used in expectation 
(NWUE). 
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1.4.2 ESTIMATION OF RELIABILITY 
To estimate reliability from a sample of observed failure times, we have 
to estimate the parameters 0 and p. To obtain the maximum-likelihood 
estimates (MLEs) we note that the likelihood fimction 
L = p^ 0~"^ 7rX^~ is ever decreasing in 9 and that Z(„) the maximum 
observation, is the maximum likelihood estimator. For p, the MLE 
becomes 
1 
P = log6'-logX 
(1.4.2.1) 
where logX = arithmetic mean of logX values. Taking the MLE of 9 
asXrf^\, this gives 
1 
P^ logX(„)-logX (1.4.2.2) 
An easier method of estimation is the method of moments. If the first two 
sample moments X and S are equated to jui and jU2, respectively, P 
has to be estimated from p v + Ipv - 1 = 0, where v = sjX giving 
p^-\+ 1 + 
V 
and then 
e^^x. 
p 
1 \i/2 ( ^2^^/2 
V2, = -1 + 1 + J 
(1.4.2.3) 
CHAPTER 2 
ACCELERATED LIFE TESTS 
2.1 INTRODUCTION 
Many devices such as electronic items have very high reliability when 
operating within there intended normal use environment. This presents 
problem in measuring the reliability of such devices because a very long 
period of testing under the actual operating conditions would be required 
to obtain sufficient data to estimate the reliability. Even if this testing 
could be accomplished, the time frame is such that the devices may 
become absolute before their reliability is established due to the high rate 
of technological advances. Also, it would be difficult to conduct the 
testing in laboratory. 
One solution to the problem of obtaining meaningftil life test data for 
high reliability devices is accelerated life testing. This type of testing 
involves observing the performance of these kinds of devices operating at 
higher stress levels than usual to obtain failures more quickly. In order to 
shorten product life, it is a well established engineering practice to use 
certain stresses or accelerating variables, such as higher levels of 
temperature, voltage, pressure, vibration, etc., than the normal operating 
level. 
The main difficulty of accelerated life testing lies in using the failure data 
obtained at the accelerated, or higher stress, condition to predict the 
reliability, mean life, or other quantities under the normal use condition. 
Extrapolation from the accelerated stresses to the normal use stress is 
done 
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by choosing an appropriate model, called an Acceleration Model. The 
choice of an acceleration model calls for a knowledge of the variation of 
failure behavior with environment. In parametric methods, this involves 
functional relationship between the parameters of the failure distributions 
and the environmental stresses. The relationship may also involve 
unknown parameters. In non-parametric approaches, where no specific 
form of the failure distribution is specified, the change in the failure 
distribution due to a change in environmental stress is assumed. In either 
the parametric or non-parametric all unknown parameters must be 
estimated from the accelerated test data in order to extrapolate to the 
normal use stress. 
Four acceleration models are used, i.e. power rule model, the Arrhenius 
model, the Eyring model, and the generalized Eyring model. These 
models will be discussed by Mann, Schafer, and Singhpurwall (1974). 
2.2 ACCELERATION MODELS 
The use of acceleration life testing to make inferences about the normal 
use life distribution requires a model to relate the life length to the stress 
levels that are to be applied to items being tested. This model is referred 
to as the acceleration model. 
Here some acceleration models that have been used in parametric and 
non-parametric method will be described briefly. 
In parametric, suppose the life time random variable Xi of items in an 
environment described by a constant stress level V^ has a probability 
distribution F [t;9_i) depending on a vector of parameter 6^^. Two 
assumptions which are made (Mann, Schafer, and Singpurwalla, 1974) 
are 
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(i) The change in stress level does not change the type of the 
lifetime distribution F {t;d), but changes only the 
parameter values, 
(ii) The relationship between the stress level V and the 
parameters 0, say 0-m {V;a,j3...), is known except for one 
or more of the acceleration parameter a, (3... and that the 
relationship is valid for a certain range of the elements of V. 
The objective here is to obtain estimates of the parameters a; 
p... based on life test data obtained at large values of V and 
makes inferences about 0 for the normal use stress VQ . 
The exponential distribution with parameter X is widely used as a lifetime 
distribution. So the acceleration models will be discussed here for 
exponential distributions. Several authors have considered other lifetime 
distributions such as Weibull (Mann, 1972, and Nelsen, 1975), extreme 
value (Meeker and Nelson, 1975, and Nelsen and Meeker, 1978), and 
lognormal (Nelson and Kielpinsiki, 1976). Suppose that under constant 
application of single stress at level Vi, the item being tested has an 
exponential lifetime distribution with mean /// given by 
f^ifJi) = Ai exp(-A/0, t>0,i>0 
= 0, otherwise 
Then /// =l//l/ is the mean time to failure under stress level Vf. The 
following acceleration models (relationships between A/ and V^) have 
been suggested in the literature. 
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2.2.1 THE POWER RULE (OR INVERSE POWER) MODEL 
This model can be derived by considerations of kinetic theory and 
activation energy. This model has applications to fatigue testing of 
metals, the dielectric breakdov^n of capacitors, and aging of multi 
component systems. The model is 
and this implies that the mean time of failure ju, decreases as the ^ ^ 
power of the applied voltage F. it is desirable to estimate a and J3 from 
life test data at stress levels Fj,...,F^ and make inferences about 
/J = l/'^ A at the normal use stress VQ . 
Ill THE ARRHENIUS MODEL 
This model expresses the degradation rate of a parameter of the device as 
the function of its operating temperature. It is usually applied to thermal 
aging and is applicable to semiconductor materials. Here 
is the model, where V^ denotes the temperature stress and a and /? are 
unknown parameters to be estimated in order to make inferences about 
AQ at normal temperature level FQ . 
2.2.3 THE EYRING MODEL FOR A SINGLE STRESS 
This model can be derived from principles of quantum mechanics and its 
expresses the time rate of degradation of some device parameter as a 
iiinction of the operating temperature. Here 
A,-=F,exp(«-^/)P^-) 
is the model. 
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2.2.4 THE GENERALIZED EYRING MODEL 
This model has application to accelerated testing of devices subjected to a 
constant application of two types of stresses, one thermal and one non-
thermal. The model is 
Ai = aTi expi-j3/KTi)QxpiT^i + SV^ I KTi) 
where a,/?and rare unknown parameters to be estimated, K denotes 
Boltzmann's constant, whose value is 1.38*10 erg / degree Kelvin, 
and Ti is the thermal stress level and Vi is the non-thermal stress. In the 
absence of a non-thermal stress, this model reduces to 
Chemoff (1962) considered an accelerated model for exponential lifetime 
with mean ju^={aV^+fiVi ) where a>0 and y^>Owere unknown 
parameters. Chemoff also considered model for three dimensional vector 
stresses 
In partially non-parametric approaches to inference from accelerated life 
tests, no particular form of the lifetime distribution is assumed, but an 
acceleration model is used (see for example Shaked, Zimmer, and Ball, 
1979, Selhuraman and Singpurwalla, 1982, Shaked and Singpurwalla, 
1982, Basu and Ebrahimi, 1982, Shaked and Singpurwalla, 1983). 
Shaked, Zimmer, and Ball (1979) assumed that the K accelerated stress 
level F},...,Ky^were selected of stressesF^-,F.-, i,j = 0,\...K, a known 
function m existed. Therefore the lifetime distribution satisfied. 
Fy (t) = Fy\m{Vj,ViJ)],t>0 
where a is an unknown parameter, the form of Fy. is not assumed to be 
Icnown. Various choices of m give the power rule, Arrhenius, Eyring, 
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etc., acceleration models. The other references assume models for special 
cases of m. 
In a totally non-parametric setting, there is no assumption made about the 
form of the lifetime distribution at the various stress levels or about the 
form of an acceleration model. In this setting, the life distributions are 
stochastically ordered with respect to increasing levels of stress (Barlow 
and Schever, 1971) or that the lifetime distribution at two distinct stress 
levels differs only by a scale change. For these procedures, it must be 
assumed that failure data are available from the normal use stress as well 
as from accelerated stresses. 
The design aspects of accelerated life testing experiments involve the 
selection of stress levels. The number of stress levels, and the number of 
items to be tested at each stress level. A null-designed estimator allow for 
censoring. 
2.3 CENSORING 
v/e are dealing with an observation, in time, of a sample of "n" entities 
placed on test (be these, devices or humans). The experimental 
observation period is defined as the time elapsed since the experiment 
begins (time zero) until it is terminated (time TQ). However, it often 
occurs that we need to discontinue our experiment before all the elements 
in the sample experience the "event of interest" (e.g., failure or death). In 
such cases, we say that the experiment has been "suspended," "censored," 
or "truncated". 
"Truncation" may not be the most efficient way to conduct an 
experiment, from the theoretical standpoint. But, due to time, economic 
or practical considerations, it happens so frequently that statistics had to 
find ways to deal with it in a successfiil manner. 
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2.3.1 TYPES OF CENSORING 
We begin with a cliaracterization of the censoring mechanisms. Such 
characterization can be based on several elements, the status of the entity 
observed, both at the time we start and at the time we finish our 
observation. Censoring mechanisms can also be characterized based on 
v/hether or not the experiment is terminated at the time of the "event of 
interest" (e.g., failure or death). 
Figure 1 illustrates censoring situations. Line "a" shows an entity that has 
already been "operating" for some unknown period of time, before we 
start monitoring it. This case is called "left censoring." 
Experimental Observation Period 
a) 
b) 
X-
X (Right Censoring] 
(Left Censoring) 
Figure 1: Type 1 (Time-Truncated) Censoring Cases 
Similarly, Line "b" shows an entity that has been monitored since the 
beginning of its life (i.e., at the start of the experiment) but which we 
have ceased to observe before the experiment ends (time TQ) or it fails. 
This other type of truncation is known as "right-censoring." 
The entity in Line "c" has been monitored all along the experiment. 
Finally, a more complex example is presented in Line "d". 
Censoring schemes, where the end of the observation period is not 
determined by an event of interest are referred to as time censoring, time 
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tmncation, or suspension in time. Such censoring schemes are not event-
driven and are known as Type I. In these schemes the experiment 
stopping time (To) is pre-established and the number of failures observed 
(i) during the period of experimentation is random. 
Experimental Observation Period 
X, 
Erid=X| 
Figure 2: Type II (Event-Driven) Censoring Case 
Discontinue our observation of the (n-i) sample elements remaining in 
operation. This other censoring scheme is often referred to as "failure" or 
"event" truncation and is known as Type II censoring. In these cases, the 
experiment stopping time (Xj) is random and the number of failures (i) 
occurred during experimentation is pre-established. 
Some times the distribution of the "lives" of the entities is known. Other 
times, the probability "p" of occurrence of an event during the 
observation period (time TQ), can be calculated. In such cases, we may be 
able to model the underlying life (X) distribution and estimate the 
parameters of interest such as Mean Time to Failure (MTTF ), failure rate 
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(FR), tenth percentile of device" life (L-10) and calculate confidence 
intervals (CI) for them. 
V/hen failures are (or are not) replaced at the time they occur, or when the 
distribution of the "lives" is not Exponential. In such cases, the hazard 
function (instantaneous probability of failure) is time-dependent and there 
are several additional parameters than we now need to estimate from the 
data 
2.4 EXPERIMENTAL PLANS AND LIFE TEST PROCEDURE 
In some situations, physical constraints related to the problem under 
study, or a lack of prior knowledge about the problem, can make precise 
planning of an investigation difficult. In well-controlled situations, on the 
other hand, experiments can often be planned to satisfy defined 
objectives. Much of the discussion concerns life test procedures, for 
several reasons. One is that life test plans with stated economic objectives 
are important in many areas and widely used. A second reason is that 
many of the considerations involved with them are relevant in planning 
any lifetime distribution investigation. Finally, by examining different 
experimental plans for the relatively simple exponential model, we gain 
insight into the difficulties of designing plans for other distributions. 
The most common life testing problem involves testing a specific value 
6Q of 6 against values less than^g-
Life test plans are generally designed so that the size and power of the 
test at some particular value 0^ < 9Q are specified. The size of the test is 
defined as 
a = P{rejectHQ):e^eQ 
and the power function, defined for 6\ <0Q, is given by 
P{ei) = PirejectHQ:0==ei) 
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2.4.1 TYPE II CENSORED (NON REPLACEMENT) LIFE TEST 
PLANS 
Consider the problem of testing the hypothesis 
HQ:6 = 6Q VS //J : 6* < ^Qon the basis of a type II censored sample 
containing the r smallest lifetimes t(i\ <...<t(A in a total sample of size 
n. For a given r and n, a size uniformly most powerful test of i^ g versus 
H\ exists and has acceptance rule of the form 
Accept HQ if0>Ca = ^ ^ , « (2.4.1) 
2r 
v/here 
^ = G^(/)+(«-^)^(r)]/^-
For any positive integer r one can get a size a test. If we also require the 
power of the test at ^ = ^j to be 1 - /?, then 
but if 6^  = 1^ then 2rd/0i n xh\ and so 
2 IrCr, 
U \ < P(XHA^—r^) (2.4.2) 
Thus Z2r^-/^ = ^rCa 10^ or since C^ = ^o;r(^ 2r)' y 
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^ ' - ^ (2.4.3) 
% r ) ' ^ ~ ^ 0^ 
Hence to make P{6\) equal to 1 - >9 we must choose r such that equation 
(2.4.3) is satisfied. 
2.5 SOME OTHER LIFE TEST PLANS 
There are many ways to run a life test experiment. Other possibilities 
include plans with Type -1 censoring, a mixture of Type -1 and Type - II 
censoring or a sequential procedure. In addition, tests can sometimes be 
run with replacement, whereby new items immediately replace items that 
fail, so that there are always n items on test. Still another possibility is to 
use partial replacement, replacing only a portion of the failed items. A 
few plans are given below. 
2.5.1 TYPE II CENCORING WITH REPLACEMENT 
Sometimes it is feasible to replace failed items immediately, with the 
result that n items are continually on test. If the test is terminated at time 
Tf, of the rth item failure, then there is Type-II censoring with 
replacement. The likelihood function is 
z(^).JL,-l^./^ 
where J ] .^ is the total observed lifetime, or the "total time on test". Since 
there are n items on test at all times and the test terminates at time 
Ty,^i. must be equal to nT^. and T^.is sufficient for 6. 
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2.5.2 TYPE I CENCORING WITH REPLACEMENT 
If failed items are replaced immediately, so that n items are always on 
test, and if testing terminates at some pre specified timeZo, then there is 
Type-I censoring with replacement. The likelihood function is 
9' 
where r is the observed number of failures and Y_,h i^  the total time on 
test. 
2.5.3 TYPE I CENCORING WITHOUT REPLACEMENT 
If each device that fails is not replaced by a new one and if test is 
terminated after a pre-specified number of failures have occurred. In a 
Type- I censored test the time length is specified to be some fixed 
numberZQ • The Likelihood function is 
Z(g) = -lexp(-y^<"-''>^'') 
CHAPTERS 
UNDERSTANDING ACCELERATED 
LIFE-TESTING ANALYSIS 
3.1. INTRODUCTION 
Traditional "Life Data Analysis" involves analyzing times-to-failure data 
(of a product, system or component) obtained under "normal" operating 
conditions in order to quantify the life characteristics of the product, 
system or component. In many situations, and for many reasons, such life 
data (or times-to-failure data) is very difficult, if not impossible, to obtain. 
The reasons for this difficulty can include the long life times of today's 
products, the small time period between design and release, and the 
challenge of testing products that are used continuously under normal 
condifions. In other words, an attempt is made to accelerate their failures. 
Over the years, the term "Accelerated Life Testing' has been used to 
describe all such practices. 
A variety of methods, which serve different purposes, have been termed 
"Accelerated Life Testing." As we use the term in this chapter, 
"Accelerated Life Testing" involves acceleration of failures with the 
single purpose of the "quantification of tlie life characteristics of the 
product at normal use conditions." This tutorial is solely concerned with 
this type of accelerated life testing. 
Author(s):Pantelis Vassiliou and Adamantios Mettas 
Published by: Annual Reliability and Maintainability Symposium 
Year:2003 
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3.2. TYPES OF ACCELERATED TESTS 
Each type of test that has been called an accelerated test provides different 
information about the product and its failure mechanisms. Generally, 
accelerated tests can be divided into three types: Qualitative Tests (Torture 
Tests or Shake and Bake Tests), ESS and Burn-in and finally Quantitative 
Accelerated Life Tests. This chapter only addresses and quantifies some 
models and procedures associated with the last type. Quantitative 
Accelerated Life Tests. 
3.2.1 Qualitative Tests 
Qualitative Tests are tests that yield failure information (or failure modes) 
only. They have been referred to by many names including: 
• Elephant Tests 
• Torture Tests 
• HALT (Highly Accelerated Life Testing) 
• Shake & Bake Tests 
Qualitative tests are performed on small samples with the specimens 
subjected to a single severe level of stress, to a number of stresses, or to a 
time-varying stress (i.e., stress cycling, cold to hot, etc.). Qualitative tests 
are used primarily to reveal probable failure modes. A good qualitative 
test is one that quickly reveals those failure modes that will occur during 
the life of the product under normal use conditions. In general, 
qualitative tests are not designed to yield life data that can be used in 
subsequent analysis or for "Accelerated Life Test Analysis," In general, 
qualitative tests do not quantify the life (or reliability) charac<"eristics of the 
product under normal use conditions. Accelerated Testing are encouraged to 
refer to Nelson and Wayen ^^\ 
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3.2.1.1 Benefits and Drawbacks of Qualitative Tests: 
Benefit: Increase reliability by revealing probable failure modes. 
Unanswered question: What is the reliability of the product at normal use 
conditions? 
3.2.2 ESS and Burn-In 
The second type of accelerated test consists of ESS and Bum-in testing. 
ESS, Environmental Stress Screening, is a process involving the application 
of environmental stimuli to products (usually electronic or electromechanical 
products) on an accelerated basis. The stimuli in an ESS test can include 
thermal cycling, random vibration, electrical stresses, etc. The goal of ESS is 
to expose, identify and eliminate latent defects which cannot be detected by 
visual inspection or electrical testing but which will cause failures in the 
field. ESS is performed on the entire population and does not involve 
sampling. 
Burn-in can be regarded as a special case of ESS. According to MIL-
STD-883C, Bum-in is a test performed for the purpose of screening or 
eliminating marginal devices. Marginal devices are those with inherent 
defects or defects resulting from manufacturing aberrations which cause 
time-and stress-dependent failures. As with ESS, Bum-in is performed on 
the entire population to refer Kececioglu & Sun on ESS ^^^ and Bum-in ^'^^. 
3.23 Quantitative Accelerated Life Tests 
Quantitative Accelerated Life Testing, unlike the qualitative testing methods 
(i.e.. Torture Tests, Bum-in, etc.) described previously, consists of 
quantitative tests designed to quantify the life characteristics of the product, 
component or system under normal use conditions, and thereby provide 
"Reliability Infonnation." Reliability information can include the 
determination of the probability of failure of the product under use 
conditions, mean life under use conditions, and projected retums and 
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warranty costs. It can also be used to assist in the performance of risk 
assessments, design comparisons, etc. 
Accelerated Life Testing can take the form of "Usage Rate Acceleration" or 
"Overstress Acceleration." Both Accelerated Life Test methods are 
described next. Because "Usage Rate Acceleration" test data can be 
analyzed with typical life data analysis methods, the Overstress 
Acceleration method is the testing method relevant to this chapter. 
Most products, components or systems are expected to perform their 
&nctions successfully for long periods of time, such as years. 
Obviously, for a company to remain competitive, the time required to 
obtain times-to-failure data must be considerably less than the expected 
life of the product. 
3.2.3.1 Usage Rate Acceleration 
For products that do not operate continuously under normal conditions, if 
the test units are operated continuously, failures are encountered earlier 
than if the units were tested at normal usage. For example, a microwave 
oven operates for small periods of time every day. One can accelerate a 
test on microwave ovens by operating them more frequently until 
failure. The limitation of "Usage Rate Acceleration" arises when 
products, such as computer servers and peripherals, maintain a very high 
or even continuous usage. In such cases, usage acceleration, even 
though desirable, is not a feasible alternative. In these cases the 
practitioner must stimulate the product to fail, usually through the 
application of stress(es). This method of accelerated life testing is called 
"Overstress Acceleration" and is described next. 
3.2.3.2 Overstress Acceleration 
For products with very high or continuous usage, the accelerated life-
testing practitioner must stimulate the product to fail in a life test. This 
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is accomplished by applying stress(es) that exceed the stress(es) that 
a product will encounter under normal use conditions. The times-to-
faiiure data obtained under these conditions are then used to 
extrapolate to use conditions. Accelerated life tests can be performed at 
high or low temperature, humidity, voltage, pressure, vibration, and/or 
combinations of stresses to accelerate or stimulate the failure 
mechanisms. 
Accelerated life test stresses and stress levels should be chosen so that 
they accelerate the failure modes under consideration but do not 
introduce failure modes that would never occur under use conditions. 
Normally, these stress levels will fall outside the product specification 
limits but inside the design limits. 
Destruct limits 
Design Limits 
Specification Limits 
Design Limits 
Destruct limits 
Figure 1: Typical stress range for a component, product or system. 
This choice of stresses as well as stress levels and the process of 
setting up the experiment is of the utmost importance. Consuk your 
design engineers) and material scientist(s) to determine what stimuli 
(stress) is appropriate as well as to identify the appropriate limits (or 
stress levels). If these stresses or limits are unknown, multiple tests with 
small sample sizes can be performed in order to ascertain the 
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appropriate stress(es) and stress levels. The adequacy and applicability of 
these stresses can be confirmed through subsequent failure analysis. 
Information from the qualitative testing phase (i.e., torture tests, etc.) of a 
normal product development process can also be utilized in ascertaining 
the appropriate stress(es). Proper use of Design of Experiments (DOE) 
methodology is also crucial at this step. In addition to proper stress 
selection, the application of the stresses must be accomplished in some 
logical, controlled and quantifiable fashion. Accurate data on the stresses 
applied as well as the observed behavior of the test specimens must be 
maintained. 
3.3. UNDERSTANDING ACCELERATED LIFE TEST ANALYSIS 
In typical life data analysis one determines, through the use of statistical 
distributions, a life distribution that describes the times-to-failure of a 
product. Statistically speaking, one wishes to determine the use level 
probability density function, or pdf, of the times-to-failure. Once this pdf 
is obtained, all other desired reliability results can be easily determined 
including but not limited to: 
Percentage failing under warranty. 
Risk assessment. 
Design comparison. 
Wear-out period (product performance degradation). 
In typical life data analysis, this use level probability density function, or 
pdf, of the times-to-failure can be easily determined using regular 
times-to-failure data and an underiying distribution such as the Weibull, 
exponential, and lognormal distributions. In accelerated life testing analysis, 
however, we face the challenge of deteiTnining this use level pdf from 
accelerated life test data rather than from times-to-failure data obtained 
under use conditions. To accomplish this, we must develop a method that 
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allows us to extrapolate from data collected at accelerated conditions to 
arrive at an estimation of use level characteristics. 
3.3.1 Looking at a Single Constant Stress Accelerated Life Test 
We will assume that the product was tested under a single stress and at a 
single constant stress level. We will fiarther assume that times-to-failure 
data have been obtained at this stress level. The times-to-failure at this stress 
level can then be easily analyzed using an underlying life distribution. A 
pdf of the times-to-failure of the product can be obtained at that single 
stress level using traditional approaches (for more details see "'^^^), This 
overstress pdf, can be used to make predictions and estimates of life 
measures of interest at that particular stress level. The objective in an 
accelerated life test, however, is not to obtain predictions and estimates at 
the particular elevated stress level at which the units were tested, but to 
obtain these measures at another stress level, the use stress level. To 
accomplish this objective, we must devise a method to traverse the path 
from the overstress pdf to extrapolate a use \eve\pdf. 
The first part of Figure 2 illustrates a typical behavior oithQpdfat the high 
stress (or overstress level) and the pdf at the use stress level. To fiirther 
simplify the scenario, let's assume that a single point can describe the pdf for 
the product, at any stress level. The second part of Figure 2 illustrates such a 
simplification where we need to determine a way to project (or map) this 
single point from the high stress to the use stress. 
There are infinite ways to map a particular point from the high stress level 
to the use stress level. This model or function can be described 
mathematically and can be as simple as the equation for a line. Figure 3 
demonstrates some simple models or relafionships. 
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Figure 2: Traversing from a high stress to our use stress. 
A Linear Relationship An Exponential Relationship 
Stress 
Figure 3: A simple linear and a simple exponential relationship. 
When a model is assumed (i.e., linear, exponential, etc.), the mapping 
possibilities are still infinite since they depend on the parameters of the 
chosen model or relationship. For example, a simple linear model would 
generate different mappings for each slope value because we can draw an 
infinite number of lines through a point. If we tested specimens of our 
product at two different stress levels, we could begin to fit the model to the 
data. Obviously, the more points we have, the better off we are in correctly 
mapping this particular point, or fitting the model to our data. Figure 4 
illustrates that you need a minimum of two stress levels to properly map the 
function to a use stress level. 
Hi<ih Stress 
I 
I sc Stress 
HHI 
^^^^^^H 
• ^ • • • l 
High Stress 
2 
9 
Figure 4: Testing at two (or more) higher stress levels allows us to better 
nt the model. 
3.4. LIFE DISTRIBUTION AND STRESS-LIFE MODELS 
Analysis of accelerated life test data, then, consists of an underlying life 
distribution that describes the product at different stress levels and a stress-
life relationship (or model) that quantifies the manner in which the life 
42 
distribution (or the life distribution characteristic under consideration) 
changes across different stress levels. These elements of analysis are shown 
graphically in Figure 5. 
Probability Plot 
Stress 
0 01 0 10 100 1000 lOOOO 1000 00 10000 00 
Time (t) 
Figure 5: A life distribution and a stress-life relationship. 
The assumed underlying life distribution can be any life distribution. The 
most commonly used life distributions include the Weibull, the 
exponential, and the lognormal. The practitioner should be cautioned 
against using the exponential distribution, unless the underlying 
assumption of a constant 
failure rate can be justified. Along with the life distribution, a stress-life 
relationship is also used. A stress-life relationship can be one of the 
empuically derived relationships or a new one formulated for the particular 
stress and application. The data obtained from the experiment is then fitted 
to both the underlying life distribution and stress-life relationship. 
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Figure 6: A three dimensional representation of the pdfxs. time and 
stress created using ReliaSoft's ALTA 1.0 software '^ "'. 
3.4.1 overview of the analysis steps 
With our current understanding of the principles behind accelerated life 
testing analysis, we will continue with a discussion of the steps involved in 
performing an analysis on life data that has been collected from accelerated 
life tests 
3.4.1.1 Life Distribution 
The first step in performing an accelerated life test analysis is to choose an 
appropriate life distribution. Although it is rarely appropriate, the 
exponential distribution, because of its simplicity, is very commonly used as 
the underlying life distribution. The Weibull and lognormal distributions, 
which require more involved calculations, are more appropriate for most 
uses. Note that the exponential distribution is a special case of the Weibull 
(for equal to 1). 
3.4.1.2 Stress-Life Relationship 
After you have selected an underlying life distribution appropriate to your 
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data, the second step is to select (or create) a model that describes a 
characteristic point or a life characteristic of the distribution from one 
stress level to another. 
The life characteristic can be any life measure such as the mean, median, 
etc. This life characteristic is expressed as a function of stress. Depending 
on the assumed underlying life distribution, different life characteristic are 
considered. Typical life characteristic for some distributions are shown in 
the next table (Table 1). 
Table 1: Typical life characteristics 
Distribution 
Weibull 
Exponential 
Lognormal 
Parameters 
P\V 
I 
ry 
Life Characteristic 
Scale parameter, TJ 
Mean Life (I/A) 
Median, T 
^Usually assumed constant 
For example, when considering the Weibull distribution, the scale parameter, is 
chosen to be the "life characteristic" that is stress dependent, while is assumed 
to remain constant across different stress levels. A stress-life relationship is then 
assigned to. 
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Reliability vs Stress Surface 
Figure 7: A graphical representation of a WeibuU reliability function 
plotted as both a function of time and stress. 
3.5. OVERVIEW OF SOME SIMPLE STRESS-LIFE 
RELATIONSHIPS 
3.5.1 Arrhenius Relationship 
The Arrhenius relationship is commonly used for analyzing data for which 
temperature is the accelerated stress. Arrhenius model is given by 
L(V) = C.e^ 
where: 
• L represents a quantifiable life measure, such as mean life, characteristic 
life, median life, or B(x) life, etc. 
• V represents the stress level (in absolute units if it is temperature). 
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• C is a model parameter to be determined, (C > 0). 
• B is another model parameter to be determined. 
3.5.2 Eyring Relationship 
The Eyring relationship is also commonly used for analyzing data for which 
temperature is the accelerated stress. The Eyring model is given by, 
L{V) = -.e 
V 
V V 
where: 
• L represents a quantifiable life measure, such as mean life, characteristic 
life, median life, B(x) life, etc. 
• V represents the stress level. 
• A is one of the model parameters to be determined. 
• B is another model parameter to be determined. 
3.5.3 Inverse Power Law Relationship 
The inverse power law relationship (or IPL) is commonly used for analyzing 
data for which the accelerated stress is non-thermal in nature. The inverse 
power law (IPL) model is given by. 
L{V)= ^ 
i : .F" 
where: 
• L represents a quantifiable life measure, such as mean life, characteristic 
life, median life, B(x) life, etc. 
• V represents the stress level. 
• K is a model parameter to be determined, (K > 0). 
• n is another model parameter to be determined. 
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3.5.4 Temperature-Humidity Relationship 
The temperature-humidity relationship is a two-stress relationship. It is 
commonly used for predicting the life at use conditions when temperature and 
humidity are the accelerated stresses in a test. This combination model is given 
by, 
L{U,V) = A.e 
^ t A 
where: 
• <j) is one of the three parameters to be determined. 
• b is the second of the three parameters to be determined (also known as the 
activation energy for humidity). 
• A is the third of the three parameters to be determined. 
• U is the relative humidity. 
• V is temperature (in absolute units). 
3.5.5 Temperature-Non- Thermal Relationship 
The temperature-non-thermal relationship is another two-stress model. This 
relationship is given by, 
C 
L{U,V)^ 
_B_ 
where: 
• U is the non-thermal stress (e.g., voltage). 
• V is the temperature (in absolute scale). 
• B, C, n are the parameters to be determined 
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3.6. PARAMETER ESTIMATION 
Once you have selected an underlying life distribution and stress-life 
relationship model to fit your accelerated test data, the next step is to select 
a method by which to perform parameter estimation. Simply put, 
parameter estimation involves fitting a model to the data and solving for 
the parameters that describe that model. In our case the model is a 
combination of the life distribution and the stress-life relationship. The 
task of parameter estimation can vary from trivial (with ample data, a single 
constant stress, a simple distribution and a simple model) to impossible. 
Available methods for estimating the parameters of a model include the 
graphical method, the least squares method and the maximum likelihood 
estimation method. Computer software can be used to accomplish 
task['^''°'"l 
3.7. RELIABILITY INFORMATION 
Once the parameters of the underiying life distribution and stress-life 
relationship have been estimated, a variety of reliability information about 
the product can be derived such as: 
• Warranty time. 
• The instantaneous failure rate, which indicates the number of failures 
occurring per unit time. 
• The mean life which provides a measure of the average 
time of operation to failure. 
3.8. STRESS LOADING 
The discussion of accelerated life testing analysis thus far has included the 
assumption that the stress loads applied to units in an accelerated test have 
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been constant with respect to time. In real life, however, different types of 
loads can be considered when performing an accelerated test. Accelerated 
life tests can be classified as constant stress, step stress, cycling stress, or 
random stress. These types of loads are classified according to the 
dependency of the stress with respect to time. There are two possible 
stress loading schemes, loadings in which the stress is time-independent and 
loadings in which the stress is time-dependent. The mathematical 
treatment, models and assumptions vary depending on the relationship of 
stress to time. Time dependent stresses can refer to ^ . 
3.8.1 Stress is Time-Independent (Constant Stress) 
A^Hien the stress is time-independent, the stress applied to a sample of units 
does not vary. In other words, if temperature is the thermal stress, each 
unit is tested under the same accelerated temperature, e.g., 100 C, and data 
cire recorded. This is the type of stress load that has been discussed so far. 
Figure 8: Graphical representation of time vs. stress in a time-
independent stress loading. 
This type of stress loading has many advantages over time-dependent stress 
loadings. Specifically: 
Most products are assumed to operate at a constant stress under normal 
use. 
It is far easier to run a constant stress test (e.g., one in which the chamber is 
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maintained at a single temperature). 
It is far easier to quantify a constant stress test. 
Models for data analysis exist, are widely publicized and are empirically 
verified. 
Extrapolation from a well executed constant stress test is more accurate 
than extrapolation from a time-dependent stress test. 
3.8.2 Stress is Time-Dependent 
When the stress is time-dependent, the product is subjected to a stress level 
that varies with time. Products subjected to time-dependent stress loadings 
will yield failures more quickly and models that fit them are thought by 
many to be the "holy grail" of accelerated life testing. The current state of 
analysis techniques for time-dependent stress loading schemes can be best 
expressed by a passage in Dr. Wayne Nelson's accelerated testing book ^^ l 
Dr. Nelson writes, "Such cumulative exposure models are like the weather. 
Everybody talks about them, but nobody does anything about them. Many 
models appear in literature, few have been fitted to data and even fewer 
assessed for adequacy of fit. Morever, fitting such a model to data requires a 
sophisticated special computer program. Thus, constant stress tests are 
generally recommended over step-stress tests for reliability esfimation." 
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3.83 Stress is Quasi Time-Dependent 
The step-stress model ^^^ and the related ramp-stress model are typical cases 
of time-dependent stress tests. In these cases, the stress is quasi time-
independent. This means that the stress load remains constant for a period 
of time and then is stepped/ramped into a different stress level where it 
remains constant for another time interval until it is stepped/ramped again. 
There are numerous variations of this concept. 
CO 
t/5 
a> 
u •M 
^ 
Time 
Figure 9: Graphical representation of the step-stress model. 
Figure 10: Graphical representation of the ramp-stress model. 
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3.8.4 Stress is continuously Time-Dependent 
The concept of stress-life models that includes stress as a continuous 
function of time has not been widely contemplated in the literature. An 
introduction to these models can be found in ^^^ and in-depth discussion 
and applications in ^^ l Analyses of these t>pes of stress models are more 
complex than the quasi time-dependent models and require advanced 
software packages such as "^^  to accomplish. 
Figure 11: Graphical representation of a constantly increasing (or 
progressive) stress model. 
Figure 12: Graphical representation of a completely time-dependent 
stress model. 
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3.9. AN INTRODUCTION TO THE ARRHENIUS RELATIONSfflP 
One of the most commonly used stress-life relationships is the Arrhenius. It 
is an exponential relationship and it was formulated by assuming that life is 
proportional to the inverse reaction rate of the process, thus the Arrhenius 
stress-life relationship is given by, 
L(F) = C.e^ (3.9.i; 
where: 
" L represents a quantifiable life measure, such as mean life, 
characteristic life, median life, or B(x) life, etc. 
• V represents the stress level (formulated for temperature and 
temperature values in absolute units i.e., degrees Kelvin or degrees 
Rankine. This is a requirement because the model is exponential, 
thus negative stress values are not possible.) 
• C is one of the model parameters to be determined, (C >0). 
• B is another model parameter to be determined. Since the Arrhenius is a 
physics-based model derived for temperature dependence, it is strongly 
recommended that the model be used for temperature-accelerated tests. 
For the same reason, temperature values must be in absolute units 
(Kelvin or Rankine), even though eq (3.9.1) is unitless. 
The Arrhenius relationship can be linearized and plotted on a life vs. stress 
plot, also called the Arrhenius plot. The relationship is linearized by 
taking the natural logarithm of both sides in eq (3.9.1) or, 
\n{L{V)) = \n{C) + ^ (3.9.2) 
In eq (3.9.2) ln(c) is the intercept of the line and B is ihe slope of the line. 
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3.9.1 A Look at the Parameter B 
Depending on the application (and where the stress is exclusively 
thermal), the parameter 5 can be replaced by, 
B = ^ (3.9.3) 
K 
activation energy 
Boltzman' s cons tan t 
activation energy 
8.623xlO~^eF.^~^ 
Note that in this formulation, the activation energy must be known apriori. If 
the activation energy is known then there is only one model parameter 
remaining, C. Because in most real life situations this is rarely the case, all 
subsequent formulations will assume that this activation energy is 
unknown and treat B as one of the model parameters. As it can be seen in 
eq (3.9.3), B has the same properties as the activation energy. In other 
words, 5 is a measure of the effect that the stress (i.e., temperature) has on 
the life. The larger the value of B, the higher the dependency of the life 
on the specific stress. 
3.9.2 Acceleration Factor 
Most practitioners use the term acceleration factor to refer to the ratio of the 
life (or acceleration characteristic) between the use level and a higher test 
stress level or, 
Ap = 
^Accelerated 
For the Arrehenius model this factor is. 
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Ap = 
L 
L 
_C.e^ 
Accelerate d 
USE 
.e 
B_ 
.e 
VA 
= e' 
Thus, if B is assumed to be known apriori (using an activation energy), 
the assumed activation energy alone dictates this acceleration factor! 
3.9.3 Arrhenius Relationship Combined with a Life Distribution 
All relationships presented must be combined with an underlying life 
distribution for analysis. The simplest combination is with the 
exponential distribution as shown next: 
3.9.3.1 Arrhenius Exponential 
The pdf of the 1-parameter exponential distribution is given 
by, fit) = A.e -At (3.9.4) 
It can be easily shown that the mean life for the 1-parameter exponential 
distribution is given by, , 'iS"^^SJ^$^^ 
X 1 
m 
Thus 
(3.9.5) 
m m 
m 
(3.9.6) 
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The Arrhenius-exponential model pdf can then be obtained by setting m 
L(V) in eq (3.9.6). Therefore, 
B 
m = LiV) = C.e^ 
Substituting for m in eq (3.9.6) yields a/?J/that is both a function of 
time and stress or, 
CeV 
5 
Once the pdf is obtained all other metrics of interest. For more information 
see 
[12,8 
3.9.3.2 Arrhenius Weibull 
A more useful variation is the Weibull-Arrhenius formulation, which is 
obtained by considering the pdf for 2-parameter Weibull distribution. It is 
given by, 
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O^ P-\ 
. ,^ /^ 
V) 
VJ 
(3.9.7) 
The scale parameter (or characteristic life) of the Weibull distribution is . 
The Arrhenius-Weibull model pdf can then be obtained by setting = L( V) 
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in eq (3.9.7), 
B 
and substituting for in eq(3.9.7), 
(3.9.8) 
fii,V) P 5 
CeV 
( \ 
t 
KCeV J 
/?-l - t 
5 
KCeV J (3.9.9) 
3.9.4 Other Single Constant Stress Models 
The same formulations can be applied to other models such as the 
• Eyring relationship (exponential relationship). 
• Inverse Power Law relationship (power relationship). 
• Coffin Manson relationship (power relationship utilizing a AI for stress). 
One must be cautious in selecting a model. The physical characteristics of 
the failure mode under consideration must be understood and the selected 
model must be appropriate. As an example, in cases where the failure mode 
is fatigue the use of an exponential relationship would be inappropriate 
since the physical mechanism are based on a power relation, thus a power 
model would be more appropriate (i.e., Inverse Power Law model). 
3.10. AN INTRODUCTION TO TWO-STRESS MODELS 
3.10.1 Temperature-Humidity Relationship Introduction 
A variation of the Eyring relationship is the temperature-humidity (T-H) 
relationship, which has been proposed for predicting the life at use 
conditions when temperature and humidity are the accelerated stresses in 
a test. This combination model is given by. 
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L{U,V) = A.e 
(/> b 
V U 
where, 
• ^ is one of the three parameters to be determined, 
• b is the second of the three parameters to be determined (also known 
as the activation energy for humidity), 
• A is a constant and the third of the three parameters to be determined, 
• U is the relative humidity (decimal or percentage), 
• V is temperature (in absolute units) 
Since life is now a function of two stresses, a life vs. stress plot can only be 
obtained by keeping one of the two stresses constant and varying the other 
one. 
3.10.1.1 A Note about T-HData 
When using the T-H relationship, the effect of both temperature and 
humidity on life is sought. For this reason, the test must be performed in a 
combination manner between the different stress levels of the two stress 
types. For example, assume that an accelerated test is to be performed at 
two temperature and two humidity levels. The two temperature levels were 
chosen to be 300K and 343K. The two humidity levels were chosen to be 
0.6 and 0.8. It would be wrong to perform the test at (300K, 0.6) and 
(343K, 0.8). Doing so would not provide information about the 
temperature-humidity effects on life. This is because both stresses are 
increased at the same time and therefore it is unknown which stress is 
causing the acceleration on life. A possible combination that would 
provide information about temperature-humidity effects on life would be 
(300K, 0.6), (300K, 0.8) and (343K, 0.8). It is clear that by testing at 
(300K, 0.6) and (300K, 0.8) the effect of humidity on life can be 
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determined (since temperature remained constant). Similarly, the effects 
of temperature on life can be determined by testing at (300K, 0.8) and 
(343K, 0.8) (since humidity remained constant). 
3.10.1.2 An Example Using the T-HModel 
The following data were collected after testing twelve electronic devices at 
different temperature and humidity conditions: 
Table3: T-H Data 
Time; hr 
310 
316 
329 
411 
190 
208 
230 
298 
108 
123 
\66 
200 
Temperature, 
378 
378 
378 
378 
378 
378 
378 
378 
398 
398 
398 
398 
Humidit 
0.4 
0.4 
0.4 
0.4 
0.8 
0.8 
0.8 
0.8 
0.4 
0.4 
0.4 
0.4 
the following results were obtained: 
;^  = 5.874 
A = 0.0000597 
6 = 0.281 
^ = 5630.330 
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3.1 0.2 Temperature-Non-Thermal Relationship Introduction 
^Vhen temperature and a second non-thermal stress (e.g., voltage) are the 
accelerated stresses of a test, then the Arrhenius and the inverse power law 
models can be combined to yield the temperature-non-thermal (T-NT) 
model. This model is given by, 
C 
L{U,V) = 5 
[/"e"^ 
where, 
• U is the non-thermal stress (i.e., voltage, vibration, etc.), 
• V is the temperature (in absolute units) 
• B, C, and n are the parameters to be determined. 
3.11 ADVANCED CONCEPTS 
3.11.1 Confidence Bounds 
The confidence bounds on the parameters and a number of other quantities 
such as the reliability and the percentile can be obtained based on the 
asymptotic theory for maximum likelihood estimates, for complete and 
censored data. This type of confidence bounds, are most commonly referred 
to as the Fisher matrix bounds. 
3.11.2 Multivariable Relationships 
So far in this chapter the life-stress relationships presented have been either 
single stress relationships or two stress relationships. In most practical 
applications however, life is a function of more than one or two variables 
(stress types). In addition, there are many applications where the life of a 
product as a function of stress and of some engineering variable other 
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than stress is sought. A multivariable relationship is therefore needed in 
order to analyze such data. 
Such a relationship is the general log-linear relationship, which describes a 
life characteristic as a flinction of a vector of n stresses. Mathematically the 
model is given by, 
L{X) = e 
"^ Miere: 
^ m ^ 
• (2,-are model parameters. 
• X is a vector of n stresses 
Note that a reciprocal transformation on X, or X=1A^ will result to an 
exponential life stress relationship, while a logarithmic transformation, X 
== In (V) results to a power life stress relationship. 
3.11.3 Time- Varying Stress Models 
When the test stresses are time-dependent (see Section 8), the life-stress 
relationships can be extended to account for this type of stresses. As an 
example consider an exponential life stress relationship utilizing a time-
varying stress: 
' B ^ 
L{V{t)) = Ce V(t) 
Treatment and analysis of time-varying stresses requires flirther 
assumptions and more complex analysis techniques. 
CHAPTER 4 
AN OPTIMAL SEQENTIAL ACCELERATED LIFE TEST 
4.1 INTRODUCTION 
An accelerated life test (ALT) in which engineers assessed the reliability 
of a newly developed cost reduction electronic controller. The test was 
done in a sequential manner (see Liu and Tang 2008), that is, the 
experiment at the highest stress level was firstly conducted. Then, based 
on the information obtained, engineers developed the plan for the 
following tests at lower stress level. However, in planning the test at 
lov/er stress, product engineers realized that it could be unlikely to obtain 
enough failures given the sample size and test duration restrictions. Not 
seeing enough failures not only makes it difficult to estimate product 
reliability at use condition, but also fails to yield critical information to 
study the potential product deficiencies. In order to mitigate this 
problem, one common pracdce, as suggested by Meeker and Escobar 
(1998), is to add an additional constraint specifying the minimum 
number of failures expected to obtain. In our case study, however, such a 
constraint leads to a high degree of extrapolation which is intolerable. 
Hence, engineers carefijlly selected an auxiliary acceleration factor, with 
its effects well understood, to amplify the failure probability at low stress 
level. To be more specific, in the temperature-accelerated life test 
presented in our case study, the humidity level controlled in the chamber 
was employed as an auxiliary acceleration factor as its effect on product 
life distribution has been well understood by engineers (see Livingston 
2000). Here, we further assume that the auxiliary acceleration factor 
Author(s):S.Bessler,H.Chemoff,A.W.Marshall 
SourseiTechnometrics, Vol. 4,No. 3(Aug., 1962), pp. 367-379 
Published by:American Statistical Association and American Society for Quality 
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must not interact with other accelerating stresses. This assumption is not 
uncommon in the study of accelerated life test. For example, for the 
acceleration method of changing the level of control factor, it is assumed 
that the effect of the product size is independent of that of other 
acceleration factors (see Bai and Yun 1996, and Yang 2007, pp. 244). In 
the temperature-usage acceleration model (Yang 2005, 2006 and 2008), 
it is also assumed that the effect of temperature does not interact with 
that of usage rate. In the study of design of experiment (DOE), similar 
assumption is also found in Joseph and Wu (2004). They proposed a 
failure amplification method that maximizes the information obtained 
during an experiment. In addition, the auxiliary factor used in our project 
follows a step-stress loading pattern which can be developed based on 
the LCEM cumulative exposure model (Tang 2003).Details of the case 
study are presented in the following Section II. the analysis of 
accelerated life testing (ALT) data, some stress-life model is typically 
used to relate results obtained at stressed conditions to those at use 
condition. For example, the Arrhenius model has been widely used for 
accelerated testing involving high temperature. Motivated by the fact that 
some prior knowledge of particular model parameters is usually 
available, this paper proposes a sequential constant-stress ALT scheme 
and its Bayesian inference. Under this scheme, test at the highest stress is 
firstly conducted to quickly generate failures. Then, using the proposed 
Bayesian inference method, information obtained at the highest stress is 
used to construct prior distributions for data analysis at lower stress 
levels. In this paper, two frameworks of the Bayesian inference method 
are presented, namely, the all-at-one prior distribution construction and 
the full sequential prior distribution construction. 
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The lifetime T of a device subjected to an environmental stress x has an 
exponential distribution with mean [^(x,^)j~ , where (// is a specified 
function of the stress and an unknown parameter 9. That is, suppose T 
has density 
It is desired to test whether the function y/(x,6), called the failure rate, 
satisfies i//(xg,d)<b or \i/[xQ,9)>b , for given XQ<X . The 
experimenter may use any stress x between 0 and x*, at a cost C(x, 6) 
proportional to the expected time of failure; i.e., 
c{x,e)=c[y/(x,e)Y'^. 
In practice, \i/(x,6) may be known only approximately, and x* may be 
the limit beyond which it is unknown even approximately. However, 
there is nearly always a limit to the amount of stress one is equipped to 
apply in performing an experiment, so thatx* < co even when y/{x,9) , is 
known for all x. 
To obtain an optimal sequential design , we utilize results of Chemoff, 
Albert and Bessler which are now briefly described. 
Chemoff "^^^  proposed the following procedure for sequentially testing an 
hypothesis H^: Oscoi vs. an alternative: 6sco2 when there is available a 
number of equally costly experiments each of cost c. Suppose an 
experiment e yields an observation of the random variable T with 
probability density f{t,d,e). After performing the first n experiments 
e^ ',e^ ',...,e^^' and obtaining the corresponding observations 
(7],r2,...,r„) = Z„ com.pute the maximum likelihood estimate 0^ of 6. 
Let 
if9s(02, 
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And let 
L{Z^,0) = flf{TiAei). 
i=\ 
If the generalized likelihood ratio 
L(Z„ ,^„ ) / sup L(Z^,(P) 
exceeds 1/c, stop experimentation and accept the hypothesis 
conesponding to (9„. Otherwise select an (n + l)st expenment e^ ' to 
obtain the (n + l)st observation) to maximize 
inf /(4,<??,e) 
where 
l{e,(p,e)^ \\og^^^^j[t,e,e)dt (4.1.1) 
is the Kullback-Leibler information number for testing 6 against (p. The 
experiment e^ ""*" ' may be a random mixture of the available pure (non-
randomized) experiments. 
Chemoff proved for the case of a finite number of states of nature and of 
pure experiments that the above procedure is asymptotically optimal (as 
the sampling cost approaches zero) in the following sense. If any other 
procedure is substantially better for some 0, in terms of its risk, then for 
some other 0 its risk is of a greater order of magnitude than that of the 
above procedure. Albert '^ '^  extended the result to the case of infinitely 
many states of nature and Bessler ^^^ to the case of infinitely many pure 
experiments and k terminal actions. 
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These papers remarked on the generahzation to the case where the cost 
varies with the experiment, 
C(e,0) = cg{e,d), c^O. 
In this case one selects e^ ""*" ^ to maximize 
inf K(e^,(p,e) (4.1.2) 
(p£a(0„) 
Where 
K(d,(p,e) = l(0,(p,e)/q(e,O) (4.1.3) 
is the expected information per c units of expected cost. 
It is clear that the life testing problem described at the beginning of this 
section is an example of the sequential design of experiments. An 
experiment e consists of observing the lifetime of a device tested at stress 
level X at a cost c[^(x,6')]'" . The hypotheses //j and H2 correspond to 
&>] ^^{6:ii/(x^,6)<\} and 02 ={'9:^(^o'^)>l} • 
The problem of maximizing (4.1.2) can be viewed as player I's problem 
in the game Gi {0)= (X,O,K) where X = |T : 0 < x < x*} and O = a(4) 
are the strategy spaces for players I and II respectively, and 
K = K[0^,(p, x) is the payoff to player I. 
To interpret a randomized strategy for player I in terms of a randomized 
experiment, we note that if experiment e^  is selected with probability pi , 
the expected information per c units of expected cost is 
hpiwi,0) 
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where the 
Xi=Piq{ei,9)lY^Piq{ei,0) (4.1.4) 
are the weights of the randomized strategy and represent the proportions 
of total expected cost allocated to the Cf . Thus if the optimal strategy of 
player I in the game selects e^ and 2^ with weights X\ and X2, the 
optimal design selects e\ and 2^ with probabilities p\ and P2 where 
Pi hli^l^^) 
It should be noted that there is no loss of asymptotic efficiency if the 
design is planned for groups of, say, 10 experiments. Thus a value of 
P\ = 2 may be interpreted as using q in 2 and 2^ in 8 of the next 10 
experiments; i.e., the pi may be allowed to represent relative frequencies. 
From the result in '^^ ' ^ ^^ ' ^ ^^' it follows that as c -> 0, the risk is given by 
R(e)^-c\ogclK(e) (4.1.5) 
where K{6) is the value of the game Gi[e). Our dual use oi K for the 
value of the game and the payoff should cause no confiision. 
In the following, we concern ourselves mainly with the special example 
where 
\l/{x,e) = ei+02X^, 0 = (0i,02\ ^1^0, ^2^0' 0<x<x*. (4.1.6) 
With a suitable choice of x*, and of stress scale, this quadratic model is a 
usefijl approximation for a large variety of functions i//{x,9). The optimal 
experiment is always x*. The quadratic model is perhaps the simplest 
approximation for which this is not true. 
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4.2 GRAPHICAL REPRESENTATION OF THE OPTIMAL 
DESIGN 
Here we present a method of utilizing graphs to obtain the optimal design 
for the special example where 
\{/(x,6)=e^ + e2x^, e = (0i,e2), Oi>o, 6^2>o, o<x<x*. (4.2.1) 
The graphs also enable one to obtain the value of the game, so that the 
asymptotic risk can be obtained from (4.1.5). 
Figures 4.1, 4.2 and 4.3 represent, by level lines, the functions u, v and K 
of 6*1 and 02 • To obtain the optimal design for the {n + If^ experiment, 
locate dfj in this figure. If x* <u the next experiment should be at stress 
level X*. The corresponding value of the game is given by 
7 r n \ 
K(0) = X* g 2^ 4 
V X J 
where 
g{s) = slogs-s + l 
is graphed in figure 4.4. If u < x* < v, the next experiment should be at 
stress level u, and the corresponding value K{0) of the game can be 
obtained from figure 4.3. 
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Figure 4.1 
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Figure 4.2 
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Figure 4.3 
The next experiment should be at level w with probability/?, and at level 
X* with probability 1 - p where p is related to the relative allocation of 
cost A by 
p ^ X [Oin+^^inw] 
4.3. SOME GENERAL RESULTS. 
In this section we give some general results that are useful in solving the 
game G[, introduced in section 4.1. 
Figure 4.4 (^5) = jlog^-5 + 1 
A direct computation of (4.1.1) yields 
y/\x,(p) ii/[x,e) 
and from (4.1.3) we obtain 
Where 
and 
K{e, (p, x) = y/[x, 0)1(0, (p, x) = i//{x, (p)g{s) 
g{s) = slogs-s + \ 
(4.3.1) 
(4.3.2) 
s^y/(x,d)/i//(x,(p) 
Since the Kullback-Leibler Information number is always non-negative ^^^ 
K(0,(p,x)>() Clearly K(O,O,X)^0. 
Theorem 4.3.1. The experimenter's {n + l)st optimal choice (Player 's 
optimal strategy in the game Gj {O), is a randomized mixture of at most r 
+ 1 stress levels under the following conditions: 
(a) K{6,(p,x) is continuous in (p and .x and convex in (p for each A: and 6, 
(b) ®i u &)2 is a convex subset of a Euclidean space, 
(c) 0(p ={(p:(psco\ uco2,yf/{\,(p)-\} is on the boundaries of co\ and coi 
and is a compact convex subset of an r-dimensional hyperplane, 
(d) y/{x,(p) is continuous in cp. 
Proof. Choose 6E(D\^a)2 and connect 6 to an arbitrary point (p of a{6) 
by a line segment. This line segment is in co\ \J CO2 by convexity of 
01 u 02 and intersects O^ by continuity of ^ . If 
(p* =a6 + {i-a)(p, 0 < a < 1, 
Then 
K[9,(P\X)< aK{e,e,x)+{\ - a)K[9,(p,x)<K{e,(p,x) 
Hence, by continuity of i^ , 
inf K[e,(p,x)= inf K[e,(p,x) (4.3.3) 
(p£a{9) (P^o 
According to Blackwell and Girshick ^^^ , the game G2{0) = {X,^O,K), 
where X = }x: 0 < x < x*}, has a value K{6), player II has a pure optimal 
strategy (Po(6), and player I has an optimal strategy X{6) that is a 
mixture of at most r + 1 stress levels x. The theorem follows from an 
identification of player Ys problem of maximizing inf^ jgo K{9,(p,x) 
with the experimenter's problem of maximizing the same quantity. 
In view of (4.3.3) we can replace the game G\{9) by ^2(6*); in the 
following we make use of this simplification. 
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Theorem 4.3.2. If y/{x,6) is linear in 6 for each x, then K{p,(p,x) is 
convex in (p for each x and 9. 
Proof. 
K(6,(p,x) = y/(x,9)\o2,w(x,d)-¥{x,9)\ogyy[x,(p) + y/{x,(p)-\//(x,6), and 
the theorem follows immediately from the convexity of -log u in u. 
Theorems 4.3.1 and 4.3.2 are directly applicable to the special case where 
y/ is given by (4.1.6). Here the experimenter uses a mixture of at most 
two stress levels. 
Theorem 4.3.3. If \i/{x,9)=A[X)B[9) where A{X) is increasing in x, then 
X* is the optimal experiment. 
Proof. This follows immediately from the fact that K{9,(p,x) is 
increasing in x for each 9 and cp. 
At this stage it should be pointed out that there are interesting functions 
y/{x,9) other than the special case given in 4.1.6. An obvious extension 
of this is (//{x,9)=9-[X + 92X +/%x , in which case Theorems 4.3.1 and 
4.3.2 are again applicable. Another function of interest is 
y/{x,9) = 9\e 2-^ ; here K is not convex and the theorems of this section 
do not apply. 
4.4. PRELIMINARIES FOR THE SPECIAL EXAMPLE. 
The results of this section are required to establish the characterization of 
the solution presented in Sections 4.2 and 4.5 for the special example 
where 
y/{x,9) = 9i+92x^, 0<x<x\ 9^>0, 92 >0, (4.4.1) 
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As indicated in the remark before Theorem 4.3.2 we shall make use of the 
fact that we can restrict our attention to cps^o ={(p:(p\ +q>2=^fi^(f>\ ^ l} 
Here- after we regard K{6,(p,x) as a function of (f>\ with (p2=\-(p\ . We 
shall also assume that 6' ^ O^ since the game degenerates in this case. 
From (4.3.1) 
Where 
K{9,(p,x) = x{(pi + (p2x)g{s) 
5 = (^ 1 + 92x)l[(p\ + (P2x) 
(4.4.2) 
(4.4.3) 
Our investigation of the behavior of the function K will utilize the 
following derivatives which we include here for easy reference. 
K[e,(p,x) = [xei + e2X^)iogs+ [x(pi +^2^^)-(^^l ^^2^} (4.4.2.a) 
dK i i\d 
= [xOi + 62X ]—\ogs + \ogs[9i + 292x) + {(pi + 2(p2x)-{6^ + 2^2^) dx dx 
ffc+^2^ + log 5(6", +26'2x)+(^, +2^2^)~(^i +26'2x) 
X 
xk 
\§^(p^ -(p.fi\ + \Q%s{0^ +26'2x)+(^i +2^2^)-(6', +26'2x) 
+ log5(6'| +26'2x) + (^, +2^2^)-(^i +26'2x) (4.4.4.a) 
where 
5 = (^ 1 + ^2^^)/fe + Vl^) 
eq.(4.4.4.a) can be written as 
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dx 
= (01 + 202x)logs + ((^ 1 + 2(p2xXl - s) (4.4.4.b) 
again differentiate by x eq. (4.4.4.b) 
—^• = (6', +2e,x)'-\ogs + \ogs{20,)+{(p,+2(p,x)—(\-s)+(\-s)2(p, 
dx ox ox 
(6', +6'2xj Sx 5+ log^(26'2)+(1-5)2^2 
{(PyO^x-cpjO^x) k 
(e,+e,x) '((p,+(p,xy —s + \ogs(2e,) + (\-s)2(p, ox 
k^x 
• + 29^\ogs + 2(p^{}.-s) (0,+e^x\(p,+(p^xf 
where 
^ = ^ , ^ 2 - ^ 1 ^ 2 ' 
^ = (^ 1 + e2x)l{(pi + (P2x) 
again differentiate by x eq. (4.4.5) 
72 5 ,2 5 
dx y ox 
/ a \ 
k^ xk^ [20^(p^ + 3^ 2^ 2 + 1^6*2 ] 
+ 
y 
y 
(6*, + 02 xf (^ , + 2^ •^ )^  V (^ 1 + 2^ -^ X^ i + ^ 2 •^ ) 
5x 
2yf 2 
3 - Jc[2^ ,(;i?2 +3^2^2-'^ + ^1^2] 
(^,+^2-^X^1+^2-^) 
k^\2(pX6^ +6'2x)+6',(^, +^2-^ )]/(^ i +^2^)^(^i +^2-^y-
where 
(4.4.5) 
(4.4.6) 
j ; = (6',+^2^'X^i+^2^)^ 
We have 
K(9,(p,x) = x((p,+(p2x)g(s) 
= x(^| + 2^-^ 'X'^  l0g5 - 5 + 1) 
We can write the value ofK in different way by the value of 2^ = 1 ~ 1^ 
= x[^, (1 - .x:) + x](^  logs -5 + 1) 
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differentiate K by ^, 
= x(^i + (p-^x) {s\ogs -s + \)+[s\ogs -s + iXl - •x-)x 
where 
= x{(p\ + (p2x)\ogs 
[n + (Pi^y 
+ {sXogs ~s + iXl - x)x 
^_^^^g4zA(g^^e,xMs\ogs + (\-s)l\-x). {(p,+(Pjx) 
= (i-^Xi-.^)-^ 
x{\-x\x-a\(p2-e2)l((Px+(P2x) if (pi^Oj 
a =(6'i-(pi)/((p2-^2) 
(4.4.7) 
(4.4.8) 
An important role in the subsequent arguments is played by a, which is 
the negative reciprocal of the slope of the line through (^1,^2) ^^^ 
(6*1,192). The following theorems show that if cc>a>0, the payoff 
function K{6,(p,x) as a function of x rises from 0 at x = 0 to a peak value, 
then descends to 0 at x = a and then increases to 00. If 62 = ^2 (^ ~ °°)^ 
is strictly increasing in x. If 6*2 >1 and (p\=Q(a<0\K is strictly 
increasing in x. These results together with equation (4.4.7) which gives 
the sign of dKld(p\, are crucial in the proofs of section 4.5. 
Theorem 4.4.1. K{6,G),X) vanishes at x = 0 and x = a and for no other 
positive values of x. 
Proof. K = 0 implies x ^ 0 or g(s) = 0. But g(s) > 0 except when s = 1; 
I.e., x = a 
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Theorem 4.4.2. If or >0, K{9,(p,x) is strictly increasing in x for x>a, 
and approaches oo as x -> GO . 
Pra<7/: d^K/dx^ > 0 , and since 5 = 1 when x = a, d^K/dx^ > 0 at 
9 / 9 
x = « . Hence 5 K/dx >0 for x > a . But dK/dx = 0 at x = « so that 
dK/dx>0 for X > a . To obtain strictness it suffices to show that k^O, 
and this follows from the fact that a>0 implies 9i -(p\ and 62 -(Pi 
have opposite signs. The approach to GO is trivial since 6*2 ^ ^2 • 
Theorem 4.4.3. If a>0, dK/dx has a unique zero, and hence K has a 
unique relative maximum, in the interval 0<x<a. 
Proof. Since d K/dx > 0 for all x > 0 , 5 K/dx changes sign at most 
once for x > 0 . Hence dK/dx-0 has at most two roots. Since it has a 
root at x = a ,il can have at most one root in [0,a]. But K vanishes at x = 
0 and x = a is positive elsewhere. Hence dK/dx has exactly one root in 
[0,0;] which corresponds to the unique relative maximum. , --^i^^^i^r 
Theorem 4.4.4. If 6*2 = ^2(^ = '^) ' dK/dx>0 for x > 0 . \ y \ 
Proof. If ^2 ^ 0, W v - — -
lim K{e,(p,x)={ex-(pxf Il02<^ 
J--: 
As x ^ o o , d^K/dx^ ^OThus, since d'K/dx^>0, d^KJdx^ must 
never go above zero. Hence dK/dx is decreasing but can never go below 
zero. The strictness of the inequality again follows from ki^Q. 
If 6^2 = ^2 = 0, K[6,(p,x) = xg[s) where s = 9\/(p\ ^ 0. Then g(s) > 0 and 
a^/ax>o. 
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Theorem 4.4.5. If ^2 - ^ ^^^ ^1 = 0, K{d,(p,x) is strictly increasing in x. 
Proof. Here we have s = 02 + ^j /x > 1 and 
— = (^ 1 + 202x)logs + 2x(l - ^) > x[(s + l)logs + 2(1 - s)] = xh{s.) 
dx 
But h(s) = Odits=\, and /z'(s) = gf j^A > 0 for 5 9^  1. Then h(s) > 0 for 5 > 
1 and our result follows. 
We conclude this section with a discussion of the behavior of 
consider d as a function of ^1 =1-^2-
Case 1. 6*] +^2^1- ^ s ^j varies from 0 to 1, (2 decreases continuously 
from ^1/(1-^2)^1 to -co(at (pi=l-02), and then from +co to 
( l - ^ l ) M > l -
Case 2. 61+62 > 1, O2 "^  1- As (pi varies from 1 to 0, a decreases 
continuously from (l - 61 )/^2 < 1 to - co (at ^ = 1 - ^2) ^^^ then from 
+ 00 to ^1/(1-^2) > ! • 
Case 3. ^2 -^  1- As ^] varies from 1 to 0, a decreases continuously from 
(l-(9])/^2 < l t o ^ i / ( l - ^ 2 ) < 0-
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4.5 CHARACTERIZATION OF THE SOLUTION FOR THE 
SPECIAL EXAMPLE 
In order to justify the procedure described in Section 4.2, we now 
investigate the game G2{d)-{X,<^Q,K) introduced in Section 4.3, a 
solution of which yields an optimal design. 
Since ^ + ^ 2 ~ ^ ^^^ 1^^  (^l'^2) i^ ^o ' we write K{6,(p,x) as 
K{6,(p\,x) and speak of (p\ as a strategy for player II. 
When a > i), let u{6,^) be the unique value of x{0<x<a) for which 
K{d,(p\,x) attains the relative maximum whose existence is guaranteed 
by Theorem 4.4.5. Let v{d,(pi) be the unique value of x>a for which 
K{d,(pi,v) = K{6,(P\,U). Observe that u(0,(pi) = \ only if 
^^_^2 + M±MM^±M. (4.5,) 
\-6l-62 
let 
^ = ^ if 0 < ^ < 1 . (4.5.2a) 
Otherwise let, 
^ \ \ if ^1+^2 <1, (4 5 2b) 
^ (0 if 0^+02 >1, l^.-?.^u; 
Theorem 4.5.1. If ^ = ^ and v(6 ,^(^)>x*, then ^ is an optimal strategy 
for player II and x = 1 is an optimal strategy for player I. 
Proof: According to Theorems 4.4.2 and 4.4.3, 
sup K{e,(p,x)=^K{0,^S)-g{Ox+e2). 
0<x<x* 
For any other (pi, 
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sup K{e,(p^,x)>K{d,(py,1)=g{e^ + 02). 
0<x<x* 
Theorem 4.5.2. Suppose 62 <\. If v(6',^)>x , then (p is an optimal 
strategy for player II and min u{9,(p\x is an optimal strategy for 
pla^ e^r I. If v{9,(p)<x ,, the unique ^° between 0 and 1 such that x* = 
v^ 6',^ ]° j> u\^,(p^j> 1 is an optimal strategy for player II and player I has 
an optimal strategy that is a mixture of w^,(p\ l> 1 and x*. 
Proof. In view of Theorem 4.5.1, we need consider only the case ^ > 0 or 
(p < 1 when v{6,(p) > x , and thus we make the following initial 
Assumption: v{9,(p)>x implies ^ < 0 or ^ > 1 . To prove the theorem 
in case ^^  +6'2<1 we let (p\ increase continuously from 0 to 1 in several 
stages and attempt to recognize an optimal strategy for player II when it 
is reached. These stages are arranged so that we can study the relative 
positions of 0, 1, x*, a, u, and v since these determine the sign of 
dK/d(pi and dK/dx. If /9i +^2 > 1 with ^2 < 1' the proof will not be 
given because it is identical except that (pi is varied from 1 to 0. 
Stage I: O<(pi<l-02 -Here a < 1 and dK[6,<p,x*j/d^ < 0. Thus 
sup k{0,(pi,x)>K(0,^i,x'')>K[0,l-O2,x'')= sup K[O,1-92^X ) 
0<x<x* 0<x<x* 
(by Theorem 4.4.4), and (cp cannot be a good strategy for player II. 
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Stage II: cp increases from 1 - 6^ until (p\=(p, QX a = x ,or ^ = 1. 
When (pi=\~62 , dK/dx> 0 by Theorem 4.4.4, and hence by continuity 
dK/dx > 0 at X = 1 for ^1 sufficiently close to 1 - 6^2 • Since dK/dx = 0 
at jc = 1 only for (p\=(p, dK/dx > 0 at x = 1 in this stage. This together 
with the fact that a>x* >\ implies u{6,(pi) > 1. Hence we conclude 
from Theorem 4.4.3 that 
sup k{0,g)i,x) = K\9,q)i,mmX*,u{0,(pi)j 
0<x<x* 
But dK/d(p\<0 for l<x<a,(pi>l-62 so that sup K{0,(pi,x) is 
0<x<x* 
decreasing in ^1 and no ^ at this stage can be an optimal strategy for 
player II. 
If this stage tenninates with ^ = I, then ^ = 1 is optimal and since 
sup Ar(6',l,x)is uniquely attained at x = min \u(0,\),x* j , that represents 
0<x<x* 
a good strategy for player I. 
In this stage, v>a>x , so that by our initial Assumption, termination is 
not with ^ = ^ . If termination is with ^1 = 1 we are through; otherwise 
temnination is with x =a, and weprocede to 
Stage III: <p[ increases (and a decreases from x*) until v((9,^) = x* >a 
or ^ = ^ or ^ = 1. 
We still have u(0,(p\) > 1, for otherwise, by continuity, (pi would have to 
go through d. At this stage, a<x* < v{6,(pi), so that 
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sup k(9,(pi,x) = K(9,(pi,u{0,(pi)), 
0<x<x* 
which is decreasing in (pi . Thus no ^ of this stage is optimal, with the 
possible exception of a right-hand point. If this end point is ^ = 1 then, 
as in stage II, it is optimal for player II. In this case sup ^((9,1, x) is 
0<x<x* 
uniquely attained at M((9,l)=minw((9,l),x* , so that this minimum is 
optimal for player I. 
In this stage v > x*, so that by our initial Assumption, termination is not 
with (p\-'^. If termination is with cpi = 1, we are through. Otherwise it is 
with (p^ such that y\^,(p^ j = x*. In this case sup K\^,(p^ ,xj is 
0<x<x* 
attained at x = w^,(p^^ j and x = x* . We proceed to show then that q)^ is 
optimal for player II and hence some mixture of M\^,^| j and 
optimal for player I. 
Stage IV: (f>\ increases from ^j to 1. In this case a decreases and 
remains below x* so that dK\^,(pi,x j/d(pi > 0. Hence 
sup k{0,g}i,x)>K\^,(pi,x j>K\0,(p^,x j= sup K\^,g)^,. 
0<x<x* 0<x<x* 
Thus ^j is optimal for player II. Theorem 4.5.2 follows if we establish 
the uniqueness of (p^ . In stage 1, w is less than one or undefined. We first 
X* is 
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reach such a (p. only at the end of stage 3. No other such (p-^ may occur 
in stage 4 because dKJdcpi < 0 for 1 < x < a and dKJdcpx > 0 for x = x*. 
Having treated the case 62 < 1, we proceed to 
Theorem 4.5.3. If 6*2 > 1, x* is an optimal strategy for player I and (f)\ = 
0 is optimal for player II. 
Proof: If ^2 > 1' then a < 1 for all ^ so that dKjdcpi > 0 at x = x*. 
Hence 
sup k{9,(px,x)>Kf,(f>i,x)>Kf,^,x*]= sup K{0,O,X) 
<d<x<x* Q<x<x* 
By Theorem 4.4.5. Theorem 4.5.3 follows. 
We summarize Theorems 4.5.2 and 4.5.3. If 6'2>1, x* is the optimal 
experiment. If 02< \, the optimal strategy for player II is (p\=g) if 
v{6,(p)>x*; otherwise the optimal strategy is (py . The uniqueness of (p^ 
such that X* = v\6, (p^ j>l, then permits a relatively direct 
numerical evaluation of the optimal design for 62 < 1 without any fears 
of finding a wrong solution. 
If (p^ is optimal for player II, the optimal strategy for player I assigns 
weights A and I-A to x=' u\d,(p^j and x = x* respectively where 
A _ dK[0,(p^,x*)/d(p^ 
1 - ^ dK[0,g?lu[e,(p^])/dn 
The corresponding probabilities p md I - p for the optimal randomized 
experiment can be computed from (4.1.4) and (4.4.7) with q(0,e) 
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replaced by q{0,x) = \6ix + 62^ j • These calculations were carried out 
for certain values of x* in Section 4.2. There we used the notation 
u = u{6,(p\V = v{0, (p)and w = v\6,(p^ I. 
CHAPTER 5 
PLANNING ACCELERATED LIFE TESTS FOR 
SELECTING THE MOST RELIABLE PRODUCT 
UNDER THE WEIBULL-INVERSE POWER MODEL 
5.1 INTRODUCTION 
At the research and development stage, a decision maker usually faces 
the problem of selecting the most reliable (best) product design from 
several competing designs. Also, he/she may want to compare the 
products of several vendors. Referring to the example in section 5.6, 
there may be several vendors who provide different competing designs of 
electrical insulation. The decision maker may wish to select the best 
vendor. Many selection rules for such problems have been proposed 
during the last thirty years. General references may be found in 
Gibbons et al. (1977), Gupta & Panchapakesan (1979) and Gupta & 
Huang (1981). Recently, a comprehensive survey of selection procedure 
in reliability models was given by Gupta & Panchapakesan (1988). Most 
of those selection rules are based on complete and for censored data. For 
highly reliable products, a few (or even no) failures can be observed under 
normal design stress (i.e., normal use condition). Consequently most of 
these selection rules are not applicable. 
Accelerated Life Tests (ALTs) are used to compare and to estimate 
the life time of highly reliable products within a reasonable testing time. 
Products are tested at higher stress (such as temperature, voltage, 
vibration, etc.) and results are extrapolated using an assumed statistical 
model to estimate the product life at normal design stress. 
There is much literature on optimum ALT plans. Chernoff (1962)^ '^  
is a pioneer in this area. Under type-I censoring, Nelson & Kielpinski 
Author(s):S.T.Tseng 
Year: May, 1991 
Published by: IIQP Research Report 
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(1976)^ '^ ^ and Nelson & Meeker (1978)^ '^ ^ give an exposition on 
optimum test plans for lognormal-Arrhenius and Weibull-Inverse Power 
models respectively. Meeker &; Hahn (1977)^ '^ ^ analyze the linear 
logistic failure model in a similar way. Escobar & Meeker (1986)^ '*^  and 
Menzefricke (1988)^ '^ ^ present optimum test plans under type-II 
censoring. In addition, Martz & Waterman (1978)^ "^ ^ and DeGroot & 
Goel (1979)^ ^^  also discuss the Bayesian analysis of ALT models. 
When the Weibull shape parameters are known, the optimum test 
plans for both type-I and type-II censoring are derived by minimizing 
the asymptotic variance of estimated quantiles at design stress. Based 
on life data from those plans, we propose an intuitively appealing 
selection rule to achieve a stated goal. The sample size and censoring 
time (or number of failures) which are needed by this rule are computed 
under a predetermined time-saving factor and a minimum probability of 
correct selection. 
By using a cost criterion, we compare the relative efficiency of these two 
censoring plans. It is seen that type-I requires slightly smaller sample 
sizes than type-II censoring. On the other hand, type-II has a shorter 
expected life-testing time than type-I censoring. 
5.2 THE LIFE-STRESS MODEL 
In this section, we will summarize the statistical life-stress model, 
censoring mechanism and the optimality criterion. 
(A) Weibull-Inverse Power model 
The assumptions of this model are: 
(1) Product life has a Weibull distribution at any stress. The Weibull 
reliability function is 
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where 6>0 and /?>0 are the Weibull scale and shape parameters 
respectively. 
(2) The Weibull shape parameter /] is independent of stress (a constant 
for any stress). 
(3) The Weibull characteristic life (scale parameter) 0 is an inverse 
power function of stress S. That is, 
^(5) = e ^ % ^ ^ 
where /^ and /i are two unknown parameters. 
(B) Censoring mechanism 
Two well-known censoring plans are often used to shorten the 
time of life-testing. 
(1) Type-I censoring 
This involves running each unit for a predetermined time. In 
this case, the censoring time is fixed while the number of failures 
is random. 
(2) Type-II censoring 
This involves simultaneous testing of the units until a 
predetermined number of them fail. In this case, the common 
censoring time is random and the number of failures is fixed. 
(C) The optimization criterion 
Nelson & Kielpinski (1976^'^^ describe various criteria for determining 
optimal ALT plans. In this paper, we use the criterion of minimizing 
asymptotic variance of estimated quantiles at the design stress to derive 
the optimal plans. 
5.3 PROBLEM FORMULATION 
Suppose rii^ ...^  Yik denote k available product designs and So denotes 
the normal use condition (stress) of those designs. For 
\<i<k,Ri{t,So) denotes the reliability function of 11^ under stress 
^o- The design 0/ is said to be the most reliable design at time t* if 
Riit*,So)= max i?/(/*,^o). (5.3.1) 
l<i<k 
The goal of the decision maker is to select the most reliable design 
from among these k available designs. 
For highly reliable products, there may be only a few (or even no) 
failures observed under ^o. The accelerated life test (ALT) is used to 
overcome this difficulty. Suppose the tests are conducted at m values 
of higher stresses [Sjf^, and S^ <Si <...<S^. It is assumed that 
the life-stress relation follows a Weibull-Inverse Power model, that is, 
the lifetime of design Ylf, under stress Sj follows a Weibull 
distribution with an unknown characteristic life (scale parameter) 6ij 
and a shape parameter Pi, where 6ij with S; following an inverse 
power model. This can be expressed as 
e^j = e^-js]^' (5.3.2) 
where y-^ and //] are unknown parameters of design ]!/• 
For each combination of (ri/,'5',), there are «,y units which are 
put on test to perform an ALT. Using a type-I (or type-II) censoring 
plan for each combination, the experiment terminates when the 
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censoring time ijij (or the number of failures rij) is reached. Based on 
these life-testing data to select the most reliable design, some typical 
decision problems are as follows: 
(1) Which censoring plan is better? 
(2) How many stresses should be used for performing ALT? 
(3) How many observations Hy for each combination of Q\i,S A 
should be taken? 
(4) What is the optimal censoring time ^^ y (or the optimal number of 
failures r/^ ) for each combination of {y\i,Sj) ? 
(5) How to construct a suitable selection rule to achieve the goal of the 
experimenter? 
In the following section, we assume that the Weibull shape parameters 
are known. In section 5.8, we will discuss the case of unknown shape 
parameters. 
5.4 OPTIMAL ACCELERATED LIFE TEST PLAN 
The maximum likelihood (ML) method is used to estimate the unknown 
parameters under both type-I and type-II censoring. It is convenient to 
reparameterize the life-stress model Define the standardized stress v ,-
as follows: 
V; -(ln5,„ - ln5 , ) / ( lnS^ -\nS^\^<j<m, (5.4.1) 
It is easily seen that VQ = 1 and v,,, = 0, while ^ < vg < 1, for 
1 <j < (m — \). The relation in equation (5.3.2) can be rewritten as: 
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In di-=ai, +aiiv-. (5.4.2) 
where «/„ =(^ ,-o - rn ln^^) and aii=rii{\nSm -\nS^). 
Let Yijnf-] denote a set of observations for the combination of 
(Yli,Sj) and Ziji =/?;(ln7]^ £ -(Xto ~^i\'^j)- It is easily seen that Zy^ 
follows a standard extreme distribution, for i,j,i, where 
l</<^,l<y<OT and \<i<nij. 
Consider a sample that may be type-I or type-II censored 
involving observations on the lifetimes of riy individuals for each 
combination of 11/,•S'.-. We shall denote both standardized lifetime and 
censoring time as ziji{i = \,...,njj) and let Dy be the set of individuals 
for which zyi is an observed lifetime and C,y be the set for which 
zij^ is a standardized censoring time. The likelihood function for the 
/ - th design can be expressed as follows: 
m 
n 
7=1 
n m^iji) n Qiz^i) (5.4.3) 
l^D,j eC;,-
where ^(z) and Q{z) denote the probability density function (pdf) and 
reliability function for the standard extreme distribution respectively. 
The maximum likelihood estimators (MLE) for ai^ and a^ , 
(«•/(,, aII) can be solved by 
m 
Y.nj-
7=1 
m 
z-
i=i 
/' "\ 
^ /y^ + Ye'y' 
ieDy ieC,j 
= 0 (5.4.4) 
and 
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m m 
7=1 y=i 
vji 1 ^iji ^ Y^^-iji 
=Av EC, 
= 0 (5.4.5) 
where r^ = number of individuals in Du, 
From equation (5.4.2), we have In^,^ = {ai^^^dix) for all \<i<k, so it 
is easy to obtain the following lemma. 
Lemma 1 In 6*/^  is asymptotically normally distributed with mean 
In 6^Q and variance 
Pi 
jWijVj 0-2(E;-.-vy)+(S,w,) 
^jMllj^ij^j]-^j^ij^jf 
where 
Wij = 
nyMij for typr-I censoring 
fij for typr-II censoring 
and 
My=l-e h/^yY' 
(5.4.6) 
(5.4.7) 
Lemma 2 For both type-I and type-II censoring, the necessary 
condition for minimizing Far[ln 0^^ jis vj = V2 =... = v^ _i 
From this lemma, it shows that m>3 are non-optimal. This 
means that only two higher stresses (m = 2) are needed to perform 
accelerated life test. 
For simplicity, let L and H denote the low and high stresses. 
Now, let Piiipiii) denote the proportion of the sample size 
allocated to the low (high) stress, and let quiqiH) denote the 
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proportion of the number of failures allocated to the low (high) 
stress. Suppose that ni^andri^ denote the total sample size and the 
number of failures which are needed by the / — th design 
(population). Then nij=ni^pij and rij^vi^qij, for j=L,H and eq 
(5.4.6) can be rewritten as 
\2 
Var (ln^/o)=^ l^f^hio 
fihho 
1 .^ _ (l-vz)^ 
PilMiL {^-PiL)MiH 
for type-1 censoring 
(5.4.8) 
fe 1-^ 7X 
for type-II censoring 
It is impossible to find a non-trivial solution 
[vi,pii\or[vi,qii))^{\.S), such that Far(ln(9/oj attains a minimum. 
Consequently, we shall fix vi and minimize with respect to 
PidorqiL)-
Lemma 3 For type-I censoring, the optimal proportion of the 
sample size allocated to the low stress is 
1 
PiL = l + (l-v^)V(M,x/M,^) 
For type-II censoring, the optimal proportion of the number of 
failures allocated to the low stress is 
1 * 
^iL 2 - v i 
From Lemma 3, if Mn =M/// , then p*i =q*L- Besides, if 
r/o ^ni^Mii, then Inj ^^ '^ is asymptotically normally distributed 
\2 
with mean In OJ^^ and variance — 
'w 
2 - V L 
^ ^L ) 
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5.5 A SELECTION RULE 
Based on the life data as described above, we propose a selection 
rule as follows: 
5: select design H/ if 
Ri(t\S,)= max Ri{t\S,} (5.5.1) 
\<l<k 
where Rilt^S^j^e ^^/^^«/ ,forl<l<k. 
This selection rule is completely specified when the sample size and 
censoring time (or number of failures) are known. In the following, we 
develop a procedure to determine these values. 
For simplicity, we define the i — th preference region as follows: 
Qi=URl,...,Rk)\Rf' >mSixR.n,A>\. (5.5.2) 
The selection rule in equation (5.5.1) gives a correct selection if 11/ is 
the most reliable design and we can correctly select it. Let Pj^ (CS | S) 
denote the probability of a correct selection (CS) by using the selection 
rule S. It is usually required that the probability of CS exceeds a 
minimum value P* (referred to as the P*-condition), that is. 
inf Pji{CS\S)>P\ (5.5.3) 
ReQi 
v/here P* is a value predetermined by the decision maker. 
To control the accelerated life-testing time within a specified level, 
we can compute the sample size in terms of the number of failures 
(refer to Tseng and Wu (1990)^ ''^ )^ by 
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f^evMfeJ^^ (5.5.4) 
where {Yyi,..., Yij^..) denotes the order statistic of (7]y| ,-,Tijn..), and ^ij 
is a fixed constant. 
We now state a lemma to compute E\YIJ^.. I as follow: 
Lemma 4 For 
g{a,b,c)= ^ 
J3(a,b) 
Note that Lemma 4 can be easily obtained from David (1981, p.34). 
We now state two theorems to compute the optimal sampling plan for 
selecting the most reliable population under both type-I and type-II 
censoring. 
Theorem 1 For type-II censoring, the sample sizes and number of 
failures '^ij,rijj^_ ,\<i<k, can be solved by using the asymptotic 
'J=L-
approximation 
lYiU l^<i,->(x)+v;r(,„A) r .. \ 
2-VL n 
>dx>P , (5.5.5) 
^ij ^io^ij-' (5.5.6) 
an d 
^b'%-^//+lA] 
g («//^IAJ ^Cu, 
(5.5.7) 
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where O is the cdfofthe standard normal distribution. 
Note that equation (5.5.5) can be simply derived from Gupta & 
Panchapakesan and qij in equation (5.5.6) comes from Lemma 3. From 
Theorem 1, it is easily seen that this may lead to an infinite number of 
solutions for {(/2j^ -,r^ jp , l< /<^ , For illustrative purposes, we 
consider only the case of equal sample size and equal number of 
failures for each population; that is, rij = ry and w^  = n.•, for all \<i<k 
and /• = L,H. We arbitrarily choose Q: =0.5, P* = 0.90, and v^ =0.5. 
Given various pairs of (R^^,RI,), where R^ denotes the reliability function 
of the most reliable population, while R^, denotes the largest reliability 
function of the other (k-1) less reliable populations, the minimum 
values of all feasible solutions {ri,ni;rfj jjq) are computed under 
l<k<(), and /?,• =0.75(0.25)1.50. The results are given in Table 1. 
For example, when k = 4,/?,-=1.25 and (Ra, Rt) = (.999, .9975) 
/.e.,A = (ln0.9975/ln0.999) = 2.5018, we obtain from equation (5.5.5), 
^io = [64.3 +1] = 65, for \<i<k. From equation (5.5.6), we have 
rL = [64.3 * (1/(2 - 0.5)) + \] = 43 and r^ = [64.3 * ((1 - 0.5)/(2 -
0.5)) + 1] = 22. Finally we obtain «/, = 52 and «// = 28 from equation 
(5.5.7). 
Similarly, if we let r^ -ni^Mn, and r^ -^  =nigM)fj , for 
\<i<k, then we have the followingresuh. 
Theorem 2 For type-I censoring, the sample sizes and censoring 
times mj,?]ijW_ <i<k, can be solved by using the asymptotic 
J J j-L 
approximation 
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k 
ill o ox PjL 
m y PiL 
0-\x)+^{\nAivLp;-L 
^ 
^C/o , 
dx>P*, (5.5.8) 
(5.5.9) 
^ij ^ioPij-: (5.5.10) 
and 
^ / / = ^ * % , (5.5.11) 
where 
^ , = 
-In 
M 
1- 'ij 
n 10 
VA 
Again, |j9/^ j in equation (5.5.8) and (5,5,10) come from Lemma 3. 
We also assume equal sample size and equal censoring time for each 
population, i.e., nij=nj and Vy^^j, fory = L,H and \<i<k. Set 
Mil -^iH' then pn =l/(2-v^), for \<i<k . Under various pairs 
of (Ra,Rjj),2<k<6 and y^  = 0.75(0.25)l.50, we compute the 
minimum feasible solutions of (^,ni,nfj). The results are given in 
Table 2. For example, as k=4, /?^,i?^ - (0.999, 0.9975) and 
J3i = 1.25 , from equation (5.5.8), we have r^ = 65. As ^^ ^ = 0.5, from 
equation (5.5.9) and (5.5.10), we have «,-, = 77, rit = [77 * (2/3) + 1] = 
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52, and HH = [77 * (1/3) + 1] = 26. From equation (5.5.11), we have 
^i = 
f f 65^V/^-25 
In 1 _ _ 
. 77; ; 
1.6421. So, ri. =1.6421*%, for ally - L, 
/ / and \<i<k. 
Alternatively, we can set {Mn =M/7/) = 0.90. This gives another 
feasible solution in 
(«I,«//,^/L,7///) = (51,24,1.674*%,2.3547*^,-^),for \<i<k. 
Comparing this with the previous case, we find that the case of 
Mil -^iH requires larger sample sizes but results in a decrease in 
both censoring times. Therefore, we only consider the case of 
Mil = ^iH, for 1 < / < ^ in Table 2. 
5.6 COMPARISON BETWEEN TYPE-I AND TYPE-II 
CENSORING 
MacKay (1977)^"^ has suggested some criteria for comparing the two 
censoring plans, for example, the duration of the experiment, cost of the 
experiment, etc. In this section we will concentrate on the cost of the 
experiment. 
(A) Product's unit cost 
Comparing Table 1 and 2, it shows that a type-I censoring plan needs 
slightly smaller sample size than that for a type-II censoring plan. If the 
product's unit cost is very expensive, it seems that type-I will be 
preferred. 
(B) Expected life-testing time 
To compare the relative efficiency of t>pe-II censoring with t>pe-I 
censoring, we define a quantity as follows: 
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P = ltWwu}^u} (5.6.1) 
It is easily shown that p can be reduced to: 
P = I.I.- ; w«-' (5-6.2) 
4^7'%-^7+l)-In 1 - ^ 
Where 
l}{a,b)={y«-\\-yf-'dy. 
From Table 3, it is seen that the value of p is always less than 1. Due 
to the large separation of Ra from R^, smaller expected life-testing 
times are needed by type- II censoring. The value of p is very close to 
1 when Ra is very close to R^, and {/?/} and k are large. 
5.7 SIMULATION STUDIES 
In practical situations, the Weibull shape parameters {/?/}/=| are 
unknown. It is reasonable to assume that each /?,• has a prior 
distribution. In the following, we will study the "robustness" of this 
selection rule when each f5i has a known beta prior distribution with 
(p, q) over the interval [fl/,^/]: 
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f(B) (Pi'aiY-%~p,r' 
Where 
a/</?,-<^,-,Vl<z<yt. 
Let 
where £• > 0 is a constant. 
Three cases are under consideration: 
Case I : y5* =0.7764 and 
in f) \\^l\Al,\AlAX)if\{iisthemost 
\yiL^^iH)- l(233.47,1.424l)?/n/islessrelia 
reliable 
reliable one. 
(5.7.1) 
(5.7.2) 
Case II: p* =\.Q and 
(a a \_K\l\-l^,\-l'2.%A)if]\i isthemostreliable , - . 
K'^iL'^iH)- \{\0\.54,\.5\23)ifUi is less reliable one. {:>./.i) 
Case III: JS* =\.25 and 
(n a \_kS2.5l,l.5SS6) if Hi is the most reliable TS 7 4"^  
K^iL^^iH)- 1(57.68,1.6136)//ni is less reliable one. K.^.1.^} 
100 
Under ^ = 0.0 and /* = 17.0669, we have (Ra,Rb) = (0.999,0.9975). 
Thus, as k=4, the values {ri,ni\ru,nfj) for these three cases from 
Table 1 are: 
Case I: (n, rii; r^.n^) = (43, 48; 22, 26), 
Case II: (n, «/.; r/y, n^) = (43,49; 22, 26), and 
Case III: {r^^n,; r^, HH) = (43, 52; 22, 28). 
When s is nonzero, the performance of this selection rule is 
investigated by simulation under type-II censoring plan. The basic 
steps of the simulation are: 
• Generate a set of [Pi ]-^^, where each Pi has a beta prior with (p, q) 
over Pi (l ± ^). 
• From each population, we generate a random sample of size 
n^and rifj from Weibull distributions with On,Pi and din^Pi 
respectively. The two experiments are terminated when r^ and 
Vfj are reached. 
• From equation (5.4.4) and (5.4.5), we solve (a/^,(2/|) by 
cCiQ = alt iff 
and 
where 
altji = — In 
i = ] 
-Inry (5.7.5) 
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• A correct selection (CS) is made if we can correctly select the 
most reliable design. 
For given (p, q) and each of specified values of e, 500 trials are 
conducted and the proportion of CS is calculated. The results are given 
in Table 4. All the computations are done by the MATLAB software. 
From the results, it is seen that this selection rule is very stable not only 
for symmetric priors ((p,q)=(l,l) and (5,5)) but also for skewness to 
the left ((p,q)=(9,l) and (7,3)) and for skewness to the right 
((p,q)=(l,9) and (3,7)). All the proportions of CS are very close to the 
target value /** = 0.90. Even for very large variation (25% from I3i ), it 
still has at least 77% of CS (about 85% of the target value). It seems that 
this selection is insensitive to the {/?/} values. 
5.8 CONCLUSION 
For highly-reliable products which possess a Weibull-Inverse power 
model, this paper proposes both type-I and type-II optimal sampling 
plans for selecting the most reliable product. We use a cost criterion to 
compare these two plans. Although type-II needs slightly larger sample 
sizes than that of type-I censoring, it has a shorter expected life-testing 
time. Finally, when the Weibull shape parameters are unknown but 
their prior distributions are known, we use simulation to study the 
"robustness" of our rule. Results show that this rule is quite robust even 
when the unknown shape parameter has a moderate departure from the 
assumed value. 
The results of this paper can easily be extended to the Weibull-
Arrhenius and the lognormal-Arrhenius models. 
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5.9 APPENDIX : NOTATION 
ALT : accelerated life test. 
II[ : i — th population (product design), for all 1 < / < A:. 
Sj : j — th level of test stress, for all 0<j<m. 
R,(t, Sj): the reliability function of H/; under stress Sj. 
Oy : Weibull scale parameter for the combination of (fl/,^ / j . 
Pi : Weibull shape parameter for the i — th population. 
{7io,7ii) -• the parameters of inverse power model. 
Vj: standardized stress, for all 0<j<m . 
{aiQ, ai\): reparametrization of ( YI^ , y^). 
Tiji -J-th observed data from (H/j-S'yj. 
Yiji: thei-th order statistics of ^ijd 
Ziji=Pi[^r\Tiji-aio~aiiVj\ 
M.y=l-exp 
nil : sample size for the combination of \^i,Sj). 
rij : number of failures for the combination of ^i,Sj). 
D,i : the set of individuals for which z;^ is an observed lifetime of 
in,,5,). 
C/; .• the set for which z;"^ is a standardized censoring time of 
u 
(n,-,5,j. 
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riij: censoring time for the combination of (fl/, S;). 
Qj : time-saving factor of r,-j with respect to nij for the combination 
of (n„5,j. 
Pij : proportion of the sample size which allocates to the combination 
of In,-,5;). 
qij : proportion of number of failures which allocates to the 
combination of \^i,Sj). 
L : the low stress for ALT. 
H : the high stress for ALT. 
5 : a natural selection rule. 
Q-l : the / — th preference region. 
CS : correct selection. 
Pji(CS IS) : probability of CS of the rule S under R. 
P* : minimum value of CS probability. 
^ .• pdf for the standard extreme distribution. 
O : cdf of the standard normal distribution. 
Q(x) : cdf of the standard extreme distribution. 
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Table 1 
Sample size, number of failures needed for selecting the most reliable 
product under type-II 
censoring with P* = 0.90, 
C = 0.50, VL 0.50. The 
values of (r^,ni\rfj,nfj) are 
given in the table. 
0 
0.75 
1.00 
1.25 
1.50 
i^a^h) 
(.999, .9980) 
(.999, .9975) 
(.999, .9970) 
(.999, .9965) 
(.999, .9960) 
(.999, .9980) 
(.999, .9975) 
(.999, .9970) 
(.999, .9965) 
(.999, .9960) 
(.999, .9980) 
(.999, .9975) 
(.999, .9970) 
(.999, .9965) 
(.999, .9960) 
(.999, .9980) 
(.999, .9975) 
(.999, .9970) 
(.999, .9965) 
(.999, .9960) 
K=2 
41 45; 21 24 
24 27; 12 14 
1719;911 
13 15;79 
11 13;68 
41 47; 21 25 
24 28; 12 15 
1721;912 
13 16;79 
11 14; 6 8 
41 49; 21 26 
24 30; 12 16 
17 22; 9 12 
13 17; 7 10 
11 15;69 
41 53; 21 28 
24 32; 12 17 
17 24; 9 13 
13 19;711 
11 16;610 
k=3 
63 68; 32 35 
36 39; 18 20 
25 28; 13 15 
19 22; 10 12 
16 18; 8 10 
63 71; 32 37 
3641; 1822 
25 29; 13 16 
1923; 10 13 
16 19; 8 10 
63 74; 32 39 
36 44; 18 23 
25 31; 13 17 
19 24; 10 14 
1621;811 
63 79; 32 42 
36 47; 18 25 
25 33; 13 19 
19 26; 10 15 
16 22; 8 12 
k=4 
75 80; 38 42 
43 47; 22 25 
30 33; 15 17 
23 26; 12 14 
19 22; 10 12 
75 84; 38 43 
43 49; 22 26 
30 35; 15 18 
23 27; 12 15 
1923; 10 13 
75 88; 38 46 
43 52; 22 28 
30 37; 15 20 
23 29; 12 16 
19 24; 10 14 
75 94; 38 49 
43 55; 22 30 
30 39; 15 21 
23 31; 12 17 
19 26; 10 15 
k=5 
85 91; 43 47 
49 53; 25 28 
34 37; 17 19 
26 29; 13 15 
22 25; 11 13 
85 94; 43 49 
49 55; 25 29 
34 39; 17 21 
26 30; 13 16 
22 26; 11 14 
85 100; 43 52 
49 58; 25 31 
34 41; 17 22 
26 32; 13 17 
22 28; 11 15 
85 107; 43 55 
49 62; 25 33 
34 44; 17 24 
26 35; 13 19 
22 30; 11 16 
k=6 
92 98; 46 50 
53 57; 27 30 
37 40; 19 22 
29 32; 14 16 
23 26; 12 14 
92 102; 46 52 
53 60; 27 31 
37 42; 19 23 
29 34; 14 17 
23 27; 12 15 
92 108; 46 55 
53 63; 27 33 
37 45; 19 24 
29 36; 14 18 
23 29; 12 16 
92 115; 46 59 
53 67; 27 36 
37 48; 19 26 
29 38; 14 20 
23 31; 12 17 
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Table 2 
Censoring time, sample size for (Low) and (High) stress for selecting 
the most reliable product under type-I censoring with P* = 0.90, (^ * = 
0.50, v^ = 0.50. The values of {^,ni,nu) are given in the table, 
where ijij = ^ Oyj' = L,H and 1 </<A: . 
/? 
0.75 
1.00 
1.25 
1.50 
i^a^h) 
(.999, .9980) 
(.999, .9975) 
(.999, .9970) 
(.999, .9965) 
(.999, .9960) 
(.999, .9980) 
(.999, .9975) 
(.999, .9970) 
(.999, .9965) 
(.999, .9960) 
(.999, .9980) 
(.999, .9975) 
(.999, .9970) 
(.999, .9965) 
(.999, .9960) 
(.999, .9980) 
(.999, .9975) 
(.999, .9970) 
(.999, .9965) 
(.999, .9960) 
K=2 
3.566 45 23 
3.464 26 13 
2.920 19 10 
2.507 15 8 
2.856 12 6 
2.288 46 23 
2.079 28 14 
1.98120 10 
1.74916 8 
1.845 13 7 
1.666 49 25 
1.594 30 15 
1.487 21 11 
1.433 16 8 
1.335 14 7 
1.359 52 26 
1.313 32 16 
1.262 22 11 
1.198 18 9 
1.190 15 8 
k=3 
3.972 67 34 
3.71139 20 
3.127 27 14 
3.15421 11 
2.856 18 9 
2.342 70 35 
2.165 4121 
2.152 28 14 
1.91722 11 
1.94618 9 
1.69174 37 
1.640 43 22 
1.564 30 15 
1.484 24 12 
1.463 20 10 
1.364 78 39 
1.357 46 23 
1.307 32 16 
1.275 25 13 
1.243 21 11 
k=4 
4.025 80 40 
3.647 47 24 
3.403 33 17 
3.463 26 13 
3.155 21 11 
2.343 84 42 
2.21149 25 
2.140 34 17 
2.079 27 14 
1.91722 11 
1.667 85 45 
1.642 52 26 
1.594 36 18 
1.594 28 14 
1.483 24 12 
1.346 96 48 
1.353 55 28 
1.344 38 19 
1.313 3015 
1.275 25 13 
k=5 
3.995 90 45 
3.848 52 26 
3.614 37 19 
3.168 29 15 
3.315 23 12 
2.310 94 47 
2.315 54 27 
2.114 39 20 
2.015 30 15 
2.001 24 12 
1.653 100 50 
1.664 57 29 
1.606 4121 
1.579 32 16 
1.542 26 13 
1.329 108 54 
1.355 60 30 
1.33144 22 
1.318 34 17 
1.272 28 14 
k=6 
3.934 98 49 
3.986 56 28 
3.743 40 20 
3.328 32 16 
3.464 26 13 
2.264 103 52 
2.280 59 30 
2.18142 21 
2.100 33 17 
2.079 27 14 
1.653 109 55 
1.666 62 31 
1.65144 22 
1.568 35 18 
1.594 28 14 
1.306 119 60 
1.367 66 33 
1.374 47 24 
1.324 37 19 
1.313 30 15 
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Table 3 
Relative efficiency of type-II censoring to type-I censoring under various 
values of p, 
(Ra,Rb),md 2<k<6.. 
p 
0.75 
1.00 
1.25 
1.50 
[K^^h) 
(.999, .9980) 
(.999, .9975) 
(.999, .9970) 
(.999, .9965) 
(.999, .9960) 
(.999, .9980) 
(.999, .9975) 
(.999, .9970) 
(.999, .9965) 
(.999, .9960) 
(.999, .9980) 
(.999, .9975) 
(.999, .9970) 
(.999, .9965) 
(.999, .9960) 
(.999, .9980) 
(.999, .9975) 
(.999, .9970) 
(.999, .9965) 
(.999, .9960) 
k=2 
0.777 
0.694 
0.761 
0.753 
0.595 
0.813 
0.800 
0.714 
0.822 
0.714 
0.899 
0.825 
0.842 
0.813 
0.807 
0.914 
0.876 
0.856 
0.832 
0.810 
k=3 
0.823 
0.810 
0.796 
0.672 
0.795 
0.864 
0.837 
0.796 
0.781 
0.852 
0.929 
0.863 
0.863 
0.840 
0.853 
0.951 
0.882 
0.873 
0.850 
0.886 
k=4 
0.830 
0.779 
0.801 
0.685 
0.722 
0.925 
0.859 
0.823 
0.792 
0.817 
0.951 
0.880 
0.845 
0.818 
0.866 
0.976 
0.913 
0.884 
0.868 
0.871 
k=5 
0.854 
0.790 
0.807 
0.795 
0.689 
0.936 
0.868 
0.835 
0.858 
0.796 
0.961 
0.914 
0.883 
0.862 
0.822 
0.995 
0.942 
0.895 
0.853 
0.873 
k=6 
0.899 
0.793 
0.760 
0.793 
0.685 
0.964 
0.884 
0.853 
0.819 
0.792 
0.976 
0.923 
0.877 
0.876 
0.818 
0.979 
0.929 
0.895 
0.881 
0.850 
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Table 4 
Propor t ion of correct selections under var ious values of (p,q) and e 
p 
0.776 
1.000 
1.25 
(p-q) 
(1,1) 
(5,5) 
(1,9) 
(3,7) 
(7,3) 
(9,1) 
(1,1) 
(5,5) 
(1,9) 
(3,7) 
(7,3) 
(9,1) 
(1,1) 
(5,5) 
(1,9) 
(3,7) 
(7,3) 
(9,1) 
0 .1% 
0.892 
0.908 
0.888 
0.904 
0.880 
0.910 
0.910 
0.884 
0.888 
0.910 
0.888 
0.894 
0.900 
0.884 
0.892 
0.898 
0.898 
0.894 
0.5% 
0.898 
0.894 
0.898 
0.868 
0.902 
0.918 
0.906 
0.898 
0.888 
0.884 
0.902 
0.918 
0.886 
0.896 
0.904 
0.906 
0.908 
0.896 
1.0% 
0.886 
0.888 
0.884 
0.886 
0.902 
0.888 
0.878 
0.898 
0.868 
0.912 
0.902 
0.906 
0.904 
0.884 
0.902 
0.910 
0.884 
0.902 
c 
2.5% 
0.906 
0.872 
0.872 
0.898 
0.886 
0.900 
0.904 
0.890 
0.920 
0.868 
0.872 
0.870 
0.862 
0.870 
0.896 
0.898 
0.904 
0.890 
5.0% 
0.888 
0.874 
0.864 
0.880 
0.886 
0.864 
0.870 
0.880 
0.876 
0.884 
0.864 
0.860 
0.890 
0.884 
0.896 
0.886 
0.890 
0.888 
10% 
0.872 
0.894 
0.842 
0.870 
0.850 
0.874 
0.868 
0.852 
0.836 
0.858 
0.880 
0.860 
0.850 
0.872 
0.850 
0.850 
0.856 
0.840 
2 5 % 
0.774 
0.800 
0.772 
0.774 
0.816 
0.784 
0.806 
0.798 
0.812 
0.778 
0.804 
0.770 
0.802 
0.814 
0.772 
0.788 
0.786 
0.800 
108 
REFERENCES 
CHAPTER 1 
[1] Blake, I.F., (1979). An Introduction to Applied Probability. Wiley, 
New York. 
[2] Crowder M. I., Kimber A. C, Smith R. L. and Sweeting T. J., 
(1991). Statistical Analysis of ReliabilityData.Chapman &Hall, 
London. 
[3] Lawless. J. F., (1982). Statistical Models and Methods for Lifetime 
Data. John Wiley, New York. 
[4] Mann, N. R., Schafer, R. E. and Singpurwalla, N. D., (1974). 
Methods for Statistical Analysis of Reliability and Life Data. John 
Wiley, New York. 
[5] Martz, H. F., Waller, R. A., (1982). Bayesian Reliability Analysis. 
John Wiley, New York. 
[6] Sinha, S. K., (1990). Reliability and Life Testing. Wiley-Eastern. 
[7] Chang, D.S., Huang, D. Y. and Tseng, S. T. (1992). Selecting the 
Most Reliable Design under Type-II Censored Accelerated Tests. 
IEEE Transaction of Reliability, 41:588-592. 
[8] Rigdon S. E. and Basu A. P., (2000). Statistical Methods for the 
Reliability of Repairable System. John Wiley sons. Inc., New York. 
www.Weibull.com 
109 
CHAPTER 2 
[1] Nelson, W., (1990). Accelerated Testing, Statistical Models, Test 
Plans and Data Analysis. WilQy, New York. 
[2] Nelson, W. and Meeker, W. Q., (1978). Theory for Optimum 
Accelerated Censored Life Tests for Weibull ad Extreme Value 
Distribution Technometrics, 20:171-177. 
[3] Sinha, S. K., (1985). Reliability and Life Testing. Wiley-Eastern. 
[4] Tseng, S. T. and Chang, D.S., (1989). Selecting the Most Reliable 
Design under Type-II Censoring. Reliability Engineering and 
System Safety, 25: 147-156. 
[5] Tseng, S. T. Huang, D. Y. and WU, T. Y., (1994). A Sampling 
Plans for Selecting the Most Reliable Product Under the 
Arrhenius Accelerated Life Tests Model. Statistical Sinica, 
41:215-230. 
[6] Tseng, S. T., (1994). Planning Accelerated Life Tests for 
Selecting the Most Reliable Product. Journal of Statistical Planing 
and Inference, 41:215-230. 
[7] Mann, N. R., Schafer, R. E. and Singpurwalla, N. D., (1974). 
Methods for Statistical Analysis of Reliability and Life Data. John 
Wiley, New York. 
no 
CHAPTER 3 
[1] Glasstone, S., Laidler, K. J., and Eyring, H. E., The Theory of 
Rate Processes, McGraw Hill, NY, 1941. 
[2] Groebel, David, Mettas, Adamantios and Sun, Feng-Bin, 
Determination and Interpretation of Activation Energy Using 
Accelerated Test Data, 47''' Reliability and Maintainability 
Symposium. 
[3] Kececioglu, Dimitri, and Sun, Feng-Bin, Environmental Stress 
Screening - Its Quantification, Optimization and Management, 
Prentice Hall PTR, New Jersey, 1995. 
[4] Kececioglu, Dimitri, and Sun, Feng-Bin, Burn-In Testing - Its 
Quantification and Optimization, Prentice Hall PTR, New Jersey, 
1997. 
[5] Mettas, Adamantios, Modeling & Analysis for Multiple Stress-
Type Accelerated Life Data, 46"^  Reliability and Maintainability 
Symposium. 
[6] Nelson, Wayne, Accelerated Testing: Statistical Models, Test 
Plans, and Data Analysis, John Wiley & Sons, Inc., New York, 
1990. 
[7] ReliaSoft Corporation, Life Data Analysis Reference, ReliaSoft 
Publishing, Tucson, AZ, 2000. Also portions are published on-
line at www. Weibull.com. 
[8] ReliaSoft Corporation, Accelerated Life Testing Reference, 
ReliaSoft Publishing, Tucson, AZ, 1998. Also published on 
line at www. Weibull.com. 
[9] ReliaSoft Corporation, ALTA 6 Accelerated Life Testing 
Reference, ReliaSoft Publishing, Tucson, AZ, 2001. 
11 
[10] ReliaSoft Corporation, ALTA 6.0 Software Package, Tucson, AZ, 
www.ReliaSoft.com. 
[11] ReliaSoft Corporation, ALTA PRO 6.0 Software Package, Tucson, 
AZ, www.ReliaSoft.com. 
[12] ReliaSoft Corporation, Weibull++ 6.0 Software Package, Tucson, 
AZ, www.Weibull.com. 
[13] Striny, Kurt M., and Schelling, Arthur W., Reliability Evaluation 
of Aluminum-Metalized MOS Dynamic RAMS in Plastic 
Packages in High Humidity and Temperature Environments, 
IEEE 31'' Electronic Components Conference, pp. 238-244, 1981. 
112 
CHAPTER 4 
[1] E. ALBERT, "The sequential design of experiments for infinitely 
many states of nature," Ann. Math. Stat, Vol. 32(1961), pp. 774-
799. 
[2] S. BESSLER, "Theory and applications of the sequential design 
of experiments, k-actions and infinitely many experiments. Part I-
Theory," Applied Mathematics and Statistics Laboratories, 
Stanford University, Tech. Reprt. No. 55, prepared under contract 
N6onr- 25140 for Office of Naval Research, March, 1960, pp. 1-
50. 
[3] D. BLACKWELL AND M. A. GIRSHICK, Theory of Games and 
Statistical Decisions, John Wiley and Sons, New York, 1954. 
[4] H. CHERNOFF, "Sequential design of experiments," Ann. Math. 
Stat., Vol. 30(1959), pp. 755-770. 
[5] S. KARLIN, Mathematical Methods and Theory in Games, 
Programming and Economics, Vol. II, The Theory of Infinite 
Games, Addison Wesley Publishing Co., Inc., Reading, Mass., 
1959. 
[6] S. KULLBACK AND R. A. LEIBLER, "On information and 
sufficiency," Ann. Math. Stat., Vol. 22(1951), pp. 79-86. 379 
114 
[10] Marts, Jr. H. F. and Waterman, M. S. (1978). A Bayesian Model 
for Determining the Optimal Test Stress for a Single Unit. 
Technometrics, 20(2), 179-185. 
[11] MacKay, R. J. (1977). A Comparison of Some Experimental 
Design for the one Parameter Exponential Distribution. 
Unpublished manuscript. 
[12] Meeker, W. Q. and Hahn, G. J. (1977). Asymptotically Optimum 
Over-Stress Tests to Estimate the Survival Probability at a 
Condition with a Low Expected Failure Probability. 
Teeknometries, 19,381-399. 
[13] Menzefricke, U. (1988). On Sample Size Determination for 
Accelerated Life Tests under a Normal Model with Type-II 
Censoring. Technical report, University of Toronto. 
[14] Nelson, W. (1990). Accelerated Testing : Statistical Models, Teat 
Plans and Data Analysis, John Wiley fc Sons, New York. 
[15] Nelson, W. and Kielpinski, T. J. (1976). Theory for Optimum 
Censored Accelerated Tests for Noimal and Lognormal Life 
Distribution. Techno me tries, 18, 105-114. 
[16] Nelson, W. and Meeker, W. Q. (1978). Theory for Optimum 
Censored Accelerated Life Tests for Weibull and Extreme Value 
Distributions. Teeknometries, 20, \1\-\11. 
[17] Peck, D. S. and Trapp, 0. D. (1987). Accelerated Testing 
Handbook, Technology Associate Consulting Corp, California. 
[18] Tobias, P. A. and Trindade, D. (1986). Applied Reliability, Van 
Nostrand, Reinhold Co. New York. 
[19] Tseng, S. T. and Wu, H. (1990). Selecting, Under Type-II 
Censoring, Weibull Populations that are More Reliable. TEEE 
Transactions on Reliability, 39, 193-198. 
113 
CHAPTER 5 
[1] Chemoff, H., (1962). Optimal Accelerated Life Designs for 
Estimation. Technometrics, 4, 381-408. 
[2] David, H. A., (1981). Order Statistics, 2"'' edition, John Wiley & 
Sins, New York. 
[3] DeGroot, M. H. and Goel, P. K., (1979). Bayesian Estimation and 
Optimal Designs in Partially Accelerated Life Testing. Naval 
Research Logistic Quarterly, 223-235. 
[4] Escobar, L. A. and Meeker, W. Q., (1986). Planning Accelerated 
Life Tests with Type-II Censored Data. Journal Statistical 
Computation and Simulation, 23, 273-29T. 
[5] Gibbons, J. D., Olkin, I. and Sobel, M. (1977). Selecting and 
Ordering Populations: A New Statistical Methodology, John 
Wiley & Sons, New York. 
[6] Gupta, S. S. and Huang, D. Y. (1981). Multiple Statistical 
Decision Theory : Recent Development, Lecture Note in 
Statistics, Vol. 6, Springer Verlag, New York. 
[7] Gupta, S. S. and Panchapakesan, S. (1979). Multiple Decision 
Procedures ; Theory and Methodology of Selecting and Ranking 
Populations, John Wiley//' Sons, New York. 
[8] Gupta, S. S. and Panchapakesan, S. (1988). Selection and 
Ranking procedure in Reliability Models. Handbook of Statistics, 
Vol. 7, Krishnaiah & Rao (Eds), Elsevier Science Publishers, 
North Holland. 
[9] Lawless, J. F. (1982). Statistical Models and Methods for Lifetime 
Data, John Wiley fc Sons, New York. 
115 
[20] Viertl,R.(1988). Statistical Methods in Accelerated life Testing. 
Vandenhoeck & Ruprecht, Gottingen. 
[21] Mann, N. R., Schafer, R. E. and Singpurwalla, N. D. (1974). 
Method for Statistical Analysis of Reliability and Lifetime Data, 
John Wiley & Sons. 
