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Suffix arrays are a key data structure for solving a run of problems on texts and sequences,
from data compression and information retrieval to biological sequence analysis and
pattern discovery. In their simplest version, they can just be seen as a permutation of
the elements in {1, 2, . . . , n}, encoding the sorted sequence of suffixes from a given text
of length n, under the lexicographic order. Yet, they are on a par with ubiquitous and
sophisticated suffix trees. Over the years, many interesting combinatorial properties have
been devised for this special class of permutations: for instance, they can implicitly encode
extra information, and they are a well characterized subset of the n! permutations. This
paper gives a short tutorial on suffix arrays and their compressed version to explore and
review some of their algorithmic features, discussing the space issues related to their usage
in text indexing, combinatorial pattern matching, and data compression.
© 2011 Elsevier B.V. All rights reserved.
1. Suffix arrays
Consider a text T ≡ T [1, n] of n symbols over an alphabet Σ , where T [n] = # is an endmarker not occurring
elsewhere and smaller than any other symbol in Σ . A collection of documents or biological sequences can be seen as a
huge concatenated text T with suitable markers between each pair of concatenated documents. We illustrate our concepts
with a simple text, for example, T = senselessness#, where n = 14 andΣ = {# < e < l < n < s}.
A suffix of T is represented by a unique integer i ∈ [n], where the notation [n] stands for the set {1, 2, . . . , n}. A suffix
is denoted by si ≡ T [i, n] and corresponds to the symbols of T ranging from the ith one to the last one, where we use
T [i, j] to denote the concatenation of the symbols in T at positions i, i + 1, . . . , j. For example, s1 = senselessness#,
s2 = enselessness#, s3 = nselessness#, . . . , s14 = #. Writing explicitly these suffixes requires ∑ni=1 |si| =∑n
i=1(n−i+1) = n(n+1)/2 symbols; hence, it is better using an integer i to indicate si rather thanwriting its |si| = n−i+1
symbols, provided that we store T somewhere.
We can sort all the suffixes s1, s2, . . . , sn alphabetically (under the lexicographic order). In our example, we obtain
s14 < s5 < s2 < s11 < s7 < s6 < s10 < s3 < s13 < s4 < s1 < s9 < s12 < s8, as shown in Fig. 1. As noted above,
it is more convenient to write just their n corresponding integers, namely, π = ⟨14, 5, 2, 11, 7, 6, 10, 3, 13, 4, 1, 9, 12, 8⟩
and the n symbols of T = senselessness#.
Suffix arrays can be seen as arrays storing permutations of the elements in [n]. Given a text T of length n and two integers
i, j, we write i <T j if and only if si < sj. A permutation π = ⟨i1, i2, . . . , in⟩ of [n] is the suffix array permutation for T if
i1 <T i2 <T · · · <T in. In our example, 14 <T 5 <T 2 <T 11 <T 7 <T 6 <T 10 <T 3 <T 13 <T 4 <T 1 <T 9 <T 12 <T 8.
We store this permutation into an array denoted SA (the suffix array), butwewill consider a suffix array and the permutation
in it to be the same.
Suffix array permutations are considered the permutations in stringology. Even if their definition is rather simple, they
are not just a simplification of the powerful suffix tree data structure [1,2]. They possess many non-trivial features and
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Fig. 1. The suffix array for T = senselessness#, where the suffixes si are shown for the sake of presentation.
combinatorial properties. Gonnet introduced them, under the name of pat-arrays, during the design of an inverted index
for the New Oxford English Dictionary (oed) [3]. Landau and Vishkin also considered them when contributing to the first
parallel algorithm for the suffix tree construction [4,5]. They were popularized by Manber and Myers as a space-efficient
alternative to suffix trees [6].
Building the suffix array for T can be as easy (but inefficient!) as invoking the qsort routine in C language using a
comparison function that implements <T on an array initialized with [n] (this is it. . . ); or requiring more sophisticated
algorithms that takeO(n log |Σ |) time1 in the comparisonmodel andO(n) timewhenΣ ⊆ nO(1). For example, three papers
[7–9] independently attained a direct linear-time construction of suffix arrays for an integer alphabet of size polynomially
bounded in n in the same year (2003). This task is called suffix sorting and is the textual counterpart of the classical sorting
problem:we just replace ordinary< relation by<L relation (e.g. see the survey in [10]). However, a single comparison in the
latter may require Θ(n) time while in the former is O(1). This is the challenge solved by suffix sorting, which has classical
sorting as a special case.
Searching for the term ‘‘suffix arrays’’ in Google’s scholar, highlights two common themes for most of the titles
found: space efficiency and linear time complexity. These themes are the main achievements that make suffix arrays be
at the heart of many efficient algorithms for strings. In this paper, we will focus on space efficiency, which is not just an
algorithm engineering issue. Over the years, many interesting combinatorial properties have been devised, so that suffix
array permutations can implicitly encode extra information, and are a well characterized subset of the n! permutations.
We will explore and review some of these properties, showing their connection to text indexing, combinatorial pattern
matching, and data compression.
2. Combinatorial pattern matching and text indexing
We now want to search for a pattern string P of m symbols in the text T . Consider exact pattern matching where, for
example, P = ess (m = 3) is to be searched in T = senselessness#. We say that there is an occurrence of pattern P
at position i of T when it holds P = T [i, i + m − 1] symbolwise. In our example, ess occurs at positions i = 7, 11 of
senselessness#. Depending on the type of the query, we may want to know if P occurs in T (occurrence or existence
query), or howmany times P occurs in T (counting query), or the set of positions where P occurs in T (enumerative or listing
query). Since we plan to performmany queries with different patterns on the same text T , we do not want to fully scan T at
each query as in [11].
Suffix arrays are useful to solve this problem because they can act as text indexes. A text index stores the suffixes
s1, s2, . . . , sn of T in a suitable format that can support prefix searching. The basic observation in text indexing is that P
occurs at position i if and only if P is equal to the first m symbols of si, namely, P is a prefix of si. (In our example, ess is a
prefix of both s7 = essness# and s11 = ess#.) This is a good property, since we have to store just n suffixes of T instead
of
n
2
 = n(n − 1)/2 substrings of T . For a given pattern P , a text index can answer existence queries by checking if at
least one suffix si exists having prefix P; counting queries by reporting the number of suffixes having this prefix property;
enumerative queries by listing all of these suffixes. Notable examples of text indexing data structures are suffix trees [1,12]
and suffix arrays [6] for usage in main memory, string B-trees [13] and cache-oblivious string B-trees [14] for usage in
external and hierarchical memory, to name a few.
1 We assume that our logarithms are to the base 2.
2966 R. Grossi / Theoretical Computer Science 412 (2011) 2964–2973
Suffix arrays exploit the lexicographic order of the suffixes to satisfy the above text indexing requirements: for any
pattern P , all the suffixes having P as a prefix occupy a contiguous segment SA[L, R] of the given suffix array SA ≡ SA[1, n]. For
the example in Fig. 1, SA[4, 5] contains {7, 11} for P = ess, and SA[2, 5] contains {2, 5, 7, 11} for P = e. Having found the
segment SA[L, R] corresponding to a given pattern P , we can answer existence queries by checking if SA[L, R] is nonempty;
counting queries by returning R− L+ 1; enumerative queries by listing the entries in SA[L, R].
We are left with the task of identifying, for any input pattern P , the two positions L and R such that SA[L, R] corresponds to
all the suffixes having P as a prefix. Since SA is a sorted array under the<L relation, we can run a binary search as suggested
in textbooks (e.g. [15]). It is an excercise to modify the binary search so that it finds the leftmost position (and the rightmost
position) in SA corresponding to a suffix having prefix P . The generic step is to search inside SA[L, R], computeM = (L+R)/2,
and perform a comparison between P and the suffix sj such that j = SA[M]: the outcome of the comparison will guide us
to recursively proceed either in SA[L,M] or in SA[M, R]. Each comparison may take O(m) in the worst case, wherem = |P|,
giving a total cost of O(m log n). In the rest of the paper, we refer to the search cost as the time complexity for identifying
the segment SA[L, R] that contains the occurrences of P .
3. Space explorations: implicitness
In this section, we consider the folklore items (a) and (b) reported below for the search cost, and discuss in Sections
3.1–3.2 how to refine them by new properties and reduced space usage:
(a) using the text T and its suffix array SA, the search cost is O(m log n) as discussed in Section 2, and
(b) this cost can be reduced to O(m+ log n) at the price of using an extra array of n− 1 integers, denoted LCP and described
in this section.2
3.1. Better folklore bound
Consider the situation (a) in which only T and SA are given. We can scan K sorted suffixes chosen from SA from left to
right to obtain a search cost of O(m+K) [16]. For example, scanning with P = sel and K = n in Fig. 1, we first try to match
the first symbol s of P , and reach position i1 = 9 in SA. At this point, we compare the second symbol e in P to the second
symbol of each suffix in positions i1, i1 + 1 and so on until we find a position i2 = 10 that gives a match of this symbol
(otherwise there is no occurrence of P). We go on in the same way trying to match also the third and last symbol l of P ,
reaching position i3 = 11. We are lucky in this example, since wemight have gone too far in other situations (e.g. searching
for lse, we reach i3 = 8): going backward from the current position and using the same strategy, in reversed fashion from
right to left, gives the correct answer [16]. Unfortunately, for K = nwe obtain the same bound as fully scanning the text [11].
We can do better than that: the above example shows that a comparison based search of P can be abstractly seen as
the problem of implicitly searching P in an array of n sorted strings, each of length m, called the string-ranking problem
in [17]. Here, ‘‘implicit’’ means that we can just use O(1) additional memory cells beside the input. The reduction from
our problem using just T , SA, and O(1) memory cells to the implicit string-ranking problem is immediate. Whenever the
implicit search of string-ranking needs to access the kth symbol of the jth sorted string, we compute i = SA[j] and return
either symbol si[k] = T [i + k − 1] in constant time, or the endmarker # in case the suffix si is shorter than k. In [17], the
authors give sophisticated arguments for proving a tight bound for the implicit string search problem, up to a constant factor,
obtaining
Θ

m log log n
log log(4+ m log log nlog n )
+m+ log n

(1)
character comparisons (or probes) in the worst case, which is better than the above O(m + n) bound of [16]. Note that
the bound in (1) is Θ(log n) when m = 1, which is the uni-dimensional case commonly considered in all textbooks on
algorithmics. Form ≥ 1, the bound in (1) isO(m log log n+log n), thus lower than the folklore bound ofO(m log n)mentioned
in (a), but it can even be O(m+ logm) for large values ofm.
Theorem 1 (Using [17]). Given a text T and its suffix array SA, it takes O(m log log n/ log log(4+m log log n/ log n)+m+log n)
time and O(1) additional memory cells to search for any input pattern P, where n = |T | and m = |P|.
Note that we do not use the Θ-notation in Theorem 1, since the lower bound part of (1) does not necessarily apply to
the suffix array search: the argument in [17] builds upon a set of independent strings of lengthm, while here we have a set
ofm-long prefixes of overlapping suffixes.
3.2. Avoiding extra memory
Consider the situation (b) in which we want to search with a guaranteed cost of O(m + log n) using extra information.
For this, an array LCP containing longest common prefix (lcp) information is added to T and SA. Using T , SA, and LCP , we can
obtain O(m+ log n) search time as we will see [6].
2 O(m+ log n) compares favorably with the O(m+ n) cost of full text scanning [11].
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Fig. 2. An example of SAL and SAR , and of bit stealing to encode the n/2 = 7 bits 0110101.
However, there is no need to explicitly store LCP to obtain the O(m + log n) cost, as we show in the rest of this section.
We can attain this bound using just T , SA′ and O(1)memory cells as in situation (a). We replace the suffix array permutation
in SA by another permutation stored in SA′ that somehow subsumes also the needed lcp information.
A first step in this direction is the so-called bit stealing technique adopted in implicit data structures [18]. In few words,
this simple but powerful technique allows us to implicitly encode n/2 bits without using extra memory.
We illustrate this notion using our suffix array in Fig. 2. Let n be an even number. Scan the n entries of SA, orderly storing
in SAL the entries smaller than or equal to n/2, and in SAR those larger than n/2. Note that SAL and SAR are both made up
of n/2 entries, whose relative order in SA is preserved. We call two entries SAL[i] and SAR[i] twins because they occupy a
homologous position i. Here comes bit stealing: a pair of twins implicitly encode a 1 if their values are swapped, otherwise
they encode a 0. See Fig. 2 for an example. Actually, the entries of SA are rearranged so that SAL occupies the left half of SA
while SAR is at the right half, but we have assigned them distinct names for the sake of discussion. Interestingly, for any
sequence of n/2 bits encoded in this way, we can always recover the original entry of SAL (resp., SAR) in constant time by a
simple comparison of the values of twins. Searching for pattern P is now run separately on SAL and SAR, merging the results
thus obtained.
However, we have not yet obtained SA′, the permuted version of SA. W.l.o.g. we can now focus on searching the sorted
sequence of suffixes stored in SAL (and a similar approach applies to SAR). We conceptually partition SAL into disjoint
segments of K = log n consecutive entries: given one such segment, we can use the search of [16] (Section 3.1) inside
the segment, with a cost of O(m + K) = O(m + log n). We can extend this approach to segments of size K 2, running the
search of [16] twice, within the same asymptotical cost: first considering a sample of every other K th entry in the segment
(and scanning these sampled entries), and then the sub-segment of K consecutive entries thus indicated. In general, since
we can run the search of [16] a constant number c > 0 of times, we are able to search in a segment of K c = O(logc n)
entries in O(m + log n) time. Therefore, we can focus on finding which segment of SAL (resp., SAR) contains the pattern P .
This reduces our searching problem on the n/2 suffixes in SAL (resp., SAR) to searching on a regular sample of them, say, one
suffix every other log2 n (here c = 2), thus obtaining O(n/ log2 n) suffixes to be searched for.
Let us review what we have so far. We need to search in the set of O(n/ log2 n) suffixes, chosen as one suffix every other
Θ(log2 n) from SAL (resp., SAR). Each segment of non-sampled suffixes can be easily reconstructed as discussed above, and
can be used to encode Θ(log2 n) bits of the lcp information: searching these suffixes can be done with the implicit search
of [16], in O(m+ log n) time.
In order to show how to avoid storing the lcp information explicitly, we should define LCP first and discuss its usage. It is
an array of n−1 entries such that, for 1 ≤ h ≤ n−1, we have LCP[h] = k if and only if the suffixes si and sj corresponding to
entries SA[h] and SA[h+1] share the first k characters while differing in their k+1st one. Formally, i = SA[h], j = SA[h+1],
and si[1, k] = sj[1, k] symbolwise while si[k + 1] ≠ sj[k + 1] (note that the latter condition is well defined because of the
endmarker #). For example, see Fig. 1. The array LCP can obtained as a byproduct of several suffix sorting algorithms, but
there is an elegant linear-time construction of LCP that directly operates from input T and its array SA [19]. Also, for any
1 ≤ h < h′ ≤ n, we can compute the lcp information in constant time for any two suffixes si and si′ , where i = SA[h] and
i′ = SA[h′], by finding the minimum value in LCP[h, h′ − 1] [20–22].
Before getting into some details on how to implicitly encode LCP , we need to recall how to use it in the search algorithm
of [6], shortly referred to asmm-search. It performs a variation of the classical binary search (Section 2) on an array S which
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Fig. 3. The three cases of mm-search.
contains theO(n/ log2 n) suffixes sampled from SL (resp., SR) in lexicographical order.3 Each step has to search P in a segment
S[L, R] by comparing P to the suffix sj stored in the middle positionM = ⌊(L+ R)/2⌋ (j = S[M]). Let sl and sr be the suffixes
in positions L and R (l = S[L] and r = S[R]). We know by induction that sl ≤ P ≤ sr (and this can be easily checked when
mm-search starts).
A wrong use of the lcp information is to start comparing P and sj at positions p, p + 1, and so on, where p is the length
of the longest common prefix between sl and sr . For example, consider the situation in which all the suffixes in S[L, R] have
the same p initial characters, but the suffixes in S[L, R − 1] share more than p characters (e.g. a text of all equal characters
except the last). This causes rescanning over and over the same symbols when searching inside S[L, R− 1].
In order to guarantee the O(m + log n) bound, the search step must exploit the lcp information differently from above.
Let k ≥ 0 be the number of symbols of P that have been already matched so far: note that either sl or sr must have their
first k symbols equal to P ’s, since otherwise the algorithm is not correct. Suppose w.l.o.g. that sl is the one satisfying this
condition. Let ℓ be the length of the longest prefix between sl and sj. The search step infers the outcome of the comparison
of P versus sj, and decides to continue the search either in S[L . . .M] or S[M . . . R] according to the following cases:
1. k < ℓ: set L = M (Fig. 3 center).
2. k > ℓ: set R = M (Fig. 3 left).
3. k = ℓ: compare P and sj at positions k+ 1, k+ 2, and so on, and update k to the length of their longest common prefix.
Decide the outcomeof the comparison looking at theirmismatching symbol in position k+1 (if any). If P[k+1] > sj[k+1],
set L = M; else, R = M (Fig. 3 right).
Only the last case above can potentially have a non-constant cost, which is O(ks−ks−1+1) for the sth step, since we have
to take into account the number of freshly matched characters, where ks and ks−1 denote the values of k at the end of and
before step s, respectively. Hence the total cost of mm-search is bounded by O
∑O(log n)
s=1 (ks − ks−1 + 1)

= O(m + log n).
We refer the reader to [6] for further details.
We now have to encode the LCP values. Recall that we have to search just the O(n/ log2 n) entries of S sampled from SAL
(resp., SAR). Hence, we need to encode only O(n/ log2 n) LCP values in SAL, and we have enough stolen bits for this. What we
need in the above mm-search is to compare k against one encoded lcp value ℓ: we do not actually need to know what the
exact value of ℓ is, but just how it compares to k.
We therefore represent ℓ in unary using a ternary string to be enconded using the stolen bits of a segment. For a
non-negative integer ℓ ≤ n (i.e., an LCP value), we define its ‘‘unary–ternary’’ representation as b0, b1, . . . , bn, where
b0 = · · · = bℓ−1 = 0, bℓ = 1, and bℓ+1 = · · · = bn = 2. Each such digit can be encoded by two stolen bits. The clear
advantage is that comparing k to ℓ requires decoding an individual digit bk (i.e. two bits). The price to pay is that we require
now O(n) bits to represent an LCP value, instead of O(log n) bits.
The trick to circumvent this apparent drawback is to see P as a sequence of log n macro-characters. Let mˆ denote the
largest power of 2 that is smaller than or equal to m/ log n + 1. Each macro-character is made up of mˆ characters, and
each comparison of any two macro-characters takes O(m/ log n+ 1) time. There are at most log n possible sizes for macro-
characters, so we have to implictly encode log n families of LCPs, one for each macro-character size mˆ. We encode these
O(log n) LCP arrays using bit stealing, where each LCP has O(n/ log2 n) entries and requires O(n/ log n) stolen bits. This
motivates the O(log2 n) length of segments. When we apply mm-search, the cost is given by the O(log n) comparisons of
macro-characters, each requiring O(m/ log n+ 1) time, for a total of O(m+ log n) time.
Theorem 2 (Using [23]). Given a text T and its suffix array SA, we can permute SA so that it takes O(m + log n) time and O(1)
additional memory cells to search for any input pattern P, where n = |T | and m = |P|.
4. Space explorations: succinctness
We started with text T and its suffix array SA in Section 1 and demonstrated its application to pattern searching and text
indexing in Section 2. Then, we introduced the LCP array in Section 3, showing how to obtain the search cost of O(m+ log n)
3 We do not need to physically allocate memory for S.
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Fig. 4. A list of texts and their suffix arrays.
Fig. 5. An example of functionΦ .
using T , SA, and LCP . We then discussed how to drop the explict storage of LCP and still get the optimal search cost. The
purpose of this section is to show that we can also drop T itself, using some combinatorics on suffix arrays, so that we are
left with the suffix permutation in SA and some additional tiny information.
4.1. Combinatorics on suffix array permutations and a lower bound
Consider the simple case of a text of length n = 3, over the binary alphabetΣ = {a, b}. All the |Σ |n = 8 possible texts
and their suffix arrays are reported in Fig. 4. As it can be noted, some permutations – e.g. ⟨2, 1, 3⟩ – do not occur while others
– e.g. ⟨3, 2, 1⟩ – occurmore than once.
Several authors investigated the basic question of which permutations are suffix array permutations [24–31]. They came
out to similar conclusions in characterizing the combinatorial properties of suffix array permutations (Section 1). We follow
mainly the result in [31], using a slightly different notation.
We first need the Φ function, which was introduced in compressed suffix arrays [32]. Simply put, it is a sort of ‘‘suffix
link’’ for suffix array SA that tells us the rank of the next suffix (see Fig. 5):
Φ(i) = k iff SA[k] = SA[i] + 1. (2)
The border condition for (2) when SA[i] = n depends on the usage: it is either Φ(i) = 0 or Φ(i) = k for the integer k such
that SA[k] = 1.
UsingΦ , we can state two necessary and sufficient conditions that guarantee that a permutation stored in an array SA is
actually a suffix array permutation, for every 1 ≤ i ≤ n− 1:
(i) T [SA[i]] < T [SA[i+ 1]], and
(ii) T [SA[i]] = T [SA[i+ 1]] implies thatΦ(i) < Φ(i+ 1).
Condition (i) states that the corresponding suffixes are sorted according to their first symbol. Condition (ii) states that
whenever two such symbols are equal, the order is dictated by their next suffix in T . While it is straightforward to see that
the above two conditions are necessary for a suffix array permutation, it is not trivial to prove that they are also sufficient.
We refer the reader to [31].
The next question is counting how many texts of length n drawn over an alphabet of σ = |Σ | symbols can share the
same suffix array permutation. In our example, we have seen that ⟨3, 2, 1⟩ arises from four texts of length n = 3 over an
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Fig. 6. An injective mapping of texts to suffix arrays.
alphabet of size σ = 2. Define a position i to be a descent if Φ(i) > Φ(i + 1). In our example of Fig. 4, ⟨3, 2, 1⟩ has d = 0
descents sinceΦ(1) = 0,Φ(2) = 1, andΦ(3) = 2. Note that the number d of descents satisfies 0 ≤ d ≤ σ − 1. It is shown
in [31] that
n+σ−d−1
σ−d−1

is the number of texts having the same SA.
It is also shown that the number of distinct permutations that we may have when considering the set of texts of length
n drawn over an alphabet of σ = |Σ | symbols is
σ−1−
d=0
n
d

, (3)
where
 n
d

is the Eulerian number, which represents the number of permutations with d descents [33]. In Fig. 4, we have
3
0

= 1 permutation ⟨3, 2, 1⟩with d = 0 descents, and

3
1

= 4 permutations ⟨1, 2, 3⟩, ⟨3, 1, 2⟩, ⟨1, 3, 2⟩, and ⟨2, 3, 1⟩with
d = 1 descent. Formula (3) gives an immediate information theoretical lower bound, since limn→∞∑σ−1d=0  nd  = σ n [31].
Theorem 3 (Using [31]). The suffix array of an arbitrary string of n symbols drawn from an alphabet of size σ requires at least
log2
∑σ−1
d=0
 n
d
 ∼ n log2 σ bits of storage (when σ is a constant).
The bound in Theorem 3 is to be compared against the n⌈log2 n⌉ bits required by storing the plain permutation in SA, where
σ ≤ n. Interestingly, there are cases for which limn→∞∑σ−1d=0  nd  ≠ σ n when σ is not a constant [31].
4.2. Matching the lower bound
We are now willing to drop the text T , but we need an injective mapping from texts to suffix arrays. Endmarkers help in
this case. Consider our example in Fig. 4, and let us introduce a special symbol #1 such that a < #1 < b. As shown in Fig. 6,
we can map strings of length n into distinct suffix array permutations of length n+ 1.
The transformation is general for a text T over an alphabet Σ = {a1 < a2 < · · · < aσ }. We introduce special
symbols #1, #2, . . . , #σ−1, and obtain a new text T ′ = T#1#2 · · · #σ−1 of length n′ = n + σ − 1 over the alphabet
Σ ′ = {a1 < #1 < a2 < #2 < · · · < #σ−1 < aσ }. Looking at the resulting suffix array SA′ for T ′, we can observe that
first we find the run of suffixes starting with a1, then the suffix starting with #1, followed by the run of suffixes starting with
a2, then the suffix starting with #2, and so on. It is simple at this point to reconstruct T from SA′: assign text positions the
symbols with the above rule. This property was also observed in [28].
We can exploit the above observation without introducing explictly T ′ and SA′. We use a bitvector BV of length nmade
up of σ 1s and n− σ 0s, such that BV [i] = 1 if and only if the suffix in SA[i] starts with a symbol different from the suffix in
SA[i− 1]. We also set BV [1] = 1 as a border condition.
As we show next, we can reconstruct T using alphabet ΣT = {a1 < a2 < · · · < aσ } that denotes the set of distinct
symbols appearing in T . But we go further, using just function Φ and bitvector BV to reconstruct both SA and T . We only
need to know which position j in SA contains the first suffix s1, namely, such that SA[j] = 1. Note that j is the lexicographic
rank of s1 among the suffixes. We then repeat the following steps n times using an integer variable i initialized to 1.
1. Let z be the number of 1s appearing in BV [1, j].
2. Output symbol az ∈ ΣT as T [i].
3. Output SA[j] = i and set i := i+ 1 (for the next suffix si).
4. Compute the lexicographic rank j := Φ(j) for the next suffix.
The correctness of the above algorithm follows from the observation that T [i] = az if and only if Φ(i)(j) is a position in SA
whose corresponding suffix starts with symbol az , whereΦ(i) denotesΦ applied i times.
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Fig. 7. FunctionΦ represented by bitvectors BV z (1 ≤ z ≤ σ ) drawn horizontally. String S is on the bottom.
Exploiting theΦ function, it is possible to store the suffix array permutation in nearly n log σ + o(n log σ) bits [32], and
link it to the Burrows–Wheeler Transform BWT [34].4 We indeed showed that BV and Φ are sufficient to reconstruct T
and SA.
We now discuss how to representΦ with σ bitvectors. As a result, T and SA can be represented by σ + 1 bitvectors. We
already described BV , so we focus on the remaining ones, referring the reader to Fig. 7.
We exploit the condition (ii) described in Section 4.1: whenever the suffixes in SA[i] and SA[i + 1] start with the same
symbol, it isΦ(i) < Φ(i+ 1). This crucially leads us to partition the values ofΦ into σ parts, calledΣ lists, each consisting
of increasing values Φ(i) < Φ(i+ 1) < Φ(i+ 2) < · · ·. At this point, we associate eachΣ list z with a bitvector BV z made
of 1s in positionsΦ(i),Φ(i+ 1),Φ(i+ 2) and so on, and of 0s in the remaining positions.
Now, given BV and BV z (1 ≤ z ≤ σ ), we can obtainΦ(j) as follows.
1. Let z be the number of 1s appearing in BV [1, j].
2. Let c be the position of the rightmost 1 in in BV [1, j].
3. Find the position r of the (j− c + 1)st 1 in BV z .
4. Output r asΦ(j).
We can store the bitvectors BV and BV z (1 ≤ z ≤ σ ) using the succinct data structures known as fully indexable
dictionaries FIDs [35–38], which support the operations needed by the above algorithms for a generic bivector S of m′ bits
with n′ 1s (andm′ − n′ 0s), where b ∈ {0, 1}:
• rankb(S, i) returns the number of occurrences of bit b in S[1, i];• selectb(S, i) returns the position of the ith occurrence of bit b in S.
Since there are
m′
n′

possible choices of n′ 1s out of them′ bits in S, a simple information-theoretic argument shows that
at least B(n′,m′) = ⌈log m′n′ ⌉ bits of space are required, in the worst case, to store S in some compressed format. An FID
[38] supports the above operations in constant time using bits of space:
B(n′,m′)+ o(m′) ∼ n′ log2(m′/n′)+ o(m′). (4)
We store BV and the concatenation of the bitvectors BV z (1 ≤ z ≤ σ ) as FIDs. Applying formula (4) to BV (wherem′ = n
and n′ = σ ) and to the concatenation of the BV z ’s (where m′ = nσ and n′ = n), we obtain a total space of B(σ , n) + o(n)
plus B(n, nσ) + o(nσ), yielding n log σ + o(nσ) bits. While the leading term matches the lower bound in Theorem 3, the
o(nσ) term is much larger, thus invalidating this approach since it might take more bits than the text itself.
We have to take a different route to lower the o(nσ) term, so that the latter becomes o(n log σ). Consider Fig. 7, where
we label each 1 of BV z with the symbol az . Since the 1s in these bitvectors occupy distinct positions, we can ‘‘project’’ them
into a string S, such that S[i] = az if Bz[i] = 1.5
We build a wavelet tree on S [39], so as to reduce the redundancy o(nσ). Each successive dictionary only encodes those
positions not already accounted for previously. The wavelet tree for our example string S is shown in Fig. 8.
4 The reader who is acquainted with the BWT may notice that the algorithm to reconstruct T is similar to the decoding algorithm in BWT. Indeed, the
inverse ofΦ is the LF-mapping employed in BWT.
5 The reader who is acquainted with the BWT may recognize that S is the BWT of T .
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Fig. 8. An example of a wavelet tree.
Specifically, we implicitly associate each left branch with a 0 and each right branch with a 1. Each internal node u is an
FID with the elements in its left subtree stored as 0, and the elements in its right subtree stored as 1. For instance, consider
the right child of the root of the tree in Fig. 8, whose leaves are p and s. The dictionary indicates that two ns appear in S,
and their original position can be reconstructed by an upward traversal to the root. Since there are at most σ dictionaries
(one per symbol), any symbol from the text can be decoded in just O(log σ) time by using a balanced wavelet tree. This
functionality is also sufficient to extend rank and select to any symbol c ∈ Σ . See [39,40] for further discussion of the
wavelet tree.
As a result, the total space to store BV using an FID and the bitvectors BV z (1 ≤ z ≤ σ ) using a wavelet tree of FIDs is
n log2 σ + o(n log2 σ).
Theorem 4 (Using [39,32]). The suffix array of an arbitrary string of n symbols drawn from an alphabet of size σ can be stored
in n log2 σ + o(n log2 σ) bits of storage.
5. Space explorations: compression
At the beginning of the 1990s, searching on compressed data required the files to be decompressed entirely on the fly
(e.g. zgrep). A new trend soon started with the first seminal results showing how to search [41] and index [42,43] directly
on compressed files. As of today, we can store both the text and its index in nearly the same space as that required by
compressing the text alone using bzip or gzip. Space occupancy can be expressed in terms of the empirical high order
entropy of the text. Searching requires decompression of just a tiny part of the compressed format (see the survey in [44]).
A strictly related topic is that of using little space during the construction of the text index (e.g. see [45,46]).
The techniques adopted in the aforementioned topics converged in several ways into the rich fields of compressed text
indexing (e.g. [47,48,32,39,45,44,49]) and succinct data structures (e.g. [50,51]), with some old and new open problems.
Hundreds of papers dealing with compressed text indexing and related topics can be found in Google’s scholar. We refer
the reader to the survey in [44], the book in [52], and to the invited talks in [53,54] for a deeper understanding of the technical
achievements.
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