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Abstract
We discuss a special case of the means defined in [1]. Let C be the
curve in Rn with vector equation αˆ(t) = 〈t, t log t, ..., t( log t)n−1〉. Let
0 < a1 < · · · < an and let Ok be the osculating hyperplane to C at
ak. Then we show that O1, ..., On have a unique point of intersection,
P = (i1, ..., in) ∈ R
n, and in particular, i1 equals the meanM(a1, ..., an) =
(n− 1)!
n∑
j=1
aj
n∏
i=1
i6=j
(lnaj−ln ai)
= the logarithmic mean of Neuman.
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1 Introduction
For n ≥ 3, let C be the curve in Rn with vector equation αˆ(t) = 〈x1(t), ..., xn(t)〉,
let Wj,n(t) =W
(
x′1(t), ..., x
′
j−1(t), x
′
j+1(t), ..., x
′
n(t)
)
=
the Wronskian of x′1(t), ..., x
′
j−1(t), x
′
j+1(t), ..., x
′
n(t), j = 1, ..., n, let xˆ be the
vector 〈x1, ..., xn〉, and let nˆ(t) be the vector 〈W1,n(t),−W2,n(t), ..., (−1)
n+1Wn,n(t)〉.
In [1] we defined the osculating hyperplane, Oa, to C at t = a to be the hy-
perplane in Rn with equation
xˆ · nˆ(a) = αˆ(a) · nˆ(a), assuming that nˆ(a) 6= 0ˆ.
It is not hard to show(see [1]) that Oa has nth order contact with C at t = a.
That is, if Ca(t) = (αˆ(t) − αˆ(a)) · nˆ(a), then C
(j)
a (a) = 0 for j = 0, 1, ..., n− 1.
This generalizes the osculating plane in R3, which has 3rd order contact with
C at a. For example, if αˆ(t) = 〈t, t2, t3, t4〉, then W1,4(t) = W
(
2t, 3t2, 4t3
)
=
48t3,W2,4(t) = W
(
1, 3t2, 4t3
)
= 72t2,W3,4(t) = W
(
1, 2t, 4t3
)
= 48t,W3,4(t) =
W
(
1, 2t, 3t2
)
= 12, and nˆ(t) = 〈48t3,−72t2, 48t,−12〉. The equation of the
osculating hyperplane at t = 1 is 〈x1, x2, x3, x4〉 · nˆ(1) = αˆ(1) · nˆ(1) or 4x1 −
1
26x2 + 4x3 − x4 = 1. C1(t) = 〈t − 1, t
2 − 1, t3 − 1, t4 − 1〉 · 〈48,−72, 48,−12〉 =
−12
(
t4 − 4t3 + 6t2 − 4t+ 1
)
, and it then follows that C1(1) = C
′
1(1) = C
′′
1 (1) =
C′′′1 (1) = 0.
In [1] the author proved the following general result about defining means
using intersections of osculating hyperplanes to curves in Rn.
Theorem 1 Let C be the curve in Rn with vector equation αˆ(t) = 〈x1(t), ..., xn(t)〉, t ∈
I = [a, b], where each xk ∈ C
n−1(I) and is strictly monotone on I.
Let Wj,n(t) = W (x
′
1(t), ..., x
′
j−1(t), x
′
j+1(t), ..., x
′
n(t)) be the Wronskian of
x′1(t), ..., x
′
j−1(t), x
′
j+1(t), ..., x
′
n(t). Assume that every subset of {W1,n, ...,Wn,n}
is an extended complete Chebyshev system on I. Let a = a1 < · · · < an = b be
n given points in I, and let Ok be the osculating hyperplane to C at ak. Then
(1) O1, ..., On have a unique point of intersection, P , in R
n, and
(2) If P = (i1, ..., in), then a1 < x
−1
k (ik) < an for k = 1, 2, ..., n
By Theorem 1, one can define n symmetric means in a1, ..., an as follows:
Mk (a1, ..., an) = x
−1
k (ik) , k = 1, ..., n. In particular, we showed in [1] that if
xk(t) = t
k, k = 1, ..., n−2, xn−1(t) = log t, and xn(t) =
1
t
, thenMn(a1, ..., an) =
P (a1, ..., an), where P is the logarithmic mean in n variables defined by Pittenger
[5]. At the end of [1] we stated that perhaps another interesting generalization
of the logarithmic mean to n variables would be M1(a1, ..., an), where xk(t) =
t( log t)
k−1
, k = 1, ..., n. We never pursued that, but the point of this paper is to
prove that M1(a1, ..., an) equals the following logarithmic mean in n variables
defined by Neuman [4]: LN(a1, ..., an) = (n− 1)!
n∑
j=1
aj
n∏
i=1
i6=j
(lnaj−ln ai)
. That is, we
show that Neuman’s logarithmic mean equals the x coordinate of the intersec-
tion of the osculating hyperplanes to the curve αˆ(t) = 〈t, t log t, ..., t( log t)
n−1
〉.
LN was also defined in a different way(and unknowingly) by Xiao and Zhang
[7]. Mustonen [3] gives a good summary of these connections and other gener-
alizations. See also the paper by Merikoski [2]. The methods used in this paper
are decidedly different than those in the papers just cited. We now state our
main result.
Theorem 2 For n ≥ 3, let C be the curve in Rn with vector equation αˆ(t) =
〈t, t log t, ..., t( log t)
n−1
〉. Let 0 < a1 < · · · < an and let Ok be the osculating
hyperplane to C at ak. Then O1, ..., On have a unique point of intersection,
P = (i1, ..., in) ∈ R
n, and
M1(a1, ..., an) = (n− 1)!
n∑
j=1
aj
n∏
i=1
i6=j
(ln aj−lnai)
. (1)
Note that for n = 2, the x coordinate of the point of intersection of the tan-
gent lines to the curve αˆ(t) = 〈t, t log t〉 is the well known logarithmic mean
3L(a, b) = b−aln b−ln a in two variables. So in a certain sense the logarithmic mean
LN(a1, ..., an) above is a natural generalization of the logarithmic mean in two
variables since it involves intersections of osculating hyperplanes to a curve in
Rn whose first two components are t and t log t, and where the remaining com-
ponents follow the “natural pattern” of the first two components.
Remark 1 Using the curve from Theorem 2 and Theorem 1, one also obtains
means Mk(a1, ..., an) = x
−1
k (ik), k = 2, ..., n. Of course those means involve the
inverse of the function y = t( log t)k, k ≥ 2, which is not an elementary function.
2 Preliminary Material
If f1, .., fn are n given functions of t, then we let
W (f1, .., fn)(t) =
∣∣∣∣∣∣∣∣∣
f1(t) f2(t) · · · fn(t)
f ′1(t) f
′
2(t) · · · f
′
n(t)
...
... · · ·
...
f
(n−1)
1 (t) f
(n−1)
2 (t) · · · f
(n−1)
n (t)
∣∣∣∣∣∣∣∣∣
denote the Wronskian determinant. Throughout the rest of the paper, we define
xk(t) = t( log t)
k−1, k = 1, ..., n. (2)
Wk,n(t) = W (x
′
1(t), ..., x
′
k−1(t), x
′
k+1(t), ..., x
′
n(t)),k = 1, ..., n.
Lemma 1 For r ≥ 2
x
(r)
k+1(t) = k
r−1∑
j=1
(−1)j+1(j − 1)!
(
r − 2
j − 1
)
tj
x
(r−j)
k (t). (3)
Proof. We use induction in r. So suppose that (3) holds for some positive
integer r ≥ 2.
x
(r+1)
k+1 (t) =
d
dt
x
(r)
k+1(t) = k
d
dt
r−1∑
j=1
(−1)j+1(j−1)!
(
r−2
j−1
)
tj x
(r−j)
k (t) =
k
r−1∑
j=1
(−1)j+1(j − 1)!
(
r−2
j−1
) d
dt
(t−jx
(r−j)
k (t)) =
k
r−1∑
j=1
(−1)j+1(j − 1)!
(
r−2
j−1
)
(t−jx
(r−j+1)
k (t)− jt
−j−1x
(r−j)
k (t)) =
k
r−1∑
j=1
(−1)j+1(j−1)!
(
r−2
j−1
)
tj x
(r+1−j)
k (t)− k
r−1∑
j=1
(−1)j+1j!
(
r−2
j−1
)
tj+1 x
(r−j)
k (t) =
k
r−1∑
j=1
(−1)j+1(j−1)!
(
r−2
j−1
)
tj x
(r+1−j)
k (t)− k
r∑
l=2
(−1)l(l−1)!
(
r−2
l−2
)
tl
x
(r+1−l)
k (t) =
4k
r−1∑
j=1
(−1)j+1(j−1)!
(
r−2
j−1
)
tj x
(r+1−j)
k (t) + k
r∑
j=2
(−1)j+1(j−1)!
(
r−2
j−2
)
tj x
(r+1−j)
k (t).
Using the identity
(
r−2
j−1
)
+
(
r−2
j−2
)
=
(
r−1
j−1
)
, we have
(j − 1)!
(
r−2
j−1
)
+ (j − 1)!
(
r−2
j−2
)
= (j − 1)!
(
r−1
j−1
)
,
which implies that
k
r−1∑
j=1
(−1)j+1(j−1)!
(
r−2
j−1
)
tj x
(r+1−j)
k (t) + k
r∑
j=2
(−1)j+1(j−1)!
(
r−2
j−2
)
tj x
(r+1−j)
k (t) =
k
r−1∑
j=2
(−1)j+1(j−1)!
(
r−1
j−1
)
tj x
(r+1−j)
k (t) +
k
t
x
(r)
k (t) +
k
tr
(−1)r+1(r − 1)!x
(1)
k (t) =
k
r∑
j=1
(−1)j+1(j − 1)!
(
r−1
j−1
)
tj
x
(r+1−j)
k (t).
To start the induction, x′k+1(t) =
k
t
xk(t) +
1
t
xk+1(t), which implies that
x′′k+1(t) =
k
t
x′k(t) −
k
t2
xk(t) +
1
t
x′k+1(t) −
1
t2
xk+1(t) =
k
t
x′k(t) −
k
t2
xk(t) +
1
t
(
k
t
xk(t) +
1
t
xk+1(t)
)
−
1
t2
xk+1(t) =
k
t
x′k(t)−
k
t2
xk(t) +
k
t2
xk(t) +
1
t2
xk+1(t)−
1
t2
xk+1(t) =
k
t
x′k(t), which is (3)
with r = 2.
Notation 1 Let ar,j = (−1)
j+1(j − 1)!
(
r − 2
j − 1
)
. Then Lemma 1 can be
written
x
(r)
k+1(t) = k
r−1∑
j=1
ar,j
tj
x
(r−j)
k (t). (4)
Lemma 2 For k ≥ 2, x
(r)
k (1) = 0 for any r ≤ k− 2, and for r ≥ 2, x
(r−1)
r (1) =
(r − 1)!
Proof. For the first part, we use induction in k. So assume that x
(l)
k (1) = 0 for
l ≤ k − 2. By (4), x
(r)
k+1(1) = k
r−1∑
j=1
ar,jx
(r−j)
k (1). Suppose that r ≤ k − 1. Then
r − j ≤ k − j − 1 ≤ k − 2, which implies that x
(r−j)
k (1) = 0; Thus x
(r)
k+1(1) = 0
whenever r ≤ (k+1)−2. To start the induction, consider x′k(t) = ( log t)
k−2
(k−
1 + log t) ⇒ x′k(1) = 0 for k ≥ 3. x
′′
k+1(t) =
k
t
x′k(t) for k ≥ 1 ⇒ x
′′
k(1) = 0 for
k ≥ 4.
5For the second part, we use induction in r. So assume that x
(r−1)
r (1) = (r−
1)!. By (4), x
(r)
r+1(1) = r
r−1∑
j=1
ar,jx
(r−j)
r (1) = r
(
ar,1x
(r−1)
r (1) +
r−1∑
j=2
ar,jx
(r−j)
r (1)
)
=
r(r− 1)! since x
(r−j)
r (1) = 0 for j ≥ 2 by the first part of Lemma 2 just proven.
Thus x
(r)
r+1(1) = r!. To start the induction, x
′
2(1) = 1 = 1!
Lemma 3
n∑
k=1
(−1)k−1
(n+ 1− k)!(k − 1)!
=
(−1)n+1
n!
Proof. Follows immediately from the binomial expansion of 1+x with x = −1
and we omit the details.
Lemma 4
n∑
k=1

(−1)k−1 1
(k − 1)!

n−k∑
j=0
xn−1−j
(n− k − j)!



 = 1 and
n∑
k=2

(−1)k−1 1
(k − 2)!
n−k∑
j=0
xn−j−2
(n− k − j)!

 = −1
Proof. Let dn =
n∑
k=1

(−1)k−1 1(k−1)!
n−k∑
j=0
xn−1−j
(n−k−j)!

. Using induction in n, we
assume that dn = 1.
dn+1 =
n+1∑
k=1

(−1)k−1 1(k−1)!

n+1−k∑
j=0
xn−j
(n+1−k−j)!



 =
(−1)n
1
n!
xn +
n∑
k=1

(−1)k−1 1(k−1)!

n+1−k∑
j=0
xn−j
(n+1−k−j)!



 =
(−1)n
1
n!
xn +
n∑
k=1

(−1)k−1 1(k−1)!

 xn
(n+1−k)! +
n+1−k∑
j=1
xn−j
(n+1−k−j)!



 =
(−1)n
1
n!
xn + xn
n∑
k=1
(−1)k−1
(n+1−k)!(k−1)! +
n∑
k=1

(−1)k−1 1(k−1)!
n−k∑
j=0
xn−1−j
(n−k−j)!

 =
(−1)n
1
n!
xn + xn
n∑
k=1
(−1)k−1
(n+1−k)!(k−1)! + 1 = (−1)
n 1
n!
xn + xn
(−1)n+1
n!
+ 1(by
Lemma 3) = 1.
Since d1 = 1, that completes the proof of the first part of Lemma 4. The
proof of the second part of Lemma 4 is similar and we omit it. The second
part of Lemma 4 also follows from the first part after some manipulations and
Lemma 3.
Before proving one of our main results, we introduce the functions vk,n below.
6Lemma 5 For 1 ≤ k ≤ n and n ≥ 3, let
vk,n(t) =
n−1∏
r=0
r!
(k − 1)!
1
t(n−2)(n−1)/2
n−k∑
j=0
(ln t)
n−k−j
(n− k − j)!
, t > 0.
Then
vk+1,n+1(t) =
n!
k
1
tn−1
vk,n(t)
v1,n+1(t) =
(
n−1∏
r=0
r!
)
(ln t)
n
tn(n−1)/2
+
n!
tn−1
v1,n(t).
Proof. vk+1,n+1(t) =
n−1∏
r=0
r!
k!
(ln t)n−k−j
tn(n−1)/2
n−k∑
j=0
1
(n−k−j)! =
n−1∏
r=0
r!
k!
(ln t)
n−k−j
t(n−1)(n−2)/2tn−1
n−k∑
j=0
1
(n−k−j)! =
n!
k
1
tn−1
n−1∏
r=0
r!
(k−1)!
1
t(n−2)(n−1)/2
n−k∑
j=0
(ln t)n−k−j
(n−k−j)! =
n!
k
1
tn−1 vk,n(t).
v1,n(t) =
(
n−1∏
r=0
r!
)
1
t(n−2)(n−1)/2
n−1∑
j=0
(ln t)n−1−j
(n−1−j)! ⇒ v1,n+1(t) =(
n∏
r=0
r!
)
1
tn(n−1)/2
n∑
j=0
(ln t)n−j
(n−j)! =
(
n∏
r=0
r!
)
1
tn(n−1)/2

 (ln t)n
n! +
n∑
j=1
(ln t)
n−j
(n− j)!

 =
(
n∏
r=0
r!
)
(ln t)n
tn(n−1)/2

 1
n! +
n−1∑
j=0
(ln t)n−1−j
(n−1−j)!

 =
(
n−1∏
r=0
r!
)
(ln t)
n
tn(n−1)/2
+
(
n∏
r=0
r!
)
1
tn(n−1)/2
n−1∑
j=0
(ln t)n−1−j
(n−1−j)! =
(
n−1∏
r=0
r!
)
(ln t)n
tn(n−1)/2
+
(
n−1∏
r=0
r!
)
n!
tn−1
1
t(n−2)(n−1)/2
n−1∑
j=0
(ln t)n−1−j
(n−1−j)! =(
n−1∏
r=0
r!
)
(ln t)n
tn(n−1)/2
+ n!tn−1 v1,n(t).
Proposition 1 Let vk,n(t) be the functions from Lemma 5, and define the vec-
tor functions
7αˆ(t) = 〈x1(t), ..., xn(t)〉
vˆn(t) = 〈v1,n(t),−v2,n(t), ..., (−1)
n−1vn,n(t)〉.
Then
αˆ(t) · vˆn(t) =
n−1∏
r=0
r!
tn(n−3)/2
αˆ(j)(t) · vˆn(t) = 0 for j = 1, ..., n− 1.
Remark 2 αˆ depends on n as does vˆn, but we suppress this dependence in our
notation for convenience.
Proof. Case 1: j = 0
~α(t) · vˆn(t) =
n∑
k=1
(−1)k−1xk(t)vk,n(t) =
n∑
k=1
(−1)k−1t( ln t)k−1vk,n(t) =
(
n−1∏
r=0
r!
)
t
t(n−2)(n−1)/2
n∑
k=1

(−1)k−1 1(k−1)!

n−k∑
j=0
(ln t)n−1−j
(n−k−j)!



 =
n−1∏
r=0
r!
tn(n−3)/2
by Lemma 4 with x = ln t.
Case 2: j = 1
xk(t) = t( log t)
k−1
⇒ x′k(t) = t(k − 1)( ln t)
k−2 1
t
+ ( ln t)
k−1
⇒
x′k(t) = ( ln t)
k−2
(k − 1 + ln t).
Note that if k = 1, x′k(t) = 1 for all t, including t = 1.
αˆ′(t)·vˆ(t) =
n∑
k=1
(−1)k−1x′k(t)vk,n(t) =
n∑
k=1
(−1)k−1( ln t)k−2(k−1+ln t)vk,n(t) =
n−1∏
r=0
r!
t(n−2)(n−1)/2
n∑
k=1

(−1)k−1 1
(k − 1)!
(k − 1 + ln t)

n−k∑
j=0
(ln t)
n−j−2
(n− k − j)!



 =
n−1∏
r=0
r!
t(n−2)(n−1)/2
× (
n∑
k=2

(−1)k−1 1(k−2)!
n−k∑
j=0
(ln t)n−j−2
(n−k−j)!

+
n∑
k=1

(−1)k−1 1(k−1)!
n−k∑
j=0
(ln t)n−j−1
(n−k−j)!

 ) = 0
by Lemma 4 with x = ln t.
Case 3: 2 ≤ j ≤ n(note that j is fixed here)
8We use induction in n. So assume that αˆ(l)(t)·vˆn(t) =
n∑
k=1
(−1)k−1x
(l)
k (t)vk,n(t) =
0 for all l = 1, ..., n− 1. We have to show that αˆ(j)(t) · vˆn+1(t) = 0.
Now αˆ(j)(t)·vˆn+1(t) =
n+1∑
k=1
(−1)k−1x
(j)
k (t)vk,n+1(t) =
n∑
k=0
(−1)kx
(j)
k+1(t)vk+1,n+1(t) =
x
(j)
1 (t)v1,n+1(t) +
n∑
k=1
(−1)kx
(j)
k+1(t)vk+1,n+1(t). Since x
(j)
1 (t) = 0 for j ≥ 2, we
have
αˆ(j)(t) · vˆn+1(t) = (5)
n∑
k=1
(−1)kx
(j)
k+1(t)vk+1,n+1(t).
By Lemma 5, for j ≥ 2, x
(j)
k+1(t)vk+1,n+1(t) = k
(
j−1∑
i=1
ai,j
tj x
(j−i)
k (t)
)
n!
k
1
tn−1
vk,n(t) =
n!
tn−1
(
j−1∑
i=1
ai,j
tj x
(j−i)
k (t)
)
vk,n(t).
Then
n∑
k=1
(−1)kx
(j)
k+1(t)vk+1,n+1(t) =
n!
tn−1
n∑
k=1
(−1)k
(
j−1∑
i=1
ai,j
tj x
(j−i)
k (t)
)
vk,n(t) =
n!
tn−1
n∑
k=1
(−1)k
(
j−1∑
i=1
ai,j
tj x
(j−i)
k (t)vk,n(t)
)
=
n!
tn−1
j−1∑
i=1
[
ai,j
tj
(
n∑
k=1
(−1)kx
(j−i)
k (t)vk,n(t)
)]
=
n!
tn−1
j−1∑
i=1
ai,j
tj
(
n∑
k=1
(−1)kx
(j−i)
k (t)vk,n(t)
)
=
−
n!
tn−1
j−1∑
i=1
ai,j
tj
(
n∑
k=1
(−1)k−1x
(j−i)
k (t)vk,n(t)
)
=
−
n!
tn−1
j−1∑
i=1
ai,j
tj
(
n∑
k=1
(−1)k−1x
(j−i)
k (t)vk,n(t)
)
.
Since j− i ≤ n−1 for i ≥ 1,
n∑
k=1
(−1)k−1x
(j−i)
k (t)vk,n(t) = 0 by the inductive
hypothesis.
Thus αˆ(j)(t) · vˆn+1(t) = 0. To start the induction, for n = 1 we have
αˆ(t) = 〈t〉 ⇒ αˆ(j)(t) = 0⇒ αˆ(j)(t) · vˆ1(t) = 0 for j ≥ 2.
Remark 3 Proposition 1 could perhaps also be proven using properties of hy-
pergeometric functions.
3 Useful Determinants
Lemma 6 For n ≥ 3, W (x1, ..., xn)(t) =
n−1∏
r=0
r!
tn(n−3)/2
, t > 0, where W denotes
the Wronskian.
9Proof. It is easy to show that the n functions
{
t( log t)k−1
}
k=1,...,n
satisfy the
following nth order Euler DE:
tn
dny
dtn
+
n2 − 3n
2
tn−1
dn−1y
dtn−1
+ · · ·+ an−1t
dy
dy
+ any = 0.
By Abel’s Identity applied to the interval (0,∞), W (x1, ..., xn)(t) =
Cn exp

− ∫
n2 − 3n
2
tn−1
tn
dt

 = Cn exp
(
−
n2 − 3n
2
∫
dt
t
)
=
Cn
t(n2−3n)/2
.
We shall let t = 1 to obtain the precise value Cn =
n−1∏
r=0
r!. W (x1, ..., xn)(t) =∣∣∣∣∣∣∣∣∣∣∣
x1(t) x2(t) · · · xn(t)
x′1(t) x
′
2(t) · · · x
′
n(t)
x′′1 (t) x
′′
2 (t) · · · x
′′
n(t)
...
... · · ·
...
x
(n−1)
1 (t) x
(n−1)
2 (t) · · · x
(n−1)
n (t)
∣∣∣∣∣∣∣∣∣∣∣
=
∣∣∣∣∣∣∣∣∣∣∣
t x2(t) · · · xn(t)
1 x′2(t) · · · x
′
n(t)
0 x′′2 (t) · · · x
′′
n(t)
...
... · · ·
...
0 x
(n−1)
2 (t) · · · x
(n−1)
n (t)
∣∣∣∣∣∣∣∣∣∣∣
⇒
W (x1, ..., xn)(1) =
∣∣∣∣∣∣∣∣∣∣∣
1 0 · · · 0
1 x′2(1) · · · x
′
n(1)
0 x′′2 (1) · · · x
′′
n(1)
...
... · · ·
...
0 x
(n−1)
2 (1) · · · x
(n−1)
n (1)
∣∣∣∣∣∣∣∣∣∣∣
=
∣∣∣∣∣∣∣∣∣
x′2(1) · · · x
′
n(1)
x′′2 (1) · · · x
′′
n(1)
... · · ·
...
x
(n−1)
2 (1) · · · x
(n−1)
n (1)
∣∣∣∣∣∣∣∣∣
. The diagonal entries are x
(r)
r+1(1), r = 1, ..., n−
1 and for row i we have
[
x
(i)
2 (1) · · · x
(i)
n (1)
]
.
By Lemma 2, the entries in row i, column j, j ≥ i+2, are each 0. That shows
that the matrix


x′2(1) · · · x
′
n(1)
x′′2 (1) · · · x
′′
n(1)
... · · ·
...
x
(n−1)
2 (1) · · · x
(n−1)
n (1)

 is upper triangular, which im-
plies that
∣∣∣∣∣∣∣∣∣
x′2(1) · · · x
′
n(1)
x′′2 (1) · · · x
′′
n(1)
... · · ·
...
x
(n−1)
2 (1) · · · x
(n−1)
n (1)
∣∣∣∣∣∣∣∣∣
=
n−1∏
r=1
x
(r)
r+1(1) =
n−1∏
r=0
r! by Lemma 2.
Remark 4 One could also prove Lemma 6 by instead finding a formula for the
Wronskian of
{
( log t)
k−1
}n
k=1
and using well known properties of Wronskians.
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That would be easier if one did not already have the recursion for x
(r)
k+1(t). Since
we use that recursion elsewhere, it was easier to then prove Lemmas 2 first.
Our next result shows that the WronskiansWk,n are in fact identically equal
to the functions vk,n from Lemma 5.
Proposition 2 For 1 ≤ k ≤ n and n ≥ 3,
Wk,n(t) =
n−1∏
r=0
r!
(k − 1)!
1
t(n−2)(n−1)/2
n−k∑
j=0
(ln t)
n−k−j
(n− k − j)!
, t > 0.
Proof. Consider the following system of linear equations in the unknown func-
tions u1(t), ..., un(t), where kn(t) =
n−1∏
r=0
r!
tn(n−3)/2
:
x1(t)u1(t) + · · ·xn(t)un(t) = kn(t)
x′1(t)u1(t) + · · ·x
′
n(t)un(t) = 0
...
x
(n−1)
1 (t)u1(t) + · · ·x
(n−1
n (t)un(t) = 0.
The coefficent matrix of this linear system has determinant W (x1, ..., xn)(t),
which is nonzero by Lemma 6. By Cramer’s Rule, the unique solution is given
by
xj(t) =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
x1(t) · · · xj−1(t) kn(t) xj+1(t) · · · xn(t)
x′1(t) · · · x
′
j−1(t) 0 x
′
j+1(t) · · · x
′
n(t)
x′′1 (t) · · · x
′′
j−1(t) 0 x
′′
j+1(t) · · · x
′′
n(t)
... · · ·
...
...
... · · ·
...
x
(n−1)
1 (t) · · · x
(n−1)
j−1 (t) 0 x
(n−1)
j+1 (t) · · · x
(n−1)
n (t)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
W (x1,...,xn)(t)
j = 1, ..., n.
Expand about column j to obtain xj(t) = kn(t)
(−1)j+1Wj,n(t)
W (x1,...,xn)(t)
= (−1)j+1Wj,n(t).
By Proposition 1, xj(t) = (−1)
j+1vj,n(t) also satisfies (7). By uniqueness,
Wj,n(t) = vj,n(t), j = 1, ..., n.
Remark 5 It follows immediately from Proposition 2, that the Wk,n also satisfy
the following recursion from Lemma 5 for n ≥ 2:
Wk+1,n+1(t) =
n!
k
1
tn−1
Wk,n(t), k ≥ 1 (6)
W1,n+1(t) =
(
n−1∏
r=0
r!
)
(ln t)n
tn(n−1)/2
+
n!
tn−1
W1,n(t). (7)
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(6) can also be proven using the determinant definition of the Wk,n along with
standard properties of determinants. However, we found it difficult to prove (7)
this way–hence the introduction of the vk,n functions.
Lemma 7 For n ≥ 3,
n∑
k=1
[
(−1)k+1bn−1k
∏
1≤i<j≤n; i,j 6=k
(bj − bi)
]
= (−1)n−1
∏
1≤i<j≤n
(bj − bi).
Proof. It is well known that the Vandermonde determinant∣∣∣∣∣∣∣∣∣∣∣
1 1 · · · 1
b1 b2 · · · bn
...
...
...
...
bn−21 b
n−2
2 · · · b
n−2
n
bn−11 b
n−1
2 · · · b
n−1
n
∣∣∣∣∣∣∣∣∣∣∣
=
∏
1≤i<j≤n
(bj − bi), which implies that
∣∣∣∣∣∣∣∣∣∣∣
bn−11 b
n−1
2 · · · b
n−1
n
bn−21 b
n−2
2 · · · b
n−2
n
...
...
...
...
b1 b2 · · · bn
1 1 · · · 1
∣∣∣∣∣∣∣∣∣∣∣
= (−1)n(n−1)/2
∏
1≤i<j≤n
(bj − bi). By expanding
∣∣∣∣∣∣∣∣∣∣∣
bn−11 b
n−1
2 · · · b
n−1
n
bn−21 b
n−2
2 · · · b
n−2
n
...
...
...
...
b1 b2 · · · bn
1 1 · · · 1
∣∣∣∣∣∣∣∣∣∣∣
along the first row and using induction, one has
(−1)(n−1)(n−2)/2
n∑
k=1
[
(−1)k+1bn−1k
∏
1≤i<j≤n; i,j 6=k
(bj − bi)
]
=
(−1)n(n−1)/2
∏
1≤i<j≤n
(bj − bi) and the lemma follows immediately.
Proposition 3 For n ≥ 3,
∣∣∣∣∣∣∣∣∣
W1,n(a1) −W2,n(a1) · · · (−1)
n+1Wn,n(a1)
W1,n(a2) −W2,n(a2) · · · (−1)
n+1Wn,n(a2)
...
...
...
...
W1,n(an) −W2,n(an) · · · (−1)
n+1Wn,n(an)
∣∣∣∣∣∣∣∣∣
=
(
n−1∏
r=0
r!
)n−2 ∏
1≤i<j≤n
(ln aj − ln ai)
n∏
j=1
a
(n−1)(n−2)/2
j
.
Proof. We use induction. So assume that∣∣∣∣∣∣∣∣∣
W1,n−1(a1) −W 2,n−1(a1) · · · (−1)
nWn−1,n−1(a1)
W1,n−1(a2) −W 2,n−1(a2) · · · (−1)
n
Wn−1,n−1(a2)
...
...
...
...
W1,n−1(an−1) −W 2,n−1(an−1) · · · (−1)
n
Wn−1,n−1(an−1)
∣∣∣∣∣∣∣∣∣
=
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(
n−2∏
r=0
r!
)n−3 ∏
1≤i<j≤n−1
(ln aj−ln ai)
n−1∏
j=1
a
(n−2)(n−3)/2
j
for any 0 < a1 < a2 < · · · < an−1. Using
(6) we have
∣∣∣∣∣∣∣∣∣
W1,n(a1) −W 2,n(a1) · · · (−1)
n+1
Wn,n(a1)
W1,n(a2) −W 2,n(a2) · · · (−1)
n+1
Wn,n(a2)
...
...
...
...
W1,n(an) −W 2,n(an) · · · (−1)
n+1
Wn,n(an)
∣∣∣∣∣∣∣∣∣
=
((n− 1)!)n−1 ×∣∣∣∣∣∣∣∣∣∣∣∣
W1,n(a1) −
W1,n−1(a1)
an−21
· · ·
(−1)kWk,n−1(a1)
kan−21
· · ·
(−1)n+1Wn−1,n−1(a1)
(n−1)an−21
W1,n(a2) −
W1,n−1(a2)
an−22
· · ·
(−1)kWk,n−1(a2)
kan−22
· · ·
(−1)n+1Wn−1,n−1(a2)
(n−1)an−22
...
...
...
...
...
...
W1,n(an) −
W1,n−1(an)
an−2n
· · ·
(−1)kWk,n−1(an)
kan−2n
· · ·
(−1)n+1Wn−1,n−1(an)
(n−1)an−2n
∣∣∣∣∣∣∣∣∣∣∣∣
.
Using (7) yields
((n− 1)!)n−1 ×∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
(
n−2∏
r=0
r!
)
(ln a1)
n−1
a
(n−1)(n−2)/2
1
+
(n−1)!W1,n−1(a1)
an−21
−
W1,n−1(a1)
an−21
· · ·
(−1)n+1Wn−1,n−1(a1)
(n−1)an−21(
n−2∏
r=0
r!
)
(ln a2)
n−1
a
(n−1)(n−2)/2
2
+
(n−1)!W1,n−1(a2)
an−22
−
W1,n−1(a2)
an−22
· · ·
(−1)n+1Wn−1,n−1(a2)
(n−1)an−22
...
...
...
...(
n−2∏
r=0
r!
)
(lnan)
n−1
a
(n−1)(n−2)/2
n
+
(n−1)!W1,n−1(an)
an−2n
−
W1,n−1(an)
an−2n
· · ·
(−1)n+1Wn−1,n−1(an)
(n−1)an−2n
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
.
By adding (n− 1)! × Col. 2 to Col.1 we have
((n− 1)!)n−1 ×∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
(
n−2∏
r=0
r!
)
(ln a1)
n−1
a
(n−1)(n−2)/2
1
−
W1,n−1(a1)
an−21
· · ·
(−1)kWk,n−1(a1)
kan−21
· · ·
(−1)n+1Wn−1,n−1(a1)
(n−1)an−21(
n−2∏
r=0
r!
)
(ln a2)
n−1
a
(n−1)(n−2)/2
2
−
W1,n−1(a2)
an−22
· · ·
(−1)kWk,n−1(a2)
kan−22
· · ·
(−1)n+1Wn−1,n−1(a2)
(n−1)an−22
...
...
...
...
...
...(
n−2∏
r=0
r!
)
(lnan)
n−1
a
(n−1)(n−2)/2
n
−
W1,n−1(an)
an−2n
· · ·
(−1)kWk,n−1(an)
kan−2n
· · ·
(−1)n+1Wn−1,n−1(an)
(n−1)an−2n
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
.
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Factoring out
n−2∏
r=0
r! from Col. 1, factoring out 1k from Column k + 1, k =
1, .., n− 1, and factoring out 1
an−2j
from row j, j = 1, ..., n, yields
((n−1)!)n−2


n−2∏
r=0
r!


n∏
j=1
an−2j
×
∣∣∣∣∣∣∣∣∣∣∣∣
(ln a1)
n−1
a
(n−2)(n−3)/2
1
−W 1,n−1(a1) · · · (−1)
kWk,n−1(a1) · · · (−1)
n+1Wn−1,n−1(a1)
(ln a2)
n−1
a
(n−2)(n−3)/2
2
−W 1,n−1(a2) · · · (−1)
k
Wk,n−1(a2) · · · (−1)
n+1
Wn−1,n−1(a2)
...
...
...
...
...
...
(ln an)
n−1
a
(n−2)(n−3)/2
n
−W 1,n−1(an) · · · (−1)
k
Wk,n−1(an) · · · (−1)
n+1
Wn−1,n−1(an)
∣∣∣∣∣∣∣∣∣∣∣∣
.
By expanding about Col. 1 we obtain
((n−1)!)n−2


n−2∏
r=0
r!


n∏
j=1
an−2j
×


(ln a1)
n−1
a
(n−2)(n−3)/2
1
∣∣∣∣∣∣∣
−W 1,n−1(a2) · · · (−1)
n+1Wn−1,n−1(a2)
...
...
...
−W 1,n−1(an) · · · (−1)
n+1
Wn−1,n−1(an)
∣∣∣∣∣∣∣−
(ln a2)
n−1
a
(n−2)(n−3)/2
2
∣∣∣∣∣∣∣∣∣
−W 1,n−1(a1) · · · (−1)
n+1
Wn−1,n−1(a1)
−W 1,n−1(a3) · · · (−1)
n+1
Wn−1,n−1(a3)
...
...
...
−W 1,n−1(an) · · · (−1)
n+1
Wn−1,n−1(an)
∣∣∣∣∣∣∣∣∣
+ · · ·+
(−1)n+1 (ln an)
n−1
a
(n−2)(n−3)/2
n
∣∣∣∣∣∣∣
−W 1,n−1(a1) · · · (−1)
n+1
Wn−1,n−1(a1)
...
...
...
−W 1,n−1(an−1) · · · (−1)
n+1Wn−1,n−1(an−1)
∣∣∣∣∣∣∣


.
Factoring out −1 from each column of each determinant and using the induction
hypothesis gives
(−1)n−1
((n−1)!)n−2


n−2∏
r=0
r!


n∏
j=1
an−2j
×


(
n−2∏
r=0
r!
)n−3
(ln a1)
n−1
a
(n−2)(n−3)/2
1
∏
2≤i<j≤n
(ln aj−ln ai)
n∏
j=2
a
(n−2)(n−3)/2
j
+ · · ·+
(−1)n+1
(
n−2∏
r=0
r!
)n−3
(ln an)
n−1
a
(n−2)(n−3)/2
n
∏
1≤i<j≤n−1
(ln aj−ln ai)
n−1∏
j=1
a
(n−2)(n−3)/2
j


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= (−1)n−1


n−1∏
r=0
r!


n−2
n∏
j=1
a
(n−1)(n−2)/2
j
×
( (ln a1)
n−1 ∏
2≤i<j≤n
(ln aj − ln ai) + · · ·
+(−1)n+1 (ln an)
n−1 ∏
1≤i<j≤n−1
(ln aj − ln ai)).
Applying Lemma 7 to each term of the sum in parentheses yields

n−1∏
r=0
r!


n−2
n∏
j=1
a
(n−1)(n−2)/2
j
∏
1≤i<j≤n
(ln aj−ln ai). For n = 3 we haveW1,3(t) =
ln2 t+2 ln t+2
t ,
W2,3(t) = 2
ln t+1
t , andW3,3(t) =
1
t . Thus
∣∣∣∣∣∣
W1,3(a1) −W 2,3(a1) W3,3(a1)
W1,3(a2) −W 2,3(a2) W3,3(a2)
W1,3(a3) W2,3(a3) W3,3(a3)
∣∣∣∣∣∣ =∣∣∣∣∣∣∣
ln2 a1+2 ln a1+2
a1
−2 lna1+1a1
1
a1
ln2 a2+2 ln a2+2
a2
−2 lna2+1a2
1
a2
ln2 a3+2 ln a3+2
a3
−2 lna3+1a3
1
a3
∣∣∣∣∣∣∣ =
2(ln a3−lna1)(lna3−ln a2)(ln a2−ln a1)
a1a2a3
(after
some simplification), which equals(
n−1∏
r=0
r!
)n−2 ∏
1≤i<j≤n
(ln aj−lnai)
n∏
j=1
a
(n−1)(n−2)/2
j
for n = 3.
Proposition 4 For n ≥ 3, let kn(t) =
n−1∏
r=0
r!
tn(n−3)/2
. Then
∣∣∣∣∣∣∣∣∣
kn(a1) −W2,n(a1) · · · (−1)
n+1Wn,n(a1)
kn(a2) −W2,n(a2) · · · (−1)
n+1Wn,n(a2)
...
...
...
...
kn(an) −W2,n(an) · · · (−1)
n+1Wn,n(an)
∣∣∣∣∣∣∣∣∣
=
(−1)n−1(n− 1)!
(
n−1∏
r=0
r!
)n−2
n∑
i=1

 ∏
1≤j<k≤n
j 6=i,k 6=i
(−1)i+1ai(ln ak − ln aj)


n∏
j=1
a
(n−1)(n−2)/2
j
.
Proof. We again use induction. So assume that∣∣∣∣∣∣∣∣∣
kn−1(a1) −W 2,n−1(a1) · · · (−1)
nWn−1,n−1(a1)
kn−1(a2) −W 2,n−1(a2) · · · (−1)
n
Wn−1,n−1(a2)
...
...
...
...
kn−1(an−1) −W 2,n−1(an−1) · · · (−1)
n
Wn−1,n−1(an−1)
∣∣∣∣∣∣∣∣∣
=
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(−1)n(n− 2)!
(
n−2∏
r=0
r!
)n−3
n−1∑
i=1


∏
1≤j<k≤n−1
j 6=i,k 6=i
(−1)i+1ai(ln ak−ln aj)


n−1∏
m=1
a
(n−2)(n−3)/2
j
for any
0 < a1 < a2 < · · · < an−1. Using (6) we have∣∣∣∣∣∣∣∣∣
kn(a1) −W 2,n(a1) · · · (−1)
n+1
Wn,n(a1)
kn(a2) −W 2,n(a2) · · · (−1)
n+1
Wn,n(a2)
...
...
...
...
kn(an) −W 2,n(an) · · · (−1)
n+1
Wn,n(an)
∣∣∣∣∣∣∣∣∣
=
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
n−1∏
r=0
r!
a
n(n−3)/2
1
−
(n−1)!W1,n−1(a1
an−21
) · · ·
(−1)n+1(n−1)!Wn−1,n−1(a1)
an−21 (n−1)
n−1∏
r=0
r!
a
n(n−3)/2
2
−
(n−1)!W1,n−1(a2)
an−22
· · ·
(−1)n+1(n−1)!Wn−1,n−1(a2)
an−22 (n−1)
...
...
...
...
n−1∏
r=0
r!
a
n(n−3)/2
n
−
(n−1)!W1,n−1(an)
an−2n
· · ·
(−1)n+1(n−1)!Wn−1,n−1(an)
an−2n (n−1)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
.
Factoring out
n−1∏
r=0
r! from Col. 1, factoring out (n−1)!k from Column k+1, k =
1, .., n− 1, and factoring out 1
an−2j
from row j, j = 1, ..., n, we obtain
((n−1)!)n−2
n−1∏
r=0
r!
n∏
j=1
an−2j
∣∣∣∣∣∣∣∣∣∣∣
1
a
(n−1)(n−4)/2
1
−W 1,n−1(a1) · · · (−1)
n+1
Wn−1,n−1(a1)
1
a
(n−1)(n−4)/2
2
−W 1,n−1(a2) · · · (−1)
n+1
Wn−1,n−1(a2)
...
...
...
...
1
a
(n−1)(n−4)/2
n
−W 1,n−1(an) · · · (−1)
n+1
Wn−1,n−1(an)
∣∣∣∣∣∣∣∣∣∣∣
.
Expanding about Col. 1 gives
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((n−1)!)n−2
n−1∏
r=0
r!
n∏
j=1
an−2j
×


1
a
(n−1)(n−4)/2
1
∣∣∣∣∣∣∣
−W 1,n−1(a2) · · · (−1)
n+1Wn−1,n−1(a2)
...
...
...
−W 1,n−1(an) · · · (−1)
n+1
Wn−1,n−1(an)
∣∣∣∣∣∣∣−
1
a
(n−1)(n−4)/2
2
∣∣∣∣∣∣∣∣∣
−W 1,n−1(a1) · · · (−1)
n+1
Wn−1,n−1(a1)
−W 1,n−1(a3) · · · (−1)
n+1
Wn−1,n−1(a3)
...
...
...
−W 1,n−1(an) · · · (−1)
n+1
Wn−1,n−1(an)
∣∣∣∣∣∣∣∣∣
+ · · ·
+(−1)n+1 1
a
(n−1)(n−4)/2
n
∣∣∣∣∣∣∣
−W 1,n−1(a1) · · · (−1)
n+1Wn−1,n−1(a1)
...
...
...
−W 1,n−1(an−1) · · · (−1)
n+1
Wn−1,n−1(an−1)
∣∣∣∣∣∣∣ .


.
Factoring out −1 from each column of each determinant and using Proposi-
tion 3 yields
(−1)n−1
((n−1)!)n−2
n−1∏
r=0
r!
n∏
j=1
an−2j
×


1
a
(n−1)(n−4)/2
1
(
n−2∏
r=0
r!
)n−3 ∏
2≤i<j≤n
(ln aj−ln ai)
n∏
j=2
a
(n−2)(n−3)/2
j
+ · · ·+
(−1)n+1 1
a
(n−1)(n−4)/2
n
(
n−2∏
r=0
r!
)n−3 ∏
1≤i<j≤n−1
(ln aj−ln ai)
n−1∏
j=1
a
(n−2)(n−3)/2
j


=
= (−1)n−1
((n−1)!)n−2


n−1∏
r=0
r!




n−2∏
r=0
r!


n−3
n∏
j=1
an−2j
×

a1
∏
2≤i<j≤n
(lnaj−ln ai)
n∏
j=1
a
(n−2)(n−3)/2
j
+ · · ·+ (−1)n+1
an
∏
1≤i<j≤n−1
(ln aj−lnai)
n∏
j=1
a
(n−2)(n−3)/2
j


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= (−1)n−1(n− 1)!
(
n−1∏
r=0
r!
)n−2
n∑
i=1


∏
1≤j<k≤n
j 6=i,k 6=i
(−1)i+1ai(ln ak−ln aj)


n∏
j=1
a
(n−1)(n−2)/2
j
. For n =
3 we have
∣∣∣∣∣∣
k3(a1) −W 2,3(a1) W3,3(a1)
k3(a2) −W 2,3(a2) W3,3(a2)
k3(a3) W2,3(a3) W3,3(a3)
∣∣∣∣∣∣ =∣∣∣∣∣∣∣
2 −2 lna1+1a1
1
a1
2 −2 lna2+1a2
1
a2
2 −2 lna3+1a3
1
a3
∣∣∣∣∣∣∣ = 4
a1(ln a3−lna2)−a2(ln a3−ln a1)+a3(lna2−lna1)
a1a2a3
(after some
simplification), which equals
(−1)n−1(n−1)!
(
n−1∏
r=0
r!
)n−2
n∑
i=1


∏
1≤j<k≤n
j 6=i,k 6=i
(−1)i+1ai(ln ak−ln aj)


n∏
j=1
a
(n−1)(n−2)/2
j
for n = 3.
4 Proof of Theorem 2
Proof. The equation of the osculating hyperplane, Oa, to C at t = a is
〈x1, ..., xn〉 · nˆ(a) = αˆ(a) · nˆ(a), where αˆ(t) = 〈t, t log t, ..., t( log t)
n−1〉,
nˆ(t) = 〈W1,n(t),−W2,n(t), ..., (−1)
n+1Wn,n(t)〉,Wj,n(t) = the Wronskian of
x′1(t), ..., x
′
j−1(t), x
′
j+1(t), ..., x
′
n(t), j = 1, ..., n. Thus any intersection point of
O1, ..., On must be a solution of the linear system 〈x1, ..., xn〉 · nˆ(aj) = αˆ(aj) ·
nˆ(aj) = 0, j = 1, ..., n, which can be written in the form

W1,n(a1) −W2,n(a1) · · · (−1)
n+1Wn,n(a1)
W1,n(a2) −W2,n(a2) · · · (−1)
n+1Wn,n(a2)
...
...
...
...
W1,n(an) −W2,n(an) · · · (−1)
n+1Wn,n(an)




x1
...
xn

 = (8)


k(a1)
...
k(an)

 ,
where k(t) = αˆ(t) · nˆ(t) = W (x1, ..., xn)(t) =
n−1∏
r=0
r!
tn(n−3)/2
by Lemma 6. (8) has a
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unique solution, x1, ..., xn, by Proposition 3. By Cramer’s Rule,
x1 = ∣∣∣∣∣∣∣∣∣
W1,n(a1) −W 2,n(a1) · · · (−1)
n+1
Wn,n(a1)
W1,n(a2) −W 2,n(a2) · · · (−1)
n+1
Wn,n(a2)
...
...
...
...
W1,n(an) −W 2,n(an) · · · (−1)
n+1
Wn,n(an)
∣∣∣∣∣∣∣∣∣
/
∣∣∣∣∣∣∣∣∣
kn(a1) −W 2(a1) · · · (−1)
n+1
Wn(a1)
kn(a2) −W 2(a2) · · · (−1)
n+1Wn(a2)
...
...
...
...
kn(an) −W 2(an) · · · (−1)
n+1
Wn(an)
∣∣∣∣∣∣∣∣∣
=
(−1)n−1(n−1)!


n−1∏
r=0
r!


n−2
n∑
i=1


∏
1≤j<k≤n
j 6=i,k 6=i
(−1)i+1ai(ln ak−ln aj)


n∏
j=1
a
(n−1)(n−2)/2
j


n−1∏
r=0
r!


n−2
∏
1≤i<j≤n
(lnaj−lnai)
n∏
j=1
a
(n−1)(n−2)/2
j
by Propositions 3
and 4. Simplifying gives
(n−1)!
n∑
i=1


∏
1≤j<k≤n
j 6=i,k 6=i
(−1)n+iai(ln ak−ln aj)

∏
1≤i<j≤n
(lnaj−ln ai)
. By getting a
common denominator in the right hand side of (1), it then follows easily that
the latter expression equals (n− 1)!
n∑
j=1
aj
n∏
i=1
i6=j
(ln aj−ln ai)
.
Remark 6 In [7] the following extension of the Identric mean I(a, b) =
(
aa
bb
)1/(a−b)
/e
to n variables was given:
IZ(a1, ..., an) = exp
[
1
V (a)
n∑
i=1
(−1)n+ian−1i Vi(a) ln ai −m
]
, where V (a1, ..., an) =
n∏
1≤j<i≤n
(ai− aj), Vi(a1, ..., an) =
∣∣∣∣∣∣∣∣∣∣
1 1 ... 1 1 ... 1
a1 a2 ... ai−1 ai+1 ... an
a21 a
2
2 ... a
2
i−1 a
2
i+1 ... a
2
n
... ... ... ... ... ... ...
an−21 a
n−2
2 ... a
n−2
i−1 a
n−2
i+1 ... a
n−2
n
∣∣∣∣∣∣∣∣∣∣
,
and m =
n−1∑
k=1
1
k
. For n = 3, if one lets x1(t) = t, x2(t) = t
2, x3(t) = log t, then
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Mz(a, b, c) = IZ(a, b, c) = U2(a, b, c), where U2 is given in [6]. This probably
holds for all n.
Conjecture 1 If x1(t) = t, x2(t) = t
2, ..., xn−1(t) = t
n−1, xn(t) = log t, then
Mn (a1, ..., an) = IZ(a1, ..., an).
This conjecture is probably somewhat easier to prove than Theorem 2.
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