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of the state space. For particular choices of this face, we obtain, e.g., Lebesgue-
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1. INTRODUCTION
Some of the classical decomposition theorems, originally stated for mea-
sures on Boolean algebras, have been extended to the case of nondis-
tributive structures—orthomodular posets (OMPs)—giving also interesting
applications to functional analysis (think, for example, of the Yosida–Hewitt
decomposition theorem [28] stated by Aarnes in [1] for the case of the
orthomodular lattice of closed subspaces of a Hilbert space). We investi-
gate this topic from a geometrical point of view: we decompose ﬁnitely
additive probability measures (states) deﬁned on an OMP with respect to a
face of its state space (which is a compact convex subset of a locally convex
Hausdorff topological linear space). This approach is sufﬁciently general to
give Lebesgue-type and Yosida–Hewitt decompositions as particular cases.
We also deal with some related questions and prove the validity in general
OMPs of many results which are known to hold in less general structures.
In extending decomposition results from the case of Boolean algebras to
the more general case of OMPs, it is possible to obtain theorems which state
the existence of decomposition, but not its uniqueness [7, 8, 19], and in fact
in these structures uniqueness fails to hold in general (see Examples 3.13
and 4.3). Only in some particular cases the uniqueness is proved; see,
e.g., [27] for the case of valuations, and [2, 3], where it is treated for the case
of functions whose kernel is a p-ideal. Hence it is desirable to have some
conditions which are sufﬁcient for uniqueness. The paper [16] contributed
to the study of the Yosida–Hewitt decomposition by showing that in some
sense the lack of uniqueness is “natural” for measures deﬁned on nondis-
tributive structures. The research of the uniqueness of the Yosida–Hewitt
decomposition was initiated in [21] and generalized in [9].
In this paper we ﬁrst study a general type of decomposition, showing
that it covers the Lebesgue and Yosida–Hewitt decompositions as par-
ticular cases. We then use the concept of ﬁltering states (Deﬁnition 7.1)
for comparing Yosida–Hewitt decomposition with a type of decomposition
introduced by Ru¨ttimann in [21]. The ﬁrst is known to exist for any OMP;
the second does not exist in general, but, if this is the case, then it is
unique. When they coincide (this happens exactly when each state admits
a Ru¨ttimann decomposition), we obtain the existence and uniqueness of
such a decomposition (Theorem 8.1). We then introduce two concepts of
“heredity” in OMPs (Deﬁnitions 8.6 and 9.5), less general than the previ-
ous coincidence, but still strong enough to ensure the uniqueness of Yosida–
Hewitt decomposition (Corollary 9.12). We observe that this can be applied
to the particular case of Boolean algebras. The result is a modiﬁed version
of [9, Theorem 2]—it is stated for OMPs (in this sense it is more general)
and by using faces (in this sense it is less general).
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Examples are important not only to support the reader’s intuition, but
also to show when the uniqueness of decomposition follows from simple
geometric properties of the state space and when it is more involved. We
therefore include several of them, providing answers to natural questions
arising in this context.
The paper is organized as follows: Section 2 contains all the notions used
in the sequel. Section 3 is devoted to the description of D-decomposition
(using faces); the results are applied in Section 4 to the D-decomposition
of states on OMPs. The general case is followed by several particular
cases—Lebesgue decomposition (Section 5) and Yosida–Hewitt decompo-
sition (Section 6). Another decomposition to ﬁltering states and completely
additive states (Ru¨ttimann decomposition) is studied in Section 7; its rela-
tion to the Yosida–Hewitt decomposition is described in Section 8. Section 9
presents an alternative approach—decompositions using weakly ﬁltering
states—and a “graphic” summary of the results (Fig. 4).
2. BASIC NOTIONS
In this section, we present basic notions and results concerning ortho-
modular posets. These are generalizations of Boolean algebras which admit
the phenomenon of noncompatibility: the existence of pairs of elements
which can be observed separately, but non-simultaneously. This makes
orthomodular posets a well-motivated structure for the description of events
of quantum mechanical systems where noncompatibility is a characteristic
feature.
Consider L≤ 0 1 ′, where L is a set, ≤ is a binary relation on L,
0 and 1 are two distinct elements of L and ′ is a function from L to L.
We say that L≤ 0 1 ′ is an orthomodular poset (OMP) if the following
conditions are satisﬁed:
(i) L≤ is a partially ordered set with a least element 0 and a
greatest element 1,
(ii) ′  L→ L is a decreasing function such that p′′ = p and p∧p′ = 0
for all p ∈ L,
(iii) if p q ∈ L with p q orthogonal (i.e., p ≤ q′, in symbols p ⊥ q),
then p ∨ q exists in L,
(iv) if p q ∈ L with p ≤ q, then q = p ∨ p′ ∧ q (orthomodular law).
For brevity we will only use L to denote the OMP L≤ 0 1 ′. If, in
addition, L≤ is a lattice then L is called an orthomodular lattice (OML).
A distributive orthomodular lattice is a Boolean algebra. A very impor-
tant example of a nondistributive orthomodular lattice is the lattice of
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FIG. 1. Hasse diagram of the OML MO2 (Example 2.1).
projections in a Hilbert space or, more generally, in a von Neumann alge-
bra. Numerous examples of (ﬁnite or inﬁnite) OMPs can be found, e.g.,
in [11, 15].
A subset M of L is called orthogonal if its elements are pairwise orthog-
onal. If all orthogonal subsets of L have supremum in L, then L is called
orthocomplete. For M ⊆ L and p ∈ L, we use the notation M ≤ p (resp.
M ⊥ p) to say that each element in M is less than or equal to p (resp.
orthogonal to p).
Example 2.1. The OML MO2 is described by its Hasse diagram in
Fig. 1. Its elements are 0 1 pp′ q q′.
For two OMPs KL, a mapping f :K → L is called a homomorphism if
(1) f 0 = 0,
(2) if p ∈ L, then f p′ = f p′,
(3) if p q ∈ L, p ⊥ q, then f p ∨ q = f p ∨ f q.
If, moreover, f is injective, surjective, and f−1 is also a homomorphism,
then f is called an isomorphism.
The following notion will play an important role in the sequel.
Deﬁnition 2.2. A subset I of an OMP L is called ﬁltering (join dense)
if ∀p ∈ L\0 ∃q ∈ I\0  q ≤ p.
Example 2.3. Let λ be the Lebesgue measure on the algebra L of
Lebesgue measurable subsets of 0 1 and let L˜ be its quotient with respect
to the set  = p ∈ L  λp = 0. For any subset F of L, denote by F˜
the corresponding set in L˜. Note that the set F1 = x  x ∈ 0 1 is ﬁl-
tering in L, while F˜1 is not ﬁltering in L˜ (in fact F˜1 only contains the zero
element of L˜). On the other hand, F2 = q ∈ L  λq = 2−n for some n ∈
 is not ﬁltering in L, while F˜2 is ﬁltering in L˜.
Lemma 2.4. If M is a maximal orthogonal subset of a ﬁltering set F ,
then
∨
M = 1.
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Proof. If p ∈ L is an upper bound of M different from 1, then from the
relation p′ = 0 it follows that F contains a nonzero element q ≤ p′. The
system M ∪ q is orthogonal and strictly greater than M . This contradicts
the maximality of M . Therefore 1 is the only upper bound for M .
Let L be an OMP. For p ∈ L, we denote the interval Lp = x ∈ L  x ≤
p. The interval Lp inherits in a natural way the structure of L in the sense
that if ≤p is the restriction of ≤ to Lp and ′p is deﬁned by x′p = x′ ∧ p,
then the relation ≤p is an order and ′p is an orthocomplementation which
make Lp≤p 0 p ′p an OMP. We understand Lp as an OMP this way.
An interval in an OML is an OML.
The intersection of ﬁltering sets is not ﬁltering in general (in the
structure L˜ described in Example 2.3 the ﬁltering set F˜ , where F = q ∈
L  λq is not rational is disjoint from F˜2). We can obtain a ﬁltering
intersection adding some additional hypothesis.
Proposition 2.5 [6]. Let PQ be ﬁltering subsets of an OMP L and let P
be an order ideal (i.e., q ≤ p ∈ P ⇒ q ∈ P). Then P ∩Q is ﬁltering.
Proof. Let x be a nonzero element in L. There exists p ∈ P ∩ Lx\0.
Since p is nonzero, there exists q ∈ Q ∩ Lp\0. As P is an order ideal,
the element q also belongs to P and it is a nonzero element of Lx.
An element a ∈ L is called an atom if La = 0 a. We say that L is
atomic if, for each nonzero p ∈ L, the interval Lp contains an atom of L.
From the deﬁnition it easily follows that a set which contains a ﬁltering
subset is a ﬁltering set itself. Further, a ﬁltering set contains all atoms of
L. Moreover, for atomic OMPs we have the equivalence: A subset of an
atomic OMP is ﬁltering iff it contains all atoms.
For future use in examples, we shall need the following construction
techniques for OMPs:
Deﬁnition 2.6. Let  = K≤K 0K 1K ′KK∈ be a family of
OMPs. We take the Cartesian product L = ∏K∈ K and we endow it with
the partial ordering ≤L and orthocomplementation ′L deﬁned pointwise;
i.e., for all a b ∈ L, a = aKK∈ , b = bKK∈ , we deﬁne
a ≤L b⇐⇒ ∀K ∈   aK ≤K bK
a = b′L ⇐⇒ ∀K ∈   aK = bK′K
The bounds of L are 0L = 0KK∈ , 1L = 1KK∈ . Then L≤L 0L 1L ′L
is an OMP called the product of the family  . The product of OMLs is
an OML.
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Deﬁnition 2.7. Let  be a family of OMPs. Take the family  of the
copies of each OMP from  and consider them disjoint except that their
least and greatest elements are identiﬁed (and denoted by 0 and 1, respec-
tively). Thus, for each KM ∈ , K =M , we have K ∩M = 0 1. We take
the union L = ⋃ and we endow it with the partial ordering ≤L and ortho-
complementation ′L deﬁned by
a ≤L b⇐⇒ ∃K ∈   a b ∈ K a ≤K b
a = b′L ⇐⇒ ∃K ∈   a b ∈ K a = b′K
Then L≤L 0 1 ′L is an OMP called the horizontal sum of the family  .
The horizontal sum of OMLs is an OML.
Example 2.8. Let A = 0 1 pp′ and B = 0 1 q q′ be two
4-element Boolean algebras. Their horizontal sum is the OML MO2 from
Example 2.1; their product is the 16-element Boolean algebra with four
atoms.
3. GENERAL D-DECOMPOSITION
In the sequel, we shall prove theorems on decompositions of states
(=probability measures) on OMPs. Our problem was to obtain any state
on L as a convex combination of two states which are, in some sense, “far”
from each other. Working on states of an OMP L, we deal with a com-
pact subset of 0 1L. The required notions can however be deﬁned on
arbitrary compact convex sets. We present them in this section.
Assumption 31 Throughout this section we assume that V is a locally
convex Hausdorff topological linear space and C is a compact convex subset
of V .
We say that a convex combination of mutually different points of V is
inner iff all its coefﬁcients belong to the open interval 0 1. If D is any
subset of V , we denote by convD the convex hull of D and by iconvD
the set of all inner convex combinations of D. A σ-convex combination
of elements of V is
∑
n∈ cnvn, where vn ∈ V and cn ∈ 0 1 such that∑
n∈ cn = 1. A subset F of C is a face of C if all αβ γ ∈ C, with γ ∈
iconv αβ satisfy the equivalence
γ ∈ F ⇐⇒ αβ ∈ F
The collection of all faces of C ordered by inclusion has a least element 
and a greatest element C. A face is a singleton iff it consists of an extreme
point of C. The intersection of a family of faces is again a face. Therefore,
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for each subset D ⊆ C, there is a least face F containing D; we call it
the face generated by D. The case when D is a singleton, D = µ, is of
particular importance. In this case, we speak of a face generated by µ.
Faces generated by a subset D of C have a useful characterization by the
relation of strong absolute continuity, S , deﬁned on C as
λS µ⇐⇒ λ = µ or ∃ν ∈ C  µ ∈ iconv λ ν
It is easy to observe that the relation S is transitive: Assume that α S
β S γ. If two of the elements αβ γ coincide, the result is trivial. Oth-
erwise, there are δ ε ∈ C such that β ∈ iconv α δ, γ ∈ iconv β ε (see
Fig. 2a). Then γ ∈ iconv α δ ε, so αS γ.
Proposition 3.2. Let µ ∈ C. Then the set
Fµ = λ ∈ C  λS µ
is the face generated by µ.
Proof. Let α ∈ Fµ, i.e., α S µ. Either α = µ or we have µ ∈
iconv αβ for some β ∈ C. In both cases the face generated by µ
contains α, hence also the whole Fµ.
It remains to prove that Fµ is a face of C. Let γ = tα+ 1− tβ for some
αβ γ ∈ C, α = β and t ∈ 0 1. Then α S γ, β S γ. If γ ∈ Fµ, then
γ S µ and the transitivity of S gives α S µ, β S µ and αβ ∈ Fµ.
If αβ ∈ Fµ\µ, then there are δη ∈ C and u v ∈ 0 1 such that
µ = uα+ 1− uδ = vβ+ 1− vη
(see Fig. 2b). For
w = tv
tv + 1− tu ∈ 0 1
FIG. 2. Situations from the proof of Proposition 3.2.
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we obtain
µ = wµ+ 1−wµ = wuα+ 1− uδ + 1−wvβ+ 1− vη
= wuα+ 1−wvβ + w1− uδ+ 1−w1− vη
= uv
tv + 1− tutα+ 1− tβ + w1− uδ+ 1−w1− vη
= uv
tv + 1− tuγ + w1− uδ+ 1−w1− vη
As
uv
tv + 1− tu ∈ 0 1
we proved that γ S µ, hence γ ∈ Fµ and Fµ is convex. If α = µ (resp.
β = µ) we proceed analogously with u = 1 (resp. v = 1). The proof is
ﬁnished.
The previous result shows that two points are strongly absolutely con-
tinuous with respect to each other if and only if they generate the same
face.
For a subset D of C, we deﬁne
UD = λ ∈ C  ∃µ ∈ D  λS µ
If D is a singleton, D = µ, then UD coincides with the face Fµ generated
by µ. In general, UD is a subset of the face generated by D, but the reverse
inclusion need not hold. In fact, UD is the least union of faces which contains
D, and also the union of all faces generated by the elements of D,
UD =
⋃
µ∈D
Fµ
Remark 3.3. If D is convex, then UD is a face.
For a subset D of C, we deﬁne its complementary set as
D# = α ∈ C  ∀β ∈ D  β S α
Different deﬁnitions of complementary sets can be found in the lit-
erature [9, 21]. Their equivalence is a consequence of the following
observation:
Proposition 3.4. Let D be a subset of C. For an element α ∈ C, the
following conditions are equivalent:
(1) α ∈ D#,
(2) the face generated by α is disjoint from D,
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(3) α belongs to a face disjoint from D,
(4) α ∈ D and if α ∈ conv β γ for some β ∈ D, γ ∈ C, then γ = α.
Proof. The equivalence of (1) and (2) follows from Proposition 3.2. The
equivalence of (2) and (3) is an easy consequence of the deﬁnition of a face
generated by α. The equivalence of (1) and (4) follows from the deﬁnition
of S .
Proposition 3.5. Let D be a subset of C. Then D# is the union of all
faces of C disjoint from D.
Proof. For each µ ∈ D#, the face Fµ generated by µ is a subset of D#,
too. According to the deﬁnition of a complementary set, Fµ ∩D = , so
D# is a union of faces disjoint from D. Let F be a face of C disjoint from D.
Take any µ ∈ F . Since Fµ ⊆ F , we have Fµ ∩D = . By Proposition 3.4(2),
this implies µ ∈ D#, so F ⊆ D#.
A proper face may have an empty complementary set:
Example 3.6. Let C be the set of all sequences xnn∈ of nonnegative
real numbers such that
∑
n∈ xn ≤ 1. Let D be the set of all sequences from
C which have only ﬁnitely many nonzero elements. Then C is a convex set
compact in the product topology and D is its face. Although DC, we
have D# = . As a consequence, D## = C = D.
Deﬁnition 3.7. Let D be a subset of C. We say that µ ∈ C has a
D-decomposition if one of the following conditions holds:
• µ ∈ D,
• µ ∈ D#,
• µ is an inner convex combination of an element of D and an element
of D#.
The D-decomposition need not exist in general (e.g., in Example 3.6
the elements of C\D do not have a D-decomposition). In [19] Ru¨ttimann
gives a sufﬁcient condition for its existence—the closedness of the face D
in a suitable norm, called the base norm. We will only deal with a partic-
ular case, deﬁning this norm on the family of the states on an OMP in
Section 4 (see Theorem 4.5). Most decompositions studied in this paper
are D-decompositions.
Note that if D is a union of faces, then D ⊆ D##. In fact D## contains
all faces of C disjoint from D#, and the faces in D have this property. As
Example 3.6 shows, the reverse inclusion is not true in general, but it holds
in the following important case:
Proposition 3.8. Let D be a union of faces of C. If each element of C
admits a D-decomposition, then D## = D.
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Proof. Take any α ∈ D##\D. By the assumption, we know that α ∈
conv β γ, for some β ∈ D and γ ∈ D#. Condition α ∈ D# and state-
ment (4) of Proposition 3.4 imply α = β ∈ D, a contradiction.
Example 3.6 shows that the existence of the D-decomposition has to
be assumed in the latter proposition. Another such example (inspired by
Schindler [23]) follows; it is an improvement of an observation from [19].
Example 3.9. Let C be the set of all sequences xnn∈ of real numbers
such that
∑
n∈ xn ≤ 1. We deﬁne D as the set of all xnn∈ ∈ C such
that all coordinates xn, n ∈ , are nonnegative, only ﬁnitely many of them
are nonzero, and
∑
n∈ xn = 1. Then D is a face of C. Its complementary
set, D#, consists of all ynn∈ ∈ C such that all coordinates yn, n ∈ , are
nonpositive and
∑
n∈ yn = 1. The double complementary set, D##, con-
sists of all znn∈ ∈ C such that all coordinates zn, n ∈ , are nonnegative
and
∑
n∈ zn = 1. In this case DD##.
We shall also ask about the uniqueness of D-decomposition.
Remark 3.10. The D-decomposition of α ∈ C exists iff
(1) α ∈ D ∪D# or
(2) α = tβ+ 1− tγ for some β ∈ D, γ ∈ D#, t ∈ 0 1.
The D-decomposition is considered unique if case (1) applies or there are
unique t β γ satisfying case (2). Also for other decompositions to convex
combinations, existence and uniqueness are understood this way.
Uniqueness of D-decomposition is obtained in some trivial cases. Notice
that the following proposition requires the compactness of C.
Proposition 3.11. If D is a singleton consisting of an extreme point of C,
then the D-decomposition exists and it is unique.
Proof. Let D = β, α ∈ C. If α = β, then the D-decomposition of α
exists and it is unique. If α = β, then αβ determine a line which intersects
with C in a line segment, S (due to the compactness of C). One of its
endpoints is β; we denote by γ the other endpoint of S. Let µ ∈ S\β.
Then the face Fµ of C generated by µ contains β iff µ = γ. Thus S ∩
D# = γ and α admits a unique decomposition to a convex combination
of β γ.
Some uniqueness properties can be proved for ﬁnite-dimensional sim-
plexes and, more generally, for metrizable Choquet simplexes. These can
be alternatively deﬁned as compact convex subsets of a Banach space such
that each of their elements can be expressed as a unique σ-convex combi-
nation of their extreme points.
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Proposition 3.12. Let D be a σ-convex face of a metrizable Cho-
quet simplex C. If an element α of C admits a D-decomposition, then this
D-decomposition is unique.
Proof. If α ∈ D ∪ D#, the D-decomposition is unique in the sense of
Remark 3.10. We assume that α = tβ+ 1− tγ for some β ∈ D, γ ∈ D#,
t ∈ 0 1. According to the assumptions on C, elements β γ have unique
decompositions to σ-convex combinations of extreme points of C,
β =∑
i∈I
uiβi γ =
∑
j∈J
vjγj
where ui ∈ 0 1, vj ∈ 0 1,
∑
i∈I ui =
∑
j∈J vj = 1 and βi γj are extreme
points of C. As D is a face, βi ∈ D for all i ∈ I. As γ ∈ D#, γj /∈ D for all
j ∈ J. We obtain a decomposition
α =∑
i∈I
tuiβi +
∑
j∈J
1− tvjγj
where βi γj are extreme points of C. All coefﬁcients in the latter decom-
position are nonzero and this decomposition of α is unique. This implies
the uniqueness of the D-decomposition, too.
In general, the D-decomposition need not be unique.
Example 3.13. Let C be a square.
(i) Let D be an edge of C. Then the complementary set D# is the
edge of C opposite to D, and the D-decomposition is not unique (for the
elements of the interior of C).
(ii) Let D be a singleton containing a vertex of C. Then D# is the
union of the two edges disjoint from D and the D-decomposition is unique
(Proposition 3.11).
Example 3.13(i) is a universal example of a non-unique D-decomposition
in the following sense (affX denotes the afﬁne hull of a set X):
Proposition 3.14. Let D be a face of C. The D-decomposition is not
unique if and only if there is a subspace S of affC such that
(1) the afﬁne dimension of S is 2,
(2) the intersections S ∩D, S ∩D# have more than one element.
Proof. Suppose ﬁrst that the subspace S with the given properties exists.
Choose different elements αβ ∈ S ∩ D, γ δ ∈ S ∩ D#. If α is a convex
combination of β γ δ, then at least one of γ δ belongs to the face gen-
erated by α, a contradiction with the assumption γ δ ∈ D#. An analogous
argument can be used to prove that none of the four elements αβ γ δ is
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a convex combination of the remaining three. Thus αβ γ δ are vertices
of a convex quadrangle. Its diagonals intersect, so at least one of the sets
conv αβ ∩ conv γ δ
conv α γ ∩ conv β δ
conv α δ ∩ conv β γ
is nonempty. The ﬁrst case is impossible because the face generated
by the intersection (and hence also its superset D) contains γ or δ. In
the latter two cases, the intersection is an element with a non-unique
D-decomposition.
To prove the reverse implication, suppose that there is a point µ ∈
C with a non-unique D-decomposition. There are αβ ∈ D, γ δ ∈ D#,
such that µ ∈ conv α γ ∩ conv β δ and α γ = β δ. As DD# are
disjoint, α = γ and β = δ. Thus the one-dimensional spaces aff α γ,
aff β δ, intersecting at µ, determine an at most two-dimensional space,
S = aff αβ γ δ. Moreover, due to the deﬁnition of DD#, we have
β δ ∈ conv α γ, α γ ∈ conv β δ. In particular, α = β and γ = δ and
the afﬁne dimension of S is 2.
The following example shows that the sufﬁcient conditions for the
uniqueness of the D-decomposition given in Propositions 3.11 and 3.12 are
not necessary.
Example 3.15. (In order to obtain both D and D# as faces which are
not simplices and which allow a unique D-decomposition, the minimal
afﬁne dimension of C is 5.) In the 5-dimensional space 5, we deﬁne the
sets
D = conv 0 0 0 0 0 0 0 0 0 1 0 0 0 1 1 0 0 0 1 0
= 0 0 0 y4 y5  y4 y5 ∈ 0 1
E = conv 1 0 0 0 0 1 0 1 0 0 1 1 1 0 0 1 1 0 0 0
= 1 z2 z3 0 0  z2 z3 ∈ 0 1
C = conv D ∪ E
Then C contains DE as its complementary faces, D# = E, E# = D (see
Fig. 3). Each point x1 x2 x3 x4 x5 ∈ C is of the form
x1 x2 x3 x4 x5 = t · 0 0 0 y4 y5 + 1− t · 1 z2 z3 0 0
for unique t z2 z3 y4 y5 ∈ 0 1, so the D-decomposition is unique.
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FIG. 3. The 5-dimensional set with unique D-decomposition from Example 3.15.
4. STATES ON ORTHOMODULAR POSETS AND THEIR
D-DECOMPOSITION
In this section, we shall apply the D-decomposition to state spaces of
OMPs. We also present several observations concerning uniqueness of
D-decomposition. As we shall see later, this uniqueness has important
consequences for the structure of the state space.
Let L be an OMP. A function µ:L→  is called additive (resp. completely
additive) if the equality
∑
x∈M µx = µ
∨
M holds for all orthogonal sub-
sets M ⊂ L which are ﬁnite (resp. which have supremum in L; in this case
the absolute convergence of the series is assumed). An additive function
µ:L → 0∞ is called a positive measure; a difference of two positive
measures is called a Jordan measure. We denote by J+L the set of all
positive measures on L and by JL = J+L − J+L the set of all Jordan
measures on L. The set of all positive (resp. Jordan) measures on L which
are completely additive is denoted by J+c L (resp. JcL). The space JL
inherits from L the natural ordering of functions,
α ≤ β⇐⇒ ∀p ∈ L  αp ≤ βp
The elements of J+L which attain 1 on the unit of L are called states.
The set of all states (resp. completely additive states) on L is denoted by
0L (resp. 0cL).
As we already observed, the state space of an OMP is convex. It is a
closed subset of the product space 0 1L which is compact due to the
Tichonoff theorem. Therefore also the state space is compact (in the
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product topology). The characterization of state spaces of OMPs was com-
pleted by the following famous theorem by Shultz (originally stated for
OMLs in [24]; see also [12, 15] for simpliﬁed proofs and Theorem 6.4 for
its strengthening):
Theorem 4.1. Every compact convex subset of a locally convex Hausdorff
topological linear space is afﬁnely homeomorphic to the state space of
an OML.
Assumption 42 Unless stated otherwise, we assume in the sequel that
L is an OMP and D is a face of 0L.
If we take 0L for the compact convex set C, we may apply the results of
Section 3. For a face D ⊆ C, we shall study the D-decomposition of a state
α ∈ 0L into a convex combination of β ∈ D and γ ∈ D#. With particular
choices of D, we can obtain some important kinds of decompositions, like
Yosida–Hewitt or Lebesgue-type decompositions.
In view of Theorem 4.1, all examples from Section 3 can be obtained as
examples of the D-decomposition of state spaces of an OML. In particular,
Example 3.13 has an easy analogue:
Example 4.3. Let L be the OML MO2 from Example 2.1. Each state
µ ∈ 0L is uniquely determined by µp µq, which are arbitrary values
from 0 1. The state space is a square. The cases discussed in Example 3.13
correspond to the following choices of D:
(i) D = µ ∈ 0L  µp = 1,
(ii) D = µ ∈ 0L  µp = 1 and µq = 1.
Results of Section 3 concerning the D-decomposition can be reformu-
lated for state spaces of OMPs; see [9, 21] for some of them. In partic-
ular, Propositions 3.11, 3.12, 3.14 are applicable to the uniqueness of the
D-decomposition and Proposition 3.11 gives a sufﬁcient condition for its
existence. The D-decomposition need not exist even for complete Boolean
algebras.
Example 4.4. Take the Boolean algebra L = 2. For n ∈  we denote
by χn ∈ 0L the state concentrated in n, i.e., for each A ⊆ ,
χnA =
{
1 if n ∈ A
0 if n ∈ A
Let D be the set of all (ﬁnite) convex combinations of concentrated states.
Then D is a face of 0cL. The set D# consists of all states that vanish
at all singletons and D## contains all countable convex combinations of
concentrated states. Elements of D##\D do not admit a D-decomposition.
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The uniqueness of the D-decomposition for complete Boolean algebras
was proved in [21, Proposition 5.1]. However, we shall prove it even for
Boolean algebras which are not complete.
For each state α ∈ 0L we deﬁne its base norm by putting
"α" = infs + t  α = sβ− tγ  s t ∈ + β γ ∈ 0
As Ru¨ttimann showed, the closedness of a face D with respect to the topol-
ogy generated by this norm is a sufﬁcient condition for the existence of D-
decomposition (then for the equality D = D##).
Theorem 4.5. Let L be an OMP and let D be a base norm closed face of
0L. Then the D-decomposition exists. If, moreover, D is a subset of 0cL
and L is a Boolean algebra, then the D-decomposition is also unique.
Proof. The proof of existence is quite technical, but it can be obtained
by a routine translation of the proof of [19, Theorem 2.5] (formulated for
cones of measures) into the terms of faces of states. The uniqueness follows
from Proposition 9.7 and Corollary 9.10 below.
In Theorem 4.5, it is necessary to assume that D is base norm closed as
Example 4.4 shows.
Example 4.6. There are non-Boolean OMLs having simplices as state
spaces, see [13–15, 26]; Proposition 3.12 can be applied to them as in
Theorem 4.5, giving OMLs with a unique D-decomposition for each face D.
5. LEBESGUE-TYPE DECOMPOSITION
For particular choices of the face D in the D-decomposition, we obtain
the Yosida–Hewitt and Lebesgue-type decompositions as special cases. In
this section we present a Lebesgue-type decomposition which has been
intensively studied also in the case of classical measure theory. It deals
with the possibility of decomposing a state to a convex combination of two
states: the ﬁrst absolutely continuous, the second orthogonal with respect to
a ﬁxed state. In the case of completely additive states deﬁned on complete
Boolean algebras, it is possible to deﬁne absolute continuity and orthogo-
nality with respect to a ﬁxed state in many equivalent ways (see, e.g., [4]).
Generalizing to the case of states on OMPs, several deﬁnitions are possible
(they coincide on Boolean algebras). For our purpose, the most convenient
seems to be the following:
Deﬁnition 5.1. Let α and λ be states on an OMP L. We say that α is
absolutely continuous with respect to λ (in symbols, α λ) if
∀ε > 0 ∃δ > 0  (λp < δ ⇒ αp < ε)
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Absolute continuity is weaker than the strong absolute continuity; if αS
λ for some α λ ∈ 0L, then α  λ, too. The reverse implication need
not hold:
Example 5.2. Let L be the horizontal sum of countably many 4-element
Boolean algebras 0 1 pn p′n, n ∈ . Let α λ be the states on L uniquely
determined by the following values on pn, n ∈ ,
αpn =
1
2n
 λpn =
1
n+ 1 
Then α λ and λ α. We also have αS λ, but λ S α.
From an intuitive point of view, to say that α is absolutely continuous
with respect to λ means that “α is small when λ is small,” or, in the same
way, that it is possible to “control” α by using λ; on the contrary, the
orthogonality of a state µ with respect to λ means that it is not possible to
ﬁnd a state ν absolutely continuous with respect to λ for which the relation
ν S µ holds.
Deﬁnition 5.3. Let µ and λ be states on L. We say that µ is orthogonal
with respect to λ (in symbols µ ⊥ λ) if there is no ν ∈ 0L satisfying
ν S µ, ν  λ.
Let us ﬁx a state λ on L and take for D the set of all states on L which
are absolutely continuous with respect to λ,
D = α ∈ 0L  α λ
It is easy to check that D is a face of 0L and its complementary set D#
is exactly the set of all states on L orthogonal with respect to λ
D# = µ ∈ 0L  µ ⊥ λ
In this case, the D-decomposition is a Lebesgue-type decomposition. (This
is not the only possible Lebesgue-type decomposition of states on OMPs.
Other types were studied, e.g., in [2, 3, 22].) The existence of the Lebesgue-
type decomposition follows from [8, Theorem 3.2]:
Proposition 5.4. Let L be an OMP and let λ ∈ 0L. Each state α ∈
0L can be expressed as a convex combination of states β γ ∈ 0L such
that β λ and γ ⊥ λ.
If L is a Boolean algebra, uniqueness of the Lebesgue decomposition
follows from [8, Remark 4.3 (2)] (for λ completely additive also from
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Theorem 4.5). In the general case, uniqueness need not hold:
Example 5.5. Let L be the OML MO2 from Example 2.1. Take λ ∈
0L such that λp = 0, λq = 1/2. It is easy to check that D = α ∈
0L  α  λ = α ∈ 0L  αp = 0 and D# = α ∈ 0L  αp =
1. In this case D and D# are opposite edges of the square 0L and the
Lebesgue decomposition is not unique; see Example 3.13.
Using Proposition 5.4, we obtain a result analogous to Propsitions 3.4
and 3.8:
Proposition 5.6. A state α ∈ 0L is absolutely continuous with respect
to λ ∈ 0L iff
α ∈ conv β γ for β γ ∈ 0L β ⊥ λ ⇒ α = γ
6. YOSIDA–HEWITT DECOMPOSITION
Our original interest was to investigate the Yosida–Hewitt decomposition.
It is a particular D-decomposition of 0L where we take for D the set
0cL of all completely additive states on L.
Proposition 6.1 [20, Theorem 2.2]. The space of completely additive
states, 0cL, is a ( possibly empty) base norm closed face of 0L.
The states in the complementary set 0cL# are called weakly purely
ﬁnitely additive (wpfa for short, see [21]), and we denote 0wpfaL =
0cL#. The original deﬁnition (equivalent due to Proposition 3.4) was
the following:
Deﬁnition 6.2. A state µ ∈ 0L\0cL is weakly purely ﬁnitely addi-
tive if the condition µ ∈ conv λ ν for some λ ∈ 0cL, ν ∈ 0L implies
µ = ν.
This deﬁnition means that a wpfa state cannot be expressed as an inner
convex combination of a completely additive state and an arbitrary state.
In [9, 21], numerous results are proved about the Yosida–Hewitt decom-
position (and related questions) for OMLs and for orthocomplete OMPs.
The same technique can be used for their common generalization, alterna-
tive orthomodular posets introduced by Ovchinnikov in [18]. Its improved
version presented here allows us to prove them also for general OMPs.
We formulate several such results for states (probability measures) instead
of positive measures. The proofs are omitted if they are analogous to the
proofs in [9, 16, 21]. We present those proofs which are completely new or
which we succeeded to simplify substantially by a different technique.
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The existence of the Yosida–Hewitt decomposition follows from
Propositions 4.5, 6.1, and [8, Theorem 4.1]:
Corollary 6.3 [8, 19]. Let L be an OMP. Each state on L can be
expressed as a convex combination of a completely additive state and a wpfa
state.
The duality between D and D# (see Proposition 3.8) in the particu-
lar case of D = 0cL says that 0cL = 0wpfaL# = 0cL## and
0wpfaL = 0wpfaL##.
To obtain examples of the Yosida–Hewitt decomposition, we need a char-
acterization of spaces of completely additive states. It is given in [16]; we
recall the necessary deﬁnitions from there. Let C be a compact convex set.
Consider the space AC of all real-valued continuous afﬁne functions on
C and its second dual, AC∗∗. Let e ∈ AC be the unit function on C.
An element f ∈ AC∗∗ is said to be an s-functional if f is the weak∗ limit
of an isotone sequence of elements of g ∈ AC  0 ≤ g ≤ e. A face
F of C is said to be s-exposed if there exists an s-functional f such that
F = f−11 ∩ C, and F is said to be s-semi-exposed if F is an intersec-
tion of s-exposed faces of C. The following theorem is an improvement of
Theorem 4.1.
Theorem 6.4 [16]. For every OMP L, the state space 0L is a compact
convex set with respect to the product topology on L and 0cL is an s-semi-
exposed face of 0L.
Conversely, let C be a compact convex subset of a locally convex Hausdorff
topological linear space and let F be an s-semi-exposed face of C. Then there is
an OML L and an afﬁne homeomorphism h:C
onto−→ 0L such that hF =
0cL.
In the ﬁnite-dimensional case, every face is closed [5, Theorem 5.1], so
the latter theorem attains a simpler form:
Corollary 6.5. Let C be a polytope (=convex hull of ﬁnitely many
points) and let F be a face of C. Then there is an OML L and an afﬁne
homeomorphism h:C
onto−→ 0L such that hF = 0cL.
Due to the latter corollary, many examples from Section 3 (namely
Examples 3.13, 3.15) can be obtained as examples of the Yosida–Hewitt
decomposition (with C = 0L, D = 0cL for an OML L).
Example 6.6. Example 3.13 and Corollary 6.5 lead to an example of an
OML L with a non-unique Yosida–Hewitt decomposition. This OML is not
complete. However, it contains only one inﬁnite maximal Boolean subalge-
bra (which is isomorphic to the Boolean algebra of all ﬁnite and coﬁnite
subsets of a countable set; here we refer to the proof of Theorem 6.4 in
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[16]). The MacNeille completion M of L is a complete OML. Each state
on L admits an extension to M and this extension is unique for completely
additive states. The state space of M becomes larger than the original
square, but, according to Proposition 3.14, the Yosida–Hewitt decompo-
sition is not unique on it. We conclude that completeness of an OML is
not sufﬁcient for the uniqueness of the Yosida–Hewitt decomposition.
Theorem 4.5 guarantees the uniqueness of the Yosida–Hewitt decom-
position for Boolean algebras. Proposition 3.12 and Example 4.6 with
Corollary 6.5 give examples of non-Boolean OMPs with a unique Yosida–
Hewitt decomposition.
A characterization of the wpfa states follows from Proposition 3.5:
Proposition 6.7. The set 0wpfaL is the union of all faces F of 0L
such that F ∩0cL = .
The characterization of spaces of completely additive states
(Theorem 6.4) induces also a characterization of spaces of wpfa states:
Corollary 6.8. Let C be a compact convex subset of a locally convex
Hausdorff topological linear space and let F be an s-semi-exposed face of C.
Then there is an OML L and an afﬁne homeomorphism h:C
onto−→ 0L such
that hF# = hF# = 0wpfaL.
We summarize that the Yosida–Hewitt decomposition on an OMP always
exists and need not be unique.
7. FILTERING STATES AND RU¨TTIMANN DECOMPOSITION
Looking for an alternative to the Yosida–Hewitt decomposition with
some advantageous properties, Ru¨ttimann introduced the notion of ﬁlter-
ing measure [21]. Here we use this notion for states. The decomposition
of a state to a completely additive state and a ﬁltering state (Ru¨ttimann
decomposition) need not exist, but we shall prove that when it exists, it is
unique. In contrast to the Yosida–Hewitt decomposition, the Ru¨ttimann
decomposition is not a special case of the D-decomposition in general.
If µ ∈ JL, we deﬁne the kernel of µ as
kerµ = p ∈ L  ∀q ∈ Lp  µq = 0
If µ is positive, this deﬁnition reduces to the usual one: kerµ = p ∈ L 
µp = 0.
Deﬁnition 7.1. A Jordan measure µ on L is called ﬁltering if kerµ is a
ﬁltering set, i.e., ∀p ∈ L\0 ∃q ∈ kerµ\0  q ≤ p.
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In particular, a ﬁltering Jordan measure vanishes at all atoms. If an OMP
L contains a maximal Boolean subalgebra which is ﬁnite, then the zero
measure is the only ﬁltering positive measure and L does not admit any
ﬁltering state. We denote by Jf L the set of all ﬁltering Jordan measures
on L and we extend this notation to positive measures and states: J+f L =
Jf L ∩ J+L, 0f L = Jf L ∩0L.
Proposition 7.2. Let L be an OMP. The set Jf L of all ﬁltering Jordan
measures on L is a linear subspace of JL. The set 0f L of all ﬁltering
states is a ( possibly empty) face of 0L.
Proof. The zero measure is ﬁltering. Let λ ν ∈ Jf L and let µ be a
linear combination of λ ν. According to Proposition 2.5, kerµ ⊇ kerλ ∩
kerν is ﬁltering, so µ ∈ Jf L and Jf L is a linear subspace of JL. It
remains to prove that 0f L is a face of 0L. Let µ ∈ 0f L and µ ∈
iconv λ ν for some λ = ν. Then kerµ = kerλ ∩ kerν, so λ ν ∈ 0f L.
Apparently, 0f L = 0L ∩ Jf L is convex.
Proposition 7.3. The only completely additive ﬁltering Jordan measure
on an OMP is the zero measure. In particular, there is no completely additive
ﬁltering state.
Proof. Let µ be a completely additive Jordan measure with a ﬁltering
kernel. First we prove that µ1 = 0. LetM be a maximal orthogonal subset
of kerµ. According to Lemma 2.4,
∨
M = 1. The complete additivity of µ
ensures that µ1 =∑x∈M µx = 0.
Take now any element p ∈ L. Let M be a maximal orthogonal subset
of kerµ ∩ Lp. The union M ∪ p′ is a maximal orthogonal subset of L.
Therefore it has no upper bound different from the unit 1 of L and 1 is its
supremum. Then
0 = µ1 = µ
(∨M ∪ p′) = ∑
x∈M
µx + µp′ = µp′
From µp′ = 0, since p was an arbitrary element of L, we derive
µ = 0.
Proposition 7.3 implies that a completely additive Jordan measure on an
OMP is fully determined by its values on a ﬁltering set. From the latter
proposition, we easily obtain the uniqueness of the Ru¨ttimann decomposi-
tion. This completes several results in [21].
Corollary 7.4. Each Jordan measure on an OMP admits at most one
Ru¨ttimann decomposition, (i.e., a decomposition to a sum of a completely
additive Jordan measure and a ﬁltering Jordan measure). Each state on an
OMP admits at most one Ru¨ttimann decomposition, (i.e., a decomposition to
a convex combination of a completely additive state and a ﬁltering state).
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Proof. Let µ be a Jordan measure. If µ = α + γ = β + δ for some
completely additive Jordan measures αβ and ﬁltering Jordan measures
γ δ, then α− β = δ− γ is a Jordan measure which is completely additive
and ﬁltering. According to Proposition 7.3, α = β, γ = δ. The conclusion
for states follows easily.
Propositions 6.7, 7.2, and 7.3 imply that the property of being ﬁltering is
a stronger condition for a state than wpfa:
Corollary 7.5. Let L be an OMP. Each ﬁltering state on L is wpfa, i.e.,
0f L ⊆ 0wpfaL.
While spaces of wpfa states are characterized in Corollary 6.8, a char-
acterization of spaces of ﬁltering states is not known and seems to be an
interesting problem.
8. WPFA-HEREDITY AND THE INTERPLAY OF RU¨TTIMANN
AND YOSIDA–HEWITT DECOMPOSITION
Filtering states are always wpfa. If ﬁltering states are the only wpfa
states, then the Ru¨ttimann decomposition coincides with the Yosida–
Hewitt decomposition. This case is of particular importance. In general,
the Ru¨ttimann decomposition need not exist for all states, but it is unique.
The Yosida–Hewitt decomposition always exists, but it need not be unique.
When they coincide, we obtain a unique decomposition for all states:
Theorem 8.1 (cf. [21, Theorem 6.1]). For every OMP L, the following
conditions are equivalent:
(1) 0L = conv 0cL ∪ 0f L (i.e., each state has a Ru¨ttimann
decomposition),
(2) 0wpfaL = 0f L (i.e., the Ru¨ttimann decomposition coincides
with the Yosida–Hewitt decomposition).
Proof. The implication 2 ⇒ 1 is an easy application of Corollary 6.3.
For the reverse implication, let α ∈ 0wpfaL\0f L. Then the existence
of the Ru¨ttimann decomposition implies that α ∈ iconv β γ for some
β ∈ 0cL, γ ∈ 0f L. It follows that β S α, hence β ∈ Fα ⊆ 0wpfaL.
As β is completely additive, we obtain a contradiction with Proposition 6.7.
We proved that 0wpfaL ⊆ 0f L; the reverse inclusion holds, too (see
Corollary 7.5).
In contrast to the latter observation about the Ru¨ttimann decomposi-
tion, uniqueness of the Yosida–Hewitt decomposition is a strictly weaker
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condition than those from Theorem 8.1:
Example 8.2. As in Example 3.13(ii), let C be a square and D be a
singleton containing a vertex of C. By Corollary 6.5, there is an OML L and
an afﬁne homeomorphism h:C
onto−→ 0L such that hD = 0cL. This
homeomorphism induces a correspondence between the D-decomposition
of C and the Yosida–Hewitt decomposition of 0L. By Proposition 3.11,
these decompositions are unique. As 0L is a parallelogram and 0wpfaL
consists of two of its edges, it is not a face. The set 0f L of ﬁltering states
depends on the particular construction of L, but it must be a face, hence
different from 0wpfaL.
Let µ ∈ 0L and let p ∈ L\kerµ. The mapping µp:Lp → 0 1 deﬁned
by
µpx =
µx
µp
is a state on Lp called the normalized restriction of µ to Lp. Whenever we
speak of a state µp for some p ∈ L, we assume that it originated this way
for some µ ∈ 0L and p ∈ L\kerµ.
We ask which properties of states are hereditary, i.e., if µ ∈ 0L has
a property, then µp ∈ 0Lp has this property, too (for all p ∈ L\kerµ).
Let us show that complete additivity is a hereditary property. (As this was
proved in [21, Lemma 4.1] only for OMLs and for orthocomplete OMPs,
we present the new proof for the general case in detail.)
Proposition 8.3. If µ ∈ 0cL and p ∈ L\kerµ, then µp ∈ 0cLp.
Proof. As each orthogonal subset of L can be extended to a maximal
one, it sufﬁces to verify complete additivity on maximal orthogonal subsets.
Let M be a maximal orthogonal subset of Lp. As in Proposition 7.3, we
have
∨M ∪ p′ = 1. Then
µp′ + ∑
x∈M
µx = 1
µp = 1− µp′ = ∑
x∈M
µx
and ∑
x∈M
µpx = 1
so µp is completely additive.
Also the property of being ﬁltering is hereditary. In contrast to this, the
property of being wpfa is not hereditary.
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Example 8.4. Let G be a ﬁnite OML without states (see the main result
of [10]). Take the product P of countably many factors isomorphic to G.
Elements of P are all sequences of the form qnn∈N , where qn ∈ G. We
select a subset Q of P consisting of all sequences qnn∈N satisfying one of
the following conditions:
(S0) only ﬁnitely many elements qn are nonzero, or
(S1) only ﬁnitely many elements qn are different from 1G.
It is easy to verify that Q is a sub-OML of P . We take a four-element
Boolean algebra B = 0B pp′ 1B, and we deﬁne L as the horizontal
sum of B and Q.
Let µ ∈ 0L. Its restriction to Q is a state on Q. All states on Q vanish
at all elements of the form (S0) and attain 1 at all elements of the form
(S1), hence there is only one state on Q. The state space of L is one-
dimensional; each state is uniquely determined by its value on p (which
can be an arbitrary number from 0 1). In particular, there is only one
state, ν, attaining 1 at p. There are no completely additive states on Q, and
hence also on L. Therefore all states on L are wpfa.
The interval Lp is the two-element Boolean algebra. It admits only one
state—the state attaining 1 at p, i.e., νp = νLp. Obviously, this state on
Lp is completely additive, and there are no wpfa states on Lp. Thus L is
not wpfa-hereditary: All states on L are wpfa, but the corresponding states
on Lp are not wpfa.
Remark 8.5. In the latter example, we may replace one factor in P by
an OML admitting exactly one state (e.g., the two-element Boolean alge-
bra). Then the same construction leads to an OML with a two-dimensional
state space. We obtain a situation from Examples 2.1 and 3.13—the Yosida–
Hewitt decomposition is not unique. This is an explicit example the exis-
tence of which was guaranteed by Theorem 6.4.
The normalized restriction of states does not preserve the property of
being wpfa. This justiﬁes the following deﬁnition:
Deﬁnition 8.6 [21]. An OMP L is called wpfa-hereditary if
∀µ ∈ 0wpfaL ∀p ∈ L\kerµ  µp ∈ 0wpfaLp
Example 8.4 shows an OML which is not wpfa-hereditary. There are
important cases of wpfa-hereditary OMPs. (The following proposition was
proved in [21, Proposition 5.1] only for complete Boolean algebras, so we
present a detailed proof here.)
Proposition 8.7. Every Boolean algebra is wpfa-hereditary.
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Proof. For p ∈ L, let φp:L → Lp be the homomorphism φpx =
p ∧ x.
Let µ ∈ 0wpfaL and p ∈ L\kerµ. We assume that µp ∈ 0wpfaLp and
we shall seek for a contradiction.
The function µp ◦ φp is additive and µp ◦ φp1 = µpp = 1, so µp ◦
φp ∈ 0L. We claim that µp ◦φp S µ. To prove this, we have to distin-
guish two cases. If µp = t < 1, then µp′ > 0 and we may express µ as
µx = µp ∧ x + µp′ ∧ x = t µpp ∧ x + 1− tµp′ p′ ∧ x
= tµp ◦φpx + 1− tµp′ ◦φp
′ x
If µp = 1, then µ = µp ◦φp. In both cases we obtained µp ◦φp S µ.
As µp is not wpfa, there is a ν ∈ 0cLp such that ν S µp. We have
a state ν ◦ φp on L. The mapping α &→ α ◦ φp on 0L preserves convex
combinations and hence also the relationS , so ν ◦φp S µp ◦φp. Due to
transitivity ofS , ν ◦φp S µ. Moreover, ν ◦φp is completely additive. To
prove this, we use the following distributivity property [25, Sect. 19 (9)]. If
p ∧∨i∈I xi exists, then ∨i∈Ip ∧ xi exists and both expressions are equal,
p ∧∨
i∈I
xi =
∨
i∈I
p ∧ xi
If ν is completely additive and xii∈I is an orthogonal family in L which
has a supremum, then
ν ◦φp
(∨
i∈I
xi
)
= ν
(
p ∧∨
i∈I
xi
)
= ν
(∨
i∈I
p ∧ xi
)
=∑
i∈I
νp ∧ xi =
∑
i∈I
ν ◦φpxi
The complete additivity of ν ◦φp contradicts the assumption that µ is wpfa,
so the proof is ﬁnished.
Proposition 8.8. If 0f L = 0wpfaL, then L is wpfa-hereditary.
Proof. Let µ ∈ 0wpfaL = 0f L and p ∈ L\kerµ. As the property
of being ﬁltering is hereditary, µp ∈ 0f Lp. All ﬁltering states are wpfa
(Corollary 7.5), so µp ∈ 0wpfaLp.
The reverse implication in Propsition 8.8 does not hold in general:
Example 8.9. Let B be the Borel σ-algebra on the real line. We take
the σ-ideal  of all meager sets in B. The quotient Boolean algebra
A = B/ does not admit any completely additive state, so 0cA = ,
0wpfaA = 0A, and the same holds for any nontrivial interval in A, so
A is wpfa-hereditary. On the other hand, there is a state µ on A which is
strictly positive, i.e., µx > 0 for all x ∈ A\0 (see [17]). The state µ is
not ﬁltering, so 0wpfaA = 0f A.
98 de simone and navara
9. THE #-HEREDITY AND WEAKLY FILTERING STATES
In this section we introduce two notions—weakly ﬁltering states and
weakly D-ﬁltering states—which generalize ﬁltering states. We study the
analogues of Ru¨ttimann decomposition and heredity for them.
The Ru¨ttimann decomposition is improved in [9]: Instead of ﬁltering
states we use states µ which are weakly ﬁltering, i.e., kerµ ∪⋂α∈0cL kerα
is a ﬁltering set. They form a larger set than ﬁltering states. In comparison
to the Ru¨ttimann decomposition, the decomposition to completely addi-
tive states and weakly ﬁltering states exists in more general cases and it
is still unique. This approach is further generalized by replacing 0cL by
its arbitrary face D. The analogy to wpfa-heredity cannot be direct: while
complete additivity has a uniﬁed meaning in all OMPs, in particular in L
and its interval Lp, the property of “being an element of D” has no such
analogue.
Let us state the exact deﬁnitions and properties.
Deﬁnition 9.1. Let D ⊆ 0cL. A state µ on L is called weakly D-
ﬁltering if kerµ ∪ ⋂ν∈D kerν is a ﬁltering set.
We denote by 0fDL the set of all weakly D-ﬁltering states on L. All
ﬁltering states are weakly D-ﬁltering, i.e., 0f L ⊆ 0fDL for all D ⊆
0cL (cf. Deﬁnition 7.1). If D ⊆ E ⊆ 0cL, then 0fDL ⊇ 0fEL. As
an extreme case, 0fL = 0L.
Proposition 9.2. Let L be an OMP and let D ⊆ 0cL. The set 0fDL
is a ( possibly empty) face of 0L disjoint from D. As a consequence,
0fDL ⊆ D#.
Proof. First we shall prove that 0fDL is a face. Let µλ ν ∈ 0L
and µ ∈ iconv λ ν. Then kerµ = kerλ ∩ kerν. If µ ∈ 0fDL, then
also λ and ν are weakly D-ﬁltering. Conversely, if λ ν ∈ 0fDL, then
Proposition 2.5 implies that µ is weakly D-ﬁltering.
To prove disjointness, suppose that there is a state µ ∈ D ∩ 0fDL.
Then
⋂
ν∈D kerν ⊆ kerµ, hence kerµ ∪
⋂
ν∈D kerν = kerµ is a ﬁltering set
and µ is a ﬁltering state. As an element of D, µ is completely additive in
contradiction with Proposition 7.3.
Theorem 9.3. Let L be an OMP, D ⊆ 0cL, and µ ∈ 0L. If µ can
be decomposed to a convex combination of a state from D and a weakly
D-ﬁltering state, then this decomposition is unique.
Proof. Obviously the decomposition is unique (in the sense of
Remark 3.10) for the elements of D ∪ 0fDL. Assume that a state
µ ∈ 0L\D ∪0fDL admits two decompositions,
µ = tα+ 1− tβ = uγ + 1− uδ
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where α γ ∈ D, β δ ∈ 0fDL, t u ∈ 0 1. Consider the Jordan measure
ε = tα− uγ = 1− uδ− 1− tβ
As a linear combination of α γ ∈ D ⊆ 0cL, ε is completely additive. Its
kernel satisﬁes
kerε ⊇ kerα ∩ kerγ ⊇ ⋂
ν∈D
kerν
This, together with the fact that ε is a linear combination of β δ ∈ 0fDL,
gives
kerε = kerε ∪
(⋂
ν∈D
kerν
)
⊇
(
kerβ ∪
(⋂
ν∈D
kerν
))
∩
(
kerδ ∪
(⋂
ν∈D
kerν
))

According to Proposition 2.5, the latter intersection is a ﬁltering set. Thus
ε is ﬁltering and completely additive, therefore the zero measure due to
Proposition 7.3. From
0 = ε1 = tα1 − uγ1 = t − u
we obtain t = u, α = γ, and β = δ, so the two decompositions must be
identical.
For a face D of 0cL and an element p ∈ L, we deﬁne
Dp = α ∈ 0Lp  ∃β ∈ D  βp = 0 and αS βp
This means that Dp is the union of faces generated by the normalized
restrictions to Lp of some of the states from D (precisely, those which
attain nonzero value at p). The normalized restrictions of states from D to
Lp form a convex set, so Dp is a single face of 0Lp (see Remark 3.3).
For each element p of L, we have
Dp# = α ∈ 0Lp  ∀β ∈ Dp  β S α
It is obvious that if µ is an element of D and µp = 0, then µp belongs
to Dp. A similar property is not true, in general, for the elements of D#.
Example 9.4. Let L be the OML MO2 from Example 2.1. We take the
set D = µ ∈ 0L  µq = 1. It is easy to check that
D# = µ ∈ 0L  µq = 0
Dp = 0Lp is a singleton because Lp is a two-element
Boolean algebra
Dp# = 
If we take a state µ ∈ D# such that µp = 0, then µp ∈ Dp#.
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At this point, the following deﬁnition is justiﬁed:
Deﬁnition 9.5. Let L be an OMP and let D be a face of 0cL. We
say that D is #-hereditary if µ ∈ D# p ∈ L\kerµ implies µp ∈ Dp#.
The notion of #-heredity is dependent on the choice of the face D.
Even for the choice D = 0cL, it does not coincide with wpfa-
heredity. While 0wpfaLp = 0cLp#, this set need not coincide with
0cLp#. These sets are equal if 0cLp = 0cLp. One inclusion,
0cLp ⊇ 0cLp, always holds. (Indeed, if µ ∈ 0cL and p ∈ L\kerµ,
then µp is completely additive and hence the face of 0Lp generated by
µp is a subset of the face 0cLp.) Therefore 0cLp# ⊆ 0cLp#.
Example 9.6. For each OMP L, the least face  of 0L is #-
hereditary. On the other hand, if 0cL = , then L need not be
wpfa-hereditary; see Example 8.4, where 0cL = , 0wpfaL = 0L,
0wpfaLp = , although 0Lp is nonempty.
The latter example demonstrates the difference between wpfa-heredity
of L and #-heredity of 0cL. A less trivial example will be presented
in Example 9.13. The following proposition is a reformulation of [9,
Proposition 1].
Proposition 9.7. Let L be a Boolean algebra and D a face of 0cL such
that each state on L has a D-decomposition. Then D is #-hereditary.
In questions about heredity, the following lemma plays an important role.
It was proved by Ru¨ttimann [21] for OMLs and for orthocomplete OMPs.
Here we give its generalization:
Lemma 9.8. Let L be an OMP. If p ∈ L, µ ∈ J+L, and ν ∈ J+c L such
that µp < νp, then there exists q ∈ Lp\0 such that µx < νx for
all x in Lq\0.
Proof. Let us deﬁne P = x ∈ Lp  νx ≤ µx. Let M be a maxi-
mal orthogonal subset of P . If M is a maximal orthogonal subset of Lp,
then M ∪ p′ is a maximal orthogonal subset of L. The relation ν1 =∑
x∈M νx + νp′ gives νp =
∑
x∈M νx. For any ﬁnite subset K of M
we have ν∨K ≤ µ∨K ≤ µp. By passing to the limit, we obtain
νp = ∑
x∈M
νx ≤ ν(∨M) ≤ µ(∨M) ≤ µp
which is impossible. This ensures that there exists a nonzero element q in
Lp which is orthogonal to M . In other words, ∃q ∈ Lp\0  M ≤ q′. If x
is an element in P ∩ Lq, then x ≤ q ⇒ x′ ≥ q′ ≥ m for all m ∈ M; hence
x ⊥ M . The maximality of M in P implies that x = 0, so P ∩ Lq = 0 or,
in the same way, ∀x ∈ Lq\0  µx < νx.
orthomodular posets 101
The latter lemma allows us to afﬁrm that in hereditary structures the exis-
tence of the D-decomposition ensures its uniqueness. Weakly D-ﬁltering
states play a similar role with respect to #-heredity as ﬁltering states with
respect to wpfa-heredity. We have always the inclusion 0fDL ⊆ D#;
sometimes we obtain equality. We are ready to state a theorem which says
that this equality is equivalent to the uniqueness of D-decomposition and
to #-heredity of D. It is a generalization (to OMPs) of [9, Theorem 2]
(which was stated for OMLs and orthocomplete OMPs).
Theorem 9.9. Let L be an OMP and let D be a face of 0cL such
that each state has a D-decomposition. Then the following conditions are
equivalent:
(1) 0fDL = D#,
(2) each state on L is a convex combination of a state from D and a
weakly D-ﬁltering state,
(3) D is #-hereditary.
Proof. Conditions (1) and (2) are obviously equivalent.
3 ⇒ 1: Take λ ∈ D# and p ∈ L\0. We want to ﬁnd an element
q ∈ kerλ ∪ ⋂µ∈D kerµ such that q ∈ Lp\0. If p ∈ ⋂µ∈D kerµ, we can
take q = p. If not, we can take ν ∈ D such that νp > 0. There is an
r ∈ + such that λp < rνp, and, according to Lemma 9.8, there exists
a q ∈ Lp\0 such that λx < rνx for all x ∈ Lq\0. We want to prove
that q ∈ kerλ. Suppose the contrary. We can write r ′νqx = λqx + αx
for r ′ = r · νq/λq and a suitable α ∈ J+Lq, with αq > 0 and α =
r ′νq. This means that λq S νq, so λq ∈ Dq. On the other side, the #-
heredity of the face D ensures that λq ∈ Dq# which is a contradiction.
We proved that λq = 0 and λ ∈ 0fD.
1 ⇒ 3: Take ν ∈ D# = 0fDL and p ∈ L such that νp > 0.
Observe that νp ∈ 0fDpLp; in fact, since kerν ∪
⋂
µ∈D kerµ is ﬁltering, for
each q ∈ Lp\0, there exists x ∈ Lq\0 such that x ∈ kerν ∪
⋂
µ∈D kerµ.
Recall that x ≤ p. If x ∈ kerν, then x ∈ kerνp. Otherwise, x ∈
⋂
µ∈D kerµ.
Each α ∈ Dp, satisﬁes α S βp for some β ∈ D. As x ∈ kerβ, we obtain
βx = 0 and αx = 0. This means x ∈ ⋂α∈Dp kerα. We proved that the
set kerνp ∪
⋂
α∈Dp kerα is ﬁltering which means νp ∈ 0fDpLp.
From the inclusion Dp ⊆ 0cLp it follows that 0fDpLp ⊆ Dp#
which gives the thesis.
According to Theorem 9.3, any of these conditions implies the uniqueness
of the D-decomposition:
Corollary 9.10. If D is a #-hereditary face of 0cL, then the D-
decomposition is unique.
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Proof. It follows from Theorems 9.3 and 9.9.
In view of Proposition 9.7, the latter proposition gives the uniqueness of
D-decomposition for the case of Boolean algebras. The reverse implication
in Corollary 9.10 does not hold in general; the D-decomposition may be
unique if D# is not a face, hence different from 0fDL (see Examples 3.13
and 4.3(ii)).
The case of D = 0cL is of special importance. We call the states
which are weakly 0cL-ﬁltering simply weakly ﬁltering states. We denote
by 0wf L the set of all weakly ﬁltering states on L. Weakly ﬁltering states
need not coincide with ﬁltering states:
Example 9.11. The OML L from Example 8.4 has no completely addi-
tive states, so all states are weakly ﬁltering (and there exist some). However,
L contains a ﬁnite maximal Boolean subalgebra B, so there are no ﬁltering
states on L. Also in Example 8.9 all states are weakly ﬁltering, but not all
are ﬁltering.
For D = 0cL, Theorem 9.9 and Corollary 9.10 attain the following
form:
Corollary 9.12. Let L be an OMP. Then the following conditions are
equivalent:
(1) 0wf L = 0wpfaL,
(2) each state on L is a convex combination of a completely additive
state and a weakly ﬁltering state,
(3) 0cL is #-hereditary.
Any of these conditions implies the uniqueness of the Yosida–Hewitt decom-
position.
The Yosida–Hewitt decomposition may be unique even if the conditions
of Corollary 9.12 are not satisﬁed, e.g., if 0wpfaL is not a face, hence
different from 0wf L. If L is wpfa-hereditary, then 0cL is a #-hereditary
face. The reverse implication need not hold.
Example 9.13. Take the product, K, of a two-element Boolean algebra
and the OML L from Example 8.4, K = 2 × L. Denote by a the atom
1 0 ∈ K and by p ∈ L the same atom as in Example 8.4. The state space
0K is a triangle, 0cK is a singleton containing its vertex, µ (which is
the only state satisfying µa = 1), and 0wpfaK is the opposite edge of
the triangle. As K contains a ﬁnite maximal Boolean subalgebra, it has no
ﬁltering states. Nevertheless, there are weakly ﬁltering states on K. Indeed,⋂
λ∈0cL kerλ = kerµ = 0 x ∈ K  x ∈ L, so each state vanishing at a is
weakly ﬁltering. In this particular example, weakly ﬁltering states coincide
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FIG. 4. Implications between conditions related to completely additive states.
with the wpfa states. According to Theorem 9.9, 0cK is #-hereditary. To
prove that K is not wpfa-hereditary, take the element b = 1 p ∈ K. The
interval Kb is isomorphic to the four-element Boolean algebra, so there are
no wpfa states on Kb. The only state ν ∈ 0K which attains 1 at 0 p
(constructed as in Example 8.4) is wpfa, but νb ∈ 0wpfaKb.
The relations between various conditions studied in this paper are dis-
played in Fig. 4. Non-oriented arrows connect equivalent conditions. Ori-
ented arrows connect conditions which satisfy one implication and need not
satisfy the reverse one.
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