The living cell uses a variety of molecular receptors and signaling networks to read and process chemical signals that vary in space and time. We model the dynamics of such molecular level measurements as Markov processes in steady state, with a coupling between the receptor and the signal. We prove exactly that, when the receptor system does not perturb the signal dynamics, the free energy consumed by the measurement process is lower bounded by the product of the mutual information and the time-scale of signal dynamics. Our results holds for arbitrary network topologies and transition rates; and therefore, should hold as a general principle for biomolecular information processing.
time limit. We assume that the transition probability w αβ ij = P(X n+1 = β, Y n+1 = j | X n = α, Y n = i)
is given by . Note that transitions of the signal X n does not depend on the receptor state Y n ; however, the transition of the receptor state Y n does depend on the signal state X n . This is a natural model for measurement; the external signal remains unperturbed by the measurement (Fig. 1) . We introduce the notation (α, β) to denote an outgoing edge from α to β when w α,β > 0. Let
denote the steady state probability distribution of the Markov chain {(X n , Y n ) : n ≥ 1}. For notational convenience, we define w α i,i = w α,α i = 0. Also, as per the usual convention, x log x = 0 when x = 0. We ask if it is possible to have a process that consumes no free energy and yet performs measurement. We rule out non-steady states since these are out of equilibrium and generate entropy.
We define the steady state mutual information I ss between the signal X and the receptor Y in the usual way [16] :
where P α i denotes the stationary distribution of the bipartite Markov chain (X, Y),
is the marginal distribution of the signal state, and P i = α P α i is the marginal distribution of the receptor state. Note that I ss = 0 when the signal state X n is independent of the receptor state Y n in steady state, i.e. P α i = P α P i . So far, we have only described the signal and receptor in purely information-theoretic terms. However these processes are embedded in their respective physical environments. The discrete states would correspond to positional or conformational states of molecules, or refer to concentrations in the case of chemical reaction networks. The thermodynamic entropy rateσ of these mesoscopic thermal systems can be formally described by the Schnakenberg network theory [19] , and is given bẏ
Since the Shannon entropy of the steady-state distribution is constant, it follows that and the Schnakenberg entropy rate reduces tȯ
Notice that the first term is the steady state entropy rate of the physically independent signal process, and is thus the free energy consumed in generating the signal alone. Therefore, the second termσ y =
can be unambiguously identified as rate of free energy consumption associated with the measurement process.
Let N + = {(α, β) : w αβ > 0} denote the set of outgoing arcs in the signal network with positive probability, w = min{w αβ : (α, β) ∈ N + } denotes the smallest transition probability over edges with strictly positive probability, and let e + = min α #{β : (α, β) ∈ N + } denote the smallest out-degree of any state in the X chain. It follows that we + ≤ β:(α,β)∈N+ w αβ for all α. The main result of this article is as follows:
Thus, the steady-state mutual information is bounded above by the entropy generated by the receptor in the slowest time scale of the signal dynamics. Our results are superficially analogous to some of the results in [20] , but we actually address a distinct problem here. First, we consider a dynamic signal with no restriction on its transition rates, whereas the signal model in [20] is quasi-static. Secondly, the results in [20] establish that a change in mutual information associated with a change in the joint distribution of the receptors and the signal requires entropy production, and this entropy production is due to the dynamics that take the system from the initial to the final distribution. We, however, are interested in the entropy production associated with dynamics that do not change the joint distribution -the free-energy consumption above is associated with the fact that receptors are able to infer the microscopic signal states.
We start our proof by noting that
≥ we + I ss + we + β,i
where (9a) follows from (8), (9b) follows from (5), (9c) follows from the fact that P α w α,β log P α P β = 0 because the signal is in steady state, (9d) follows from the log-sum inequality [16] , and (9e) from the K-L divergence [16] i P i log Pi P (i|β) ≥ 0. Note that the upper bound in (7) is only reached when bothσ y = I ss = 0. (Suppose not: then the inequality in each of (9a)-(9e) must be an equality. In particular, the K-L divergence
I ss = 0.) Thus, whenever I ss > 0, the bound in (7) is strict, implying that the upper bound is weak! Since I ss ≥ 0, it follows that 0 =σ y ≥ wn + I ss implies that I ss = 0, i.e. X n is independent of Y n for all n in steady state. However, Y n may still have information about the past or future signal states X m , m = n. Note also thatσ y = I ss = 0 and also implies that (9a) has to be an equality, which holds, if and only if the conditional detailed balance
holds. This condition implies that the ratio of the forward and backward transition rates of the receptor are unaffected by the signal; the signal dynamics affects only the absolute time-scale of the receptor [11] . Moreover, conditional detail balance (12) implies thatσ y = (12) is is both necessary and sufficient for the receptor entropy rate to be zero. In [21] we show that (12) implies that the set of variables {X n k : k = 1, . . . , K ≥ 0} is independent of Y n for any choice of K and n k ≥ 0. As a numerical check for our result, we simulated a system in which both the receptor and the signal states can take three different values. As we see in Fig. 2 , the bound is numerically validated. In fact, the upper bound is clearly not reached at high σ y , consistent with the strict inequality discussed above.
Note that here we have not considered the mutual information rate between Y and X, i.e. the mutual information per symbol between the trajectories of the receptor and the signal. The choice of the rate as a metric for measurement would imply that the history of the receptor is accessible. If so, then the dynamics of the memory variables that record Y may be subsumed within the receptor dynamics, and our results continue to hold for the combined memory-receptor process. In specific applications, it should be remembered that the true entropy rate is that of the combined process. This is especially relevant to the calculation presented in [11] .
To conclude, we consider generic dynamics of how chemical information (ligand) represented as a Markov chain is read by sensors embedded, for instance, in the physical milieu of the cell. One crucial feature of our model is that the signal and receptor are embedded in different physical environments, and the dynamics Y of the receptors does not affect the dynamics X of the signal. in this setting, we show that (i) the entropy produced by the receptor must be non-zero; (ii) the free energy consumption rate of the receptor bounds the mutual information, and thus meets the necessary criteria for a universally valid cost function for molecular measurements.
Our exact demonstration does not contradict the classical results of Bennett and others [22] who showed that all computation can be done in a reversible way (i.e without generating entropy), because these computation models require intermediate steps where the input is first overwritten and then reconstructed [22] , violating our basic assumption that the signal dynamics is unaffected by the receptor. Our results can also be contrasted with the Monod-Wyman-Changeux (MWC) model [11, 23] , where the combined system (signal and receptor) is in equilibrium and yet the mutual information is non-zero, because the MWC model allows the receptors to perturb the signal. In fact, we establish that entropy production in steady-state measurements is necesssary if and only if the signal is unperturbed.
Our study is relevant to a variety of contexts of cellular information processing involving the ubiquitous ligand-receptor interactions. Importantly, our work provides a metric for the cost of dynamics and implies that under the assumptions listed above, the dynamics of signal measurement should involve free energy consumption at the scale of the measuring device, consistent with the proposal of active mechanics of signal processing [14] .
SUPPLEMENTARY MATERIAL
Let T = {t k : k = 1, . . . , K} denote a finite set of time epochs, and t an arbitrary time epoch. Thenσ y = 0 implies that
This result is an extension of the result thatσ y = 0 implies that I ss = I(X n ; Y n ) = 0. We have established thatσ y = 0 implies that I ss = 0, and consequently, X n is independent of Y n , or equivalently, P α i = P α P i . We now establish thatσ y = 0 also implies that the bipartite Markov chain (X, Y) satisfies a certain conditional detail balance condition. Whenσ y = I ss = 0, the inequality (9a) reduces to an equality. This happens if and only if
We call this the conditional detailed balance condition. We first establish that (11) holds for T = {t − 1}.
where (13a) follows from the fact that P α j = P α P j , (13b) follows from conditional detail balance (12) and the fact that I ss = 0 implies P α i = P α P i , and (13c) follows from the fact β,j P(
Define t min = min {t k : k = 1, . . . , K}, t , t max = max {t k : k = 1, . . . , K}, t . Now, let us consider the joint probability distribution of the variables (X tmax , X tmax−1 .., X tmin , Y t ). In what follows, we abbreviate the sequence of random variables (X u , X u−1 .., X v ) as X 
where (14a) and (14d) follow from the fact that X n and Y n are independent for all n, (14b) follows from the fact that {X n : n ≥ 1} is a Markov chain, (14c) follows from the fact X t and Y t+1 are independent (see (13c). Iterating the above construction, all the way through to i t−1 , we get P α tmax tmin , i t = P α tmax t+1 |α t P(α t )
Next, we note that for all t and k, P(α t | α t+1 , . . . , α t+k ) = P(α t , α t+1 , . . . , α t+k ) P(α t+1 , . . . , α t+k ) = P(α t )P(α t+1 | α t )
t+k−1 τ =t+1 P(α τ +1 | α τ ) P(α t+1 ) t+k−1 τ =t+1 P(α τ +1 | α τ ) = P(α t )P(α t+1 | α t ) P(α t+1 ) = P(α t |α t+1 ).
Thus, it follows that P(α t ) t−1 τ =t l P(α τ | α τ +1 ) = P(α t ) t−1 τ =t l P(α τ | α τ +1 , . . . α t ) = P(α τ l , . . . , α t ) Combining this result with (15) , and using the Markov property for {X n : n ≥ 1} we get P(α tmax tmin , i t ) = P((α tmax tmin )P(i t ).
Thus, it follows that I(X tmax tmin ; Y t ) = 0. Since 0 ≤ I {X t k : k = 1, . . . , K}; Y t ≤ I(X tmax , .., X tmin ; Y t ) = 0, we have that
