Abstract -Knowledge of the phase behavior of systems containing carbon dioxide (CO2) are of growing importance due to the increased use of supercritical carbon dioxide as an environmentally benign solvent alternative to volatile organics in chemical processes. In the present study, a comprehensive mathematical model is developed based on the Feed-Forward Back Propagation Artificial Neural Network (FFBP-ANN). The model is employed for the calculation of Vapor Liquid Equilibria (VLE) of four CO2-containing binary mixtures. The mixtures include CO2 -Tertpentanol was investigated
Introduction
Separation is one of the most energy intensive processes in industry. Preliminary evaluation shows that Supercritical Fluid Extraction (SCFE) can provide an effective separation with lower energy requirements than the traditional separation process [1] . From themid-1980s, the Supercritical Carbon Dioxide (SC CO2) + alcohol, ester and ether systems are of interest because of their importance as SC CO2 co solvent pairs in the biomaterials and pharmaceutical industry [2] . CO2 and alcohol systems have a high potential as supercritical co solvent pairs for separating metabolites. In separation process it leaves no solvent residues in products [3] . The high diffusivity, low viscosity, and low surface tension of SC CO2 are expected to speed up mass transfer controlling chemical reactions or extractions [2] . Also, SCFE processes may be important to the alcohol industry in order to avoid the current environmental and health concerns associated with many organic solvents [1] . However, the design of this type of processes requires the knowledge of phase equilibrium diagrams over a vast range of temperatures and pressures. Although CO2 is an important component in SCFE, the emission of carbon dioxide has been identified as the main contributor to global warming and climate change. The challenge for modern industry is to find cost effective solutions that will reduce the release of CO2 into the atmosphere. Reduction of CO2 emissions can be achieved by a variety of means. A physical absorption process is one of the most important possibilities. The advantage of this method is that it requires relatively little energy. Diisopropylether, an excellent solvent, is expected to absorb CO2 [4] . So correlation of VLE data for binary mixtures that have a solvent for absorption of CO2 is important.
The general and also conventional method of estimating the VLE data is based on equations of state (EOS). The EOS has been derived from strong theoretical principles and involves a number of adjustable parameters in terms of binary interaction parameters. The development of numerical tools, such as neural networks, has paved the way for other strong methods with more accuracy to estimate the VLE. It has attracted considerable interest because of its ability to capture with relative ease the non-linear relationship between the independent and dependent variables [5] . Recently, ANN has found extensive application in the field of thermodynamics and transport properties such as the estimation of VLE, viscosity, density, vapor pressure, compressibility factor and thermal conductivity and etc [6] [7] [8] [9] [10] [11] .
In this research, a comprehensive model based on multi-layer FFBP-ANN was developed to estimate VLE data for four binary mixtures containing CO2, the importance of which was mentioned above.
The mixtures include isobutanol, methyl acetate, diisopropyl ether, tertpentanol. The developed model was trained and evaluated by using the experimental data for four binary mixtures reported by [4, [12] [13] [14] and pure component properties for mixtures reported by [15] . 60% of all data were assigned to the training set and 20% of all data were assigned to the validation set and the rest of the data were used as the test set .Finally, for the model validation, the prediction of the ANN model (CO2 mole fraction in the vapor phase) was compared with the thermodynamic models from literatures and also with the experimental data.
Artificial Neural Networks
Neural networks consist of arrays of simple active units linked by weighted connections. ANN consists of multiple layers of neurons arranged in such a way that each neuron in one layer is connected with each neuron in the next layer. The network used in this study is a multi-layer feed forward neural network with a learning scheme of the BackPropagation (BP) of errors and the Levenberg-Marquardt algorithm for the adjustment of the connecting weights. Neurons are the fundamental processing element of an ANN, which are arranged in layers that make up the global architecture [16] .
The main advantage of using ANNs to predict the VLE data lies in their ability to learn the relationship between the complex VLE data for different binary mixtures. The ANN input is the first layer in the network through which the information is supplied. The number of neurons in the input layer depends on the network input parameters. Hidden layers connect the input and output layers. Hidden layers enrich the network for learning the relation between input and output data. In theory, ANN with only one hidden layer and enough neurons in the hidden layer, has the ability to learn any relation between the input and output data. Transfer function is the mathematic function that determines the relation between neuron output and the network. In other words, transfer function indicates the degree of nonlinearity in the network. Practically, in the feed forward BP-ANN model some limited functions are used as transfer functions [17] . Normally, the transfer functions of all neurons in the hidden layers are similar. Also, for all neurons in the output layer, the same transfer function is used. For the prediction of phenomena, logistic transfer function is the most conventional transfer function that is used in the hidden layers, because it is very easy to differentiate the sigmoid transfer function for using in the BP algorithm [18] [19] [20] . The sigmoid transfer function is as follow:
which "n" in equation (1) is the number of inputs to the neuron. "wi" is the weight coefficient corresponding to the input "xi" and "Opj" is the output corresponding to the "j" neuron. For completion of this section, we illustrate the learning BP algorithm.
ANN Training Algorithm
The Back-Propagation Algorithm is one of Least Mean Square methods, which is normally used in engineering. In a multilayer perceptron, each neuron of a layer is linked to all neurons of the previous layer. Figure 1 shows a perceptron with a hidden layer. Each layer output acts as the input to the next neurons. In order to train Multilayer Feed Forward Neural Network, Back-Propagation Law is used. In the first stage, all weights and biases are selected according to small random numbers. In the second stage, input vector Xp= x0, x1,..….., xn-1 and the target exit Tp= t0, t1,…., tm-1 are given to the network, where the subscripts n and m are the numbers of input and output vector, respectively. In the third stage, the following quantitative values are calculated and transferred to the subsequent layer until it eventually reaches the exit layer [21] .
The fourth stage begins from the exit layer, during which the weight coefficients are corrected.
(
Where "Wij(t)" stands for the weight coefficients from node "i" to node "j" in time "t", " h " is the rate coefficient, " Pj d " refers to the corresponding error of input pattern "P" to the node "j" and " Pj O " is the output corresponding to the j neuron. "
calculated by the following equations for exit layer and hidden layer, respectively:
(1 )
Here, the å acts for k nodes on the subsequent layer after the node "j" [21] . In the learning process, there are several parameters that have influence on the ANN training. These parameters are the number of iterations, number of hidden layers and the number of hidden neurons. To find the best architecture of the model, best set of the aforementioned parameters based on minimizing the network output error should be chosen [22] .
Experimental Data
The first step in an ANN modeling is compiling the database to train the network and to evaluate network ability for generalization. In the present study, the experimental VLE data for four binary mixtures reported by [4, [12] [13] [14] have been used for developing of the ANN model. The range of the intensive state variables (temperature (T), pressure (P) and CO2 mole fraction in the vapor (Y1) and liquid (X1) phases for each binary) and the number of data points (N) for the ANN training were listed in Table- 1. Also, the pure component properties (normal boiling point (Tb), critical temperature (Tc), critical pressure (Pc) and acentric factor w ) of the four binary mixture used in this work were collected from [15] and the collection was listed in Table- 
Using the random selection method, 60% of all data were assigned to the training set and 20% of all data were assigned to the validation set and the rest of the data were used as the test set. ANN modeling for the VLE of four binary mixtures was carried out in MATLAB ver. 7.9.0 program. Initially, the program starts with the default FFBP-ANN type (newff MATLAB function), the Levenberg-Marquardt BP training algorithm (trainlm MATLAB training function) and one hidden layer. Once the topology is specified the starting and ending number(s) of neurons in the hidden layer(s) have to be specified. The number of neurons in a hidden layer is then modified by adding neurons one at a time. In the training phase, the number of neurons in the hidden layer was important for the network optimization. However, decision on the number of hidden layer neurons is difficult because it depends on the specific problem being solved using ANN. With too few neurons, the network may not be powerful enough for a given learning task. With a large number of neurons, the ANN may memorize the input training data very well so that the network tends to perform poorly on new test data and is called "over-fitting". To prevent the over-fitting issue, we should evaluate average absolute relative deviation percent (AARD (%)) for train set, validation set and test set and they must be in the same order of magnitude. AARD (%) was calculated from the following relation:
Where "n" is the number of data point, "Exp" and "Calc" superscripts stand for the experimental and calculated CO2 mole fraction, respectively. In the training process, different hidden layers and neurons were tried and finally the optimized ANN obtained for this study. The procedure begins with the logarithmic sigmoid activation function and then the hyperbolic tangent sigmoid activation function for the hidden layers and the linear activation function for the output layer. It was found out that the best neural network for this study was a network with one hidden layer and 5 neurons in the hidden layer. figure 2 shows the Procedure for vapor liquid equilibrium neural network modeling with was described in this section.
Validation of the developed ANN model
In an optimized ANN, the AARD (%) for the train, validation and test data sets are in the same order of magnitude, approximately. In this research, the AARD (%) values for the train, validation and test sets of data were obtained 0.372, 0.457 and 0.528, respectively and the network performance Mean of Squarer Error (MSE) was achieved 2.732e-3. The ability of the model for the prediction of CO2 mole fraction in the vapor phase is shown in the Figure 3 . As shown, good agreement for the prediction of ANN model and the experimental data are observed. To validate the ANN model prediction, the ability of the ANN model for the prediction of CO2 mole fraction in the vapor phase of CO2 (1) [4, [12] [13] [14] is reported in Table-5 . As shown, the AARD (%) for ANN model is less than thermodynamic models and ANN model has more accuracy in comparison of other models. 
