Abstract. This paper investigates inexact Newton methods for solving systems of nonsmooth equations. We de ne two inexact Newton methods for locally Lipschitz functions and we prove local (linear and superlinear) convergence results under the assumptions of semismoothness and BD-regularity at the solution. We introduce a globally convergent inexact iteration function based method. We discuss implementations and we give some numerical examples.
Introduction
In the past few years there has been a growing interest in the study of nonsmooth equations. Nonsmooth equations arise from the nonlinear complementarity problem, the variational inequality problem, the nonlinear programming problem, the maximal monotone operator problem, the partial di erential equation problem, etc. Pang Nonsmooth equations are much more di cult than smooth equations. Many existing classical results for smooth equations cannot be extended to nonsmooth equations directly. For example, in the earlier papers on nonsmooth equations, strong F(r echet) di erentiability had to be assumed at the solution to obtain superlinear convergence of generalized Newton methods for solving nonsmooth equations 34]. Without such a di erentiability assumption at the solution, even a divergence example was given 25]. This di culty was solved in 41] and 45] , where a superlinear convergence theory for generalized Jacobian based and directional derivative based Newton methods was established under the assumption of semismoothness. Most nonsmooth equations from applications are semismooth, while the divergence example in 25] is not semismooth.
There are still many unsolved issues in the study of nonsmooth equations. For example, the superlinear convergence theory for quasi-Newton methods still relies on the assumption of strong F di erentiability at the solution 22] .
One of the di culties in nonsmooth equations is that the subproblems of many algorithms for solving them are nonlinear or even unsolvable. For example, the subproblem of the directional derivative based Newton method may have no solution at all. See the example at the end of 41]. The iteration based Newton method plays an important role in the global convergence theory for solving nonsmooth equations 20]. However, its subproblem is not easier to solve exactly in general. This di culty motivates us to invoke another classical tool for solving smooth equations: the inexact Newton method 10] 26] 27]. Actually, the notion of inexact solution in algorithms for solving nonsmooth equations was suggested in 34] and has been employed in 17] and 43]. In this paper, we attempt to study the e ect of using inexact solutions in the generalized Jacobian based Newton method, the directional derivative based Newton method and the iteration function based Newton method.
This paper is organized as follows. In Section 2 we de ne two local inexact Newton methods for semismooth and BD-regular systems of equations and we prove local convergence results. In Section 3 we de ne the iteration function based inexact Newton method and we prove a global convergence theorem. In Section 4 we discuss practical implementations and we show some numerical experiments. In the Appendix we prove superlinear convergence of the linear solvers used in the implementations.
Notation. Throughout the paper k k will denote the Euclidean norm.
However, it will be easy to verify that many results are independent of this choice.
Local convergence results
The focus of this paper is the numerical solution of the system of nonlinear equations
where the mapping F : IR n ! IR n is assumed to be locally Lipschitzian.
Since 29] , it includes smooth functions, convex functions and piecewise smooth functions. Moreover, the sums, di erences, products and composites of semismooth functions are semismooth.
A natural extension of the classical Newton method is
The superlinear convergence of this generalized Jacobian based Newton method was established in 45] under the assumption that F is semismooth at the solution x and all V 2 @F(x) are nonsingular. An improved version of this method is
The superlinear convergence of this generalized Jacobian based Newton 
where V k 2 @ B F(x k ), d k = x k+1 ? x k , and f k g is a sequence of positive numbers.
Then there exists a number such that if f k g is bounded by , then there is a neighborhood of x such that for any x 0 in this neighborhood, the inexact Newton method (2) 
By (3) and (4), if x k 2 N(x ), we have: 
which is a ne -invariant but, unhappily, it is not computable. In the following theorem, we prove that using the Ypma criterion in our problem, we obtain local linear convergence for xed < 1.
Theorem 2 Assume the hypotheses on F of Theorem 1. Let 2 (0; 1) be given. Let 0 2 ( ; 1). Consider the following inexact Newton method:
where V k 2 @ B F(x k ), d k = x k+1 ? x k , and the sequence f k g is contained in 0; ].
Then there exists a neighborhood of x such that for any x 0 in this neighborhood, the inexact Newton method (5) 
By these inequalities, we can replace the criterion (5) with damping parameters can be more e cient than Conjugate -gradient based linear solvers. As we will see in the Appendix, these implementations of Broyden's method are superlinearly convergent. So, in these cases, the criterion (5) can be replaced by kz i+1 ? z i k k kz i k=2: (7) 3 Global convergence results
In this section we consider methods of the form x k+1 = x k + k d k for solving (1) , where d k is an approximate solution of F(x k ) + G(x k ; d k ) = 0 and G : IR n IR n ! IR n is a given iteration function. The inexact-Newton computation of d k using (2) is a particular case of
We are going to assume that d k is computed in order to satisfy (8) . The procedure for computing k and x k+1 ; k = 0; 1; 2; : : : is as follows: Let ; 2 (0; 1), 2 (0; 1] be given and let x 0 2 IR n be an arbitrary initial approximation. Given x k with F(x k ) 6 = 0, let m k be the smallest nonnegative integer m such that (A4) for every sequence fz k g converging to x , every convergent sequence fv k g and every sequence f k g of positive scalars converging to zero,
whenever the limit in the left-hand side exists.
We now prove a global convergence theorem for the method de ned by (9) and (8) . A key idea in the proof is to vinculate the parameters k with the su cient descent parameter . A similar approach was used by Eisenstat and Walker ( 15] Proof. Without loss of generality, we assume that F(x k ) 6 = 0 for all k. We rst show that this method is well-de ned. By (A1), a solution d k of (8) exists for all x k . Assume that for some k, there does not exist an m such that (9) On the other hand, by the condition (A2) and the inequality (8),
This is a contradiction since 0 < 1 ? and (x k ) > 0. This shows that the inexact iteration function based Newton method is well-de ned.
Since (x k ) > 0 for each k, by the stepsize rule (9), we have that 0 < (x k+1 ) (1 ? 2 m k ) (x k ) < (x k ): Therefore, the sequence f (x k )g is strictly decreasing and is bounded below by zero. Hence, it converges and 
Let fx k : k 2 Kg be a subsequence converging to x . For all k 2 K large enough, x k 2 N, where N is the neighborhood of x , speci ed in the condition (A3). By (A3), for all these k, we have that
So, the sequence fd k : k 2 Kg is bounded. Dividing both sides of (10) by m k ?1 , passing to the limit k ! 1 for k 2 K and applying the condition (A4), we deduce
We may take a subsequence to guarantee that the limit in the left side exists.
Without loss of generality, we just let this subsequence be K.
On the other hand, by the inexact rule inequality (8),
The above two results imply that ?2 (1 ? ) (x ) ?2 (x ):
Since < 1 ? , the last inequality implies that (x ) = 0 . So, (b) is proved.
Finally, let us prove (c). Since x is an isolated solution of (1) As one of the referees pointed out, the global algorithm can be de ned using a more exible backtracking scheme, that allows interpolation steps.
Namely, when a trial point x k + k d k is rejected, the new trial point can be x k + k d k , with k 2 1 k ; 2 k ], 0 < 1 < 2 < 1. The convergence proof for this choice is completely analogous to the one given, with some additional minor technical di culties.
We saw that the inexact iteration function based Newton method preserves global convergence property with the condition (A1), which is less restrictive than the condition used by Han, Pang and Rangaraj 20]. Hence, in a certain sense, the insolvability of F(x k ) + G(x k ; d k ) = 0 is reduced.
Since the directional derivative based Newton method is a special case of this method, this comment also applies to it. Moreover, the generality of Theorem 3 is increased since we allow a constant 1 in (A2) and(A4). does not necessarily hold, but we need that the inexact-Newton direction be a su cient descent direction for . The \ -assumption" is the minimal assumption we found which is su cient for proving global convergence. We do not think that qualitatively weaker assumptions can be given supporting the global result.
Numerical implementation and experiments
We implemented the inexact Newton methods based on formulae (2) and (7). To ensure agreement of (7) with (5) results of Section 2 show that in the resolution of the newtonian linear system one should be essentially concerned by the reduction of the error rather than in the residual reduction. In relation to this concern, the choice 2 k should be advantageous over 1 k and 0 k . In fact, with the choice 2 k we minimize the \preconditioned residual" along the search direction, which tends to approximate the error vector if B i is close to V k . A discussion of this topic, with respect to smooth problems that come from discretization of systems of di erential equations can be found in 13].
We used the following sequences f k g: As initial approximation for our tests, we used x 0 = (0; : : : ; 0) T . We used the stopping criterion kF(x k )k 2 10 ?4 and we used double precision in the calculations. The norm of F at the initial point is kF(x 0 )k 2 = 25:54kc 1 k.
The system F(x) = 0 has multiple solutions at the points (1 + 2j ; : : : ; 1 + 2j ) T .
The results for n = 10 are presented in tables 1 and 2. We report the number of \outer iterations", that is, the iterations performed by the inexact Newton method, and \inner iterations", which is the sum of the iterations of the iterative linear solver (Broyden's method). We use an asterisk ( ) to indicate that convergence is not achieved after 100 outer iterations. Table 2 : Experiments using the a ne invariant stopping criterion
We also ran Newton's method both for the smooth problem (c 1 = c 2 = 1) and the nonsmooth one (c 1 = ?c 2 = 100). In the rst case, Newton converged in 6 iterations and in the nonsmooth case it took 7 iterations to converge up to the prescribed stopping criterion. Looking at the numerical results, we arrive to the following conclusions:
(a) The di erence between the behavior of the methods in the smooth and the nonsmooth case is not impressive in this case.
(b) The best performances of the inexact Newton methods are very good, compared with the behavior of Newton's method, which is much more expensive. In some cases, the number of iterations of Newton and \inexact Newton" coincide.
(c) In critical cases, the inexact Newton method with the a ne invariant criterion was more e cient that the method with the Dembo -EisenstatSteihaug criterion. In fact this happened for k 0:5 and k = 0 k . It seems that more precision is needed in the resolution of the newtonian equation in this case, and this additional precision is naturally obtained in few inner iterations when we use 1 k and 2 k . The e ectivity of solving the newtonian equation with higher precision in these cases is con rmed by the fact that the behavior of the inexact Newton method in the experiments 11 and 12 was better than the performance of experiments 8 and 9. In many cases, only one iteration of the linear solver was enough to satisfy the DemboEisenstat -Steihaug criterion, while, for satisfying the criterion (7) at least two iterations of Broyden's method are needed. We also implemented the global version of the inexact -Newton method with the Dembo-Eisenstat-Steihaug criterion, where the su cient decrease parameters chosen were = 0:5; = 0:1, = 10 ?4 . We use a small because we want to accept a \wrong" choice of V k at each particular iteration, provided that a descent direction for has been generated. Observe that, in the smooth case, the directional derivative of at x k is F(x k ) T J(x k )d k , and so, we can always use = 1.
As it usually happens with di erentiable problems, in the cases where the local methods converged, the damped versions exhibited essentially the same behavior, because the rst trial point was accepted at almost all iterations. In the cases where the local methods failed (problems 1 and 7), the global method converged, but the limit points were not solutions of the system but points where condition (A3) did not hold. In both cases the limit point turned out to be a local minimizer of where the function was di erentiable. This behavior is typical also in smooth problems.
Clearly, there exist problems where the local inexact Newton method with the Dembo -Eisenstat -Steihaug criterion (and xed ) fails, but convergence can be achieved with the global modi cation described in Section 3. This is the case, for example, of the piecewise linear function introduced in Section 2 to motivate the a ne -invariant stopping criterion.
A di erent set of problems was de ned using classical C 1 systems of the form H(x) = 0, with H : IR n ! IR n , H = (h 1 ; : : : ; h n ) T . Associated to each C 1 system, we generated the following nonlinear complementarity problem: f i (x) min fx i ; h i (x)g = 0; i = 1; : : : ; n:
The nonlinear complementarity problem is a di erentiable nonlinear system for all x 2 IR n such that x i 6 = h i (x); i = 1; : : : ; n. If x 2 IR n ; i 2 f1; : : : ; ng are such that x i = h i (x), then the system is not di erentiable at x. However, it is locally lipschitzian and semismooth. t + y dy (14) We approximate the integral in this equation using a modi ed trapezoidal quadrature rule with nodes ft i g n i=1 and weights fw i g n i=1 . This gives t i x i x j t i + t j w j : (15) Observe that when the number of points used to approximate the integral grows, n becomes large but the Jacobian matrix is not sparse. We used x 0 = (10; : : : ; 10) T , where kF(x 0 )k 2 = 28:99.
The results are given in Table 3 D.E.S. (3, 6) , (14, 237) , (11, 74 ) (3, 6), (8, 246) , (11, 61) Invariant (6, 19) , (*), (3, 10) (6, 19), (9, 68), (3, 10) Table 3 , we observe that, in general, the four variations of the inexact-Newton method were successful for the resolution of this set of problems. The choice 0 k seemed to be more e cient than the choices 1 k and 2 k in the linear solver. Moreover, the inexact-Newton method with the stopping criterion (2) was slightly more e cient than the criterion (5) in many cases. It seems that the choice k 0:5 in (2) was su cient for convergence, so, the criterion (5) asks for an additional, unnecessary, work. (23) and that (13) (22) . QED.
