Abstract. We construct an analogue of Dirac's reduction for an arbitrary local or non-local Poisson bracket in the general setup of non-local Poisson vertex algebras. This leads to Dirac's reduction of an arbitrary non-local Poisson structure. We apply this construction to an example of a generalized Drinfeld-Sokolov hierarchiy.
Introduction
Let P be a Poisson algebra with Poisson bracket {· , ·}, let θ 1 , . . . , θ m be some elements of P such that the determinant of the matrix C = {θ i , θ j } m i,j=1
is an invertible element of P , and let C −1 be the inverse matrix. In his famous paper [Dir50] Dirac constructed a new bracket:
{a, θ i }(C −1 ) ij {θ j , b} .
(0.1)
It is immediate to check that this new bracket is skewsymmetric and satisfies the Leibniz rules, and that the elements θ i are central for this bracket, i.e. {θ i , P } D = 0. A remarkable observation of Dirac is that (0.1) satisfies the Jacobi identity, hence it is a Poisson bracket on P . This is important since the associative algebra ideal I generated by the θ i 's is a Poisson ideal for the bracket (0.1), hence this bracket defines a Poisson algebra structure on the factor algebra P/I, called the Dirac reduction of P by the constraints θ 1 , . . . , θ m .
In the present paper we provide an analogous construction for (non-local) Poisson vertex algebras. This allows us to extend Dirac's construction to an arbitrary local or non-local Poisson bracket. (Note that even if the Poisson bracket we begin with is local, the resulting Dirac's bracket is, in general, non-local.)
Non-local Poisson vertex algebras
We start by recalling the definition of a (non-local) Poisson vertex algebra, following [DSK13] , where one can find more details.
We use the following standard notation: for a vector space V , we let
, and V ((λ −1 )), be, respectively, the spaces of polynomials in λ, of formal power series in λ −1 , and of formal Laurent series in λ −1 , with coefficients in V . Furthermore, we shall use the following notation from [DSK13] : Recall that we have the natural embedding ι µ,λ : V λ,µ ֒→ V ((λ −1 ))((µ −1 )) defined by expanding the negative powers of ν = λ + µ by geometric series in the domain |µ| > |λ|.
Let V be a differential algebra, i.e. a unital commutative associative algebra with a derivation ∂ : V → V. Recall that a (non-local) λ-bracket on V is a linear map {· λ ·} : V ⊗ V → V((λ −1 )) satisfying the following sesquilinearity conditions:
{∂a λ b} = −λ{a λ b} , {a λ ∂b} = (λ + ∂){a λ b} , (1.1) and the left and right Leibniz rules:
{a λ bc} = b{a λ c} + c{a λ b} , {ab λ c} = {a λ+∂ c} → b + {b λ+∂ c} → a .
(1.2)
Here and further an expression {a λ+∂ b} → c is interpreted as follows: if {a λ b} = N n=−∞ c n λ n , then {a λ+∂ b} → c = N n=−∞ c n (λ+∂) n c, where we expand (λ+∂) n in non-negative powers of ∂. The (non-local) λ-bracket {· λ ·} is called skewsymmetric if {b λ a} = −{a −λ−∂ b} for all a, b ∈ V .
(1.
3)
The RHS of the skewsymmetry condition should be interpreted as follows: we move −λ − ∂ to the left and we expand its powers in non-negative powers of ∂, acting on the coefficients on the λ-bracket. The (non-local) λ-bracket {· λ ·} is called admissible if {a λ {b µ c}} ∈ V λ,µ ∀a, b, c ∈ V .
(1.4)
Here we are identifying the space V λ,µ with its image in V((λ −1 ))((µ −1 )) via the embedding ι µ,λ . Note that, if {· λ ·} is a skewsymmetric admissible (non-local) λ-bracket on V, then we also have {b µ {a λ c}} ∈ V λ,µ and {{a λ b} λ+µ c} ∈ V λ,µ , for all a, b, c ∈ V (see [DSK13, Rem.3 .3]). Definition 1.1. A non-local Poisson vertex algebra (PVA) is a differential algebra V endowed with a non-local λ-bracket, {· λ ·} : V ⊗ V → V((λ −1 )) satisfying sesquilinearity (1.1), left and right Leibniz rules (1.2), skewsymmetry (1.3), admissibility (1.4), and the following Jacobi identity: {a λ {b µ c}} − {b µ {a λ c}} = {{a λ b} λ+µ c} for every a, b, c ∈ V , (1.5)
where the equality is understood in the space V λ,µ . In this case we call {· λ ·} a (non-local) PVA λ-bracket.
We shall often drop the term "non-local", so when we will refer to PVA's and λ-brackets we will always mean non-local PVA's and non-local λ-brackets. (This, of course, includes the local case as well. ) An element θ of a (non-local) PVA V is called central if {a λ θ} = 0 for all a ∈ V. Note that, by skewsymmetry, this is equivalent to the condition that {θ λ a} = 0 for all a ∈ V. Note also that, by the sesquilinearity and Leibniz rules, a differential algebra ideal of V generated by central elements is automatically a PVA ideal.
In [DSK13] there have been proved the following two lemmas, which will be used in the following sections.
Lemma 1.2 ([DSK13, Lem.2.3]).
Let A(λ, µ), B(λ, µ) ∈ V λ,µ , and let S, T : V → V be endomorphisms of V (viewed as a vector space). Then A(λ + S, µ + T )B(λ, µ) ∈ V λ,µ , where we expand the negative powers of λ + S and µ + T in non-negative powers of S and T , acting on the coefficients of B. In particular, if V is a differential algebra, then the space V λ,µ is also a differential algebra, with the obvious product and action of ∂. ∈ Mat ℓ×ℓ V((∂ −1 )) be an invertible ℓ × ℓ matrix pseudodifferential operator with coefficients in V, and let C −1 (∂) = (C −1 ) ij (∂)
∈ Mat ℓ×ℓ V((∂ −1 )) be its inverse. Letting C ij = N n=−∞ c ij;n ∂ n , the following identities hold for every a ∈ V and i, j = 1, . . . , ℓ:
a λ (C −1 ) ij (µ) = − where ι µ,λ : V λ,µ → V((λ −1 ))((µ −1 )) and ι λ,λ+µ : V λ,µ → V(((λ + µ) −1 ))((λ −1 )) are the natural embeddings defined above. In equations (1.6) and (1.7), C(λ) ∈ Mat ℓ×ℓ V((λ −1 )) denotes the symbol of the matrix pseudodifferential operator C, and C * denotes its adjoint (its inverse being (C −1 ) * ).
∈ Mat ℓ×ℓ V((∂ −1 )) be an invertible ℓ × ℓ matrix pseudodifferential operator with coefficients in V, and let
∈ Mat ℓ×ℓ V((∂ −1 )) be its inverse. Let a ∈ V, and assume that {a λ C ij (µ)} ∈ V λ,µ for all i, j = 1, . . . , ℓ .
(1.8) (As before, we identify V λ,µ with its image
In fact, the following identities hold in the space V λ,µ :
(1.9) and
Proof. It is an immediate corollary of Lemmas 1.2 and 1.3.
Dirac reduction for (non-local) PVAs
Let V be a (non-local) Poisson vertex algebra with λ-bracket {· λ ·}. Let θ 1 , . . . , θ m be elements of V, and let I = θ 1 , . . . , θ m V be the the differential ideal generated by them. If I ⊂ V is a PVA ideal, then the quotient differential algebra V/I inherits a natural structure of (non-local) PVA. In general, we shall modify the PVA λ-bracket {· λ ·} via a construction which, for the finite dimensional setup, was introduced by Dirac [Dir50] . We thus get a new PVA λ-bracket {· λ ·} D on V, with the property that all the elements θ i are central with respect to the modified λ-bracket. Therefore, I ⊂ V becomes a PVA ideal for the modified λ-bracket, and so we can consider the quotient (non-local) PVA V/I.
Consider the matrix pseudodifferential operator
whose symbol is C αβ (λ) = {θ β λ θ α } . (2.1) By the skew-commutativity axiom (1.3), the pseudodifferentil operator C(∂) is skewadjoint. We shall assume that the matrix pseudodifferential operator C(∂) is invertible, and we denote its inverse by
Definition 2.1. The Dirac modification of the PVA λ-bracket {· λ ·}, associated to the elements θ 1 , . . . , θ m , is the map
Theorem 2.2. Let V be a (non-local) PVA with λ-bracket {· λ ·}. Let θ 1 , . . . , θ m ∈ V be elements such that the corresponding matrix pseudodifferential operator
(b) All the elements θ i , i = 1, . . . , m, are central with respect to the Dirac modified λ-bracket: {a λ θ i } D = {θ iλ a} D = 0 for all i = 1, . . . , m and a ∈ V. (c) The differential ideal I = θ 1 , . . . , θ m V ⊂ V, generated by θ 1 , . . . , θ m , is an ideal with respect to the Dirac modified λ-bracket {· λ ·} D , namely:
The quotient space V/I is a (non-local) PVA, with λ-bracket induced by {· λ ·} D , which we call the Dirac reduction of V by the constraints θ 1 , . . . , θ m .
Proof. Both sesquilinearity conditions (1.1) for the Dirac modified λ-bracket (2.2) are immediate to check. The skewsymmetry condition (1.3) for the Dirac modified λ-bracket (2.2) can also be easily proved: it follows by the skewsymmetry of the λ-bracket {· λ ·}, and by the fact that the matrix C(∂) (hence C −1 (∂)) is skewadjoint. The Dirac modified λ-bracket {· λ ·} D obviously satisfies the left Leibniz rule (1.2), since {· λ ·} does, and therefore it also satisfies the right Leibniz rule, as a consequence of the left Leibniz rule and the skewsymmetry.
Next, we prove that the Dirac modified λ-bracket {· λ ·} D is admissible, in the sense of equation (1.4). For this, we compute the triple λ-bracket {a λ {b µ c} D } D using the definition (2.2), the sesquilinearity conditions (1.1) and the left and right Leibniz rules (1.2). We get
a λ {θ δ y c}
θ β x {θ δ y c}
Here and further we use the following notation: given an element
and f, g ∈ V, we let
All the terms (2.3), (2.4), (2.6), (2.7), (2.8), and (2.10), lie in V λ,µ by the admissibility assumption on {· λ ·} and Lemma 1.2. Moreover, by the admissibility of {· λ ·} and the definition (2.1) of the matrix C(∂), condition (1.8) holds. Hence, we can use Corollary 1.4 and Lemma 1.2 to deduce that the terms (2.5) and (2.9) lie in V λ,µ as well. Therefore, {a λ {b µ c} D } D lies in V λ,µ for every a, b, c ∈ V, i.e. the Dirac modification {· λ ·} D is admissible. In order to complete the proof of part (a) we are left to check the Jacobi identity (1.5) for the Dirac modified λ-bracket. We can use equation (1.9) in Corollary 1.4 to rewrite the terms (2.5) and (2.9). As a result, we get
Exchanging the roles of a and b and of λ and µ we get the second term of the LHS of the Jacobi identity:
In a similar way we compute the RHS of the Jacobi identity for the Dirac modified λ-bracket, using the definition (2.2), the sesquilinearity (1.1), the right Leibniz rule (1.2), and equation (1.10) (recall that the matrix C is skewadjoint). We get
The following equations hold due to the skewsymmetry (1.3), the Jacobi identity (1.5), and the fact that the matrix C is skewadjoint: This concludes the proof of the Jacobi identity for the Dirac modified λ-bracket, and of part (a). Note that the identities C(∂)C −1 (∂) = C −1 (∂)C(∂) = 1 read, in terms of the symbols of the pseudodifferential operators C(∂) and 
and the Jacobi compatibility condition (a, b, c ∈ V):
In general, if we have two compatible PVA λ-brackets {· λ ·} 0 and {· λ ·} 1 on V, and we take their Dirac reductions by a finite number of constraints θ 1 , . . . , θ m , we do NOT get compatible PVA λ-brackets on V/I, where I = θ 1 , . . . , θ m V . In Theorem 2.3 below we show that the Dirac reduced PVA λ-brackets on V/I are in fact compatible in the special case when the constraints θ 1 , . . . , θ m are central with respect to the first λ-bracket {· λ ·} 0 . Theorem 2.3. Let V be a differential algebra, endowed with two compatible PVA λ-brackets {· λ ·} 0 , {· λ ·} 1 . Let θ 1 , . . . , θ m ∈ V be central elements with respect to the first λ-bracket:
be the matrix pseudodifferential operator given by (2.1) for the second λ-bracket: C α,β (λ) = {θ β λ θ α } 1 . Suppose that the matrix C(∂) is invertible, and consider the Dirac modified PVA λ-bracket {· λ ·} Proof. By assumption, {· λ ·} 0 is a PVA λ-bracket on V, and, by Theorem 2.2(a), {· λ ·} D 1 is a PVA λ-bracket on V as well. Hence, in order to prove the first assertion of the theorem, we only need to check that they are compatible, i.e. that they satisfy the admissibility condition (2.35) and the Jacobi compatibility condition (2.36).
Note that, since the elements θ i are central with respect to {· λ ·} 0 , we have, for every a ∈ V:
and the RHS lies in V λ,µ by the admissibility condition (2.35). Hence, condition (1.8) holds for the λ-bracket {· λ ·} 0 , and we can use Corollary 1.4. By the definition (2.2) of the Dirac modified λ-bracket {· λ ·} D 1 , we therefore get, using sesquilinearity, the left and right Leibniz rules, and equation (1.9) for {· λ ·} 0 :
The term (2.37) lies in 
Furthermore, a similar computation involving the definition (2.2) of the Dirac modified λ-bracket {· λ ·} D 1 , the sesquilinearity conditions, the left and right Leibniz rules, and equation (1.10) for {· λ ·} 0 , gives
By the Jacobi compatibility condition (2.36) we have
Moreover, by the skewadjointness of the matrix C and by the skewsymmetry of the λ-bracket {· λ ·} 1 , we have
and this expression is zero by the Jacobi compatibility condition (2.36) and the assumption that all the elements θ i 's are central with respect to {· λ ·} 0 . By similar arguments we conclude that Furthermore, again by equation (2.36) and the fact that all the θ i 's are central with respect to {· λ ·} 0 , we get that, for all α, β = 1, . . . , m, {θ αλ θ β } 1 is central with respect to {· λ ·} 0 . Therefore, (2.39) = 0 , (2.44) = 0 , (2.50) = 0 .
In conclusion, the Jacobi compatibility condition (2.36) holds for the pair of λ-brackets {· λ ·} 0 and {· λ ·} D 1 . Since, by assumption, the elements θ 1 , . . . , θ m are central with respect to {· λ ·} 0 , the differential ideal I generated by them is a PVA ideal for this λ-bracket. On the other hand, I is also a PVA ideal for {· λ ·} 
, where I = {1, . . . , ℓ}, be the algebra of differential polynomials with derivation (uniquely) determined by ∂(u
. Recall from [BDSK09] that an algebra of differential functions in the variables u 1 , . . . , u ℓ is a differential algebra extension V of
extending the usual partial derivatives on R ℓ , such that only a finite number of ∂f ∂u (n) i are non-zero for each f ∈ V, and satisfying the following commutation relations:
It is useful to write this commutation relation in terms of generating series:
We denote by C = c ∈ V ∂c = 0 ⊂ V the subalgebra of constants, and by
the subalgebra of quasiconstants. It is easy to see that C ⊂ F . Note that if V is an algebra of differential functions and it is a domain, then its field of fractions K is also an algebra of differential functions, with the obvious extension of all the partial derivatives.
Recall that for P ∈ V ℓ we have the associated evolutionary vector field
This makes V ℓ into a Lie algebra, with Lie bracket
where
3.2. Rational matrix pseudodifferential operators. Let V be a differential algebra with derivation ∂. We assume that V is a domain, and we denote by K its field of fractions. Consider the skewfield K((∂ −1 )) of pseudodifferential operators with coefficients in K, and the subalgebra V[∂] of differential operators on V.
A rational pseudodifferential operator with coefficients in V is a pseudodiffer-
We denote by V(∂) the space of all rational pseudodifferential operators with coefficients in V. It is well known that K(∂) is the smallest subskewfield of
, see e.g. [CDSK12] .
The algebra of rational matrix pseudodifferential operators with coefficients in V is, by definition,
can be written as a ratio of two matrix differential operators:
, and B(∂) non-degenerate, see e.g. [CDSK12] .
3.3. Non-local Poisson structures. Let V be an algebra of differential functions in u 1 , . . . , u ℓ . Assume that V is a domain, and let K be the corresponding field of fractions. To a matrix pseudodifferential operator
given by the following Master Formula (cf. [DSK06]):
In particular,
(a) Formula (3.4) gives a well-defined non-local λ-bracket on V. 
where the equality holds in the space V λ,µ .
Definition 3.2. A non-local Poisson structure on V is a skewadjoint rational matrix pseudodifferential operator H with coefficients in V, satisfying equation (3.6) for every i, j, k ∈ I (which is equivalent to [DSK13, eq.(6.14)] H = AB −1 , see Prop.6.11 there).
3.4. Hamiltonian equations and integrability. Let V be an algebra of differential functions, which is assumed to be a domain. We have a non-degenerate pairing
(See e.g. [BDSK09] for a proof of non-degeneracy of this pairing.) Let H ∈ Mat ℓ×ℓ V(∂) be a non-local Poisson structure. We say that h ∈ V/∂V and P ∈ V ℓ are H-associated, and we denote it by By the chain rule, any element f ∈ V evolves according to the equation
and, integrating by parts, a local functional f ∈ V/∂V evolves according to
An integral of motion for the Hamiltonian equation (3.7) is a local functional f ∈ V/∂V which is constant in time, i.e. such that (P | δf δu ) = 0. The usual requirement for integrability is to have infinite linearly independent (over C) sequences { h n } n∈Z+ ⊂ V/∂V and {P n } n∈Z+ ⊂ V ℓ , starting with h 0 = h and P 0 = P , such that
←→ P n for every n ∈ Z + and a fractional decomposition
In this case, we have an integrable hierarchy of Hamiltonian equations
Elements h n 's are called higher Hamiltonians, the P n 's are called higher symmetries, and the condition (P m | δhn δu ) = 0 says that h m and h n are in involution.
Quotient algebra of differential functions
Let V be an algebra of differential functions in the variables u 1 , . . . , u ℓ . Let θ 1 , . . . , θ m be some elements in V, and let I = θ 1 , . . . , θ m V ⊂ V be the differential ideal generated by them. In general, the quotient differential algebra V/I does not have an induced structure of an algebra of differential functions. For this, we need, in particular, that the differential ideal I is preserved by all partial derivatives
, and this happens only if the elements θ 1 , . . . , θ m are of some special form.
The simplest situation is when the constraints are some of the differential variables:
, for i = 1, . . . , ℓ − m and n ∈ Z + , the differential ideal generated by them I = u ℓ−m+1 , . . . , u ℓ V ⊂ V is preserved by all these partial derivatives. Therefore, if I ∩ R ℓ−m = 0, the quotient space V/I is naturally an algebra of differential functions in the variables u 1 , . . . , u ℓ−m .
A more general situation is when the constraints have the form:
for some p α ∈ V, such that:
= 0 for all α, β = 1, . . . , m and n ∈ Z + . (4.2)
In this case we have the following:
Proposition 4.1. Let V be an algebra of differential functions in the differential variables u 1 , . . . , u ℓ . Let θ 1 , . . . , θ m ∈ V (m ≤ ℓ) be elements of the form (4.1).
(a) We have a structure of an algebra of differential functions in the variables u 1 , . . . , u ℓ−m , which we denote by V, on the differential algebra V, with the following modified partial derivatives Proof
on the θ α 's we have satisfy the commutation rules (3.1). We have
In the fourth equality we used the identity
which holds due to (3.1). Next, let us prove part (b). Since, by assumption (4.2), p α is independent of the variables u ℓ−m+1 , . . . , u ℓ , we have, for i = 1, . . . , ℓ − m and s ∈ Z + , Note that the Frechet derivative (3.3) of a collection of elements as in (4.1) has the form
and ½ m is the m × m identity matrix.
We can find the formula for the variational derivatives in the algebra of differential functions V (with the modified partial derivatives (4.3)). Namely, for i = 1, . . . , ℓ − m, we have
In the last identity we used the commutation relation (3.2). We can rewrite the above equation in matrix form as follows:
The variational derivatives δ δui on the quotient algebra V/I are induced by (4.6):
Here and further, for f ∈ V, we letf be its coset in the quotient space V/I.
Central reduction for (non-local) Poisson structures and Hamiltonian equations
5.1. Central elements and constant densities.
Definition 5.1. Let V be an algebra of differential functions, which is a domain. Let H ∈ Mat ℓ×ℓ V((∂ −1 )) be a (non-local) Poisson structure on V.
(ii) An element θ ∈ V is called a constant density for the evolution equation
An element θ ∈ V/∂V is called an integral of motion (and θ ∈ V is the corresponding conserved density) for the evolution equation Proof. By the Master Formula (3.4) we have 5.2. Central reduction of a Poisson structure. Let H(∂) ∈ Mat ℓ×ℓ V((∂ −1 )) be a (non-local) Poisson structure on the algebra of differential functions V, and let θ 1 , . . . , θ m ∈ V be central elements for H(∂). Let I = θ 1 , . . . , θ m V ⊂ V be the differential ideal generated by θ 1 , . . . , θ m . Due to Lemma 5.2(a), I is an ideal for the PVA λ-bracket {· λ ·} H associated to the Poisson structure H(∂), and therefore we have an induced PVA structure on V/I. The corresponding PVA λ-bracket on V/I is given by
As before, for f ∈ V, we letf be its coset in the quotient space V/I, and also, for h(∂) ∈ V((∂ −1 )), we denote by h(∂) ∈ (V/I)((∂ −1 )) the pseudodifferential operator obtained by taking the cosets of all coefficients of h(∂). We would like to prove that, in fact, this PVA λ-bracket is associated to a (non-local) Poisson structure on V/I. For this we need, in particular, that the quotient differential algebra V/I is an algebra of differential functions. By Proposition 4.1, this happens, for example, if the elements θ α 's are of the special form (4.1), with I ∩ R ℓ−m = 0, and in this case we need to take the modified partial derivatives (4.3). We want to prove that, in this case, we indeed have an induced Poisson structure H C (∂) on V/I, which we call the central reduction of H(∂).
Proposition 5.4. Let V be an algebra of differential functions in the differential variables u 1 , . . . , u ℓ , which is a domain. Let θ 1 , . . . , θ m ∈ V be as in (4.1), and let I = u ℓ−m+1 , . . . , u ℓ V ⊂ V be the differential ideal generated by them. Let H(∂) ∈ Mat ℓ×ℓ V((∂ −1 )) be a Poisson structure on V.
(a) The elements θ 1 , . . . , θ m are central for H(∂) if and only if the matrix H(∂) has the following form 
(5.3) In other words, the matrix A(∂) is a Poisson structure on the algebra of differential functions V defined in Proposition 4.1(a), and the H-λ-bracket on V (with usual partial derivatives) coincides with the A-λ-bracket on V (= V with modified partial derivatives). In other words, the induced PVA λ-bracket (5.1) on V/I is associated to the centrally reduced Poisson structure H C (∂) on V/I. 
Proof. Write the matrix H(∂) in block form as follows:
Next, we prove part (b). By the Master Formula (3.4) and the block form (5.2) for H, we have
(5.5) By the definition of Frechet derivative and the commutation relation (3.2), we have
We can thus rewrite equation (5.5) as
Hence, equation (5.3) holds. Part (c) is an immediate consequence of part (b).
Remark 5.5. We believe that the assumption that A(∂) is rational in part (c) of Theorem 5.4 is automatically satisfied. First, note that we can prove it entrywise, so we reduce to the scalar case. Then, we would need to prove the following. Let V be a differential domain, and let a(∂),
, and f b −1 (∂) ∈ V((∂ −1 )).
Central reduction of a Hamiltonian equation.
Let V be an algebra of differential functions, which is a domain, and let H(∂) ∈ Mat ℓ×ℓ V((∂ −1 )) be a (non-local) Poisson structure on V. Let 
is a Hamiltonian equation on the quotient algebra V/I, for the centrally reduced Poisson structure H C (∂), and the Hamiltonian functional h.
Proof. By assumption we have the association relation h H ←→ P . This means that we have a fractional decomposition
and N (∂) non-degenerate, and an element F ∈ K ℓ , such that
The first observation is that, without loss of generality, we can assume that N (∂) is upper triangular. Indeed, by [CDSK13b, Lem.3 .1], we have
is upper triangular non-degenerate, f ∈ V is a nonzero element, and
. Clearing the denominators, we can write
and equations (5.7) imply 
. Also, we let
, with N 1 (∂) and N 4 (∂) non-degenerate. Its inverse is
It is easy to deduce that the matrix
(5.10) Since, by assumption, H(∂) has the form (5.2), we have
Substituting the expressions (5.8) and (5.9) of M and N −1 in this equation, we get
4 (∂) = 0 , and multiplying both sides by N 4 (∂) on the right, we get
On the other hand, if M (∂) =M (∂) • Q(∂) and N (∂) =Ñ (∂) • Q(∂), and the association relation (5.7) holds, then it also holds after replacing M byM , N byÑ , and F by Q(∂)F ∈ K ℓ . Therefore, we can assume, without loss of generality, that M 1 (∂) and N 1 (∂) are right coprime in the principal ideal ring
We next use the following simple result:
Lemma 5.7. Let A(∂), B(∂) ∈ Mat n×n K[∂] be right coprime matrix differential operators, with B(∂) non-degenerate, and let
Proof. The if part is obvious. Conversely, suppose that A(∂) • B −1 (∂) • C(∂) is a matrix differential operator. Since, by assumption, A(∂) and B(∂) are right coprime, and since Mat n×n K[∂] is a principal ideal ring, we have the Bezout identity
. Multiplying both sides of this equation on the right by B −1 (∂) • C(∂), we get
Applying Lemma 5.7 to
, and recalling equation (5.11), we deduce that
(5.12) By the first equation in (5.7) and equation (4.6), we have
13) where, by (5.12)
(5.14)
Moreover, by the second equation in (5.7) we have
In the last equality we used (5.12) and (5.14). Equations (5.10), (5.13), and (5.15), imply that h
By part (a) we have that h
, where (5.10) is a fractional decomposition for A(∂). In fact, we can assume that (5.10) is minimal, [DSK13] . By passing to the quotient V/I, we thus get
On the other hand, by our assumption, if (5.10) is a minimal fractional decomposition, then
is non-degenerate, and therefore Remark 5.8. We believe that the assumption that N 1 (∂) non-degenerate in part (b) of Theorem 4.1 is automatically satisfied (see Remark 5.5).
Dirac reduction for (non-local) Poisson structures and Hamiltonian equations
6.1. Dirac modified Poisson structure. In the present section we describe how the Dirac modification (2.2) of a PVA λ-bracket becomes in the special case of a non-local Poisson structure on an algebra of differential functions. Let V be an algebra of differential functions in the variables u 1 , . . . , u ℓ , which is a domain, and let H(∂) ∈ Mat ℓ×ℓ V((∂ −1 )) be a non-local Poisson structure on V. Let {· λ ·} H be the corresponding PVA λ-bracket on V given by the Master Formula (3.4). Let, as in Section 2, θ 1 , . . . , θ m be some elements of V, and let I = θ 1 , . . . , θ m V ⊂ V be the differential ideal generated by them. Consider the following rational matrix pseudodifferential operator
where D θ (∂) is the m × ℓ matrix differential operator of Frechet derivatives of the elements θ i 's:
is its formal adjoint. We assume that the matrix C(∂) in (6.1) is invertible in Mat m×m V((∂ −1 )).
Definition 6.1. The Dirac modification of the Poisson structure H ∈ Mat ℓ×ℓ V((∂ −1 )) by the constraints θ 1 , . . . , θ m is the following skewadjoint ℓ × ℓ matrix pseudodifferential operator: Proof. By the Master Formula (3.4) and the definition (6.2) of the Frechet derivative D θ , we have that the matrix elements C βα (λ) in (2.1) are
Hence, the matrix pseudodifferential operator C(∂) defined by (2.1) coincides with the matrix C(∂) in (6.1). Furthermore, by the definition (2.2) of the Dirac modified λ-bracket, we have
This proves equation (6.4). The last assertion of part (a) is a consequence of the fact that the Dirac modification of a PVA λ-bracket is again a PVA λ-bracket, by Theorem 2.2(a). Part (b) is an immediate consequence of the definition (6.3) of the Dirac modification H D (∂), and the definition (6.1) of the matrix C(∂).
6.2. Dirac reduced Poisson structure. An interesting situation is when the constraints θ 1 , . . . , θ m ∈ V are of type (4.1) (m ≤ ℓ). In this case, if we write H(∂) in block form as in (5.4), the matrix C(∂) defined in (6.1) is 
In fact, it is not hard to compute explicitly the matrix A D (∂):
Then, by Proposition 5.4(c), under some additional mild assumptions, we have a "Dirac reduced" Poisson structure on the quotient algebra of differential functions V/I (with modified partial derivatives (4.3)), Remark 6.4. We believe that the assumption that A D (∂) is rational in part (c) of Corollary 6.3 automatically holds (see Remark 5.5).
6.3. Dirac reduction of a Hamiltonian equation. Let V be an algebra of differential functions, which is a domain, and let H(∂) ∈ Mat ℓ×ℓ V((∂ −1 )) be a (non-local) Poisson structure on V. Let θ 1 , . . . , θ m ∈ V, and consider the Dirac modified Poisson structure H D on V given by equation (6.3). Let 
where P 1 ∈ V ℓ−m denotes the first ℓ − m entries of P ∈ V ℓ . If, as expected, it happens that h 
is Hamiltonian with respect to the Dirac reduced Poisson structure H D given by (6.6), and the Hamiltonian functional h ∈ V.
Unfortunately, we have no general statement relating integrals of motion for a Hamiltonian equation (5.6) to integrals of motion for the corresponding Dirac reduced equation (6.8). In the next Section we discuss the special case when the integrals of motion are obtained by the so-called Lenard-Magri scheme of integrability for a bi-Hamiltonian equation.
7. Dirac reduction of a bi-Hamiltonian hierarchy 7.1. Reduction of a bi-Poisson structure. Let V be an algebra of differential functions in the differential variables u 1 , . . . , u ℓ , which is a domain. Recall that two (non-local) Poisson structures H 0 (∂), H 1 (∂) ∈ Mat ℓ×ℓ V((∂ −1 )) are said to be compatible if H 0 (∂) + H 1 (∂) is also a Poisson structure on V. In this case we say that (H 0 , H 1 ) form a bi-Poisson structure on V.
Let (H 0 , H 1 ) be a bi-Poisson structure on V. Let θ 1 , . . . , θ m ∈ V be central elements for H 0 , and let I = θ 1 , . . . , θ m V be the the differential ideal generated by them. If the matrix pseudodifferential operator whose symbol is give by (2.1), with the λ-brackets for H 1 , is invertible, then we can consider the Dirac modified λ-bracket {· λ ·} Suppose also that the elements θ 1 , . . . , θ m ∈ V are of the form (4.1) (with m ≤ ℓ). We can write H 0 and H 1 in block form as (cf. equations (5.2) and (5.4)): Remark 7.2. We believe that the assumptions that A 0 (∂) and A D 1 (∂) are rational in part (c) of Proposition 7.1 are automatically satisfied (see Remark 5.5).
7.2. Reduced bi-Hamiltonian hierarchy. A bi-Hamiltonian hierarchy with respect to a bi-Poisson structure (H 0 , H 1 ) is, by definition, a sequence of evolution equations du dt n = P n ∈ V ℓ , n ∈ Z + , (7.2) satisfying the following Lenard-Magri recursive conditions:
for some Hamiltonian functionals h −1 , h 0 , · · · ∈ V/∂V. In this case, all Hamiltonian functionals h n , n ≥ −1, are integrals of motion for all equations of the hierarchy (7.2), in involution with respect to both Poisson structures H 0 and H 1 . Also, all commutators [P m , P n ] lie in a finite dimensional space, (see [DSK13] ). Hence, each of the equations (7.2) is integrable, provided that the h n 's are linearly independent. Let θ 1 , . . . , θ m be central elements for H 1 (∂) of the form (4.1) (m ≤ ℓ). By For n ∈ Z + , let (P n ) 1 ∈ V ℓ−m be given by the first ℓ − m entries of P n ∈ V ℓ .
By Proposition 5.6(b) we have that h n H C 0 ←→ (P n ) 1 . By Lemma 5.2(c), the θ α 's are constant densities for all the equations of the hierarchy (7.2). Hence, by Ansatz 6.5 we expect that h n−1
←→ (P n ) 1 . Therefore, we expect to get a "reduced" bi-Hamiltonian hierarchy on V/I. Thus we have the following Ansatz 7.3. Let (H 0 , H 1 ) be a bi-Poisson structure on the algebra of differential functions V, and let (7.2) be a bi-Hamiltonian hierarchy satisfying the Lenard-Magri recursive conditions (7.3). Let θ 1 , . . . , θ m be central elements for H 1 (∂) of the form (4.1) (m ≤ ℓ). 
Hence, we have a bi-Hamiltonian hierarchy
which is integrable provided that the local functionals h n 's are linearly independent.
8. Example: Dirac reduction of the generalized Drinfeld-Sokolov hierarchy for the minimal nilpotent element of sl 3
Recall from [DSKV13] that the W-algebra associated to sl 3 and its minimal nilpotent element is a pair of compatible Poisson vertex algebra structures {· λ ·} 0 and {· λ ·} 1 on the algebra R(L, ψ + , ψ − , ϕ) of differential polynomials in the variables L, ψ + , ψ − , ϕ over F. The λ-brackets among the generators are as follows: ϕ is central for {· λ ·} 0 , and {L λ L} 0 = −2λ , {L λ ψ ± } 0 = {ψ ± λ ψ ± } 0 = 0 , {ψ + λ ψ − } 0 = 1 , and {L λ L} 1 = (∂ + 2λ)L − The element ϕ ∈ W is central for H 0 (∂). Let I = ϕ W be the differential ideal generated by ϕ. Clearly, I ∩ R(L, ψ + , ψ − ) = 0, and the quotient algebra W/I is naturally identified with R(L, ψ + , ψ − ), the algebra of differential polynomials in the variables L, ψ + , ψ − . In particular, it is a domain. The Frechet derivative of ϕ is D ϕ (∂) = (0 0 0 1). Hence, the matrix (7.1) is C(∂) = D 1 (∂) = 6∂, which is invertible in W((∂ −1 )). By Proposition 7.1(b), the matrices In [DSKV13, Ex.6.4] we constructed an infinite sequence of linearly independent local functionals g n ∈ W/∂W, n ≥ −1, such that H 0 (∂) δg−1 δu = 0, satisfying the Lenard-Magri recursive conditions (7.3). The first two conserved densities are
Hence, we have the corresponding integrable hierarchy of bi-Hamiltonian equations du dt n = P n = H 1 (∂) δg n−1 δu = H 0 (∂) δg n δu , n ∈ Z + . (8.8)
The first two equations of the hierarchy are as follows In order to prove integrability of the bi-Hamiltonian hierarchy du dtn = (P n ) 1 , n ∈ Z + , we are left to prove linear independence of the elements (P n ) 1 ∈ (W D ) 3 . It is not difficult to show, using the recursive equation (8.8), that In particular, the elements (P n ) 1 are linearly independent. Thus, (8.20) is the first non-trivial equation of an integrable hierarchy of bi-Hamiltonian equations with respect to the Poisson structures (8.4) and (8.5) and Hamiltonian functionals g n .
