On the Fréchet space of entire functions H(C), we show that every nonscalar continuous linear operator L : H(C) → H(C) which commutes with differentiation has a hypercyclic vector f (z) in the form of the infinite product of linear polynomials:
Introduction
A sequence of continuous maps {T n : X → X|n ≥ 1} on a separable metrizable topological space X is said to be universal if there is an element x in X such that the set {T n x : n ≥ 1} is dense in X. Such an element x is called a universal element for the sequence {T n }. In the special case when there is a map T such that each member T n of the universal sequence is given by T n = T n , then we say that the map T is hypercyclic, and a universal element for {T n } is called a hypercyclic element for T . Some of the early examples of universality were exhibited on the vector space H(G) of all analytic functions on a region G of the complex plane C. Given the compact-open topology, H(G) becomes a Fréchet space, in which a sequence {f n } converges to f if and only if f n → f uniformly on compact subsets of G. When the region G = C, Birkhoff [2] showed in 1929 that the translation operator T : f (z) → f (z + 1) is hypercyclic on H(C). In 1952, MacLane [13] showed that the differentiation operator D : f (z) → f ′ (z) is hypercyclic on H(C). These two are classical examples of hypercyclicity on the space H(C) of entire functions.
Extending the results of Birkhoff and MacLane, Godefroy and Shapiro [9, Theorem 5.1] proved in 1991 that every continuous nonscalar linear operator L : H(C) → H(C) commuting with the differentiation operator D is hypercyclic. Furthermore, they [9, Theorem 5.2] showed that every continuous linear operator L : H(C) → H(C) commuting with D is of the form T = ϕ(D) where ϕ is an entire function of exponential type. Such operators ϕ(D) are called differential operators. For basic properties of differential operators, we refer the reader to the book of Grosse-Erdmann and Peris Manguillot [10, Section 4.2] .
However, one question remains unanswered. That is, can we exhibit a particular hypercyclic vector of any differential operator ϕ(D), with certain structure? To answer this question, we show in Theorem 9 below that every such operator ϕ(D) which is not a scalar multiple of the identity has a hypercyclic vector f (z) that is in the form of the infinite product of linear polynomials:
where each a j is a nonzero complex number. The rate at which the zeros of an entire function f tend to ∞ is closely related to the exponential growth of f and to the structure of the factors in the Weierstrass product expansion of f . The growth of ϕ(D)-hypercyclic functions has been studied by several authors. We refer the reader to the paper by Bernal-González and Bonilla [3] , and the references therein. Functions of the above form in (1) were used by Chan and Shapiro [4] in showing that the translation operator on a Hilbert space of entire functions of slow growth is hypercyclic, however no specific form of a hypercyclic vector was given. Their techniques cannot be easily adapted to work for the differentiation operator D, because repeated differentiation of an infinite product results in a very complicated formula. This differentiation problem is made much worse, if we do that for a more general operator ϕ(D) that we consider in the present paper.
The main result Theorem 9 of the present paper is analogous to a wellknown result for the case of the open unit disk D. To explain that, let ψ n : D → D be a sequence of analytic self-maps of D, and consider the sequence of composition operators T n :
In 1941, Seidel and Walsh [15] gave the first example of a universal sequence of composition operators {T n } on H(D). Heins, a student of Walsh's, focused on the multiplicative semisubgroup [11] . He showed in 1954 that for any universal sequence {T n } on H(D) given in [15] , there is a Blaschke product b that is universal for {T n } on X. Observe that a Blaschke product is a convergent product of automorphisms of D. Since linear polynomials are automorphisms of C, the infinite products in H(C) given in (1) above are analogous to the Blaschke products in H(D).
The result of Heins was generalized by Bayart, Gorkin, Grivaux and Mortini [1] to the following result: For a sequence of analytic self-maps ψ n : D → D such that lim sup n→∞ |ψ n (0)| = 1, the corresponding sequence of composition operators {T n } is universal on X if and only if there is a Blaschke product b that is universal for {T n }. Their result was recently given a simpler proof by Chan and Walmsley [5] using a constructive approach to generalize the Universal Criterion to a semigroup setting. This constructive approach allowed them to exhibit a Blaschke product as a universal element. The original form of Universal Criterion given by Gethner and Shapiro [8] can be applied to prove the aforementioned results of Birkhoff [2] , MacLane [13] , and Godefroy and Shapiro [9, Theorem 5.1], but it does not provide a specific form of a universal element.
Returning to the results of the present paper, we remark that due to the complex structure of ϕ(D), where ϕ is a nonconstant entire function of exponential type and D is the differentiation operator, the constructive approach of Chan and Walmsley [5] does not work immediately to provide a specific form of hypercyclic vector for ϕ(D). In fact, we cannot use the techniques of employing the Universality Criterion in any way. We basically have to construct a hypercyclic vector of the form given by (1) . Thus our techniques are very different from those commonly found in the area of hypercyclicity and universality.
In Section 2 below, we obtain four technical lemmas for making estimations on polynomials. Then in Section 3, we focus on quotient polynomials, which play an important role in showing the hypercyclicity of the function of the form given by (1) . Lastly, in Section 4, we prove our main result Theorem 9 using the technical results in Sections 2 and 3.
Estimates on Polynomials
In this section we prove a few lemmas on polynomials that facilitate our estimations in the proof of the main result Theorem 9. Let D be the differentiation operator and I be the identity operator on H(C), and let P be the collection of complex polynomials in H(C). If R > 0 and f ∈ H(C), let f R = max |z|≤R |f (z)|. We first provide a description of a right inverse on P for certain types of differential operators. Lemma 1. Let p ∈ P and let m be the degree of p. If T = ϕ(D) is a differential operator for some entire function ϕ of exponential type with ϕ(0) = 0, then there exists a mapping S : P → P such that Sp has degree m and T Sp = p. Moreover, if c n,i denotes the coefficient of z i of S n p, then there exists a constant C > 1 that does not depend on n such that |c n,i | < C n .
Proof. We first write T = ∞ j=0 a j D j , where a 0 = 0. Since D n p = 0 for any integer n > m, we have T p = (a 0 I + a 1 D + · · · + a m D m )p. If α i ∈ C are the zeros of the polynomial a 0 +a 1 z +· · ·+a m z m , repeated according to multiplicity, then since a 0 = 0, none of the α i equal zero and we can write
To find a formula for the mapping S in the statement of our lemma, we first find a right inverse S i for each factor I − D/α i . For that we observe p = (I − D m+1 /α m+1 i )p
Thus define S i p = (I+(D/α i )+(D/α i ) 2 +· · ·+(D/α i ) m )p, which is a polynomial of degree m. We then define Sp as Sp = 1 a0 S 1 · · · S m p. Thus Sp has degree m and T Sp = p.
By writing the formula for Sp as
we now proceed to obtain bounds on the coefficients of the polynomial S n p.
Since p has degree m, we first write
Let r = max{1, |α 1 | −1 , |α 2 | −1 , . . . , |α m | −1 } and let C(mn, i) be the coefficient of y i in the expansion of (1 + y + y 2 + y 3 + ...) mn . By multiplying out S n , we have that |b i,n | ≤ r i C(mn, i). Since (1 + y + y 2 + . . . ) mn = 1/(1 − y) mn for y ∈ (−1, 1), and the Taylor Series for 1/(1 − y) mn is 1 + mny + mn(mn + 1)y 2 2! + mn(mn + 1)(mn + 2)y 2 3! + . . . ,
we have that
With this in mind, we now provide a bound for the coefficient c n,i of z i in the polynomial S n p. Let p(z) = p m z m + p m−1 z m−1 + · · · + p 0 and µ = max{1, |p 0 |, |p 1 |, . . . , |p m |}. Then by (2) , the coefficient c n,i satisfies
Now choose a constant γ such that γ > max{1,
Then ln γ m > 1, which implies that ln n < n < n ln γ m . Thus ln(n m ) < ln(γ n ), which yields that n m γ n < 1. Hence
Now if we let C = γ 3 , then one can easily verify that C does not depend on n and that C > 1. An application of inequality (5) to inequality (4) yields that
For a polynomial p and differential operator T , our next lemma is to estimate the growth of T n p on a disk {z : |z| ≤ R}. It is crucial for our construction of a hypercyclic function later on. Lemma 2. Suppose T is a differential operator. Let p(z) = p m z m + · · · + p 0 be a polynomial of degree m, let µ = max{|p j | : 0 ≤ j ≤ m}, and let R > 0 be given. There exist constants α > 1 and β > 1 that depend only on T such that
a j z j is an entire function of exponential type. By [10, Lemma 4.18], there exist constants α > 1 and β > 1 such that
Let (ϕ(z)) n = ∞ j=0 γ n,j z j . We first show by induction that
The case n = 1 is trivial. Now suppose (6) holds for 1, . . . , n. Then
Hence
This verifies (6) and the induction is complete. Since T n = (ϕ(D)) n , we have for any monomial z k that
Using Lemmas 1 and 2, we now construct a sequence of functions with a desirable limit property that facilitates the proof of our main theorem. Lemma 3. Suppose T = ϕ(D) is a differential operator for some non-constant entire function ϕ of exponential type with ϕ(0) = 0. Let S : P → P be the right inverse given by Lemma 1. There exists a nonzero r ∈ C with the following property: if f is a polynomial of degree m, p is a polynomial of degree less than m, and n > m − 1, then as n → ∞,
uniformly on compact subsets of C.
Proof. We first show there exists a nonzero r ∈ C such that
Since ϕ(0) = 0, our proof of (7) is divided into two cases depending on whether ϕ(z) has a zero at w = 0 or has no zero. For the first case that ϕ(w) = 0 for some w = 0, let r = w and write ϕ(
is a polynomial of degree less than n, then by an inductive argument we obtain (I − D/r) n (h(z)e rz ) = 0, which yields that
Since by Lemma 1 the degree of S n p equals the degree of p, the function (f (z) −
is a polynomial of degree n − 1. Thus, in this case, by using (8) we see that
e rz = 0, so the limit in (7) holds.
For the second case that ϕ(z) has no zero, we write ϕ(z) = e g(z) for some entire function g(z). Since ϕ(z) is of exponential type, there must exist γ, σ ≥ 0 such that |ϕ(z)| < γe σ|z| for all z ∈ C. Thus by [12, Thm 4.14.3] , we have g(z) = az + b for some a, b ∈ C. Since T is a nonscalar operator, a = 0. Thus if we write λ = e b then T has the form T = λe aD .
Using the Taylor series expansion at z, it is easily seen that e aD = T a , where T a : H(C) → H(C) is the translation operator given by T a h(z) = h(z + a). By Lemma 1, there exists a constant C > 1 such that the coefficients of the polynomial f − S n p are bounded above by C n . (9) Hence by Lemma 2, for any R > 0, there are positive constants α and β such that
Choose a nonzero r ∈ C such that |r| > 1 and
To continue our argument using the expression T a = ∞ j=0
Since |ra| > 3 by (12), we see that if n > |r|R and n > k, then for |z| ≤ R,
Thus for n, k, and z as above,
Hence when n > |r|R,
Since T = λe aD = λT a , we have T (gh) = λT a (g)T a (h) for any entire func-tions g and h. We compute that (11) and (14) ≤ |λ| n κ n |(rae) n | e R/|a| e |r|R |e −rna | = e R/|a| e |r|R λraeκ e −ra n .
Therefore by inequality (12), the above expression converges to 0 as n → ∞, which verifies the limit in (7) .
We are now ready to prove the limit in the conclusion of our lemma. For that, we observe
and hence by (15) it suffices to show that
To simplify matters, let g n = (f (z) − S n p(z)) n−m−1 i=0 (−rz) i i! , which is a polynomial of degree n − 1. Let B = sup{|r| j /j! : 0 ≤ j < ∞}, which is finite. By multiplying out g n and using (9), the absolute values of the coefficients of g n are bounded above by (m + 1)C n B. Then for any positive integer j, the degree of the polynomial z j g n (z) is j + n − 1, and its coefficients are bounded above by (m + 1)C n B. Since T n = λ n T n a , the inequality in (10) derived from Lemma 2 implies that
To show (16), we rewrite the entire expression in (16) using g n (z) and estimate
The ratio of successive terms in the above sum, after simplifying, is
Since j ≥ n 1.2 + 1, the expression in (19) is less than 1/2 for large enough n.
The leading term in the sum in (18) is
1 n 0.1n 1.2 |12r 2 (m + 1)BCαβ 2 e| n 1.2 for large enough n = 12r 2 (m + 1)BCαβ 2 e n 0.1
, which converges to 0 as n → ∞. Thus the sum in (18) converges to 0 by the ratio test, which finishes the proof.
In the proof of the previous lemma, Taylor polynomials of e −rz and e rz have played an important role. Our next lemma also addresses these Taylor polynomials to aid us in our construction of a hypercyclic function. 
We first obtain a bound on the coefficients a k . It is clear that a 0 = 1. By a change of variable k = j + i, rewriting the double sum in terms of z k we have that
Thus for k ≥ 1,
We now compute a k for three different ranges of the values of k. First, when 1 ≤ k ≤ M , we have that
by the Binomial Theorem. Second, when M < k ≤ N , we use the formula for a truncated alternating sum of binomial coefficients to see that, in this case, equation (21) becomes
Lastly, when N + 1 ≤ k ≤ N + M , by using the same formula to derive (22), equation (21) becomes
In the other case that M > ⌊ k 2 ⌋, then since N ≥ M , we also have that
By combining this observation with equations (23) and (22), we have that for M < k ≤ N + M ,
n n n! < e n when n > 0.
Now suppose that r is a nonzero complex number, that 0 < R < M 1−σ where 0 < σ < 1, and that M 0.5σ > 4|r|e. We now use (20) to compute that
, the geometric sum in the above expression has a leading term less than 1/2 and a common ratio less than 1/4 . Hence the sum is no greater than one, and we have our desired inequality.
Quotient Polynomials
It turns out that quotient polynomials play an important role in our proof of our main result Theorem 9. In this section, we use the lemmas in the previous section to obtain a few preliminary results on quotient polynomials. Our first lemma deals with the remainder polynomial that is obtained from our use of the division algorithm.
Lemma 5. Suppose f is a polynomial with simple zeros α 1 , . . . , α m contained in a disk |z| ≤ R. There exists a constant ω, independent of R, with the following property: if g n , q n , and r n are polynomials for which g n = f q n + r n and r n = r 0,n + r 1,n z + · · · + r m−1,n z m−1 , then
Consequently, if R n > 0 with lim n→∞ R n = ∞ and lim n→∞ R m n g n Rn = 0, then lim n→∞ r n Rn = 0 and lim n→∞ q n Rn = 0.
Proof. Let V be the Vandermonde matrix
Let − → r n = r 0,n r 1,n . . . r m−1,n T and − → g n = g n (α 1 ) g n (α 2 ) . . . g n (α m ) T .
Since g n (α i ) = r n (α i ) for 1 ≤ i ≤ m, we have that V − → r n = − → g n . Since the α i are distinct, V is invertible and − → r n = V −1− → g n . Then by applying the sup-norm and its corresponding induced matrix norm · , we have that
Since each α i is in the disk |z| ≤ R, we have that |g n (α i )| ≤ g n R , which finishes the first part of the proof by setting ω = V −1 .
To finish the proof of our lemma, suppose R n > 0 with lim n→∞ R n = ∞ and lim n→∞ R m n g n Rn = 0. Since R n → ∞, the zeros of f are contained in all but finitely many of the disks |z| ≤ R n . Hence − → g n ∞ ≤ g n Rn for large enough n, so eventually
Hence lim n→∞ r n Rn = 0.
Since f is a polynomial, lim Our next proposition is used to determine the polynomials q n that we use to construct our infinite product in the case that our differential operator T = ϕ(D) is such that ϕ(0) = 0. Proposition 6. Suppose T = ϕ(D) is a differential operator for some nonconstant entire function ϕ of exponential type with ϕ(0) = 0. Let f be a polynomial of degree m with simple zeros and f (0) = 0. Let p be a polynomial of degree less than m. Then there exist polynomials q n with n ≤ deg q n < n 1.3 and the following properties hold:
(a) as n → ∞, q n → 0 uniformly on compact subsets of C, and for large enough n, any zero of the polynomial q n + 1 is greater in modulus than n 0.7 ,
(c) for large enough n, the coefficient q n,1 of z in the polynomial q n satisfies |q n,1 | < 1/n, and (d) for large enough n, q n (0) = 0 and the zeros of the polynomial q n + 1 are simple.
Proof. Let S : P → P be the right inverse for T given by Lemma 1, and let r be a non-zero complex number given by Lemma 3. Define h n to be h n (z) = S n p(z) + (f (z) − S n p(z))
Let q n be the quotient polynomial of the division of h n − f by f , which means that h n − f = f q n + r n and deg r n < m. We now show that q n satisfies the conditions of the proposition. Since the degree of h n is n 1.2 + n − 1, the degree of q n is n 1.2 + n − m − 1, which is greater than n, and is less than n 1.3 for large enough n. We now estimate the norm h n − f n 0.7 . First we observe
By Lemma 1, there is a constant C > 1 for which the coefficients of the polynomial S n p(z) − f (z) are bounded above in modulus by C n . Hence S n p(z) − f (z) n 0.7 ≤ (m + 1)C n n 0.7m .
For large enough n, we have n 0.7 < (n − m − 1) 1−0.2 , so we can apply (26) and Lemma 4 on (25) with σ = 0.2, M = n − m − 1, N = n 1.2 , and R = n 0.7 to obtain that
h n − f n 0.7 ≤ (m + 1)C n n 0.7m · e n−m−1 (n − m − 1) 0.1(n−m−1) .
Consequently, lim n→∞ n 0.7m h n − f n 0.7 ≤ lim n→∞ (m + 1)C n n 1.4m e n−m−1 (n − m − 1) 0.1(n−m−1) = 0.
Thus by applying Lemma 5 with R n = n 0.7 and g n = h n − f , both r n n 0.7 → 0 and q n n 0.7 → 0 as n → ∞. Whenever q n n 0.7 < 1 we have
Thus for large enough n, the polynomial q n +1 has no zeros in the disk |z| ≤ n 0.7 . This finishes the proof of property (a).
To prove property (b), let R > 0 be given. Since T is linear and T n S n p(z) = p(z), Lemma 3 implies that T n h n → p. By Lemma 5, there exists a constant ω for which the coefficients of r n are bounded above in modulus by ω h n − f n 0.7 . Then by Lemma 2, there are positive constants α and β such that Thus T n (r n ) → 0 as n → ∞. Since (q n + 1)f = h n − r n , we have that T n ((q n + 1)f ) = T n (h n ) − T n (r n ) → p.
This proves property (b).
For property (c), we use the fact that the quotient polynomial q n is the 
By setting R = n 0.7 and applying inequality (27), we have lim n→∞ n|q n,1 | ≤ lim n→∞ n inf |z|=n 0.7 |f (z)| (m + 1)C n n 0.7m e n−m−1 (n − m − 1) 0.1(n−m−1) 1 n 0.7 = 0.
This finishes the proof of property (c).
For property (d), we estimate |q n (0)| using a similar argument above as
Now if µ is the maximum modulus of the coefficients of f , then Lemma 2 implies that there exist positive constants α and β such that
The maximum modulus principle implies that eventually h n − f R ≤ h n − f n 0.7 . Thus by applying inequality (27) to inequality (29), one can show that T n (q n (0)f ) R converges to 0. Combining this result with property (b), we have that
Thus property (b) holds if we replace q n with q n −q n (0). Since q n −q n (0) n 0.7 ≤ 2 q n n 0.7 , property (a) also holds by making this same replacement. Since property (c) does not depend on the constant term of q n , we may replace q n by q n − q n (0) in properties (a), (b) and (c) and have them remain true. If the zeros of q n − q n (0) + 1 are simple, we are finished, so suppose they are not. By using small enough perturbations of any repeated zeros, properties (a) and (c) still hold. Since T is continuous, by using small enough perturbations of any repeated zeros, property (b) still holds as well. Thus by replacing q n with q n − q n (0) and perturbing the zeros if necessary, we may assume that q n (0) = 0 and the zeros of q n + 1 are simple.
We now move on to the other case when T is a differential operator T = ϕ(D) for some non-constant entire function ϕ of exponential type with ϕ(0) = 0. In this case, ϕ(z) = z k ψ(z) for some positive integer k and entire function ψ(z) with ψ(0) = 0. This makes T = ψ(D)D k , and the presence of a factor of D makes our proof for the following proposition considerably easier than its analogue Proposition 6. Proposition 7. Suppose T = ϕ(D) is a differential operator for some nonconstant entire function ϕ with ϕ(0) = 0. Let f be a polynomial of degree m with simple zeros and f (0) = 0. Let p be a polynomial of degree less than m. Then there exist polynomials q n with n ≤ deg q n < n 1.3 and the following properties hold:
(a) as n → ∞, q n → 0 uniformly on compact subsets of C, and for large enough n, any zero of the polynomial q n + 1 is greater in modulus than n 0.7 , (b) T n ((q n + 1)f ) → p as n → ∞, (c) for large enough n, the coefficient q n,1 of z in the polynomial q n satisfies |q n,1 | < 1/n, and (d) for large enough n, q n (0) = 0 and the zeros of the polynomial q n + 1 are simple.
Proof. Write ϕ(z) = z k ψ(z), where k ≥ 1 and ψ(0) = 0. Then the operator T can be expressed as T =T D k , whereT = ψ(D). Note that T g = 0 for any polynomial g of degree at most k − 1. Let P be the collection of polynomials in H(C) and let g ∈ P be given. By Lemma 1, there is a mappingS : P → P such thatTSg = g. Define A : P → P by Ag(z) = z 0 g(w) dw and S n : P → P by S n g = A knSn g.
(30)
so S n is a right inverse for T n on the set P. LetS n p = c n,0 + · · · + c n,m z m as in Lemma 1. Then there is some constant C > 1 for which S n p n 0.7 = 
Suppose n is large enough so that kn > m − deg p. Let q n and r n be the quotient and remainder of the division of S n p by f . That is, S n p = f q n + r n and deg r n < m. Since the degree of S n p is kn + deg p by (30), it must be that deg q n = kn+deg p−m, which is less then n 1.3 if n is large enough. Furthermore, since by (31) lim n→∞ n 0.7m S n p n 0.7 ≤ lim n→∞ (m + 1)C n n 1.4m n 0.3kn e kn k kn = 0, by setting R n = n 0.7 and g n = S n p, Lemma 5 implies that lim n→∞ q n n 0.7 = 0. Whenever q n n 0.7 < 1 we have inf |z|≤n 0.7 |1 + q n (z)| ≥ inf |z|≤n 0.7 1 − |q n (z)| ≥ 1 − q n n 0.7 .
To prove property (b), we use the fact that whenever n > m, T n f = 0 = T n (r n ). Hence for n > m, T n ((q n + 1)f ) = T n (f q n ) = T n (f q n + r n ) = T n (S n p) = p, which proves property (b).
For property (c), we replicate the argument in Proposition 6. If the zeros of f are contained in the disk |z| < R, then the coefficient q n,1 of z in q n satisfies
By setting R = n 0.7 and applying inequality (31), we have lim n→∞ n|q n,1 | ≤ lim n→∞ n inf |z|=n 0.7 |f (z)| (m + 1)C n n 0.7m n 0.3kn e kn k kn 1 n 0.7 = 0.
This finishes the proof of property (c). We now prove property (d). Since T n (f q n (0)) = 0 for n > m, property (b) still holds if we replace q n with q n − q n (0). Since q n − q n (0) n 0.7 ≤ 2 q n n 0.7 , property (a) also holds by making this same replacement. Since property (c) does not depend on the constant term of q n , we may replace q n by q n − q n (0) in properties (a), (b) and (c) and have them remain true. If the zeros of q n − q n (0) + 1 are not simple, then by using small enough perturbations of the zeros, we can assume that properties (a), (b) and (c) still hold for polynomials q n with q n (0) = 0 and such that q n + 1 has simple zeros.
We combine the previous propositions to prove the following proposition which helps us factor our infinite product into linear factors. Proposition 8. Suppose T = ϕ(D) is a differential operator for some nonconstant entire function ϕ. Let f be a polynomial of degree m with simple zeros and f (0) = 0. Let p be a polynomial of degree less than m. Then there exist polynomials q n with n ≤ deg q n < n 1.3 such that properties (a)-(d) in Proposition 7 hold, and the following additional property holds as well:
(e) Let a n,1 , . . . , a n,deg qn be the zeros of q n + 1. For any positive constants ǫ and R, for sufficiently large n there is an ordering of the zeros such that for any J satisfying 1 ≤ J ≤ deg q n ,
1 (a n,j ) k by (33)
n 0.7k since J < n 1.3 and by (34)
The sum in the previous line is a convergent geometric series, and the other terms converge to 0 as n → ∞. Therefore (32) is fulfilled for sufficiently large n, which completes the proof. 
Since (q k + 1) − 1 k < δ by property (a), definition (38) and statement (36) imply that whenever 1 ≤ j ≤ k − 1, 
Thus Since the sequence of polynomials {p k } ∞ k=1 is dense in H(C), f is hypercyclic for T . What remains to show is that f can be factored into linear factors.
Let d 0 = 0 and d j = deg f j for j ≥ 1, so that by (38) we have d j − d j−1 = deg(q j + 1) for j ≥ 1. Let a 1 , a 2 , . . . be the zeros of the polynomials {q j + 1} ordered so that if 1 ≤ j and 1 + d j−1 ≤ i ≤ d j , then we have that For each integer n ≥ 1, let T n = ϕ n (D) : H(C) → H(C) be a differential operator for some non-constant entire function ϕ n of exponential type. Then there exists a function f in H(C) which is hypercyclic for each T n such that
where a j are nonzero complex numbers.
To describe the modifications of the proof in Theorem 9, we replace T with T 1 and use the same dense sequence of polynomials p 1 , p 2 , p 3 , . . . as in the beginning of the proof. The first step of the induction process remains unchanged. Let n 1 = 1, and inductively suppose for k ≥ 2 we have found increasing integers n 1 < n 2 < · · · < n k−1 and polynomials q 1 , q 2 , . . . , q k−1 . We now define the integer n k and polynomial q k as follows.
Let f k−1 = k−1 j=1 (q j + 1), let i be an integer satisfying 1 ≤ i ≤ k − 1, and let j be an integer such that i ≤ j ≤ k − 1. By the continuity of each operator T nj i at f k−1 , there exists a δ > 0 such that for all integers i with 1 ≤ i ≤ k − 1, for all integers j with i ≤ j ≤ k − 1, and for every entire function g,
By applying Proposition 8 with f = f k−1 and p = p k to each operator T i , there exist an integer n k > n k−1 and a polynomial q k of degree greater than k such that conditions (a),(c),(d), and (e) in the proof of Theorem 9 are satisfied, along with the following condition:
(b) for each integer i with 1 ≤ i ≤ k, T n k i ((q k + 1)f k−1 ) − p k k < 2 −k . One can now see that the rest of the argument for this generalization proceeds as in the proof of Theorem 9, with some straightforward modifications. We omit the details here.
