Introduction
Variance of a diffraction line profile was introduced by Spencer (1931) as a measure of its broadening but there was a difficulty in the use of this measure for diffraction broadening because theoretically in many cases diffraction extends over an infinite range so that its variance was necessarily infinite. This was the state of affairs when Tournarie (1956) suggested that use could be made of the fact that the variance of the truncated profile is directly proportional to the range over which the variance is calculated. Wilson (1961 Wilson ( , 1962 Wilson ( , 1963 followed this by developing a theory which expresses the slope and intercept of the variance-range graph of Tournarie in terms of the various physical properties of the material under investigation, i.e. particle size, strain and mistakes in the crystal. Langford & Wilson (1963) have shown that the linear portion of this graph is very sensitive to background level, as Fig. 1 indicates, thus making this method of profile analysis particularly useful in that it automatically provides a check on the background level. (Compare other methods which involve assumptions in the choice of background.)
The program has already been successfully used by Grimes, Hilleard, Waters & Yerkess (1968) in their analysis of X-ray line profiles, and it could equally well be applied to other profiles whose variance-range characteristics are required, provided their tails have an approximately inverse square decay. The program
The data are collected as the number of counts per second at points across the profile equal angles apart. The choice of the size of angle between successive steps depending on the receiving slit width (Langford, 1968) . Assuming the background varies linearly over the profile (see Fig. 2 ), the average is calculated as half the sum of the intensities at A and B, where A and B are the extremes of the data. To eliminate (to some extent) the effect of statistical variations in intensity values in the tails of the profile, the levels at A and B are estimated by the following procedure. The first few recorded intensities are not punched onto the data tape; they are replaced by their average value, which means that the first few punched intensities are identical. The experimenter decides where the profile ends and punches a mean value based on the last 5-10 readings, as the last value (B), on to the tape.
The program evaluates the expression for the variance of the line profile given by Langford & Wilson (1963) , which takes into account the additive property of variance, i.e. that the variance of a distribution is equal to the sum of the variances of the constituent distributions, in this case
For each variance evaluated, the centroid of the profile over the same range is calculated by means of the expression given by Pike & Wilson (1959), equation (27) , which is itself incorporated in the variance calculation.
The data are read in on paper tape and the centroid and total intensity for the profile (background+line) calculated and printed out. The average background is calculated from the intensities at A and B (Fig.2) as indicated above and printed out. The angular distance from the data at B to the centroid is calculated (EC = 6) and an equal distance from and beyond C gives A', the intensities to the left of A' being discarded.
The variance and centroid for the line excluding background is then calculated over the range A'B. These are printed out together with the range DE. The range is subsequently decreased by 320 at each end to D' and E' (Fig.2) and the calculation repeated. This proceeds until DE=O, then the background is reduced by some preselected amount to H, giving an equivalent background indicated by FG in Fig. 2 , and the variance calculation is repeated. As it stands, the program produces the variance-range characteristics for six background values, and provided the background decrement (Z) is chosen carefully, the required linear graph will be included in these.
The selection of the linear section may be facilitated, in cases where the background decrement is small enough to give a set of curves with near linear portions, by the use of the correlation coefficient (r) as a measure of linearity over the part of the variance-range plot expected to contain the linear portion. The required linear portion is taken as that one which gives a maximum value for r. Care should be taken to select the linear portion over the range which corresponds to the tails of the profile, i.e. where the intensity decreases inversely as the square of the distance along the axis (Wilson, 1961) .
Any breaks in the linear portion (Fig. 3) are due to the presence of extra lines in the tails of the profile such as the K~ satellite lines. Langford (1968) has reported this and indicates that the true linear portion for the profile would be AB in Fig.3 rather than CD, which would give an elevated value for the intercept.
The program was originally written in Fortran for use on an IBM 1620 computer, but it has since been translated to Algol for use on the ICT 1900 series.
Typical running times on various machines to calculate variance-range plots for six background levels are for a given profile:
IBM 1620 60 minutes ELLIOTT 803 30 minutes ICT 1900 1 minute ATLAS less than 20 seconds.
The data required are: N the number of intensity readings punched.
CLASS
The angular interval stepped at each end of the profile after each variance calculation. Z the decrement by which the background is reduced after the variance has been calculated at steps through the whole angular range. XF the initial angle corresponding to the first intensity punched on the data tape. DELTAX the angle between successive intensity readings. XL the final angle corresponding to the last intensity punched on the tape.
Finally the list of intensity readings given in the angular order in which they were taken. The program is shown in Table 1 . Fig. 3 . Effect of extra lines in the tail of the profile on the variance-range graph. 
Introduction
Changes in inorganic specimens under the influence of an electron beam have been described in the cases of various substances, mainly compounds with layer lattices. In the case of some hydroxides, the chemical reaction is the same as that of thermal dehydration, although differences in the mechanism can be observed [Fitzgerald, Ripper & Yoffe, 1963 (Cd(OH) z); Giovanoli, Oswald & Feitknecht, 1966 (Zn(OH) 2); Gordon & Kingery, 1966 (MR (OH) 2)]. In other cases, a redox reaction is involved, which does not take place when the compound is heated in vacuum [Sole & Yoffe, 1963 ('lead hydroxide', actually basic lead carbonate); Forty, 1960 , 1961 Gfinter & Oswald, 1969 (CdI2) ]. In these cases the metals lead and cadmium are formed, the structures of which can be derived by stacking of hexagonal layers. In conformity with this they appear in an orientation with. these layers parallel to the hexagonal layers of the initial compounds.
The present paper deals with the investigation of the decomposition of tin(IV) sulphide (SnS2) to metallic tin. This metal, however, is tetragonal and the structural relation between the original substance and the product is therefore not so obvious.
Experimental
Pure tin(IV) sulphide was synthesized in the form of electron-transparent hexagonal platelets up to several microns in diameter by heating tin(II) chloride hydrate and sulphur under pure nitrogen.
The compound was prepared for electron microscopy by suspension in doubly distilled water, ultrasonic treatment (1 MHz) and drying on copper specimen-grids covered with Formvar foil. The electron microscope HITACHI HU-125S was usually operated at 75 kV, but for certain experiments at 50, 100 and 125 kV. In some cases the anticontamination device was used.
Decomposition in the electron beam
Under heavy irradiation of thick parts of the specimen the decomposition is purely thermal and proceeds rapidly, leading to Sn2S3 and SnS, but slow decomposition can be observed at lower intensities of the electron beam. Although the product of thermal decomposition, SnS, is chemically stable even in the gaseous state up to very high temperatures, the electron induced decomposition produces metallic tin.
The appearance of dislocations in tin(IV) sulphide has been described in detail by Siems, Delavignette & Amelinckx, 1964, and we therefore restrict our observations to the actual decomposition reaction:
In the first stage the crystal begins to show small local differences in contrast. At large magnifications, bright patches filled with moir6 patterns can be seen. These indicate the presence of a new phase, as the creation of rotational moir6s under these conditions seems not very probable. No influence of dislocations onthe ap-
