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Transmission Control Protocol (TCP) guarantees reliable packet-based data communication 
from the sender to the receiver, and sequences segments to ensure data is delivered in-order to 
an application. TCP carries most of the Internet traffic, so the Internet’s network performance 
is largely based on the performance of TCP. TCP algorithms are generally implemented end-
to-end with network algorithms, which could be passive or active queue management (AQM). 
TCP algorithms differ in the way they use bandwidth and in the way, they implement a growth 
policy for the congestion window. In routers, network algorithms are tasked with queue 
management. Passive network algorithms, such as Drop Tail, simply drop packets when the 
queue is full. AQMs, such as CoDel and RED, proactively avoid congestion by dropping 
packets before the buffer is full, based on defined indicators. The TCP family has not been able 
to achieve consistently high performance in all scenarios, especially in high-delay networks, 
and it is affected by network buffer management mechanisms. In this study, we investigate the 
performance of combinations of TCP end-to-end algorithms and network buffer management 
algorithms. Although several previous studies have evaluated the performance of TCP 
congestion control algorithms, there have not been enough studies on the effect of network 
algorithms on various TCP end-to-end algorithms. In this dissertation, through analytical 
modeling and simulation experiments, we evaluate the performance of TCP variants when 
deployed with various queue management algorithms. We consider High Speed TCP (HSTCP), 
TCP CUBIC, TCP NewReno, TCP Illinois, TCP Vegas and TCP Westwood in combination 
with CoDel and Drop Tail AQM. We present the evaluation results obtained from the analytical 
and simulation experiments of our study. The results show that TCP NewReno and HSTCP 
perform well in low Bandwidth-Delay Product (BDP) with both Drop Tail and CoDel, in terms 
of throughput. However, as expected in high BDP, both TCP NewReno and HSTCP deteriorate 
network performance. The performance is even worse with CoDel. TCP CUBIC outperforms 
TCP NewReno and HSTCP in high BDP, especially for CoDel. Therefore, CoDel deteriorates 
the performance of the network when used with TCP NewReno and HSTCP flows in a high 
BDP scenario. On the other hand, when CoDel is implemented with TCP CUBIC, the 
performance improves. In almost all cases, CoDel seemed to improve fairness in a multiple-
flow scenario. Vegas and TCP Illinois performed severely in terms of fairness and would not 
be suitable for connections that have several nodes sharing a single bottleneck. 
iii 
Declaration 
I, Mulalo Dzivhani, declare that this dissertation and the work presented in it are my own and 
have been generated by me as the result of my original research. 
I confirm that: 
 This work was done entirely or mainly while applying for a degree in research at this
University;
 Where any part of this dissertation has previously been submitted for a degree or any other
qualification at this University or any other institution, this history has been clearly stated;
 Other people’s published work has been attributed where I consulted with it;
 The source is always given where I have quoted from other people’s work. With the
exception of these quotations, this dissertation is my work;
 All main sources of assistance are recognized;
Signed:   ………………………………………………………………………… 







To my supervisor, , thank you so much for the enduring guidance, encouragement and advice 
you provided throughout my time as your student. I was very fortunate to have a supervisor 
who took so much care of my work and me. 
Special mention goes to my co-supervisor, Dumisa Ngwenya. Doing this work would not have 
been so easy and such a joy to do without your assistance. Words are not enough to express my 
gratitude to you. 
Similarly, Dr Moshe Masonta, who was truly a dedicated mentor, receives deep gratitude. You 
kept motivating me in times where I just wanted to give up and you kept giving me hope that I 
am approaching the finish line and I should hold on and give it my all. 
It would have been more difficult to complete this work without the support and love of my 
family, my grandmother, mother, fiancée and my son. Each and everyone one of them played 
a different role. I thank you all sincerely for the understanding and the support given throughout 
my studies. 
Finally, this work and my studies were possible due to the support of the Council for Scientific 
and Industrial Research (CSIR). I would like to thank them not only for providing the funding 
that allowed me to undertake this research but also for allowing me to further my studies and 
the environment to grow myself and have professionals around me to assist where I could not 







M. Dzivhani, D. Ngwenya, M. Masonta and K. Ouahada 
TCP Congestion Control Macroscopic Behaviour for Combinations of Source and 
Router Algorithms 
(Accepted and presented) in 2018 IEEE 7th International Conference on Adaptive 
Science & Technology (ICAST) - 22 to 24 August 2018, University of Ghana, Legon, 
Accra. – (Chapter 5) 
 
M. Dzivhani and K. Ouahada 
Performance Evaluation of TCP Congestion Control Algorithms for Wired 
Networks using NS-3 Simulator 
(Accepted and presented) in 2019 IEEE AFRICON, 25th - 27th September 2019, 
GIMPA Executive Conference Centre, Accra, Ghana. – (Chapter 5) 
 




Table of Contents 
 
 
Abstract ...................................................................................................................................... ii 
Declaration ............................................................................................................................... iii 
Acknowledgements ................................................................................................................... iv 
Dissertation-Related Publications .............................................................................................. v 
Conference ............................................................................................................................. v 
Table of Contents ...................................................................................................................... vi 
List of Figures ............................................................................................................................ x 
List of Tables ............................................................................................................................ xi 
List of Abbreviations ............................................................................................................... xii 
Chapter 1 Introduction ............................................................................................................... 1 
1.1. Background ..................................................................................................................... 1 
1.2. The Research Problem .................................................................................................... 3 
1.3. Purpose of the Study ....................................................................................................... 3 
1.4. Research Objectives ........................................................................................................ 3 
1.5. Research Questions ......................................................................................................... 4 
1.6. Research Scope ............................................................................................................... 4 
1.7. Research Outputs ............................................................................................................ 5 
1.8. Dissertation Outline ........................................................................................................ 5 
Chapter 2 TCP Review .............................................................................................................. 7 
2.1. Chapter Overview ........................................................................................................... 7 
2.2. Transmission Control Protocol ....................................................................................... 7 
2.3. TCP Congestion Control ................................................................................................. 8 




2.4.1. Slow Start ................................................................................................................. 8 
2.4.2. Congestion Avoidance ............................................................................................. 9 
2.4.3. Fast Retransmit and Fast Recovery.......................................................................... 9 
2.5. TCP Variants and Active Queue Management Algorithms .......................................... 10 
2.5.1. TCP NewReno ....................................................................................................... 11 
2.5.2. High Speed TCP (HSTCP) .................................................................................... 11 
2.5.3. TCP CUBIC ........................................................................................................... 13 
2.5.4. TCP Illinois ............................................................................................................ 13 
2.5.5. TCP Vegas ............................................................................................................. 14 
2.5.6. TCP Westwood ...................................................................................................... 15 
2.5.7. Drop Tail ................................................................................................................ 15 
2.5.8. Controlled Delay (CoDel) ...................................................................................... 16 
2.6. Literature Review.......................................................................................................... 16 
2.6.1. Existing Work related to Performance Evaluation ................................................ 17 
2.7. Chapter Conclusion ....................................................................................................... 19 
Chapter 3 Methodology ........................................................................................................... 20 
3.1. Introduction ................................................................................................................... 20 
3.2. Research Design............................................................................................................ 20 
3.2.1. Simulation Methodology ....................................................................................... 21 
3.2.2. Mathematical Model/Analytical Approach............................................................ 21 
3.3. Network Simulator ........................................................................................................ 22 
3.3.1. ns-3 Simulator ........................................................................................................ 22 
3.3.2. TCP CUBIC Implementation ................................................................................. 23 
3.4. Topology Design ........................................................................................................... 23 
3.4.1. Performance Comparison with Multiple Flows ..................................................... 24 
3.4.2. Performance at Varying Packet Delay Rate........................................................... 25 




3.6. Performance Metrics ..................................................................................................... 27 
3.6.1. Average Throughput .............................................................................................. 27 
3.6.2. Fairness .................................................................................................................. 28 
3.7. Validation ...................................................................................................................... 28 
3.7.1. Conceptual model Validation ................................................................................ 29 
3.7.2. Checking the code .................................................................................................. 29 
3.8. Chapter Conclusion ....................................................................................................... 30 
Chapter 4 Analytical Models and TCP Throughput Prediction ............................................... 31 
4.1. Introduction ................................................................................................................... 31 
4.2. Flow Monitor ns-3 Module ........................................................................................... 31 
4.2.1. Metrics derived from flow monitor........................................................................ 32 
4.3. QoS Routing Parameters ............................................................................................... 33 
4.3.1. Packet Loss ............................................................................................................ 33 
4.3.2. Packet Delay .......................................................................................................... 34 
4.4. System Model ............................................................................................................... 35 
4.4.1. TCP Timeout .......................................................................................................... 36 
4.5. Calculating Packet loss Rate (p) ................................................................................... 37 
4.5.1. TCP NewReno ....................................................................................................... 37 
4.5.2. TCP CUBIC ........................................................................................................... 38 
4.6. Analytical Model versus Simulation Models Analysis ................................................. 39 
4.6.1. Packet loss ratio and its impact on throughput ...................................................... 39 
4.7. Predicted Throughput and Simulated Throughput analysis .......................................... 42 
4.8. Chapter Conclusion ....................................................................................................... 47 
Chapter 5 Impact of Bandwidth-Delay Product....................................................................... 48 
5.1. Chapter Overview ......................................................................................................... 48 
5.2. Performance Evaluation ................................................................................................ 48 




5.2.2. Fairness Analysis ................................................................................................... 66 
5.3. Discussion ..................................................................................................................... 75 
5.4. Chapter Conclusion ....................................................................................................... 76 
Chapter 6 Conclusion ............................................................................................................... 77 
6.1. Chapter Overview ......................................................................................................... 77 
6.2. Discussion ..................................................................................................................... 77 
6.3. Recommended Future Work ......................................................................................... 79 
6.4. Concluding Remarks ..................................................................................................... 80 
References ................................................................................................................................ 82 
Appendix A .............................................................................................................................. 88 






List of Figures 
 
Figure 2.1 TCP Slow Start - packets in transit during Slow Start ....................................................................... 9 
Figure 2.2: Congestion avoidance depicting a lost packet and how it is recovered......................................... 10 
Figure 3.3: Dumbbell network topology ......................................................................................................... 24 
Figure 3.4: End-to-End topology used for simulating the impact of BDP ........................................................ 26 
Figure 4.5: Adopted End-to-End network topology ........................................................................................ 35 
Figure 4.6: TCP NewReno packet loss ratio .................................................................................................... 40 
Figure 4.7: TCP CUBIC packet loss ratio under several different delays .......................................................... 42 
Figure 4.8: TCP NewReno comparison of analytical and simulation models using Drop Tail AQM ................. 43 
Figure 4.9: TCP NewReno analytical and simulation model comparison using CoDel AQM ............................ 44 
Figure 4.10: TCP CUBIC analytical and simulation model comparison using Drop Tail AQM ........................... 45 
Figure 4.11: TCP CUBIC analytical and simulation model comparison using CoDel AQM ................................ 46 
Figure 5.12: Impact of Delay on TCP NewReno against CoDel ........................................................................ 50 
Figure 5.13: Impact of Delay on TCP NewReno against Drop Tail ................................................................... 51 
Figure 5.14: Impact of Delay on TCP CUBIC against CoDel .............................................................................. 52 
Figure 5.15: Impact of Delay on TCP CUBIC against Drop Tail ......................................................................... 53 
Figure 5.16: Impact delay of High Speed TCP operational with CoDel ............................................................ 55 
Figure 5.17: Impact delay of High Speed TCP operational with Drop Tail ....................................................... 56 
Figure 5.18: Impact of delay on TCP Illinois when paired with CoDel ............................................................. 58 
Figure 5.19: Impact of delay on TCP Illinois when paired with DropTail ......................................................... 59 
Figure 5.20: TCP Vegas performance when paired with CoDel ....................................................................... 61 
Figure 5.21: TCP Vegas when paired with DropTail ........................................................................................ 62 
Figure 5.22: TCP Westwood performance when using CoDel implemented router ........................................ 64 
Figure 5.23: TCP Westwood performance when paired with DropTail router ................................................ 65 
Figure 5.24: TCP fairness index of TCP NewReno ........................................................................................... 67 
Figure 5.25: TCP fairness index of TCP CUBIC ................................................................................................. 68 
Figure 5.26: TCP fairness index of HSTCP ....................................................................................................... 69 
Figure 5.27: TCP Illinois combined Jains' fairness index of CoDel and DropTail .............................................. 70 
Figure 5.28: TCP Illinois Jains' fairness index .................................................................................................. 71 
Figure 5.29: TCP Vegas Jain's fairness index comparison of CoDel and DropTail AQMs' ................................. 72 
Figure 5.30: TCP Vegas fairness index when paired with DropTail ................................................................. 73 





List of Tables 
 
Table 3.1: Fairness Comparison simulation parameters ................................................................................. 25 
Table 3.2: BDP impact parameters ................................................................................................................. 26 
Table 4.1: Flow Monitor keyword description ............................................................................................... 32 
Table 4.2: TCP CUBIC estimated packet loss and received packet .................................................................. 40 
Table 4.3: TCP CUBIC estimated packet loss and received packet .................................................................. 41 
Table 5.1: Comparison of NewReno over CoDel AQM .................................................................................... 49 
Table 5.2: Average throughput of different queueing delays with NewReno and Drop Tail ........................... 50 
Table 5.3: Average throughput of TCP CUBIC working with CoDel AQM ........................................................ 53 
Table 5.4: Average throughput of TCP CUBIC working with Drop Tail ............................................................ 54 
Table 5.5: Average throughput of High Speed TCP variant working CoDel AQM ............................................ 56 
Table 5.6: Average throughput of High Speed TCP working with Drop Tail .................................................... 57 
Table 5.7: TCP Illinois average throughput when used with CoDel AQM ........................................................ 59 
Table 5.8: TCP Illinois average throughput with DropTail AQM...................................................................... 60 
Table 5.9: Averaged throughput of TCP Vegas used with CoDel ..................................................................... 62 
Table 5.10:TCP Vegas averaged throughput of each propagation delay ......................................................... 63 
Table 5.11: TCP Westwood average delay over different propagation delays ................................................ 65 
Table 5.12: TCP Westwood average throughput for each propagation delay ................................................. 66 










AIAD Additive Increase/Adaptive Decrease 
AIMD Additive Increase/Multiplicative Decrease 
AQM Active Queue Management 
BDP Bandwidth-Delay Product 
BIC Binary Increase Congestion 
BW Bandwidth 
CoDel Controlled Delay 
cwnd Congestion window 
DACK Duplicate Acknowledgement 
FECN Forward Explicit Congestion Notification 
FIFO First In First Out 
FQ_CoDel Fair Queuing Controlled Delay 
FTP File Transfer Protocol 
HSTCP High Speed TCP 
IoT Internet of Things 
LAN Local Area Network 
Mbps Megabits per second 
ms Milliseconds 




NIC Network Interface Card 
ns-3 Network Simulator - 3 
OS Operating System 
P2P Point-To-Point 
PFIFO Packet First In First Out 
QoS Quality of Service 
RFC Request For Comments 
RTO Retransmission Timeout 
RTT Round Trip Time 
SSTHRESH Slow Start Threshold 
TCP Transmission Control Protocol 
TCP/IP Transmission Control Protocol/Internet Protocol 
THRESH Threshold 
UDP User Datagram Protocol 
UTO User Timeout  










The increasing number of users (human and machine) of the Internet has resulted in more 
demand for bandwidth throughout all tiers of the network. Home clients require more 
transmission capacity for video, music, recreation, record sharing and browsing the Web, 
which increasingly requires data transmission to evade the “World Wide Wait” as it has come 
to be known by those with slower and frequently congested connections [1]. 
Internet Service Providers (ISPs) who provide Internet access to the average home customer, 
have to formulate different strategies to keep increasing numbers of consumers connected to 
the information superhighway. As the Internet has become the fastest growing technology of 
all time, it would be unusual today to find someone in the world who has not heard of the 
Internet or even experienced it in some form. 
Network performance is to a great extent dependent on the successful usage of network 
protocols.  Transmission Control Protocol (TCP), which is by far the most commonly used 
protocol in the transport layer on the Internet, plays a primary role in determining overall 
network performance. Internet (IP) is the dominant protocol for connectivity in the Internet 
protocol suite of IP packets through multiple networks. It enables internet connectivity and 
eventually builds the Internet through its routing feature. 
TCP is a network messaging protocol intended to send information bundles known as data 
packets over the Web. TCP is a transport layer protocol, which is used to make an association 
between remote PCs by transporting and guaranteeing the conveyance of messages over 




The Internet’s TCP guarantees reliability and in-order delivery of a stream of bytes. It includes 
a flow-control mechanism for the byte streams that allows the receiver to limit how much data 
the sender can transmit at a given time. In addition, TCP implements a highly tuned congestion-
control mechanism. The idea of this mechanism is to throttle how fast TCP sends data to 
prevent the sender from overloading the network [3]. 
TCP, with its congestion control mechanism, is the most widely used transport protocol and 
has proved to be effective and robust in regulating Internet congestion over a period of years. 
It has been deployed on a variety of networks, including high-speed networks, wireless 
networks, ad hoc networks and their hybrids. TCP will be particularly important in high-speed 
broadband deployment plans. 
The idea of TCP congestion control is for each source to determine how much capacity is 
available in the network so that it knows how many packets it can safely have in transit. It 
maintains a state variable for each connection, called the congestion window, which is used by 
the source to limit how much data it is allowed to have in transit at a given time [4]. 
When the source sends more packets than the destination can handle, congestion occurs and 
performance degrades. At the point when this congestion happens, destination buffers are 
filled. The packets are temporarily stored in source and destination buffers before forwarding 
them to their upper layers. If the source sends more packets than the destination node can deal 
with, congestion happens. 
Primal algorithms and dual algorithms are two classes of congestion control schemes. In primal 
algorithms, users dynamically adapt the source rates based on the route rates, and the links pick 
a static law to decide the link quotas immediately from the arrival tolls at the links [5]. On the 
other hand, dual algorithms, links adapt the link costs dynamically based on the link rates, and 
customers pick out a static law to decide the supply rates without delay from the route expenses 
and the source parameters [5]. 
Primal and dual congestion controls are implemented differently by the routers. Primal 
congestion control is based on the traffic source algorithms that control their sending rates or 





Dual congestion control is implemented by routers, which gather information from traffic flows 
to which those algorithms have been applied. The congestion control algorithm at the router 
can either be implicitly or explicitly implemented. By sending a congestion measure to the 
source using that link, dual algorithms are able to detect and avoid congestion in networks [6]. 
Ideally, packets arrive at the bottleneck router just as it has a free transmission slot, once 
another packet has been acknowledged on the recipient end and removed from the buffer. 
To avoid congestion, end-devices control the congestion control scheme on TCP variants. 
However, the increased traffic generated by the Internet of Things (IoT) devices and networks 
will in future degrade the network throughput and TCP resilience [7]. 
The remainder of the chapter provides the problem statement, the purpose of the study, the 
research problem, research objectives and questions, the scope, research outputs and the 
dissertation outline. 
1.2. The Research Problem 
When end-to-end algorithms were developed for TCP/IP networks, they did not take into 
consideration how network algorithms would handle congestion. Various combinations of end-
to-end algorithms and network algorithms are required to determine optimal combinations in 
terms of throughput and fairness. 
1.3.  Purpose of the Study 
The purpose of this study was to determine the performance interactions of congestion 
avoidance algorithms in source, routing and end devices in the network. Simulations provided 
measurement analysis focused on the throughput of the evaluated TCP variants and active 
queue management algorithms, to determine how throughput and fairness are affected by the 
way congestion is managed in networks. Only wired TCP/IP networks were considered. 
1.4.  Research Objectives 
From the previous section, it is understood that a comparison of queue management algorithms 




algorithms. It is the purpose of this research to determine the impact and extent of end-to-end 
algorithms on network performance. The specific objectives are: 
 To investigate the impact of bandwidth on TCP throughput and delay over TCP 
networks. 
 To implement scenarios allowing for the gathering of data for TCP performance 
analysis. 
This work is different from others in the following ways: 
 It considers two different network architectures, which both use six different TCP 
variants and two AQM algorithms. 
 It compares the performance of the different TCP variants under different propagation 
delays to reveal the different ways in which the algorithms handle congestion. 
1.5. Research Questions 
How does the use of high-speed TCP variants in networks with substantial delay improve 
throughput? 
Which of the commonly used TCP variants can yield optimum traffic bandwidth while using 
the capacity of the network optimally? 
1.6.  Research Scope 
The study focuses on performance evaluation of selected end-to-end algorithms in combination 
with selected queue management algorithms. The end-to-end algorithms include TCP CUBIC, 
High Speed TCP (HSTCP), NewReno, TCP Illinois, TCP Vegas, and TCP Westwood, while 
the queue management algorithms include Drop Tail and Controlled Delay (CoDel). The 
research will focus upon answering the research questions and meeting the research objectives. 
The product of the number of accessible AQM algorithms, the number of accessible TCP 
variations and the number of normally occurring scenarios made it impractical to evaluate all 
possible scenarios. Instead, we chose two well-known AQM calculations, three TCP variations 




In each case, two execution measures were watched: the throughput and the reasonableness 
record between long-run flows and the fairness index. 
The network architecture was designed to facilitate network congestion analysis. We therefore 
had to include some sub-optimal layouts that would tend to encourage congestion. The study 
was then conducted using an ns-3 simulator, as we did not have access to the hardware required 
to perform measurements on a real network. 
1.7. Research Outputs 
This research project expects to have the following outcomes: 
a) Contribution to a PhD study on “Congestion control optimization in TCP/IP networks”. 
b) Referred full-length papers in conference proceedings [8]. 
1.8. Dissertation Outline 
The main contribution of our study is found in Chapters 4 and 5 where the results are presented. 
The related literature reviews are presented in Chapter 2. The simulation parameters used to 
conduct this study are described in Chapter 3. The following section outlines a brief description 
of what each chapter presents in this study: 
Chapter 2: TCP Overview 
For each of the algorithms selected for this study, we discuss its congestion handling, the packet 
loss rate (p) of that algorithm and finally how the algorithm performs during congestion and in 
high or low bandwidth networks. We start off by discussing TCP and its congestion handling 
mechanisms. We then discuss the TCP variants and the active queue management algorithms 
that have been selected for this study. 
We reviewed related performance studies focusing on evaluation of TCP Congestion Control 
algorithms. We identify the gaps in existing studies of performance of congestion control 
algorithms that we reviewed, to support our problem statement and show the need for 
conducting this study. We also show how those studies differ from our current study. We 
support our approach by identifying ways that other studies took to achieve their results that 




Chapter 3: Methodology 
We provide the approach that was used to conduct this study. The simulation parameters, 
analysis methods, and network configurations of ns-3 simulator are provided. We also show an 
implementation of TCP CUBIC, which is not officially a part of the ns-3 suite, but rather a 
standalone implementation that was developed to allow network researchers to simulate 
mimicked TCP congestion control algorithms, the default variant in the Linux kernel. We 
present the two designs that we took in this study to achieve the research objectives and answer 
the stated research questions. We also present the methods used to validate our models and our 
source code used in the simulation process. 
Chapter 4: Analytical Models and TCP throughput prediction 
We present the mathematical approach that we adopted for this study. This approach was 
undertaken in order to produce expected results and validate our simulation approach to verify 
that the simulation settings used for producing our results are logical and produced results close 
to what we achieved using the mathematical model. 
We adopt the assumptions that studies used for evaluating performance of congestion control 
algorithms. We investigate the behaviour of the network traffic and distinguish if a relationship 
exists between TCP variants and queue management algorithms. We use Microsoft Excel in 
presenting the numerical results graphically. Excel is not used to derive statistical results. 
Chapter 5: Impact of Bandwidth-Delay Product 
We present the findings of this study. We present the analysis from the simulated Congestion 
Control algorithms using ns-3. The simulation results provide performance-based findings as 
to which TCP variant and which Active Queue Management (AQM) algorithm works best 
together to manage congestion in a network. 
We show how delay affects throughput and how different dual algorithms/queue management 
algorithms operate during congestion. We also illustrate the fairness among TCP variants and 
how fairly they distribute bandwidth among several TCP flows. 
Chapter 6: Conclusion and Future Work 
The contribution made in this dissertation is reviewed and reported. Future work that could 








2.1. Chapter Overview 
This chapter provides a comprehensive review on TCP variants, congestion control, active 
queue management algorithms and the related subjects.  
Section 2.2 provides some background information on Transmission Control Protocol. Section 
2.3 provides an overview of Congestion Control mechanisms and shows how they handle 
congestion in different phases. Section 2.4 describes the main TCP variants and the AQM 
algorithms that this study will investigate. Section 2.5‘s literature review identifies gaps in 
other studies that support the need for our work. Section 2.6 concludes the chapter. 
2.2. Transmission Control Protocol 
Transmission Control Protocol (TCP) is the most widely used Internet transport protocol 
providing end-to-end congestion control and reliable data delivery services. Sending packets 
from source to the destination is the aim of TCP congestion control, as quickly as possible and 
without causing congestion on intermediary routers [9]. 
The number of unacknowledged packets that can be accepted between the source and 
destination is dictated by the congestion window (cwnd) which TCP uses. In order for TCP to 
achieve dependable services, it has to be able to detect packets lost during transmission and to 
retransmit those lost packets.  
When a packet is sent out to the network, a retransmission timer is started. When the timer 
expires and an acknowledgement (ACK) has not been received, TCP retransmits the packets 
and triggers the congestion control mechanism. 
Data segments are expected to be in consecutive order when received by the TCP receiver. If 




When a certain number of duplicate ACKs (typically three duplicates) is received, Fast 
Retransmit and Fast Recovery are activated at the sender side. 
2.3. TCP Congestion Control 
Congestion in TCP networks occurs when the Internet route becomes overloaded with more 
data packets than the link can handle [10]. When Internet hosts send more packets into the 
Internet than the window could allow, congestion occurs and causes packets to be dropped. 
Hosts timeout and retransmit their packets, which eventually results in even more congestion. 
Van Jacobson [11] introduced congestion control to try to avoid or control congestion in TCP 
networks. TCP congestion control was to assist each source to determine how much traffic a 
link could handle to make it aware of how many packets it could have in transit. Congestion 
control involves two factors that measure the performance of a network: delay and throughput 
[12]. 
When a host sends a packet to the receiver, a TCP handshake message known as an 
Acknowledgement (ACK) is delivered to the source to signal that the packet has left the 
network successfully. TCP uses these ACKs to keep the packets in order and to ensure delivery 
of the data packets. TCP’s general procedure for managing congestion is based on four phases: 
Slow Start, Congestion Avoidance, Fast Retransmit and Fast Recovery [12].  
2.4. Slow Start and Congestion Avoidance 
2.4.1. Slow Start 
Slow start is one of the algorithms that TCP uses as part of the Additive Increase/Multiplicative 
Decrease (AIMD) [13]. The sender initiates the transmission at a very slow rate, but by 
doubling the cwnd repeatedly, increases the rate rapidly to reach a threshold (thresh). cwnd is 
doubled every round trip time (RTT) as shown in Figure 2.1. When the threshold is reached, 





Figure 2.1 TCP Slow Start - packets in transit during Slow Start 
2.4.2. Congestion Avoidance 
Having started the transmission of data packets using the Slow Start algorithm, the size of the 
cwnd had been increasing exponentially, to avoid congestion before it takes place, and the 
exponential growth has to be slowed down. The TCP algorithm to solve this issue was 
Congestion Avoidance [13]. When the cwnd in Slow Start has reached the Slow Start threshold 
(ssthresh), Congestion Avoidance now takes effect. In this phase, we increment the cwnd by 
one (cwnd = cwnd + 1) for every cwnd amount of packets we have set. 
If congestion occurs (which is indicated by a timeout or three duplicate ACKs) we go into an 
RTO phase. In this phase, the cwnd is decreased by one-half (cwnd = cwnd + 1/cwnd) of the 
cwnd just before the loss event. After setting the rate of thresh to one-half of the current window 
size, it then sets the cwnd to the size of one segment and the Slow Start phase begins again. 
2.4.3. Fast Retransmit and Fast Recovery 
Fast Retransmit and Fast Recovery are congestion control algorithms in TCP that make it 
possible to quickly recover lost data segments. After a few duplicate ACKs are received 




Fast Retransmission and it assumes that the dropped packet could result from reordering of the 
segments or that one of the segments could be lost [13]. During Fast Retransmission, the cwnd 
is decreased by one whenever the network is congested.  
Since it takes an amount of time to reach high link utilization, Fast Recovery removes the Slow 
Start phase, which will only be used at the start of a connection and when a Retransmission 
Timeout (RTO) period has expired. Upon receiving three duplicate ACKs in a row, Fast 
Recovery increases the cwnd by one segment for each subsequent duplicate ACK received. 
 
Figure 2.2: Congestion avoidance depicting a lost packet and how it is recovered 
2.5. TCP Variants and Active Queue Management Algorithms 
The following TCP variants and AQM algorithms have been selected to be part of this study. 
The reasoning behind selecting these algorithms has been given in each of their sections as 




2.5.1. TCP NewReno 
TCP NewReno, defined by RFC 6582 [14], is a modification to TCP Reno, in obsolete RFCs 
3782 and 2582. TCP NewReno improves retransmission during the fast-recovery phase of TCP 
Reno. TCP NewReno is described by [15] as a slight modification of Reno. It is able to detect 
multiple packet losses and thus is much more efficient than Reno in the event of multiple packet 
losses. It implements Fast Recovery, which allows for multiple retransmissions. 
NewReno increases its cwnd exponentially during the Slow Start phase and upon every 
received ACK the cwnd is incremented as in (1). 
𝑐𝑤𝑛𝑑 = 𝑐𝑤𝑛𝑑 + 1 (1) 
  
When NewReno receives multiple (usually three) duplicate packets, which can be due to loss 
detection, it enters into fast-retransmit and resends the lost segment, halves its ssthresh and 
then modifies its cwnd as in (2) and (3). Fast Recovery then takes over the data transmission 
until the new ACK arrives signalling the recovery of the lost segment. 
 










2.5.2. High Speed TCP (HSTCP) 
High Speed TCP (HSTCP) is a TCP variant proposed by Sally Floyd in 2003 [16]. HSTCP, 
just like standard TCP, uses the principle of Additive Increase Multiplicative Decrease 
(AIMD). It is more aggressive in its increases and more conservative in its decreases. The 
targeted network environments for HSTCP are networks with low packet loss rates, meaning 
that HSTCP proposes a faster cwnd increase compared to TCP. HSTCP increases the number 








When HSTCP responds to a congestion event, it decreases the number of segments in its 
window as: 
𝑤 ← (1 − 𝑏(𝑤)) ∗ 𝑤 
From the given segments, a(w) and b(w) can be given by: 
 
 
𝑏(𝑤) = (𝑏ℎ𝑖𝑔ℎ − 0.5)
𝑙𝑜𝑔(𝑤) − 𝑙𝑜𝑔(𝑊𝑙𝑜𝑤)
𝑙𝑜𝑔(𝑊ℎ𝑖𝑔ℎ) − 𝑙𝑜𝑔(𝑊𝑙𝑜𝑤)






where 𝑏ℎ𝑖𝑔ℎ, 𝑊ℎ𝑖𝑔ℎ and  𝑊𝑙𝑜𝑤 are parameters of HSTCP in equations (5) and (6) and a typical 
parameter set according to [16] being 𝑏ℎ𝑖𝑔ℎ = 0.1, 𝑊ℎ𝑖𝑔ℎ= 83 000 and 𝑊𝑙𝑜𝑤=38. From the 
given equations, we can see that the increase parameter a(w) becomes larger, and the decrease 
parameter b(w) becomes smaller when the cwnd size increases. 
HSTCP’s major goal when developed by Sally Floyd [16] was to make flows more aggressive 
without any explicit feedback from either the routers or the receiver links. It associates with 
loss rates lower than 10−2. Since HSTCP operates in a high-bandwidth environment, it can be 
more aggressive than TCP during times of low loss. 
When the cwnd is lower (𝑐𝑤𝑛𝑑𝑙𝑜𝑤) than a minimum threshold value, HSTCP tends to behave 
in the same manner as standard TCP but when the cwnd is above 𝑐𝑤𝑛𝑑𝑙𝑜𝑤, HSTCP uses a 
modified standard TCP response function which is 
1.2
√𝑝
, where p is the loss rate. If applied with 











2.5.3. TCP CUBIC 
TCP CUBIC, when compared to TCP BIC (Binary Increase Congestion), is a less aggressive 
and more enhanced systematic version that was developed by Ha, Rhee and Xu [17] in 2008. 
The authors proposed CUBIC as a variant that would enhance the fairness properties of BIC 
while retaining its scalability and stability. 
TCP CUBIC has become the most used TCP algorithm and the default TCP variant used in 
Linux OS. It is the updated version of TCP BIC, which was developed to solve RTT and 
unfairness issues in STCP and HSTCP. BIC had issues with its window growth function for 
short distance or low speed networks and these issues were resolved through TCP CUBIC. 
TCP CUBIC uses a cubic function with its window growth function which represents the 
elapsed time from the last congestion event to have taken place. During congestion avoidance, 
CUBIC uses a cubic window growth function given by (7). 
𝑐𝑤𝑛𝑑𝑡 = 𝐶 ∗ (𝑡 − 𝑘)
3𝑐𝑤𝑛𝑑𝑖 + 𝑐𝑤𝑛𝑑𝑚𝑎𝑥 (7) 
where k in (7) is given by (8) as: 
𝑘 = √





𝑐𝑤𝑛𝑑𝑚𝑎𝑥 is the maximum cwnd just before packet loss; with β the coefficient of multiplicative 
decrease in Fast Recovery; C is a constant which determines the aggressiveness of the window 
growth; and t the elapsed time since packet loss [8, 17]. 
2.5.4. TCP Illinois 
TCP was introduced in 2008 by Liu et al [18] for high-speed networks. TCP Illinois is a sender 
side protocol which adjusts the increment or decrement amounts on delay information for the 
Additive Increase/Multiplicative Decrease (AIMD) algorithms of the standard TCP Reno, 
SACK, or NewReno [18]. TCP Illinois achieves better throughput than the standard TCP for 




The cwnd is adjusted after every ACK is received in a RTT by (𝛼 𝑐𝑤𝑛𝑑⁄ ) whereby congestion 
was not detected, if congestion is detected through triple duplicate then TCP Illinois decreases 
the cwnd by (𝛽 ∗ 𝑐𝑤𝑛𝑑) 
 
𝛼 ← 1 ∧ 𝛽 ← 1 2𝑖𝑓𝑊 < 𝑊𝑡ℎ𝑟𝑒𝑠ℎ⁄  
𝑊 ← 𝑊 + 𝛼𝑓𝑜𝑟𝑒𝑎𝑐ℎ𝐴𝐶𝐾 




The sender sets the slow start once timeout has occurred to be 𝑊 2⁄ , then slow start phase will 
be initiated and sets α = 1 with β = 1 2⁄ . Both values remain unchanged until the slow start 
phase ends after one RTT. 
2.5.5. TCP Vegas 
TCP Vegas [19] is an implementation of TCP that was introduced by Brakmo, O’Malley et al 
in [20]. The changes that were made to TCP Vegas as compared to TCP Tahoe and Reno were 
that of Vegas’ congestion avoidance mechanism. TCP Reno reacts to congestion rather than 
trying to prevent the congestion. TCP Vegas mechanism which is different to Reno uses the 
difference of the estimated throughput and the measured throughput to estimate the congestion 
within the network. 
TCP Vegas controls its window size by observing round-trip times (RTT) of packets that the 
sender host has sent before [20]. TCP Vegas recognizes that the network is congested by 
observing the RTT when it becomes large and it also determines that the network has been 
relieved of congestion when the RTTs become small. 
When TCP Vegas is in congestion avoidance phase, the window size in an ideal situation is 
expected to be converged as follows in (9)  






























where rtt[sec] is an observed round trip time, base_rtt[sec] is the smallest value of observed 
RTTs, and α and β are some constant values. 
2.5.6. TCP Westwood 
As the TCP design is seen as a “black box”, since TCP cannot receive any explicit congestion 
feedback from the network, it then makes TCP rely on implicit feedback such as timeouts, 
duplicate acknowledgements (DACK), and round trip measurements. 
TCP Westwood also known as TCPW was designed to offer an end-to-end approach of 
measuring the bandwidth available along a TCP connection [21]. TCPW was designed to 
improve networks with lossy links, fairness and friendliness, improved performance over TCP 
Reno and SACK, and discriminate the cause of packet loss which is a main problem in TCP 
Reno.  
TCPW makes a more informed decision by controlling the congestion window using end-to-
end connection bandwidth share estimation which ensures both faster recovery and more 





𝐵𝑊𝐸[𝑘] = (19 21⁄ ) ∗ 𝐵𝑊𝐸[𝑘 − 1] + (1 21⁄ ) ∗ (𝑠𝑎𝑚𝑝𝑙𝑒𝐵𝑊𝐸[𝑘] + 𝑠𝑎𝑚𝑝𝑙𝑒𝐵𝑊𝐸[𝑘−1]); 
𝑒𝑛𝑑𝑖𝑓  
(11) 
where acked indicates the number of segments acknowledged by the latest ACK, pkt_size 
indicates the segment size in bytes, now indicates the current time, lastacktime the time the 
previous ACK was received, k and (k-1) indicate the current and the previous value of the 
variable, and BWE is the low-pass filtered measurement of the available bandwidth [22]. 
2.5.7. Drop Tail 
Drop Tail [23], is defined as a simple algorithm for queue management. It sets the maximum 
length of the queue. When this value is reached, new packets that arrive at the queue after the 
buffer is full are dropped. When the queue has enough buffer space, new packets are accepted 
into the queue. When the queue is full, the router starts to discard all arriving packets at the end 




The loss of the dropped packets causes the sender to enter into Slow Start, leading to a decrease 
of throughput and a further increase in cwnd [24]. Drop Tail uses mechanisms which are similar 
to those of FIFO queueing mechanism, unfortunately for Drop Tail, when it is faced with 
tenacious congestion, its queues fill up resulting in high delays, packet drops, degrading system 
instability and bandwidth fairness [25]. 
2.5.8. Controlled Delay (CoDel) 
CoDel [26] is an AQM that allows queues to grow when needed, but it tries to maintain a steady 
state at a reasonable level. CoDel is primarily interested in how long a packet takes on its way 
through the queue and on toward its destination. CoDel adds a timestamp to each packet as it 
is received and queued. When the packet reaches the head of that queue, the time that packet 
spent in the buffer is calculated. 
Unlike the Random Early Detection (RED) queue management algorithm, CoDel is parameter 
less, adapts to varying link rates and can be deployed effortlessly [27]. CoDel identifies a 
standing queue by measuring sojourn time (d) of packets [26], which is the actual queue delay 
experienced by a packet as a metric to predict congestion in the network. Packets are time 
stamped at the enqueuer and the sojourn time is calculated at the dequeuer. If the minimum 
sojourn time (𝑑𝑚𝑖𝑛) within an interval (i) is below a target delay (𝐷𝐶𝑜𝐷𝑒𝑙), CoDel starts to drop 
packets proactively and calculates the time interval between two proactive packet drops. While 
in this packet-dropping state, if the sojourn time becomes less than the target or the queue does 
not have enough packets to fill the outgoing link, CoDel leaves the dropping state [28]. 
2.6. Literature Review 
In this sub-section, we look at related work that compares the performance of various TCP 
variants and queue management mechanisms under different conditions. The studies 
considered in the Related Work section performed the evaluations either by using different 
simulation parameters or different ways in which they presented their Quality of Service 
metrics. In the following work, we highlight the gaps in the literature, show how the work is 
related to our study, showcase what problem the study intended to solve and show the 




2.6.1. Existing Work related to Performance Evaluation 
The authors in [29, 30] identify the same gap in TCP network studies that our study does. They 
express that most new AQMs were evaluated in the presence of TCP NewReno and that most 
researchers assumed that Internet routers will be using Drop Tail. 
This work proves that when TCP variants or AQM algorithms were developed, the did not 
consider which protocol would work best with which router queue management algorithm. The 
study [29] is closely related to our study as they compare TCP and AQM algorithms to show 
the best performance between TCP and AQM algorithms in different environments. To 
evaluate the performance of the algorithms, they considered the fairness, goodput, queue 
backlog, RTT analysis and drop analysis. 
Grazia et al [29] follow a simulation approach to evaluate the performances of the algorithms 
they looked at. They considered CUBIC [17], High-Speed TCP, Yeah [31], Hybla [32], 
Westwood [33], Vegas [19] and NewReno [14] out of the TCP variants and CoDel [26], ARED 
[34], Drop Tail, GREEN [35], PIE [36] and PINK [37] out of the AQM algorithms. 
The objectives of the aforementioned study differ from our research objectives as they aimed 
at checking whether TCP variants improve their performance when moving from Drop Tail to 
smart AQM techniques. They also studied whether AQM algorithms maintained their 
performance moving from TCP NewReno to other variants. Lastly, they investigated the 
existence of one or two TCP-AQM couple that dealt well with congestion. 
The authors [29] followed a dumbbell topology in conducting their experiment using the 
simulator ns3-2.24. They found that ARED achieved performance comparable to PIE and 
CoDel. They also highlighted that AQM algorithms cannot be deployed assuming NewReno 
as the standard TCP and that TCP variants cannot be studied assuming Drop Tail AQM as the 
standard on the Internet nodes. 
In the study by Chydzinski [30], the authors mention that new queue management algorithms 
are evaluated in the presence of TCP NewReno or SACK. TCP variants are not tested as to 
which queue management algorithm they work best with to combat congestion. As the TCP 
congestion and router AQM algorithm cooperate closely, they [30] mention that it would be 




However, the study of Chydzinski and Andrzej [30] focuses on evaluating how TCP and AQM 
algorithms interact. They test if queue management algorithms created with TCP NewReno in 
mind will work well together. This study relates to our study, as they are testing which AQM 
will work best with a particular variant in handling congestion. They focus on performance 
measures such as average queue size, packet loss ratio, the fairness index and throughput. 
It differs from our work as they consider average throughput of the bottleneck. In our current 
study, we focus on the average throughput of the flows in the network. We also include High-
Speed TCP that they did not evaluate as part of their study and our current work differs to the 
work by [30] as we consider CoDel as one of the queue management algorithms. 
In [38], the authors look at a simulation-based experiment that adopted a dumbbell network 
topology, where comparisons of TCP Tahoe, NewReno and Reno were tested against 
congestion avoidance techniques of Drop Tail and Random Early Detection (RED). The 
authors’ objective in the study [38] was to evaluate protocols in stiff conditions while 
evaluating each protocol based on different performance metrics such as throughput. 
The work done by Aftab, Ghani et al [38] studied variants of TCP. They analyzed the 
throughput for different TCP flows in the presence of a UDP flow running under a bad-sensitive 
and lossy environment. They achieved their objective by varying the buffer size and by 
inserting propagation delay into the links. The results in their study showed that TCP NewReno 
outperformed TCP Reno and Tahoe in terms of consistent throughput. 
Our work differs to the work of [38] as our work considers different variants and queue 
management algorithms. The performance metrics throughout and fairness will not be 
considered only on the protocol but for the overall performance of the whole network. 
The work done in [23] is similar to our study as they are performing a performance comparison 
of AQM techniques. They compare Drop Tail and RED that are router-based mechanisms for 
early detection of congestion. They compare the algorithms in aspects of their throughput and 
fairness using a simulation-based approach. In their outcomes, they found out that RED 
performed slightly better with higher throughput and higher fairness than Drop Tail. 
The work done by Reddy and Ahammed [23] is different to our work as we will not focus only 
on the AQMs but will consider the TCP variants as part of the comparison study. Their work 




the latest version at the time this study was executed. However, the study [23] does include 
similar performance metrics o ours, albeit with different simulation parameters. 
The study of Alfadil and Ali [39] looked at evaluating performance of TCP congestion control 
mechanisms which included TCP Tahoe, NewReno, Vegas and Sack. They performed their 
study through simulation using the simulator ns-2. In their study, the authors’ aim was to study 
the performance of the mentioned protocols and evaluate them in terms of bandwidth, 
simulation time and the number of traffic sources. 
The work [39] relates to our work, as it is a simulation-based experiment using a network 
simulator. The work adopts a dumbbell network topology and looks at evaluating TCP variants 
in a congestion environment to detect which variants are based suited in different settings. 
Their work proposed three different scenarios where they differed in the number of traffic 
sources, number of devices and bandwidth. 
Our study differs from the study of [39] as they compare the performance metrics to certain 
aspects such as throughput against bandwidth, throughput against simulation time and 
throughput against number of traffic sources. Our work does not consider comparing the 
metrics to certain aspects of the scenario as the whole network performance is taken into 
consideration. As this study only considered TCP variants in our study, we will consider TCP 
variants and router-based queue management algorithms. 
 
2.7. Chapter Conclusion 
In this chapter, we look into the background of TCP, TCP Congestion Control and the 
mechanisms that either avoid or mitigate congestion when it takes place. Congestion Control 
is critical in ensuring that the network is stable, preventing degrading of services, supplying 
fair resources to hosts on the network and governing packets in the network queues. TCP 
variants and AQMs ensure that the network is well maintained with minimal disruption. 
We also look into the related work that has been done on performance evaluation studies. We 
highlight the gaps in the studies, which make our study different from the related work. We 
identify that most related work focused on popular TCP variants such as TCP NewReno, 










The methods, by which researchers describe, explain and predict phenomena are called their 
research methodology [40]. Rajasekar, Philominathan and Chinnathambi [40] define 
methodology “a body of methods, rules and postulates employed by a discipline of a particular 
procedure or set of procedures and/or the analysis of the principles or procedure of inquiry in 
a particular field”. 
We have a study design which other related studies have adopted [29, 30, 39, 41]. We aim to 
cover the gaps that these other studies failed to address and through the approach taken for this 
study, we will be able to answer this study’s research questions and objectives and conclude 
on the study’s problem statement. 
In the following sub-sections, we present the designs that we adopted for this study, we show 
how each research design will help us accomplish our objectives and we present the methods 
and tools we used to perform this study.  
3.2. Research Design 
The approach we have taken to answer the research objectives of this study needs to be shown 
in detail. In this section, we present the methods that we used to acquire the needed data. 
In this study, we adopt two research design approaches that will assist in investigating the 
study’s objectives. According to E. Hostee [42], there are many ways to present a study in order 
to provide a sound conclusion or get to a reliable and well-argued conclusion. The aim of this 
study is to evaluate the performance of TCP congestion control algorithms. In order to achieve 




research questions. Answering the questions and completing the objectives will have solved 
our problem. 
The two research designs or approaches adopted are simulation modelling and an analytical 
model that will be used for validation of the simulation model adopted. We will go into detail 
as to how and why this model will be used to validate our results that will be acquired from the 
simulation setup. 
3.2.1. Simulation Methodology 
The research problem of this study is best addressed by a simulation-based methodology. Davis 
and Bingham [43] define simulation as a modelling method for the operation of real-world 
computer software such as processes, systems or events. With all the studies presented in the 
literature review, it is easy to see that there is significant support and information available for 
this method. 
Simulation methodologies try to capture the essence of a process by identifying key variables 
and then creating a representation of them [42]. The simulation methodology or approach is 
increasingly used as a cheaper alternative to the construction of a real testbed dedicated only 
to testing purposes. Using simulation helps in decision-making as results are obtained through 
a more controlled environment. 
To perform this simulation, a simulation tool would be required whereby we can build the 
environment and the components that will need to be considered. As this study is not focused 
on simulation tools, we chose a simulator which is well used in the academia for network 
research studies and is open-source software. We provide more details about the simulation 
tool in the Network Simulator section. 
Even though simulation is widely used and preferred for conducting network studies, 
simulation is only an estimation of the real world. Simulation does not necessarily provide a 
complete and accurate set of results. 
3.2.2. Mathematical Model/Analytical Approach 
Frequently, when analyzing data from simulations it is necessary to perform some form of 
mathematical operation on at least one or two outcomes to create more useful data to assist in 
the analysis of the results. A predetermined number of mathematical operators are available for 




optimum throughput will be assumed using simulation parameters from closely related studies, 
where the results will be evaluated and compared to those obtained from the simulation. 
In this study, we used mathematical models to formulate the problem. They have certain 
objectives and certain parameters to be considered for throughput prediction. The main 
advantage of having to use mathematical models is that they easily give definitive results while 
quantifying trade-offs between objectives. 
To analyze the results generated from the mathematical model, Microsoft Excel 2010 will be 
used to calculate the TCP variants’ analytical model calculations and to generate the required 
graphs after substituting the assumed values from related studies.  
Although Excel is a good tool for presenting numerical results graphically, we did not use it 
for statistical analysis. 
3.3. Network Simulator 
This process involves using a set of programs to dynamically simulate the behaviour of a 
network. It is a way in which the performance of a system can be predicted cost-effectively and 
allows users to analyze the behaviours of the experimented system and manipulate the 
environment in which the study is conducted. Such manipulation can include the network 
bandwidth, protocols, packet sizes etc., all of which can be changed by the user. 
Performance evaluation of networks in the research community is commonly done through 
simulations. Network simulation plays an important role in testing and evaluating existing and 
future protocols as it is a cheaper and easier alternative to implementing the experiment than 
using a real network. This study will be conducted using a network simulator tool to evaluate 
the performance of TCP network congestion control algorithms. 
3.3.1. ns-3 Simulator 
Network Simulator 3 (ns-3) [44] is a discrete-time-event-based network simulator targeted at 
networking research, Internet systems and educational use. Developed in 2006, ns-3 strives to 
maintain an open environment for researchers or students to contribute and share their software. 
As an open-source simulator, ns-3 provides a platform to perform experiments that are difficult 




ns-3 is written in C++ and is primarily used on Linux systems, although it can be run under 
Windows OSs. The reason behind using ns-3 for this work is that it can assist with studying 
system behaviour in a highly controlled environment. ns-3 was designed and focused on 
modelling how Internet protocols and networks work, and several studies have been done using 
ns-3. 
When compared to other existing simulators, ns-3 has several advantages. It has a large number 
of different protocol implementations. Many examples and tutorials can be found on the 
Internet. It also supports several external animators, and data analysis and visualization tools. 
3.3.2. TCP CUBIC Implementation 
ns-3 was designed to support various TCP implementations and to allow researchers to simulate 
existing networks. ns-3 needs to consolidate as many TCP networking technologies as possible. 
The TCP variants which have been included as part of the simulator include TCP Tahoe, Reno, 
NewReno (the default variant), Westwood, Westwood+, Hybla, High Speed and several more. 
One innovation that is yet to be included is the TCP CUBIC, which is the default variant in the 
Linux kernel, and a standout amongst the most generally deployed variants. To include this 
variant in ns-3 version 3.27, an implementation by Brett Levasseur and et al [45] obtained from 
[46] was used in this study. 
3.4. Topology Design 
This study is focused on evaluating the performance of the network and establishing the 
relationship between TCP variants and AQM algorithms, and on answering the research 
questions such as which of the TCP variants commonly used can yield optimum bandwidth 
while using optimum capacity of the bandwidth. For this study’s research objectives and 
questions to be answered, we needed to approach the experiment in two ways. 
The first approach was to implement a dumbbell topology and aim to determine some Quality 
of Service parameters such as fairness under different settings. The second approach was to 
implement an end-to-end topology and investigate the effect of BDP on TCP variants under 




3.4.1. Performance Comparison with Multiple Flows 
In this sub-section, we will explain the network model and simulation settings that we adopted 
for this experiment. ns-3 [44] is used for this study. As dumbbell topology is a widely accepted 
network topology in networks research and with several studies covered in the literature review 
also using this network topology, this study will run experiments using the dumbbell topology 
as shown in Figure 3.3. 
3.4.1.1. Simulation Parameters 
Figure 3.3 below shows the network topology adopted for this study, comprised of Source_1 
and Source_n which represent source nodes consisting of sender hosts of up to any number 
preferred by the user. 10 source and receiver nodes were included in our study. Receiver_1 and 
Receiver_n represent the sink nodes consisting of the destination hosts. Router 1 and Router 2 
are the routers where congestion takes place connected by a bottleneck link. 
 
Figure 3.3: Dumbbell network topology 
 
The simulation was run using the parameters shown in Table 3.1. To produce the results 
without having to reconfigure the simulation parameters for every run, we developed a Bash 
script that will run two simulations on a single run for one TCP variant and for both AQMs 
which will be provided in the appendix to this work. 
The simulation ran for 200 s, the link capacity was set to 100 Mbps for the sender nodes and 
for the receiver nodes, the link delay was set to 0.1 µs and the number of flows in the network 




size of the intermediate node, and avoiding creating a queue length that would be too big or 
too small we set it to the same size as the BDP. 
Table 3.1: Fairness Comparison simulation parameters 
Parameter Value 
TCP Variants TCP NewReno, TCP CUBIC, HSTCP, TCP 
Illinois, TCP Vegas, TCP Westwood 
Flow control algorithm Drop Tail, CoDel 
Link capacity 100 Mbps for the source node and 100 Mbps 
for the bottleneck 
Link delay 0.1 µs for the source node 
Bottleneck delay 5 ms, 30 ms 
Packet size 1500 bytes 
Number of flows 10 
Simulation time 200 s 
 
3.4.2. Performance at Varying Packet Delay Rate 
The second approach experimented on was an End-to-End topology as shown in Figure 3.4, 
which was used to evaluate the performance of the TCP variants and the AQM algorithms and 
to determine the effect of different RTTs. The robustness of the protocols will be determined 
by the average throughput required from each conducted simulation using the End-to-End 
topology. 
3.4.2.1. Simulation Parameters 
The node labelled Source is the sender node which will initiate data packets and the Receiver 
will be the sink node which will be the destination of the data packets. Each end node is 
connected to a router, Router 1 and Router 2, which are connected by an Ethernet link 





Figure 3.4: End-to-End topology used for simulating the impact of BDP 
Similarly to the dumbbell topology, in this simulation, we will experiment with each TCP 
variant on both AQM algorithms. From the parameters given in Figure 3.4, the simulation runs 
for 200 s, which we believe is sufficient time to provide the required data sufficient for the 
results of this study. The bottleneck link has a 20 Mbps capacity and will have varying delays. 
In this simulation, delays were tested from 5 to 80 ms against all TCP variants. To save time, 
another Bash script file was made that would run five simulations at once with all the varying 
propagation delays. 
Table 3.2: BDP impact parameters 
Parameter Value 
TCP variants 
TCP NewReno, TCP CUBIC, HSTCP, TCP Illinois, TCP 
Vegas, TCP Westwood 
AQM Algorithm CoDel, Drop Tail 
Link capacity 100 Mbps for the source node and 20 Mbps for bottleneck 
Link delay 0.1 µs for the source node 
Packet size 1500 bytes 
Bottleneck delay 5 ms, 10 ms, 20 ms, 40 ms, 80 ms 
Simulation time 200 s 
 
3.5. Equipment 
The equipment used was a Dell OptiPlex 9020 personal computer (PC), with the following 
hardware configuration: 
Processor: Intel(R) Core(TM) i7-4790 
Memory: 16.0 GB 2x times 8GB DDR3-1600 UDIMM 2RX8 




Hard Drive: ST500DM0 500GB Serial ATA 
Operating System: Ubuntu Linux 16.04 LTS 
Network Simulator: ns-3 version 3.27  
3.6. Performance Metrics 
Performance in networks is often assessed with two important networking metrics: throughput 
and delay. High throughput and low delay are wanted in networks. On the other hand, these 
two performance metrics seem to contradict each other. As more data is sent into the network, 
the throughput may increase, but the delay also increases because of the increased traffic 
congestion caused in the network. 
Another metric we look into is the fairness of the network in multiple-path networks. It is very 
important that the protocols used are just in distribution of the bandwidth to all flows and ensure 
that no flow suffers inordinately during data transmission and during congestion. 
The average throughput will be the metric we focus on from the End-to-End topology and 
compare the average throughput achieved to the delay the network was experiencing. We will 
be able to answer the question of whether using high-speed TCP variants on high-delayed 
networks would yield resourceful throughput for that specific network. 
Fairness will be calculated for the dumbbell topology as it has several source and sink nodes. 
Doing so will help answer our question whether commonly-used TCP variants, when using the 
optimum bandwidth, are also effectively using the optimum capacity of the bandwidth and 
sharing the bandwidth equally for all links. 
3.6.1. Average Throughput 
TCP throughput is defined as the average data rate successfully delivered through a TCP 
connection. It is an important metric for measuring the quality of the network connection [47]. 
In this investigation, normal throughput given by equation (12) alludes to the throughput per 









where 𝑛𝑏𝑦𝑡𝑒𝑠𝑟𝑐𝑣𝑑is the total bytes received throughout the simulation and t is the time elapsed 
during the simulation. 
Throughput is usually measured in bits per second (bits/s or bps), and sometimes in data 
packets per second or data packets per time slot [48]. The total number of packets delivered 
over the entire simulation time is defined as throughput. In this study, throughput will be 
measured in kilobytes per second (kBps). 
3.6.2. Fairness 
Also in this study, we will investigate the ratio of the throughput achieved by each TCP flow. 
If a protocol acquires unfair capacity, problems such as congestion collapse result. Fairness in 
this study presumes an equal share of bandwidth for each flow [10].  
For any given set of throughputs (𝑦1, 𝑦2, 𝑦3, … 𝑦𝑛), Jain’s fairness index [49], ranging from 0 
to 1, is defined as follows: 









where f is Jain’s fairness index, n is the flow number and 𝑥𝑖 is the normalized share allocation 
which equals the actual allocation divided by the optimal allocation. An index value of one 
indicates greatest fairness condition. 
Very little is understood about how fairness affects user perceptions of performance. In this 
study, Jain’s fairness index is used to assess the fairness of information measurement between 
flows. All flows should have an equal share of their information measurement. 
3.7. Validation 
According to [50], validation is the process of confirming that a model is appropriately accurate 
for the purpose that the model is being used for. Appropriateness includes building the right 
model to acquire correct results or acquiring data through an accurate model/setup. The purpose 
and objectives must be known before it can be considered a valid approach or model. 
There are many approaches that simulation can be performed in, as simulation models differ 
according to what the simulation is trying to imitate. It is therefore important to have a thorough 




We will validate our methods using different approaches. One of the approaches is to use the 
mathematical model as a validation method. We aim to provide what will be expected from the 
simulation approach and compare the mathematical data acquired to the simulation data results. 
Other validation methods that were done in this study are as follows. 
3.7.1. Conceptual model Validation 
From the literature covered in this study, we were able to understand the conceptual model that 
would need to be applied for this study. An understanding of the real-world model was also 
needed to understand what the simulation model would need to be modelled around. The 
dumbbell topology that was used in this study has been used by several studies [51, 52] in 
analysing TCP congestion control. Clearly, the dumbbell topology is not the only topology in 
use. 
Mathematical modelling in this study is used both as an essential tool and a validation method. 
The results that are expected from the simulation should be similar or close to those produced 
by the mathematical model. Mathematical models in applied sciences and engineering 
frequently offer only a basis for discussion and do not necessarily represent facts about the real 
world [53]. 
The reason for comparing the mathematical model to the simulation model is that if the 
mathematical model could predict precisely the results of the simulation, simulators would not 
have been built. 
3.7.2. Checking the code 
In order to ensure that the results obtained from the simulation were accurate and reliable, the 
source code had to be validated to ensure that the correct logic and data had been entered. As 
the first step in ensuring that the correct data were considered for the simulation, the target 
system was identified and the accuracy of the level of detail that the simulation is to reproduce 
was defined in the TCP standards defined in RFC 793 [54]. 
The ns-3 simulator consists of a testing framework which comprises the simulation core engine, 
example programs, and a set of models and tests. To test the code for any logical errors or build 
errors, we used the Python program buildbot “test.py” to perform a test on the simulation code. 




Using the command window from the Linux OS and on the directory of the file path where the 
simulator is, we run “./test.py” which tests all available tests and reports back the status in a 
human-readable form. Also building the simulator assures that the code is error-free. If any 
errors are detected, the simulator will locate the error in the source code file. 
Examples from the ns-3 simulator were also used to acquire the modelling of the topology and 
the design of calculations of performance metrics such as throughput and fairness from the 
network flows. The models also provide TCP variants that the simulator is able to make use of 
in networks. 
The source code, simulation scripts used in the simulation and the results obtained from the 
simulations have been uploaded on GitHub [55]. Both codes used for the dumbbell topology 
and the end-to-end topology are included. We also included the Bash scripts that were used to 
ease the simulation processes by avoiding repeating the simulation several times and rather run 
the simulation once with several instances. 
3.8. Chapter Conclusion 
It can be concluded that simulation does not provide a complete and accurate set of results, and 
it should be recalled that simulation is an estimation of the real world. It is difficult to entirely 
imitate a real network deployment, as unforeseen events can sometimes occur whereas in 
simulation, all aspects of the environment are controlled and known.  
Nonetheless, simulation does provide a good idea of the main differences between the TCP 
variants and the AQM algorithms being investigated in this project. The validation process is 
expected to provide proof that the followed steps in the methodology of our simulation and 
mathematical methods are academically approved and also that correct parameters or 
environments have been followed to conduct this study. 
In the following section, we present the mathematical approach that was followed to conduct 
calculations and analysis of TCP variants expected throughput. We use the model to get an idea 
of what we can expect in the simulation approach and also use the mathematical approach to 





Chapter 4  





In this chapter, we aim to validate our results and model the throughput of the simulation results 
that are expected out of the experiment. Using the analytical models of the TCP variants, we 
aim to predict the optimum throughput each variant will be able to achieve from the simulation 
performed under the queue management algorithms being studied. 
Using the flow statistics gathered from the simulation and the predicted throughput, we aim to 
achieve the research objective of investigating the behaviour of the network traffic and 
distinguish if there is a relationship between primal (source) algorithms and dual (queue 
management) algorithms. We will answer the question of whether using high-speed TCP 
variants on high-delay networks can produce capable and beneficial network throughput in this 
chapter as well. 
We present this chapter as a mini-study that contains a brief overview of the tracing module 
within ns-3, flow-monitor, the QoS routing parameters that are looked at in this chapter. We 
then calculate the expected throughput using assumptions, which will be parameters from 
related work. We then compare the simulation throughput to the predicted throughput and 
analyze our results. 
4.2. Flow Monitor ns-3 Module 
Inspecting network traffic in simulation is an important aspect of analysing network 
performance. In the simulator chosen to perform this study, we have made use of ns-3’s flow 




packet flows in the network are stored in a file consisting of the metrics analysed for flow 
statistics such as bit rates, delay, packet sizes, packet loss ratio and duration [56]. 
The main use of this module in ns-3 is to automate the task of gathering of results, efficiency 
in consumption of memory and storage, and its ability of easy extension. Without intervention 
from the investigator, the flow monitor detects the flows and measures the parameters of all 
packet flows involved in the simulation.  
Using the flow monitor, we will be able to acquire the packet loss ratio (p) for both Drop Tail 
and CoDel queue management algorithms used with each TCP variant. 
Upon producing the flow monitor file, a collection of flow statistics is created. From the file, 
we can extract not only end-to-end mean delay but also fractional delays that the packet would 
have experienced along the path. Table 4.1 shows how the flow monitor keywords are defined: 
Table 4.1: Flow Monitor keyword description 
timeFirstTxPacket: the time when the first packet was transmitted or when the flow 
transmission started. 
timeFirstRxPacket: the time when the first transmitted packet was received by the 
recipient node in the flow. 
timeLastTxPacket: the time of transmission of the last packet in the transmission flow or 
the end of the transmission. 
timeLastRxPacket: the time when the final packet was received at the end of the 
transmission node or when the transmission ended. 
delaySum: the sum of all end-to-end transmission delays that all received transmission 
packets suffered. 
jitterSum: the entirety of all the end-to-end delay jitter values for all transmission 
packets received. In [56, 57], the packet jitter is defined as the delay variation relative to the 
last flow packet. 
txBytes, txPackets: the total number of bytes transmitted and the total number of packets 
transmitted for the flow. 
rxBytes, rxPackets: the total number of bytes received and the transmission flow of 
packets received. 
lostPackets: the total number of packets assumed to have been lost during the 
transmission. Packets that have not been reported to be received or sent to the recipient end 
are assumed to be transmitted. 
 
 
4.2.1. Metrics derived from flow monitor 

































4.3. QoS Routing Parameters 
The flow-monitor is used to evaluate the network elements and performance metrics. The 
combination between TCP variant and AQM algorithm needs to be evaluated in-order to 
determine satisfying requirements of the network.  
A number of performance measures are taken into account in this study: throughput, fairness, 
packet delay and packet loss. During the literature review, these QoS parameters were seen to 
be used to evaluate similar work to this study [29, 30, 38, 39]. 
With throughput and fairness having been introduced and discussed in Chapter 3, in the 
following sub-sections we introduce the QoS parameters (i.e. packet loss and packet delay) that 
were used as part of our study. 
 
4.3.1. Packet Loss 
Packet loss occurs when a packet arrives at a full buffer and is discarded by the queue 
management algorithm. Any switch can set the forward explicit congestion notification 




congestion has occurred [12]. The destination now knows that the packets could be delayed or 
lost. 
To combat packet loss, retransmission of packets is implemented: all dropped packets are 
resent from the source to the sink node. However, loss correction can cause yet more congestion 
if some type of flow control is not used to inform the source of the congestion and to stop 






Packet loss as shown in (14), initiates loss recovery in TCP NewReno, where a new sequence 
begins after a fast retransmit or timeout has taken place. TCP restarts the packet injection and 
the congestion window increase process starts all over until the next congestion event occurs. 
During the congestion event, one or possibly many packets could be lost or dropped. 
To isolate unknown or unexplained packet loss, we assume that this study will focus on a 
homogenous set-up where varying parameters are minimized to known parameters that can be 
explained and also to be able to compare the data of the packet loss measures in a well-
controlled environment. The packet error probability (the probability of a packet being 
corrupted) was assumed to be zero since we focusing on packets dropped due to congestion. 
  
 
4.3.2. Packet Delay 
The delay is defined as, “how long it takes for an entire message to completely arrive at the 
destination node from the time the first bit is sent out from the source node” [12]. When 
congestion occurs due to the number of packets exceeding the link capacity between the 
communicating nodes, delay is usually the cause. Packet delay is calculated by the sum of a 









where 𝐷𝑇𝑜𝑡𝑎𝑙is the total delay across the end-to-end path through n networks, and 𝐷𝑖 is the 
delay of a packet through the 𝑖𝑡ℎ network in the series. As this study focuses on performance 
of TCP, we do not model sender to model delays owing to scheduling or buffering limitations. 
4.4. System Model 
To implement the analytical models and simulate the models, we needed to make several 
assumptions that allow us to simulate the expected TCP throughput values and compare them 
with the calculated throughput. These assumptions allow us to hypothesize packet losses, 
received bytes and predicted values. Assumptions also allow us to consider several 
environment parameters that would not be possible to emulate in a real world environment. 
In this sub-section, we consider an abstract network of a single bottleneck with single sender 
and receiver nodes, similar to prior work [58-60]. We will present the status of this end-to-end 
topology by (C, T), where C is the bottleneck link capacity, and R is the Round Trip Time 
(RTT). We will outline assumptions that our study used, with the assumption that the Sender 
and Receiver are using either TCP NewReno or TCP CUBIC congestion control algorithms. 




Figure 4.5: Adopted End-to-End network topology 
The Drop Tail and CoDel queue management algorithms under study are executed at the output 
port of router A as shown in Figure 4.5. We assume that the sender will run a TCP version that 
is able to recover from any packet losses without having to resort to timeouts and going into 




The delay variation in the access links is assumed to be configured in such a way that the 
average end-to-end propagation delay is equivalent to the end-to-end measurement delay. We 
will take queue delays from other studies, such as [39, 62, 63]. 
We will consider that triple duplicate ACKs (DACK), whereby these DACK will result in 
termination of congestion avoidance and a fast retransmit, identifies the loss events in our 
model. In these circumstances, we will assume that TCP will then enter into Fast Recovery 
phase. 
When congestion occurs at a router, if Drop Tail has been implemented, packets will be 
dropped. The host will timeout and start retransmitting packets, which will results in even more 
congestion. We assume that the packet loss in this study is due to congestion and not due to 
reordering of packets, as the latter is rarely the case. 
We assume that packets will be sent persistently over time. The rate will only be restricted by 
the congestion window size. These packets will be subject to constant round-trip times equal 
to values retrieved from [64, 65]. 
4.4.1. TCP Timeout 
TCP timeout controls or specifies how long a data packet transmitted may not be recognized 
before the connection is closed [66]. When a timeout occurs, TCP forcefully closes all 
connections. During this “blackout”, transmitted data may remain unacknowledged. The end-
to-end connectivity will suffer a disruption that will cause no ACKs for any attempted 
transmission. 
In a TCP connection, one end of the connection advertises its user timeout (UTO) value to the 
other end of the connection. By doing so, the information helps the other end to adapt to its 
UTO. There can be circumstances where local policies in a TCP connection may disregard the 
advertised UTO option if those policies deem it appropriate. 
In our study, we assume that the connection will not use a UTO. In the absence of an application 
UTO, RFC 0793 specifies a default UTO of 300 s in  TCP connections. UTO can affect TCP 
transmissions over high-delay paths. In our study, we avoided implementing a UTO as it can 
affect TCP performance. 
If a UTO occurred before an ACK of an outstanding data packet could be sent, the connection 




another reason for the connection to close, as such losses will delay ACK of a segment and 
then lead to a UTO. 
4.5. Calculating Packet loss Rate (p) 
Until now, we have given an overview (in Chapter 2) of how the selected TCP variants behave 
during congestion, how packets are lost and how we will keep track of packets dropped during 
congestion. Using the packet loss ratio (p) from the flow statistics, we will predict throughput 
using the TCP variants analytical models presented here. 
4.5.1. TCP NewReno 
The TCP NewReno throughput model derived from [67, 68] builds upon the well-known Reno 


































To analyse this system implicitly, usually the assumption that the expression and the square 
root can be interchanged is applied. If we take Y to be a constant, i.e. Y = N, on this assumption, 















Since the system drops a single packet of each N that are transmitted, the packet loss rate p 












From (20), we have a number of packets per cycle and this analytical model can be used to 
predict the throughput. 
4.5.2. TCP CUBIC 
TCP CUBIC has been designed to improve on where TCP BIC underachieved. The window 
enhancement function of BIC, for example, is too aggressive for Reno in conditions of low 
network speeds and short RTT. Another area where CUBIC excels is the reduction of the 
complexity of BIC’s window increment-decrement rules [68]. TCP CUBIC’s window growth 
depends only on real time congestion events, unlike TCP BIC or Reno, which depend on the 
rate which ACKs are returned back to the source [17, 68]. 
The deterministic loss model of TCP CUBIC assumes that the probability of packet loss is p, 
and the packet losses occur randomly and independently [69]. We emulate the TCP window 
adjustment algorithm after a packet loss event and since the average sending rate of an AIMD 












After a packet loss occurs, CUBIC reduces its cwnd multiplier by a factor of β, with the TCP-











where α is the additive window increment, and p is the loss rate. Since we are emulating CUBIC 
in the TCP mode, α = 1 and β = 1 2⁄ . We implement (22) for the analytical modelling in our 





4.6. Analytical Model versus Simulation Models Analysis 
In this section, we present our results in two distinguishable sub-parts for the study. We discuss 
packet loss ratio first, in how it affects TCP performance and throughput of the TCP variants 
and queue management algorithms considered. We will then look at the analytical against the 
simulated throughput models for the algorithms considered in this study. 
4.6.1. Packet loss ratio and its impact on throughput 
The number of data packets lost between the source and the destination nodes as a reason been 
due to packets dropped during congestion, deadline violation and timed out packets, signifies 
the ratio of the number of lost packets to the total number of sent packets which is known as 
the packet loss ratio. If a network is congested, packets can queue up in the buffer and when 
the buffer fills up, the packets will drop. The dropping of packets, however, differs according 
to the queue management algorithm implemented at the router nodes. 
4.6.1.1. Packet loss ratio of Drop Tail 
Drop Tail queueing method is the simplest queue management algorithm approach to 
implement and understand. Drop Tail allows incoming packets to reach the buffer as long as 
buffer space is available. However, if the buffer is full, all incoming packets that get to the 
queue will be dropped, causing congestion as the variant might enter into retransmission mode 
and resend packets, further increasing congestion. 
In Figure 4.6, the packet loss ratio of Drop Tail increases as the delay increases. The congestion 
window size of Drop Tail increases as the delay increases, deteriorating the performance of the 
TCP protocol, in this case, TCP NewReno. With an increasing packet drop probability of Drop 
Tail, more packets are dropped as seen with the 80 ms delay in Figure 4.6. As TCP NewReno 
was developed to resolve the problems of TCP Reno, especially the problem of timeout, if 
multiple packets were lost (in this case it is due to Drop Tail queueing methods as we assumed 
no UTO will be implemented) within a single window of data, NewReno will duplicate each 
RTT until the sstresh is reached. The packet loss ratio of Drop Tail will increase as the delay 






Figure 4.6: TCP NewReno packet loss ratio 
 
As we assumed that TCP CUBIC would operate in TCP mode, it means that CUBIC will 
operate similarly to TCP Reno, which is an improvement of TCP Tahoe [70]. The connection 
starts in the Slow-State phase. Since it was assumed that no UTO would be taken into 
consideration, the connection will not enter into Slow Start when a loss is detected, as the loss 
will be the result of a third DACK. However, as can be seen in Figure 4.7, the packet loss ratio 
of CUBIC with Drop Tail remains low, however, large numbers of packets are dropped as the 
delay increases as shown in Table 4.2. 
Table 4.2: TCP CUBIC estimated packet loss and received packet 
CUBIC vs Drop Tail 
 5 ms 10 ms 20 ms 40 ms 80 ms 
Packets dropped 86 169 78 374 77 629 78 489 96 133 
rxPackets 1 257 016 1 255 746 1 254 288 1 249 847 1 228 980 
 
However, Drop Tail has some weaknesses that lead to severe degradation if congestion is high, 
such as poor link efficiency, poor fairness and low throughput between TCP connections. Each 
time Drop Tail drops packets, the sender ultimately detects a segment loss, which then results 




packets are dropped and as the delay is increased, the number of received packets drops while 
the number of dropped packets increases. 
4.6.1.2. Packet loss ratio of CoDel 
In Figure 4.7, we notice that CoDel is able to effectively reduce the drop probability and thus 
to keep packets in the queue longer. As mentioned in Chapter 2, CoDel uses sojourn time on 
the queue to predict when congestion might take place and to control the size of the queue. By 
constantly checking the queue size if it has room, CoDel is able to keep track of the queue 
delay by adding enqueuer time stamp in the packet header. 
Since CoDel uses sojourn time to toggle between dropping and not dropping the packets, CoDel 
prevents the queue from filling up by immediately dropping packets that have sojourn time 
above the limit. In the case of TCP NewReno, as observed in Figure 4.6, as the delay increases, 
the drop probabilities of both CoDel and Drop Tail increases up to 20 ms delay. By now, the 
drop probability has decreased to a point where few packet drops occur as the sojourn time of 
packets has been lowered so they spend less time in the queue. 
 
Table 4.3: TCP CUBIC estimated packet loss and received packet 
CUBIC vs CoDel 
 5 ms 10 ms 20 ms 40 ms 80 ms 
Packets dropped 626 591 977 232 60 
rxPackets 1 256 349 1 256 521 1 249 798 1 254 555 1 242 574 
 
With a lower sojourn time, the packets spend less time in the queue. The number of dropped 
packets decreases, and network performance increases. It can be seen from Figure 4.6 and 
Figure 4.7 that the loss probabilities for CoDel in both scenarios are low when the network is 
affected by high delays, therefore, we can conclude that CoDel mitigates the problem of high 
networks delays. CoDel as compared to Drop Tail lowers the number of packets dropped. 






Figure 4.7: TCP CUBIC packet loss ratio under several different delays 
 
4.7. Predicted Throughput and Simulated Throughput analysis 
Application performance based on TCP depends on the selection of the queue management 
algorithm implemented on the routers regardless of the congestion control mechanism or TCP 
variant. The queue management algorithms control sizes of the queues and they proactively 






Figure 4.8: TCP NewReno comparison of analytical and simulation models using Drop Tail AQM 
 
We assumed a congested Drop Tail link with its assumed packet losses to compare an analytical 
scenario to a simulated one using the same assumed parameters. In Figure 4.8, the analytical 
formulas estimate the average throughput of each delay scenario to be at its maximum 
achievable output. The simulated NewReno version suffers from packets dropped by the queue 
management algorithm, Drop Tail. 
The simulated throughput follows a similar pattern to that of the estimated throughput. Since 
Drop Tail has some weaknesses, such as bad fairness sharing and full usage of the router’s 





Figure 4.9: TCP NewReno analytical and simulation model comparison using CoDel AQM 
 
In Figure 4.9, we compare the throughput of the analytical model to that of the simulation 
approach. Both throughputs suffer during congestion and can be attributed to the queue 
management used in this scenario. CoDel in this case comes into effect, as the scheduling 
algorithm cannot send out packets quickly enough without losing them as shown in Figure 4.6 
and in Figure 4.7. The packets build up in the local buffers where CoDel manipulates the packet 
order and signals the congestion control protocols. CoDel then detects the flows that are 
causing the local outbound buffers to overflow and starts selectively dropping packets on those 
flows. 
With the increase of the BDP, the achieved throughput is degraded (13Mbps) for both the 
simulated and estimated throughput (instead of the desired throughput of 20Mbps). Through 
observation, RTT affects the performance of the network. RTT increases the cwnd growth and 
longer RTT means slow cwnd growth resulting in lower utilization of the bandwidth.  
The simulated throughput pattern follows that of the analytical model. Both indicate throughput 






Figure 4.10: TCP CUBIC analytical and simulation model comparison using Drop Tail AQM 
 
Figure 4.10 looks at TCP CUBIC when used on the router side with the Drop Tail queue 
management algorithm. As we assumed that TCP CUBIC will operate in TCP mode, we could 
not get the optimal power of TCP CUBIC and therefore, CUBIC will operate as TCP Reno. 
Looking at Figure 4.10, the difference between the estimated throughput and the simulated 
throughput is 3.4 Mbps, which is close to what was expected. 
The “good” performance of Drop Tail queue management algorithm in this instance can be 
pointed out to the source algorithm in use, CUBIC. With all the efforts made to make TCP 
CUBIC TCP-friendly, the rate of increase has been moderate, which helps to reduce the loss 
rate as seen in Figure 4.7. 
The degradation in the network performance which was caused by the dropped packets seen 
from around 20 ms of delay can be interpreted as CUBIC reaching its full link capacity. It 
should be noted that TCP CUBIC takes a long time to recover from packet losses especially 
when maximum link capacity has been reached. This delay causes the performance to suffer as 





Figure 4.11: TCP CUBIC analytical and simulation model comparison using CoDel AQM 
 
TCP CUBIC was developed in a way to fully use high bandwidth-delay product links in TCP 
networks. In Figure 4.11, CUBIC is used with CoDel at the router side as the queue 
management algorithm. When CoDel detects high buffering delay it starts actively dropping 
packets. When a packet is dropped, the sender is notified. The sender then reduces cwnd. 
However, it should be evident from the comparisons made thus far that when CUBIC is used 
with CoDel, it yields good throughput and improves the performance of the network. The 
expected/predicted throughput showed that the optimum throughput is 18 Mbps on the 
20 Mbps link, which does not degrade with increasing delays. 
As the delay increases the performance degrade gradually up to 40 ms delay, where it improves 
and then reduces again at 80 ms delay. It can be concluded that CoDel is able to provide better 





4.8. Chapter Conclusion 
In this chapter, we aimed to investigate the behaviour of network traffic and distinguish if any 
sort of relationship might exist between queue management algorithms and TCP variants. We 
also aimed to validate the simulation that we could achieve the expected rates of throughput 
through the assumptions that were made for a study and simulation parameters. 
We studied the analytical models of the variant protocols selected for this study. We calculated 
the expected throughput using the TCP analytical models, including required packet loss 
probability. We used related work to acquire the values and make assumptions for this study. 
We varied the packet loss rate based on the assumed dropped packets and varied our delays 
based on related work. Only TCP CUBIC and TCP NewReno were considered for the analysis 
as several studies have looked at those TCP variants. High Speed TCP was not considered for 
this chapter.  
We then made simulations based on similar parameters to those used for analytical modelling. 
The simulated throughput was then compared to the predicted throughput. From the analysis, 
it was found that the queue management algorithms are responsible for buffer management and 
dropping of packets from the buffer, which differs with the implemented algorithm. 
Drop Tail was found to cause a large number of packets to be dropped when congestion took 
place, whereas CoDel lowers the packet loss probability and causes fewer packets to drop. 
However, when CoDel suffers a packet loss it takes time to recover from the dropped packet. 
However, when implemented with TCP CUBIC, CoDel aimed at using the available bandwidth 





Chapter 5  
Impact of Bandwidth-Delay Product 
 
 
5.1. Chapter Overview 
In this chapter, we present simulation results to assess the performance of the congestion 
control mechanism based on the network simulation. Additionally, we compare it with other 
congestion control mechanisms selected for this study. 
5.2.  Performance Evaluation 
The goal of the simulations is to compare performance between the TCP variants when used 
with different AQM algorithms on the router. Throughput is considered to be the rate at which 
the data are successfully delivered via a TCP connection. In this study, the average throughput 
refers to the throughput per unit of time, whereby the average amount of data received is 
distributed by the receiver per unit time, regardless of whether the data is retransmitted or not 
[8]. 
A fairness index using Jain’s fairness [49], is the second evaluation metric used in the 
comparison between the TCP and AQM algorithms. In this study, Jain’s fairness index is used 
to evaluate the fairness of the bandwidth sharing between flows. As all flows should have an 
equal share of the bandwidth available, it should be easily reflected by Jains’ fairness index. 
5.2.1. Bandwidth-Delay Product 
The Bandwidth-Delay Product (BDP) determines the amount of data transiting through the 
network, while the TCP Window is a buffer that determines how much data can be transferred 
before the server stops and waits for the received packets to be acknowledged. An end-to-end 




5.2.1.1. TCP NewReno 
When packets simultaneously arrive at an empty queue, the first transmitted packet will not 
suffer a queue delay although the time it takes in the queue will contribute to the corresponding 
delay the network has at that moment in time. The last packet will suffer a larger delay in the 
queue. At the time of congestion avoidance, if triple duplicate ACKs are received, fast-
retransmission is performed and NewReno enters into fast-recovery. 
In this segment, we illustrate the performance of TCP NewReno’s reaction to delay within the 
network by evaluating the average throughput. The simulation is carried out on a single 
bottleneck link with CoDel and Drop Tail queue management mechanisms. 
Table 5.1 shows the average throughput of five different flows using CoDel AQM at the router 
side. As discussed in the literature, CoDel is an AQM technique that aims to reduce the problem 
of buffer bloat by monitoring the amount of time that packets stay in the queue. CoDel drops 
some packets when they stay in the queue for a long time. CoDel thus combats queueing delay 
in the network, which ultimately improves network performance. 
Table 5.1: Comparison of NewReno over CoDel AQM 
Queueing Delay Comparison of TCP NewReno over different 
propagation delays working with CoDel AQM 
(Average Throughput in Mbps) 
5 ms 16.42 Mbps 
10 ms 16.37 Mbps 
20 ms 15.66 Mbps 
40 ms 13.64 Mbps 
80 ms 13.41 Mbps 
 
From Table 5.1 above, the mean throughput of each flow with the varying queue delay is 
shown. The results show that when the network has a high queue delay, the performance of the 
network deteriorates. The 80 ms delay yielded a throughput of only 14.09 Mbps, while a delay 






Figure 5.12: Impact of Delay on TCP NewReno against CoDel 
Since Drop Tail keeps FIFO queues exactly simple, there are no methods or configuration 
parameters that are specific to Drop Tail queues. This simulation uses a low bandwidth of 
20 Mbps, enabling Drop Tail to maintain a large queue as compared to CoDel.  
Table 5.2 shows that the average throughput with delays of 40 ms and 80 ms is greater than for 
CoDel. 
Table 5.2: Average throughput of different queueing delays with NewReno and Drop Tail 
Propagation Delay 
Comparison of TCP NewReno over different 
propagation delays working with Drop Tail 
AQM (Average Throughput in Mbps) 
5 ms 16.42 Mbps 
10 ms 16.36 Mbps 
20 ms 15.93 Mbps 
40 ms 15.19 Mbps 





Table 5.2, it can be observed that when Reno is used with Drop Tail, as the delay increases the 
average throughput is higher than what was achieved with NewReno and CoDel at the router 
side. It can be assumed that Drop Tail maintains large queues whereas CoDel maintained a 
smaller queue. 
 
Figure 5.13: Impact of Delay on TCP NewReno against Drop Tail 
 
5.2.1.2. TCP CUBIC 
As described in Chapter 2 of the TCP overview, TCP CUBIC has two operating modes when 
used in Congestion Avoidance, TCP and CUBIC modes. In low BDP, TCP mode is used. 
CUBIC mode is activated in high BDPs. Each mode corresponds to a particular way to increase 





Figure 5.14: Impact of Delay on TCP CUBIC against CoDel 
In Figure 5.14, it is clear that CoDel improves the performance of TCP CUBIC, as one of the 
goals of CoDel queue management algorithm is to solve bad queuing in the buffer. CoDel 
distinguishes a good queue from a bad queue by monitoring the queuing delay of packets in 
the router. If the measured target delay of a packet is above 5 ms (the default), CoDel starts to 
drop packets from the queue head in order to reduce the senders’ feedback delay. 
It is evident that as the queueing delay increases, the throughput does not deteriorate. When 
the delay is 80 ms, the output starts low compared to 5 ms and 10 ms, but since CUBIC operates 
in TCP mode due to low BDP and CUBIC has solved problems with BIC’s RTT unfairness, 
the performance of CUBIC, when used with CoDel, is expected to be high and fair to the flows 







Table 5.3: Average throughput of TCP CUBIC working with CoDel AQM 
Queueing Delay Comparison of TCP CUBIC showing different 
queueing delays working with CoDel AQM 
(Average Throughput in Mbps) 
5 ms 16.34 Mbps 
10 ms 16.41 Mbps 
20 ms 15.93 Mbps 
40 ms 16.25 Mbps 
80 ms 15.88 Mbps 
 
The average throughput at different queueing delays as shown in Table 5.3 shows that the 
CoDel average throughput does degrade as the delays increase, meaning that delay does 
degrade network performance. However, CoDel also helps prevent severe congestion by 
preventing a packet from waiting in the queue for more than 5 ms. By dropping the packet, it 
prevents congestion in the router buffer. 
 




In Figure 5.15, we can see that the network performance suffered severely. The average 
throughput when CUBIC was paired with CoDel at 80 ms of delay is higher than the average 
throughput of CUBIC paired with Drop Tail at just 5 ms delay. The deterioration in throughput 
is on the queueing implementation of the queue management as it implements a simple PFIFO 
algorithm. 
Table 5.4: Average throughput of TCP CUBIC working with Drop Tail 
Propagation 
Delay 
Comparison of TCP CUBIC over different 
propagation delays working with Drop Tail AQM 
(Average Throughput in Mbps) 
5 ms 15.30 Mbps 
10 ms 15.30 Mbps 
20 ms 15.18 Mbps 
40 ms 14.87 Mbps 
80 ms 13.95 Mbps 
 
To control congestion, Drop Tail does not drop packets before congestion take place. Instead, 
it waits for the buffer to fill up and then starts dropping packets from the tail of the queue. 
When compared to CoDel, Drop Tail does not concern itself with how long the packets have 
been in the queue and it does not differentiate the traffic. Drop Tail could lead to unfairness of 
bandwidth sharing. 
In Table 5.4, the average throughput at 5 ms delay is already lower than when CoDel was used, 
indicating that Drop Tail is a bad queueing management algorithm compared to CoDel. When 
the delay increases, the performance of the network further worsens, meaning more packets are 
going to be dropped, since Drop Tail does not prioritise or differentiate the traffic. 
 
5.2.1.3. High Speed TCP 
As HSTCP is a modification to TCP’s current congestion control for high-delay bandwidth 
networks, it can be anticipated that in these simulations performance of the network will not 
deteriorate spontaneously. Large buffers increase the delay in the network, heavily affecting 




gaming and other network-related activities. Therefore, it is important to investigate the effects 
that buffering has on TCP performance such as fairness, throughput and convergence [71]. 
 
Figure 5.16: Impact delay of High Speed TCP operational with CoDel 
In Figure 5.16, HSTCP when paired with CoDel performs fairly in terms of the throughput 
achieved by the flows. With low delays of 5 ms, 10 ms and 20 ms, the network performance 
achieves adequate throughput and CoDel maintains good congestion control of the buffer while 
also suffering low congestion. 
With delays over 20 ms, it is evident in Figure 5.16 that network performance suffers as now 







Table 5.5: Average throughput of High Speed TCP variant working CoDel AQM 
Queueing 
Delay 
Comparison of  High Speed TCP over different propagation 
delays working with CoDel AQM (Average Throughput in 
Mbps) 
5 ms 16.41 Mbps 
10 ms 16.39 Mbps 
20 ms 16.36 Mbps 
40 ms 15.57 Mbps 
80 ms 14.73 Mbps 
 
Table 5.5 depicts the achieved average throughput of the flows ranging from 5 ms to 80 ms. It 
can be seen that with low delays of 5 to 20 ms, the network performance deterioration was low 
as compared with flows at delays of 40 and 80 ms.  
 
Figure 5.17: Impact delay of High Speed TCP operational with Drop Tail 
From Figure 5.17, it is clear that DropTail is a bad choice for use with HSTCP. High Speed 




buffer in the bottleneck router. With Drop Tail implemented on the router side, it allows the 
buffer to be full before dropping packets, leading to severe deprivation of network throughput 
as seen at 80 ms delay.  
The buffer quickly filled up as HSTCP aggressively increased the cwnd in order to send as 
many packets as possible through to the buffer. With the high delay and packets spending more 
time in the buffer, congestion results as HSTCP sends bursts of packets into the buffer, and 
Drop Tail’s First-In-First-Out mechanism this leads to large numbers of packets lost. 
Table 5.6: Average throughput of High Speed TCP working with Drop Tail 
Queueing 
Delay 
Comparison of  High Speed TCP over different propagation 
delays working with Drop Tail AQM (Average Throughput 
in Mbps) 
5 ms 16.40 Mbps 
10 ms 16.39 Mbps 
20 ms 16.32 Mbps 
40 ms 16.09 Mbps 
80 ms 11.08 Mbps 
 
In Table 5.6, we show the achieved average throughput of the network with different delays 
from 5 to 80 ms. Although the managed average throughput of the flow is just barely half of 
the capacity of the link at 11 Mbps, HSTCP managed to increment cwnd very quickly so that 
it can use the available bandwidth that the link has. This effect is more apparent in Figure 5.17 
with the throughput increasing rapidly after congestion had initially affected the network’s 
throughput. 
5.2.1.4. TCP Illinois 
From the simulation performed, we show that TCP Illinois achieves a better average throughput 
than the standard TCP for the simulated queue delay variations, and its average throughput 
increases as the buffer size increases, since compared with the standard TCP, TCP Illinois 





Figure 5.18: Impact of delay on TCP Illinois when paired with CoDel 
 
As seen in Figure 5.18 the queue delay was varied in order to adjust the pace of the cwnd size 
change. TCP Illinois which is a high-speed TCP variant performed well compared to the other 
variants selected for this study. Even with the increase in queue delay from 5 ms to 80 ms, TCP 
Illinois still performs admirably as the difference is minimal. The 80 ms delay introduced 
however impacted the average throughput from the start up until 25 seconds whereby the 
throughput became constant throughout the simulation. 
From Table 5.7 the average throughput of each simulation is calculated and the throughput is 
averaged for the complete simulation time of 200 seconds. It can be seen that even though the 
delay double the effect was very slight and this can be concluded on the use of a high-speed 






Table 5.7: TCP Illinois average throughput when used with CoDel AQM 
Queueing Delay Comparison of  TCP Illinois over different propagation 
delays working with CoDel AQM (Average 
Throughput in Mbps) 
5 ms 16.42 Mbps 
10 ms 16.39 Mbps 
20 ms 16.34 Mbps 
40 ms 16.14 Mbps 
80 ms 15.73 Mbps 
 
Table 5.7 above depicts the average throughput for each overall queueing delay simulation over 
200 seconds. TCP Illinois uses AIMD (α,β) strategy where α is a function of delay rather than 
RTT. When queueing delay starts to begin, we have delay > 𝑑𝑒𝑙𝑎𝑦𝑡ℎ𝑟𝑒𝑠ℎ that means cwnd will 
continue to increase until a congestive loss eventually occurs.  
 





At this point, we have already seen that DropTail fills its queue to its maximum capacity and 
newly incoming packets are dropped whereas with Illinois, packets are dropped before 
congestion, which makes the average queueing delay almost low, at most times. Therefore, 
TCP Illinois avoids heavy congestion, maintains stability and scalability, which makes it 
compatible with current TCP. 
In the performance comparison were we paired TCP Illinois with DropTail, the average 
throughput of the pairing was compatible to that of Illinois and CoDel as the measured 
throughputs are somewhat similar to each other. TCP Illinois increases the optimal utilization 
quicker and maintains optimal utilization longer, and by doing so meets efficiency and router 
buffer independency. 
Table 5.8: TCP Illinois average throughput with DropTail AQM 
Queueing Delay Comparison of  TCP Illinois over different propagation 
delays working with DropTail AQM (Average 
Throughput in Mbps) 
5 ms 16.42Mbps 
10 ms 16.39 Mbps 
20 ms 16.30 Mbps 
40 ms 16.11 Mbps 
80 ms 15.91 Mbps 
 
The average throughput shown in Table 5.8 shows that the packet drops done by Illinois hardly 
affects its performance and the degradation is not severe as other standard TCP variants when 
paired with DropTail. The average throughput at 80 ms for DropTail and Illinois is greater than 
that of TCP Illinois and CoDel at 80 ms, with 15.91Mbps and 15.73 Mbps respectively. 
5.2.1.5. TCP Vegas 
TCP Vegas is known to be less aggressive in its use for router buffers than Reno. Reno 
increases its congestion window size for all the router buffers until there are losses detected 
whereas Vegas limits the use of its router buffers which is dictated by the threshold (β). TCP 
Vegas’s congestion avoidance mechanisms depend on the availability of resources such as 




TCP Vegas which is a delay-based congestion control algorithm use queueing delay as the 
primary congestion signal. They react to congestion by increasing cwnd size if delay is small 
and decrease cwnd size if delay is large. This can be seen from both Figure 5.20 and Figure 
5.21 for when delay is low the throughput is large and when delay is increased the throughput 
or performance degrades. 
 
Figure 5.20: TCP Vegas performance when paired with CoDel 
TCP Vegas achieves adequate average throughput when paired with CoDel as well as DropTail 
when the delay is low/small. Since TCP Vegas keeps system around full utilization unlike loss-
based algorithms that generate packet losses. As seen above in Figure 5.20 when delay is at 5 
and 10 ms, the average throughput is high as compared to that of 20 ms and above. Vegas 
controls the number of packets that are queued in the router for each flow and with this number 
not allowed to be too small helps in keeping the performance satisfactory. 
Delay-based algorithms such as Vegas that we looking at the moment, its performances 
deteriorate if the delay measurements are noisy as seen with the delays of 20 ms and above 
from our results. By observing RTTs of packets Vegas recognizes the congestion in the network 




Table 5.9: Averaged throughput of TCP Vegas used with CoDel 
Queueing Delay Comparison of  TCP Vegas over different propagation 
delays working with CoDel AQM (Average 
Throughput in Mbps) 
5 ms 16.43 Mbps 
10 ms 16.37 Mbps 
20 ms 13.35 Mbps 
40 ms 8.42 Mbps 
80 ms 6.58 Mbps 
 
From the average throughput of each TCP connection with varying delays, we can reason that 
propagation delay affects throughput performance of the TCP variant as delay increases the 
performance degrades. 
 





In the case of DropTail router, we show our simulation results below in Figure 5.21 which 
showcase similarities to that of CoDel AQM. We achieve similar results for the average 
throughput of each delay simulated. In these figures, regardless of the AQM between DropTail 
and CoDel the connections suffer from low throughput as the delay increases. An average of 
each connection for every delay is shown in Table 5.10. The connections which suffered greatly 
are those with 40 ms delay and 80 ms delay. 
Table 5.10:TCP Vegas averaged throughput of each propagation delay 
Queueing Delay Comparison of  TCP Vegas over different propagation 
delays working with DropTail AQM (Average 
Throughput in Mbps) 
5 ms 16.43 Mbps 
10 ms 16.37 Mbps 
20 ms 13.35 Mbps 
40 ms 8.42 Mbps 
80 ms 6.58 Mbps 
 
5.2.1.6. TCP Westwood 
TCP Westwood (TCPW) complies with the end-to-end TCP design principle fully and it does 
not require any sort of interception or inspection of TCP packets at the intermediate nodes. It 
is also known that congestion in TCPW occurs whenever the low-frequency input traffic rate 
has exceeded the links capacity. In Figure 5.22 it can be observed TCPW estimates the 
bottleneck and slow start threshold (sstresh) is set too high, because of this the link capacity is 
occupied and causes packets to drop. 
However, the severity of packet dropping is different to the delays of each connection. With 
low propagation delay, the connection drops fewer packets and sets a new sstresh which is 





Figure 5.22: TCP Westwood performance when using CoDel implemented router 
 
The steady-state for each connection is different as the delay either increases the time for the 








Table 5.11 we can see that for each connection there was significant degrades of throughput 
performance. TCPW tries to choose ssthresh and a cwnd that is compliant with the efficient 
bandwidth used at the time of congestion, to demonstrate the degradation of throughput. As the 
delay increases the rate of congestions occurring increases which reduce the available 











Table 5.11: TCP Westwood average delay over different propagation delays 
Queueing Delay Comparison of  TCP Westwood over different 
propagation delays working with CoDel AQM (Average 
Throughput in Mbps) 
5 ms 15 .48 Mbps 
10 ms 13.45 Mbps 
20 ms 9.75 Mbps 
40 ms 5.89 Mbps 
80 ms 2.31 Mbps 
 
TCPW when using DropTail routers tend to have TCP traffic that is spontaneous as packets 
are sent out with a full window and then wait for the ACKs. As DropTail first waits for the link 
capacity to overflow before dropping incoming packets this further delay TCPW in dealing 





Figure 5.23: TCP Westwood performance when paired with DropTail router 
 
In Figure 5.23 TCPW is also unable to achieve “100%” throughput since it is unable to avoid 
queue underflow. Loss of throughput in this regard when considering both DropTail and 
CoDel, can be attributed to the high queueing delays and the shallow switch buffers of 4 MB 
in the ns-3 simulation implemented for this study. 
Table 5.12: TCP Westwood average throughput for each propagation delay 
Queueing 
Delay 
Comparison of  TCP Westwood over different 
propagation delays working with DropTail AQM 
(Average Throughput in Mbps) 
5 ms 14.81 Mbps 
10 ms 13.66 Mbps 
20 ms 11.08 Mbps 
40 ms 6.91 Mbps 





5.2.2. Fairness Analysis 
In the network environment, “fair” usually means the equal sharing of the resources. Measuring 
fairness over the time interval is important for the simulation runtime. In this study, TCP 
fairness means if several flows compete for a single bottleneck link, each flow should share an 
equal portion of bandwidth. When comparing fairness of several simultaneous TCP flows, it is 
important to have a fairness measure over a fixed time interval. 
5.2.2.1. TCP NewReno 
Figure 5.24 depicts fairness indices using TCP NewReno at the source side and CoDel and 
DropTail AQMs at the router side, both with delays of 5 and 30 ms. As the fairness index was 
judged over a period of 200 s using Jain’s fairness index, the results from our experiment 
showed that TCP NewReno worked best with CoDel with a delay of 5 ms. 
The fairness index of the flow of TCP NewReno when working with CoDel is greater compared 
to NewReno with DropTail. This improvement is due to CoDel’s higher link utilization and 
better drop-share fairness of the AQM, as opposed to Drop Tail. As seen in Figure 5.24, the 
flows using CoDel at the router side yield a high fairness index although the flow with 5 ms 
using DropTail also yielded a higher fairness index than CoDel with a 30 ms delay. 
At a delay of 30 ms, CoDel’s fairness index is lower than Drop Tail’s 5 ms flow. Since Drop 
Tail’s 5 ms delay is much lower than the delay of CoDel’s 30 ms delay, it takes more time for 
the buffer to start dropping packets and thus makes utilization of the bandwidth in this case 





Figure 5.24: TCP fairness index of TCP NewReno 
5.2.2.2. TCP CUBIC 
Figure 5.25 depicts a fairness index of TCP CUBIC variant working with CoDel and DropTail 
AQM’s both with delays of 5 and with 30 ms. TCP CUBIC uses two modes: one for low BDP 
and the other for high BDPs, known as TCP and CUBIC mode respectively. The CUBIC 
function ensures the fairness of the intra-protocol between the competing flows, allowing TCP 
CUBIC to be a fairer TCP variant. 
As shown in Figure 5.25 below, the fairness index of the flows with a 5 ms delay when used 
with CoDel fare much better than the other indexes. CoDel improves the fairness among the 
flows. This fairness improves the utilization of the resources within the network. Yet again, the 
Drop Tail AQM lowers the fairness index of the flows as more packets are dropped as the TCP 





Figure 5.25: TCP fairness index of TCP CUBIC 
 
When Drop Tail is used with a high delay, the fairness and performance of the network appear 
to deteriorate as the buffer rapidly gets full because of the delayed packets, resulting in lots of 
packets being dropped as observed above in Figure 5.24. In Figure 5.25, it is evident that TCP 
CUBIC improves performance and fairness in low BDP networks as the TCP mode is applied. 
It can be seen with the case where Drop Tail is used with CUBIC that the flows with a 30 ms 
delay have a better fairness index than those with a lower delay of 5 ms. 
5.2.2.3. High-Speed TCP 
High-speed TCP has been designed to enable TCP to make better use of high bandwidth-delay 
product paths by modifying the response curve to accommodate large window sizes. In Figure 
5.26, the queue delay of 30 ms for Drop Tail starts higher than the other flows that are using 
CoDel and the 5 ms flow using Drop Tail. After 40 s into the simulation, it can be seen that the 
fairness reduces and never recovers.  
The drop can be attributed to the nonlinear behavior of HSTCP congestion avoidance. 




flows both for CoDel and Drop Tail are better compared to that of the 30 ms delay flow. 
HSTCP seems to perform badly when the delay is high, although it begins with fair utilization 
of resources within the network at the beginning of the simulation. 
Although HSTCP can use bandwidth more effectively than standard TCP, it suffers from RTT 
unfairness. The Drop Tail in this case shows that the unfairness was severe as seen on both 
flows that used the Drop Tail queue management. The CoDel AQM provided a better fairness 
index than Drop Tail and bandwidth utilization increases as time increases whereas for the 
Drop Tail bandwidth utilization decreased with time. 
 
Figure 5.26: TCP fairness index of HSTCP 
 
5.2.2.4. TCP Illinois 
In the study [72], it is shown and proved that loss-based high-speed algorithms such TCP 
Illinois that was looked at in this study often introduces RTT-unfairness. The unfairness of the 
algorithm TCP Illinois is evident from our simulation results when comparing flows for 10 
TCP connections. The flow where 5ms queue delay was introduced and in use with CoDel 






Figure 5.27: TCP Illinois combined Jains' fairness index of CoDel and DropTail 
 
As the queue delay was increased to 30 ms when used with CoDel, the index improved greatly 
as compared to when 5 ms was in use. Illinois is known to be TCP unfriendly and cannot share 
bandwidth equally with other TCP variants. This is not entirely the case when Illinois is paired 
with DropTail AQM as it achieves a better fairness index than the other indexes but as seen in 






Figure 5.28: TCP Illinois Jains' fairness index 
 
Although TCP Illinois is known to be TCP unfriendly we however achieve a good Jain’s 
fairness index for the connection of 30 ms when considering DropTail at the router. When 
congestion happens, the buffer is full, meaning that all connections experience queueing delay 
cause of the maximum propagation delay we have set at every flow for each user. 
 
5.2.2.5. TCP Vegas 
In this study and focusing on Figure 5.29, we can observe that CoDel router and TCP Vegas 
suffer from serious performance degradation. In some cases with other TCP variants, we 
observed the improvement that CoDel offered but to TCP Vegas the difference is clear to see. 
With the CoDel router with propagation delay of 30 ms the connections did not share the 
bandwidth equally to a point that it could not be measured.  
The DropTail algorithm at the router buffer provided fairness for the TCP Vegas connections 
when they share the bottleneck router in the network. TCP Vegas results from the average 




because of the difference of implementation of the router based algorithms when it comes to 
sharing bandwidth using a single bottleneck that is where we witness the difference of the 
performances of the two AQM algorithms. 
 






Figure 5.30: TCP Vegas fairness index when paired with DropTail 
 
Observing the focused on fairness index of TCP Vegas with DropTail router with 30 ms 
propagation delay in Figure 5.30 we can observe that although the index is high and performing 
well it is not constant and this means that users experience timeouts within their connections 
because of congestion. 
When TCP Vegas experiences full buffers which are a sign of network congestion, it backs off 
due to the conservative approach of the algorithm/variant. Over time we can see however that 









5.2.2.6. TCP Westwood 
When all connections are provided with similar or equal resources for transfer of data it is 
implied as fair bandwidth sharing. From the results obtained from the simulation of both CoDel 
and DropTail as shown in Figure 5.31 we can observe that TCPW fairness is at least good. The 
index did not reach 1 as the maximum index but their rates are good as they all above 0.9 jain’s 
fairness index. 
 







In terms of our simulation results, it can be concluded that TCP NewReno performs well, in 
terms of throughput, in a low BDP scenario. However, as expected in a high BDP scenario, 
TCP NewReno deteriorates and TCP CUBIC performs better. CoDel on the network side 
further degrades TCP NewReno flows in the high BDP scenario while improving TCP CUBIC 
considerably. Drop Tail deteriorates in high BDP for both TCP CUBIC and TCP NewReno. 
CoDel appears to improve fairness in almost all cases. 
In HSTCP, Drop Tail lowers the performance of the network due to its dropping of packets 
when the buffer is full and the variant’s RTT unfairness in high BDP. Since the delay varies 
over time due to changes in router queues and congestion avoidance effects, the performance 
of the network is degraded and the network performance is reduced. 
The performance of TCP NewReno in terms of throughput is affected by high delay. TCP 
CUBIC is an improvement to TCP NewReno and improves TCP throughput and fairness in 
high BDP networks. On the network side, Drop Tail introduces delay as a result of an increase 
in buffer size, which adversely affects the performance. CoDel is an active queue management 
system implemented in the router to keep the delay low. 
Through experiment, it was concluded that the networks using HSTCP suffered due to RTT 
unfairness, although the simulation results also showed that HSTCP worked well in a high BDP 
as compared to TCP NewReno and TCP CUBIC. While the delay was high, the windows 
slowly decreased, together with the bandwidth utilization as time increased. These decreases 
caused the network to suffer while reducing the fairness between the flows in the network. 
In all the simulations with Drop Tail deployed, when the queue was full the router started to 
dispose of all additional packets. The loss of packets caused the sender (TCP NewReno) to 
enter slow start, which then decreased the throughput. 
Fairness relates to the relative performance of a set of connections of the same TCP variant. To 






5.4. Chapter Conclusion 
In this chapter we simulated TCP variants NewReno, Vegas, Illinois, TCPW, CUBIC, and High 
Speed TCP. On the router side we implemented two AQM algorithms in CoDel and DropTail. 
The simulations were done for throughput performance and for fairness among the variants 
when used with each queue management algorithm when the propagation delay has been 
varied. 
Through the simulation results, we observed that Vegas has the worst performance in terms of 
throughput and fairness in a congested network whereas NewReno performed the best in a low 
BDP when paired either of the two queue management algorithms in a congested network. 
However, as expected in a high BDP scenario, TCP NewReno deteriorated and CUBIC 
performed better. Drop Tail deteriorated in high BDP for both TCP CUBIC and TCP NewReno 
which concluded that DropTail is not a good queue management to consider for deployments 








6.1. Chapter Overview 
In this chapter, we conclude the dissertation and discuss some future directions that can be 
taken from this work. Section 6.2 discusses the main results obtained from the experimental 
work and summarizes the findings of the dissertation. Section 6.3 discusses the directions that 
can be taken forward from this work as future work and concludes the chapter. 
6.2. Discussion 
The objective of this research work was to evaluate through analytical and experimental 
evaluation the influence of different proposed congestion control algorithms on the Quality of 
Service over different propagation delays from different types of network environments. 
Through simulation, we studied the behaviour of primal and dual algorithms in a TCP 
congestion environment. By default, most network devices, including machines using 
Windows operating systems, use the TCP variant NewReno. TCP NewReno is known to cause 
buffer-float in comparison to other algorithms such as Vegas and CUBIC, which are used in 
the Linux kernel.  
In our study, we looked into solving the issue of which TCP variant algorithms work best with 
which queue management algorithm as most these variants are assumed to work with DropTail 
at the router side as the active queue management algorithm [73]. In order to close this gap, we 
needed to perform a study as to which TCP variant works best with which queue management 
algorithm. 
We performed a simulation study to answer the research questions and meet the objectives of 
this study. To perform this study, we used two approaches. We implemented a simulation-




an evaluative approach or comparative analysis to compare predicted throughput from our 
analytical models to the throughput determined through simulation. 
Table 6.1: Summary comparing the performance of the different algorithms. 
TCP Variant Queue Management 
Algorithm 
Average Throughput in Mbps 
(5ms) 
TCP CUBIC CoDel 16.34 Mbps 
DropTail 15.30 Mbps 
TCP NewReno CoDel 16.42 Mbps 
DropTail 16.42 Mbps 
TCP Illinois CoDel 16.42 Mbps 
DropTail 16.42Mbps 
TCP Vegas CoDel 16.43 Mbps 
DropTail 16.43 Mbps 
TCP Westwood CoDel 15 .48 Mbps 
DropTail 14.81 Mbps 
High-Speed TCP CoDel 16.41 Mbps 
DropTail 16.40 Mbps 
 
In addition to the analysis, we conducted an evaluation-based study through simulation-based 
results. We investigated the impact of delay and fairness of queue management algorithms. We 
concluded our work in Chapter 5 and showed the results of our simulation that TCP NewReno 
performs well, in terms of throughput, in low BDP scenarios. However, in a high BDP scenario, 
TCP NewReno deteriorates and TCP CUBIC performs better. CoDel on the network side 
further degrades TCP NewReno flows in the high BDP scenario while improving TCP CUBIC 
considerably. Drop Tail deteriorates both TCP CUBIC and TCP NewReno in high BDP, while 
CoDel appears to improve fairness in almost all cases. 
Vegas was the least performing TCP variant of all the tested algorithms for both cases when 
using CoDel and DropTail at the router side. The more the propagation delay increased the 
more deprivation the network experienced. However, in terms of fairness TCPW performed 
superbly as the links were able to share the available bandwidth. 
Vegas and TCP Illinois performed severely in terms of fairness and would not be suitable for 




network performance for both AQM algorithms we looked at and the further the delay 
increased the worse the performance of the network. TCP Illinois, however, performed very 
well in terms of throughput and was able to yield satisfactory bandwidth for each connection 
in all the varying propagation delays introduced into the network. 
6.3. Recommended Future Work 
Network simulators are an essential tool for experimenting on network protocols and 
applications. We used ns-3, which is commonly used by network researchers and practitioners. 
This work presented a simulation study, which focused on TCP congestion control algorithms 
and active queue management algorithms. Although this work looked at several protocols and 
algorithms, there are still several unanswered questions where future work should strive to 
understand and answer the remaining questions that have arisen from this study. 
In this Section, the future work that could not be done in this study due to the limited time and 
the potential possible projects based on the results of this dissertation are explained. In this 
study, we did not consider other performance parameters such as responsiveness and 
convergence. We also did not consider the effects of non-congestion losses on the performance 
of the high-speed TCP variants (HSTCP and Reno) and it would be of high significance to 
include these performance parameters that were not considered in this work. 
CoDel was used as one of the AQMs considered for this study. From the results, it was 
discovered that CoDel implements unfair queueing. To address this challenge, FQ_CoDel can 
be considered for future work, as FQ_CoDel solves the fairness problem that CoDel suffers 
from. 
Because of time constraints, the evaluation done considered few TCP variants and AQMs as 
part of the study. More algorithms can be considered for a wider perspective and more QoS 
metrics can be considered to give a more detailed analysis and recommendation for the best 
pairing for optimal network performance. 
TCP CUBIC consists of three modes: TCP mode, Concave in which if the cwnd is less than 
𝑊𝑚𝑎𝑥, and Convex, in which cwnd is larger than 𝑊𝑚𝑎𝑥. In this study, we only considered TCP 
mode. As future work, Concave and Convex modes of TCP CUBIC can be considered and 




In Chapter 4, we considered only two of the selected TCP variants, TCP CUBIC and TCP 
NewReno. For further work, High-speed TCP can be considered for analytical modelling and 
throughput prediction to make a broader recommendation of which TCP variant works best 
with which queue management algorithm. 
To further our work and include the latest technology such as 5G, we can look at expanding 
the strength of TCP by advancing this work and making an effort to improve TCP and 
improving its capabilities to meet 5G network latency and throughput demands. 
6.4. Concluding Remarks 
In Chapter 2, we carried out a literature review of the related work to date on performance 
evaluation of TCP congestion control algorithms. We found that there is a lack of TCP variant 
combinations that work best together with an AQM in TCP networks. We used ns-3 (version 
3.27) as a simulator. It lacked TCP variants such as TCP CUBIC. We had to import an 
implementation developed by Levasseur, Claypool and Kinicki [46]. 
The contributions of this study can be found in Chapter 4 where we meet Objective 1 of this 
study, which was to “investigate the network traffic and distinguish if a relationship exists 
between the primal and dual algorithms”. From the network traffic generated using analytical 
models and simulation, we were able to distinguish that TCP CUBIC works well during the 
congestion phase and does well in sharing network resources to multiple flows within a 
network. 
TCP CUBIC performed well in the study that we conducted. We concluded that TCP CUBIC 
and TCPW outperforms TCP NewReno in terms of fairness. We also met Objective 2 of the 
study, where we “investigated the impact of bandwidth on TCP throughput and delay over TCP 
network”. For the contribution made in Chapter 5 of the study, we varied delays which helped 
us determine the impact that propagation delay and queueing delay has on networks. 
Based on the observations in Chapter 5, we can conclude that delay degrades the performance 
of the network and throughput suffers due to congestion. The bandwidth, however, plays a vital 
role, as the bandwidth increases the rate at which the packets arrive at the router, the packets 
end being excessive for the buffer to handle and queueing delay determines how long the packet 




By implementing the analytical model using assumptions obtained from related work, we were 
able to implement scenarios that allowed us to gather significant data as we were able to predict 
what is expected from the inputs and we were able to reproduce a similar performance graph 
to those predicted using the analytical model for a comprehensive analysis. In doing so in 
Chapter 4, we managed to meet Objective 3 of our study, thus completing the objectives of this 
study.  
From the simulation results, it was observed that TCP CUBIC when used with CoDel yielded 
better performance metrics in terms of throughput and fairness. TCP CUBIC, which is the 
default algorithm in the Linux kernel, can be concluded on and gives a solution to our question 
by showing that, using high-speed TCP variants on high delayed networks can yield resourceful 
throughput. TCP CUBIC concludes the investigation of our work as the variant that can be 
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Bash Scripts for generating Jain’s fairness Index charts. Figure A1 presents a TCP Westwood 
script that generates fairness analysis when paired with CoDel and when paired with DropTail.  
 
Figure A 1: TCP Westwood bash script for generating fairness results for 5ms and 30ms for CoDel and Drop 
Tail AQM algorithms 
 
In Figure A2, we present TCP Vegas bash script that when run on a Linux terminal it will 
generate the code using the fairness results produced from the fairness tests from ns-3 and 
generate a graph using those results. The outcome result from this script is a graphical 





Figure A 2: Combined fairness results for TCP Vegas 
 
Figure A3 shows a bash script for generating fairness graph when TCP Illinois is paired with 
CoDel and DropTail 
 





In Figure A4, we have a script that generates a gnuplot for TCP CUBIC when paired with 
CoDel queue management algorithm and DropTail AQM. 
 
Figure A 4: TCP Cubic batch script for generating fairness comparison 
A bash script was also generated for HSTCP when paired with CoDel and when paired with 
DropTail algorithm. The script generates a Jains fairness comparison as shown in Figure A5. 
 




In Figure A6, we illustrate a script that combines results from fairness simulations and 
combines the results for CoDel and DropTail when used with TCP Illinois at the sender node. 
 







The source code below was used for simulating the average throughput of the TCP variants 
that were selected for this study. We were able to use the bash scripts to envoke the code and 
run multiple simulations at once through the source code below. The source code was used in 
ns-3 version 3.27 and in Linux operating system (OS). 
More source code and results obtained from these simulations can be obtained from the GIT 
repository [55]. 
 
/* -*- Mode:C++; c-file-style:"gnu"; indent-tabs-mode:nil; -*- */ 
/* 
 * Copyright (c) 2013 ResiliNets, ITTC, University of Kansas 
 * 
 * This program is free software; you can redistribute it and/or modify 
 * it under the terms of the GNU General Public License version 2 as 
 * published by the Free Software Foundation; 
 * 
 * This program is distributed in the hope that it will be useful, 
 * but WITHOUT ANY WARRANTY; without even the implied warranty of 
 * MERCHANTABILITY or FITNESS FOR A PARTICULAR PURPOSE.  See the 
 * GNU General Public License for more details. 
 * 
 * You should have received a copy of the GNU General Public License 
 * along with this program; if not, write to the Free Software 
 * Foundation, Inc., 59 Temple Place, Suite 330, Boston, MA  02111-1307  USA 
 * 
 * Authors: Justin P. Rohrer, Truc Anh N. Nguyen <annguyen@ittc.ku.edu>, Siddharth 
Gangadhar <siddharth@ittc.ku.edu> 
 * 
 * James P.G. Sterbenz <jpgs@ittc.ku.edu>, director 
 * ResiliNets Research Group  http://wiki.ittc.ku.edu/resilinets 
 * Information and Telecommunication Technology Center (ITTC) 
 * and Department of Electrical Engineering and Computer Science 
 * The University of Kansas Lawrence, KS USA. 
 * 
 * Work supported in part by NSF FIND (Future Internet Design) Program 
 * under grant CNS-0626918 (Postmodern Internet Architecture), 
 * NSF grant CNS-1050226 (Multilayer Network Resilience Analysis and Experimentation on 
GENI), 
 * US Department of Defense (DoD), and ITTC at The University of Kansas. 
 * 




 * Siddharth Gangadhar, Trúc Anh Ngọc Nguyễn , Greeshma Umapathi, and James P.G. 
Sterbenz, 

























bool firstCwnd = true; 
bool firstSshThr = true; 
bool firstRtt = true; 














Ptr<PacketSink> sink;                         /* Pointer to the packet sink application */ 








//    Time now = Simulator::Now ();                                         /* Return the simulator's virtual 
time. */ 
//    double cur = (sink->GetTotalRx () - lastTotalRx) * (double) 8 / 1e5;     /* Convert 
Application RX Packets to MBits. */ 
//    std::cout << now.GetSeconds () << "s: \t" << cur << " Mbit/s" << std::endl; 
//    lastTotalRx = sink->GetTotalRx (); 





CwndTracer (uint32_t oldval, uint32_t newval) 
{ 
     
  if (firstCwnd) 
    { 
      //*cWndStream->GetStream () << "0.0 " << oldval <<  std::endl; 
      firstCwnd = false; 
    } 
  *cWndStream->GetStream () << Simulator::Now ().GetSeconds () << " " << newval << 
std::endl; 
  cWndValue = newval; 
     
    double cur = (sink->GetTotalRx ()) * (double) 8 / Simulator::Now().GetSeconds()/1000 
/1000; 
     
    *throughputStream->GetStream () << Simulator::Now().GetSeconds() << " " << cur 
<<std::endl; 
 
    *bytesRxStream->GetStream () << Simulator::Now().GetSeconds() << " " << sink-
>GetTotalRx () <<std::endl; 
     
  if (!firstSshThr) 
    { 
      //*ssThreshStream->GetStream () << Simulator::Now ().GetSeconds () << " " << 
ssThreshValue << std::endl; 




SsThreshTracer (uint32_t oldval, uint32_t newval) 
{ 
  if (firstSshThr) 
    { 
      //*ssThreshStream->GetStream () << "0.0 " << oldval << std::endl; 
      firstSshThr = false; 
    } 
  *ssThreshStream->GetStream () << Simulator::Now ().GetSeconds () << " " << newval << 
std::endl; 





  if (!firstCwnd) 
    { 
      //*cWndStream->GetStream () << Simulator::Now ().GetSeconds () << " " << cWndValue 
<< std::endl; 




RttTracer (Time oldval, Time newval) 
{ 
  if (firstRtt) 
    { 
      //*rttStream->GetStream () << "0.0 " << oldval.GetSeconds () << std::endl; 
      firstRtt = false; 
    } 
  *rttStream->GetStream () << Simulator::Now ().GetSeconds () << " " << newval.GetSeconds 
() << std::endl; 




RtoTracer (Time oldval, Time newval) 
{ 
  if (firstRto) 
    { 
      //*rtoStream->GetStream () << "0.0 " << oldval.GetSeconds () << std::endl; 
      firstRto = false; 
    } 
  *rtoStream->GetStream () << Simulator::Now ().GetSeconds () << " " << newval.GetSeconds 




NextTxTracer (SequenceNumber32 old, SequenceNumber32 nextTx) 
{ 





InFlightTracer (uint32_t old, uint32_t inFlight) 
{ 















TcpBytesInQueueTracer (uint32_t oldValue, uint32_t newValue) 
{ 
    





TraceCwnd (std::string cwnd_tr_file_name) 
{ 
  AsciiTraceHelper ascii; 
  cWndStream = ascii.CreateFileStream (cwnd_tr_file_name.c_str ()); 






TraceSsThresh (std::string ssthresh_tr_file_name) 
{ 
  AsciiTraceHelper ascii; 
  ssThreshStream = ascii.CreateFileStream (ssthresh_tr_file_name.c_str ()); 






TraceRtt (std::string rtt_tr_file_name) 
{ 
  AsciiTraceHelper ascii; 
  rttStream = ascii.CreateFileStream (rtt_tr_file_name.c_str ()); 





TraceRto (std::string rto_tr_file_name) 
{ 
  AsciiTraceHelper ascii; 
  rtoStream = ascii.CreateFileStream (rto_tr_file_name.c_str ()); 








TraceNextTx (std::string &next_tx_seq_file_name) 
{ 
  AsciiTraceHelper ascii; 
  nextTxStream = ascii.CreateFileStream (next_tx_seq_file_name.c_str ()); 






TraceInFlight (std::string &in_flight_file_name) 
{ 
  AsciiTraceHelper ascii; 
  inFlightStream = ascii.CreateFileStream (in_flight_file_name.c_str ()); 







TraceNextRx (std::string &next_rx_seq_file_name) 
{ 
  AsciiTraceHelper ascii; 
  nextRxStream = ascii.CreateFileStream (next_rx_seq_file_name.c_str ()); 






TraceQueue (std::string &queue_file_name) 
{ 
    AsciiTraceHelper ascii; 
    queueStream = ascii.CreateFileStream (queue_file_name.c_str ()); 







int main (int argc, char *argv[]) 
{ 
  std::string transport_prot = "TcpWestwood"; 
  double error_p = 0.0; 
  std::string bandwidth = "2Mbps"; 
  std::string delay = "0.01ms"; 




  std::string access_delay = "45ms"; 
  bool tracing = true; 
  std::string prefix_file_name = "TcpVariantsComparison"; 
  double data_mbytes = 0; 
  uint32_t mtu_bytes = 1500; 
  uint16_t num_flows = 1; 
  float duration = 100; 
  uint32_t run = 0; 
  bool flow_monitor = true; 
  bool pcap = true; 
  bool sack = true; 
  std::string queue_disc_type = "ns3::PfifoFastQueueDisc"; 
 
  CommandLine cmd; 
  cmd.AddValue ("transport_prot", "Transport protocol to use: TcpNewReno, " 
                "TcpHybla, TcpHighSpeed, TcpHtcp, TcpVegas, TcpScalable, TcpVeno, " 
                "TcpBic, TcpCubic, TcpYeah, TcpIllinois, TcpWestwood, TcpWestwoodPlus, 
TcpLedbat ", transport_prot); 
  cmd.AddValue ("error_p", "Packet error rate", error_p); 
  cmd.AddValue ("bandwidth", "Bottleneck bandwidth", bandwidth); 
  cmd.AddValue ("delay", "Bottleneck delay", delay); 
  cmd.AddValue ("access_bandwidth", "Access link bandwidth", access_bandwidth); 
  cmd.AddValue ("access_delay", "Access link delay", access_delay); 
  cmd.AddValue ("tracing", "Flag to enable/disable tracing", tracing); 
  cmd.AddValue ("prefix_name", "Prefix of output trace file", prefix_file_name); 
  cmd.AddValue ("data", "Number of Megabytes of data to transmit", data_mbytes); 
  cmd.AddValue ("mtu", "Size of IP packets to send in bytes", mtu_bytes); 
  cmd.AddValue ("num_flows", "Number of flows", num_flows); 
  cmd.AddValue ("duration", "Time to allow flows to run in seconds", duration); 
  cmd.AddValue ("run", "Run index (for setting repeatable seeds)", run); 
  cmd.AddValue ("flow_monitor", "Enable flow monitor", flow_monitor); 
  cmd.AddValue ("pcap_tracing", "Enable or disable PCAP tracing", pcap); 
  cmd.AddValue ("queue_disc_type", "Queue disc type for gateway (e.g. 
ns3::CoDelQueueDisc)", queue_disc_type); 
  cmd.AddValue ("sack", "Enable or disable SACK option", sack); 
  cmd.Parse (argc, argv); 
 
  transport_prot = std::string ("ns3::") + transport_prot; 
 
  SeedManager::SetSeed (1); 
  SeedManager::SetRun (run); 
 
  // User may find it convenient to enable logging 
  //LogComponentEnable("TcpVariantsComparison", LOG_LEVEL_ALL); 
  //LogComponentEnable("BulkSendApplication", LOG_LEVEL_INFO); 
  //LogComponentEnable("PfifoFastQueueDisc", LOG_LEVEL_ALL); 
 
  // Calculate the ADU size 
  Header* temp_header = new Ipv4Header (); 




  NS_LOG_LOGIC ("IP Header size is: " << ip_header); 
  delete temp_header; 
  temp_header = new TcpHeader (); 
  uint32_t tcp_header = temp_header->GetSerializedSize (); 
  NS_LOG_LOGIC ("TCP Header size is: " << tcp_header); 
  delete temp_header; 
  uint32_t tcp_adu_size = mtu_bytes - 20 - (ip_header + tcp_header); 
  NS_LOG_LOGIC ("TCP ADU size is: " << tcp_adu_size); 
 
  // Set the simulation start and stop time 
  float start_time = 0.1; 
  float stop_time = start_time + duration; 
 
  // 4 MB of TCP buffer 
  Config::SetDefault ("ns3::TcpSocket::RcvBufSize", UintegerValue (1 << 21)); 
  Config::SetDefault ("ns3::TcpSocket::SndBufSize", UintegerValue (1 << 21)); 
  Config::SetDefault ("ns3::TcpSocketBase::Sack", BooleanValue (sack)); 
 
  // Select TCP variant 
  if (transport_prot.compare ("ns3::TcpWestwoodPlus") == 0) 
    {  
      // TcpWestwoodPlus is not an actual TypeId name; we need TcpWestwood here 
      Config::SetDefault ("ns3::TcpL4Protocol::SocketType", TypeIdValue 
(TcpWestwood::GetTypeId ())); 
      // the default protocol type in ns3::TcpWestwood is WESTWOOD 
      Config::SetDefault ("ns3::TcpWestwood::ProtocolType", EnumValue 
(TcpWestwood::WESTWOODPLUS)); 
    } 
  else 
    { 
      TypeId tcpTid; 
      NS_ABORT_MSG_UNLESS (TypeId::LookupByNameFailSafe (transport_prot, 
&tcpTid), "TypeId " << transport_prot << " not found"); 
      Config::SetDefault ("ns3::TcpL4Protocol::SocketType", TypeIdValue 
(TypeId::LookupByName (transport_prot))); 
    } 
 
  // Create gateways, sources, and sinks 
 
  NodeContainer gateways; 
  gateways.Create (2); 
  NodeContainer sources; 
  sources.Create (num_flows); 
  NodeContainer sinks; 
  sinks.Create (num_flows); 
 
 
  // Configure the error model 
  // Here we use RateErrorModel with packet error rate 




  uv->SetStream (50); 
  RateErrorModel error_model; 
  error_model.SetRandomVariable (uv); 
  error_model.SetUnit (RateErrorModel::ERROR_UNIT_PACKET); 
  error_model.SetRate (error_p); 
 
  PointToPointHelper UnReLink; 
  UnReLink.SetDeviceAttribute ("DataRate", StringValue (bandwidth)); 
  UnReLink.SetChannelAttribute ("Delay", StringValue (delay)); 
  UnReLink.SetDeviceAttribute ("ReceiveErrorModel", PointerValue (&error_model)); 
 
 
  InternetStackHelper stack; 
  stack.InstallAll (); 
 
  TrafficControlHelper tchPfifo; 
  tchPfifo.SetRootQueueDisc ("ns3::PfifoFastQueueDisc"); 
 
  TrafficControlHelper tchCoDel; 
  tchCoDel.SetRootQueueDisc ("ns3::CoDelQueueDisc"); 
 
  Ipv4AddressHelper address; 
  address.SetBase ("10.0.0.0", "255.255.255.0"); 
 
  // Configure the sources and sinks net devices 
  // and the channels between the sources/sinks and the gateways 
  PointToPointHelper LocalLink; 
  LocalLink.SetDeviceAttribute ("DataRate", StringValue (access_bandwidth)); 
  LocalLink.SetChannelAttribute ("Delay", StringValue (access_delay)); 
 
  Ipv4InterfaceContainer sink_interfaces; 
 
  DataRate access_b (access_bandwidth); 
  DataRate bottle_b (bandwidth); 
  Time access_d (access_delay); 
  Time bottle_d (delay); 
 
  Config::SetDefault ("ns3::CoDelQueueDisc::Mode", EnumValue 
(CoDelQueueDisc::QUEUE_DISC_MODE_BYTES)); 
 
  uint32_t size = (std::min (access_b, bottle_b).GetBitRate () / 8) * 
    ((access_d + bottle_d) * 2).GetSeconds (); 
     
 
  Config::SetDefault ("ns3::PfifoFastQueueDisc::Limit", UintegerValue (size/mtu_bytes)); 
  Config::SetDefault ("ns3::CoDelQueueDisc::MaxBytes", UintegerValue (size)); 
     
    //addded by D. Ngwenya 




    //Config::SetDefault("ns3::TcpSocket::InitialSlowStartThreshold", 
UintegerValue((size/mtu_bytes)/2)); 
     
 
  for (int i = 0; i < num_flows; i++) 
    { 
      NetDeviceContainer devices; 
      devices = LocalLink.Install (sources.Get (i), gateways.Get (0)); 
      tchPfifo.Install (devices); 
      address.NewNetwork (); 
      Ipv4InterfaceContainer interfaces = address.Assign (devices); 
 
      devices = LocalLink.Install (gateways.Get (1), sinks.Get (i)); 
        tchPfifo.Install (devices); 
        address.NewNetwork (); 
        interfaces = address.Assign (devices); 
        sink_interfaces.Add (interfaces.Get (1)); 
         
    } 
     
    NetDeviceContainer devices; 
    devices = UnReLink.Install (gateways.Get (0), gateways.Get (1)); 
    if (queue_disc_type.compare ("ns3::PfifoFastQueueDisc") == 0) 
    { 
        tchPfifo.Install (devices); 
    } 
    else if (queue_disc_type.compare ("ns3::CoDelQueueDisc") == 0) 
    { 
        tchCoDel.Install (devices); 
    } 
    else 
    { 
        NS_FATAL_ERROR ("Queue not recognized. Allowed values are 
ns3::CoDelQueueDisc or ns3::PfifoFastQueueDisc"); 
    } 
    address.NewNetwork (); 
    Ipv4InterfaceContainer interfaces = address.Assign (devices); 
    sink_interfaces.Add (interfaces.Get (1)); 
     
  NS_LOG_INFO ("Initialize Global Routing."); 
  Ipv4GlobalRoutingHelper::PopulateRoutingTables (); 
 
  uint16_t port = 50000; 
  Address sinkLocalAddress (InetSocketAddress (Ipv4Address::GetAny (), port)); 
  PacketSinkHelper sinkHelper ("ns3::TcpSocketFactory", sinkLocalAddress); 
     
 
 
  for (uint16_t i = 0; i < sources.GetN (); i++) 




      AddressValue remoteAddress (InetSocketAddress (sink_interfaces.GetAddress (i, 0), 
port)); 
      Config::SetDefault ("ns3::TcpSocket::SegmentSize", UintegerValue (tcp_adu_size)); 
      BulkSendHelper ftp ("ns3::TcpSocketFactory", Address ()); 
      ftp.SetAttribute ("Remote", remoteAddress); 
      ftp.SetAttribute ("SendSize", UintegerValue (tcp_adu_size)); 
      ftp.SetAttribute ("MaxBytes", UintegerValue (int(data_mbytes * 1000000))); 
 
      ApplicationContainer sourceApp = ftp.Install (sources.Get (i)); 
      sourceApp.Start (Seconds (start_time * i)); 
      sourceApp.Stop (Seconds (stop_time - 3)); 
 
      sinkHelper.SetAttribute ("Protocol", TypeIdValue (TcpSocketFactory::GetTypeId ())); 
      ApplicationContainer sinkApp = sinkHelper.Install (sinks); 
        sink = StaticCast<PacketSink> (sinkApp.Get (0)); 
      sinkApp.Start (Seconds (start_time * i)); 
      sinkApp.Stop (Seconds (stop_time)); 
    } 
     
  // Set up tracing if enabled 
  if (tracing) 
    { 
      //std::ofstream ascii; 
      //Ptr<OutputStreamWrapper> ascii_wrap; 
      //ascii.open ((prefix_file_name + "-ascii").c_str ()); 
      //ascii_wrap = new OutputStreamWrapper ((prefix_file_name + "-ascii").c_str (), 
        //                                    std::ios::out); 
      //stack.EnableAsciiIpv4All (ascii_wrap); 
        std::string throughput_tr_file_name=prefix_file_name + "-throughput.data"; 
        std::string bytesRx_tr_file_name=prefix_file_name + "-bytesRx.data"; 
        AsciiTraceHelper ascii; 
        throughputStream = ascii.CreateFileStream (throughput_tr_file_name.c_str ()); 
        bytesRxStream = ascii.CreateFileStream (bytesRx_tr_file_name.c_str ()); 
 
        Simulator::Schedule (Seconds (0.00001), &TraceRtt, prefix_file_name + "-rtt.data"); 
        Simulator::Schedule (Seconds (0.00001), &TraceCwnd, prefix_file_name + "-
cwnd.data"); 
        Simulator::Schedule (Seconds (0.00001), &TraceSsThresh, prefix_file_name + "-
ssth.data"); 
        Simulator::Schedule (Seconds (0.00001), &TraceRto, prefix_file_name + "-rto.data"); 
        Simulator::Schedule (Seconds (0.00001), &TraceNextTx, prefix_file_name + "-next-
tx.data"); 
        Simulator::Schedule (Seconds (0.00001), &TraceInFlight, prefix_file_name + "-
inflight.data"); 
        Simulator::Schedule (Seconds (0.1), &TraceNextRx, prefix_file_name + "-next-rx.data"); 
        Simulator::Schedule (Seconds (0.00001), &TraceQueue, prefix_file_name + "-
queue.data"); 
    } 
 




    { 
      UnReLink.EnablePcapAll (prefix_file_name, true); 
      LocalLink.EnablePcapAll (prefix_file_name, true); 
    } 
 
  // Flow monitor 
  FlowMonitorHelper flowHelper; 
  if (flow_monitor) 
    { 
      flowHelper.InstallAll (); 
    } 
 
  Simulator::Stop (Seconds (stop_time)); 
  Simulator::Run (); 
 
  if (flow_monitor) 
    { 
      flowHelper.SerializeToXmlFile (prefix_file_name + ".flowmonitor", true, true); 
    } 
 
  Simulator::Destroy (); 
  return 0; 
} 
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