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ORBIT COUNTING IN CONJUGACY CLASSES FOR FREE
GROUPS ACTING ON TREES
GEORGE KENISON AND RICHARD SHARP
Abstract. In this paper we study the action of the fundamental group of a
finite metric graph on its universal covering tree. We assume the graph is finite,
connected and the degree of each vertex is at least three. Further, we assume
an irrationality condition on the edge lengths. We obtain an asymptotic for
the number of elements in a fixed conjugacy class for which the associated
displacement of a given base vertex in the universal covering tree is at most T .
Under a mild extra assumption we also obtain a polynomial error term.
1. Introduction
Let G be a finite connected graph. We always assume that each vertex of G
has degree at least 3, in which case the fundamental group of G is a free group F
on k ≥ 2 generators. We make G into a metric graph by assigning to each edge e
a positive real length l(e). The length of a path in G is given by the sum of the
lengths of its edges. We assume the set of closed geodesics in G (i.e. closed paths
without backtracking) has lengths not contained in a discrete subgroup of R.
The universal cover of G is an infinite tree T and the metric on G lifts to a metric
dT on T . We consider each edge in T as an isometric copy of a real interval. Then
the ball of radius T centred at o ∈ T is the set
B(o, T ) = {y ∈ T : dT (o, y) < T }.
The volume of B(o, T ) is the sum of the metric edge lengths in B(o, T ). Let h > 0
denote the volume entropy of T given by
lim
T→∞
1
T
log vol(B(o, T )).
We note the volume entropy is independent of the choice of o ∈ T .
Let x ∈ F and fix a base vertex o ∈ T . We define L : F → R+ by L(x) =
dT (o, ox). Guillope´ [5] showed that
#{x ∈ F : L(x) ≤ T } ∼ cehT as T →∞,
for some c > 0. Here f(T ) ∼ g(T ) means that f(T )/g(T )→ 1 as T →∞.
Let C be a non-trivial conjugacy class in F . Then C is infinite and it is interesting
to study the restriction of the above counting problem to this conjugacy class, i.e.
to study the asymptotic behaviour of
NC(T ) := #{x ∈ C : L(x) ≤ T }.
The following is our main result.
Theorem 1.1. Suppose that G is a finite connected metric graph such that the
degree of each vertex is at least 3 and the set of lengths of closed geodesics in G is
not contained in a discrete subgroup of R. Let C be a non-trivial conjugacy class in
F . Then, for some constant C > 0, depending on C,
NC(T ) ∼ Ce
hT/2, as T →∞.
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We can also obtain a polynomial error term in our approximation to NC(T ) sub-
ject to a mild additional condition on the lengths of closed geodesics (see Theorem
5.2).
In the case of a co-compact group of isometries of the hyperbolic plane, an
analogue of Theorem 1.1 was obtained by Huber [6] in the 1960s. If Γ is a co-
compact Fuchsian group and C is a non-trivial conjugacy class, he showed that
#{g ∈ C : dH2(o, og) ≤ T } ∼ Ce
T/2, as T →∞,
for some C > 0 depending on Γ and C (while the unrestricted counting function
#{g ∈ Γ : dH2(o, og) ≤ T } is asymptotic to a constant times e
T ). Very recently,
Parkkonen and Paulin [9] have studied the same problem in higher dimensions
and variable curvature, obtaining many results. In particular, they have shown
that for the fundamental group of a compact negatively curved manifold acting on
its universal cover, the conjugacy counting function has exponential growth rate
equal to h/2, where h is the topological entropy of the geodesic flow. They have
an ergodic-geometric approach using, in particular, the mixing properties of the
Bowen–Margulis measure.
More closely related to our situation, suppose that G is a (q + 1)-regular graph
(i.e. each vertex has degree q + 1) with each edge given length 1. Then Douma [3]
showed that
NC(n) ∼ Cq
⌊(n−l(C))/2⌋, as n→∞
(for n ∈ Z+), for some C > 0, where l(C) is the length of the closed geodesic in the
conjugacy class C.
Since the first version of this paper was written, we learned that Broise-Alamichel,
Parkkonen and Paulin also have results for graphs and metric graphs which include
Theorem 1.1 and the result of Douma. They also consider the more general situation
of graphs of groups in the sense of Bass–Serre theory. We understand that an
account of this work is in preparation [1].
In contrast to the ergodic-geometric approach of Parkkonen and Paulin in [9] or
the use of spectral theory of the graph Laplacian in [3] (which is inspired by Huber’s
original spectral approach [6]), we use a method based on a symbolic coding of the
group F in terms of a subshift of finite type. We may then study a generating
function via the spectra of a family of matrices. In the next section, we set out
the background we shall need, discussing shifts of finite type and some concepts
from ergodic theory. In section 3, we describe how the lengths on the graph may
be encoded in terms of a function on our subshift and use this function to define a
family of matrices and sketch a proof of Guillope´’s result given above. In section
4 we introduce a generating function appropriate to our problem and carry out an
analysis which leads to the proof of Theorem 1.1. In the final section we discuss
error terms.
We are grateful to the referee for a very careful reading of our paper. Their
comments have considerably improved the exposition.
2. Preliminaries
A (finite, connected) graph G = (V,E) consists of a finite collection of vertices
V and edges E. Let Eo denote the oriented edge set of the graph G. For each
e ∈ Eo we indicate the edge with reversed orientation by e. A path is a sequence of
consecutive oriented edges e0, . . . , en−1; and we call a path non-backtracking if, in
addition, ei+1 6= ei for i = 0, . . . , n− 1. Path e0, . . . , en−1 is said to be closed if the
terminal vertex of en−1 and the initial vertex of e0 are the same. We say a closed
path e0, . . . , en−1 is a closed geodesic if the path is non-backtracking and en−1 6= e0,
i.e. each path given by a cyclic permutation of e0, . . . , en−1 is non-backtracking.
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The condition that each vertex has degree at least 3 ensures that the fundamental
group of G is a free group F on k ≥ 2 generators and that the universal cover is an
infinite tree T . We put a metric on G by assigning a positive length to each edge
and this lifts to a metric on T .
Fix a generating set A = {a1, . . . , ak}, k ≥ 2, for the free group F and write
A−1 = {a−11 , . . . , a
−1
k }. We shall say x0 · · ·xn−1, with each xi ∈ A ∪ A
−1, is a
reduced word if xi+1 6= x
−1
i for i = 0, . . . , n − 1 and a cylically reduced word if, in
addition, xn−1 6= x
−1
0 . Each non-identity element of F has a unique representation
as a reduced word and the word length |x| of x is the number of terms in its
reduced word representation. We regard the identity element 1 as a reduced word
of length zero. For each m ≥ 0, let Wm denote the set of reduced words of length
at most m and let W ′m denote the set of reduced words of length exactly m. We let
W ∗ =
⋃∞
n=0W
′
n denote the set of all finite reduced words.
Let C be a non-trivial conjugacy class in F . Then C contains a cyclically reduced
word x0 · · ·xn−1 ∈ W
∗ \ {1}. The only other cyclically reduced words in this con-
jugacy class are obtained by cyclic permutation and the elements of C represented
by non-cyclically reduced words have word length greater than n.
Recall the function L : F → R+ given by L(x) = dT (o, ox). We will use the
following lemma from [15].
Lemma 2.1. There exists N ∈ N such that if n ≥ N and x0 · · ·xn−1 is a reduced
word then
L(x0x1 · · ·xn−1)− L(x1 · · ·xn−1) = L(x0x1 · · ·xN−1)− L(x1 · · ·xN−1).
It is useful to consider infinite sequences and dynamics on them. In particular,
it is convenient to associate closed geodesics in the graph to periodic orbits of the
shift map. We can define a function on both finite and infinite reduced words which
will encode the lengths L(x) and which will also give the lengths of closed geodesics
by summing the function around the corresponding periodic orbits. Introducing
the shift map on infinite sequences also has the advantage of allowing us to use
thermodynamic concepts from ergodic theory, for example pressure and equilibrium
states defined below, and standard results about differentiating pressure. Let Σ
denote the set of infinite reduced words in A ∪A−1:
Σ =
{
(xn)
∞
n=0 : xn ∈ A ∪ A
−1 and xn+1 6= x
−1
n ∀n ∈ Z
+
}
.
We will need to study the dynamical system on Σ given by the shift map σ : Σ→ Σ,
defined by σ((xn)
∞
n=0) = (xn+1)
∞
n=0. This is a subshift of finite type and we will
refer to [11] for the general theory of these systems.
Writing x = (xn)
∞
n=0, y = (yn)
∞
n=0 ∈ Σ, we endow Σ with the metric defined by
d(x, x) = 0 and, for x 6= y, d(x, y) = (1/2)k, where k = min{n ∈ N : xn 6= yn}. This
makes Σ into a Cantor set and makes the map σ continuous. Furthermore, σ is
topologically mixing (i.e. if U, V ⊂ Σ are non-empty open sets then σ−nU ∩ V 6= ∅
for all sufficiently large n).
A function f : Σ→ R is said to be locally constant if there exists an N ∈ N such
that for any two elements x, y ∈ Σ with xn = yn for every 0 ≤ n ≤ N we have
f(x) = f(y). If f is locally constant then it is Ho¨lder continuous for every positive
exponent (i.e. where f is Ho¨lder continuous of exponent α > 0 if there exists a
positive constant κ such that |f(x)− f(y)| ≤ κd(x, y)α, for every x, y ∈ Σ). We will
use the notation
fn = f + f ◦ σ + · · ·+ f ◦ σn−1.
Two Ho¨lder continuous functions f, g : Σ → R are said to be cohomologous if
f = g+u◦σ−u for some continuous function u : Σ→ R. Clearly, two cohomologous
functions have the same integral with respect to each σ-invariant measure.
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Let M denote the set of σ-invariant probability measures on Σ. We denote by
h(µ) the measure theoretic entropy of σ with respect to µ. For a continuous function
f : Σ→ R, we define its pressure P (f) by
P (f) = sup
µ∈M
(
h(µ) +
∫
f dµ
)
.
We say that m ∈ M is an equilibrium state for f if the supremum is attained at m.
When f is a Ho¨lder continuous function the Variational Principle ([11], Theorem
3.5) tells us the equilibrium state is unique.
Remark 2.2. Another subshift of finite type naturally associated to the graph is
obtained by taking infinite paths, i.e. infinite sequences of oriented edges with the
restriction that e′ can follow e only if e terminates at the initial vertex of e′. The
advantage of our approach is that is makes it easier to systematically enumerate
the elements of a given conjugacy class. On the other hand, it requires more work
to represent the edge lengths and we introduce a function that does this below.
We will also need to consider the spectra of non-negative matrices and complex
matrices. We say that a non-negative (square) matrix A is irreducible if, for each
pair of indices (i, j), there exists n ≥ 1 such that An(i, j) > 0 and that A is aperiodic
if there exists n ≥ 1 such that, for each pair of indices (i, j), An(i, j) > 0. We will
use the following two standard results.
Theorem 2.3 (Perron–Frobenius Theorem [4]). Suppose that A is an aperiodic
matrix with non-negative entries. Then A has a simple and positive eigenvalue β
such that β is strictly greater in modulus than all the remaining eigenvalues of A.
The left and right eigenvectors associated to the eigenvalue β have strictly positive
entries. Moreover, β is the only eigenvalue of A that has an eigenvector whose
entries are all non-negative.
Theorem 2.4 (Wielandt’s Theorem [4]). Suppose that A is a square matrix with
complex entries and let |A| be the matrix whose entries are given by |A|(s, s′) =
|A(s, s′)|. Suppose further that |A| is aperiodic and let β be its maximal eigenvalue
guaranteed by the Perron–Frobenius Theorem. Then the moduli of the eigenvalues
of A are bounded above by β. Moreover, A has an eigenvalue of the form βeiθ (with
θ ∈ [0, 2π]) if and only if A = eiθD|A|D−1 where D is a diagonal matrix whose
entries along the main diagonal all have modulus one.
3. Length Functions, Matrices and Spectra
We will prove Theorem 1.1 by studying the analytic properties of a generating
function
∑
x∈C e
−sL(x). More precisely, we will show that the generating function is
analytic in the half-plane Re(s) > h/2, has a simple pole at s = h/2 and, crucially,
apart from this pole has an analytic extension to a neighbourhood of Re(s) = h/2.
To do this, we will show that the generating function can essentially be written in
terms of a family of weighted matrices and their eigenvectors. The required analytic
properties will then follow from results about the spectra of these matrices. In turn,
the key spectral property (see Lemma 3.7 below) is a consequence of the hypothesis
the lengths of closed geodesics in our metric graph do not lie in a discrete subgroup
of the real numbers.
In this section, we will set up the machinery required to study the generating
function. We first introduce a function defined on (finite and infinite) reduced
words which encodes information about lengths on the graph. (This is similar to
the constructions in [14] and [15].) We will then introduce our weighted matrices
and establish some of their properties.
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Definition 3.1. We define a function r : Σ→ R by
r((xi)
∞
i=0) = L(x0x1 · · ·xN−1)− L(x1 · · ·xN−1).
We also define r :W ∗ → R by r(1) = 0 and, for n ≥ 1,
r(x0 · · ·xn−1) = L(x0 · · ·xn−1)− L(x1 · · ·xn−1).
Note that, by Lemma 2.1, if n ≥ N then
r(x0 · · ·xn−1) = L(x0 · · ·xN−1)− L(x1 · · ·xN−1).
We may also extend the definition of the shift map σ to finite reduced words by
defining σ :W ∗ →W ∗ by
σ(x0x1 · · ·xn−1) = (x1 · · ·xn−1)
and σ1 = 1. We shall continue to write rn = r + r ◦ σ + · · ·+ r ◦ σn−1. The next
lemma is immediate from the definition of r.
Lemma 3.2. For any finite reduced word x0 · · ·xn−1, we have L(x0 · · ·xn−1) =
rn(x0 · · ·xn−1).
The following lemma connects closed geodesics in the graph G to periodic points
in the subshift of finite type σ : Σ → Σ. The fact that the sums of r over periodic
points do not lie in a discrete subgroup will be crucial in establishing that our
generating function has no non-real poles on its abscissa of convergence.
Lemma 3.3. Let γ be the unique closed geodesic corresponding to the periodic
orbit {x, σx, . . . , σn−1x} (σnx = x) with x = (xi)
∞
i=0 ∈ Σ. Then r
n(x) = l(γ). In
particular, {rn(x) : σnx = x, n ≥ 1} is not contained in a discrete subgroup of R.
Proof. Let (x0 · · ·xn−1)
m denote the m-fold concatenation of the cyclically reduced
word x0 · · ·xn−1. By the definition of r and Lemma 3.2, we have
|rmn(x)− L((x0 · · ·xn−1)
m)| ≤ 2N‖r‖∞
and so, since rmn(x) = mrn(x), we deduce
rn(x) = lim
m→∞
1
m
L((x0 · · ·xn−1)
m).
Now consider the closed geodesic γ in G. This lifts to a geodesic path in T , from
some vertex p to pg, where g ∈ F is conjugate to x0 · · ·xn−1. For each m ≥ 1, we
have ml(γ) = dT (p, pg
m). For any vertex q ∈ T , the triangle inequality gives
dT (p, pg
m)− 2dT (p, q) ≤ dT (q, qg
m) ≤ dT (p, pg
m) + 2dT (p, q),
so that
l(γ) = lim
m→∞
1
m
dT (q, qg
m).
If x0 · · ·xn−1 = w
−1gw then putting q = ow−1 gives
l(γ) = lim
m→∞
1
m
dT (ow
−1, ow−1gm) = lim
m→∞
1
m
dT (o, o(x0 · · ·xn−1)
m)
= lim
m→∞
1
m
L((x0 · · ·xn−1)
m).
This completes the proof. 
Now we turn to the definition of the matrices we use to analyse the generating
function.
We begin by defining an unweighted transition matrixA, whose rows and columns
are indexed by WN−1, the set of reduced words of length at most N − 1, where the
number N ≥ 2 is given by Lemma 2.1. The entries of A are defined as follows. We
have A(x, y) = 1 if there exists n ≤ N − 2 and there exists x0, x1, . . . , xn−2 ∈
A ∪ A−1 such that x has the reduced word representation x = x0x1 · · ·xn−2
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and y has the reduced word representation y = x1 · · ·xn−2, or if there exists
x0, x1, · · · , xN−2, yN−2 ∈ A∪A
−1 such that x has the reduced word representation
x = x0x1 · · ·xN−2 and y has the reduced word representation y = x1 · · ·xN−2yN−2.
We have A(x, y) = 0 in all other cases.
We next define the numbers we shall use to define weighted matrices compatible
with A.
Definition 3.4. For each pair (x, y) ∈ WN−1 ×WN−1 with A(x, y) = 1, we define
a number R(x, y) by
R(x, y) = r(x0x1 · · ·xN−2yN−2) = L(x0x1 · · ·xN−2yN−2)− L(x1 · · ·xN−2yN−2),
in the case where x = x0x1 · · ·xN−2 and y = x1x2 · · ·xN−2yN−2, and
R(x, y) = r(x0x1 · · ·xn−2) = L(x0x1 · · ·xn−2)− L(x1 · · ·xn−2),
in the case where x = x0x1 · · ·xn−2 and y = x1x2 · · ·xn−2, with n ≤ N .
We now introduce the family of weighted matrices with which we encode edge
lengths. The matrices As, with s ∈ C, have rows and columns indexed by WN−1
with entries
As(x, y) =
{
0 if A(x, y) = 0,
e−sR(x,y) otherwise.
We will be interested in the spectral properties of As. If s ∈ R then As has
non-negative entries but it is not aperiodic or even irreducible and we cannot apply
the Perron–Frobenius Theorem directly. Similarly, we cannot apply Wielandt’s
Theorem directly to As when s ∈ C. Instead, we will consider the submatrix of
As with rows and columns indexed by W
′
N−1, which we will denote by Bs. One
can easily see that As and Bs have the same non-zero spectrum, though As has
additional zero eigenvalues.
When s ∈ R, the matrix Bs is aperiodic and so, by the Perron–Frobenius Theo-
rem, has a simple and positive eigenvalue β(s), which is strictly greater in modulus
than all of the other eigenvalues of Bs. Let u˜(s) and v˜(s) denote the left and right
eigenvectors of Bs corresponding to β(s), normalised so that u˜(s) is a probability
vector and u˜(s) · v˜(s) = 1.
We have the following lemma.
Lemma 3.5. For s ∈ R, suppose that β(s) is the maximal eigenvalue of the matrix
Bs. Then β(s) is real analytic and is related to the integral of r : Σ → R by the
formula
β′(s) = −β(s)
∫
r dµ−sr,
where µ−sr is the equilibrium state for −sr. Furthermore,
∫
r dµ−sr > 0.
Proof. The analyticity of an isolated simple eigenvalue is standard. Furthermore,
β(s) = expP (−sr), where P is the pressure function for the shift σ : Σ → Σ. The
formula for the derivative is then given in [11], for example. For any n ≥ 1, r is
cohomologous to n−1rn and, for n sufficiently large, rn is strictly positive. These
observations prove positivity of the integral. 
Corollary 3.6. There exists a unique positive real number h such that β(h) = 1.
Proof. By comparing with the trace of Bns , one can easily check that β(0) > 1 and
that β(s) < 1 for sufficiently large s. By Lemma 3.5, β(s) is strictly decreasing, so
the required number h exists and is unique. 
We will also need to consider Bs for s ∈ C. In particular, we have the following
result.
Lemma 3.7. For t 6= 0, the matrix Bh+it does not have 1 as an eigenvalue.
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Proof. Lemma 3.3 tells us {rn(x) : σnx = x, n ≥ 1} is not contained in a discrete
subgroup of R. It then follows from [10] that the result holds. 
For s ∈ R, let u(s) and v(s) denote, respectively, the left and right eigenvectors
of As associated to the eigenvalue β(s). We choose to normalise u(s) so that each
entry is strictly positive and scale the entries so that (u(s))1 = 1. (Note that here
the subscript 1 denotes the entry index by the identity element in F , i.e. the word
of length zero.) We normalise v(s) so that the entries (v(s))y for y ∈ W
′
N−1 are
strictly positive, whilst all other entries are 0. We then scale the entries of v(s) so
that u(s) · v(s) = 1.
We conclude this section by explaining why the number h, from Corollary 3.6,
that gives β(h) = 1 is equal to the volume entropy. We will do this by sketching a
proof of Guillope´’s theorem. This will also serve as a prelude to the analysis in the
next section, where the arguments will be given in more detail.
To evaluate the asymptotic behaviour of #{x ∈ F : L(x) ≤ T } we first establish
analytic properties of the complex generating function
η(s) =
∞∑
n=1
∑
|x|=n
e−sL(x).
Letting 1 = (1, . . . , 1) and ex denote the standard unit vector associated to x ∈
WN−1, we can rewrite η(s) in terms of the matrices As:
η(s) =
∞∑
n=1
1Ans e1.
This converges absolutely for β(Re(s)) < 1, i.e. for Re(s) > h.
Since β(s) is a simple eigenvalue, it varies analytically and we can show that
η(s) = c0/(s − h) + φ1(s) where φ1(s) is an analytic function in a neighbourhood
of s = h and c0 = −(v(s) · 1)/β
′(h) > 0. Furthermore, using Lemma 3.7, we may
show that η(s) has no further poles on the line Re(s) = h.
The generating function η(s) is related to the counting function N(T ) := #{x ∈
F : L(x) ≤ T } by the following Stieltjes integral:
η(s) =
∫ ∞
0
e−sT dN(T ).
This enables us to apply the Ikehara–Wiener Tauberian Theorem.
Theorem 3.8 (Ikehara–Wiener Tauberian Theorem ([11], Theorem 6.7)). Suppose
that the function η(s) =
∫∞
0 e
−sT dN(T ) is analytic for Re(s) > h, has a simple
pole at s = h, and the function η(s) − c0/(s − h) has an analytic extension to a
neighbourhood of Re(s) ≥ h. Then
N(T ) ∼
c0e
hT
h
, as T →∞.
As a consequence, we recover Guillope´’s result that
#{x ∈ F : L(x) ≤ T } ∼ cehT as T →∞,
for some c > 0, and hence that the constant h defined by β(h) = 1 is the volume
entropy.
4. A Complex Generating Function
Suppose that C is a non-trivial conjugacy class of the free group F . Let Cn denote
the set of x ∈ C such that |x| = n and suppose that
k = min
x∈C
|x|.
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The set of g ∈ Ck are precisely those elements in C whose reduced word represen-
tations are cyclically reduced. In fact, if g = g1 · · · gk ∈ Ck then all the remaining
elements of Ck are given by cyclic permutations of the letters in g1 · · · gk.
The reduced word representation of each x ∈ C takes the form
x = w−1gw = w−1m · · ·w
−1
1 g1 · · · gkw1 · · ·wm
with g = g1 · · · gk ∈ Ck; and w = w1 · · ·wm ∈ W
′
m subject to the restriction
w1 6= g1, g
−1
k in order that no pairwise cancellation occurs when concatenating
w−1, g and w. For a given g = g1 · · · gk we say that w ∈ W
′
m(g) if w ∈ W
′
m and
w1 6= g1, g
−1
k . Clearly Cn is non-empty if and only if n = k + 2m for m ∈ N.
For x ∈ C with sufficiently long word length, the following lemma gives a useful
decomposition of L(x).
Lemma 4.1. Suppose that x ∈ C such that x = w−1gw here g ∈ Ck and w ∈W
′
m(g)
with m ≥ N − 1. Let y = w1 · · ·wN−1 then
L(x) = L(w−1gw) = L(y−1gy)− 2L(y) + 2L(w).
In order to study the counting problem in the conjugacy class C, we define a
generating function
ηC(s) =
∑
x∈C
e−sL(x).
We use the reduced word representation of elements in C to rewrite ηC(s) as follows:
ηC(s) =
∞∑
n=1
∑
x∈Cn
e−sL(x)
=
∑
g∈Ck
∑
y∈W ′N−1(g)
e−s(L(y
−1gy)−2L(y))
∞∑
m=N−1
∑
w∈W ′m
y=w1···wN−1
e−2sL(w) + φ(s)
where φ(s) is an entire function. We may write ηC(s) in terms of A2s by using
∞∑
m=N−1
∑
w∈W ′m
y=w1···wN−1
e−2sL(w) =
∞∑
m=N−1
eyA
m
2se1.
We will need the following classical result from linear algebra.
Lemma 4.2. Let M be a d × d matrix with real entries. Suppose that M has a
simple eigenvalue β, and that u and v are the associated left and right eigenvectors,
normalised so that u · v = 1. Then w ∈ Rd can be written w = (u · w)v + v, where
v is in the span of generalised right eigenvectors of M not associated to β.
Proof. Let {v} ∪ S be a Jordan basis for M . Then Rd = Rv ⊕ span(S) and u is
orthogonal to each element of S. The result follows. 
Proposition 4.3. The generating function ηC(s) is analytic for Re(s) > h/2, has
a simple pole at s = h/2 with positive residue and, apart from this, has an analytic
extension to a neighbourhood of Re(s) ≥ h/2.
Proof. For σ ∈ R, A2σ has spectral radius β(2σ). Since this is strictly decreasing
and β(h) = 1, it is clear that
∑∞
m=N−1 e
T
yA
m
2σe1 converges for σ > h/2 and hence
that, for s ∈ C, ηC(s) is analytic for Re(s) > h/2.
We now consider the analyticity of η(s) for s in a neighbourhood of h/2+ it ∈ C,
for an arbitrary t ∈ R. We will let spr(M) denote the spectral radius of a matrix
M . By Wielandt’s Theorem (Theorem 2.4), either
(1) spr(Ah+2it) = spr(Bh) = 1, in which case Ah+2it has a simple eigenvalue
β(h+ 2it) with |β(h+ 2it)| = β(h) = 1 and such that the remaining eigen-
values are strictly smaller in modulus; or
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(2) spr(Ah+2it) < spr(Bh) = 1.
When (1) holds, standard eigenvalue perturbation theory gives that the simple
eigenvalue β(2s) persists and is analytic for s in a neighbourhood of h + it, as
are the corresponding left and right eigenvectors u(2s) and v(2s) [8]. By Lemma
4.2 and recalling that (u(2s))1 = 1, we have e1 = v(2s) + v(2s), where v(2s) is a
vector in the subspace spanned by the generalised eigenvectors associated to the
non-maximal eigenvalues of A2s. Thus we have
∞∑
m=N−1
e
T
yA
m
2se1 =
∞∑
m=N−1
(ey · v(2s))β(2s)
m +
∞∑
m=N−1
e
T
yA
m
2sv(2s)
=
(ey · v(2s))β(2s)
N−1
1− β(2s)
+ φ2(s),
where φ2(s) is analytic in a neighbourhood of h/2 + it. Therefore, ηC(s) is ana-
lytic in a neighbourhood of h/2 + it unless β(h + 2it) = 1. Lemma 3.7 tells us
that this only occurs when t = 0. When (2) holds, we immediately obtain that∑∞
m=N−1 e
T
v A
m
2se1 converges and hence that ηC(s) converges to an analytic function
for s in a neighbourhood of h/2 + it.
For s in a neighbourhood of h/2, we have that, modulo an analytic function,
ηC(s) =
∑
g∈Ck
∑
y∈W ′N−1(g)
e−s(L(y
−1gy)−2L(y)) (ey · v(2s))β(2s)
N−1
1− β(2s)
.
From the analyticity of β and the fact that β(h) = 1, we obtain that, in a neigh-
bourhood of h/2,
ηC(s) =
c
s− h/2
+ φ3(s),
where φ3(s) is analytic and c > 0. The latter holds because ey · v(h) > 0, for each
y ∈
⋃
g∈Ck
W ′N−1(g), and, by Lemma 3.5, −1/(2β
′(h)) > 0.
Combining the above observations, we have that ηC(s) is analytic for Re(s) >
h/2 and, apart from a simple pole at s = h/2, has an analytic extension to a
neighbourhood of Re(s) ≥ h/2. Furthermore, the residue at the simple pole is
positive. 
Since ηC(s) is related to the counting function NC(T ) = #{x ∈ C : dT (o, ox) ≤ T }
via the Stieltjes integral
ηC(s) =
∫ ∞
0
e−sT dNC(T ),
we may apply the Ikehara–Wiener Tauberian Theorem (Theorem 3.8) to conclude
that
NC(T ) ∼ C
ehT/2
h/2
,
for some C > 0. This completes the proof of Theorem 1.1.
5. Error terms
In this final section we discuss the error terms which may appear when estimating
NC(T ). We first note the following, which may be deduced from the analysis above
and the arguments in [12] (Propositions 6 and 7).
Proposition 5.1. There is never an exponential error term in Theorem 1.1, i.e.
for no ǫ > 0 do we have NC(T ) = Ce
hT/2 +O(e(h−ǫ)T/2).
10 GEORGE KENISON AND RICHARD SHARP
A more interesting problem is to ask when there is a polynomial error term for
NC(T ). Recall that an irrational number α is said to be Diophantine if there exist
c > 0 and β > 1 such that |qα − p| ≥ cq−β for all p, q ∈ Z, q > 0. We have the
following.
Theorem 5.2. Suppose that G is a finite connected metric graph such that the
degree of each vertex is at least 3. Suppose also that G contains two closed geodesics
γ and γ′ such that l(γ)/l(γ′) is Diophantine. Then there exists δ > 0 such that
NC(T ) = Ce
hT/2 +O(ehT/2T−δ).
Note that, since the lengths of the closed geodesics in G are not contained in
a discrete subgroup of R if and only if there are two closed geodesics the ratio of
whose lengths is irrational, the hypothesis of Theorem 5.2 is strictly stronger that
that of Theorem 1.1.
The crucial new ingredient is to obtain a bound on powers of the matrix As, for
Re(s) close to h and Im(s) away from zero. To do this, we use the work of Dolgopyat
[2] on transfer operators, where it is a key ingredient in studying the mixing rate of
flows (cf. also [13]). Since r : Σ→ R is locally constant, the transfer operator L−sr,
defined pointwise by
(L−srψ)(x) =
∑
σy=x
e−sr(y)ψ(y),
acts on the space of complex valued Ho¨lder continuous functions with exponent
α, for any α > 0. For definiteness, we will consider the action on the Banach
space of Lipschitz functions, L−sr : CLip(Σ,C)→ CLip(Σ,C), with the norm ‖f‖ =
‖f‖∞ + |f |Lip, where
|f |Lip = sup
x 6=y
|f(x)− f(y)|
d(x, y)
.
Let VN−1 ⊂ CLip(Σ,C) denote the finite dimensional subspace consisting of locally
constant functions depending on the first N − 1 coordinates. This has dimension
D := #W ′N−1. Then L−sr : VN−1 → VN−1 and ‖L−sr|VN−1‖ ≤ ‖L−sr‖. Further-
more, the restriction of L−sr to VN−1 can be identified with the action of Bs on
CD. We can therefore use the results of [2] on bounding the norm of iterates of
transfer operators to give a bound on the norm of the iterates of Bs and hence As.
For the remainder of this section, it will be convenient to write s = ς + it.
Proposition 5.3. Under the hypotheses of Theorem 5.2, there exist constants
C1, C2 > 0, τ > 0 and t1 ≥ 1 such that when |t| ≥ t1 and m ≥ 1,
‖A2νmς+it‖ ≤ C1|t|β(ς)
2νm
(
1− |t|−τ
)m−1
,
where ν = ⌊C2 log |t|⌋.
We will also use the elementary inequality (cf. Proposition 2.1 of [11]):
Lemma 5.4. There exists a constant D1 > 0, independent of t and uniform in ς,
such that, for all n > 0, we have
‖Anς+it‖ ≤ β(ς)
n
(
D1|t|+ 2
−n
)
.
Proof. Let φ denote the strictly positive eigenfunction of the operator L−ςr asso-
ciated to the eigenvalue β(ς), guaranteed by the Ruelle-Perron-Frobenius Theorem
for this operator (see [11], Theorem 2.2). Let
g = −ςr + logφ− logφ ◦ σ − log β(ς).
Then Lg1 = 1 and it follows from Proposition 2.1 of [11] that
|Lng−itrψ|Lip ≤ D0|t|‖ψ‖∞ + 2
−n|ψ|Lip,
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for some D0 > 0 independent of t and uniform in ς , and
‖Lng−itrψ‖∞ ≤ ‖ψ‖∞.
(The only difference from the statement given in [11] is the appearance of the term
|t| and the uniformity of D0 but this follows from an inspection of the proof.) In
particular, we have
‖Lng−itrψ‖ ≤ (D1|t|+ 2
−n)‖ψ‖.
for some D1 > 0 independent of t and uniform in σ. Since
L−(ς+it)r = β(ς)∆φLg−itr∆
−1
φ ,
where ∆φ is the multiplication operator ∆φ(ψ) = φψ, the result follows. 
Combining Proposition 5.3 and Lemma 5.4 gives the following bound on ‖Ans ‖
for all n ∈ N.
Proposition 5.5. Let n = 2νm+ l where m =
⌊
n
2ν
⌋
and l ∈ {0, . . . , 2ν − 1}, then,
for |t| ≥ t1
‖Anς+it‖ ≤ C3|t|
2β(ς)n(1− |t|−τ )m−1,
for some C3 > 0 independent of t and uniform in ς.
We use this to study the analyticity of ηC(s) (using a simpler version of the
arguments in [13]).
Proposition 5.6. There exist constants ρ > 0 and t2 ≥ t1 such that ηC(s) has an
analytic extension to the region
R(ρ) = {ς + it ∈ C : 2ς > h− 1/|2t|ρ, |t| ≥ t2},
where it satisfies the bound |ηC(ς + it)| = O(|t|
2+ρ).
Proof. Suppose that ς + it ∈ C satisfies 2ς > h − |2t|−ρ and |2t| ≥ t1. Take ρ > τ
(with τ the constant from Proposition 5.3). Since
β(2ς) = 1 + β′(h)(2ς − h) +O((2ς − h)2)
with β′(h) < 0, for |t| ≥ t2, where t2 ≥ t1, we have (1− |2t|
−τ )1/2ν < β(2ς)−1.
We can estimate |ηC(s)| ≤M
∑∞
m=1 |A
m
2se1|, for some M > 0. Thus, for ς + it ∈
R(ρ), we have, by Proposition 5.5,
∞∑
m=1
|Am2(ς+it)e1| ≤
∞∑
m=1
C3|2t|
2β(2ς)m
(
1− |2t|−τ
)⌊m/2ν⌋−1
≤
C3|2t|
2β(2ς)
(1− |2t|−τ )2−2/ν
(
1− β(2ς) (1− |2t|−τ )1/2ν
)
≤
C4|2t|
2
1− β(2ς) (1− |2t|−τ )1/2ν
= O(|t|2+ρ),
which shows that ηC(s) is analytic in the desired region and gives the bound. 
Let ξC(s) be the normalised generating function given by
ξC(s) = ηC(sh/2) =
∑
x∈C
e−shL(x)/2.
We immediately deduce that ξC(s) is analytic in the half-plane Re(s) > 1, has
an analytic extension to a neighbourhood of Re(s) ≥ 1 apart from the simple pole
at s = 1, which has positive residue, and, furthermore, that there exist positive
constants ρ and t3 = 2t2/h such that ξC(s) has an analytic extension to
Rξ(ρ) =
{
ς + it : ς > 1−
1
hρ+1|t|ρ
, |t| > t3
}
; and
where it satisfies |ξC(s)| = O(|t|
2+ρ).
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Let us introduce a normalised counting function
ψ0(T ) =
∑
ehL(x)/2≤T
1.
Adapting the arguments of [13], we will establish an error term for ψ0(T ), from
which Theorem 5.2 will follow since ψ0(e
hT/2) = NC(T ). We introduce the following
family of auxiliary functions. Let ψ1(T ) =
∫ T
1
ψ0(u) du and continue inductively so
that
ψk(T ) =
∫ T
1
ψk−1(u) du =
1
k!
∑
ehL(x)/2≤T
(T − ehL(x)/2)k.
We use the following identity ([7], Theorem B, page 31) to connect the functions
ξC(s) and ψk(T ). If k is a positive integer and d > 0 we have
1
2πi
∫ d+i∞
d−i∞
ys
s(s+ 1) · · · (s+ k)
ds =
{
0 if 0 < y < 1,
1
k! (1 − 1/y)
k if y ≥ 1.
This gives us the following.
Lemma 5.7. For d > 1 we may write
ψk(T ) =
1
2πi
∫ d+i∞
d−i∞
ξC(s)T
s+k
s(s+ 1) · · · (s+ k)
ds.
We briefly outline the method to approximate the integral for ψk(T ). First,
compare the integral for ψk(T ) to the truncated integral on the line segment [d −
iR, d + iR], where R = (log T )ε and 0 < ε < 1/ρ. Let us choose d = 1 + 1/ logT
and then since ξC(d) = O((d − 1)
−1), we deduce∣∣∣∣∣ψk(T )− 12πi
∫ d+iR
d−iR
ξC(s)T
s+k
s(s+ 1) · · · (s+ k)
ds
∣∣∣∣∣ = O
(
(logT )T k+1
Rk+1
)
= O
(
T
(logT )kε
)
.
We evaluate the truncated integral using Cauchy’s Residue Theorem. Consider
a closed contour Γ ∪ [d − iR, d + iR]. Here Γ is the union of the line segments
[d+ iR, c(R) + iR], [c(R)− iR, d− iR] and [c(R) + iR, c(R)− iR], where
c(R) = 1−
1
2hρ+1Rρ
,
so that Γ lies in Rξ(ρ). Note that Γ ∪ [d − iR, d + iR] encloses the simple pole of
ξC(s) at s = 1. Cauchy’s Residue Theorem gives that, for some c > 0,
1
2πi
∫ d+iR
d−iR
ξC(s)T
s+k
s(s+ 1) · · · (s+ k)
ds =
cT k+1
(k + 1)!
+
1
2πi
∫
Γ
ξC(s)T
s+k
s(s+ 1) · · · (s+ k)
ds.
We consider the contribution made by each of the line segments in Γ. First,
integrating over the interval [d+ iR, c(R) + iR], we have∣∣∣∣∣
∫ c(R)+iR
d+iR
ξC(s)T
s+k
s(s+ 1) · · · (s+ k)
ds
∣∣∣∣∣ ≤ T
d+k
Rk+1
∣∣∣∣∣
∫ c(R)+iR
d+iR
ξC(s)ds
∣∣∣∣∣
= O
(
T d+k
(logT )(k−ρ−1)ε
)
and similarly, for [c(R)− iR, d− iR], we have∣∣∣∣∣
∫ d−iR
c(R)−iR
ξC(s)T
s+k
s(s+ 1) · · · (s+ k)
ds
∣∣∣∣∣ = O
(
T d+k
(logT )(k−ρ−1)ε
)
.
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We estimate the modulus of the integral along [c(R) + iR, c(R)− iR] by
T c(R)+k
∣∣∣∣∣
∫ c(R)−iR
c(R)+iR
ξC(s)
s(s+ 1) · · · (s+ k)
ds
∣∣∣∣∣ = O
(
T c(R)+k
∫ R
1
t1+ρ−kdt
)
= O(T c(R)+kR2+ρ−k),
which means for any positive γ we have
T c(R)+kR2+ρ−k = T k+1e
− log T
2hρ+1(log T)ερ (log T )(2+ρ−k)ε = O(T k+1(logT )−γ).
Together the integral estimates give us an error term for ψk(T ):
ψk(T ) = c
′T k+1 +O
(
T k+1
(logT )(k−ρ−1)ε
)
where c′ > 0. Then repeatedly applying the inequality
ψj−1(T −∆T )∆T ≤ ψj(T )− ψj(T −∆T ) ≤ ψj−1(T )∆T,
where
∆T = T (logT )−(k−ρ−1)2
j−k−1ε,
we obtain
ψ0(T ) = CT +O
(
T (logT )−δ
)
,
where C, δ > 0. Thus we have the error term NC(T ) = Ce
hT/2 + O(ehT/2T−δ),
completing the proof of Theorem 5.2.
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