Abstract-A new high-order Calderón multiplicative preconditioner (HO-CMP) for the electric field integral equation (EFIE) is presented. In contrast to previous CMPs, the proposed preconditioner allows for high-order surface representations and current expansions by using a novel set of high-order quasi curl-conforming basis functions. Like its predecessors, the HO-CMP can be seamlessly integrated into existing EFIE codes. Numerical results demonstrate that the linear systems of equations obtained using the proposed HO-CMP converge rapidly, regardless of the mesh density and of the order of the current expansion.
I. INTRODUCTION

E
LECTRIC field integral equation (EFIE) solvers find widespread use in the analysis of time-harmonic scattering from perfect electrically conducting (PEC) surfaces [1] . This paper presents a new Calderón multiplicative preconditioner (CMP) for the EFIE which, unlike its predecessors, allows for high-order surface representations and current expansions.
The numerical solution of the EFIE requires the discretization of the scatterer's surface in terms of a mesh of planar or curvilinear triangles or quadrangles, and of its current distribution, by means of vector basis functions. Discretization of the EFIE leads to a dense system of linear equations in the basis functions' expansion coefficients. The computational cost of iteratively solving this system scales as ; here is the complexity of multiplying the system matrix with a trial solution vector and is the number of iterations required for convergence to a prescribed residual. There exist many "fast methods" that reduce the complexity of a matrix-vector multiplication from to [2] - [5] . Often scales with the condition number of the system matrix, with small condition numbers guaranteeing fast convergence. Unfortunately, the condition number of the EFIE system matrix grows rapidly as the mesh discretization density increases [6] . As a result, the cost of solving the EFIE for structures with subwavelength geometric features often is prohibitively high. Techniques for preconditioning the EFIE by leveraging Calderón identities have become quite popular in recent years [7] - [13] . In essence, these techniques exploit the self-regularizing property of the EFIE operator, viz. the fact that the square of the EFIE operator is a compact perturbation of the identity, to produce well-conditioned system matrices even when the mesh includes subwavelength geometric features. Unfortunately, few Calderón preconditioners developed to date are easily integrated into existing codes. The CMP technique proposed in [9] is one of them. The CMP uses two separate discretizations of the EFIE, one in terms of standard Rao-Wilton-Glisson (RWG) basis functions [14] , and the other in terms of Buffa-Christiansen (BC) basis functions [15] . The latter are div-and quasi curl-conforming, and geometrically nearly orthogonal to the RWG functions. The effectiveness of the RWG-BC combination in the construction of the CMP stems from the fact that the RWG and BC functions are linked by a well-conditioned Gram matrix and guarantee the annihilation of the square of the discretized hypersingular component of the EFIE operator. We note that Chen and Wilton proposed basis functions similar to the BC ones in the context of analyzing scattering from penetrable objects [16] . Both the BC and Chen-Wilton basis functions are of zeroth-order and designed for use in conjunction with RWG basis functions.
In the last decade, EFIE solvers that use high-order representations of the surface and/or the current density have become increasingly popular. A high-fidelity representation of the surface can be achieved using a high-order parametric mapping from a reference cell to the scatterer surface, usually in the form of curvilinear patches (as opposed to flat ones). Among the many high-order basis functions for representing surface current densities, those proposed by Graglia-Wilton-Peterson [17] , which comprise of products of scalar polynomials (complete up to order ) and RWG basis functions, are very popular. For a given solution accuracy, high-order EFIE solvers have been shown to be more CPU and memory efficient than their zeroth-order counterparts [18] . That said, they still suffer from ill-conditioning when applied to structures with subwavelength geometric features. To allow for a high-order CMP, a high-order extension of the BC functions is called for. Jan et al. [19] already 0018-926X/$26.00 © 2011 IEEE presented an extension of the BC basis functions on curvilinear triangular patches; unfortunately their method does not extend to high-order current representations. This paper presents a true high-order BC extension, viz. a set of high-order div-and quasi curl-conforming functions that, when used in conjunction with the functions, exhibits the aforementioned properties of the BC-RWG pair. The proposed basis functions are constructed as orthogonal projections of the range of the EFIE operator onto div-conforming s defined on a barycentrically refined mesh; preliminary insights into the construction of these basis functions were presented in [20] . Using these basis functions, a high-order CMP (HO-CMP) is implemented and its effectiveness demonstrated via a suite of numerical examples.
II. CALDERÓN PRECONDITIONED EFIE AND ITS DISCRETIZATION
This section describes the CMP EFIE idea. Section II-A describes the standard EFIE and its classical discretization. Section II-B describes the Calderón-preconditioned EFIE along with its CMP discretization.
A. Non-Preconditioned EFIE Solver
Consider a closed, simply connected PEC surface residing in a homogeneous medium with permittivity and permeability . The (scaled) current density on induced by the incident time-harmonic electric field satisfies the EFIE [21] (
where (2) with (3) and (4) Here, and is the outward pointing unit vector normal to at ; is the angular frequency. A time dependence is assumed and suppressed. The subscripts " " and " " stand for "singular" (vector potential) and "hyper-singular" (scalar potential), respectively. To numerically solve (1) , is approximated by a mesh of planar or curvilinear triangles with minimum edge size , and is expressed as (5) where , are expansion coefficients of in terms of a set of the div-conforming basis functions .
Throughout this paper it is assumed that is the set of -order interpolatory Graglia-Wilton-Peterson functions, i.e. [17] . These functions interpolate at and nodes along each of the edges and on each of the patches in , respectively; the total number of functions therefore is ; note that [17] .
functions that interpolate at a node internal to a patch or on an edge henceforth will be referred to as patch and edge functions, respectively. For later use we note the Euler identity for a simply connected surface (6) where is the number of vertices in . Substitution of expansion (5) into (1), and testing the resulting equation with curl-conforming functions in yields the linear system of equations (7) where (8) (9) and (10) Here denotes the inner product between to vector functions and on .
When analyzing electromagnetic phenomena involving electrically large and/or complex structures, i.e., when is large, (7) cannot be solved directly and iterative solvers are called for. The computational cost of solving (7) iteratively is proportional to the cost of multiplying the impedance matrix by a trial solution vector and the number of iterations required to reach a desired residual error; typically is proportional to 's condition number, viz. the ratio of 's largest and smallest singular values. Unfortunately, the singular values of the operator comprise two branches, one accumulating at zero, and the other at infinity [6] . Thus the condition number of grows without bound as is increasingly well-approximated, i.e. as and/or . When this happens the number of iterations required for convergence often is prohibitively high.
B. Calderón Preconditioned EFIE Solver
A well-conditioned EFIE can be obtained by leveraging 's self-regularizing property expressed by the Calderón identity [6] , [9] , [10] , (11) with (12) The operator is compact on smooth surfaces: its singular values accumulate at zero and the same holds true for [6] , [22] . It follows that the operator has a bounded spectrum with singular values accumulating at 1/4. Equation (11) implies that the Calderón-preconditioned EFIE (13) may be amenable to stable discretization regardless of the mesh density or basis function order.
Unfortunately, the discretization of is by no means trivial. The literature abounds with techniques for discretizing (14) that separately handle the first three terms in the above expansion, explicitly leaving out the fourth as [7] , [8] . However, the implementation of these techniques into existing codes is quite intrusive. The CMP proposed in [9] does not suffer from this drawback. The CMP approximates as the product of two impedance matrices and with , separated by a Gram matrix that accounts for the possible lack of (bi-)orthogonality between the functions in and . In other words, the CMP matrix equation reads (15) where (16) (17) and (18) is the matrix of overlap integrals of functions in and . Equation (15) does not require the decomposition of matrix elements in and into their singular (vector potential) and hypersingular (scalar potential) components, simplifying its implementation. That said, (15) only will be well-conditioned if C1. the functions in and are div-conforming; C2. the matrix is well-conditioned; this ensures the rapid iterative solution of for trial solution vectors while solving (15) ; this requirement precludes the choice as such leads to a singular Gram matrix; C3. the sets and ensure the cancellation of upon discretization, i.e. (19) where (20) If (19) is not satisfied, the desirable spectral properties of will not be inherited by . The above criteria are satisfied by the sets and , the set of (zeroth-order) div-and quasi curl-con- forming Buffa-Christiansen basis functions, used by all CMP implementations reported to date [9] , [10] , [12] , [13] , [19] .
III. ZEROTH-ORDER QUASI CURL-CONFORMING BASIS FUNCTIONS
This section reviews the construction of the BC basis functions and their main properties [9] , [10] , [15] .
Just as , the set contains basis functions. Contrary to the current of the RWG function , which crosses edge ( Fig. 1(a) ), that of the BC function flows along edge ( Fig. 1(c) ). Consider the barycentri-cally refined mesh , obtained by adding the three medians to each triangle of the original mesh . Each BC basis function is a linear combination of div-conforming RWGs defined on [9] , [10] , [15] . Even though BC functions are strictly div-conforming, they also are quasi curl-conforming in that they resemble curl-conforming RWGs in ( Fig. 1(b) ). This renders the Gram matrix in (18) (with and ) well-conditioned. That is, the sets and fulfill conditions C1 and C2 above. To show that these sets also satisfy condition C3, consider the space spanned by "div-conforming solenoidal RWG" functions (21) with ; the are charge-free and could, for example, be "loop" functions describing current flowing around all but one of the vertices in ( Fig. 2(a) ) [23] , [24] . The set can be complemented by a set such that . The set contains "divconforming non-solenoidal RWG" functions (22) with ; the all produce charge and could, for example, be "star" functions describing current flowing out of all but one patch in ( Fig. 2(b) ) [23] , [24] . Similarly, consider the space spanned by "div-conforming solenoidal BC" functions (23) The dimensionality of equals that of ; indeed, it can be verified that an appropriate linear combination of the BC functions associated with the three edges of a patch in describes a divergence-free current circulating the patch ( Fig. 2(c) ) [10] . The set can be complemented by a set such that . The set contains "div-conforming non-solenoidal BC" functions (24) Again, the dimensionality of equals that of ( Fig. 2(d) ) [10] . Next, assume that the matrices , , and , are not constructed using the sets and , but instead from and with functions in the left and right subset labeled 1 through and through , respectively; note the reverse order of the " " and "
" superscripts for functions in and . It is clear from (20) and (4) The blocks in these matrices have dimensions (26) Since an irrotational function can be written as the surface gradient of a scalar function , and a solenoidal function can be written as the surface curl of a scalar function , the inner product of two such functions can be expressed as (27) which can be transformed by partial integration into (28) Therefore, the Gram matrix has the form (29) and so does its inverse
From (25) and (30), it is clear that . The fact that the dimension of the solenoidal subspace of the RWG basis functions equals that of the non-solenoidal subspace of the BC basis functions (and vice-versa), is essential for the CMP technique to work, as it ensures the cancellation of upon discretization.
IV. HIGH-ORDER QUASI CURL-CONFORMING BASIS FUNCTIONS
In this section, a set of div-and quasi curl-conforming highorder extensions of the BC functions is proposed. In the construction of (15)- (18) Throughout this section, notation introduced previously for spaces and sets applicable to will be reused and extended for all spaces and functions derived from the barycentrically refined mesh by adding bars on top of symbols. That is,
where the sets (38) and (39) span the solenoidal and non-solenoidal subspaces of , respectively; and denote and RWG basis functions defined on , etc.
To guarantee that system (15) has a low condition number, sets and must satisfy the above conditions C1 through C3. To ensure functions in are div-conforming, they will be constructed as linear combinations of the div-conforming functions in . Bases for the high-order solenoidal and non-solenoidal subspaces and will be built separately. To arrive at a well-conditioned Gram matrix , functions in will be constructed so as to "resemble" those in . To ensure the cancellation , the cardinality of will be matched to that of , i.e., and . Section IV-A details the Helmholtz decomposition of the spaces , , and . Section IV-B explains how to construct the basis functions such that the Gram matrix is well-conditioned.
A. Helmholtz Decomposition
As described in [25] , bases for and can be constructed by separating into edge and (internal-to-) patch subspaces. One way of constructing these subspaces is as follows.
1) For each patch in a. Define as the matrix that maps all patch functions (columns of onto their charges (divergence) at points in the patch (rows of ) b. Perform a singular value decomposition (SVD) on : . c. The last columns of are associated with zero singular values, and they describe patch solenoidal functions (Fig. 3(a) ). d. All other columns of describe patch nonsolenoidal functions (Fig. 3(b) ). . d. The last columns of are associated with zero singular values, and they describe edge solenoidal functions (Fig. 3(c) ). To summarize, the set contains: (i) high-order patch functions; (ii) and high-order edge functions. Likewise, contains highorder patch functions. The cardinalities of and are therefore (40) and (41) Of course
Once the high-order solenoidal and non-solenoidal functions have been obtained as described above, they can be (separately) linearly combined to form a more convenient basis for and , respectively. A partial local orthogonalization can be performed as follows:
1) For each edge in , orthogonalize the solenoidal functions associated with it. 2) For each patch in , separately orthogonalize the solenoidal and non-solenoidal functions. After this partial orthogonalization has been performed, all functions in are orthogonal to one another, but not necessarily orthogonal to any or all functions in . Furthermore, among the functions in , only those which are patch based are orthogonal to one another, but not necessarily orthogonal to any or all of the edge solenoidal functions.
A full local orthogonalization can also be performed. The difference with respect to the previous one being that now patchbased solenoidal and non-solenoidal functions are orthogonalized altogether. Hence all functions in are orthogonal to one another, and also orthogonal to all patch based functions, but not necessarily to any or all edge based functions in . For future use, we define the matrix (of size ) that expresses functions in as linear combinations of functions in , i.e. its th column contains the coefficients obtained for after the orthogonalization process. Similarly, the matrix (of size ) expresses functions in as linear combinations of functions in . Next, consider the barycentric refinement of . As is simply connected, so is ; hence has edges, vertices, and patches. The total number of high-order solenoidal and nonsolenoidal functions is 
Likewise, each function in is built as a linear combination of functions in , i.e.
Note that the cardinality of matches that of , thereby ensuring the cancellation .
B. Well-Conditioning of the Gram Matrix
Due to the way the sets and are defined, the Gram matrix can be decomposed into four blocks
where , , , and are matrices of size , , , and respectively. The block is nothing but the Gram matrix encountered in the zeroth-order case, and it is of course well-conditioned [9] , [10] . That said, in order for the block to be well-conditioned the expansion coefficients in (44), and in (45) need to be chosen appropriately. Clearly, if we insist that (47) and (48) then the entries of will be approximately those of . This suggests that the condition number of the former matrix should be similar to that of the latter.
To achieve the resemblance in (47), is chosen to be the orthogonal projection of onto , i.e., 
and . As an example on how these two orthogonal projections perform, consider the div-conforming patch (edge) solenoidal function depicted in Fig. 3 (a) (Fig. 3(c) ). Its curl-conforming counterpart is shown in Fig. 4 (a) (Fig. 4(c) ). The orthogonal projection of the latter is the div-conforming patch (edge) non-solenoidal function , depicted in Fig. 4 (b) (Fig. 4(d) ). Similarly, consider the patch non-solenoidal function depicted in Fig. 3(b) . Its curl-conforming counterpart is shown in Fig. 4(e) . The orthogonal projection of the latter is the div-conforming patch solenoidal function depicted in Fig. 4(f) . Note that the support of is a couple of "barycentric patches bigger" than the support of . This "extra space" is required as a return path for the current described by to provide a charge-free approximation of . Since the functions in are built to resemble those in , the condition numbers of and are expected to depend on the way the functions in and are obtained. Indeed, if functions in and are not orthogonalized in any way described at the end of Section IV-A, the condition numbers of and grow without bound with . As it will be shown later in Section VI, partial and full local orthogonalization of the functions in and reduce the aforementioned growth on the condition numbers to a minimum. An ideal scenario would be one in which the functions in and are built as one orthogonal set of functions, such that equals the identity. Hence the matrix would be as close as it can be to the identity matrix. Of course, such orthogonalization cannot be performed "locally" therefore it is far from being practical due to its computational cost.
V. IMPLEMENTATION OF THE HO-CMP
This section provides details on the construction of the basis functions in and their use in the HO-CMP. First, explicit expressions for the matrices and are given in terms of Gram matrices and basis transformations. With these matrices, expressions for , , and are given. Finally, issues relating to computational cost are discussed. Similarly, the Gram matrix in (53) can be computed as (58) where is the matrix (of size ) that expresses functions in as linear combinations of functions in . All matrices on the right hand side of (61) and (62) are sparse and can be multiplied by a vector in operations. Note that the inversion of matrix need not be performed explicitly, instead its operation on any vector can be obtained by solving the linear system iteratively.
Of course, orthogonalization of the functions in as described in the previous section makes the matrix well-conditioned. Thus, the evaluation of (61) has an overall computational cost that scales as . Similar considerations apply to the evaluation of (62), with the exception that if the functions in are orthogonalized, then is nothing but the identity, therefore no system need to be solved.
The implementation of the HO-CMP follows the same structure of the zeroth-order CMP (see [9] ), which makes use of matrices and , that express functions in BC and RWG as linear combinations of functions in , respectively. The matrix encountered in the zeroth-order CMP is extended here to defined as (63) where and are given in (61) and (62) respectively. Explicit expressions for the entries of can be found in [9] . The matrix encountered in the zeroth-order CMP is replaced here by the matrix , defined earlier in this section. Using , the matrix in (15) can be discretized as follows: (64) where is the matrix that expresses functions in as linear combinations of functions in . Similarly, in (15) can be discretized as (65) where is the matrix that expresses functions in as linear combinations of functions in . Finally, with being discretized as (66) the evaluation of (16) and (17) can now be carried out. The computational cost of solving (15) is that of multiplying the matrix times the number of iterations required to reach a prescribed residual error. Evaluation of a vector times involves multiplying first by as in (65), then by (66), and finally by as in (64). As mentioned previously, the cost of multiplying , , and by a vector scales as . Thus, the cost of multiplying (and therefore ) by a vector also scales as . Provided that is well-conditioned, and it is, then its inverse can be multiplied by a vector using just a few (i.e., ) iterations of an iterative solver like the generalized minimal residual (GMRES) [26] or the transpose-free quasiminimal residual (TFQMR) [27] . Using the multilevel fast multipole method [3] , the cost of multiplying by a vector scales as where is the cost of multiplying by a vector. Indeed, even though the dimension of is greater than that of by a factor of 6, the additional degrees of freedom introduced by the barycentric mesh do not change the number of multipoles required for field expansion compared to that used when multiplying by . Therefore, the cost of multiplying increases only by an additive linear term. The fact that the number of iterations required for the HO-CMP to converge is much smaller than that of the standard EFIE justifies the use of the former scheme.
VI. NUMERICAL RESULTS
This section presents several examples that demonstrate the effectiveness of the basis functions presented in this paper and its performance in the HO-CMP. The results emphasize the main advantage of using a HO-CMP: high-order accuracy in the solutions, without compromising the number of iterations needed for convergence. The results presented here are obtained using a parallel EFIE MoM solver, which uses the proposed HO-CMP or a standard diagonal preconditioner. This solver uses a TFQMR-based iterative method [27] to solve the EFIE MoM systems.
A. High-Order Accuracy
The first two examples demonstrate the convergence of the radar cross section (RCS) as the order of the basis functions in the HO-CMP is increased. Each example comprises a smooth PEC object: a sphere of radius 1 m, and a star-shaped object whose surface is parameterized as , both illuminated by a 30 MHz, -polarized plane wave traveling in the direction. Fig. 5(a) (Fig. 6(a) ) shows the bistatic RCS of the PEC sphere (star-shaped object) when computed with basis functions of orders , 1, 2, 3. Fig. 5(b) (Fig. 6(b) ) shows the relative error of the computed RCS of the PEC sphere (star-shaped object) with respect to Mie series (4th-order) solution. In these examples, the geometric models consist of 32 patches for the sphere and 102 patches for the star-shaped object. Each patch is obtained by means of an exact mapping from a reference patch onto the surface of the object. The evaluation of basis functions on curvilinear patches requires the computation of a Jacobian function, which requires additional computation time when compared to flat patches [17] . The overhead introduced by the evaluation of the Jacobian is more than compensated however by the reduction in the number of patches required to accurately describe the sphere surface.
B. Condition Number
The following three examples illustrate the behavior of the condition numbers of the non-preconditioned EFIE and HO-CMP system matrices as the surface current expansion is increasingly well-approximated, i.e., as and/or . Table I shows the condition numbers of , , and , obtained with several mesh discretizations of the PEC sphere of Fig. 5 (a) using basis functions of orders , 2, 3, 4. Similarly , Tables II and III show the same data for the star-shaped object of Fig. 6(a) and a PEC cube with sidelength of 1 m, respectively. These results show that for a fixed order , the condition numbers of and remain bounded as the mesh density is increased, whereas the condition number of does not. By virtue of the Calderón identity in (11), the operator is spectrally equivalent to the identity operator. Hence the condition number of depends on how well the sets and can discretize the identity operator, i.e. the Gram matrix . As mentioned in Section IV-B, the growth in the condition number of (and therefore of ) with is related to the way in which the functions in and are obtained. Table IV shows the condition numbers of and for three different ways of obtaining these sets, and for orders , 2, 3, 4. As expected, full local orthogonalization of the functions in and result in lower condition numbers for the matrices and that are more stable with respect to when compared to partial local orthogonalization. Also, as conjectured at the end of Section IV-B, a global orthogonalization of the functions in and yields and matrices with condition numbers that are almost independent of .
C. Speed of Convergence
The three examples in this section compare the speed of convergence of the diagonally-preconditioned EFIE and HO-CMP when solved iteratively. Fig. 7(a) -(e) show the residual error versus iteration count achieved by a TFQMR solver during the iterative solution of the matrix systems obtained by discretizing the diagonally-preconditioned EFIE and HO-CMP with basis functions of orders Fig. 8(a)-(e) show the same data for a PEC cube with sidelength of 1 m. In both examples, the excitation is a 30
MHz, -polarized plane wave traveling in the direction, and the prescribed accuracy (relative residual error) for the TFQMR solver is . As dictated by the condition number of , the number of iterations required for the HO-CMP to reach the prescribed accuracy does not grow as the discretization density is increased. In contrast, the diagonally-preconditioned EFIE requires an increasing number of iterations as the mesh becomes denser. Moreover, this behavior worsens as the order of the basis functions is increased, severely penalizing the efficiency and accuracy of high-order basis functions. Next, the diagonally-preconditioned EFIE and HO-CMP are used to analyze scattering from a printed monopole antenna similar to the one presented in [28] . The antenna geometry and mesh are shown in Fig. 9(a) . Note that the dielectric substrate has not been considered here. The antenna is fed with a voltage deltagap. The divergence of the electric current, i.e., the (scaled) charge distribution on the surface of the antenna is plotted in Fig. 9(b) . The current distribution in this example was obtained using the HO-CMP, with basis functions of order and a frequency of 3.55 GHz. The radiation pattern of the antenna is plotted in Fig. 9(c) for two different frequencies: 3.55 and 5.5 GHz. Finally, Fig. 9(d) shows the residual error versus iteration count achieved by a TFQMR solver during the iterative solution of the matrix systems stemming from the diagonally-preconditioned EFIE and HO-CMP with basis functions of orders , 1. The last example involves a model of the Airbus A380 shown in Fig. 10(a) . The surface of the aircraft is discretized using second-order curvilinear patches, allowing the use of (relatively) large patches on smooth surfaces (wings and main body), and small patches near fine geometric features (engines and wing tips). The airplane is illuminated by a -polarized plane wave traveling in the direction. Fig. 10(b) shows the bistatic RCS obtained for four different frequencies, ranging from 1.5 to 30 MHz. Fig. 10(c) and 10(d) show the divergence of the current density induced on the surface of the aircraft, at frequencies of 6 MHz and 30 MHz, respectively. Note that at 30 MHz the high-order basis functions allow for the use of less than 5 patches per wavelength on the wings and main body of the aircraft. Finally, Fig. 10(e) shows the residual error versus iteration count achieved by a TFQMR solver during the iterative solution of the matrix systems obtained by discretizing the diagonally-preconditioned EFIE and HO-CMP with basis functions of orders , 2, 3. In this case, the excitation frequency is 6 MHz. Similarly, Fig. 10(f) shows the residual error versus iteration count achieved by a TFQMR solver for an excitation frequency of 30 MHz. Using basis functions of order , it took 30 minutes and 16852 iterations for the diagonally preconditioned EFIE to converge to a prescribed relative residual error of . For the HO-CMP it took 11 minutes and 485 iterations. Using basis functions of order , the diagonally preconditioned EFIE could only reach a relative residual error of after 8.6 hours and 100000 iterations. For the HO-CMP it took 1.2 hours and 383 iterations to reach the prescribed relative residual error of .
VII. CONCLUSION
In this paper, the CMP technique is extended to high-order by building a set of high-order div-and quasi curl-conforming basis extensions of the BC basis functions used by all CMP implementations reported to date. Numerical results demonstrate fast convergence rates of the HO-CMP, regardless of the mesh density and the order of the basis functions used. The HO-CMP presented here can be used in the presence of open surfaces with minor modifications. In addition, the basis functions presented here can also be used in high-order Calderón preconditioned formulations for analyzing scattering from penetrable objects. 
