A mathematical analysis of ghosting artifacts often seen in interleaved echo-planar images (EPI) is presented. These artifacts result from phase and amplitude discontinuities between lines of k-space in lhe phase-encoding direction, and timing misregistrations from system filter delays. Phase offsets and time delays are often measured using "reference" scans, to reduce ghosting through postprcicessing. From the expressions describing ghosting artifacts, criteria were established for reducing ghosting to acceptable levels.. Subsequently, the signal-to-noise ratio (SNR) requirements for estimation of time delays and phase offsets, determined from reference scans, was evaluated to establish the effect of estimation emor on artifact reduction for interleaved EPI. Artifacts resulting from these effects can be reduced to very low levels when appropriate reference scan estimation is used. This has important implications for functional MRI (MRI) and applications involving small changes in signal intensity.
INTRODUCTION
Rapid-imaging techniques such as interleaved echo planar imaging (EPI), gradient echo and spin echo (GRASE), and fast spin echo (FSE) have been important developments in ultrafast MRI techniques. These applications are essential for capturing physiological information with high-time resolution and good image quality. These techniques however, often suffer from artifacts not normally present with standard spin-warp imaging. Discontinuities in the phase-encoding direction such as amplitude modulations, constant-phase shifts, and echotiming misregistrations due to system delays, can result in significant "ghost" artifacts that seriously compromise image quality (1) .
For applications such as functional MRI (fMRI), the high temporal resolution offered by EPI, FSE, and GRASE is often necessary to track changes in signal enhancement de,pendent on blood oxygen level dependent (BOLD) (2, 3) or endogenous flow contrast with spin labeling (4) (5) (6) . However, with 1-2% changes in signal intensity, even low-intensity artifacts can seriously affect quantitative estimates of flow or oxygenation. In addition, high spatial resolution (<<I X 1 mm) is required in fMRI to differentiate brain parenchyma from large vessels (D. LeBihan, personal communication), necessitating the use of interleaved techniques to prevent spatial resolution degradation resulting from T2 decay (7, 8) .
Phase modulation of k-space data in the phase-encoding direction can result from off-resonance effects, such as susceptibility, field inhomogeneities, and chemical shift. In pulse sequences such as EPI and GRASE, where lines of k-space are acquired in two directions, incidental-phase offsets from receiver electronics and filters may also cause phase shifts between echoes (9) . System filters are causal and have nonzero-phase responses that manifest as delays in the time (k-space) domain (1) . Other delays can result from demodulators, RF coils, and other sources that are patient independent. Eddy currents resulting from gradient switching can also cause echo-timing misregistrations (10) . In addition, FSE may suffer from constant-phase errors as a result of stimulated echoes and phase errors in RF transmission, even though lines of k-space are acquired in the same readout direction (11) .
Phase-encode ordering is an important tool for the reduction of artifacts caused by amplitude modulation in many imaging techniques (12, 13) . Echo-time shift (ETS) techniques are often used for interleaved EPI and GRASE to reduce both amplitude and phase discontinuities caused by T, decay and off-resonance effects, respectively ( l 4 , 15) .
Measurement of constant-phase offsets and timing delays are often made with "reference scans," where the phase-encoding gradient is turned off and two or more readout gradient lobes acquire echoes. If phase offsets vary from view to view, then a reference scan that acquires an echo corresponding to each line in k-space is required, although only two "internal reference" lines (16) are needed to measure time delays. Filter delays can also be measured before an imaging protocol, as part of a calibration procedure (1 7) .
A commonly used algorithm for making postprocessing corrections could be written as 1. (a) Measure filter delays (calibration scan), or (b) Acquire reference scan to measure constantphase offsets (EPI, GRASE, FSE) and time delays (EPI, GRASE) 2. Ac:quire phase-encoded image data 3. Time-reverse echoes, where necessary (EPI, GRASE) 4 . Fourier transform in the readout direction 5 . Apply constant-phase shift corrections, and apply 6. Fourier transform in the phase-encoding direction The following section mathematically describes ghosting artifacts resulting from amplitude and phase discontinuities, and time-delay misregistrations. This is followed b'y an analysis of phase-and time-delay estimation errors, and the effects of these errors on image artifacts. Estimators for measuring time delays and phase offsets phase rolls to correct for time shifts 429 are discussed, and their performance is shown to be optimal for estimating these parameters.
THEORY

Ghost Artifacts-A Mathematical Description
Amplitude Discontinuity Consider a simple interleaved EPI experiment, where no echo-time shifting (15) is used during acquisition and no echo misalignment occurs due to system filters (17) . Here, the only corruption of k-space is an amplitude modulation in the k, direction.
The modulation function, h[kJ could, for example, result from T, decay or periodic motion of the object (18) . The pattern of modulation would also be highly dependent on the phase-encoding scheme used, as well as other imaging parameters such as TR and the flip angle. A representative example of the modulation function, shown in Fig. 1 , was chosen to investigate the effects of amplitude modulation. Although the amplitude of ghost artifacts may vary with more complicated modulations, this representative function is reasonable for demonstrating the magnitude and periodicity of ghosting artifacts that result from amplitude discontinuities.
Fourier transformation of Eq. [I] gives All phase and amplitude information of ghost artifacts is contained in H n J .
The modulation function depicted in Fig. 1 can be written as 
) is defined as the ghost kernel, and is calculated in Appendix A.l as S ny--" " 1, m odd [ 6 ] sin2(Tnjn,,/Ng ghosts is FOVI2n,, while the spacing between adjacent ghosts is FOVIn,. Figures 3a-3d shows the m even terms to emphasize this point.
A computer simulation was written to demonstrate ghosts resulting from amplitude discontinuities. Figures  4a-4d show simulated images that contain amplitude discontinuities with AA = 10% (0.1), 50% (0.5), and 100% (1.0), for n, = 2, while Figs. 4e-4h represent images with the same amplitude modulations and n, = 4. As expected, for the n, = 2 images, the m = 51 ghosts are seen above and below the central image. Likewise for the n, = 4 images, two intense ghosts (m = 51) are seen overlapping the central image, with two weaker ghosts further out ( m = 53). Note that substantial amplitude modulation is required to achieve moderate ghosting. Pis the number of interleaves increases, the ghosts begin to impinge into the image. As n, becomes very high, the ghosts become blurred together with the image. For example, if n, = 64 and N, = 128, then the m = i l ghosts appear one pixel (ny = i l ) on either side of the image, giving the appearance of blurring. Figure 8d is an axial brain image that shows this blurring effect for time delays (see "Ghosting from Time Delay:;").
Ghcrsting Artifacts in Interleaved EPl
The following section, which discusses the effects of phase discontinuities, is a natural extension of the previous section.
Ph use Discon tin uity
A similar approach can be used to describe ghost artifacts that arise due to constant-phase modulations in the phase-encoding direction. Constant-phase shifts of echoes can result from field inhomogeneities, chemical shift, and susceptibility, as well as receiver-phase misregistrations. In FSE and GR4SE imaging, stimulated echoes and phase errors in the transmitter also cause constant-phase errors (11) . Accordinglly, the following analysis considers the phase modulation depicted in Fig. 5 , as a representative example. In this case, the modulation function describing this discontinuity can be written This result is very similar to that in Eq. [6] for amplitude modulation, except jAAl2 is replaced with sin(A+/2). When A+ is small, then A+/2 and AA/2 are interchangeable when comparing the magnitude of ghosts. An additional result is that the amplitude of the imuge decreases with incxeased phase discontinuity as cos(A+/2), unlike the image with amplitude modulation, where no amplitude decrement is seen.
A computer simulation was written to show the effects of phase discontinuities. Ghosting from Time Delays After Fourier transform in the readout direction, the phase discontinuity between successive n, groups of phase-encoding lines, shifted by s sample points ' is ' In general, s is not an integer value A thorough description of ghost artifacts caused by representative examples of amplitude and phase discontinuities, as well as time delays, was presented. Using this description, criteria for maximum allowable phase discontinuities and echo-timing misalignment can now be established.
Ghosting Artifact Acceptability Criteria
There are many possible criteria that can be established for setting standards of ghost reduction. These criteria will vary for specific applications, depending on the desired information content of the image. For example, fMRI applications that are dependent on endogenous BOLD contrast or flow techniques using spin labeling for signal contrast, re- In Figures 8a-8d , axial brain images demonstrate the ghlost artifacts that arise from time delays. This figure shows an 8-shot image with time delay corrections, as well as 1-shot, 4-shot, and 64-shot images with no time delay corrections. The time delay in this case is approximately 16 ps (3.3 sample points with 2100 kHz bandwidth).
quire tight control of ghosting since expected signal differences are on the order of a few percent. Images whose information content lies in morphological features, such as an anatomical brain or heart image, may have a higher tolerance for ghosting and will not require as stringent criteria.
The following discussion focuses on ghosts that are adjacent to the image. These ghosts are indexed by m = 21, have the highest amplitude, and are most likely to overlap the image, possibly confounding signal enhancement measurements. The fact that the image itself is modulated by phase discontinuities and timing misregistrations is a smaller effect, since cos(A+/Z) = 1 for small A+. This is reasonable, since it assumes that a reference correction has been made, and that only a residual modulation remains due to SNR limitations of the reference measurements.
Ideally, ghost artifacts should be reduced below some fraction of the image noise level. For this analysis, we define the ghost-to-noise ratio, a , as the ratio of the ghost intensify to m, the standard deviation of the complex 
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Assuming the argument of the left-hand side of 16 is small, then Equation [17] says that the error in estimating a phase discontinuity must be no greater than A 4 to reduce the in = i l ghosts below mu, for an n, shot acquisition. For example, if the ghost-to-noise ratio (a) = 1, n, = 1, then for an image with SNR = 50, the maximum phase discontinuity is 2 . 3 O . For n, = 4, the maximum phase discontinuity is 3.5".
Criteria for Time Delays Gaussian image noise. For example, if we wish to reduce the amplitude of an artifact to the same level as the noise, then the ghost-to-noise ratio equals 1. Criteria for Amplitude Discontinuities If the magnitude of the m = 21 ghosts should be reduced below au, some fraction of the image noise, then
Since the image kernel has magnitude, Ny, Eq. [14] can be rearranged as where SNR = NJu is the signal-to-noise ratio of the image. Equation 1151 sets the upper limit for AA to reduce the m = 21 ghosts below mu, for an n, shot acquisition.
For example, if the ghost-to-noise ratio (a) = 1, n, = 1, then for an image with SNR = 50, the maximum amplitude discontinuity is 4%. For n, = 4, the maximum amplitude discontinuity is 6.1%.
Criteria for Phase Discontinuities
A similar analysis can be performed for constant-phase discontinuities. From Eq.
[lo] it is easily shown for m = Time shifts of one sample point will cause a phase-roll spanning a full Z T , and shifts greater than one will cause phase wrapping. It is assumed that time delays can be corrected to less than one sample and consequently, ghosting artifacts from time delays are greatest at the edge of the object and should minimized here. For a centered object of size S , and image resolution of Ax in the readout direction, it can be shown from Eq. [12] that N,Axan, sin(.rr/Zn,) S,rrSNR S % [181 Multiplying both sides by the sample time, T , and noting that the bandwidth per pixel in the readout direction is BW = l/NxT Axan; sin(a/2nj) BW S,.rrSNR t,, 5 [191 where t,, = s T is the maximum allowable delay to reduce the m == t l ghosts below au for an ni shot acquisition and an object for which the edge sits at Sx/2Ax pixels from the center of the image. For example, if the ghostto-noise ratio ( a ) = 1, n, = 1, then for an image with SNR = 50, SX/2Ax = 64, N, = 256, and T = 10 ps, the maximum time shift is 0.13 ps. For n, = 4, the maximum delay is 0.19 ps.
Criteria for Functional Imaging
As discussed previously, stringent criteria are required for functional imaging, where signal changes are on the Gi are the real and imaginary components of the ghost artifact. If G,, G,. < < S , then S' = S + Gr, and the signal difference between the activated and unactivated regions will be unaffected by the ghost. Measurements of absolute signal will be biased by these artifacts.
Motion, system instabilities, and physiological fluctuations (19) order of 1-5Yo. In order to identify a signal change with 95?0 certainty, a signal change must be greater than two standard deviations (us). Regions containing ghosts can be affected by these artifacts in several ways, best described with the aid of Fig. 9 , which diagrams a simple hypothesis test. This figure sketches the probability distributions of signal intensities of a region with (HI) and wiihout (H,) activation. When no artifacts are present, the standard deviation, us equals u1,N where u is the standard deviation of the image noise and N is the number of pixels averaged in the region. If the goal is to detect the signal change AS with 95% certainty, then A S 2 2us. In the presence of ghosting, several possibilities arise. If the corruption is constant through time, then the magnitudle of the signal detected will be where o G is the standard deviation of the ghost intensity, and u+ is the standard deviation of the phase discontinuity, modeled here as a Gaussian random variable with a mean of zero. This means that the effective standard deviation of a signal measurement is u, = , (d/N) + $G, and the minimum signal difference that can be detected with 95% certainty is
The value of u+ depends on the particular experiment and might be caused, for example, by pulsatile flow in an ungated acquisition. A Similar analysis can be performed for time delays, using Eq. 1121. 
Reference Scan Estimation from Two Echoes
Reference scans are often used to estimate echo-time delays and constant-phase shifts between successive echoes, as part of a standard EPI exam. Various methods were described previously (1, 16) . Briefly, two echoes are acquired with opposite polarity readout gradients and no phase encoding. After time reversal of one of the echoes and Fourier transform of both, the phase at each point in the resulting profile is subtracted. Delays in the time (k-space) domain will be seen as phase rolls in the frequency (spatial) domain. Constant-phase offsets between echoes will also be seen. If the echoes are acquired at the same time after two independent RF excitations, then phase shifts from off-resonance effects will cancel, eliminating biases in the time-delay and phase-shift estimates. The phase waveform is then linearly regressed to determine any time-delay and constant-phase terms. When reference scans are made from two echoes, limited SNR may require efficient estimators to make accurate estimates of delays.
The following analysis assumes that the reference echoes were collected in the same manner as the image data (e.g., same averaging), and that TI saturation and T, decay effects have been ignored.
Error on Time-Delay Estimations
A.ccordingly, the lower bound for the estimation error of ti-me-delay measurements from two reference echoes is calculated using the Cramer-Rao bound (20) (21) (22) . Extending from previous work on tag detection (23) , the CramerRao bound for a time-delay estimation from two signals in the presence of Gaussian noise is calculated in Appendix A. 
[231 TBW SNR S, S ,
Equation [23] is the lower bound for the error in estimating the relative time delay between two echoes for a homogeneous rectangular object of dimension S, by S,, pixel dimensions Ax by Ay, image signal-to-noise ratio (SNR), bandwidth per pixel (BW), and N, phase-encoding steps. From this equation, it follows that the estimate of the time delay can be improved by increasing the size of the object in both directions. Since the dependence is stronger in the readout direction, the object should also have its longest dimension oriented in this direction, which is usually done to prevent aliasing in the phase direction. This, however, is not optimal for reducing the ghosting artifact, as discussed later. It should also be noted that (24) and substitution into 23 reveals that neither the voxel size in the phase direction nor the number of phase-encoding steps has any hearing on the estimation error, and that increasing the readout bandwidth per pixel improves the estimation error.
Monte Carlo computer simulations were performed to compare the estimation error with the theoretical lower bound (see Eq. [23] ). Complex Gaussian noise was added to two profiles with opposite phase rolls. The phase of each point in the profile was added, and these points were linearly regressed to determine the time shift from the slope of the regression (25) . The standard deviation of the errors from 100 trials is plotted against SNR in Fig.  10 . Clearly, good agreement exists between the simulated error estimates and those predicted by the Cramer-Rao bound, allowing Eq. [23] to be written as an equality for this estimator, and indicating that this estimation method is efficient.
Taking Eq. [23] as the residual time delay after postprocessing calculations, this equation can be substituted into Eq. [19] , and rearrangement for a gives This expression is the minimum ghost-to-noise ratio ( a ) achievable for an artifact resulting from a time delay, considering the size of a homogeneous rectangular object of dimension S, by S,, the number of phase-encoding steps (N,,) , and the image resolution Ax by Ay. Note that this expression is independent of image SNR and N,. This expression also implies that the ghosting artifact can be reduced by orienting the object with the longest axis in the p hase-encoding direction. In this orientation, the ghost artifact is smaller at the edges of the object for the same time delay, reducing the minimum achievable ghost-to-noise ratio. The greater SNR of a profile in this orientation improves the time-delay estimate, as well. These tvvo effects outweigh the negative effect of reducing the number of regression points in the readout direction. This orientation, however, may not always be practical due to aliasing concerns in the phase-encoding direction. As an example, when SJAy = S,/Ax = 32, N , = 128, and n, = 1, a is 0.15. representing the error in estimation of a constant-phase offset from one sample of a profile in the readout direction. If the phase extends over the entire profile, then this error can be reduced by averaging over all SJAx points Monte Carlo simulations like those described in the previous section were performed to verify this result. Figure  11 plots the estimation error of the phase shift against im<cIge SNR, for S,lAx = SJAy = 32, 64, and 128, with , which uses all points along the profile in the readout direction for averaging. Clearly, there is excellent agreement between the simulated and theoretical estimation error on the phase of the signal, verifying Eq. 1301. This equation also shows that the estimation error from measuring a constantphase shift is very low, and that the estimation method described above is efficient. In addition, phase-offset estimation error is minimized by orienting the object's long axis in the phase-encoding direction.
Taking Eq.
[30] as the residual phase offset after postprocessing, this equation can be substituted into Eq. (171 and rearrangement for a gives [311 This expression is the minimum ghost-to-noise ratio ( a ) achievable for an artifact resulting from a phase discontinuity, for a homogeneous square object of dimension S, by Sy, image resolution Ax by Ay, Ny phase-encoding steps, and n, shots. Note that this equation implies that phase estimates are best made with the object's long axis oriented in the phase-encoding direction. For SJAx = SJAy == 32, Ny = 128, and n, = 1, a is 0.044. With no averaging, (S,/Ax = I), (Y is 0.25.
Summary
A thorough mathematical description of ghost artifacts often seen in interleaved imaging methods such as EPI, FSE, and GRASE was presented. Expressions describing the artifacts resulting from amplitude and phase discontinuities, as well as those resulting from k-space misreg- istrations due to echo-time delays, were derived. The first column of Table 1 contains the amplitude of the m = 51 ghosts, which are positioned at +(FOVI2n,) from the center of the image. IJsing these expressions, criteria were presented for reducing artifact levels below a desired ghost-to-noise ratio (a). These criteria are summarized in the second column of Table 1 .
The lower bounds on the estimation errors for measurement of time delays and constant-phase discontinuities were calculated and compared with computer simulations of estimators that used two reference echoes. Excellent agreement was found between the analytical expressions and the error performance of these estimators, indicating that these estimators are optimal for measuring time delays and phase estimates.
The analytical expressions for the estimation error of time delays and phase discontinuities were combined with the criteria that relate ghost artifact intensity to phase and timing errors. This revealed that ghosting caused by timing and phase errors can be reduced to very low levels, if efficient estimators are used. This has important implications for applications such as fMRI that rely on small changes in signal intensity. The minimum ghost-to-noise ratios for phase offsets and time delays are summarized in the third column of Table 1 .
The effect of ghosting artifacts that is seen in fMRI experiments has also been described. Characterization of the processes that cause ghosting ( e g , phase offsets), will allow determination of the minimum sensitivity to signal enhancement. fin interesting observation can be made from the calculations about the ghost-to-noise ratio ( a ) ; namely, the orientation of the object with respect to the phase-encoding and readout directions has an effect on the minimum achievable ghosting. For both time delays and phase offsets, a can be minimized by orienting the object's long axis along the phase-encoding direction, so long as phase wrap is avoided. Notice, however, that the estimate of time delays is more accurate when the object is oriented in the readout direction (Eq. [25] ). This means that the optimal way to reduce ghosting from time delays is to make reference measurements with the object's long axis in lhe readout direction and then flip the phase-encoding and frequency directions for imaging. This is only true if time delays are independent of image orientation and gradient configurations.
Finally, this analysis shows that additional averaging of reference scans is not required to reduce ghosting for commonly used imaging parameters. Therefore, reference scans need only take a small amount of acquisition time during an experiment or clinical examination. and writing the closed form solution using the geometric series,
The second fraction of Eq. [A61 is zero, unless ny = N,m/2ni where in is any integer, allowing the first fraction to be expressed as a train of delta functions, that determines ghost position and spacing. The coefficient of thlz delta functions is determined using l'H6pital's Rule assuming Ny is even. Thus, the second fraction in Eq.
[A61 can be written or if we limit ny to the interval -(NJ2) 5 
APPENDIX B: CRAMER-RAO BOUND CALCULATIONS FOR TIME-DELAY ESTIMATION
The Cramer-Rao bound for a time-delay estimation from two signals in the presence of Gaussian noise can be written (23) where 'r is the sampling rate, t, is the time delay, and the summation is over the same number of points N, that were collected in the echo. The denominator can be rewritten For a centered homogeneous rectangular object with dimensions S, by S,, image voxel dimensions Ax by Ay, and amplitude A, the amplitude of the projection is ASJN+y.
Equation [B6] is then written
Using the approximation (27) n n(n + 1 ) ( 2 n + 1) n3 
