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The ink drop spread (IDS) method is a modeling technique developed by algorithmically mimick-
ing the information-handling processes of the human brain. This method has been proposed as a new
approach to soft computing. IDS modeling is characterized by processing that uses intuitive pattern
information instead of complex formulas, and it is capable of stable and fast convergences. This
paper investigates the modeling ability of the IDS method based on three typical benchmarks. Exper-
imental results demonstrated that the IDS method can handle various modeling targets, ranging
from logic operations to complex nonlinear systems, and that its modeling performance is satisfac-
tory in comparison with that of feedforward neural networks.
 2006 Elsevier Inc. All rights reserved.
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M. Murakami, N. Honda / Internat. J. Approx. Reason. 45 (2007) 470–487 471low-cost, tractable, and robust computing in the presence of uncertainty [1]. Humans pos-
sess a remarkable ability to process intricate information with ease; it is diﬃcult to model
such information by classical mathematical approaches. Therefore, some soft computing
methodologies focus on human thought processes and physical characteristics. For exam-
ple, fuzzy logic is modeled on the linguistic and logical aspects of the human thought pro-
cesses, and neural networks are physically modeled on the human brain. From the
perspective of both software and hardware, neural networks might possess maximum
potential for use in various industrial applications. This may be due to the fact that neural
networks are modeled on the human brain that has ﬂexible information-processing abili-
ties, and are capable of high-speed computation due to heavy parallel processing on a ded-
icated platform.
Although neural networks exhibit many attractive features, they involve several draw-
backs. With regard to the modeling technique to be discussed in this paper, we refer to two
problems that typically occur in neural network applications. The ﬁrst problem is that a
considerable amount of time is required to train neural networks. This becomes a disad-
vantage in applying them to real-time and dynamic learning applications. The second
problem is that they are considered similar to a black box. It is diﬃcult to obtain knowl-
edge embedded in trained neural networks and provide it to a user in a comprehensible
form [2]. When any model is applied to industrial systems, users should understand speciﬁc
rules that describe its internal behavior. In particular, users of safety-critical systems may
hesitate to use a black-box-like tool such as neural networks.
We have attempted to establish the active learning method (ALM) [3–5] as a soft
computing methodology. It is analogous to fuzzy logic since it is algorithmically modeled
on intelligent information-handling processes of the human brain. However, its process-
ing nature is similar to that of neural networks rather than fuzzy logic. While fuzzy
logic uses linguistic and logical processing, the ALM is characterized by intuitive pat-
tern-based processing. This concept is based on the hypothesis that humans inter-
pret information in the form of pattern-like images rather than as numerical or logical
forms.
The ALM uses its modeling technique termed the ink drop spread (IDS) method.
This paper compares the IDS method with feedforward neural networks (FNNs) in terms
of their algorithmic characteristics and modeling abilities. The IDS method has advanta-
ges over standard neural networks with respect to the above-mentioned drawbacks. First,
it does not require intricate calculations, randomly initialized parameters, and the iteration
of the same training set observed in neural network learning. Thus, it is possible to obtain
stable fast convergences [6,7]. Second, the features of a modeling target are stored in the
form of easily comprehensible pattern information and the model output is computed
using learning data obtained from this information, based on a simple combination rule
set. This will help a user to understand how an IDS model analyzes the target system
and utilizes learning data for prediction. In addition to these advantages, a good modeling
ability of the IDS method will make it a very useful soft computing tool. Therefore, we
investigated the modeling ability of the IDS method. In this study, we used three typical
benchmarks: the XOR problem, regression problem of Hwang’s ﬁve-function set,
and two-spiral problem. Experimental results demonstrated that the IDS method can deal
with various modeling targets, ranging from logic operations to complex nonlinear
systems, and its modeling performance is satisfactory in comparison with that of several
FNNs.
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2.1. Outline of the algorithm
In IDS modeling, a multi-input single-output (MISO) system is split into single-input
single-output (SISO) systems, as shown in Fig. 1. This implies that a complex system is
broken down into simpler aspects to acquire information in a more comprehensible form.
Further, this is similar to the manner in which humans interpret complicated subjects.
Each SISO is referred to as an IDS unit; it functions as a modeling engine to elicit a feature
from the system to be modeled.
In order to explain the modeling process of the IDS method, we use a two-input system
that has an input/output relationship, as shown in Fig. 2. Based on the concept shown in
Fig. 1, we convert the entire input/output system into four SISOs by dividing each input
domain into two partitions, as shown in Fig. 3. In order to develop a certain feature within.
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Fig. 1. Modeling approach adopted in the IDS method.
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Fig. 4. SISO planes. (a) x1–y plane with x2 2 [0,10], (b) x2–y plane with x1 2 [10,20].
M. Murakami, N. Honda / Internat. J. Approx. Reason. 45 (2007) 470–487 473the shaded area in Fig. 3, we consider two typical angles represented as A and B in this
ﬁgure. By assuming that input/output data were obtained at regular intervals over the
input space, the x1–y plane for A and x2–y plane for B in which the data were plotted
are shown in Fig. 4(a) and (b), respectively. In Fig. 4(a), we cannot determine speciﬁc
information in the interval [10,20] because of the large spread of data points. On the other
hand, Fig. 4(b) shows a high correlation between x2 and y in the interval [0,10] because of
the small spread of data points. This indicates that the input variable x1 does not contrib-
ute to the output in the shaded area. Thus, angle B should be used to elicit a system feature
eﬀectively in the shaded area. In order to develop the features of the entire system, the IDS
model is constructed based on four angles (A–D in Fig. 3).
An IDS unit processes data contained in an angle. It plots input/output data on its xi–y
plane (1 6 i 6 N, N: number of inputs), and blurs the data points in the form of ink drop
patterns, as illustrated in Fig. 5. This process is termed ‘‘data spread’’. As individual ink
drop patterns overlap, the overlapping portions become increasingly darker; ﬁnally they
form a pattern on the surface of the plane. The pattern can be in the form of continuous
line(s) and/or spread(s). The continuous line exhibits a high correlation between the input
and output; it is termed the ‘‘narrow path’’. The spread indicates that the output depends
on other input variables. In the case of a large spread on an xi–y plane, the input domains
can be divided into smaller partitions to obtain a speciﬁc feature. In practice, the narrow
path and spread are calculated in a manner that determines the mean and dispersion. The
narrow paths and spreads are transferred from the IDS units to an upper processing layerFig. 5. Image of data spread in IDS.
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Fig. 6. Structure of an IDS model.
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make predictions for new inputs.
In FNNs employing backpropagation learning (BPL) [8], information of input training
data is transmitted over the network to the output layer, and backpropagation is per-
formed in such a manner that the error between the network output and the value of
the output training data is reduced by adjusting interconnection weights. This process
in which the network conditions are varied to minimize the error is termed ‘‘learning’’.
In the IDS method, we can construct a model without calculating the error between the
model output and the value of the output training data. This is because training data
are directly converted into useful information, namely, the narrow path and spread, for
modeling. In addition, the IDS modeling does not require iteration of the same training
set that is observed in the learning of neural networks. This direct model construction is
a factor that enables real-time modeling. We deﬁne the process of generating a narrow
path from training data (input/output data of a target system) as ‘‘learning’’ in the IDS
method. Fig. 6 shows the structure of a two-input two-partition IDS model. The IDS
model comprises three processing layers. The bottom input layer divides training data into
SISO data and transfers them to the upper modeling layer. The top inferential layer com-
putes a prediction using the learning data transferred from the IDS units. Unless a partic-
ularly high accuracy is required, the upper layer is not involved in the learning process of
the IDS units. New input data for the prediction are directly fed to the inferential layer;
thus, inferential and modeling processes are architecturally separated. This structural
characteristic simpliﬁes hardware realization and increases the scalability of the entire
hardware system.
2.2. Computation in an IDS unit
An IDS unit executes the data spread on an x–y plane and computes the narrow path
and spread from a pattern image formed on the plane. This section describes our imple-
mentation of the main part of the IDS unit.
M. Murakami, N. Honda / Internat. J. Approx. Reason. 45 (2007) 470–487 475Let Pxy = {p(x,y)j x 2 Xi, y 2 Y} be the x–y plane, where p(x,y) is the point (x,y) in the
plane. d(x,y) denotes the darkness at the point (x,y). When a data spread is applied at
p(xs,ys), the darkness of its neighboring area increases. We deﬁne this increased darkness
as follows:
s ¼ R
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
u2 þ v2
p
þ 1; R 6 u; v 6 R;
Ddðxs þ u; ys þ vÞ ¼
½s; if s > 0
0; otherwise;
 ð1Þ
which is the expression for an ink drop pattern with a radius R. [s] denotes the greatest
integer less than or equal to s. The value of R must be ﬁtted into the resolution of the
x–y plane. In practice, R is determined not only from the resolution of the x–y plane
but also through application requirements, such as the size of the training set, convergence
speed, and model accuracy. In our standard setting, the size of the ink drop pattern is
approximately 10% that of the x–y plane.
We used the bisector of area (BOA) method and a simpliﬁed method termed the ‘‘IDS
a-cut spread’’ to obtain the narrow path and spread, respectively. The narrow path
obtained by the BOA is represented by the following equation:
wðxÞ ¼ b
Xb
y¼1
dðx; yÞ 
Xymax
y¼b
dðx; yÞ; b 2 Y

)
;
(
ð2Þ
where ymax = maxy2Y y. When {yj d(x,y) > a,y 2 Y}5 / for $x, the IDS a-cut spread is
deﬁned by
raðxÞ ¼ max
y2Y
fyj dðx; yÞ > ag min
y2Y
fyj dðx; yÞ > ag: ð3Þ
Otherwise, ra(x) is substituted with the maximum value in the range. The IDS a-cut spread
is based on the idea behind the a-cut of fuzzy sets.
In the inferential process, spread information is used to determine the certainty of the
narrow path. In order to combine the narrow paths in the form of a weighted average, the
spread is normalized by the following conversion function:
fcðxÞ ¼
1; if raðxÞymax 6 P
exp C raðxÞymax  P
  
; if P < raðxÞymax ;
8<
: ð4Þ
where C > 0 is the slope parameter of the exponential function and P > 0 is a criterion va-
lue used to determine whether certain patterns are narrow paths.2.3. Inferential process
The IDS model computes the prediction using a simple combination rule set. We
explain the inferential process using a two-input system comprising x1 and x2. When each
input is divided into two partitions, the output y is determined using the following com-
bination rule set:
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R12: If x2 is A22; then y12 is W12
R21: If x1 is A11; then y21 is W21
R22: If x1 is A12; then y22 is W22
ð5Þ
y is b11y11 or b12y12 or b21y21 or b22y22; ð6Þ
where Aij is the membership function that expresses the jth partition for the ith input var-
iable. Wik represents the narrow path of the kth IDS unit for the ith input variable. The
output of the IDS unit is obtained using (2), i.e., yik = wik(xi). bik denotes the weight of
the output of the kth IDS unit for the ith input variable. In (6), the outputs of the IDS
units are combined based on the weights determined using the degree of truth of the ante-
cedent part in (5) and certainty of the narrow path given by (4).
2.4. Modeling characteristics
This section describes the characteristics of IDS modeling through the regression of the
following nonlinear function:
yðx1; x2Þ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2
sin x1
x1
 2
þ 3 sin x2
x2
 2s
; 1 6 x1; x2 6 10: ð7Þ
Fig. 7 is a graphical representation of this function. For two-input functions, when input
domains X1 and X2 are divided into m1 and m2 partitions, respectively, the number of IDS
units used is m1 + m2. The number of partitions of the input domain directly aﬀects the
model accuracy. A few partitions may be suﬃcient to model a simple target function.
However, for a complex target function, the number of partitions must be increased in
order to represent its complexity. The increase in the number of partitions requires more
training data. For example, let us assume that each IDS unit utilizes 25 data points to gen-
erate a narrow path. In such a case, the two-partition IDS model in which each input
domain is divided into two partitions requires more than 50 training data points, while
the six-partition IDS model requires more than 150 training data points.
In the regression modeling of (7), each input domain was divided into two, four, and six
partitions at regular intervals. For each partition condition, we examined the eﬀects of the1 2 3 4 5 6 7 8 9 10x1
12345678910
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Fig. 7. Graph of (7).
Table 1
Three data spread sizes
Size of ink drop pattern Radius R Ratio of ink drop pattern size to
1024 · 1024 x–y plane size (%)
Small 25 5
Medium 51 10
Large 76 15
M. Murakami, N. Honda / Internat. J. Approx. Reason. 45 (2007) 470–487 477ink drop pattern size and training set size on the accuracy of IDS models. We tested three
ink drop pattern sizes. Table 1 lists the values of R for the three sizes. Using (7), ten dif-
ferent training sets were generated randomly. Each training set contains 550 data points.
In order to verify the model accuracy, the error between the target function and the con-
structed model was measured using the fraction of variance unexplained (FVU) [9] and the
correlation coeﬃcient. Let xl (l = 1,2, . . . ,L) be the lth input vector. The FVU is expressed
as follows:
FVU ¼
PL
l¼1 ðy^ðxlÞ  yðxlÞÞ2PL
l¼1 ðyðxlÞ  yÞ2
; ð8Þ
where yˆ is the output of a constructed model and y ¼ ð1=LÞPLl¼1 yðxlÞ. The FVU is pro-
portional to the mean squared error. As the model accuracy increases, the FVU ap-
proaches 0, and the correlation coeﬃcient approaches 1. Each measure was calculated
from 10,000 points at regular intervals over the input space. Let T1 and T2 be the sets
of x1 and x2 coordinates, respectively. The input vectors of the test set are described by
the Cartesian product of T1 and T2, which are obtained from
T i ¼ ti ti ¼ 2p  1
200
 c1 þ c2; p ¼ 1; 2; . . . ; 100

	
; i ¼ 1; 2;

ð9Þ
where c1 and c2 are constants determined by the input domain. From the domain of (7),
c1 = 9 and c2 = 1. The values of FVU and correlation coeﬃcient were recorded for four
training set sizes: 100, 250, 400 and 550 data points.
Table 2 lists the accuracy of each IDS model estimated by varying the number of par-
titions, the ink drop pattern size, and the training set size. The results revealed several
important properties of IDS modeling. First, as the number of partitions decreases, the
convergence speed in terms of the amount of training data used increases. In the measure-
ment of the correlation coeﬃcient, the two-partition IDS model, which exhibited high cor-
relation, successfully represented the features of the target function. A small number of
partitions are eﬀective when the fast rough modeling is prioritized over high-accuracy
modeling. Second, the model accuracy increases with the number of partitions when a suf-
ﬁcient amount of training data is used. The training set size is primarily responsible for the
increase in the model accuracy. The accuracy of the six-partition IDS model was high,
although it required a large amount of training data. Third, when the training set size is
small, it is advantageous to use a large ink drop pattern instead of a small one. This is
because the data spread corresponds to interpolation between data points; thus, a large
ink drop pattern is eﬀective in generating a narrow path with a small amount of training
data. However, the use of a large ink drop pattern can result in the degradation of model
accuracy. In regression modeling of 550 data points, the ink drop pattern of medium size
Table 2
Accuracy of each IDS model under diﬀerent modeling conditions
Number of partitions Ink drop
pattern size
Training set size
100 250 400 550
FVU measure
2 Small 0.378 0.124 0.088 0.077
Medium 0.168 0.083 0.071 0.068
Large 0.137 0.082 0.074 0.072
4 Small 0.756 0.159 0.063 0.042
Medium 0.296 0.052 0.032 0.029
Large 0.187 0.048 0.035 0.033
6 Small 1.049 0.251 0.093 0.046
Medium 0.441 0.064 0.028 0.020
Large 0.244 0.044 0.028 0.023
Correlation coeﬃcient measure
2 Small 0.803 0.975 0.989 0.990
Medium 0.948 0.989 0.989 0.990
Large 0.973 0.987 0.988 0.989
4 Small 0.670 0.923 0.972 0.983
Medium 0.851 0.979 0.987 0.988
Large 0.910 0.980 0.986 0.987
6 Small 0.622 0.883 0.955 0.979
Medium 0.799 0.971 0.988 0.992
Large 0.877 0.982 0.989 0.991
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Two-partition IDS model Six-partition IDS model
100 data points 550 data points
Large ink drop pattern Medium ink drop pattern
FVU: 0.145 FVU: 0.020
Correlation coefficient: 0.976 Correlation coefficient: 0.994
Fig. 8. Output of sample models in regression modeling of (7).
478 M. Murakami, N. Honda / Internat. J. Approx. Reason. 45 (2007) 470–487produced slightly better results than the large ink drop pattern. Fig. 8 represents the out-
put of two sample models. One is a two-partition IDS model that used a training set of 100
points and the large ink drop pattern. The other is a six-partition IDS model that used a
training set of 550 points and the ink drop pattern of medium size.
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To investigate the modeling ability of the IDS method, we selected three benchmarks –
the XOR problem, regression problem of Hwang’s ﬁve-function set, and two-spiral prob-
lem – and compared the performance of the IDS method with that of the FNNs. In all
experiments, each IDS unit used an x–y plane with a 1024 · 1024 resolution. The param-
eters of (4) were set as C = 9 and P = 0.09, and the parameter of the a-cut spread was set
as a = 1. The regression problem of Hwang’s ﬁve-function set requires random numbers to
generate the training data sets. We employed the drand48() function implemented as a
pseudo-random number generator in the FreeBSD 5.4 operating system.3.1. XOR problem
Amodeling technique should be capable of not only dealing with complex nonlinear sys-
tems but substituting for simple logic operations. The XOR problem is the simplest learning
problem that is not linearly separable. In FNNs employing BPL, even the construction of a
simple XOR network requires repeated training with the four XOR patterns. In fact, we
programmed a single-hidden-layer network with two hidden units based on BPL. Fig. 9
represents the output of two diﬀerent XOR networks. The diﬀerence in the convergence
of the two networks primarily depends on the initial conditions of interconnection weights.
In order to perform binary logic operations by the IDS method, the input domain is divided
by two. Data spreads on the x–y plane are applied at either (0,0), (0,1), (1,0) or (1,1).
Fig. 10 represents the output of the IDS model constructed as an XOR function.
Neural networks can create diﬀerent hypersurfaces between sparse training data points.
As shown in Fig. 9, the response of a trained XOR is either approximately 0 or approx-
imately 1 in the neighborhood of the point (0.5, 0.5). On the other hand, the IDS model
can respond with a value of 0.5 or any arbitrary value in regions devoid of any training
data. This is an important property for dealing with uncertainty.3.2. Regression problem of Hwang’s ﬁve-function set
Function approximation is a general tool used to evaluate the generalization perfor-
mance of modeling techniques. Hwang et al. [9] ﬁrst used the following ﬁve nonlinear func-
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Fig. 9. Two diﬀerent converged XOR networks.
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Fig. 10. Output of IDS model constructed as an XOR function.
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g1ðx1; x2Þ ¼ 10:391ððx1  0:4Þðx2  0:6Þ þ 0:36Þ:
• Radial function:
g2ðx1; x2Þ ¼ 24:234ðr2ð0:75 r2ÞÞ
r2 ¼ ðx1  0:5Þ2 þ ðx2  0:5Þ2
• Harmonic function:
g3ðx1; x2Þ ¼ 42:659ðð2þ x1Þ=20þReðz5ÞÞ
z ¼ x1 þ ix2  0:5ð1þ iÞ
or equivalently, with ~x1 ¼ x1  0:5, ~x2 ¼ x2  0:5.
g3ðx1; x2Þ ¼ 42:659ð0:1þ ~x1ð0:05þ ~x41  10~x21~x22 þ 5~x42ÞÞ:
• Additive function:
g4ðx1; x2Þ ¼ 1:3356ð1:5ð1 x1Þ þ e2x11 sinð3pðx1  0:6Þ2Þ
þ e3ðx20:5Þ sinð4pðx2  0:9Þ2ÞÞ:
• Complicated interaction function:
g5ðx1; x2Þ ¼ 1:9ð1:35þ ex1 sinð13ðx1  0:6Þ2Þex2 sinð7x2ÞÞ:
Fig. 11 graphically represents these functions. According to the standard test conditions
of this benchmark, 225 random points were used as the training set and 10,000 uniformly
distributed points were used as the test set. The test set can be obtained by setting c1 = 1
and c2 = 0 in (9). The model accuracy was measured using the FVU.
Many studies have compared the performance of FNNs using Hwang’s ﬁve-function set
[9–12]. Most of their benchmark results were based on the same test procedure described
above. However, many authors used a single training set for learning each function. In
such a case, the benchmark results can vary. In addition, they might have used a diﬀerent
data set. This indicates that it is not possible to determine the diﬀerence between the
regression performances estimated in two studies by diﬀerent authors. Hence, we used ran-
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Fig. 11. Graphs of ﬁve functions. g1, simple interaction; g2, radial; g3, harmonic; g4, additive; and g5, complicated
interaction.
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those of other studies.
The FVU values cited from three diﬀerent studies involving Hwang’s ﬁve-function set
are listed in Table 3. Hwang et al. [9] compared BPL and projection pursuit learning
(PPL). In the benchmark, a batch Gauss–Newton method was adopted for the BPL
and two types of PPLs were tested. One is supersmoother-based PPL, which is the stan-
dard PPL method, and the other is Hermite-polynomial-based PPL, which was proposed
by Hwang et al. Kwok and Yeung [10] investigated objective functions for training new
hidden units in constructive FNNs (CFNNs). Constructive algorithms begin with a small
network and add hidden units while adjusting their weights until an optimal network is
Table 3
Accuracies of FNNs in the regression of the ﬁve-function set
Ref. Model Function
g1 g2 g3 g4 g5
[9] BPL based on Gauss-Newton method
(5 hidden units)
0.001 0.065 0.506 0.080 0.142
BPL based on Gauss-Newton method
(10 hidden units)
0.001 0.002 0.183 0.003 0.021
PPL supersmoother (3 hidden units) 0.000 0.010 0.355 0.021 0.135
PPL supersmoother (5 hidden units) 0.000 0.007 0.248 0.000 0.028
PPL Hermite (3 hidden units) 0.000 0.009 0.075 0.001 0.049
PPL Hermite (5 hidden units) 0.000 0.000 0.000 0.001 0.015
[10] CFNN with S1 0.021 0.029 0.269 0.036 0.121
CFNN with
ﬃﬃﬃﬃﬃ
S1
p
0.011 0.028 0.247 0.037 0.111
CFNN with S2 0.095 0.426 0.547 0.636 0.610
CFNN with
ﬃﬃﬃﬃﬃ
S2
p
0.024 0.031 0.275 0.031 0.134
CFNN with S3 0.003 0.020 0.306 0.027 0.160
CFNN with
ﬃﬃﬃﬃﬃ
S3
p
0.003 0.018 0.288 0.030 0.167
CFNN with Scascor 0.025 0.027 0.265 0.031 0.121
CFNN with Sfujita 0.004 0.047 0.444 0.070 0.246
CFNN with Ssqr 0.007 0.038 0.573 0.185 0.294
[11] Standard CFNN with sigmoidal activation
functions (10 hidden units)
0.048 0.097 0.551 0.073 0.206
Proposed CFNN with Hermite polynomial
activation functions (10 hidden units)
0.031 0.027 0.197 0.076 0.095
Standard CFNN with sigmoidal activation
functions (20 hidden units)
0.043 0.048 0.303 0.050 0.111
Proposed CFNN with Hermite polynomial
activation functions (20 hidden units)
0.026 0.019 0.082 0.027 0.039
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ﬃﬃﬃﬃﬃ
S1
p
, S2,
ﬃﬃﬃﬃﬃ
S2
p
, S3,
ﬃﬃﬃﬃﬃ
S3
p
, Scascor, Sfujita,
and Ssqr) in the benchmark. These functions are described in [10]. They performed 100
independent trials in which diﬀerent training sets were generated. In each trial, they
recorded the lowest FVU among 15 networks ranging from 1 to 15 hidden units. The val-
ues listed in Table 3 are averages obtained from the 100 trials. Ma and Khorasani [11]
studied a CFNN using Hermite polynomial activation functions. The activation functions
of the hidden units in an FNN are usually the same; typically, they are sigmoidal or radial
basis functions. In the proposed scheme, the activation functions of the hidden units are
assigned successively from the lowest to the highest order orthonormal Hermite polynomi-
als. Thus, the activation functions of each hidden unit are diﬀerent. In the benchmark, the
proposed CFNN was compared with a standard CFNN whose sigmoidal activation func-
tions were identical.
In IDS modeling, we divided the input domain into many partitions in order to deal
with complex functions; we tested six-, seven-, eight-, and nine-partition IDS models.
However, 225 random data points are insuﬃcient to generate narrow paths for these
IDS models. Thus, we used the large ink drop pattern deﬁned in Table 1, which is advan-
tageous only when a small amount of training data is available. It should be noted that
even by using the large ink drop pattern, we could not obtain complete narrow paths from
225 random data points. In this case, the optimal number of partitions is four or ﬁve.
Table 4
Accuracies of IDS Models in the regression of the ﬁve-function set
Number of
partitions
Function
g1 g2 g3 g4 g5
6 Mean 0.014 0.031 0.153 0.057 0.076
Standard deviation 0.006 0.007 0.026 0.015 0.015
7 Mean 0.015 0.027 0.132 0.060 0.062
Standard deviation 0.009 0.010 0.028 0.017 0.018
8 Mean 0.021 0.032 0.129 0.061 0.063
Standard deviation 0.014 0.012 0.032 0.015 0.016
9 Mean 0.027 0.035 0.122 0.067 0.064
Standard deviation 0.017 0.014 0.030 0.021 0.027
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and standard deviations of the FVU values obtained from 20 trials using diﬀerent training
sets. The results of the FNN models in Table 3 indicate that it is particularly diﬃcult to
approximate functions g3 and g5, and the convergence of FNNs depends on the complex-
ity of target functions. The accuracy of FNNs for simple functions is very high. In com-
parison with the FNN models, the accuracy of the IDS models is not signiﬁcantly aﬀected
by the complexity of target functions. For the complex function g3, the model accuracy in
the IDS method was relatively high. In the regression of g1, the model accuracy reduced
with an increase in the number of partitions. This implies that the regression of g1 does
not require many partitions and the optimal number of partitions for 225 random data
points is six or less. On the other hand, in the regression of g3, the model accuracy
increased with an increase in the number of partitions. Hence, it is concluded that the
regression of g3 requires many partitions due to its complexity. When an IDS model is
constructed with an excess number of partitions and an insuﬃcient amount of random
training data, the model accuracy is aﬀected by the uniformity of these data in the input
domain. This is conﬁrmed by the small and large standard deviations obtained for the six-
and nine-partition IDS models, respectively.
In the IDS method, although regression modeling with a small amount of training data
is disadvantageous, the results for 225 random data points were average in comparison
with those of several FNNs. As described in [11], the learning parameters of FNNs must
be predetermined in order that they can achieve the desired performance. In addition, ran-
dom initial weights aﬀect convergence. It is a signiﬁcant advantage that the IDS model
does not involve such intractability.3.3. Two-spiral problem
The classiﬁcation problem is a special case of the regression problem [10]. We evaluated
the modeling ability of the IDS method in terms of classiﬁcation. The two-spiral problem
[13] is a well-known classiﬁcation benchmark for supervised learning algorithms. In par-
ticular, FNNs have used the two-spiral problem to demonstrate the performance of new
architectures and algorithms. The test involves the classiﬁcation of two data sets that com-
pose the two spirals. Typically, each spiral comprises 97 data points. Thus, 194 data points
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condition:
r ¼ pðhþ 2pnÞ þ ro; ð10Þ
where r and h are the radius and angle, respectively. p and ro are the parameters that deter-
mine the size of the spiral, and n is an integer that represents the number of revolutions.
p = 1/p and ro = 0.5 are used as standard values.
Generally, single-hidden-layer networks based on standard BPL cannot perform stable
perfect classiﬁcations in the two-spiral problem. Simple gradient descent methods involve
numerous training iterations, which require a considerable amount of computational time.
Only FNNs with reﬁned architectures or algorithms can achieve 100% classiﬁcations with
fast convergence. By using cascade-correlation learning proposed by Fahlman and Lebiere
[14], it was possible to solve the two-spiral problem with fewer training iterations and a
smaller network size. Hwang et al. [15] indicated the drawback of cascade-correlation
learning that it is diﬃcult to achieve a high accuracy in regression modeling tasks. Their
projection pursuit learning network exhibited a good performance in both regression mod-
eling and classiﬁcation tasks. Jia and Chua [16] described the eﬀect of input data encoding
in which binary, weighted binary, gray, and temperature encoding schemes were tested.
These encoding schemes can rapidly increase the number of input units. It is considered
that the two-spiral problem can be solved by using many input units. A´lvarez-Sa´nchez
[17] proposed a knowledge-based neural network in which the radius and angle were used
as inputs. This takes advantage of the geometric nature of input patterns; the use of polar
coordinates is very eﬀective in the classiﬁcation of two spirals. Singh [18] used spiral data
expanded into a three-dimensional coordinate space. In this case, the position of the spi-
rals was determined by x, y, and z coordinates, and the z coordinate of the spirals was
equal to the mean of the x and y coordinates. Singh used eight features including the x,
y, and z coordinates as the input vector for the network. This expansion of spiral data into
three-dimensional coordinate space does not necessarily complicate the classiﬁcation of
the two spirals because of the additional information on the z coordinate.
As described above, many researchers have attempted to determine an eﬃcient solution
to solve the two-spiral problem in FNNs by employing input encoding schemes or using
preprocessing input data. It is evident that eﬀective input data encoding improves the per-
formance of FNNs. In other words, a supervised learning algorithm that can easily solve
complex classiﬁcation problems without adopting such techniques can serve as an excel-
lent algorithm. Therefore, we applied the IDS method based on the standard use to the
two-spiral benchmark, in the same manner as that of the previous benchmarks, without
geometrically preprocessing the spiral data. In IDS modeling, each input domain was
divided at regular intervals and the ink drop pattern of a medium size deﬁned in Table
1 was used.
The IDS method cannot solve the two-spiral problem if the number of partitions of the
input domain is insuﬃcient. First, we examined the minimum number of partitions that
could be used to achieve the perfect classiﬁcation of the spiral data and found that the
twelve-partition IDS model performed 100% classiﬁcation. Fig. 12 shows the spiral data
points separated into 12 partitions. When the model output at some data point was greater
than 0.6, the data point was classiﬁed as a white spiral. When the model output was lower
than 0.4, the data point was classiﬁed as a black spiral. The remaining range, 0.4 to 0.6, is
deﬁned as an invalid output. This rule has been frequently applied to the binary output of
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Fig. 12. Spiral data separated into 12 partitions for each input.
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input points closely set at regular intervals over the data plane.
Next, we examined the generalization ability of the IDS model. We adopted the eval-
uation method of [18]. Four test sets were generated by introducing an oﬀset in the train-
ing data: (xd + d, yd + d), (xd + d, yd  d), (xd  d, yd + d), and (xd  d, yd  d), where
(xd, yd) is the spiral data point, and d is the oﬀset to be added; accordingly, the total num-
ber of test points is 776. In this experiment, the input domain is [ 6.5, 6.5]2. When a small
oﬀset is introduced in the original spiral data points, one or two test points in each test set
are located outside the input domain. We excluded such points from the calculations of the
classiﬁcation rate.
Table 5 lists the average classiﬁcation rates of the test sets for the IDS models. The
number of partitions of each input domain was varied from 10 to 14. The results show that
the generalization improved depending on the number of partitions. Thus, we infer that-6
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Fig. 13. Output of twelve-partition IDS model constructed using a two-spiral data set (100% classiﬁcation
achieved).
Table 5
Classiﬁcation rate % of IDS models for the two-spiral benchmark
Oﬀset d Test set size Number of partitions
10 11 12 13 14
0 194 92.3 96.4 100 99.5 100
0.1 772 87.8 93.5 98.1 98.4 99.4
0.2 768 83.9 87.9 93.2 94.8 95.3
0.3 768 74.2 78.4 82.6 85.7 86.5
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standard FNN models. For example, the average rates for the test sets with oﬀsets 0.1, 0.2,
and 0.3 in Singh’s approach [18] were 96.5%, 91.0%, and 80.5%, respectively, although it
was tested in a three-dimensional coordinate space. Since the IDS model does not use such
randomly initialized parameters as the interconnection weights of FNNs, it can provide
the same learning time and classiﬁcation results for each trial.
In classiﬁcation problems, the use of a large ink drop pattern will considerably reduce
the classiﬁcation performance of IDS models. This is because as the ink drop pattern size
increases, wider ink drop patterns of diﬀerent classes overlap at the same x coordinate on
the x–y plane. By performing the same generalization test with the small ink drop pattern
deﬁned in Table 1, the average classiﬁcation rates of the test data sets for the twelve-par-
tition IDS model were found to be 99.0%, 94.7%, and 84.4% with oﬀsets of 0.1, 0.2, and
0.3, respectively.
4. Conclusion
In this paper, we evaluated the modeling ability of the IDS method using three bench-
marks. This method provides an ideal model for simple logic operations such as XOR. For
solving the regression problem by using the training set of 225 random data points, the
accuracy of the IDS model was satisfactory in comparison with the average generalization
performance of FNNs. Further, the IDS method ensures an accurate model for a larger
training set. This is evident from the modeling scheme of the IDS method, as described
in Section 2.4. In the two-spiral problem, the classiﬁcation performance of the IDS model
was excellent. The twelve-partition IDS model could easily solve the two-spiral problem
without using any geometric knowledge of the input data.
The benchmark results conﬁrmed that the IDS method is an eﬀective soft computing
tool. Moreover, we reported in [6,7] that the IDS model possesses excellent real-time capa-
bilities. For future study, we will apply the IDS method to practical real-time applications
in order to validate its eﬀectiveness.
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