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This paper introduces a new method for interpolation of Boolean
functions using Boolean polynomials. It was motivated by some
problems arising from computational biology, for reverse engineer-
ing the structure of mechanisms in gene regulatory networks. For
this purpose polynomial expressions have to be generated, which
match known state combinations observed during experiments.
Earlier approaches using Gröbner techniques have not been pow-
erful enough to treat real-world applications.
The proposed method avoids expensive Gröbner basis computa-
tions completely by directly calculating reduced normal forms. The
problem statement can be described by Boolean polynomials, i.e.
polynomials with coeﬃcients in {0,1} and a degree bound of one
for each variable. Therefore, the reference implementations men-
tioned in this work are built on the top of the PolyBoRi framework,
which has been designed exclusively for the treatment of this spe-
cial class of polynomials.
A series of randomly generated examples is used to demonstrate
the performance of the direct method. It is also compared with
other approaches, which incorporate Gröbner basis computations.
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
This work was originally motivated by some problems arising from computational biology, origi-
nally stated by Laubenbacher and Stigler (2004). One important issue in the ﬁeld of system biology
is to detect and model the causal behaviour of the mechanisms in gene regulatory networks (Kitano,
2002).
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from experimental data. They have presented an algebraic approach for the generation of Boolean net-
works, in which variables have only two possible states. For this purpose polynomial expressions were
generated, which match known state combinations observed during experiments. In order to obtain
compact formulations, they make use of Gröbner basis techniques (Buchberger, 1965) for generating
reduced normal forms.
Such systems can be described by Boolean polynomials, i.e. polynomials with coeﬃcients in {0,1}
and a degree bound of one for each variable. The PolyBoRi framework introduced earlier (Brickenstein
and Dreyer, 2009) is capable of eﬃciently handling these special kind of polynomials. It forms the
basis of the reference implementations mentioned in this work. Therefore, we start with a brief in-
troduction about both subjects and some basics from computational algebra.
In the following, a new approach is presented for direct computation of reduced normal forms.
The latter can be applied to the reverse engineering problems from computational biology. Note that
the proposed method does not make use of expensive Gröbner basis computations. Indeed, the setup
of a polynomial generating system is avoided completely.
Our previous work (Brickenstein and Dreyer, 2008) is extended by a review of an interpolating
technique earlier proposed by Armknecht et al. (2006). Furthermore, we will demonstrate how the
proposed data structure corresponds to the approach of Kebschull et al. (1992). Also, benchmarks of
several well-known examples were added to illustrate the eﬃciency of our direct procedures for the
computation of reduced normal forms.
2. Boolean polynomials
We are actually interested in modelling expressions from propositional logic as polynomials over
the ﬁnite ﬁeld with two elements. Allowing values from {0,1} only, the condition x = x2 holds for
all x ∈ Z2. Hence, we deal with elements of the polynomial ring P = Z2[x1, . . . , xn] restricted by
the ﬁeld equations
x21 = x1, x22 = x2, . . . , x2n = xn. (1)
This leads to a degree bound of one on each variable, and therefore we can restrict ourselves to a
certain class of polynomials in the following.
Deﬁnition 1 (Boolean polynomial). Let p ∈ Z2[x1, . . . , xn] be a polynomial, such that
p = a1 · xν111 · . . . · xν1nn + · · · + am · xνm11 · . . . · xνmnn (2)
with coeﬃcients ai ∈ {0,1} and νi j ∈ {0,1}. Then p is called a Boolean polynomial.
In our context it is enough to treat Boolean polynomials only, as they are exactly the canonical
representatives of residue classes in the quotient ring of Z2[x1, . . . , xn] modulo the ideal of the ﬁeld
equations 〈x21 + x1, . . . , x2n + xn〉.
Any Boolean polynomial p is deﬁned by the monomial terms xνi11 · . . . · xνinn occurring in it. Analo-
gously, the occurrences of the variables determine each term. One can assign a set Sp = {s1, . . . , sm}
to p consisting of different subsets sk , si = s j for i = j, of the variable vector {x1, . . . , xn}. Then Eq. (2)
can be rewritten as
p =
∑
s∈Sp
(∏
xν∈s
xν
)
. (3)
In fact, there is a one-to-one correspondence between the set of Boolean polynomials and the set
of all subsets of the power set of the variable vector {x1, . . . , xn} via the mapping deﬁned by Sp →∑
s∈Sp (
∏
xν∈s xν) = p.
For practical applications it is reasonable to suppose that Sp is sparse, i.e. the set is only a small
subset of the power set over the variable vector. One may also assume, that structured polynomi-
als – for instance, those containing repeated occurrences of the same subexpression – occur quite
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the strategies of the used algorithms have to be tuned to preserve them.
2.1. Binary decision diagrams
In this section, we give a rough overview about binary decision diagrams (BDDs) and their applica-
tion in the context of Boolean polynomials. A more exhaustive discussion can be found in Brickenstein
and Dreyer (2009). BDDs are widely used in various areas as a unique representation of large sets
which could not be constructed eﬃciently by an enumerative approach.
Deﬁnition 2 (Binary decision diagram). A binary decision diagram (BDD) is a rooted, directed, and
acyclic graph with two terminal nodes {0,1} and decision nodes. The latter have two ascending
edges (high/low or then/else), each of which corresponding to the assignment of true or false, re-
spectively, to a given Boolean variable.
A series of connected nodes of a BDD starting at the root and ending at the terminal node 1 is
called a path. In case that the variable order is constant over all paths, we speak of an ordered BDD.
The BDD data structure is compact and easy to handle (for a more detailed treatment of the subject
see Bryant, 1986, Bérard et al., 1999).
Deﬁnition 3. Let b be a binary decision diagram.
• The decision variable associated with the root node of b is denoted by root(b). If b is ordered,
then xi corresponds to the i-th variable, and one can uniquely identify a decision variable with
its index. In the latter case, for root(b) = xi , we set top(b) = i.
• Furthermore, then(b) and else(b) indicate the (sub)diagrams, linked to then- and else-edge,
respectively, of the root node of b.
• In addition, subset1(b, x) and subset0(b, x) denote the BDDs where all nodes associated
with x are replaced by their then- and else-branches, respectively. In particular, at root node
subset1(b, root(b)) = then(b) and subset0(b, root(b)) = else(b) hold.
• For two BDDs b1,b0, which do not depend on the decision variable x, the if–then–else operator
ite(x,b1,b0) denotes the BDD c, which is obtained by introducing a new node associated with
the variable x, such that we have root(c) = x, then(c) = b1, and else(c) = b0.
The set of all valid paths of a binary decision diagram can be used to represent the terms of
Boolean polynomials. Any Boolean polynomial p can be written as xi · p1 + p0, where xi is the variable
in p with the smallest index i, and p1 and p0 are Boolean polynomials not containing xi . Hence p
may be identiﬁed with a BDD b = ite(xi,b1,b0) where b1 and b0 are recursively deﬁned as those
diagrams corresponding to p1 and p0, respectively.
For instance, Fig. 1 shows some BDD variants for the polynomial p = x1 x3 + x3. The ﬁrst diagram
can easily be derived from p = x1 · p1 + p0, with p1 = x2 · (x3 · 0+ 0)+ x3 · 1+ 0 and p0 = x2 · (x3 · 0+
0) + x3 · 1+ 0.
Unlike other BDD approaches, the diagram paths do not represent the valid solutions of the
Boolean function behind p, but they form the sets {x1, x3} and {x3} corresponding to polynomial
terms directly.
For eﬃciency reasons it is useful to merge subdiagrams, i.e. if some edges point to equivalent
subdiagrams, those are forced to point to the same diagram and share it. The following deﬁnition of
the ZDD (sometimes also called ZBDD or ZOBDD) also utilises sparsity which means that zero-terms
are not stored.
Deﬁnition 4 (ZDD). Let z be an ordered binary decision diagram with equal subdiagrams merged.
Then z is called a zero-suppressed binary decision diagram (ZDD), if and only if those nodes are
eliminated, whose then-edges point to the 0-terminal.
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Note, in this case elimination means that a node n is removed from the diagram and all edges
pointing to it are linked to else(n). Fig. 1 illustrates this reduction step of a given BDD for the
polynomial x1 x3 + x3. In Fig. 1(a) the then-edge of the right node with decision variable x3 is pointing
to the 0-terminal. Hence, it can be safely removed, without losing information. As a consequence, the
then-edge of the x2-node is now connected to zero, and hence can also be eliminated. The effect of
the complete zero-suppressed node reduction can be seen in Fig. 1(b). Note, that the construction
guarantees canonicity of resulting diagrams (see Ghasemzadeh, 2005).
The ZDD-based representation of Boolean polynomials is equivalent to functional decision diagrams
which were introduced and utilised as an eﬃcient canonical representation for arbitrary Boolean func-
tions by Kebschull et al. (1992) as well as Kebschull and Rosenstiel (1993). They observed, that FDDs
combine the memory eﬃciency of binary decision diagrams with the lower complexity of the Reed–
Muller expansion. The latter can be used to generate FDDs recursively in the following way: a given
Boolean polynomial p with root variable root(p) = xi can be written as
p = xi · p1 + p0,
where p0 = p|xi=0 and p1 = p|xi=0 + p|xi=1. This is essentially the same decomposition
p = ite(xi, p1, p0),
which was used to characterise the ZDD structure above. Such kind of FDDs – or ROFDDs, in case that
a reduced and ordered variant is used – have already been used in the context of formal veriﬁcation
(for instance see Mukhopadhyay et al., 2007). Below, the combination with methods of computational
algebra will be elaborated. For this purpose some theoretical foundations are explained ﬁrst.
3. Basic notations
In this section, we recall some classical notions for the treatment of polynomial systems as well as
basic deﬁnitions and results from computational algebra. For a more detailed treatment of the subject
see Greuel and Pﬁster (2002) and the references therein.
Let P = Z2[x1, . . . , xn] be the polynomial ring over the ﬁeld Z2. A monomial ordering on P , more
precisely, on the set of monomials {xα = xα11 · . . . · xαnn | α ∈ Nn}, is a well-ordering “>” with the
following property: xα > xβ ⇒ xα+γ > xβ+γ , ∀γ ∈Nn .
Let f =∑α cα · xα (cα ∈ Z2) a polynomial. Then we call supp( f ) = {xα | cα = 0} the support of f .
Furthermore, if f = 0 then lm( f ) denotes the leading monomial of f , the biggest monomial
occurring in f with respect to “>”. Moreover, we set tail( f ) = f − lm( f ). If F ⊂ P is any subset, L(F )
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called a standard monomial for an ideal I , if m /∈ L(I).
Also, we recall that G ⊂ P is called a Gröbner basis of an ideal I ⊂ P , if the set {lm(g) | g ∈ G\{0}}
generates L(I) in the ring P and the inclusion G ⊂ I holds.
Let f , g1, . . . gm ∈ P , and let h1, . . . ,hm ∈ P . Then
f =
m∑
i=1
hi · gi ∈ K [x1, . . . , xn],
is called a standard representation of f with respect to g1, . . . , gm , if hi · gi = 0 for all i, or lm(hi ·
gi) lm( f ) otherwise.
We call a polynomial r the reduced normal form of f against G and denote it by REDNF( f ,G) if
and only if supp(r) ∩ L(G) = ∅ and f − r has standard representation with respect to G .
In the following, we assume for every ideal I , that it contains the ﬁeld equations. Hence, there
is a one-to-one correspondence between ideals and their varieties. Also, for a Gröbner basis G
REDNF( f ,G) depends on the common zeros of G only.
Given a set of points P , its vanishing ideal
I(P ) = { f ∈ Z2[x1, . . . , xn] ∣∣ f (p) = 0 for all p ∈ P}
is the set of all polynomials evaluating to zero on P .
4. The PolyBoRi framework
With PolyBoRi, we have implemented a framework for Polynomials over Boolean Rings based on
Python and C++, which provides high-level data types for Boolean polynomials and monomials, ex-
ponent vectors, as well as for the underlying polynomial rings. The ring variables may be identiﬁed by
their indices or by a custom string. Polynomial structures and monomials use ZDDs as internal storage
type, but this is hidden from the user. The current implementation uses the decision-diagram man-
agement from CUDD (Somenzi, 2005). Its functionality is included using interface classes which allows
an easy replacement of the underlying BDD system without extensive rewriting of crucial PolyBoRi
procedures. In order to improve some shortcomings of CUDD’s built-in C++ interface, the wrapping
of the its C-based routines was reimplemented with respect to Boolean polynomials.
In addition, basic polynomial operations – like addition and multiplication – have been imple-
mented and associated to the corresponding operators. In order to enable eﬃcient implementations,
these operations were reformulated in terms of set operations which are compatible with the ZDD
approach. This also applies to other classical functionality like degree and leading-term computation.
On top of this eﬃcient routines state-of-the-art Gröbner basis algorithms have been implemented (see
Brickenstein et al., 2009).
4.1. Polynomial operations
Boolean polynomial rings are motivated by the fact, that logical operations on bits can be refor-
mulated in terms of addition and multiplication of Z2-valued variables. Representing polynomials as
ZDDs these operations may also be implemented as set operations. For instance, adding the polyno-
mials p =∑s∈Sp (∏xν∈s xν), q =∑s∈Sq (∏xν∈s xν), with Sp and Sq as illustrated in Eq. (3) is just
p + q =
∑
s∈Sp+q
(∏
xν∈s
xν
)
, where Sp+q = Sp ⊕ Sq. (4)
Note that the symmetric difference on the right-hand side is A ⊕ B = (A ∪ B)\(A ∩ B) for sets A and B .
Although each of these three operations is already available for ZDDs, it is more preferable to have
them replaced by one specialised procedure. This avoids large intermediate sets (like Sp ∪ Sq) and
repeated iterations over both arguments. A suitable implementation of the Boolean polynomial addi-
tion is shown in Algorithm 1. Since the indices top(p) and top(q) are greater than i, the if–then–else
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Require: f , g Boolean polynomials
Ensure: h = f + g
if f = 0 then
h = g
else if g = 0 then
h = f
else if f = g then
h = 0
else
if isCached(+, f , g) then
h = cache(+, f , g)
else
set ν = top( f ), μ = top(g)
if ν < μ then
h = ite(xν ,then( f ),else( f ) + g)
else if ν > μ then
h = ite(xμ,then(g), f + else(g))
else
h = ite(xν ,then( f ) + then(g),else( f ) + else(g))
cache(+, f , g) = h
return h
operator ite(xi, p,q), which is equivalent to xi · p + q here, can be implemented cheaply by linking
then- and else-branches of the new root node for xi to p and q, respectively.
The procedure also includes a cache lookup. It can be implemented cheaply, because polynomials
have unique representations as ZDDs. Hence, previous computations of f + g can be reused. The
advantage of a recursive formulation is, that this also applies to those subpolynomials which are
generated by then( f ) and else( f ). Currently, the default settings of the underlying BDD library are
used for cache-size and related parameters. Fine-tuning and optimisation in this area are subject of
further research.
In a similar manner a kind of Boolean multiplication can be computed. For more details see the
overview article of Brickenstein et al. (2009). It is worth mentioning, that – to our knowledge –
the decision diagram operations, which are necessary to implement polynomial operations, have not
been treated very extensively yet. Although, Kebschull et al. (1992) present proofs of concept for
computation of the corresponding operations, the recursive nature and the uniqueness properties of
decision diagrams are not utilised for generating eﬃcient procedures. Also, standard BDD packages
like CUDD (Somenzi, 2005) do not have a similar implementation available yet.
The operations mentioned above are independent of the actual monomial ordering. It is a major
feature of PolyBoRi to make functions like the calculation of the leading term available for various
nontrivial “<”-relations. While the terms of a ZDD-stored polynomial can naturally be accessed in a
lexicographical way, this does not apply to other orderings.
In the following, we will always assume x1 > x2 > · · · and that the variables with smaller index oc-
cur on top of the decision diagram. By taking advantage of cache and uniqueness properties PolyBoRi
implements degree and block orderings with a reasonable small computational overhead.
5. Boolean interpolation
Following, special routines for the polynomial interpolation in the Boolean case are presented. Our
aim is the generation of multivariate polynomials corresponding to Boolean functions which are par-
tially deﬁned by given pairs of supporting points and function values. Although a typical application
of numerical mathematics, it was already treated in terms of computational algebra by Mourrain and
Ruatta (2002).
Prior to that Möller (1976) had connected computational algebra with interpolation theory. Sauer
(1998, 2001) showed that minimal polynomial interpolation is equivalent to reduction with respect to
Gröbner bases, i.e. one can switch from one to the other if it is more suitable for a given application.
For interpolating polynomials Möller and Sauer (2000) provide a concept using linear algebra. More
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the special case of Boolean rings. They have shown, that the interpolation problem can be reformu-
lated effectively as a sequence of linear equation systems. This allows to compute a polynomial which
fulﬁlls the given partial function deﬁnition. It is selected from a vector space whose basis is given as
a set of monomials. The latter is extended dynamically until one can verify that it is large enough
for generating an interpolation polynomial with the desired properties. By appending monomials to
the vector basis according to the given term order, one can ensure that a minimal polynomial is
generated, without the need of Gröbner basis techniques.
In contrast, the methods proposed in this paper directly operate on binary decision diagrams cor-
responding to the input data. Moreover, it is not necessary to compute the vector basis explicitly. The
resulting polynomial will automatically contain only standard monomials. In this way, we can also
generate results (in the structured case), where the set of standard monomials is too big to be rep-
resented directly in a computer. Storing such a basis as a list or vector of monomials fails because
of memory limitations. Subsequently, the lexicographically smallest Boolean interpolating polynomial
with respect to the interpolation data is generated.
In order to utilise the special properties of decision diagrams and Boolean polynomials, this will be
formulated in a recursive way. From the computational point of view it is also important to mention
that caching of the results corresponding to common subexpressions can be implemented easily. This
improves the overall performance of the algorithm for structured input data which typically occurs in
practical examples. In addition, an interpolation-based normal form algorithm will be formulated. It
yields further insights about the structure of the normal form in the Boolean case.
5.1. Interpolation problem
A partial Boolean function f : Zn2 → Z2 can be deﬁned by two disjoint subsets Z , O of Zn2,
where f (o) = 1 and f (z) = 0 for each z ∈ Z , o ∈ O . Given O and Z we can also denote f by bOZ .
The word partial implies that Z ∪ O may be a proper subset of Zn2. Given two partial Boolean func-
tions bO 1Z1 ,b
O 2
Z2
: Zn2 → Z2. We deﬁne the sum(
bO1Z1 + b
O2
Z2
) : Zn2 → Z2
by the mapping x → bO 1Z1 (x)+ b
O 2
Z2
(x) for all x ∈ (Z1 ∪ O 1)∩ (Z2 ∪ O 2). For this partial function deﬁni-
tion we search for a Boolean polynomial p, where the associated function f p is a specialisation of f ,
i.e. f p(x) = f (x) for each x ∈ O ∪ Z .
Algorithms for calculating this interpolation can be compared (see Section 5.5) in performance and
compactness of the result. Moreover, it would be worthwhile, if the output can be deﬁned by a simple
mathematical property.
In the following, we present a method with a very compact result which is lexicographically re-
duced with respect to the vanishing ideal of O ∪ Z . In this way, it can also be reinterpreted as fast
normal form computation against this ideal.
A partial Boolean function can be represented as a pair of two ZDDs Z and O in the following way:
A point v in Zn2 can be identiﬁed in the same way like the monomial x
v with a subset of 1, . . . ,n as
v ↔ {i | vi = 1}. In the same way, we can identify a set of points with a subset of the power set of
{1, . . . ,n} or a ZDD.
In this spirit, the addition of two partial Boolean functions could be expressed as follows in terms
of ZDD operations: Let D = (Z1 ∪ O 1) ∩ (Z2 ∪ O 2), then(
bO1Z1 + b
O2
Z2
)= b(O1⊕O2)∩D(Z1∩Z2)∪(O1∩O2).
5.2. Encoding
A vector v = (v1, . . . , vn) ∈ Zn2 can be encoded just by the set containing all variables xi , where
vi = 0. Analogously to polynomials a subset of Zn2 can be translated into a subset of the power set
of {x1, . . . , xn}. Using this encoding, we obtain a compact data structure for these kinds of sets which
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method. Also, eﬃcient caching of intermediate results for reuse is possible.
5.3. Zeros of a Boolean polynomial
In this section, we introduce an algorithm for computing the zeros of a given Boolean polynomial
in a (possibly proper) subset of Zn2. For illustration, a single Boolean vector v = (v1, . . . , vn) in Zn2 is
considered. One may deﬁne a sequence by setting p0 = p, and subsequently substituting all variables
by its corresponding Boolean value in v as pi = pi−1|xi=vi . This terminates ultimately in 0 or 1. Hence,
it proves whether v is a zero of p or not. For a set of vectors, one could do this evaluation element-
wise, but this naïve approach is not suitable for large sets. In contrast, using the encoding proposed
above, some common parts of the vectors may be treated simultaneously. Again, the resulting subset
may be encoded as a decision diagram “on the ﬂy” as Algorithm 2 shows.
Algorithm 2 Recursive zeros: zeros(p, S)
Require: Boolean polynomial p, S set of points in Zn2
represented as ZDDs
Ensure: zeros(p, S) = {s | s ∈ S and p(s) = 0}
if p = 0 then
return S
if (p = 1) or (S = ∅) then
return ∅
if S = ZDD({∅}) then
if p has constant part then
return ∅
else
return S
/* As from now p, S are certainly non-constant ZDDs. */
while top(p) < top(S) do
p = else(p)
i =min(top(p), top(S))
p0 = subset0(p, xi)
p1 = subset1(p, xi)
S0 = subset0(S, xi)
S1 = subset1(S, xi)
Z00 = zeros(p0, S0)
Z01 = zeros(p0, S1)
Z11 = zeros(p1, S1)
return ite(xi , S1\(Z01 ⊕ Z11), Z00)
Consequently, Algorithm 3 yields the remaining points. These are exactly those points, for which a
given Boolean polynomial evaluates to one.
Algorithm 3 Ones: ones(p, S)
Require: Boolean polynomial p, S set of points in Zn2
Ensure: ones(p, S) = {s | s ∈ S and p(s) = 1}
return S\zeros(p, S)
5.4. Normal forms against a variety
Normal forms are very hard to compute, in particular, if Gröbner bases calculations are in use. So,
it is a quite natural question, whether the latter may be avoided by introducing specialised methods
for calculating normal forms. The presented method works even without a generating system of the
ideal, i.e. in case it is just given in form of its variety.
Since ideals in the ring of Boolean polynomials are in one-to-one correspondence to subset of Zn2,
this problem is quite general. Moreover, the Gröbner basis of the ideal can be a much bigger object
than the corresponding variety.
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set of Boolean polynomials (we make use of the fact, that all non-zero coeﬃcients are one) by setting
p  q if and only if one of the following conditions holds:
• q = 0,
• p = 0, q = 0 and lm(p) > lm(q),
• p = 0, q = 0, lm(p) = lm(q) and tail(p) tail(q).
Lemma 5.1. Let I ⊃ 〈x21 + x1, . . . , x2n + xn〉 be an ideal, with I ⊂ Z2[x1, . . . , xn], p a Boolean polynomial, and
let G be a Gröbner basis of I . Then the following two statements are equivalent:
(1) p is the lexicographically smallest Boolean polynomial in p + I .
(2) REDNF(p,G) = p (i.e. p is reduced).
Proof. A polynomial is reduced, if and only if all its terms are reduced (standard monomials).
Let us assume that a term t of p is not reduced: Then there exists an f ∈ G , such that t can be
rewritten by f modulo I . Applying the ﬁeld equations the result is again a Boolean polynomial. In
this way, we have constructed a smaller Boolean polynomial in p + I .
On the other hand, let p be reduced. Assume, there exists a smaller polynomial q in the same
residue class. We may assume that lm(p) = lm(q). Then we know from general Gröbner basis theory
that REDNF(p,G) = REDNF(q,G). Since p is reduced, it follows p = REDNF(q,G) and p − q has a
standard representation (each summand has a leading term smaller or equal to lm(p) = lm(p − q)).
Hence, it follows that one of the summands in this representation has lm(p) as leading term and
p is not reduced. 
In order to show the basic principles of interpolating with Boolean polynomials, we provide a
simple interpolation procedure given in Algorithm 4. If two sets Z and O of vectors are given, we can
Algorithm 4 interpolate_simple(bOZ )
Require: bOZ a partial function deﬁnition.
Ensure: interpolate_simple(bOZ ) = p with f p = bOZ on Z ∪ O
if Z = ∅ then
return 1
if O = ∅ then
return 0
i =min(top(O ), top(Z))
Z1 = subset1(Z , xi)
Z0 = subset0(Z , xi)
O 1 = subset1(O , xi)
O 0 = subset0(O , xi)
he = interpolate_simple(bO0Z0 )
ht = interpolate_simple(bO1Z1 ) + he
return xi · ht + he
reduce the interpolation problem to the case, where the i-th index of all vectors is 0. For this purpose
let Z0, O 0 denote the sets of those vectors whose i-th entry is zero (subset-0 points). Analogously, for
given S ∈ {Z , O } let the set S1 = {(v1, . . . , vi−1,0, vi+1, . . . vn) | v ∈ S and vi = 1} denote the subset-1
points.
First, we calculate an interpolation he for Z0 ∪ 00. In the second step, we may continue with
an interpolation h of the subset-1 points in Z1 ∪ 01. One could combine both recursively generated
results to xi · h + he , but this yields wrong results for vectors in O 1 ∩ O 0. This can easily be ﬁxed
by cancelling those terms already treated by he . In this case, it can be done just by adding he to h
because the terms with xi do not inﬂuence the behaviour on Z0 ∪ O 0. For this reason he is computed
ﬁrst.
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not adjust the bigger terms (those with xi : xi · ht ) to the smaller terms (those without xi), but do
the opposite. So we would like to compute ht ﬁrst. The problem is, if we want to calculate the
then-branch of the interpolation polynomial ht , then we have to know the value he takes on the
interpolation points speciﬁed for ht . Moreover, we should not specify more interpolation points than
needed for ht , as for every point in Z1 ∪ O 1, which does not lie in Z0 ∪ O 0 (subset-0 points), the
value of the function can be adjusted by he . Luckily the behaviour of he on (Z1 ∪ O 1) ∩ (Z0 ∪ O 0)
is predictable and this gives exactly the set of interpolation points which we will specify for ht . This
approach is incorporated in Algorithm 5.
Algorithm 5 interpolate_smallest_lex(bOZ )
Require: bOZ a partial function deﬁnition.
Ensure: interpolate_smallest_lex(bOZ ), smallest Boolean polynomial p with respect to lex. with f p = bOZ on Z ∪ O
if Z = ∅ then
return 1
if O = ∅ then
return 0
i =min(top(O ), top(Z))
Z1 = subset1(Z , xi)
Z0 = subset0(Z , xi)
O 1 = subset1(O , xi)
O 0 = subset0(O , xi)
/* C forms the set of conﬂict points between 0 and 1-subsets */
C = (Z1 ∪ O 1) ∩ (Z0 ∪ O 0)
f = bO1Z1
g = bO0Z0
ht = interpolate_smallest_lex( f + g) /* f + g is only deﬁned on C */
F = ones(ht , ((Z1 ∪ O 1)\C))
/* non-conﬂict subset1 terms affected by else branch */
w = b((O1\C)⊕F )∪O0((Z1\C)⊕F )∪Z0
he = interpolate_smallest_lex(w)
return xi · ht + he
Example 5.2. We want to compute a minimal interpolation polynomial for bOZ using Algorithm 5,
where
Z = {(0,0,0), (1,1,0), (1,0,1)}, O = {(1,0,0), (0,1,0), (0,1,1)}.
In order to reduce the problem, we compute the cofactors with respect to the ﬁrst variable and skip
the ﬁrst component which is always zero. This yields
Z1 =
{
(1,0), (0,1)
}
, O 1 =
{
(0,0)
}
, Z0 =
{
(0,0)
}
, O 0 =
{
(1,1), (1,0)
}
.
Hence f + g = b{(1,0),(0,0)}∅ which implies ht = 1. Here, we get the ﬁrst impression of the reason why
the algorithm actually returns the minimal interpolation polynomial: Since ht is ﬁnally multiplied
by x0, it is the lexicographically biggest part of our computation. We specify a minimal set of inter-
polation points. In this case, it is even possible to fulﬁl this partial function deﬁnition by the constant
polynomial 1. For
w = b{(1,1),(1,0),(0,1)}{(0,0)}
we recursively obtain he = interpolate_smallest_lex(w) which equals x1 · x2 + x1 + x2. This gives us
the result:
interpolate_smallest_lex
(
bOZ
)= x0 · ht + he
= x0 + x1 · x2 + x1 + x2.
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Lemma 5.3. Let S be a set of non-constant Boolean polynomials, v the smallest top variable occurring in S
(biggest index: max{top( f ) | f ∈ S}), S  p = v · p1 + p0 (v not occurring in p1 , p0). Then p is the lexi-
cographically smallest polynomial with respect to lexicographical monomial ordering if and only if p1 is the
minimal cofactor in S and for all g = p with g = v · p1 + g0 holds: g0 > p0 .
Proof. This lemma is a consequence of the fact, that if p = v · p1 + p0 with v as top variable, all terms
in which v occurs are bigger than those without v . So these are considered ﬁrst in lexicographical
comparison of Boolean polynomials. 
Theorem 6. Algorithm 5 returns an interpolation polynomial which is the lexicographically smallest polyno-
mial with respect to lexicographical monomial ordering under all polynomials interpolating the same function
on P .
Proof. We can assume that all recursive calls deliver a polynomial with the desired property.
It can be checked easily that the result provides an interpolation of the speciﬁed function by doing
case considerations.
To see that it is minimal, we use the previous lemma for minimality: First, we have to check
that ht is chosen minimal. By our assumptions the recursion returns a minimal polynomial under the
speciﬁed properties. Thus, we know that it is minimal under all possible choices for the then-branch
ht of our interpolation polynomial, fulﬁl the speciﬁed condition (which means that the recursive call
chooses the minimal polynomial out of the full set of candidates). We just have to check that all
conditions are necessary for the then-branch of an interpolation polynomial.
In fact, we only prescribe the behaviour of ht on all conﬂicting points, such originally prescribed
points which occur in both combinations: those, with index i set to 0 on the one hand (denoted
by C0), and index i set to 1 on the other (C1). As the set C in the algorithm is already projected to 0
in the i-th component, we can denote this by
C1 = {cxi=1 | c ∈ C} and C0 = C .
For these points we have the following situation:
∀c ∈ C0: he(c) = he(cxi=1), cxi=1 ∈ C1, (xi · ht)(c) = 0.
No matter what ht we choose, we get for every suitable he
he(c) = 1 ⇔ c ∈ O 0 for all c ∈ C0.
We conclude that for all c ∈ C1 the equality ht(c) = 1 holds if and only if
(cxi=0 ∈ O 1 and cxi=0 ∈ Z0) or (cxi=0 ∈ O 0 and cxi=0 ∈ Z1).
These conditions on ht are equivalent to the partial Boolean function deﬁnition f + g . Thus the spec-
iﬁcation f + g for our then-branch contains only necessary interpolation points and recursively we
get a minimal interpolation polynomial for this part. By this we fulﬁlled the ﬁrst condition of our
lemma and calculated a minimal ht under all interpolation polynomials. Note, that if we branch at an
index i, which is not the biggest possible for an interpolation, ht will be just zero. Therefore, this is
also compatible with the lemma.
Having the correct ht , we have to check, that under all Boolean interpolation polynomials of the
form xi · ht + he , we choose a minimal he . The behaviour as function of he is uniquely determined
on Z ∪ O by ht and the prescribed interpolation values, and this is just, what our recursive call for
calculating he does: passing these (possibly adjusted) values. Since all candidates for he need to fulﬁl
this condition, we really get the full sets of candidates and by recursion a minimal else-branch. 
The following lemma combines the well-known Propositions 4 and 8 from Cox et al. (2007, Chap-
ter 5, §3).
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respect to I(P ) in Z2[x1, . . . , xn] has the same cardinality as P :
|S| = |P |.
Hence, we have an obvious upper bound for the number of terms of reduced normal forms.
Corollary 5.5. Let f ∈ Z2[x1, . . . , xn] be a Boolean polynomial, P a set of points in Zn2 . Then a reduced normal
form g = REDNF( f , I(P )) has at most |P | terms.
Algorithms 2 and 5 can be combined to compute a reduced normal form without using Gröbner
bases.
Algorithm 6 Reduced lexicographical normal form against variety
nf_by_interpolate( f , P )
Require: Boolean polynomial f , P set of points in Zn2.
Ensure: nf_by_interpolate( f , P ) = NF( f , I(P ))
Z = zeros( f , P )
return interpolate_smallest_lex(bP\ZZ )
Theorem 7. Algorithm 6 calculates a lexicographical normal form of f with respect to a Gröbner basis of the
ideal
I(P ) = {g ∈ Z2[x1, . . . , xn] ∣∣ g(p) = 0 for all p ∈ P}.
Proof. First note: A reduced normal form against a Gröbner basis G does not depend on the particular
choice of G , but only on the ideal generated by G . Moreover, since Boolean polynomials are in one-
to-one correspondence to Boolean functions, each Boolean polynomial representing the same function
on P , lies in the same residue class modulo I(P ). A normal form g = NF( f ,G) of a polynomial against
a Gröbner basis G can be characterised, to be the unique reduced polynomial, since g = NF(g,G),
where g + 〈G〉 = f + 〈G〉. So we have to show for given f , and P :
(1) nf_by_interpolate( f , P ) represents the same function restricted to P as f .
(2) nf_by_interpolate( f , P ) is reduced.
The ﬁrst claim holds by the correctness, as we have already proven that nf_by_interpolate returns
indeed an interpolating function. The reducedness follows from Lemma 5.1. 
Next, Algorithm 7 computes the standard monomials of an ideal of a variety which is given as a
set of points.
Algorithm 7 Standard monomials of I(P ): standard_monomials_variety(P )
Require: P a set of points in Zn2.
Ensure: S = {t | ∃ reduced p ∈ I(P ): t term of p}
S = ∅
while |P | = |S| do
Z = random_subset(P )
p = interpolate_smallest_lex(bP\ZZ )
S = S ∪ supp(p)
S = {t term | ∃s ∈ S: t divides s}
return S
The minimal elements of the remaining Boolean monomials are exactly the leading monomials of
the minimal Gröbner basis. Hence, Algorithm 8 can be used to determine the size of the basis without
explicitly computing it.
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Require: P set of points in Zn2.
Ensure: leading_monomials_variety(P ) = L(I(P ))
T = {t Boolean term in Z2[x1, . . . , xn]}
R = T \standard_monomials_variety(P )
return minimal_elements(R)
Theorem 8. Assume that the probability distribution of the choice of random subsets Z are independent
equipartitions for each point p ∈ P and form independent experiments. Then the probability p for the main
loop of Algorithm 7 passing more than k iterations is less or equal to
1−
(
1− 1
2k
)|P |
.
Proof. For the analysis for the algorithm, we can ignore the step including term, which divide already
found terms, as this only reduces the number of needed iterations. For a random subset Z ⊂ P , the
probability that a standard monomial t occurs in the interpolation is 12 . The probability that a term t
does not occur in k experiments is 1
2k
. Since the probability distribution of independent equipartitions
on P result in independence on the set of standard monomials, the probability that all |P | standard
monomial occur in k experiments is (1− 1
2k
)|P | . 
All presented set operations – except the random_subset procedure – have been implemented in
a decision diagram-style recursive approach. In particular, there is no problem to represent the set of
terms T with 2n elements in it, as the number of ZDD-nodes is just n (in this case).
Algorithm 9 Reduced lexicographical Gröbner basis of I(P )
Require: P set of points in Zn2.
return {t + nf_by_interpolate(t, P ) | t ∈ L(I(P ))}
Algorithm 9 shows that it is even possible to compute the complete Gröbner basis of I(P ) just
having this normal form algorithm. However – of course, the actual value of this section is the com-
putation of normal forms without generating the Gröbner basis.
5.5. Practical experiments
In this section, we consider randomly generated examples and show that we can still compute lex-
icographical normal forms, where the computation of the full Gröbner basis seems to be practically
unfeasible. These generating systems are usually quite big. In fact for Table 1 with our experiments,
the size of the Gröbner basis was computed by the function leading_monomials_variety of Algo-
rithm 8 which returns the leading ideal. This is much cheaper than computing the Gröbner basis
itself (at least using Algorithm 9 as you can see in the following). If you consider the size of the
Gröbner basis s, the number of points |P |, the cost of a single normal form N . Then the cost of com-
puting the leading ideal is approximately log(|P |) · N and for the Gröbner basis s · N (if you like, you
can assume that s has the same dimension as |P |). This is of course no exact complexity analysis, but
gives impression of the computation problem.
For computing the normal form against the variety, neither the Gröbner basis is needed, nor the
leading ideal, but just a single call of nf_by_interpolate. This is much easier, in particular because the
Gröbner basis in the biggest example in this listing has about 600000 elements. Due to the random
nature of our examples, we expect the tail of each basis element quite dense in the set of standard
monomials which has size |P |, 500 000 in this example.
Our timings have been done on an AMD Dual Opteron 2.2 GHz (we have used only one CPU)
with 16 GB RAM running Linux. We used random sets of points and random partial functions in 100
variables. Note that random data is supposed to be the worst case scenario for PolyBoRi, as using
caching techniques our algorithms work better on structured polynomials.
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Interpolation vs. Gröbner approaches.
# smallest lex. interpolate_simple #
points time/1 s length time/1 s length basis
100 0.01 42 0.00 12771 287
500 0.06 249 0.01 ≈ 2.9× 1010 1943
1000 0.29 508 0.01 ≈ 8.1× 1013 3393
5000 5.53 2552 1.47 ≈ 4.5× 1023 10319
10000 19.78 5020 37.18 ≈ 1.6× 1026 17868
50000 250.95 25012 82929
100000 897.85 50093 162024
200000 3488.61 99868 296697
500000 20336.02 249675 636542
We were not able to run interpolate_simple on the bigger example, since the memory consumption
was too high. On the other hand, this algorithm shows nice performance to simplicity in the small
examples (mainly, as the expensive call to zeros is missing). In this sense, these results conﬁrm, that
our algorithm is able to compute normal forms without Gröbner basis up to a magnitude, in which it
seems impossible to compute the Gröbner basis on nowadays machines in reasonable time.
5.5.1. Structured examples
The results illustrated in Table 1 clearly indicate that the proposed procedure can be used for
handling large sets of points. But the PolyBoRi framework cannot show its full potential here because
the example was generated from random data. Hence, the points were chosen rather generically. In
contrast, PolyBoRi can deal even better with structured data, as present in real-world examples. In
order to obtain such a kind of benchmark in a comprehensible and scalable way, we consider a series
of examples derived from J. Conway’s Game of Life, see Gardner (1971). It has already been used by
Gerdt and Zinin (2008) to compare the performance of their Boolean Gröbner basis implementation
with those of Singular (Greuel et al., 2005) and PolyBoRi. Each example life(i) is deﬁned by a
polynomial in i + 1 variables x0, . . . , xi of the form
pi = xi + xi−1(σi−2 + σi−3 + σ3 + σ2) + σi−2 + σ3, (5)
where σk is the symmetric polynomial of degree k in x0, . . . , xi−2. The zero set of pi is used as the
set of supporting points for a partial function deﬁnition. In order to have a nontrivial partition into
points, which map to zero and one, respectively, we decided to use parity decomposition here, i.e.
points with an even number of non-zero entries mark the set of zeros for the interpolation problem,
while the remaining points deﬁne the ones. Of course, a parity decomposition of any set may be
interpolated by the polynomial
∑i
0 xi , but the latter may not have the desired minimality property.
As it can be seen from the number of terms, in our examples the minimal interpolation polynomial
looks much different. The ﬁrst part of Table 2 summarises the complexity of input data and results,
as well as the computation time for some of these examples.
In addition, adder(n) denotes a problem based on a bit-level implementation of an n-bit adder,
which was modelled in terms of Boolean polynomials by Brickenstein and Dreyer (2009). Let a =
(a0, . . . ,an−1) and b = (b0, . . . ,bn−1) be the variable vectors of the inputs which are given as n-bit
words. The output variables corresponding to an n-bit word and one carry bit are denoted by c =
(c0, . . . , cn). Following, we select those points as supporting points, for which the n-bit addition a +
b = c holds. This can be described by ci = ai + bi + carryi−1 for i = 0, . . . ,n − 1, and cn = carryn .
Each carryi denotes a Boolean polynomial which is deﬁned recursively by carry−1 = 0 and carryk =
ak · (bk + carryk−1) + bk · carryk−1. Again, the above decomposition is used to deﬁne the sets of ones
and zeros. The results are also shown in Table 2.
One can conclude, that the proposed procedures can easily handle problems arising from very large
supporting sets, in particular, if those are structured. The (almost instantaneous) result is computed
in such a way that intermediate results will not blow up extensively. Also, PolyBoRi’s sophisticated
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ts Nodes Degree Time/1 s
268 58 9 0.00
39348 458 49 0.01
323698 958 99 0.01
418498 4958 499 0.09
336998 9958 999 0.22
092498 24958 2499 0.59
131054 75 17 0.00
934558 155 33 0.01
× 1019 315 65 0.01
× 1038 635 129 0.02
× 1077 1275 257 0.03
× 10154 2555 513 0.05Table 2
Structured examples.
Example Variables Prescribed ones Prescribed zeros Resu
Points Nodes Points Nodes Poin
life(10) 11 660 63 364 50
life(50) 51 7.03× 1014 503 4.22× 1014 410
life(100) 101 7.92× 1029 1053 4.75× 1029 869
life(500) 501 2.04× 10150 5453 1.22× 10150 4469 41
life(1000) 1001 6.69× 10300 10953 4.01× 10300 8969 332
life(2500) 2501 > 10308 27453 > 10308 22469 5202
adder(16) 49 2155872256 204 2139095040 204
adder(32) 97 9.22× 1018 428 9.22× 1018 428 8589
adder(64) 193 1.70× 1038 876 1.70× 1038 876 3.68
adder(128) 385 5.78× 1076 1772 5.78× 1076 1772 6.80
adder(256) 769 6.70× 10153 3564 6.70× 10153 3564 2.31
adder(512) 1537 8.98× 10307 7148 8.98× 10307 7148 2.68
52 M. Brickenstein, A. Dreyer / Journal of Symbolic Computation 48 (2013) 37–53data structures allow to store the result, although it has a large number of terms. This is due to the
fact that the number of decision diagram nodes stays rather small in contrast to the number of terms.
6. Conclusions
Driven by an application from computational biology, we have introduced a new method for inter-
polation of Boolean functions using Boolean polynomials. Even without Gröbner basis methods, the
approach introduced in this paper can be used to calculate reduced normal forms of polynomials.
These are applicable for ﬁnding compact behavioural models during the reverse engineering of dis-
crete systems, which arise in system biology. The latter were described by combinations of Boolean
states resulting from experimental data.
Finally, series of randomly generated and structured examples was used to illustrate, that the pro-
posed method is superior to those approaches, which incorporate Gröbner basis computations. This is
due to the fact, that its Gröbner basis is too large to be treated by nowadays computers in reasonable
time. In contrast, our method short-cuts directly to the calculation of reduced normal forms.
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