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RESUMEN
En este artículo se presenta los algoritmos de extrac-
ción de características. clasificación y verificación de
imágenes de huellas dactilares en grandes bases de
datos. los cuales han sido implementados en nuestro
trabajo de tesis. Se ha empleado técnicas sofisticadas de
procesamiento de imágenes en las diferentes etapas del
sistema. en la etapa de extracción de características se
ha localizado el punto central de la huella a través del
índice de Poincaré y usando un banco de filtros de Ga-
bor 2D se ha obtenido su representación característica
denominada FingerCode; en la etapa de clasificación se
ha utilizado algoritmos de k-vecindad y redes neurona-
les y en la etapa de verificacion se ha utilizado el algo-
ritmo de distancia de Euclides. Se han realizado prue-
bas del sistema en la base de datos denominada Finger-
print Verification Competition (FVC).
ABSTRACT
In this article it is presented the extraction algorithms of
characteristic. classification and verification of images
of fingerprints in big databases. which have been
implemented in our thesis work. It has been used
sophisticated techniques of image processing in the
different stages of the system. in the extraction stage of
characteristic the central point of the print has been
located through the index of Poincaré and using a bank
of filters of Gabor 2D ilS denominated characteristic
representation FingerCode has been obtained; in the
classification stage it has been used k-nearest neighbor
and neural networks. and in the verification stage the
algorithm of distance of Euclides has been used. lt has
been carned out tests of the system in the denominated
database Fingerprint Verification Competition (FVC).
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1. INTRODUCCIÓN
La huella dactilar es uno de los identificadores de ma-
yor éxito frente a otras tecnologías biométricas existen-
tes. Por este motivo. vienen siendo utilizadas con mu-
cha fiabilidad para establecer la identidad de las perso-
nas en las áreas: policial. civil y comercial.
Los sistemas de identificación basados en huellas dacti-
lares actuales hacen uso de una de sus características
conocidas como minucias. las cuales son utilizadas por
los expertos forenses para el reconocimiento automáti-
co de la identidad de un individuo. Sin embargo. los
algoritmos para el reconocimiento automático de hue-
llas dactilares basados en las minucias no son eficientes
por el alto costo computacional. la sensibilidad al ruido
de la imagen y porque sólo consideran la información
singular de la huella. dejando de lado la información
global que ésta presenta. Por consiguiente. ha surgido
la necesidad de explorar nuevas representaciones de
huellas dactilares basadas principalmente desde la
perspectiva de la visión computacional y del reconoci-
miento de patrones [Pajares & De la Cruz. 2002].
El trabajo presentado en este artículo. utiliza la repre-
sentación basada en la investigación pionera de Salil
Prabhakar. en donde se analizan las huellas dactilares
como patrones de texturas orientadas. desde donde se
extraen representaciones de texturas invariantes combi-
nando la información discriminatoria global y local. Se
presenta la aplicación de esta representación para la
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implementación de un sistema automático de identifi-
cación de impresiones dactilares (AFIS); un AFIS está
compuesto de varias etapas de procesamiento, siendo
las más resaltantes: la extracción de características, la
clasificación y la coincidencia.
En la etapa de extracción de características se obtiene
un vector denominado FingerCode cuyos valores repre-
sentan a la huella dactilar. En la etapa de clasificación,
el FingerCode, obtenido de la etapa anterior, es clasifi-
cado en una de entre cinco clases, para lo cual se utiliza
dos clasificadores. En la etapa de coincidencia, hacien-
do uso del cálculo de la distancia Euclidea. se determi-
na el grado de similitud que existe entre el FingerCode
de entrada con el conjunto de los FingerCodes de la
clase a la que pertenece. En un sistema AFIS el sistema
automáticamente selecciona un determinado número de
huellas coincidentes para que posteriormente el perito
forense determine la huella dactilar perteneciente al
individuo por identificar.
JI EXTRACCIÓN DE CARACTERÍSTICAS
En el esquema propuesto de texturas orientadas primero
se determina el punto central en la imagen de la huella
dactilar y una región circular alrededor de este se define
como la región de interés, la cual es dividida en secto-
res; cada sector se normaliza a una media y varianza
constante, la región de interés normalizada es filtrada
usando un banco de filtros de Gabor 20; la varianza de
los niveles de gris en un sector cuantifica la subyacente
estructura de cresta y se define como una característica.
La unión de estas características constituyen un vector,
denominado FingerCode. Así, las características captu-
ran la información local y la enumeración ordenada en
la sectorización captura las relaciones globales inva-
riantes entre los patrones locales. La simbología utili-
zada en este trabajo se explica a continuación:
Una imagen digital de una huella dactilar en escala de
grises 1, está definida como una matriz MxN, donde
(u,v) representa la intensidad del píxel de la u-ésima
fila y la v-ésima columna. El campo direccional 11>,es
definido como una matriz PxQ, donde l1>(i,j) repre-
senta la dirección promedio normal a las crestas del
bloque (i,j) de la imagen original, P", M Y Q:;; N. Una
imagen es dividida en un conjunto de bloques no tras-
lapados wxw y una única orientación local de cresta es
definida para cada bloque; p = LMI ",J y Q =LNIIV j.
La imagen de regiones R, es definida como una imagen
PxQ donde R(i.j) indica la categoría del bloque (i,j) de
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la imagen original: Un bloque (i,j) con valor O indica
una región no reéilperable. Un bloque (i,j) con valor I
indica una región recuperable. El punto de referencia o
punto central (uc' vc)' es definido como el punto de
máxima curvatura en la imagen de huella dactilar. La
región de Interés S, es definida como la colección de
todos los sectores circulares alrededor del punto cen-
tral.
2.1 Cálculo del FiugerCode
Los cinco principales pasos son:
o Encontrar el punto central en la imagen de la huella
dactilar.
• Sectorizar la imagen en regiones circulares.
• Normalizar cada una de las regiones o sectores
circulares.
o Filtrar la imagen en cuatro direcciones usando un
banco de tiltros de Gabor 20.
o Calcular la varianza de los niveles de gris en los
sectores alrededor del punto central en las imáge-
nes filtradas para definir el vector de características
(FingerCode).
2.1.1 Localización del Punto Central
Las huellas dactilares tienen muchos hitos de importan-
cia y cualquier combinación de ellos deberá ser usado
para establecer el punto de referencia. Se define el pun-
to de referencia como el punto de máxima curvatura de
la concavidad de las crestas en las imágenes de huellas
dactilares, como se muestra la figura 1.
.,..~--... ; \ I I,-. '. \ I i, ". , /~--~"\, \ \ , I, \ 1. \ I /I /I X, \ , • \ \, '. , \ / // , \ Ii { . • \, '. -../ .1( ¡' " 1. \ \ .. II \ " .-, I , '. --.--,,'" .-, : \ \ ,. .-I . /, '._---_.,,"
Crestas Concavas Crestas Convexas
Figura I - Crestas convexas y cóncavas
Para detectar el punto central (u"v,) se implementa el
algoritmo basado en la relación que presenta el punto
central con el punto singular ca re de una imagen de
huella dactilar, propuesto en [Jain, et al., 1999]. El pro-
cedimiento se describe a continuación:
o Se divide la imagen 1, en bloques no traslapados
de tamaño wxw.
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8i = (i%k)(2n/ k)
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" "r=.(u-uc)-+(v-vc)-
8 = tan -1 «u - uc) /( v - ve))
Para todo i = {O•.... , B.k -I}
El valor de k debe ser escogido basado en el intercam-
bio entre la información local y global requeridas para
una particular aplicación. el valor de b debe ser escogi-
do basado en la resolución dpi de la imagen y la distan-
cia promedio entre crestas en una imagen de huella
dactilar. Una vez que los valores de los parámetros son
escogidos para una aplicación, éstas se definen como
El parámetro b define el ancho de las bandas concéntri-
cas dependiendo de la resolución (en dpi) de la imagen.
El parámetro k es el número de sectores considerados
en cada banda y controla la captura de la información
global versus la información local dependiendo de la
aplicación. El parámetro B es el número de bandas
concéntricas consideradas alrededor del punto de refe-
rencia y depende del tamaño de la imagen y de la reso-
lución dpi que presente. Los valores para los paráme-
tros B, b Y k son determinados empíricamente; el valor
de B debe ser establecido de tal manera que capture la
máxima cantidad de detalles de crestas y valles.
Figura 2 - Pasos para la detección del punto central de
la imagen
donde:
en un número de sectores Si. donde el sector i-ésimo
es. calculado en términos de los parámetros (r. 8), a
través de la ecuación 1.
~ ~
Se estima la orientación local de cada bloque, im-
plementando el algoritmo que calcula el promedio
del gradiente cuadrado desarrollado en [Bazen &
Gerez, 2000J, obteniendo así el campo direccional
de la imagen de la huella dactilar <11.
Se obtiene la imagen de regiones R de la imagen de
la huella dactilar.
Se determina a través del cálculo del índice de
Poincaré el punto core de la huella dactilar, si-
guiendo los pasos descritos en [Jain & Karu, 1996].
Si son detectados dos core, el centro es asignado a
la coordenada del punto core con el menor valor de
u (core superior). Si únicamente es detectado un
core se toma a éste como punto central. Si no se de-
tectan puntos core (huella tipo Arch) se calcula la
transformada de ca varianza de <11 para determinar
el centro de la huella. siguiendo los pasos siguien-
tes:
Para cada punto (i.j) de <11 perteneciente a una
región reconocible de la imagen de la huella dacti-
lar, se toma una sub matriz de dimensiones qxq
centrado en (i,j) denotada por lij' Todos los puntos
de la sub matriz Iij deben pertenecer a una región
reconocible.
Se calcula la matriz de covarianza de IijY se de-
termina el máximo eingenvalor que presente. Este
será el valor de la transformación de covarianza en
(i,j).
Los dos pasos anteriores son repetidos para los
valores de i y j pertenecientes a una región recono-
cible, obteniendo así la transformación de cova-
rianza'l' .
La matriz '1' es umbral izada, obteniéndose la ima-
gen binarizada '1' U, de donde determinamos sus
componentes conectados [Gonzales & Wintz,
1974]. Se considera que el centro de la imagen de
la huella dactilar es el centro geométrico del com-
ponente conectado de mayor área [Jain, et al..
1999].
El centro hallado es a continuación corrido 40 pixe-
les hacia abajo para futuros procesamientos basa-
dos en el hecho que la mayoría de la información
de importancia de una huella dactilar reside en la
parte inferior. Ver figura 2.
2.1.2 SectorizaciÓIl
Luego de obtener el punto central de la imagen, se ex-
trae una " . ' .reglOn CIrcular a la cual se ha denommado
regiónde't' f d 'd'm eres con arma a por un numero eterrnl-
nado de bandas. Cada banda está a su vez subdividida
•
•
•
•
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•
•
)
a
1
ELECT 'RONICA - UNMSM N° 12.Diciembredel 2003
14
2.1.4 Filtrado
Figura 4 • Diagrama de filtrado de la huella dactilar
El proceso es representado en la figura 4.
!al
,VI
constantes. La banda más profunda (círculo) no es usa-
da para la extracción de características debido a que los
sectores en esta región están próximos al punto de refe-
rencia conteniendo muy pocos pixeles y por consi-
guiente. la extracción de características en esta región
no es muy fiable. En la figura 3. se muestra los pasos
necesarios para la sectorización circular de la imagen
de la huella dactilar.
pur¡TOCEr.¡R;.l.
Figura 3 - Obtención de la región de interés
La región de interés normalizada es filtrada en diferen-
tes direcciones usando un banco de filtros de Gabor 2-
D simétricos [Prabhakar. 200 l J. los cuales son de pasa
banda de orientación y frecuencia selectiva y tienen en
el dominio espacial. la siguiente forma general:
2.1.3 Normalización
Donde M o y Va son los valores de la media y va-
rianza deseados respectivamente. estos deberán tener
los mismos valores a través de todos los conjuntos de
entrenamiento y de prueba. La normalización es una
operación realizada píxel por píxel la cual no cambia la
claridad de las estructuras de crestas y valles. sino úni-
camente permite la supresión de ruido.
Antes del filtrar la imagen de la huella dactilar. se nor-
maliza las intensidades de los niveles de grises de cada
sector a una media y varianza constante. la normaliza-
ción es realizada para remover los efectos del ruido y la
distorsión no lineal debido a las diferentes presiones de
la huella al ser impresa. Si Mi y Vi indican la varian-
za y la media estimada para el sector Si respectiva-
mente. y Ni (u. v) el valor normalizado del nivel de
gris del píxel (u. v). Para el sector Si. la imagen nor-
malizada es definida como:
Ni (u, v) =
,Va.
MO+ ..,--il(u. v)-Mi
~Vi
¡Va'
Mo- .- I(u v)-M-I
"0 V: ' )
'¡ i
.Sl I(u. v) >Mi
caso contrario ..
2
G(x.y;f.S) =expbl[ ~; + ~';]¡COS(21tf.X') 3
Donde.
x'= x.sen(S) + y.cos(S)
y'= x.cos(S) - ysen(S)
Para aplicar los filtros de Gabor 2D a una imagen. se
requiere especificar tres parámetros: La frecuencia de la
onda sinusoidal f. la orientación de los filtros S. las
desviaciones estándar de las envolventes Gaussianas
Ox y OY' La frecuencia. f es establecida como la in-
versa del valor promedio de la distancia (periodo) entre
crestas es decir a l/S. para imágenes tomadas a 500dpi.
La orientación S determina el número de imágenes
filtradas; así un filtro de Gabor 2D orientado a 0° acen-
túa las crestas que son paralelas al eje x y suaviza las
crestas en otras direcciones. Los filtros orientados a
otras direcciones trabajan de una manera similar. Los
valores para 0x Y 0y. son establecidos a 4.0 (sobre la
mitad del promedio de la distancia entre crestas). el
filtraje se realiza en el dominio espacial con una másca-
ra de tamaño 33x33 y es la que mayor tiempo consume
en la fase de extracción de características.
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2.1.5 Vector de Característícas
F (u v) el píxel en la posición (u,v) de la imagenSea iS '
d la dirección 8 perteneciente al sector Si; elfiltra a en
valor de la característica ViS, es calculado a través de
la relación:
4
donde
K. es el número de pixeles en Si
1
¡liS es el promedio de los valores de los pixeles de FiS
en Si'
•
•
•
•
Estructural.- está basada en la organización rela-
cional de las características de bajo nivel en estruc-
turas de mayor nivel. Esta organización puede re-
presentarse a través de estructuras de datos simbó-
licos que permitan una organización estructural de
la información.
Estadística.- usa vectores de características y atri-
butos espaciales de la huella para desarrollar una
visión geométrica de un patrón, produciendo un es-
pacio de medidas multidimensionales.
Basada en redes neuronales.- en donde un sistema
de auto-aprendizaje utiliza las direcciones de las
crestas y otros aspectos en imágenes de huellas
dactilares como entrada de entrenamiento para dife-
renciar las diversas clases.
Basada en múltiples clasificadores.- en donde se
utilizan dos o más clasificadores para ejecutar la ta-
rea de clasificación.
ViS define los componentes del vector de característi-
cas FingerCode, semejante al [risCode introducido por
Daugman [Daugman, 1993].
El problema de la clasificación automática de huellas
dactilares consiste generalmente en asignar una de Cin-
co clases predeterminadas conocidas como: Arch (A),
Tented Arch (T), Left Loop (L), Right Loop (R) y
Whorl (W), tal como se muestra en la Figura 5.
3.11ntroduccíÓIl
III. CLASIFICACIÓN DE HUELLAS
DACTILARES
Un número considerable de técnicas de clasificación
han sido desarrolladas [Leong, 200 1], entre las más
importantes se tiene:
Una estrategia convencional para reducir el número de
comparaciones cuando se está frente a una base de da-
tos de gran tamaño es agrupar la misma en un número
preestablecido de subconjuntos de huellas con caracte-
rísticas similares, de modo que la comparación de la
huella de entrada se realice con el subconjunto al que
pertenece en lugar de compararlo con todo el universo
de huellas de la base de datos, mejorando así el tiempo
de respuesta en el proceso de reconocimiento.
VEAlIOlOARCO"'¡¡;ULolSl Pf;~SHllA'Nl;;¡;J.lA PRESHIUoEXTEA"lAARCO PlANO
Figura 5 - El Sistema de Clasificación Henry
La tarea de clasificación requiere una asignación con-
sistente y fiable, basada generalmente en la extracción
de macro-características, tales como la estructura global
de las crestas y singularidades; es un complejo proble-
ma de reconocimiento de patrones debido a la pequeña
variabilidad entre clases diferentes y la gran variabili-
dad entre huellas de la misma clase. Además. las imá-
Genes usualmente contienen ruido, haciendo este proce-e
so aún más difícil.
Sin embargo, la dificultad de este esquema consiste en
que el número de clases no está uniformemente distri-
buido en las bases de datos (aproximadamente 90% de
huellas dactilares pertenecen a sólo tres clases: R, L Y
W) y la existencia de huellas ambiguas que hacen que
el sistema los clasifique erróneamente.
IIII
Basada en reglas.- es comúnmente usada por los
expertos para clasificación manual, en donde las
huellas son clasificadas de acuerdo al número y la
posición de los puntos singulares.
Sintáctica.- describe a los patrones a través de sím-
bolos terminales y reglas de producción, es necesa-
ria la aplicación de un lenguaje formal para la des-
cripción y el reconocimiento de patrones relaciona-
dos Con las imágenes.
•
•
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3.2 Algoritmo de Clasificación
El esquema mostrado en la figura 6, fue propuesto por
[Jain, et al., 1999], que considera la extracción de ca-
racterísticas mullicanal o basadas en filtros (FingerCo-
de) dándole prioridad a las características estructurales
de la huella dactilar, junto con un clasificador de dos
bloques o etapas, considerando su versatilidad y posibi-
lidad de cualquier combinación entre otros métodos.
da, donde k es un número natural especificado por el
usuario. Una vez que las huellas cercanas han sido ob-
tenidas, el número de puntos de cada clase en éste sub-
conjunto es contado. La clase que más tiene ocurrencia
es la asignada a la imagen de entrada.
Dado un patrón de entrada X a clasificar, la regla de
clasificación k-NN está basada en aplicar el siguiente
algoritmo:
,1
3.2.2 Segullda Etapa - Clasificador Basado en Redes
Neuronales
Estos clasificadores tienen varias opciones de diseño
que deben ser ajustadas automáticamente de los datos
(preferiblemente) tales como la métrica. el número k de
vecinos, el conjunto de prototipos y su tamaño .
• Paso 1.- Encontrar los k patrones más cercanos a X
en el conjunto de prototipos que pertenecen a una
clase, a través del uso de una métrica de distancia
(Euclídea) entre la huella de entrada y las de
entrenamiento.
• Paso 2.- Contabilizar las dos clases más probables
del subconjunto obtenido del paso anterior y asig-
nar las dos clases más probables por mayoría de
votos entre las k huellas vecinas.
',\;'.1 \.;
'.\_~.l. \.:
_~ __ L.....,
I,
!
I
I
).l"ll'l'lc-;'l \
-'.\I!, \.:'
, Cl5;l~. 1
~~"0l<"'l011
"..•" ~
"( \:.
. ,--
, ':.
.'. "
\\.1
\\.\:--
\\.1.---
---;¡-¡- - -
l.
- ..• -
1- -
I-J - 1- - _ ..•
-1- --
f"- .ce --
_. -
-
. . .-~.-
=c:...:
. .
ENTRENAMIENTO
1 CONJUNTOS
~\¡;- +li-:::; I
Figura 6 - Esquema de clasificación.
Las características del FingerCode utilizado para el
proceso de clasificación son: 8 sectores por banda. 6
bandas, 4 orientaciones, resultando un vector de carac-
terísticas de 192 valores. Para hacer la clasificación
más sencilla, se considera el doble del número de cla-
ses. de manera que se discriminen las cinco clases en
pares. Como primera etapa se utiliza un clasificador "k-
vecinos cercanos" para lograr las dos clases más proba-
bles y luego en la segunda etapa un banco de diez redes
neuronales clasificadoras de dos clases para manejar
más sutiles discriminaciones.
3.2.1 Primera Etapa - Clasificador K-Vecinos Cerca-
IIOS (k-NN)
El clasificador k-NN es ampliamente usado debido a su
alta precisión y simplicidad. La idea básica detrás del
k-NN es la ubicación de sus vecinos cercanos. Se de-
terminan las dos clases más probables de una huella de
entrada acuerdo a las dos clases más comunes de las
huellas que se encuentran cercanas de ésta. La regla de
decisión primero encuentra las k huellas del conjunto
de entrenamiento más cercanas al FingerCode de entra-
Muchos de los métodos propuestos para esta tarea están
basados en el uso redes neuronales. como la mostrada
en la figura 7, debido a su capacidad de aprender de
ejemplos, a su habilidad de operar en paralelo y a su
superior desempeño para trabajar con datos ruidosos e
incompletos. Las redes neuronales implementadas para
la segunda etapa de clasificación son diez redes mulli-
capa con conexiones hacia delante o feedforward. en-
trenadas con el algoritmo de aprendizaje de retropropa-
gación de errores [J. Freeman & Skapura. 1993J.
Las redes neuronales están basadas en un modelo ma-
temático de elementos de procesamiento no lineales
denominados neuronas. Estas redes presentan dos fases
de operación: La fase de propagación en la que se apli-
ca el FingerCode se aplica a las neuronas de entrada
cuyas respuestas se va propagando hasta la salida para
obtener la clase asignada. La fase de entrenamiento en
el que el algoritmo de aprendizaje emplea que una téc-
nica de búsqueda del gradiente que minimice el errol
esperado entre el FingerCode actual y su clase corres,
pondiente.
Un teorema trascendental fue realizado por Kolmogo.
rov, el que demuestra que un perceptrón de 3 capa,
con N(2N + 1) nodos no lineales que se incrementan d,
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Figura 7 - Estructura de red neuronal multicapa imple-
mentada.
anera continua puede ser usado para generar cual-
;uier función continua requerida por un clasificador. A
ontinuación se descnben los pasos del algontmo de
~prendizaje de la red neuronal para la tarea clasifica-
ción, una descripción más detallada sobre este algont-
Ola se describe en [Martín del Brío &. Malina, 2003].
Se ha utilizado los parámetros descritos a continuación
para obtener la representación del FingerCode para el
proceso de coincidencia tomando en cuenta que las
imágenes son de tamaño 256x256 pixeles, escaneada a
500 dpi. El número de bandas concéntricas fue de 5,
cada una con un ancho de 15 pixeles y segmentada en
dieciséis sectores (k= 16). Así, se tuvo un total de 16 x
5 = 80 sectores (SO hasta 579) y la región de interés es
un círculo de radio 75 pixeles. centrado en el punto de
referencia. Ochenta características para cada una de las
ocho imágenes filtradas proporcionan un total de 640
(80 x 8) características por imagen de huella dactilar.
La coincidencia de las huellas dactilares está basada en
la determinación de la distancia euclídea entre los co-
rrespondientes FingerCodes, la invarianza a la trasla-
ción es establecida por la identificación del punto de
referencia. Sin embargo. la aproximación para la inva-
rianza a la rotación es lograda por la rotación cíclica de
las características en el FingerCode. Un único paso de
rotación corresponde a un vector de características ro-
tado 22.5", una rotación por R pasos corresponde a un
vector de características rotado Rx 22.5°. El FingerCo-
IV. COINCIDENCIA DE HUELLAS
DACTILARES
Aunque las crestas poseen información discriminatoria,
el diseño de un algoritmo fiable para analizar la coinci-
dencia de huellas dactilares en forma automática es
muy desafiante, debido a las deformaciones no lineales
y ruido presentes en ¡as imágenes de huellas dactilares.
Las técnicas más populares para la coincidencia de
huellas dactilares pueden ser clasificadas en dos catego-
rías: basadas en minucias y basadas en correlación. Las
técnicas basadas en minucias típicamente analizan la
coincidencia de dos conjuntos de minucias realizando
primero la alineación de los dos conjuntos y luego con-
tando el número de minucias coincidentes. Una de las
principales dificultades es la extracción fiable de las
minucias en imágenes de impresiones dactilares de
pobre calidad. Las técnicas basadas en correlación ana-
lizan la coincidencia del patrón global de crestas y va-
lles viendo si las crestas se alinean. La técnica más
simple es alinear las dos imágenes de huellas dactilares
y substraer la entrada de la plantilla para ver si las cres-
tas se corresponden; sin embargo, esta técnica presenta
muchos problemas. La representación basada en banco
de filtros no se ir.cluye en éstas categorías. esta técnica
captura los detalles locales y globales a través del Fin-
gerCode. El algoritmo de coincidencia para esta repre-
sentación está basado en el cálculo de la distancia eu-
clídea entre los correspondientes FingerCodes siendo
el proceso de comparación sumamente rápido.
-
-
Cap.'l2Capa 1
Paso 1.- Inicializar los pesos y los umbrales, ajustar
todos los pesos y los umbrales a valores aleatorios
pequeños (:t0.5).
Paso 2.- Presentar una entrada y la salida deseada,
presentar un vector de entrada formado por valores
continuos y los valores de salida asociados (en este
caso todas las salidas excepto una tendrán valores
de O).
Paso 3.- Calcular las salidas actuales para cada
nodo
Paso 4.- Adaptar los pesos, usar un algoritmo re-
cursivo iniciando con los nodos de salida y regre-
sando hacia la primera capa oculta.
Paso 5.- Repetir el Paso 4 hasta la convergencia. si
la diferencia entre algún elemento de la salida de-
seada y la salida actual es mayor que un cierto va-
lor de error E entonces volver al Paso 4 hasta que
se tenga un valor de E aceptable; si no ir al paso 6.
Paso 6.- Repetir a partir del Paso 2
Cada red tiene 192 neuronas de entrada. de 20 a 40
~euronas en la capa oculta y dos neuronas de salida.
ada red es entrenada usando solamente los patrones
co.rrespondientes a dos clases del conjunto de entrena-
mIento. Por ejemplo, la red que distingue entre R y W
es entrenada us d I I 'R W an o so o os patrones etiquetados con
y en el conjunto de entrenamiento.
•
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Capa O -
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de obtenido después de R pasos de rotación es dado
por:
5
i'= (i + k - R)%k + L(i/k)Jk
S'= (S + 180° + 22.5° x( -R))%1800
i E [0,1,2,L ,79],
SE [0° ,22.5° ,45° ,67.5° ,90° ,112.5° ,135° ,157.5°]
Ví~es el FingerCode rotado, Vi,S' es el FingerCode
original.
Para cada huella en la base de datos, se almacena cinco
plantillas correspondiente a las siguientes cinco rota-
ciones del correspondiente FingerCode:
vi.VíSI•V¡~,V¡~.V¡~. El FingerCode de entrada es
comparado con las cinco plantillas almacenadas en la
base de datos para obtener cinco diferentes puntuacio-
nes de coincidencia. La mínima de estas cinco puntua-
ciones de coincidencia corresponde al mejor alinea-
miento de la huella dactilar de entrada con las huellas
dactilares de la base de datos. Puesto que la generación
de plantillas y almacenamiento en la base de datos es
un proceso off-line la tarea de coincidencia es extre-
madamente rápida. el tiempo de verificación todavía
depende del tiempo tomado para generar una plantilla
para la imagen de prueba.
V. MEDIDAS DE RENDIMIENTO
El comportamiento de un sistema biométrico basado en
huellas dactilares con un umbral de decisión especifico.
puede ser mostrado a través de las siguientes tasas bási-
cas de medida:
• FAR.- Es una medida de la probabilidad que la
huella dactilar de un impostor sea aceptada por el
sistema. Hace referencia a la situación donde el sis-
tema biométrico verifica erróneamente la legitimi-
dad del individuo, es decir representa el porcentaje
de usuarios no autorizados que son incorrectamente
identificados como usuarios válidos y por lo tanto
aceptados por el sistema.
• FRR.- Es una medida de la probabilidad que la
huella dactilar de un individuo autorizado sea re-
chazado, no esta influenciado por una coincidencia
de uno a muchos. Hace referencia a la situación
donde el sistema biométrico rechaza erróneamente
la legitimidad del individuo, o sea representa el
ELECTRÓNICA - UNMSM
porcentaje de usuarios autorizados que son inco-
rrectamente rechazados por el sistema.
Ambos parámetros son funciones del grado de seguri-
dad deseado. Para una aplicación determinada el grado
de seguridad deseado se define mediante el umbral de
decisión. Por ejemplo, para el ingreso a una instalación
militar se exige un alto valor para el umbral de deci-
sión, implicando que pocos impostores sean aceptados
como personal autorizado (FAR muy pequeña) y mu-
chas personas autorizadas sean rechazadas (FRR muy
alto). Por otro lado, el acceso a una maquina ATM
requiere un valor pequeño para el umbral de decisión,
implicando que una fracción pequeña del personal auto-
rizado sea rechazada (FRR muy bajo). mientras que un
número mayor de impostores será aceptado (FAR muy
alto).
Las medidas de rendimiento para los sistemas de clasi-
ficación consisten fundamentalmente de dos indicado-
res:
• Matriz de Confusión.- describe los errores cometi-
dos para cada clase, es una matriz comparativa en-
tre la clase verdadera (filas) versus las clases asig-
nadas (columnas) por el clasificador. Una matriz de
confusión de un clasificador ideal contendrá valo-
res numéricos altos solamente en la diagonal prin-
cipal, siendo los valores restantes cero.
• Precisión.- es un indicador global que nos muestra
el porcentaje de la base de datos que ha sido correc-
tamente clasificada, éste valor depende de si se ha
considerado algún criterio de rechazo a las imáge-
nes de huellas que contienen información muy po-
bre para ser clasificada.
VI. RESULTADOS EXPERIMENTALES
Las pruebas de los algoritmos descritos en las secciones
anteriores fueron realizadas utilizando las imágenes de
huellas dactilares del Fingerprint Verification
Competition (FVC) [Maio, et al., 2002J, el cual
contiene cuatro bases de datos identificadas como: DB I
capturadas por un sensor óptico Touch View II de
Identix, DB2 capturadas por un sensor óptico FX2000
de Biométrica. DB3 capturadas por un sensor
capacitivo lOOSC de Precise Biometrics y DB4 huellas
sintéticas generadas. Cada una de las bases de datos
contiene 880 imágenes de huellas dactilares. Hemos
trabajado fundamentalmente con la base de datos DB 1,
cuyas imágenes han sido recortadas a 256x256 píxeles,
para obtener mayor velocidad de procesamiento,
utilizando el programa de edición de imágenes
PhotoShop.
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l t pa de clasificación es necesario determinar~ aea .
. ntalmente el valor de k para el pre-c1aslficadorexpenme
NN éste valor depende fuertemente de la base de
~~tos'a emplear, respecto a la calidad de las imágenes y
a la cantidad de imágenes presentes. En el. esquema
implementado, las diez redes neuronales reqUIeren dlfe-
tes cantidades de neuronas en la capa oculta para el
:;renamiento, según la complejidad de la discrimina-
ción de las huellas dactilares. Una desventaja del sIste-
ma de clasificación implementado es que al no estar
uniformemente distribuidas las clases preestablecidas
de las huellas se tiene un número no uniforme de mues-
traS de entrenamiento para las redes neuronales, lo que
da como consecuencia una pobre generalización para
ciertas clases. Por lo tanto, para obtener una adecuada
generalización de las redes implementadas se requiere
un número de huellas en la base de datos de acuerdo a
la arquitectura de la red. Para la base de datos utilizada
se requiere de una arquitectura pequeña para asegurar
una adecuado error de generalización, la figura 8 mues-
tra una curva de error al entrenar una de las diez redes
neuronales, estos resultados fueron obtenidos después
de aproximadamente una hora de entrenamiento.
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Figura 9 -Curva experimental de comparación entre los
indicadores FAR y FRR.
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La FRR es creciente y la FAR es decreciente y ambas
presentan como rango [O, 1] puesto que son probabili-
dades. El umbral de decisión correspondiente a la inter-
sección de ambas graficas es conocido como tasa de
cruzamiento o EER (Equal Error Rate) y en nuestra
experiencia toma el valor de 0.1. Estas graficas han
sido obtenidas sin la habilitación de la opción de recha-
zo. es decir, ninguna huella ha sido rechazada por no
haberse obtenido una adecuada región de interés, lo-
grando un 85% de acierto en todos los procesos de
coincidencia realizados.
j
i
1
J
Los resultados experimentales tanto para la coinciden-
cia como para la clasificación fueron obtenidos en una
PC Pentium l de 130MHz y 256 RAM, los programas
fueron implementados en Matlab 5.3, tomando en cuen-
ta que la coincidencia se realiza con los FingerCode de
las huellas dactilares, el tiempo de comparación míni-
mo es alrededor de 0.1 s, el tiempo de clasificación es
aproximadamente 5 s. El mayor tiempo computacional
es invertido al momento de obtener el FingerCode.
alrededor de 45 s.
VII, CONCLUSiONES
N° 12.Diciembredel 2003
Se ha realizado el estudio e implementación de
algoritmos eficientes para el reconocimiento de
imágenes de huellas dactilares basados en el vector de
características denominado FingerCode, mostrando su
robustez y eficiencia, además de sus puntos más
débiles, tales como la correcta localización de la región
de interés.
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Figura 8 - Curva de entrenamiento de la red neuronal
que discrimina entre W y R,
El clasificador de dos etapas implementado ha obtenido
una '" ,precISlon del 90% SIn la opción de rechazo. Aun-
que .este clasificador es robusto al ruido y es capaz de
cl~lficar correctamente muchas de las huellas de baja
cahdad, falla sobre algunas huellas de muy baja calidad
donde no hay in~ ., dd I orrnaClOn e crestas en la parte central
de a huella. En huellas de baja calidad es muy difíciletectar corre t Ic amente e punto de referencia.
En la ligu 9
b . ra se muestra la orafica de la FRR y la FARo tentdas de Id"', .umb I a etapa e cOIncidencia con diferentes
ra es de decisión.
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El desarrollo de éstos algoritmos nos permite la bús-
queda de nuevas alternativas y mejoras a los sistemas
de identificación biométrica basada en huellas dactila-
res, así como el estudio de técnicas de paralelización de
éstos algoritmos utilizando procesadores digitales de
señal, dispositivos lógicos programables complejos e
incluso clusters de computadores.
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