In this work, we debut a new implementation of IP-Glasma and quantify the pre-equilibrium longitudinal flow in the IP-Glasma framework. The saturation physics based IP-Glasma model naturally provides a non-zero initial longitudinal flow through its pre-equilibrium Yang-Mills evolution. A hybrid IP-Glasma+MUSIC+UrQMD framework is employed to test this new implementation against experimental data and to make further predictions about hadronic flow observables in Pb+Pb collisions at 5.02 TeV. Finally, the non-zero pre-equilibrium longitudinal flow of the IP-Glasma model is quantified, and its origin is briefly discussed.
Introduction
Quark Gluon Plasma (QGP), a near perfect fluid of deconfined quarks and gluons, is believed to be formed in heavy ion collisions conducted at RHIC and the LHC. Phenomenological studies seek to constrain the parameters of the existing theoretical models by comparison to experimental data, and Run 2 at the LHC provides a new opportunity to do so. In this work, the IPGlasma+MUSIC+UrQMD hybrid model will be employed to study Pb+Pb collisions at 2.76 TeV and 5.02 TeV. In creating a new implementation of IP-Glasma [1, 2] , without altering the underlying physics, we aim to further explore the parameter space of the model. Before testing the efficacy of this implementation it is useful to briefly review some key features of IP-Glasma.
IP-Glasma Implementation
The IP-Glasma model determines the saturation scale for the small-x gluons via the IP-Sat model [3] , which is related to the color charge density through Q s ≈ 0.5g 2 µ.
Color charge fluctuations inside each nucleus are then sampled at each position in the transverse plane using the MV model [4] 
The gauge fields of the two incoming nuclei, denoted as A and B, respectively, are obtained by solving the YangMills equations in the Lorentz gauge, which reduce to the 2-dimensional Poisson equation. The gauge fields are initialized on the light cone with the usual Color Glass Condensate [5] boundary conditions,
and evolved in the forward light-cone using the sourceless classical Yang-Mills equations,
as implemented on the lattice [6] . After evolving to a switching time of τ sw = 0.4 fm, the stress energy tensor is constructed from the chromo-magnetic and chromoarXiv:1704.07680v1 [nucl-th] 13 Apr 2017 electric fields [18] ,
where
to yield the hydrodynamic quantities u µ and . These represent the local flow velocity and energy density, respectively.
Centrality Determination
The IP-Glasma model is made up of small-x gluons, that can be approximated as classical gluon fields due to their high occupation number. These gluon fields can interact with one another at finite separation. Such interactions leave some freedom in the criteria for whether a collision took place. In this work, we relied on experimental data to fix this ambiguity.
The centrality selection procedure, described in [7] , begins by sampling on the order of ≈ 25K IP-Glasma events per collision energy in the impact parameter range 0 ≤ b ≤ 20. Then MUSIC, a second-order relativistic viscous hydrodynamics code [8] , was run using a subset of these initial conditions. From these events, the initial state energy density dE τdη s | τ=0. 4 , in GeV/fm, was related to the final state charged hadron multiplicity dN ch dη | |η|<0.5 using a power law fit, where η is pseudorapidity and η s is space-time rapidity. Ultimately, the resulting relationship, dN ch dη |η|<0. 5 = 0.839 dE τdη s τ=0.4 fm 0.833 (7) was used to bin the IP-Glasma events such that they reproduced the experimental ratios of dN ch /dη between neighboring centrality bins. The result of this procedure can be seen in Fig. (1) . The study consisted of 1500 events per 10% centrality class at each collision energy.
Model Setup
From the quantities obtained from equation (6), Landau matching is used to initialize hydrodynamic simulation by reconstructing the ideal hydrodynamic stressenergy tensor from the quantities obtained via equation (6). The parameters for MUSIC are based on the parametrization used in [9] . By choosing this parametrization, which has proven capable of describing a wide range of observables, we were able to both Charged hadron dN ch /dη from the procedure described in section 3 from our IP-Glasma+MUSIC+UrQMD hydrid model compared to ALICE data [10, 11] .
isolate the effects of this new implementation of IPGlasma, and to avoid tinkering with parameters. To summarize, we employed the s95p-v1 equation of state [12] , a constant shear viscosity of η/s = 0.095, and a temperature dependent bulk viscosity. The temperature dependent bulk viscosity parametrization that was developed in [13] was utilized with a slight modification. The peak was reduced to 90% of its original value to account for a slight difference in initial flow from our IP-Glasma implementation.
As the fluid expands and cools, the system undergoes hadronization, at which point we switch to UrQMD [14] to handle the hadronic cascade. The switching temperature was taken to be T sw = 145 MeV and the default UrQMD parameters were used.
Importantly, the same MUSIC and UrQMD parameters have been used for both energies presented in [7] . The ability of this hybrid model to describe data at both 2.76 TeV and 5.02 TeV suggests that similar temperatures are probed at the two collision energies. To make a more forceful statement, it would be necessary to do a thorough study of the temperature evolution of the medium at both energies.
Hadronic Flow Observables at LHC Energies
To test this new implementation, we consider a number of well-known results from IP-Glasma. As a baseline, the charged hadron integrated v n are computed, as shown for 5.02 TeV in Fig. (2) and good agreement with data is found. The two energies considered in [7] had very similar initial state energy anisotropies, n 's, but the events at 5.02 TeV had consistently higher ratios of v n / n across centralities. Thus the increased v n values that are found at the higher energy are largely attributable to the increased lifetime of the fireball.
Beyond event-averaged v n harmonics, IP-Glasma's event-by-event fluctuations are able to reproduce the experimental v n distributions [16] . This finding is reproduced in Fig. (3) . In [7] , many more observables from The normalized distributions of initial state energy anisotropies, n , the anisotropic flow coefficients v n , as compared to the experimental normalized distribution of v n from ATLAS [17] for the 0-5% centrality bin.
this study are computed and compared with data, and good agreement between the theoretical and experimental results is achieved. We take this as evidence of the efficacy of our new IP-Glasma implementation and the model generally.
Non-zero Pre-equilibrium Longitudinal Flow
Owing largely to the historical fact that 2+1D simulations have preceded their 3+1D counterparts, hydrodynamic simulations have almost always been initialized with vanishing initial longitudinal flow, u η = 0. Thus our conception of pre-equilibrium flow has been confined to its transverse components, such as those plotted in Fig. (4) . However, even in the boost invariant case of IP-Glasma, the form of the chromo-electric and chromo-magnetic fields lead to a stress energy tensor that, when diagonalized, will yield a non-zero u η . Equation (5) will have components in the η-direction such as,
Consider times, the energy contribution from the longitudinal and transverse fields are of the same order, and thus the η-components of T µν are non-zero. Thus, solving the eigenvalue problem yields a non-zero u η , as seen in Fig.  (6) . In fact, by considering τu η , in order to have quantities with the same units, one can compare the longitudinal and transverse flow. Looking at 100 events at 2.76 TeV in the 0-5% centrality bin, and using an RMS definition to quantify each component of the flow field,
the longitudinal flow is found to be of the same order of magnitude as the transverse flow, τu η ≈ 0.5 u ⊥ . The Landau matching procedure that is normally used to reconstruct the ideal hydrodynamic stress-energy tensor from the local flow field u µ and energy density neglects the viscous shear tensor π µν . In the absence of isotropization this procedure has become standard, but certainly not ideal. By neglecting the initial u η we are throwing away yet more information from the Yang-Mills evolution. Future phenomenological studies should include this component, particularly as the community moves towards 3+1D simulations.
We expect that the effects of non-zero initial longitudinal flow will likely have the largest effect on photons since thermal photon yields receive an important contribution from the early QGP evolution, when temperatures are highest. This represents an opportunity to test the phenomenological effects of including this component of the flow velocity.
Conclusion
We have developed a new numerical implementation of IP-Glasma and demonstrated its efficacy by comparing with experimental data for Pb-Pb collisions at 2.76 TeV and 5.02 TeV. The non-zero pre-equilibrium longitudinal flow generated in the IP-Glasma framework was quantified in relation to the transverse flow. When matching models with pre-equilibrium flow to hydrodynamics, it is best to retain the initial longitudinal flow if at all possible, in order to avoid discarding information from the pre-equilibrium dynamics. Plans for future work include studying the phenomenological effects of non-zero initial longitudinal flow in hydrodynamical evolutions.
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