Abstract-In this paper, the distribution of the measured antenna efficiency in a reverberation chamber (RC) is derived, based on which the statistics (e.g., mean and variance) of the measured antenna efficiency are studied. It is shown that the standard method (proposed in IEC 61000-4-21) for measuring antenna efficiency results in a consistent estimate. However, the standard estimator is only asymptotically unbiased (as the independent sample number goes to infinity) and it is biased for a finite . The derived analytical expressions for the statistics of the antenna efficiency estimator are verified by simulations as well as RC measurements. In order to use the analytical expressions of the estimation statistics in practice, one needs to estimate the independent sample number from the measurement. This can be done based on a single measurement. Thus, using the derived estimation statistics, one can characterize the measurement performance of the antenna efficiency based on a single measurement, instead of directly estimating the statistics by performing many independent measurements.
I. INTRODUCTION
T HE LAST decade has witnessed increasing popularity of using reverberation chambers (RCs) for measuring antenna efficiencies [1] ; ergodic capacities of multiantenna systems [2] , [3] ; and active wireless devices [4] , [6] . All of these applications necessitate a calibration of the RC by performing a reference measurement to determine the average power transfer function [7] . Therefore, the measurement uncertainty of affects measurement accuracies for all of these applications. The measurement uncertainty of has been studied experimentally in [7] and [8] . However, to date, there are limited studies on the measurement uncertainties for those applications in [1] - [6] ; and it might be dangerous to trust measurement results without knowing their measurement uncertainty.
The interest of this paper is on the statistics of the measured antenna efficiency in the RC, based on which the efficiency measurement uncertainty can be readily derived or estimated. Note that different methods of measuring antenna efficiency in an RC have been proposed to get rid of the reference measurement. For example, a time-reversal method (that is applicable for ultra wideband antennas only) was presented in [9] ; a re- flection-based method (which may suffer poor accuracy in the return loss) was presented in [10] ; by using two identical antennas under test, the antenna efficiency can be measured by estimating the quality factor of the RC [11] ; several methods for measuring antenna efficiencies based on the estimation of the RC decay time were presented in [12] , where an empirical study on the measurement uncertainty was presented. Nevertheless, since the reference measurement is necessary for all of the other applications and that the standard method (that involves a reference measurement) [1] is widely used (e.g., [13] ), we prefer to study the statistics of the measured antenna efficiency by using the standard method [1] . It should be noted that the measurement uncertainty of the antenna efficiency has been preliminarily studied in terms of standard deviation (STD) in [14] , where an approximation of the estimation variance is given. However, to date, the distribution of the measured antenna efficiency is unknown. Therefore, an exact expression of the estimation variance is missing; and other important estimation metrics, such as estimation bias and mean square error (MSE), have been overlooked in the literature. A statistical RC measurement is incomplete without analysis of the measurement uncertainty. Although the standard method has been used ubiquitously [1] , its statistics have not been studied thoroughly to date. Therefore, it is of fundamental importance to derive the distribution and the statistics of the standard antenna efficiency estimator. To that end, we analytically study the estimation statistics (e.g., bias, variance, and MSE) of the antenna efficiency estimate by first deriving the distribution of the standard efficiency estimator (i.e., the standard method) [1] in this paper. The derived statistics are verified using numerical simulations as well as RC measurements. Based on the statistics, we propose an unbiased efficiency estimator with improved estimation performance when the independent sample number is small. It should be noted that, in practice, the independent sample number has to be large for reliable estimation of antenna efficiency. Thus, the proposed unbiased efficiency estimator may be of little practical use, but it is theoretically a better estimator. It is also shown that by using the analytical expressions of the estimation statistics, the measurement performance of the antenna efficiency can be characterized based on a single measurement, instead of direct evaluation by performing many independent measurements. Furthermore, discussions on practical RC designs for more accurate antenna efficiency measurement are given in Section IV based on the statistics of the RC measurement.
II. STATISTICS OF MEASURED ANTENNA EFFICIENCY
The standard method for measuring the antenna efficiency in an RC is to first measure the average power transfer function between a reference antenna (with known antenna ef-0018-926X © 2013 IEEE ficiency ) and a fixed antenna; then measure that between the AUT and the fixed antenna . One can regard the fixed antenna as the transmitting antenna, and the reference antenna and the AUT as receiving antennas, respectively. During both measurements, the reference antenna and the AUT must be placed in the chamber in order to keep the same RC loading. Based on the measurements, the total radiation efficiency (that is simply referred to as antenna efficiency throughout this paper) of the AUT is estimated as (1) where the hat denotes the estimate, for example, is the estimate of the antenna efficiency , and and are the estimates of the average power transfer functions received by the AUT and the reference antenna , respectively. Note that the antenna efficiency of the transmitting antenna is calibrated out by (1) .
Denoting the net average power transfer functions as (2) respectively, (1) can be rewritten as
Since is a constant, we are interested in the distribution of the random variable only. Assuming that there are independent random variables of the net power transfer functions (4) (5) Note that , where denotes the expectation. Since and are independent and identically distributed (i.i.d.) random variables that are exponentially distributed [15] , the numerator and the denominator in the right side of (5) follow Gamma distribution, Gamma [16] . The probability density function (pdf) of Gamma is (6) where is the Gamma function. Since is an integer, , where represents the factorial operator. Note that this distribution approaches Gaussian as grows large due to the central limit theory.
For notational convenience, we denote , , and . Hence, we are interested in the distribution of the random variable . For distinction, we denote the pdf of as . Thus, (6) is denoted as hereafter. In order to determine , we need an auxiliary equation . Hence, the group of equations for the multivariate transformation is (7) whose inverse map is (8) The Jacobian transform is (9) The joint pdf of Z and U is [16] In order to obtain , we integrate both sides of (12) over (13) Once the distribution is known, one can readily calculate the mean and the variance (and other moments) of the random variable Z (14) where denotes the variance operator. Note that is related to the measured antenna efficiency by . Therefore, the mean and the variance of are (15) respectively. It can be seen from (15) that the efficiency estimator (1), that is, the standard method for measuring antenna efficiency in an RC, is asymptotically unbiased (as goes to infinity), and that its variance goes to zero as goes to infinity. Thus, the antenna efficiency estimator (1) is consistent [17] . Note that although the estimator (1) is asymptotically unbiased, it is biased for finite . Nevertheless, it is straightforward to derive an unbiased estimator of the antenna efficiency based on (15) (16) The mean and the variance of the unbiased estimator (16) are (17) respectively.
The rmss of and can be easily derived from (15) and (17), respectively (18) (19) Note that in a preliminary study of the measurement uncertainty of [14] , an approximation of was given as (20) Comparing (15) and (20) , it can be seen that the approximation (20) is accurate for large . The derivation of (20) in [14] is based on the first-order (2-D) Taylor expansion of the function (see (7)) in the neighborhood of . Elegant as it is, it fails to show the accuracy dependence on . In order to show the -dependence in the approximation (20) explicitly, an alternative derivation (that enables better physical interpretation of the approximation) is given in the Appendix.
As expected, the statistics of and , that is, (15) and (17)- (19) are functions of the independent sample number , from which it can be seen that estimators (1) and (16) converge to with a convergence rate of about . Hence, it is important to have many independent samples for an accurate measurement of the antenna efficiency. Since (1) is a biased estimator, a suitable performance metric of it is the MSE, that is, , which can be easily derived from (15) as (21) Since (16) is unbiased, its MSE is equal to its variance (see (17) ).
Note that in practice, the measured samples in an RC may be correlated, and that one needs to estimate the independent sample number from the measurements in order to evaluate the estimation performances of (1) and (16) . Different estimators of the independent sample number can be found in the literature, for example, [8] and [20] - [23] . The choice of the estimator depends on the particular mode-stirring mechanisms employed in the RC, which is discussed in Section IV.
III. SIMULATIONS
In this section, we resort to simulations for verifying the derived statistics of the efficiency estimator. For simplicity and without loss of generality, we assume the antenna efficiency is unity (i.e., ) throughout this section. For each independent sample number , we numerically generate 1000 samples (that follow i.i.d. exponential distribution) for and . As a result, we have 1000 realizations of for each , based on which we can obtain the empirical pdf, mean, variance, as well as other moment-based statistics. Fig. 1 shows the comparison between the empirical pdf and the analytical pdf (13) for 10, 30, and 50, respectively. The good agreement between the analytical pdf and the empirical pdf verifies the derived pdf. Note that the first and second terms in the right-hand side of (13) result in extremely large and extremely small (non-negative) values, respectively. Therefore, it is numerically infeasible to use (13) for calculating the pdf for larger . Fortunately, the moment-based statistics do not have such a constraint. (1) and (16) as a function of , respec- Fig. 3 . Drawing of the RC with two mechanical plate stirrers, a platform, three wall antennas, and a head phantom.
tively. As can be seen, the analytical and empirical mean and variance agree with each other. It can also be seen that the unbiased estimator (16) offers (slight) improvement over the standard one (1) not only in estimation bias but also in estimation variance for small . Nevertheless, the performances of the two estimators are indistinguishable for large . Note that the approximation of the variance of (20) is also plotted in the right graph of Fig. 2(a) for comparison. It can be seen that this approximation serves as a lower bound that is tight for 30. Thus, it can be used for uncertainty characterizations in practice (cf. [14] ). Nevertheless, the variance expressions in (15) and (17) are as easy to calculate as the approximation (20) ; since they are the exact variance expression for and , respectively, we prefer to use (15) and (17) instead.
IV. MEASUREMENTS
In order to further verify the derived statistics of the antenna efficiency estimators, extensive measurements were performed from 700 to 3000 MHz (covering the most interesting telecommunication bands) in the Bluetest HP RC [7] . The RC used has a size of (a drawing of which is shown in Fig. 3 ). It has two mode-stirring plates, a turntable platform (on which a wideband discone antenna, used as the reference antenna, is mounted), and three half-bow-tie antennas mounted on three orthogonal walls (referred to as wall antennas hereafter). During the measurement, the turntable platform was moved stepwise to 20 platform-stirring positions (evenly distributed over one complete rotation); at each platform-stirring position, the two plates were moved simultaneously and stepwise to 50 positions (equally spanned over the total distances that they can travel along two walls inside the RC). At each stirrer position and for each wall antenna, a full frequency sweep was performed by a vector network analyzer (VNA) with a frequency step of 1 MHz, during which the scattering parameters (S-parameters) are sampled (as a function of frequency and stirring position). Hence, for each measurement, we have three wall antennas, 50 plate-stirring positions, and 20 platform-stirring positions.
To facilitate the characterization of the antenna efficiency estimators, the same measurement sequence is repeated 12 times, each time with a different height/orientation of the reference antenna on the platform, that is, the reference antenna was placed at four different heights and at each height, it is placed with one vertical and two horizontal orientations (in radial and tangential directions of the platform), respectively. The heights and orientations are chosen to ensure independent measurements. In postprocessing, arbitrary pairs of antenna heights/orientations are chosen as the AUTs and the reference antennas, respectively, for estimating ; and we introduce a 0-, 3-, and 6-dB attenuator to the AUT (whose negative value in decibels is ). Note that it is nontrivial to find the maximum number of independent samples of and from the 12 measurements. To be safe, we choose six pairs of distinct measurements to obtain six independent antenna efficiency estimates, which are used for evaluating the performance metric of the antenna efficiency estimator. For a good antenna design, should probably be above 1 dB. However, in wireless communications, the antenna may be used in the presence of a human hand and head, for example, [18] , where scenario easily degrades to 6 dB or even lower. In order to see the RC loading effect on the estimation performance of the antenna efficiency, the measurement procedure was repeated for two loading configurations: load 0 (unloaded RC) and load 1 (a head phantom that is equivalent to a human head in terms of microwave absorption). Hereafter, measured data from these two different loading configurations are simply referred to as load 0 and load 1.
Since the standard method for measuring antenna efficiency results in a biased estimate (see (15) ), the MSE is used as the performance metric for characterizing estimation bias and variance together. As shown in Section II, the MSE of can also be evaluated using the model (21) , where the independent sample number can be estimated based on a reference measurement using the degrees of freedom (DoF) method [8] . For the sake of completeness, the DoF method is briefly presented below.
DoF Method: We divide the entire stirring sequence into three subsets and estimate the independent sample number for each subset while treating the other two subsets as observations. In this way, we avoid the potential problem of averaging frequency samples with different statistical properties. The three stirring sequences (from wall antennas, plates, and turntable platform) are independent in that they are from different stirring mechanisms, respectively. Thus, [19] ( 22) where each term at the right-hand side of (22) ( represents , , or ) is estimated using the following procedure: 1) denote the complex (rectangular) field samples at the th antenna , plate position , or platformstirring position as a column vector ; 2) concatenate into a matrix ; 3) estimate the (unnormalized) correlation matrix of as (23) 4) the independent antenna , mode-stirrer , or platform sample number can be estimated as
where denotes the conjugate transpose of , represents the trace operator, and represents the th eigenvalue of . Fig. 4 shows the estimated independent sample numbers using the DoF method. It can be seen that the estimated increases with increasing frequency and decreases with increasing loading. Note that the DoF method inherently takes the RC loading (and, therefore, the unstirred component) effect into account. Also note that the DoF method is suitable for RCs with different (separable) stirring mechanisms. In case the stirring sequences generated by different stirring mechanisms are not separable, or there is only one stirring mechanism, one can either use the frequency-domain samples for estimating [20] (at the cost of frequency resolution and the risk of averaging samples with different statistical properties) or simply use other suitable estimators (for example, [21] - [23] ). Fig. 5 shows the empirical MSE of (for 0, 3, and 6 dB) estimated based on independent measurements (solid) and the analytical MSE model (21) with estimated from a single measurement (dotted), respectively. Note that for clear exhibition, the empirical MSE is plotted using the following dB-transformation [7] : (25) and that 40-MHz frequency smoothing is applied to the empirical MSE curves before plotting. As can be seen, there are good agreements between the MSE expressions (21) (with estimated from a single measurement) and the direct MSE estimate (based on the independent measurements). It can also be seen that the MSE of decreases with decreasing . This observation can be readily explained from the analytical MSE expression (21) .
It can also be seen from (21) that the MSE decreases with increasing (with a convergence rate of about ). From Fig. 4 , it can be seen that the independent wall antenna number is equal to the number of wall antennas (i.e., three) from 1000 MHz (and that the former is very close to the later from 700 to 1000 MHz). This implies that the independent wall antenna number can be readily increased by adding more wall antennas that are sufficiently away from each other (to avoid correlations). It can be seen from Fig. 4 that the independent plate and platform positions are strictly smaller than the numbers of plate and platform positions, respectively. This means that there will be no MSE improvement by increasing the number of plate and platform positions in the used RC. One can, of course, increase the radius of the turntable platform in order to increase the independent platform position number. However, the radius of the platform is limited by the dimensions of the RC (otherwise, the antenna under test will be too close to the walls). Possible ways to further improve the antenna efficiency measurement are, for example, to increase the size of the plates or optimize the shape of the plates. Nevertheless, these are out of the scope of this paper and, therefore, are left for future work.
Note that the estimation performances of and are similar for large . Therefore, for the sake of conciseness of this paper, the MSE of (estimated using all stirring samples) is not shown here. In order to show the advantage of the proposed unbiased estimator (16) over the standard estimator (1), we re-evaluate the MSEs of and for 15 and 30. It can be seen from Fig. 4 that samples from the three wall antennas are independent (in that the three wall antennas are orthogonally polarized with sufficient separations between them) and that the independent platform position number for either loading condition is about 10 at 700 MHz (and increases with increasing frequency). Therefore, we choose the subsets of 5 or 10 platform positions (that are equally spaced), one plate position, and all three wall antennas, correspond to 15 or 30, for evaluating MSEs of and . Fig. 6 shows the empirical MSEs of and , estimated based on independent measurements and analytical MSE expressions (21) and (17) for 15 and 30, respectively. Note that the MSE of is equal to its variance. Also note that 15 and 30 are the independent sample numbers for load 0 and load 1. Thus, only the case of load 0 is shown in Fig. 6 . As can be seen, there is small yet noticeable improvement of over for 15; nevertheless, the improvement becomes negligible for 30. It should be noted that, in practice, the independent sample number should be much larger than 30 for a reliable antenna efficiency measurement. Thus, the standard estimator (1) is as good as the unbiased estimator (16) in a practical RC measurement, even though the latter is theoretically better (i.e., unbiased with slightly lower estimation variance for small values).
V. CONCLUSION
In this paper, we analytically derive the distribution of the antenna efficiency measured in an RC. Statistics of the antenna efficiency estimate are readily obtained using the derived distribution, from which it can be seen that the standard antenna efficiency estimator (1) is only asymptotically unbiased and that it results in an estimation bias when the number of independent sample numbers is small. As a result, an unbiased antenna efficiency estimator is proposed. The statistics of the unbiased estimator are also given. The analytically derived statistics of both estimators are verified by simulations and RC measurements. The results show that the unbiased estimator (slightly) outperforms the standard one for 30, which implies that the standard antenna efficiency estimator (1) is as good as the unbiased one (16), since is usually much larger than 30 in practical RC measurements. Note that it is time-consuming to directly estimate the MSE of the measured antenna efficiency by performing many independent measurements. However, using the analytical expressions of the derived statistics (e.g., estimation bias, variance, and MSE) with estimated , the measurement performance can be characterized based on a single measurement.
APPENDIX DERIVATION OF THE VARIANCE APPROXIMATION
Since and in (3) are averaged over independent samples of i.i.d. exponentially distributed and , respectively, for large , and can be approximated by (26) respectively, where and are assumed to be i.i.d., zero mean Gaussian errors, respectively, and . Therefore, (3) can be approximated by (27) Multiplying to both the denominator and numerator of (26), one obtains (28) Note that due to the averaging (4), the (relative) errors and are small. (Actually, they approach zero as goes to infinity.) Hence, the second-order errors and in (28) are negligible. Therefore, (24) can be further approximated by 
