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Abstract 
The Lanczos z-method, with perturbations proportional to Faber polynomials, is employed to approximate he Bessel 
functions of the first kind Jr(z) and the second kind Y,.(z), the Hankel functions of the first kind H~l)(z) and the second 
kind H$2)(z) of integer order v for specific outer regions of the complex plane, i.e. Izl >~ R for some R. The scaled 
symbolic representation f the Faber polynomials and the appropriate automated z-method approximation are introduced. 
Both symbolic and numerical computation are discussed. In addition, numerical experiments are employed to test the 
proposed z-method. Computed accuracy for Jo(z) and Yo(z) for Izl >~ 8 are presented. The results are compared with those 
obtained from the truncated Chebyshev series approximations and with those of the z-method approximations onthe inner 
disk Izl ~< 8. Some concluding remarks and suggestions on future research are given. 
Keywords. Automated z-method; Symbolic Faber polynomials; Chebyshev series; Bessel functions 
AMS classification: 65D20 
I. Introduction 
Numerical computation of  solution of  differential equations plays a prominent role in scientific 
computing. Special functions are solutions of  some important differential equations in mathematical 
physics and engineering with specific boundary or initial conditions. 
Many special functions are transcendental nd suitable numerical methods are needed to approx- 
imate them efficiently and accurately in the region of  interest. 
Methods for evaluating many special functions on a finite real interval have been well-developed. 
In practice, people usually choose a truncated Chebyshev series, in a suitably scaled variable, to 
approximate these functions on a finite real interval. This approach frequently results in desirable 
advantages of  good accuracy, more flexibility, high efficiency and easy accessibility [7]. 
To evaluate special functions of  complex argument, efficient methods are not as prolific as those 
for functions of  real variable. For example, a recently published package of  special functions by 
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Cody only accepts real variables [5]. Lozier and Olver [26] gave a survey of numerical evaluation 
of special functions of both real and complex variables up to 1993. In addition, Corless et al. [12] 
proposed two (symbolic and numerical) methods for the numerical evaluation of airy functions with 
complex arguments. Their methods are based on a variation of the Taylor expansions. Weideman 
[34] used rational expansions for computing the complex error function. Algorithms to compute the 
Bessel functions, which make use of continued fraction approximations in combination with other 
methods, were published by Amos [1]. For polynomial approximations of the Bessel functions, 
Coleman and Monaghan [9] divided the complex plane into several sectors and used a truncated 
Chebyshev expansion for each sector. In each sector, the variable is real on the central ray of the 
sector. The central ray is thus mapped onto the unit interval [0, 1] on which the classical Chebyshev 
polynomials are defined. Rapid convergence of the Chebyshev series enabled them to get some 
reasonable results for the Bessel functions Jr(z), where v is an integer. Belward and Zhang [2] em- 
ployed similar approach to approximate the Bessel functions Yv(z) in the complex plane. However, 
the accuracy of the truncated Chebyshev series approximations deteriorates away from the central 
ray rapidly. 
Coleman [7, 8] proposed to use the Lanczos z-method (introduced below) to approximate special 
functions of complex argument on an inner disk ]z] ~< R of the complex plane. He used the numerical 
Faber polynomials, computed by Coleman and Smith [10, 11], as the perturbation terms in the 
Lanczos z-method and obtained some encouraging results in approximating the Bessel function Jv(z) 
and the Dawson's integral. In [37, 35], Zhang and Belward also employed the Lanczos z-method, 
with numerical Faber polynomials up to degree 15 as the perturbation terms, to approximate the 
Bessel functions Yo(z) and Yi(z) (essentially Yv(z) of integer order v through the recurrence formula) 
in the complex plane. They showed that the z-method is superior to both the Chebyshev series and 
the power series approximations, up to the degree (15) of the available approximations. They also 
made some remarks on the limitations of the numerical Faber polynomials and on the expectation 
of higher order approximations ( ee [37]). For convenience, we refer to the z-method employing 
the numerical Faber polynomials as the perturbation terms as the numerical z-method. 
One limitation of the numerical Faber polynomials is that their coefficients are of considerably 
larger magnitude than the coefficients of the approximating polynomials. In finite precision computa- 
tion, it is possible that some intermediate rounding errors may be introduced uring the computation 
of the coefficients of the approximating polynomials. Furthermore, the coefficients of the approxi- 
mating polynomials change as the region of the approximation or the degree of the approximation 
change. Different approximation coefficients must be computed from the relevant degree of the Faber 
polynomials restricted to the specific region of the complex plane. The computation by using the 
z-method with numerical Faber polynomials is tedious and the approximation region is limited by 
the availability of the numerical Faber polynomials defined on that region. 
In a recent paper [36], I developed a new version of the z-method, called the automated z-method, 
which makes use of the symbolic representations of  the Faber polynomials tailored specifically for 
the automated z-method. With the automated z-method, it is possible to represent the solution of a 
differential equation (with suitable boundary conditions) by a finite polynomial, which is an exact 
solution to the perturbed equation. The automated z-method overcomes many difficulties of the 
numerical z-method and allows easy manipulation of the application region. 
All existing work on the z-method approximation for complex functions assumes that the approx- 
imation region is bounded ( usually a sector of a disk DR of radius R). Although it is possible to 
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choose R and M in the symbolic Faber polynomial representations to accommodate the approxima- 
tion of z of large magnitude, the computed accuracy of the approximation is supposed to deteriorate 
rapidly as R increases. The possibility of using the z-method approximation on the outer region 
of a disk DR has been remarked by Coleman [8] and me [36]. But I am not aware of any work 
has been done in this research direction. This paper is to extend the research work of [35-37] to 
investigate the advantages of employing the z-method approximations on the outer region of the 
complex plane. 
We introduce the Faber polynomials, the symbolic representations of the scaled Faber polynomi- 
als and the appropriately modified z-method (the automated z-method) in Section 2. The automated 
z-method approximations for the Bessel functions of large magnitude are discussed in Section 3. 
Numerical experiments and comparison with some published results are conducted in Section 4. Sec- 
tion 5 contains our conclusions. We also give some suggestions on future research in this direction 
in Section 6. 
2. Symbolic Faber polynomials and the automated tau method 
2.1. Faber polynomials 
Recently there have been considerable interests in using Faber polynomials as basis for polynomial 
and rational approximations in the complex plane. Because the Faber series provides a near-minimax 
polynomial approximation for an analytic function on the region to which it applies. Several numer- 
ical methods for computing approximations to Faber polynomials for a region in the complex plane 
have been published [10, 11, 22, 23]. Recently, Faber polynomials have been used to construct 
semi-iterative methods for solving systems of linear equations [14, 33]. Near-minimax polynomial 
approximations have been obtained by truncating the Faber series [3, 15, 18, 19] and by employing 
the Faber polynomials as the perturbation terms in the Lanczos z-method [7, 8, 35-37] (more about 
this in Section 2.3). Rational approximations based on the Faber series have been reported in [16, 
17]. We summarize some defining statements about he Faber polynomials and derive their symbolic 
representations i  this paper. More details about the Faber polynomials and the Faber series can be 
found in the listed references [10, 13, 15]. 
For any closed, bounded, continuum D of the complex plane cg, there is a function ~k, such that 
[ rl r2 ] 
z=~(w)=r  w+ro+- -+- -+. . .  , w w 
where r > 0 is the transfinite diameter (or capacity) of D. The function ~9(w) is univalent and 
analytic for Iwl > 1. ~9(w) maps D c, the complement of D, conformally onto {w : Iwl > 1 }. For z 
exterior to a sufficiently large circle, the inverse function q3(z)= $-l(z) exists and has a Laurent 
expansion at the infinity in the form of 
b2 qS(z )=Z+b0+bl  + + 
; z 7 
The Faber polynomial of degree n, q3(z), n = 1,2 ..... which belongs to D, is the polynomial part 
of the Laurent series expansion at the infinity of the function [q3(z)] n. This is a polynomial of 
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exact degree n with the leading term (Z/l') n, which is usually normalized so that the leading term 
is z n. 
There is a recursion formula for the Faber polynomials [13] 
z 
to, 
r 
(o,+,(z) = ~p,(z) - r,~p,_l(z ) - r2qS,_z(Z) . . . . .  rn_l q~l(Z) - (n + 1)rn, for n = 1,2,3, . . . .  
Although extensive researches have been undertaken to understand the Faber polynomials and the 
Faber series, much more work needs to be done before we have a full grasp of these potentially 
useful polynomials. The general trend of existing finding is that under suitable hypotheses, the 
behavior of the Faber series on a given region closely reflects the behavior of the Fourier series 
for f[~,(exp(i0))] in properties uch as point-wise convergence, uniform convergence, degree of 
convergence, tc. [13]. Ellacott [15] exploited these properties in using a fast Fourier transform to 
compute the coefficients of the Faber series. This approach is similar to that used in evaluating 
Chebyshev coefficients. Both require the ability to evaluate the function of interest at the points 
dictated by the algorithm [7]. Experience with the Chebyshev series indicates that the Lanczos z- 
method with a Faber polynomial perturbation may be used as a numerical method to approximate 
functions which satisfy the appropriate type of differential equations. 
Numerical applications of the Faber polynomials have been made possible by the work of Coleman 
and Smith [10]. They computed the coefficients of the Faber polynomials up to degree 15 on six 
selected circular sector So = {z : z E cg : [z[ ~< 1, [ argz[ ~< 0}, where the half opening angle 0 = ~/p 
with p = 2,4,6, 12, 18,36, respectively [10]. These coefficients have been used by Coleman [7, 8], 
Zhang and Belward [37, 35] to obtain good polynomial approximations for the Bessel functions 
Jr(z) and Yv(z) of complex argument and moderate magnitude. 
2.2. Symbolic Faber polynomials 
In practical applications, there are some limitations associated with the numerical Faber poly- 
nomials. The limitations imposed by the finite precision of the numerical computation and by the 
possible rounding error resulted from the large magnitude of the Faber coefficients have been re- 
marked by Zhang and Belward [37]. In a recent paper [36], I developed symbolic representations 
of the Faber polynomials pecifically tailored for the z-method application. The so-called scaled 
symbolic Faber polynomials are based on the work of Gatermann et al. [22, 23]. They published 
explicit Faber polynomials of degree up to 20 [23]. The numerical tests conducted in [36] by the 
current author showed that the automated z-method achieves better accuracy than the numerical 
z-method by removing the intermediate rounding errors. 
The derivation of the symbolic representations of the scaled Faber polynomials is originally in- 
troduced in [36]. However, for convenience and for the need to introduce concepts and notations, 
we derive the scaled Faber polynomials here with comments on the application of the z-method 
approximations to functions in the outer region of a disk DR of radius R. 
The unit circular sector So in the complex plane, as defined in [23], has an opening angle of 20, 
a unit radius and the positive x-axis as its central ray. The transfinite diameter of So, as defined by 
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Coleman and Smith [10], is 
r= 
t4  
The parameter 
0(o) 
c=- -  2 - -  
7~ 
for 0 # 0. 
for 0=0.  
(1) 
is used by Gatermann et al. to represent the symbolic Faber polynomials on a unit circular sector 
of arbitrary opening angle 20. 
A Faber polynomial q3,(z) of degree n restricted to So may be represented as 
q3,,(z) = ~ ?kz k. (2) 
k=0 
Gatermann et al. did not explicitly tabulate the Faber polynomials. Instead, for a Faber polynomial 
of degree n, they gave n -  1 auxiliary polynomials po, pt , . . . ,p , - i  of degrees ranging from 0 to 
n -  1. Here Pi, i=0, 1,... ,n -  1, are polynomials in c. These auxiliary polynomials have the following 
relationship with the Faber polynomial of degree n: 
~On(Z ) = Z n -']- (1 - c)[porz "-1 + plr2Z n-2 q- . . .  -1- pk_lrkz "-k +. . .  + Pn_lrn]. (3) 
Comparing (3) with (2), we have the coefficients for ~,(z), the Faber polynomial of degree n in 
the conventional sense, as 
~=1,  
?k=(1 -c)p,_~k+l)r "-k, k=0,1 , . . . ,n -  1. (4) 
In practice, we frequently need to work on a disk DR of radius R, with R # 1. In many cases, this 
disk is further divided into several circular sections, different symbolic representations are used for 
different circular sections. A general fan-shaped circular section of opening angle 20, between the 
ray {z : zECg, argz = 01} and the ray {z : zECg, argz = 02)  , with radius R, is defined as 
So(O~,02,R) = {z : zEC£, Iz[ <~ R,01 <~ arg z ~< 02}, (5) 
here 0 = (02 -01)/2.  It follows that So =So(-O,O, 1). Notice that So(Ol,02,c~) is the entire region 
between the ray {z : z E Cg, argz = 0~} and the ray {z : z E Cg, argz = 02}. 
The Faber polynomial of degree n for the circular section So(01, 02,R) is modified from (2) as 
~k2 z , (6) ~/~n( ~_ ) = ---k k 
k=0 
where 2 = R exp(i3), and / /=  0 + 01. This choice of 2 ensures that z/2 is a real variable on the 
central ray {z • z E Cg, argz =/3} of the section So(01,02,R) and -1  ~< z/2 ~< 1 for z ESo(OI,O2,R)A 
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{z :z E Cg, argz=fl}. This transformation maps the circular section So(O1, 02,R) onto the unit circular 
sector So exactly. 
Sometimes, we have to change the variable of the differential equation in order to accommodate 
even or odd functions (solutions). The new transformation for the differential equation usually takes 
the form t = zm/M, which is an m-fold mapping. An angle of 0 in the z plane corresponds to an 
angle of mO in the t plane. This may be reflected by modifying 2 so that 
~ R m 
2 - -- exp(imfl). 
M M 
Hence, we define a scaled Faber polynomial of degree n for a fan-shaped circular section So(O~, 02,R) 
in the complex plane cg in terms of the new variable t (=z) ~ as 
n 
(p,(t) = ~ ckt k, 
k=0 
where ck, k = 0, 1,.. . ,n, are given by 
Cn ~ ~-n 
= MnR -m" exp(-imnfl), 
ck = (1 - c)pn_(k+l)rn-k2 -~ 
= (1 -- c)p,_(k+l~r"-kMkR -ink exp(-imkfl), 
(7) 
k = 0, 1 , . . . ,n -  1. (8) 
In practical applications, we may choose R and M such that t21 > 1. In this case, ck are smaller in 
magnitude than ~k, for k = 1,... ,n, so the Faber coefficients are better scaled. 
The outer region of the disk DR of the complex plane is denoted by D~ and can be divided into 
outer sectors similarly. The complement of the fan-shaped sector So(Ol,Oz,R) with respect o the 
entire region So( 01, 02, oo ) between the ray {z:zCCg, argz = 01} and the ray {z :zE~,argz  = 02} 
is denoted as $3(01,02,R ), i.e., 
S~(Ol, 02,R) ---- So(Ol, 02, ec) - So(O1,02,R). 
Since S~(01, 02,R) as defined above is not a closed set. We define the arc between S3(Ol, 02,R) and 
So(01, 02,R) as 
Arco(Ol,02,R) = {z :lzl =R, O1 ~ argz ~< 02}. 
The region of interest for our approximation that will be discussed in this paper is 
S~( 01, 02,R ) = S~( O1, 02,R ) U Arc0(01,02,R). 
For brevity in notation, we also use Sc(7,R) and Arc(7) to denote the same closed outer sector 
and arc, which have the central ray {z:zECg, Izl/> R, argz = 7}. We use 7 to denote the angle of 
the central ray in the outer sector. 7 = fl for the outer and inner sectors containing z with same 
range of argz in their original sense. Their difference will be clear in practical applications of the 
I For application convenience, we change the variable of the scaled Faber polynomials from z to t. This is not a 
transformation. 
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z-method approximation. The inner ray is always mapped onto the unit interval, but the outer ray 
is not. 
There are two ways to map the outer sector S~(01,02,R) onto the unit circular sector So. We 
may first use the transformation R/z to map the outer sector S~(O~, 02,R) onto the inner fan-shaped 
sector S0(01,02,R), then follow the procedure introduced above to map So(OI,02,R) onto the unit 
circular sector So. Another option is to employ the transformation t = ~/z to map the central ray 
{z : z E cg, [z[ ~> R, argz--7} onto the unit interval [0, 1], where (=R exp(iT). The same transformation 
thus maps the outer sector S~(O~,02,R) directly onto the unit circular sector So. In this paper, we 
take the second approach. 
Unless otherwise indicated explicitly, we will work on a fan-shaped circular section (referred to 
hereafter as a circular sector for convenience) So(Ol, 02,R) or on the outer sector S~(O1, 02,R) of the 
complex plane ~g and the functions of concern are analytic on it, because we are only interested 
in regions that a polynomial approximation is applicable. Discussion on possible singularities at the 
origin or at the infinity is beyond the scope of this paper. The scaled Faber polynomials (7) and 
the scaled Faber coefficients (8) will be used and will be referred to as the Faber polynomials and 
Faber coefficients. 
2.3. The Lanczos z-method 
The r-method, first introduced by Lanczos [24] in 1938, provides an approximation for a linear 
differential or integral equation with polynomial coefficients. The procedure is very simple. The 
original equation is modified by adding a polynomial perturbation so that the solution of the resulting 
perturbed problem is a polynomial, which is then used as an approximation to the solution of 
the original problem. The z-method was further discussed and given the name in Lanczos' book 
[25]. 
In approximating a function on a real interval, the perturbation terms are usually chosen to be 
multiples of Chebyshev polynomials or other Jacobi polynomials. Coleman [6], Namasivayam and 
Ortiz [31] showed that the Legendre polynomials give best results for r-method approximations of
functions of real variable. 
Luke [27, 28] used the r-method to derive polynomial approximations for many special functions 
on real intervals. It has also been advocated by Namasivayam and Ortiz [30, 32] as a method for 
solving a variety of ordinary and partial differential equations. 
The extension of the z-method to approximating functions of complex variable was suggested 
by Coleman [7], followed by his attempt o use the truncated Chebyshev series to approximate the 
Bessel function Jr(z) [9]. Coleman's idea is to employ the Faber polynomials in a region of the 
complex plane as the perturbation terms in the r-method to approximate an analytic function in that 
region. In particular, some near-minimax polynomial approximations have been obtained by using 
Faber polynomial perturbation [7, 8, 37, 35]. Coleman also reported that the complex Chebyshev 
polynomials may be used as the perturbation terms in the v-method, but the availability of the 
complex Chebyshev polynomials limits their practical application. 
The direct application of the r-method to the original differential equation leads to the so-called 
direct form of the v-method. Experience [6-8, 20, 21, 37, 35] suggests that it is usually advantageous 
to integrate the differential equation before the r-method is applied. This leads to the so-called 
integrated form of the r-method. However, for the outer region approximations that will be discussed 
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in this paper, it is difficult to apply the integrated form of the z-method ue to the very form of 
the differential equation (10). Hence, in this paper, we only discuss the direct z-method. 
Application of the r-method to approximating special functions of complex argument have used the 
numerical Faber coefficients tabulated by Coleman and Smith [10, 11], which leads to the so-called 
numerical r-method. The numerical z-method has many limitations [8, 37]. The symbolic version 
of the z-method was suggested in [36] by the current author, with the symbolic representations 
of the Faber polynomials especially tailored for the z-method. This so-called automated z-method 
overcomes many difficulties experienced by the numerical r-method and allows application of the 
z-method to any region of the complex plane easily. 
The practical implementation of the r-method is easy and will be clear as we employ it to 
approximate our actual problems in the next section. Unless otherwise indicated explicitly, our 
following applications make use of the automated z-method. For simpler examples and results from 
the numerical r-method, readers are referred to [6, 7, 37, 35]. For a different z-method approach 
proposed by Ortiz, which is currently limited to real variable, readers are referred to [32]. 
3. Approximations for the Bessel Functions 
The Bessel functions of the first kind Jr(z) and the second kind Yv(z) are the solutions of the 
Bessel's differential equations 
Z2 d 2 y(z ) dy(z) 
dz 2 + z ~  +(z  2 -  v2)y(z)=O, (9) 
where z and v can be arbitrarily complex numbers. But in this paper, we only consider the case 
when v is a nonnegative integer. Extension to noninteger should be straightforward. We beg for 
forgiveness to use v instead of n to represent integer order of the Bessel functions, because we have 
reserved n to indicate the order of the approximation. We also restrict our attention to the outer 
region with ]z[ /> R for some R. For the inner region Izl ~< R, numerical z-method approximations 
for Jr(z) can be found in [7] and for Yv(z) in [37, 35]. Automated r-method approximations for 
Yo(z) are reported in [36]. 
Yv(z) is sometimes called the Neumann function in some literatures. Eq. (9) has additional two 
sets of solutions H~l)(z) and H~v2)(z), which are called the Hankel functions of the first and second 
kinds, respectively. Yv(z), H~vi)(z) and H~2)(z) are the linear combinations of Jr(z). 
As z ~ cx~, the Hankel functions of the first and second kinds have the following asymptotic 
forms [29, p. 139]: 
H~l)(z) ---- ~z exp [i(z - ½w - 170] (v,k)(-2iz) -k + O([z[ -x)  , 
'j2 1 H(2)(Z) = ~Z exp [--i(z -- ½w -- ¼~)]  (v,k)(2iz) -k + O(Izl -K) , 
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where 
k 
(v,k)a&S2-Zkk! I I [4v  2 - (2l - 1)2], n = 1,2,3 . . . . .  
l--1 
(v, 0) = 1, 
where K is some integer. Any ray {z • zEC£, [z] ~> R, argz = 7} in the outer region D~ may be 
mapped onto [0, 1] by the transformation t = ~/z with ~ = R exp(iT). For convenience, we denote 
= z - ½w - 1 ~.  
The function 
u(1)(t) = (2 ) ' /2  exp [ - i ( z -  ½w-¼~)]  H~!')(z) 
= exp [- i~(z)]  H~')(z) 
satisfies the differential equation 
)(t) + 2(t " duIl)(t) (~ ) t2d2u~T - - l~) --~ + - v 2 u°)(t)  = 0 (10) 
in terms of  the new variable t with the initial condition 
u(l)(0) = 1. 
3.1. The Automated ~-method 
To make use of the Lanczos v-method, we first write the perturbation equation as 
t2d2u~')( t ) .~. du~)( t) (~ ) (1 
dt +2( t -1o)  -dt + -v  2 u~l)(t)=~n)q~,(t), (11) 
where ~o,(t) is the scaled Faber polynomial of  degree n given by (8). T, (~) is the perturbation 
parameter. The parameters in (8) are chosen as /3 = 0,R = 1,M = 1,m = 0. We note that 7 ¢ / / .  
We shall look for a symbolic polynomial solution of the perturbation equation (11 ) in the form 
u(~l)(t) = ~ akt k. (12) 
k=0 
We require that u~l)(t) satisfy the initial condition u~) (0)= 1, as u(l)(t)does. 
We then substitute (8) and (12) into the Eq. (11) and equate the coefficients of  t k on both sides 
of (11 ) for k = 0, 1 . . . .  , n. We have the following n + 1 equations: 
- -2 i~(k+l )ak+l+[k(k+l )+ l /4 - -v2]ak=r( , l ) ck ,  k=0,1  . . . .  ,n - l ,  
[n(n + 1)+ 1 /4 -  v2]an = ~(1)c n. (13) 
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Eq. (13) can be solved by backward substitution to have a representation f z(~ ) in terms of ao. But 
the initial condition gives ao = 1, so we have 
1-1 
k=0 I-I~=0[/(  + 1) + 1/4 - v 2] 
The coefficients of the polynomial (12) ak, k = 1,2,. . . ,n, can be computed by (13). This is the so- 
called automated -c-method introduced by Zhang in [36]. It is the direct version of the 'c-method as 
Coleman called it. One distinction of the automated r-method is that u(,~)(t), as computed above, is 
the exact solution of the perturbed equation of (11 ). It is an approximate solution of the transformed 
Bessel's differential equation (10). 
Similarly, extraction of the asymptotically dominant term in H(~2)(z) yields a function u(2)(t) which 
satisfies the differential equation 
t2d2u(2)(t) . du(2)(t) 
dt + 2(t + 1~) ~-~ + (¼ - v2)u(Z)(t) = 0 (15) 
with the initial condition 
u(Z)(O) = 1. 
The automated "c-method can be applied to (15). u(~2)(t), the approximate solution to u(Z)(t) of degree 
n, can be obtained by a similar procedure used above for u(,1)(t). The perturbation parameter Z(n 2) 
may be obtained by replacing ~ in (14) by -3.  The relevant coefficients of U(nZ)(t) can be computed 
similarly. 
Once U(nL)(t) and u~Z)(t) are computed by suitable 'c-method approximations, the Bessel functions 
can be evaluated from u(~l)(t) and u(~2)(t). Since 
(2~ 1/2 
H}l)(z)~ \-~zz / exp[i°ffz)]u("l)(t) 
'/2 
\~z /  exp [icffz)]u("l) (~)  ' 
2 ] 1/2 
H~2)(z) ~ \ ~zz / 
= k~Z/ 
(2) t exp[-i~(z)]un ( ) 
In addition, Jr(z) and Y~(z) can be expressed in terms of H~l)(z) and H~Z)(z) as 
1 [H(l)(z ) + H(Z)(z) ]J r (z)  = -~ 
(1 )  1/2 
~ {exp[i°ffz)]u~ l)(t) + exp[-ie(z)]u(,Z)(t)} 
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and 
i 
rv (Z)  = - 
~ - i  ~ {exp[ic~(z)]u~)(t) - exp[-i~(z)lu(~2)(t)} 
=- i  (2-~z) 1/2 {exp[io~(z)]u(~ 1) (~) -  exp[-i~(z)]u(~ 2) (~)} .  
3.2. A special treatment 
In this subsection, we restrict our attention to approximation on the first quadrant of the complex 
plane. The same convention has been adopted by Coleman and Monaghan in [9], by Zhang and 
Belward in [37, 35]. There is no loss of generality due to this restriction, since the values of the 
Bessel functions on the rest of the complex plane can be computed from that of the first quadrant 
through conjugate and symmetry relations [29, p. 68]. To obtain an accurate approximation, we 
need to choose a small half opening angle 0 in the definition of the Faber polynomials (8). The 
smaller the half opening angle 0 we choose, the higher the overall approximation accuracy will 
be. This will not be a problem if we only approximate the function of interest in a small specific 
region of the complex plane. However, if we are interested in covering the whole outer region D~ 
of the complex plane, we need more sectors with smaller 0. This will require more coefficients to 
be computed and stored, because different approximating polynomials are used for different sectors. 
Now, suppose we have chosen 0 and divided the first quadrant of the complex plane into zt/(40) 
equally spaced sectors. Different approximating polynomials are to be computed for each sector. The 
above procedure of the z-method works very well for approximations of both uO)(~/z) and u(2)(~/z) 
when argz is small, say, argz < re~4. For z of large argument, he approximation of u°)(~/z) works 
well, but the approximation of ut2)(¢/z) deteriorates considerably, due to the difficulty in mapping 
the large complex argument onto the real line. The coefficients of u~2)(~/z) decays very slow and z(~ 2) 
becomes large as argz increases. This makes the direct application of the z-method approximation 
in its original sense virtually impossible. Similar difficulty was reported by Coleman and Monaghan 
[9] in the truncated Chebyshev series approximations for Jo(z) and Jl(z) when both argz and [z[ 
are large. 
Fortunately, we have some freedom to choose different parameters in the definition of the scaled 
Faber polynomials (8) to mitigate this difficulty. There may be many choices which will result in 
a faster decay of the coefficients of u(2)(~/z). For convenience in notation, we use the prime on a 
symbol to distinguish the parameters of special Faber polynomials for approximating u(Z)(~/z) with 
large argz from those used for approximating uO)(¢/z) in their original sense. Generally, we need 
to choose 0' > 0 and fl' ~ 0. In our applications, we choose /~' = 0'. Also, we choose rn = 1 and 
M = R = 1. Specifically, when 71 is slightly greater than re~4, we choose 01 =/~1 = n/24. when 7' 
is around n/3, we choose 0 '=/~ '= n/12. When 7' is close to n/2, we choose 0 '=/~ '= n/8. For 
approximating u(l)(~/z), 0 is of its original sense and is the same for all the sectors. Also /3 = 0 for 
all the sectors. This means that we use two different Faber polynomials to approximate u~)(~/z) and 
u(2)(¢/z), respectively. In doing this, we are able to increase the computed accuracy by two decimal 
places. 
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Remark 1. The above choices of parameters are not unique and may not be optimal. The symbolic 
representations of the scaled Faber polynomials (8) permits easy manipulation of the parameters. 
This gives the advantage of the automated z-method over the numerical z-method. 
Remark 2. If we are only interested in approximating Jr(z) and Yv(z) of large magnitude and 
large argument, he errors will be dominated by the approximation errors of u~2)(~/z), u~l)(~/z) can 
be approximated fairly accurately. Therefore, we may use 01 and fll for approximations of both 
u~l)((/z) and u~2)(~/z). This will remove some programming difficulty caused by using different 
Faber polynomials and will not in general degrade the overall accuracy of approximations for Jv(z) 
and Y~(z). 
Remark 3. The treatment for approximating U(2)(~/Z) when argz is large is equivalent to choose 4= 
R exp [i(7' -/~')] to map the outer sector S~(01,02, R) onto the inner sector S~, (0, 2if, R). S~, (0, 2fl', R) 
is then mapped onto the unit circular So,(-O', O',R) with the half opening angle 0 '= fl'. 
4. Computation and discussions 
There is no sufficient information about the Faber polynomials available to enable us to give 
analytical error bounds to the automated z-method approximations. It is even more difficult to give 
an analytical error bound for approximations for the outer region of the complex plane. The only 
error bounds for the complex z-method approximations, of which we are aware, were given by 
Coleman [8] under some assumptions on the norm of the Faber polynomials. However, numerical 
experiments can be used to show that the z-method is indeed a good approximation technique 
for the Bessel functions of large magnitude. In this section, results of the automated r-method 
approximations for Jo(z) and Yo(z) on the outer sectors are presented. 
The automated r-method has been successfully implemented using the algebraic packages Math- 
ematica 2 and Maple 3 on a PC and SUN SPARCstation computers. Once the coefficients of the 
auxiliary polynomials P0, P~,..., Pn-1 (see Section 2.2) are input correctly, the symbolic program- 
ming of the z-method is very simple, thanks to the recursion definition of the algebraic pack- 
ages. 
The approximating polynomial can be computed and expressed explicitly (albeit in a very com- 
plicated form), which is the exact solution of the perturbation equation. The departure of solution 
of the perturbation equation to that of the original equation may be investigated symbolically. This 
may be of interest in the perturbation theory. Of course, the accuracy of the z-method computed 
symbolically will be better than the accuracy of the same method computed numerically. At least 
there is no concern about the tnmcation errors for high order z-method approximations. But here 
we are primarily interested in the numerical approximation. Hence, in this paper, the coefficients 
of the automated z-method are computed symbolically on a PC-486 computer using Mathematica 
package (version 2.2.1). These symbolic coefficients are finally evaluated numerically up to suffi- 
cient accuracy and truncated to 16 digits of accuracy (double precision equivalent). These truncated 
2 Mathematica is a registered trademark of Wolfram Research. 
3 Maple is a registered trademark of Maple Inc. 
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coefficients are then used to form suitable polynomial approximations of the r-method. The com- 
putations are then done on a SUN SPARCstation 1+ using Fortran 77 programming language in 
double precision. The approximating polynomials of the r-method are evaluated by a process of 
nested multiplication so that intermediate rounding errors are minimized [4, p. 9]. The maximum 
errors are obtained by sampling on the arc Arc0(0~, 02,R) of each outer sector S~(O~, 02,R) with the 
step length l 0  -2 and by comparing our approximation results with a very accurate routine (at least 
25 digits of accuracy), which sums coefficients of the power series to the 100th degree in quadruple 
precision (the quadruple precision power series coefficients are also computed using Mathematica). 
The choice of the arc Arc0(01, 02,R) worths some explanation. Since the magnitude of J0(z) and 
Yo(z) increase as ]z] increases, the absolute error increases to infinity as ]z I ~ ~.  Fig. 1 depicts 
the absolute errors of the r-method approximation of degree 6 for Jo(z) on a bounded region {z : 
z E ~, 8 ~< ]z[ ~< 20, 10 ° ~< argz ~< 30°}. It is clear that the absolute rror increases monotonically as 
Izl and argz increase. Thus, it is meaningless to test the maximum absolute errors as Izl --, ~.  
Instead, we test the maximum relative error on each sector. Because the relative error is analytic if 
the function is (except at the neighborhood of zeros and singularities of the function in question), it 
reaches its maximum on the boundary of each sector. Fig. 2 shows that, for the same approximation 
on the same region of Fig. 1, the relative error decreases as Izl increases. The maximum relative 
error is on the arc Arc7.5o(15°,30 °, 8). Hence, hereinafter, the reported accuracy is tested on the arc 
of each sector and is in the sense of relative errors, unless the contrary is indicated explicitly. 
The absolute values of the absolute errors of JO(z) 
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Fig. 1. The absolute values of the absolute errors of the automated z-method approximation of degree 6 for Jo(z) on 
{z :z c ~e,8 ~ Izl ~< 20, 15 ° ~ argz ~< 30°}. 
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The absolute values of the relative errors of OO(z) 
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Fig. 2. The absolute values of the relative errors of the automated r-method approximation of degree 6 for Jo(z) on 
{z: z E rg,8 ~< [z t ~< 20, 15 ° ~< argz ~< 30°}. 
Nevertheless, we do report the maximum absolute rrors on each arc. These results are only used 
to compare with the inner sector approximations and to show that high accuracy in absolute error 
is obtained when [z[ and argz are moderate. 
It will also be our convention that the relative errors quoted in this paper are not applicable in 
the vicinity of the zeros of Jo(z) and Yo(z). Jo(z) has infinitely many zeros on the real axis, but 
no complex zero. Yo(z) has no complex zero and no positive real zero [29, pp. 146-147]. The 
automated ~-method can compute Jo(z) and Yo(z) accurately in the vicinity of their zeros. This fact 
is a result of the high accuracy in absolute errors for both Jo(z) and Yo(z) of moderate magnitude 
(see Tables 4 and 5). 
As noted above, the application region of the automated ~-method is not limited by the division 
of the complex plane. However, to facilitate comparison with published results in [9, 35-37], we 
divide the first quadrant of the complex plane into six equal-spaced sectors of 15 ° each. Different 
approximation coefficients are computed for each sector (see [37, 35]). This will be sufficient for 
observing the general behavior of the ~-method on the whole outer region D~ of the complex plane, 
since values of the Bessel functions of z in other quadrants of the complex plane can be computed 
from those of the first quadrant hrough symmetry and conjugate relations of the Bessel functions 
[29, p. 68], as noted in Section 2.3. Hereinafter, the parameters for the (scaled symbolic) Faber 
polynomials are chosen as ~= 0, R = 1, M = 1, m =0. For the six sector division of the first quadrant, 
is chosen as 7 = 7.5°( 15 ° )82.5 °. For the special treatment discussed in Section 3.2 for approximation 
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of u~2)(~/z) when argz > re/4, we choose fl'=O'=rc/24 for the fourth sector; fl'=O'=rc/12 for the fifth 
sector; and fl' = 0' = re/8 for the sixth sector. Since we only tabulate the maximum errors for Jo(z) 
and Yo(z), we also choose 0=0'  for u~l)(~/z) for the 4th, 5th and 6th sectors. This sacrifices the high 
accuracy of ~-O(~/z) in an effort to simplify coding. As noted in Section 3.2, This modification will 
have no adverse effect on the computed accuracy of Jo(z) and Yo(z). The maximum relative errors 
of Jo(z) on each of the six sectors are given in Table 1. Those of Yo(z) are contained in Table 2, 
From Tables 1 and 2, we note that the computed accuracy increases as the degree of the ap- 
proximation increases. In general, the computed accuracy decreases as argz increases. Another fact 
Table 1 
The automated z-method approximations for Jo(z). Maximum relative rrors on the complements of the 
six sectors of the first quadrant ofthe complex plane 
Degree SC(7.5 °,8) S¢(22.5 °, 8) Se(37.5 °, 8) SC(52.5 °, 8) SC(67.5 °, 8) S¢(82.5 °, 8) 
5 1.09(-08) 1.34(-08) 2.06(-08) 1.94(-08) 5.90(-08) 1.89(-07) 
6 5.25(-10) 1.49(-09) 3.42(-09) 3.53(-09) 8.26(-09) 3.53(-08) 
7 9.48(-11) 3.11(-10) 8.80(-10) 9.39(-10) 2.97(-09) 1.03(-08) 
8 1.96(-11) 6.11(-11) 1.67(-10) 2.14(-10) 1.08(-09) 4.18(-09) 
9 2.68(-12) 1.22(-11) 2.46(-11) 6.48(-11) 3.42(-10) 1.89(-09) 
10 4.73(-13) 2.82(-12) 1.64(-11) 2.75(-11) 1.30(-10) 9.03(-10) 
11 9.26(-14) 6.31(-13) 4.79(-12) 5.68(-12) 5.04(-11) 4.60(-10) 
12 1.66(-14) 1.56(-13) 1.47(-12) 2.02(-12) 1.96(-11) 2.26(-10) 
13 3.33(-15) 3.70(-14) 4.75(-13) 6.84(-13) 8.23(-12) 1.07(-10) 
14 9.17(-16) 9.67(-15) 1.57(-13) 2.28(-13) 3.40(-12) 5.46(-11) 
15 4.98(-16) 2.55(-15) 5.37(-14) 9.32(-14) 1.47(-12) 2.81(-11) 
16 4.70(-16) 9.86(-16) 1.88(-14) 3.49(-14) 6.52(-13) 1.46(-11) 
17 4.97(-16) 6.10(-16) 7.02(-15) 1.31(-14) 3.06(-13) 7.85(-12) 
18 4.97(-16) 6.01(-16) 2.54(-15) 5.87(-15) 1.41(-13) 4.28(-12) 
Table 2 
The automated z-method approximations for Yo(z). Maximum relative rrors on the the complements of 
the six sectors of the first quadrant ofthe complex plane 
Degree SC(7.5 °, 8) S¢(22.5 °, 8) S¢(37.5 °, 8) S¢(52.5 °, 8) S¢(67.5 °, 8) S¢(82.5 °, 8) 
5 6.48(-09) 1.34(-08) 2.06(-08) 1.94(-08) 5.90(-08) 1.89(-07) 
6 5.25(-10) 1.49(-09) 3.43(-09) 3.53(-09) 8.26(-09) 3.53(-08) 
7 8.68(-11) 3.14(-10) 8.81(-10) 9.39(-10) 2.97(-09) 1.00(-08) 
8 1.26(-11) 6.15(-11) 1.67(-10) 2.14(-10) 1.08(-09) 4.18(-09) 
9 2.15(-12) 1.23(-11) 2.46(-11) 6.48(-11) 3.42(-10) 1.89(-09) 
10 4.34(-13) 2.85(-12) 1.65(-11) 2.75(-11) 1.30(-10) 9.03(-10) 
11 6.93(-14) 6.36(-13) 4.80(-12) 5.68(-12) 5.04(-11) 4.60(-10) 
12 1.18(-14) 1.47(-13) 1.47(-12) 2.02(-12) 1.96(-11) 2.26(-10) 
13 2.78(-15) 3.73(-14) 4.75(-13) 6.84(-13) 8.23(-12) 1.07(-10) 
14 7.55(-16) 9.71(-15) 1.57(-13) 2.28(-13) 3.40(-12) 5.46(-11) 
15 5.08(-16) 2.59(-15) 5.37(-14) 9.32(-14) 1.47(-12) 2.81(-11) 
16 5.15(-16) 9.89(-16) 1.88(-14) 3.47(-14) 6.52(-13) 1.46(-11) 
17 5.15(-16) 4.93(-16) 6.97(-15) 1.30(-14) 3.06(-13) 7.85(-12) 
18 2.38(-16) 4.74(-16) 2.52(-15) 5.92(-15) 1.41(-13) 4.28(-12) 
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Table 3 
Coleman and Monaghan's Chebyshev approximations for Jo(z). Maximum relative rrors on six sectors and 
degrees of the approximating polynomials 
Sector S¢(7.5 °, 8) SC(22.5 °, 8) Sc(37.5 °, 8) SC(52.5 °, 8) S¢(67.5 °, 8) SC(82.5 °, 8) 
Accuracy 2.5(-15) 2.5(-15) 2.5(-15) 5.0(-15) 5.0(-15) 1.0(-14) 
Deg. u~ 1) 18 18 18 16 16 16 
Deg. u~ 2) 18 21 22 26 32 32 
is that there is no obvious difference in accuracy between approximations for Jo(z) and Yo(z). On 
the first and second outer sector, with the approximation of degrees 15 and 16, respectively, the 
computed accuracy is limited only by the truncation errors of the coefficients of the approximating 
polynomials. 
For comparison, we listed the computed accuracy of the truncated Chebyshev approximations for 
Jo(z) by Coleman and Monaghan [9], and the degrees of the approximating polynomials u~l)(~/z) 
and u~2)(~/z), in Table 3. 
It is noticed that on the first outer sector, the z-method approximation of degree 14 achieves better 
accuracy than the Chebyshev series approximation of degree 18. On the second outer sector, the 
z-method approximation of degree 16 obtains better accuracy than the truncated Chebyshev series 
of degree 18 in u~l)(~/z) and of degree 21 in u~2)(~/z). On the third sector, Coleman and Monaghan 
used the truncated Chebyshev series of degree 18 in u~l)(¢/z) and of degree 22 in u<2)(¢/z) to achieve 
accuracy of 2.5(-15). We did not compute the z-method approximations to such higher degrees. 
But judging from the convergence rate of the maximum relative error, we will be able to achieve the 
same accuracy with the z-method approximations of degree 19. As argz increases, the convergence 
of the coefficients of both the z-method and Chebyshev series approximations becomes very slow. 
Coleman and Monaghan had to use Chebyshev polynomials up to degree 32 to achieve a computed 
accuracy of 1.0(-14) for the sixth outer sector. Judging from the rate of decay of the errors of the 
z-method approximation, we estimate that the z-method of degree 28 will beat the listed accuracy 
from the truncated Chebyshev series approximation of degree 32 on the sixth sector. Since higher 
order Faber polynomials are not published, we do not proceed to further comparison. We mention 
that higher-order Faber polynomials may be computed by the procedure used by Gatermann et al. 
[23], but that is beyond the scope of this paper. 
We are also interested in knowing if R = 8 is a reasonable radius of the circle to divide the 
complex plane into inner disk and outer region. To this end, we compute the absolute errors on 
each arc Arc0 of each sector SC(7, 8). The maximum absolute rrors on each of six arcs are listed 
in Table 4, The maximum errors on each of six arcs for Yo(z) are listed in Table 5. 
We compare Table 5 with Table 1 of [37]. One thing needs to be pointed out is that we used 
"term" in [37] to denote the order of the approximations. A z-method approximation of degree n 
has n + 1 terms. 
It is quite interesting to note that for lower order z-method, the computed accuracy is much 
higher on the outer region than on the inner region for all sectors. In particular, on the first sector, 
the z-method of degree 6 achieves an accuracy of 1.83(-10) on the outer region, while it only 
achieves an accuracy of 4.21(-02) on the inner region. This is a difference by a order of 7. This 
fact indicates that, for lower order approximations, we may choose smaller R as the dividing radius. 
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Table 4 
The automated z-method approximations forJo(z). Maximum absolute rrors on the the arcs of the six 
sectors of the first quadrant ofthe complex plane 
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Degree Arc(7.5 °) Arc(22.5 °) Arc(37.5 °) Arc(52.5 °) Arc(67.5 °) Arc(82.5 °) 
5 6.47(-09) 5.88(-08) 4.29(-07) 2.83(-06) 1.92(-05) 8.10(-05) 
6 1.76(-10) 2.32(-09) 2.66(-08) 5.15(-07) 2.69(-06) 1.51(-05) 
7 3.09(-11) 4.45(- 10) 6.83(-09) 1.37(-07) 9.67(-07) 4.40(-06) 
8 5.09(-12) 6.88(-11) 3.41(-09) 3.12(-08) 3.52(-07) 1.79(-06) 
9 4.60(-13) 1.38(-11) 8.07(-10) 9.46(-09) 1.11(-07) 8.08(-07) 
10 1.46(-13) 3.18(-12) 1.28(-10) 4.02(-09) 4.22(-08) 3.86(-07) 
11 1.59(-14) 7.11(-13) 3.72(-11) 8.29(-10) 1.64(-08) 1.97(-07) 
12 2.85(-15) 1.65(-13) 1.14(-11) 2.95(-10) 6.38(-09) 9.65(-08) 
13 5.71(-16) 4.17(-14) 3.68(-12) 9.98(-11) 1.20(-09) 4.59(-08) 
14 4.05(-16) 1.10(-14) 1.22(-12) 3.33(-11) 1.10(-09) 2.33(-08) 
15 4.77(-16) 3.21(-15) 4.16(-13) 1.36(-11) 4.79(-10) 1.20(-08) 
16 4.77(-16) 3.21(-15) 1.46(-13) 5.10(-12) 2.12(-10) 6.24(-09) 
17 4.77(-16) 3.18(-15) 5.45(-14) 1.91(-12) 9.93(-11) 3.36(-09) 
18 4.77(-16) 3.18(-15) 2.06(-14) 8.57(-13) 4.57(-11) 1.23(-09) 
Table 5 
The automated z-method approximations for 
of the first quadrant ofthe complex plane 
Yo(z ). Maximum absolute rrors on the arcs of the six sectors 
Degree Arc(7.5 °) Arc(22.5 °) Arc(37.5 °) Arc(52.5 °) Arc(67.5 °) Arc(82.5 °) 
5 6.27(-09) 5.88(-08) 4.29(-07) 2.83(-06) 1.92(-05) 8.10(-05) 
6 1.83(-10) 2.32(-09) 2.66(-08) 5.15(-07) 2.69(-06) 1.51(-05) 
7 3.29(- 11) 4.45(- 10) 6.83(-09) 1.37(-07) 9.67(-07) 4.29(-06) 
8 4.76(-12) 6.88(-11) 3.41(-09) 3.12(-08) 3.52(-07) 1.79(-06) 
9 4.81(-13) 1.38(-11) 8.07(-10) 9.46(-09) 1.11(-07) 8.08(-07) 
10 1.52(-13) 3.18(-12) 1.28(-10) 4.02(-09) 4.22(-08) 3.86(-07) 
11 1.55(-14) 7.11(-13) 3.72(-11) 8.29(-10) 1.64(-08) 1.97(-07) 
12 2.63(-15) 1.65(-13) 1.14(-11) 2.95(-10) 6.38(-09) 9.65(-08) 
13 6.23(-16) 4.17(-14) 3.68(-12) 9.98(-11) 1.20(-09) 4.59(-08) 
14 4.13(- 16) 1.09(- 14) 1.22(- 12) 3.33(- 11) 1.10(-09) 2.33(-08) 
15 4.05(-16) 3.43(-15) 4.16(-13) 1.36(-11) 4.79(-10) 1.20(-08) 
16 4.61(-16) 2.46(-15) 1.4o(-13) 5.07(-12) 2.12(-10) 6.24(-09) 
17 4.61(-16) 2.43(-15) 5.41(-14) 1.89(-12) 9.93(-11) 3.36(-09) 
18 4.61(-16) 2.43(-15) 2.26(-14) 8.64(-13) 4.57(-11) 1.23(-09) 
In doing this, we increase the error of the outer region, but decrease the error of the inner region 
in an effort to achieve smaller overall error. 
For the first three sectors, the higher order z-method also achieves better accuracy on the outer 
region than on the inner region. However, to compare the results with those of Table 3 of [37] 
and Table 2 of [36], we find that the higher order z-method oes not obtain higher accuracy on 
the outer sector when argz is large. For example, for the approximations on the sixth sector, with 
results from Table 2 of [36], the z-method of degree 16 achieves an accuracy of 4.59(-13) on the 
inner region, but only obtain an accuracy of 6.42(-9) on the outer region. This inefficiency of the 
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z-method on the outer sectors of large argument is caused by the deterioration of the approximation 
of u{E)(~/z). Hence, for higher order z-method approximations, it may be better to choose R > 8 
when the argument of z is large, say, argz > n/4. 
5. Conclusions 
We presented the automated z-method approximations for the Bessel functions Jr(z), Yv(z), Hv (1)(.7) 
and H~2)(.7) for the outer region complement to a disk with given radius of the complex plane. The 
symbolic representations of the scaled Faber polynomials on any fan-shaped circular region of the 
complex plane have been used, in an appropriate form, as the perturbation terms of the automated 
z-method. We have shown, through numerical experiments, that the automated z-method, with the 
appropriate symbolic representations of the Faber polynomials, achieves good approximation results 
on the outer region of the complex plane for Jo(z) and Yo(Z). Since the computed accuracy for 
both Jo(z) and Yo(Z) are close, we may expect hat similar results may be obtained for H(ol)(z) and 
H{o2)(z). Furthermore, the automated z-method for Bessel functions of other order is straightforward 
and formulas for computing the coefficients of the approximating polynomials are essentially given, 
see (13) and (14). 
Our numerical experiments also unveil some criteria to choose the dividing radius R for separate 
approximations on the inner and outer regions. We have observed the superb performance of the 
lower-order approximations on the outer region. For higher-order approximations, we have remarked 
that small R may be chosen for region with small argument and large R is preferred for region with 
large argument. Of course, if one is only interested in approximation on a finite region of the 
complex plane, one can always tailor the parameters in the definition of the scaled symbolic Faber 
polynomials to obtain desirable accuracy. 
We also discussed a treatment to deal with the difficulty in approximating u(E)(~/z) of large 
argument. This treatment exploits the flexibility of the automated z-method. 
6. Suggestions on future research 
With the automated z-method, the applicable region may be extended to other shapes. Other 
polynomials uch as the complex Chebyshev polynomials may also be chosen as the perturbation 
terms (see [7] for some reports and limitations of employing the complex Chebyshev polynomials 
as the perturbation terms in the z-method). 
One promising way to achieve easy manipulation of accuracy is to represent a function by the 
Faber series. This approach was investigated by Ellacott [15, 18] and Coleman [8]. Coleman showed 
that the Faber series and the z-method give similar numerical results for low-order approximations. 
Since the Faber series is difficult to evaluate numerically, he preferred the z-method. However, with 
the availability of the symbolic computation approach, we may be able to represent the coefficients 
of the Faber series symbolically and evaluate them less painfully. 
The procedure introduced in this paper is the so-called automated z-method in its direct form. 
Experience suggests that by integrating the differential equation before applying the z-method, we 
may obtain better esults. However, for the outer region z-method approximation discussed in this 
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paper, we have not been able to find a suitable form of the integrated z-method which gives better 
computational ccuracy than the direct z-method. The very form (not self-adjoint) of the differential 
equation (10) makes the successful application of the integrated z-method ifficult. There may exist 
other transformation that overcomes this difficulty. 
The symbolic representations of the z-method approximation may be used to investigate the 
optimal choice of the radius R, in the absence of analytic means to do so. 
The application of the z-method approximation to approximating Bessel functions on the outer 
region of the complex plane is successful and the results are encouraging. Of course, more appli- 
cations are still needed in order to fully assess the usefulness of the z-method approximation for 
other special functions of complex argument and large magnitude. 
The idea of employing symbolic computation i the z-method approximations may be extended 
to other numerical approximation areas, such as the rational approximations pursued by Ellacott and 
Saff [16, 17]. 
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