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Abstract
For a compact real analytic symplectic manifold (M,ω) we describe an approach to the com-
plexification of Hamiltonian flows [Se, Do1, Th1] and corresponding geodesics on the space of
Ka¨hler metrics. In this approach, motivated by recent work on quantization, the complexified
Hamiltonian flows act, through the Gro¨bner theory of Lie series, on the sheaf of complex valued
real analytic functions, changing the sheaves of holomorphic functions. This defines an action
on the space of (equivalent) complex structures on M and also a direct action on M . This
description is related to the approach of [BLU] where one has an action on a complexification
MC of M followed by projection to M . Our approach allows for the study of some Hamiltonian
functions which are not real analytic. It also leads naturally to the consideration of continuous
degenerations of diffeomorphisms and of Ka¨hler structures of M . Hence, one can link contin-
uously (geometric quantization) real, and more general non-Ka¨hler, polarizations with Ka¨hler
polarizations. This corresponds to the extension of the geodesics to the boundary of the space
of Ka¨hler metrics. Three illustrative examples are considered.
We find an explicit formula for the complex time evolution of the Ka¨hler potential under
the flow. For integral symplectic forms, this formula corresponds to the complexification of the
prequantization of Hamiltonian symplectomorphisms. We verify that certain families of Ka¨hler
structures, which have been studied in geometric quantization, are geodesic families.
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1 Introduction
The formal complexification HamC(M,ω) of the group of Hamiltonian diffeomorphismsHam(M,ω)
of a symplectic manifold (M,ω) has been studied recently in two main contexts.
In Ka¨hler geometry, the observation that the space, K[ω], of Ka¨hler metrics with a fixed
cohomology class has the structure of an infinite-dimensional symmetric space of the form
HamC(M,ω)/Ham(M,ω), led Semmes [Se] and Donaldson [Do1, Do2] to the result that the
Hamiltonian flows in imaginary time lead to geodesics in K[ω] with respect to the Donaldson-
Semmes-Mabuchi metric [Ma]. These geodesics play an important role in the recent breakthrough
in Ka¨hler geometry, completing the proof of the link of K-stability of a Fano variety with the
existence of a Ka¨hler-Einstein metric [Ti, St, Be, CDS]. (See [PS] for a review.)
The second context in which HamC(M,ω) has been studied has been in quantization. The
applications of imaginary time Hamiltonian flows to quantization originated in the work of Thie-
mann [Th1, Th2] in the context on nonperturbative quantum gravity. There, a complex canonical
transformation is used to take the gravitational spin SU(2)-connection to the complex Ashtekar
SL(2,C) connection.
In the context of geometric quantization, HamC(M,ω) acts naturally in the space of (geometric
quantization) polarizations by acting on the local functions defining the polarization. This idea
has been adapted to the framework of geometric quantization by Hall and Kirwin in [HK1]. It
has been further investigated, for complexifications of Lie groups of compact type, in [KMN1,
KMN2]. Previous work where these ideas were also present include [FMMN1, FMMN2], [BFMN]
for symplectic toric manifolds and [LS3, LS2]. In a series of papers [RZ1, RZ2, RZ3], Rubinstein
and Zelditch have also related ideas of quantization to the study of geodesics on the space of Ka¨hler
metrics.
For geometric quantization the study of complex time Hamiltonian flows has the advantage
of linking continuously the (mathematically easier to define) quantum Hilbert spaces for Ka¨hler
polarizations with the more difficult to define, especially in the case of singular polarizations,
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quantum Hilbert spaces for real and mixed polarizations, [HK1, KW1, KW2, KMN1, KMN2]. One
motivation for the present work was the verification that the Ka¨hler families considered in the
geometric quantization of cotangent bundles of Lie groups, abelian varieties and toric varieties
correspond in fact to geodesic families.
As we show below in examples, the imaginary time Hamiltonian flows in geometric quantization
extends the flows considered in Ka¨hler geometry past the boundary of the space of Ka¨hler polariza-
tions. (For geodesics hitting the boundary of the space of Ka¨hler metrics see, for example, [RZ2].)
While the “metrics” beyond the boundary will be degenerate or become indefinite on subsets, the
corresponding polarizations can still be interesting from a geometric quantization point of view.
In [BLU], the authors also study properties of complexified Hamiltonian flows in real analytic
manifold (M,ω). They describe the one-parameter families of diffeomorphisms given by the com-
plexification of (real-time) Hamiltonian flows in (M,ω) in terms of flows on a complexification
(MC, ωC), which is a holomorphic symplectic manifold. These one-parameter families of diffeo-
morphisms on (M,ω) are then obtained by projection along leaves of a time evolving holomorphic
foliation of (MC, ωC). The projection of the flow does not, in general, lead to a flow on (M,ω).
In the present work, motivated by [HK1, KMN1], we give a complementary approach for real
analytic (M,ω), using the Gro¨bner formalism of Lie series [Gr1, Gr2]. Let Can(M) be the space of
complex valued real analytic functions on M . This formalism defines the exponential etXh , for the
Hamiltonian flow of (real) h ∈ Can(M) acting (locally) on Can(M), as a series. This point of view
in particular, allows for explicit formulas for the geodesics and for the complex time evolution of
the Ka¨hler potential. In this formalism, as we show in a few examples, by letting the complexified
Hamiltonian flow go to the boundary of the space of Ka¨hler metrics, one can study real and mixed
polarizations (in the sense of geometric quantization). The close link to geometric quantization
also clarifies the series expression for the geodesics in the space of Ka¨hler potentials, as explained
in Section 5. When it hits this boundary, the complexified Hamiltonian flow can still continue to
exist on the complexification MC of M , but the projection to M ceases to be holomorphic. Notice
also that, in our approach, we can also in some cases weaken the requirement of analiticity of h
and of M and consider Hamiltonian flows of non real analytic Hamiltonian functions h ∈ C∞(M).
(See Section 8.3.)
Further applications to Ka¨hler geometry, geometric tropicalization and quantization will be
studied in [MN, KMN3].
2 Complexification of analytic flows and action on complex struc-
tures
We will use the formalism of Lie series introduced by Gro¨bner [Gr1, Gr2]. Let M be a compact
real analytic manifold and X be a real analytic vector field on M with analytic flow ϕt. Let
Can(M) denote the algebra of complex valued real analytic functions on M . If f ∈ Can(M) then
f ◦ ϕt ∈ Can(M),∀t ∈ R. Moreover, as shown in [Gr1, Gr2], and in particular from Theorem 3
of [Gr2], if follows that locally on any sufficiently small compact domain K ⊂ M , there exists a
Tf,K > 0 such that
etX · f :=
∞∑
k=0
Xk(f)
k!
tk, (2.1)
is an absolutely and uniformly convergent series for |t| < Tf,K , and defines a holomorphic function
on K × {t ∈ C : |t| < Tf,K}. Following [Gr2] we call the series in (2.1) a Lie series. Consequently,
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Lemma 2.1 Let M be a compact real analytic manifold and X a real analytic vector field on M .
For each f ∈ Can(M) there exists Tf > 0 such that for τ ∈ D0 = {τ ∈ C : |τ | < Tf} the Lie series
∞∑
k=0
Xk(f)
k!
τk
defines a real analytic function on M ×D0.
Definition 2.2 We will say that eτX can be applied to f whenever there exists a Tf > 0 such that
the Lie series
eτX · f :=
∞∑
k=0
Xk(f)
k!
τk,
is absolutely and uniformly convergent on compact subsets in M ×D0, where D0 = {τ ∈ C : |τ | <
Tf}.
Remark 2.3 The operator eτX (see Theorem 5 in [Gr2]) acts as a (local) automorphism of the
algebra Can(M), that is, for f, g ∈ Can(M) and |τ | sufficiently small,
eτX · (fg) = (eτX · f)(eτX · g).
♦
Moreover, as a direct consequence of Theorem 6 of [Gr2],
Theorem 2.4 Let D ⊂ Rn be an open disk centered at the origin, X a real analytic vector field on
D and f ∈ Can(D) such that the power series
f(x1, . . . , xn) =
∑
I∈Nn0
aIx
I , I = (i1, . . . , in),
where xI = (x1)i1 . . . (xn)in , converges in D. Assume that there exists T > 0 such that, for t ∈ R
with |t| < T , etX can be applied to f, x1, . . . , xn in a neighbourhood of 0 ∈ D. Then, one has, for
|t| sufficiently small,
etX · f(x1, . . . , xn) =
∞∑
k=0
Xk(f)
k!
tk(x1, . . . , xn) = f(etXx1, . . . , etXxn) = f ◦ ϕt(x1, . . . , xn)
in a neighbourhood of 0 ∈ D, where all Lie series above are absolutely and uniformly convergent on
compact subsets.
Let now dimM = 2n and let J0 be a complex structure on M . Let {zi}i=1,...,n be a local system
of J0-holomorphic coordinates in an open neighbourhood U of p ∈M .
Theorem 2.5 There exists T > 0 such that for every τ ∈ DT = {τ ∈ C : |τ | < T} the functions
ziτ = e
τX · zi, i = 1, . . . , n,
form a system of complex coordinates on some open neighbourhood V ⊂ U of p, defining a new
complex structure Jτ on V for which the coordinates {ziτ}i=1,...,n are holomorphic.
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Proof. Let us consider an open neighbourhood of p, V ′ ⊂ U , with compact support V ′ ⊂ U . The
existence of T such that the funcions ziτ are well defined on V
′ for |τ | < T follows from Lemma 2.1.
By taking a smaller T if necessary, by continuity in τ and the fact that dz1∧· · ·∧dzn∧dz¯1∧· · ·∧dz¯n 6=
0 at every point in V ′, we get that dz1τ ∧ · · · ∧ dznτ ∧ dz¯1τ ∧ · · · ∧ dz¯nτ 6= 0 at every point in V ′, for
|τ | < T . By the inverse function theorem, we obtain that {ziτ}i=1,...,n form a new system of complex
coordintes (that is, the real and imaginary parts form a system of real analytic coordinates) on
some, possibly smaller, open neighbourhood V ⊂ V ′ of p.
Theorem 2.6 There exists T > 0 such that for τ ∈ DT = {τ ∈ C : |τ | < T} there exist a global
complex structure Jτ on M , extending the complex structure given in local J0–holomorphic charts
by Theorem 2.5, and a unique biholomorphism
ϕτ : (M,Jτ )→ (M,J0), (2.2)
which, on local J0-holomorphic coordinates, acts as e
τX .
Proof. SinceM is compact, we can cover it with a finite atlas {(Uα, zα)}α=1,...,N of J0-holomorphic
local charts. Let Tα,p > 0, Vα,p be open sets, p ∈ Vα,p ⊂ Uα such that the functions
zα,p,τ = e
τX zα,p =
(
eτX · z1α,p, . . . , eτX · znα,p
)
,
where zα,p = (zα)|Vα,p , are defined on Vα,p, are holomorphic functions of τ and
zα,p,τ (Vα,p) ⊂ zα(Uα),
for τ ∈ DTα,p . Let {Vαj ,pj}j=1,...,K be a finite subcover of (the infinite open cover) {Vα,p}α=1,...,N, p∈M
and T˜ = minj{Tαj ,pj}. Let φαjαk be the coordinate transition functions. From Theorem 2.4 it
follows that there exists T, 0 < T ≤ T˜ such that
zαj ,pj ,τ = e
τX · zαj ,pj = eτX ·
(
φαjαk ◦ zαk,pk
)
= φαjαk ◦ zαk ,pk,τ ∀τ ∈ DT . (2.3)
We have therefore defined a new atlas
{(Vαj ,pj , zαj ,pj ,τ )}j=1,...,K
onM , with the same transition functions restricted to the smaller open sets Vαj ,pj∩Vαk,pk . Therefore
the atlas {(Vαj ,pj , zαj ,pj,τ )}j=1,...,K defines a new complex structure Jτ on M , equivalent to J0. For
α = 1, . . . , N , denote by φα : zα(Uα) ⊂ Cn → Uα the inverse of the coordinate function zα. For
τ ∈ DT , define the maps
ϕτ,j = φαj ◦ zαj ,pj ,τ : Vαj ,pj → Uα.
We have, from (2.3), that the maps {ϕτ,j}j=1,...,K glue together to give a well defined global bijective
map ϕτ : M → M . Indeed, surjectivity follows because ϕτ is a local diffeomorphism near every
point and is homotopic to the identity so that it maps each connected component of M onto itself.
On the other hand, the inverse map ϕ−τ exists, such that, on the charts ϕτ (Vαj ,pj) one has
e−τX · zαj ,pj ,τ = zαj ,pj .
It is clear that ϕτ gives the unique biholomorphism from (M,Jτ ) to (M,J0), such that zαj ,pj ,τ =
zαj ,pj ◦ ϕτ , which proves the theorem.
Remark 2.7 Note that Jτ = ϕ
−1
τ∗ J0 := ϕ
−1
τ∗ ◦ J0 ◦ ϕτ∗ is the push-forward of J0 by ϕ−1τ . ♦
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Corollary 2.8 Under the conditions of Theorem 2.6, we have
ϕ∗τ
(O(M,J0)) = O(M,Jt),
where O(M,J) denotes the structure sheaf of M with respect to the complex structure J .
Corollary 2.9 Let g ∈ C∞(M) be a, not necessarily J0-holomorphic function and let {zi}i=1,...,n
be local J0-homolorphic coordinates on M . For T as in Theorem 2.6 and τ ∈ DT , we have
ϕ∗τg(z
1, . . . , zn, z¯1, . . . , z¯n) = g(z1τ , . . . , z
n
τ , z¯
1
τ , . . . , z¯
n
τ ), (2.4)
where {ziτ}i=1,...,n are defined in Theorem 2.5 and
z¯τ = zτ = e
τ¯X · z¯, (2.5)
with z¯ = (z¯1, . . . , z¯n), z¯τ = (z¯
1
τ , . . . , z¯
n
τ ).
Remark 2.10 If τ = t ∈ R, then ϕt in (2.2) is the usual time t flow of X and is therefore J0-
independent. For τ /∈ R, ϕτ in general will depend on J0. Moreover, if τ /∈ R, ϕτ does not in
general define a flow, in the sense that ϕτ+σ 6= ϕτ ◦ ϕσ, even all if three of these diffeomorphisms
are defined. ♦
We now note that if |τ | becomes too large it may happen that the complex structure Jτ no
longer exists even though the functions {ziα,τ}i=1,...,n are well defined, and functionally independent,
for all the open sets in the cover {Uα} of M . This happens, for instance, if for some α the 2n-form
dz1α,τ ∧ · · · ∧ dznα,τ ∧ dz¯1α,τ ∧ · · · ∧ dz¯nα,τ has zeros. Note that
Lemma 2.11 In the above notation, if τ ∈ C is such that the functions {zjα,τ} are well defined on
an open set Uα, then the Jτ -holomorphic form dz
1
α,τ ∧ · · · ∧ dznα,τ does not have zeros on Uα.
Proof. The action of the operator eτX on holomorphic functions can be inverted, since
e−τXzjα,τ = z
j
α.
On the other hand, the zeros of dz1α,τ ∧ · · · ∧ dznα,τ ∧ dz¯1α,τ ∧ · · · ∧ dz¯nα,τ mean that some linear
combination of dzjα,τ , j = 1, . . . , n, becomes real and the corresponding polarization1 becomes
mixed. For these values of τ , which cannot be treated by a flow on MC followed by projection
to M , it is still interesting, for geometric quantization purposes, to study the associated mixed
polarizations. In the next example, we illustrate this situation.
Example 2.12 Consider the complex manifold (R2, J0), where J0 is the homogeneous complex
structure defined by the global holomorphic coordinate z = x + τ0y, with Im τ0 6= 0. Even though
this is a noncompact example, it serves to illustrate the results above. Let X = y ∂
∂x
, so that
zτ = e
τX · z = x+ (τ0 + τ)y.
1Recall that on a symplectic manifold (M,ω) a (geometric quantization) polarization, P , is a Lagrangian distri-
bution in the complexified tangent bundle TM ⊗C. P is said to be real if, at each point of M , P = P¯. If (M,ω, J) is
a Ka¨hler manifold, then T (1,0)M defines a Ka¨hler polarization PJ , such that PJ ∩ P¯J = 0. (See, for example, [Wo].)
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Letting τ0 = r0 + is0, τ = r + is, r0, s0, r, s ∈ R, we obtain that ϕτ : R2 → R2 is the linear map
defined by the matrix [
1 r + r0 − (s+s0)r0s0
0 s+s0
s0
]
(2.6)
in the canonical basis. This one-parameter family of diffeomorphisms defines, for s 6= −s0, a linear
isomorphism of R2. For s = −s0, ϕr−is0 maps R2 to a real dimension one linear subspace. Consider
on the complex one-parameter subgroup of the formal group Diff(R2)C,
C = {eτX , τ ∈ C},
the three subsets C = C+ ∪ C0 ∪ C− according to whether Im(τ0 + τ) is positive, equal to zero or
negative, respectively. Then, the map eτX 7→ ϕτ breaks up into maps
C+ → GL+(R2) ⊂ Diff+(R2)
C0 → M2(R) ⊂ C∞(R2,R2)
C− → GL−(R2) ⊂ Diff−(R2).
Note that when τ is such that s = −s0, we still have a well defined, albeit real, function
zτ = x+ (r0 + r)y = z¯τ .
At this value of s, the complex polarization associated to Jτ becomes real, see Example 7.1.
Remark 2.13 Under the conditions of Theorem 2.6, note that for J0-holomorphic (k, 0)-forms and
|τ | sufficiently small we have
ϕ∗τ f(z) dz
i1 ∧ · · · ∧ dzik =: eτLXh (f(z)dzi1 ∧ · · · ∧ dzik) = f(eτXh · z) dzi1τ ∧ · · · ∧ dzikτ ,
while for J0-anti-holomorphic forms of type (0, k),
ϕ∗τf(z¯) dz¯
i1 ∧ · · · ∧ dz¯ik =: eτ¯LXh (f(z¯)dz¯i1 ∧ · · · ∧ dz¯ik) = f(eτ¯Xh · z¯) dz¯i1τ ∧ · · · ∧ dz¯ikτ .
Note that these expressions are convergent power series in τ and τ¯ respectively. ♦
Remark 2.14 A geometric interpretation of ϕτ can be given in terms of the complexification of
M , as in [BLU]. (See also Section 8.) ♦
3 Complexification of Hamiltonian flows
Let U ⊂ R2n be an open set. Let J0 be the standard complex structure on R2n ∼= Cn and consider
now (U, J0) with real analytic symplectic form ω such that (U,ω, J0) is a Ka¨hler manifold. For
h ∈ Can(U), let Xh be its (real analytic) Hamiltonian vector field with flow ϕt. In this Section, we
will consider Theorem 2.6 in the context of complexified Hamiltonian flows and will study some
additional properties valid in this case. Letting z = (z1, . . . , zn) be local J0-holomorphic coordinates
on U , recall that ω is a type (1, 1)-form.
Theorem 3.1 Let V ⊂ U be an open set and let f ∈ Can(V ) such that eτXh can be applied to f
(see Definition 2.2) for |τ | < T for some T > 0. Then, the real-analytic Hamiltonian vector field
of eτXh · f with respect to ω is given by the Lie series
XeτXh ·f =
∞∑
k=0
τkLkXh(Xf )
k!
=: eτLXhXf , |τ | < T. (3.1)
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Proof. Observe that, for k ∈ N, g ∈ C∞(V ),(
LkXhXf
)
(g) = XXk
h
(f)(g).
From real analiticity of ϕt, for real time t, we then have
XetXh ·f = e
tLXhXf . (3.2)
The equality (3.1) follows by taking the analytic continuation of (3.2) in t.
Remark 3.2 For real time t, as long as the flow of Xh is defined, (3.2) is the statement, for the
symplectomorphism ϕt of Theorem 2.6, of the equality (ϕ
−1
t )∗Xf = Xϕ∗t f . However, note that for
Imτ 6= 0, ϕτ will not, in general, be a symplectomorphism. In this case, for f not J0-holomorphic,
we have, in general, ϕ∗τf 6= eτXh · f. ♦
Remark 3.3 Note that z¯τ = (eτXh · z) = eτ¯Xh · z¯ 6= eτXh · z¯ = z¯τ¯ . ♦
We have, for the Hamiltonian vector fields for the holomorphic coordinate functions,
Lemma 3.4 Under the conditions of Theorem 3.1,
eτLXhXzi = Xziτ , e
τ¯LXhXz¯i = Xz¯iτ
where the left hand sides are convergent power series (in τ and τ¯ respectively).
Proof. We have LXhω = 0 and
dziτ = de
τXh · zi = eτLXhdzi = eτLXh iX
zi
ω = i
e
τLXhX
zi
ω,
so that Xziτ = e
τLXhXzi , i = 1, . . . , n. Since z
i
τ is given by an absolutely and uniformly convergent
on compact subsets Lie series, all the expressions make sense as convergent series.
4 Action on Ka¨hler structures
Theorem 4.1 Let (M,ω, J0, γ0) be a real analytic compact Ka¨hler manifold with Ka¨hler form ω,
complex structure J0 and Riemannian metric γ0. Assume ω, J0, γ0 are analytic. Let h ∈ Can(M).
There exists T > 0 such that for each
τ ∈ DT := {τ ∈ C : |τ | < T}
one has that:
(i) (M,ω, Jτ ) is a Ka¨hler manifold, where Jτ = ϕ
∗
τJ0 and ϕτ is the biholomorphism of Theorem
2.6.
(ii) Let κ0 be a local analytic Ka¨hler potential for (M,ω, J0). A local Ka¨hler potential for
(M,ω, Jτ ) is then given by
κτ = −2Im ψτ , (4.1)
with
ψτ = − i
2
eτXh · κ0 + τh− ατ , (4.2)
where ατ is the analytic continuation in t of
αt =
∫ t
0
et
′Xh(θ(Xh)) dt
′ , (4.3)
θ is the real local potential for −ω defined by θ(0,1) = i2 ∂¯0κ0, with ∂¯0 the ∂¯-operator relative
to the complex struture J0.
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Remark 4.2 One has dατ = e
τd◦iXh θ − θ and also
ατ =
∞∑
k=1
τk
k!
Xk−1h (θ(Xh)),
for ατ in (4.3). ♦
Proof. To prove (i) it is enough to show that ω is of type (1, 1) with respect to Jτ . Positivity, for
small enough |τ |, follows from continuity at τ = 0. From Lemma 3.4,
Xziτ = e
τLXhXzi .
Note that the local vector fields {Xziτ }i=1,...,n are linearly independent at every point of an open
neighborhood. Since LXhω = 0 and ω is of type (1, 1) with respect to J0, we obtain
{ziτ , zjτ} = 0, i, j = 1, . . . , n.
Therefore,
dziτ (Xzjτ ) = ω(Xziτ ,Xzjτ ) = 0,
so that {Xziτ }i=1,...,n generate the (0, 1) tangent space with respect to Jτ . Therefore, ω is of type
(1, 1) with respect to Jτ which concludes the proof of (i).
To prove (ii), let θ = θ(1,0)τ + θ(0,1)τ , be the decomposition of θ into (1, 0) and (0, 1) parts
with respect to Jτ . Since ω is of type (1, 1) with respect to Jτ , ∂¯τθ
(0,1)τ = 0, where ∂τ , ∂¯τ are
the ∂, ∂¯-operators with respect to Jτ . Therefore, by the ∂¯-lemma, θ
(0,1)τ = ∂¯τψτ for some locally
defined complex valued analytic function ψτ . A Ka¨hler potential for ω with respect to Jτ will then
be given by κτ = −2Imψτ . Recall that {Xziτ }i=1,...,n is a basis of the (0, 1) tangent space for Jτ .
Since ω = −dθ, we have, expanding in powers of τ ,
eτLXhθ = θ − τdh+ dατ .
Then, since θ(0,1) = − i2 ∂¯0κ0 and Xziτ = eτLXhXzi , the validity of (ii) follows from the equality
θ(Xziτ ) = −
i
2
Xziτ (e
τXh · κ0) + τdh(Xziτ )− dατ (Xziτ ), i = 1, . . . , n,
where we use eτLXh θ(Xziτ ) = e
τLXhθ(eτLXhXzi) = e
τXhθ(Xzi) due to the fact that, as a consequence
of Remark 2.3, eτLXh acts as a (local) automorphism of the algebras of tensor fields on M .
Note that ϕt defines a symplectomorphism of (M,ω) for all t ∈ R. However, for complex τ ,
ϕτ will not, in general, be a symplectomorphism, as already noted in Remark 3.2. Therefore, the
Ka¨hler structures (M,J0, ω, γ0) and (M,Jτ , ω, γτ ) will, in general, be non-equivalent.
That the evolution in real time does not change the diffeomorphism equivalence class of the
Ka¨hler structure, can be checked explicitly by verifying that under the flow of the Hamiltonian
symplectomorphisms ϕt, t ∈ R the Ka¨hler potential just evolves by composition with the flow. In
fact,
Proposition 4.3 Under the conditions of Theorem 4.1, let τ0 ∈ DT , s ∈ R such that τ + s ∈ DT .
We then have,
κτ+s = ϕ
∗
sκτ .
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Proof. From formula (4.3) it is easy to check that, for real t, s, one has
ϕ∗sαt = e
sXh · αt = αt+s − αs.
By analytic continuation in t, we obtain,
esXhατ = ατ+s − αs.
Since, for real s, we have αs = α¯s, and using Xh(h) = 0, it is straightforward to verify that
κτ+s = e
sXhκτ .
If M is not compact or if |τ | becomes too large, in general the maps eτXh may develop singu-
larities, even if they stay as local biholomorphisms on large subsets of M . Also, on some subsets of
X one may lose the positivity of the metric γτ . Nevertheless, it can still be very useful to consider
these maps and their action on the set of polarizations of the symplectic manifold (M,ω). Note
that the action of the diffeomorphisms ϕτ on polarizations is given by the following
Theorem 4.4 Under the conditions of Theorem 4.1, the Ka¨hler polarization (that is the (0, 1)-
tangent space) for (M,ω, Jτ ) is given by
Pτ = (ϕ−1τ )∗P0 = eτLXhP0, (4.4)
where this expression can be interpreted as a convergent power series in τ if eτLXh is applied
to appropriate sections of P0 such as Xzi , i = 1, . . . , n, where {zi}i=1,...,n are local holomorphic
coordinates on (M,J0).
Proof. The (0, 1)-tangent space with respect to Jτ has a basis {Xziτ }i=1,...,n, whereXziτ = eτLXhXzi
and {Xzi}i=1,...,n is a basis of the (0, 1)-tangent space with respect to J0.
With a view to the application to half-form quantization, note also that we have the following
result.
Proposition 4.5 Under the conditions of Theorem 4.1, the fiber of canonical bundle Kτ of (M,Jτ )
is generated at each point by
Ωτ = e
τLXhΩ0,
where Ω0 generates the fiber of the canonical bundle K0 of (M,J0) and where the expression makes
sense as a convergent Lie series if eτLXh is applied to appropriate local sections of K0 such as
Ω0 = dz
1 ∧ · · · ∧ dzn.
Proof. We only need to note that
dziτ = de
τXh · zi = eτLXhdzi,
where the equality is valid for real τ and follows for complex τ , with small enough |τ |, by analytic
continuation.
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5 Geometric quantization interpretation
For [ω]2pi ∈ H2(M,Z) integral, let L→M be a prequantum line bundle with connection ∇ such that
F∇ = −iω. Let fˆ denote the prequantization of f ∈ Can(M) acting on sections of L,
fˆ = i∇Xf + f = iXf + f − θ(Xf ),
where, as in (ii) of Theorem 4.1, θ is a local real potential for −ω. In this case, there is a clearer
interpretation of the action on the Ka¨hler potentials as eiψτ can be considered as a section of L
(written in the unitary frame corresponding to θ) such that eκτ is a section of L⊗ L−1. Then,
Theorem 5.1 Let ψτ be as in (4.2) in Theorem 4.1. Then, e
iψτ is obtained by the analytic con-
tinuation to complex time of the prequantization of etXh acting on eiψ0 , that is
eiψτ = e−iτ hˆ (eiψ0) = ei (e
τXhψ0+τh−ατ ). (5.1)
Proof. The formula is valid for real time τ = t ∈ R. To see this, we only need to show that
d
dt
eiψt = iψ˙te
iψt = −ihˆeiψt .
This follows by direct differentiation and by using α˙t = e
tXhθ(Xh) and Xh ·αt = etXhθ(Xh)−θ(Xh)
where, again, the expression is valid in a local unitary frame of L associated to θ. The theorem
then follows by analytic continuation in t.
Note that this is the analytic continuation to complex time of the usual formula for the evolution
of wave functions in geometric quantization, under the Hamiltonian flow of Xh. (See, for example,
Chapters 8 and 9 in [Wo]. For other examples of the validity (in complex time) of the same formula,
see [KMN1].) For a related description see also [Do3].
Remark 5.2 The reason to have eiψ0 evolve with e−iτ hˆ rather than with (a lifting to L of) ϕτ is
due to the fact that a P0-polarized section of L evolves under the flow to a Pτ -polarized section.
Then, the product of a J0–holomorphic section F1 with a J0-antiholomorphic F2 evolves with
F τ1 F
τ
2 = e
−iτ hˆ(F1) e
iτ¯ hˆ(F2),
thus corresponding the evolution of e−κ0 above. ♦
6 Symplectic and complex pictures
Let (M,ω, J0) be a compact Ka¨hler manifold. In [Do1] (see also [Do2, Do3]), Donaldson has
considered a formal “complexification” of the infinite-dimensional group of Hamiltonian symplec-
tomorphisms of (M,ω) and related it with geodesics in the space of Ka¨hler metrics with fixed
cohomology class and Mabuchi metric [Ma]. In the present section, we will recall some aspects
of this description and will explain in which sense it can be extended in an interesting way for
geometric quantization. As the section is mainly illustrative, and intended to give just a general
qualitative perspective, we will not consider any technicalities arising from infinite-dimensions.
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6.1 Complex picture
Let G denote the group of Hamiltonian symplectomorphisms of (M,ω) and GC its formal complex-
ification. Following Donaldson [Do1], in the present paper we are studying two types of “orbits”
of GC. The orbit of first type for the pair (ω, J0) coincides with the space of Ka¨hler metrics on
(M,J0) with fixed cohomology class
H(ω, J0) = {ϕ∗ω0, ϕ ∈ Diff(M), [ϕ∗ω] = [ω], the pair (ϕ∗ω, J0) is Ka¨hler} ∼=
∼=
{
η ∈ C∞(M) : ω + i∂0∂0η > 0
}
/R.
where ∂0 is the ∂-operator relative to the complex structure J0. Morally
H(ω, J0) = (G∗C · ω, J0) (6.1)
so that, for (ω, J0), GC corresponds to the following subset (not subgroup) of Diff(M),
G
(ω,J0)
C
= {ϕ ∈ Diff(M) : ϕ∗ω ∈ H(ω, J0)}
and
H(ω, J0) ∼= G(ω,J0)C /G
has the structure of an infinite-dimensional symmetric space with constant negative curvature
[Se, Do1] for the Mabuchi metric [Ma]. The transitivity of GC in (6.1) is a consequence of Moser’s
theorem. Choosing a path, t 7→ ωt, t ∈ [0, 1], between two symplectic structures in H(ω, J0), there
are diffeomorphisms Φt : M → M , obtained by integrating a t-dependent vector field on M , such
that Φ∗tωt = ω0. Notice that the family of Moser maps is unique up to composition with a family
of symplectomorphisms of (M,ω). We will call the study of orbits H(ω, J0) the “complex picture”
as the complex structure is kept constant.
The Mabuchi metric on the space of Ka¨hler potentials reads
||δφ||2 =
∫
M
|δφ|2ω
n
n!
,
where dimM = 2n and δφ ∈ C∞(M) is a tangent vector at the metric γφ = ωφ(·, J0·). This metric
induces a metric on H(ω, J0),
H(ω, J0) ∼=
{
η ∈ C∞(M) : ω + i∂0∂0η > 0,
∫
M
η ωn = 0
}
.
Consider a path of Ka¨hler potentials φt, with φ0 = 0, corresponding to the Ka¨hler forms
ωt = ω0 + i∂0∂¯0φt.
The condition for this path to be a geodesic in the above metric reads
φ¨ =
1
2
||∇φ˙||2φ,
where ||∇φ˙||2φ is the squared norm of the gradient of φ˙ with respect to the Ka¨hler metric determined
by φ.
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6.2 Symplectic picture
The second type of “GC orbits” corresponds to acting on the complex structure with fixed symplectic
structure
G(ω, J0) = (ω,GC∗ · J0) =
=
{
(ω,ϕ∗J0), ϕ ∈ G(ω,J0)C
}
(6.2)
If Aut(M,J0) is discrete, than the “action” of GC is free and
G(ω, J0) ∼= GC.
In that case we get a natural map
π : G(ω, J0) −→ H(ω, J0)
(ω,ϕ∗J0) 7→ ϕ∗(ω,ϕ∗J0) = (ϕ∗ω, J0) , (6.3)
giving G(ω, J0) the structure of a principal G–bundle over H(ω, J0).
If Aut(M,J0) has continuous subgroups, then
G(ω, J0) ∼= GC/Aut0(M,J0),
where Aut0(M,J0) is the connected component at the identity of Aut(M,J0). Instead of (6.3) one
then gets the diagram
GC
pi1
zz✈✈
✈✈
✈✈
✈✈
✈
pi2
$$■
■■
■■
■■
■■
G(ω, J0) H(ω, J0)
(6.4)
We see that a map from orbits of imaginary time one-parameter Hamiltonian subgroups in G(ω, J0)
to H(ω, J0) is defined if and only if these orbits do not correspond to subgroups of Aut(M,J0).
The study of G(ω, J0) is natural in geometric quantization, where it is natural to fix a symplectic
structure and study the dependence of quantization on the choice of complex structure (even for
complex structures related by a symplectomorphism). We call the study of G(ω, J0) the “symplectic
picture”.
6.3 Connecting the pictures and analytic Cauchy problem
Let us, for simplicity, suppose in this section that Aut(M,J0) is discrete. To go from the symplectic
picture to the complex picture we have the projection π in (6.3). To go from the complex picture
to the symplectic picture we need a section of (6.3). If G was a compact Lie group, a natural global
section would be given by lifting the action of exp(iLie(G)) on ω to J0. It turns out, however, that
the Cauchy problem for the geodesics in H(ω, J0) does not always have solution, which means that
there are (non-analytic) h ∈ C∞(M) for which eitLXhω, is not well defined for any t 6= 0 [Do1]. On
the other hand, if we restrict the G-bundle in (6.3) to the real-analytic case,
πan : G(ω, J0)an −→ H(ω, J0)an
(ω,ϕ∗J0) 7→ ϕ∗(ω,ϕ∗J0) = (ϕ∗ω, J0) , (6.5)
where ϕ ∈ Diff(M)an ∩GC, then, for each vector in the tangent space at (ω, J0) in H(ω, J0)an, the
Cauchy problem has a solution given by acting on ω with imaginary time analytic Hamiltonian
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symplectomorphisms. This is a consequence of Proposition 9.1. More explicitly, there are sections
σ of (6.5) defined on neighborhoods of 0 of every direction in T(ω,J0)H(ω, J0)an given by
σ(ϕ∗isω, J0) = (ω, (ϕis)∗ J0),∀h ∈ Can(M),
where |s| < Th and Th ∈ R is an h-dependent positive real number. Notice, however, that the
compactness of M is crucial for this result to hold. (See Example 7.2 where we consider a complete
real analytic Hamiltonian vector field on the plane for which the Cauchy problem has no solution.)
Consider now a path (ωt, J0) in H(ω, J0) starting at (ω0, J0) = (ω,J0). Fixing a family of Moser
maps Φt ∈ Diff(M), with Φ∗tωt = ω, corresponds to fixing a lift (ω, Jt) of the path to G(ω, J0), with
Jt = Φ
∗
tJ0. Of course, in this way we obtain equivalent Ka¨hler structures
(M,ω, Jt, γt) = Φ
∗
t (M,ωt, J0, γ˜t).
If we denote by ∂t the ∂-operator relative to the complex structure Jt we then have, for a (local)
Ka¨hler potential kt for ω with respect to Jt,
ω = i∂t∂¯tkt = Φ
∗
tωt = ϕ
∗
t (ω + i∂0∂¯0φt). (6.6)
It follows that
φt = kt ◦ Φ−1t − k0, (6.7)
where k0 is a (local) Ka¨hler potential for ω with respect to J0.
7 Examples of extension beyond the space of Ka¨hler structures
Example 7.1 Consider again Example 2.12 where now R2 is equipped with its standard symplectic
structure ω = dx ∧ dy, so that (R2, J0, ω) is a Ka¨hler manifold. The diffeomorphisms ϕτ (for
s 6= −s0) in this case were generated by X = y ∂∂x = Xh, where h(x, y) = y
2
2 .
We have the family of Ka¨hler polarizations of (R2, ω),
Pτ = 〈 ∂
∂z¯τ
〉, s > −s0,
where we recall that τ0 = r0+is0, τ = r+is, r0, s0, r, s ∈ R. When s→ −s0, we see that Pτ → Pr−is0
where
Pr−is0 =
{
−(r0 + r) ∂
∂x
+
∂
∂y
}
C
is a real polarization.
It is straightforward to obtain the metric γτ defined by (ω, Jτ ),
γτ =
(
1
s0 + s
)
dx2 + 2
(
r0 + r
s0 + s
)
dxdy +
(
(s0 + s)
2 + (r0 + r)
2
s0 + s
)
dy2,
where τ0 = r0 + is0, τ = r + is. Note that as s → −s0 the map ϕτ in (2.6) becomes singular. In
this limit, after a rescaling by (s0 + s), the metric becomes
lim
s→−s0
(s0 + s)γτ = d(x+ (r0 + r) y)
2,
so that there is a metric collapse of R2 to R, with a degeneration along the kernel of the linear map
ϕ−is0 .
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Example 7.2 Consider, again, the symplectic plane with standard symplectic structure and with
initial Ka¨hler structure given by the standard holomorphic coordinate z = x + iy. Consider the
Hamiltonian function
h(x, p) =
1
2
(xy)2,
with Hamiltonian vector field
Xh = xy
(
x
∂
∂x
− y ∂
∂y
)
.
Let ϕit be the map defined in Theorem 2.6, where t ∈ R.
Lemma 7.3
zit := e
itXhz0 = e
itxyx+ ie−itxyy.
Proof. This follows easily from direct computation from X2kh (z0) = (xy)
2kz0 and X
2k+1
h (z0) =
(xy)2k+1z¯0, for k = 0, 1, 2, . . . .
Remark 7.4 As we will see below, in this (non-compact) case, the map ϕit for t 6= 0 never defines
a global diffeomorphism of the plane. However, in the neighborhood of each point, for |t| small
enough, ϕit will be a local diffeomorphism. ♦
Lemma 7.5 The family of Ka¨hler potentials and Ka¨hler forms are given by
κit =
1
2
cos(2txy)(x2 + y2) + tx2y2 (7.1)
and
ω = igit(x, y)dzit ∧ dz¯it, (7.2)
where
g−1it = 2t
(
x2 + y2 − 2xy sin(2txy)) + 2cos(2txy).
Proof. The formula for kit follows from (4.1) and (4.2) by noticing that, with θ = −xdy, one has
Xh(θ(Xh)) = 0 so that αit = 2ith. The formula for git follows by computing of dzτ and dz¯τ from
Lemma 7.3 and comparing with ω = dx ∧ dy.
We see that for any value of t there is a sufficiently small neighborhood of the origin x = y = 0
where git is positive and the metric is Ka¨hler. On the other hand, for any t 6= 0 there are regions
where git becomes negative. Let us consider the case t > 0. (The t < 0 case is clear.) We then have
g−1it ≥ 2tmin{(x− y)2, (x+ y)2}+ 2cos(2txy).
We see that negative values of git can arise only in the region
{(x, y) ∈ R2 : |x− y| < 1√
t
} ∪ {(x, y) ∈ R2 : |x+ y| < 1√
t
}.
As t increases, these two strips become more and more concentrated around x = y and x = −y. To
find regions where git becomes negative, let us consider x = y and 2txy =
pi
2 +2kπ, k ∈ N. At those
points we have g−1it = 0, implying that ϕit is not a global diffeomorphism. By Taylor expanding
around one of those points, we see that for 2txy bigger but sufficiently close to pi2 + 2k0π, k0 ∈ N,
the sign of git is negative. Therefore, for any value of t > 0, there is a countable set of open regions
where the polarization Pit is pseudo-Ka¨hler. This shows that the Cauchy problem for the geodesic
starting at (ω, J0) and in the direction of h does not have a solution.
Remark 7.6 Note that the polarizations Pit on the boundary of the Ka¨hler regions become real,
since
(
∂(zit,z¯it)
∂(x,y)
)
, whose determinant equals g−1it , has rank one at those points. ♦
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8 Relation with the Burns-Lupercio-Uribe approach
In [BLU], the authors also study the complexification HamC(M,ω) = GC when (M,ω) is real
analytic. In this work, the Hamiltonian flow in complex time is described via an actual flow on a
complexification (MC, ωC) of M . (For the complexification of real analytic Riemannian manifolds
see [GS1, GS2, LS1, Sz].) While the formalism of [BLU] is more geometric than the one we consider,
it requires the introduction of MC which may not be convenient when considering some real non
analytic examples, as in subsection 8.3.
8.1 The case of diffeomorphisms
Let us briefly review the [BLU] construction and show that in the real analytic case and when ϕτ
is a diffeomorphism it is equivalent to ours.
Let (M,ω, J0) be a Ka¨hler manifold with real analytic (ω, J0). The complexification MC is
a holomorphic symplectic manifold, with holomorphic symplectic form ωC given by the analytic
continuation of ω, as described below. On MC there exists an anti-holomorphic involution σ :
MC → MC, such that M ⊂ MC is the fixed point set of σ and σ∗ωC = ω¯C. Moreover, there is a
holomorphic projection π0 : MC →M , such that if ι : M →֒MC is the inclusion, π0 ◦ ι = idM . Let
us describe this construction locally.
Let {xj , yj}j=1,...,n=dimM be a local system of real analytic coordinates on a sufficiently small
open set U ⊂ M . Their analytic continuation, {xj
C
, yj
C
}j=1,...,n, then form a local system of holo-
morphic coordinates on the complexification UC ⊂ MC of U . Let us assume that the real analytic
coordinates are such that {(xj , yj) = (Re zj, Im zj)}j=1,...,n where {zj}j=1,...,n is a local system of
J0-holomorphic coordinates on U , so that ω is given by the type-(1, 1) form
ω =
n∑
j,k=1
i gjk¯(z, z¯)dz
j ∧ dz¯k,
where the functions gjk¯ = gkj¯, j, k = 1, . . . , n, are real analytic and z = (z
1, . . . , zn). Then, one has
holomorphic coordinates (zC, wC) on UC which are the analytic continuation of (z, z¯) respectively.
Concretely, one has zj
C
= xj
C
+ iyj
C
, wj
C
= xj
C
− iyj
C
, j = 1, . . . , n. The holomorphic symplectic form
on UC reads
ωC =
n∑
j,k=1
i gCjk(zC, wC)dz
j
C
∧ dwkC,
where the holomorphic funtion gCjk is the analytic continuation of gjk¯.
The anti-holomorphic involution σ : UC → UC is given by σ(zC, wC) = (w¯C, z¯C) and the holo-
morphic projection π0 : UC → U is given by π0(zC, wC) = zC. Note that both σ and π0 are well
defined globally, since if one has a holomorphic change of local coordinates on M , z˜ = F (z), F
holomorphic, then also one has z˜C = F (zC) and w˜C = F¯ (wC). The subset U ⊂ UC is described by
the equations
wC = z¯C.
Let now h ∈ Can(M) be a real Hamiltonian function, let τ ∈ C and consider h˜ = τh. 2 Let h˜C
be its analytic continuation to UC (if necessary one takes a smaller neighborhood), so that
h˜C(zC, wC)|z¯C=wC = τh(z, z¯), z = zC.
2While in the present work we consider the complex time Hamiltonian flow of real Hamiltonian functions h, in
[BLU] the authors prefer to take more general complex valued Hamiltonians h˜ and to consider their flows in real
time. Our formalism can be easily adapted to the case of general complex valued real analytic h. In particular, as
it will be seen below in Section 9, to describe geodesics on H(ω, J0)
an it suffices to consider the imaginary time flow
real Hamiltonians or, equivalently, real time flow of (pure) imaginary Hamiltonians.
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The Hamiltonian vector field of Re h˜C with respect to the real symplectic form
1
2 (ωC+ ω¯C), is given
by
X
1
2
(ωC+ω¯C)
Re h˜C
= XωC
h˜C
+X ω¯C
h˜C
= τXωChC + τ¯X
ω¯C
h¯C
.
Let I ⊂ R be a sufficiently small open neighborhood of zero, and let ηt, t ∈ I be the time-t flow
of the Hamiltonian vector field −X
1
2
(ωC+ω¯C)
Re h˜C
. Let F0 be the foliation of UC defined by the fibers
of the projection π0. Denote by Ft its push-forward by ηt, and let πt, for |t| small enough, be the
corresponding projection to U . In [BLU], the authors consider the map (see their equation (1.1))
πt ◦ ηt ◦ ι : U →M. (8.1)
If M is compact as we are assuming, as shown in [BLU], this globalizes to a well defined
diffeomorphism of M , for small enough |t|.
We then have,
Proposition 8.1 Under the conditions of Theorems 2.6 and 4.1, the diffeomorphisms of M defined
in (2.2) and (8.1) are related by
ϕ−1tτ = πt ◦ ηt,
or, equivalently, the following diagram is commutative
MC
ηt //MC
pit

(M,J0)
?
ι
OO
(M,Jtτ ).ϕtτ
oo
(8.2)
Proof. Consider local coordinates (zC, wC) onMC as above, and assume we are under the conditions
and notations of Theorems 2.6 and 4.1. Let (z, z¯) ∈M . Then,
Ft|ηt(z,z¯) = ηt
(
F0|(z,z¯)
)
.
The leaf F0|(z,z¯) is determined by the equations zC = z, so that the leaf Ft|ηt(z,z¯) is determined by
the equations
((zC − z) ◦ η−t) (zC, wC) = 0⇔
(
etτXhC · zC
)
(zC, wC) = z,
whose set of solutions intersects M at the point ϕ−1tτ (z, z¯), as we wanted.
Remark 8.2 Note that ηt is the flow of −X
1
2
(ωC+ω¯C)
Re h˜C
due to a relative minus sign between our
conventions and the conventions of [BLU]. ♦
8.2 Real and mixed polarizations
Let us consider a generalization of the geometric setting of [BLU] motivated by our approach.
Assume that for some t0 6= 0, the structure Jt0 of Theorem 1.2 of [BLU] degenerates, and the
corresponding polarization of (M,ω) becomes mixed. To study this situation, let us consider
diagram (8.2) with complex structures replaced by polarizations (which are equivalent to complex
structures in the Ka¨hler case),
MC
ηt //MC
pit

(M,P0)
?
ι
OO
(M,Ptτ ).ϕtτoo
(8.3)
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Note that, in the case when ϕtτ is a diffeomorphism, one has ϕtτ∗Ptτ = P0. The polarization P0
can be described locally by the P0-polarized (ie J0-holomorphic) functions {zjα}j=1,...,n. Then, Ptτ
will be described locally by the functions
{ϕ∗tτ zjα}j=1,...,n. (8.4)
In the case when ϕtτ is well defined but no longer a diffeomorphism, (8.4) still defines a polarization
on M . To illustrate this situation, let us consider an example.
Example 8.3 Consider again example 7.1. As seen in example 2.12, if τ = −is0 the linear map
ϕ−is0 is not invertible, mapping R
2 to the dimension one subspace {y = 0}. The polarization P0
is defined by the polarized (ie J0-holomorphic) function z0 = x+ τ0y. The polarization P−is0 is
defined by the polarized function z0 ◦ ϕ−is0 = x+ r0y, as in example 7.1.
Note also that on the complexification MC = C
2, for some τ ∈ C, the leaves of the foliation Ft
are given by the conditions (ztτ )C = xC + (τ0 + tτ)yC = const. When tτ = −is0 (or more generally
Im(tτ) = −s0), these leaves either do not intersect M = R2 ⊂ C2 or are contained in R2 so that
the projection πt is not defined.
We see that, for a mixed polarization Ptτ in (8.3) the projection πt is in general not defined. In
fact, it will always be the case that if Ptτ is real then the leaves of the associated foliation of MC
(defined by the level sets of the analytic continuation of the Ptτ -polarized functions) either do not
intersect M or are contained in M . On the other hand, since the projection π0 is well defined, by
assumption, by inverting the vertical and top horizontal arrows in diagram (8.3) Proposition 8.1
can be extended in the following sense.
Proposition 8.4 Assume that ηt is defined for some t ∈ R. The composition π0 ◦ η−t ◦ ι defines
the map ϕtτ : M →M , as in the diagram
MC
pi0

MC
η−too
(M,P0) (M,Ptτ ).ϕtτoo
?
ι
OO (8.5)
Let {(Uα, zα)} be a set of local holomorphic charts for (M,J0), covering π0 ◦ η−t ◦ ι(M). Then, the
local functions {ϕ∗tτ (zjα)}j=1,...,n define a polarization Ptτ on M .
Proof. The functions {ϕ∗tτ (zjα)}j=1,...,n are defined locally onM and for each p ∈M there is at least
one index α for which the functions ϕ∗tτ (z
j
α), j = 1, . . . , n are well defined in a open neighborhood of
p. The analytic continuation of zjα from Uα to π
−1
0 (Uα) is (z
j
α)C. The local funtions {(zjα)C}j=1,...,n
on MC are functionally independent and define a local Lagrangian (with respect to ωC) foliation
of MC, whose leaves coincide with the leaves of F0. Under pull-back by the Hamiltonian flow
η−t, which by assumption is well defined and is therefore a diffeomorphism, these functions remain
functionally independent and continue to define a local Lagrangian distribution. Since M is a
totally real Lagrangian submanifold of MC, the restriction to M by ι still gives a set of functionally
independent functions defining, locally, a polarization on M . The fact that these locally defined
polarizations glue consistently to give a globally defined polarization Ptτ follows from the fact
that if, locally, (zα)C = φαβ((zβ)C, with φαβ a local biholomorphism, then η
∗
−t(dz
j
α)C is a linear
combination of {η∗−t(dzjβ)C}j=1,...,n.
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8.3 Non real analytic cases
The approach described in Theorems 2.6 and 4.1 can still be useful in situations where the Hamil-
tonian h is not real analytic. In this case, one cannot use a flow on MC to describe the evolution
of Ka¨hler structures on M but the local complex time Hamiltonian action on local coordinates can
sometimes still be considered.
The prototypal non real analytic example is given by (M,ω, J0) = (R
2n,
∑n
j=1 dx
j ∧ dyj , J0),
where J0 is the standard complex structure on R
2n ∼= Cn, when one considers a smooth (non real
analytic) function Hamiltonian h depending only on the variables (y1, . . . , yn). One has,
Xh =
n∑
j=1
∂h
∂yj
∂
∂xj
.
The flow of Xh is given by γt(x, y) = (x + t
∂h
∂y
, y), where ∂h
∂y
= ( ∂h
∂y1
, . . . , ∂h
∂yj
). The Lie series
corresponding to the global J0–holomorphic coordinates, z = x + iy, has only the first two terms
different from zero and thus defines, for any τ = r+ is ∈ C, r, s ∈ R, new global functions defining
the new polarization, Pτ ,
zτ = e
τXh(z) = x+ r
∂h
∂y
+ i(y + s
∂h
∂y
).
The map ϕτ : (R
2n,Pτ )→ (R2n,P0) ie such that
zτ = (ϕτ )
∗z,
is, gobally in R2n × C, given by the following map, which is analytic in x but not in y,
ϕτ (x, y) = (x+ r
∂h
∂y
, y + s
∂h
∂y
).
If h has a nonnegative Hessian then we see that ϕτ are diffeomorphisms for s ≥ 0. Therefore, in
this situation, Theorem 2.6 is globally valid.
A more elaborate example where one can treat non real analytic Hamiltonian flows is given by
the cotangent bundle of a compact Lie group, T ∗K, where h is a smooth K-bi-invariant function.
This case was treated in [KMN1] and it is further described in Section 10.
8.4 Completing flows
The geometric setting of [BLU] makes it possible, in some cases, to extend our map ϕτ in Theorem
2.6. Important examples are given by real algebraic completely integrable systems (aci) [Va],
(M,ω, µ), where µ : M → Rn, is the moment map of a Rn action such that the complexification
(MC, ωC, µC) is a nonsingular affine variety and the regular level sets of µC are affine parts of abelian
varieties where the flows of X
µ
j
C
linearize. Therefore, there is an extension (M̂ , ω̂, µ̂) of the original
system, with M dense in M̂ , in which ϕτ can be geometrically extended to τ ∈ C.
9 Geodesics on the space of Ka¨hler metrics
Let us consider the families of complexified Hamiltonian flows of the previous section. As remarked
in [Do1], geodesics in the space of Ka¨hler metrics, which is viewed as a symmetric space for the
group of symplectomorphisms, can be thought of as analytic continuations of Hamiltonian flows
which are the one-parameter subgroups of the group of symplectomorphisms. This can be made
explicit as follows.
19
Proposition 9.1 Under the conditions of Theorem 4.1, let τ = it, t ∈ R. Then, the path of Ka¨hler
metrics γτ , in (i) in the Theorem, is a geodesic path.
Proof. Let ϕτ be the diffeomorphism defined in Theorem 2.6, for τ = it, t ∈ R, so that, in local
complex coordinates with respect to J0,
ϕτ (z, z¯) = (e
itXhz, e−itXh z¯).
Letting ωτ = (ϕ
−1
τ )
∗ω, note that, from the proof of Theorem 4.1, equations (6.6), (6.7) and from
Jτ = ϕ
∗
τJ0, it follows that ωτ is of type (1, 1) with respect to J0. In this way, we have the Moser
maps
Φt = ϕτ : (M,Jτ , ω)→ (M,J0, ωτ ), τ = it, t ∈ R.
Recall that, κτ = −2Imψτ , where
ψτ = − i
2
eτXh · κ0 + τh− ατ ,
and dατ = e
τd◦iXh θ − θ, with ω = −dθ. One has,
κ˙τ :=
dκτ
dt
= −Xh(ψτ + ψ¯τ )− 2h+ 2θ(Xh),
where we used
α˙τ = iXh(ατ ) + iθ(Xh).
Using (6.7), let φt = κτ ◦ Φ−1t − κ0, so that
φt(z, z¯) = κτ (e
−τXhz, eτXhz¯)− κ0(z, z¯), τ = it, t ∈ R.
Then,
φ˙t = κ˙τ + ∂τκτ (−iXh) + ∂¯τκτ (iXh).
Using dψτ (Xh) = Xh(ψτ ) = ∂τψτ (Xh) + ∂¯τψτ (Xh) and θ
(0,1)τ = ∂¯τψτ , we obtain finally
φ˙t = −2h ◦ Φ−1t . (9.1)
It follows that, for τ = it, t ∈ R,
φ¨t ◦ Φt = 2i∂τh(Xh)− 2i∂¯τh(Xh) = 2dh(JτXh) = 2ω(Xh, JτXh) = 2||Xh||2γτ .
Since we are on a Ka¨hler manifold we have
||Xh||2γτ = ||dh||2γτ .
On the other hand, since Φ∗t γ˜τ = γτ , for τ = it, t ∈ R, we have
∇φ˙t = −2∇h ◦ Φ−1t ,
where on the left hand side we have the gradient of φ˙t with respect to the metric γ˜τ , while on
the right hand side we have the gradient of −2h with respect to the metric γτ . Therefore, using
||∇h||2γτ = ||dh||2γτ , we obtain the geodesic equation
φ¨t =
1
2
||∇φ˙t||2γ˜τ , τ = it, t ∈ R,
as we wanted.
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Remark 9.2 The minus sign in the expression for the velocity φ˙t in (9.1) can be traced back to
Theorem 2.6, where we see that the Moser map is ϕτ and not ϕ
−1
τ . ♦
Remark 9.3 Note that in Proposition 9.1 the simplification of taking τ to be pure imaginary gives
no essential loss of generality. For real time τ = s ∈ R, the diffeomorphisms ϕs form an actual
Hamiltonian flow, with ωs = ω. In this case, as a consequence of Proposition 4.3, κs = κ0 ◦ ϕs
and φs = 0 so that we always obtain diffeomorphic Ka¨hler structures (M,ω, J0, γ0) ∼= (M,ω, Js, γs),
where Js = ϕ
∗
sJ0, γs = ϕ
∗
sγ0. So, to actually move in the “moduli space of Ka¨hler structures modulo
diffeomorphism” we need a non-zero imaginary part of τ . ♦
Remark 9.4 The geodesic imaginary time families of Ka¨hler structures considered in Theorem 4.1
and in Proposition 9.1 have been studied for symplectic toric manifolds [BFMN, KMN1] and for
cotangent bundles of Lie groups of compact type [KMN1, KMN2]. It is straightforward to check
that the Ka¨hler potentials presented in those works are instances of formula (4.2). Cotangent
bundles of compact Lie groups are also described in Section 10. In these cases, the diffeomorphisms
ϕτ exist for large values of τ . Further investigation of the toric case will appear in [KMN3]. ♦
10 Cotangent bundle of a compact Lie group
In this section, for completeness, we recall some of the results of [KMN1] and show that the families
of bi-invariant Ka¨hler structures on cotangent bundles of compact Lie groups described there are
geodesic families. (The case of the quadratic symplectic potential has also been studied in [HK2].)
This is an example where one can analytically continue to complex time Hamiltonian flows of not
necessarily real analytic Hamiltonian functions. (See Section 8.3.)
Let K be a compact Lie group. Infinite families of K × K-invariant Ka¨hler structures on
TK ∼= K × Lie(K) ∼= KC, where KC is the complexification of K, were studied in [KMN1].
Let h ∈ C∞(Lie(K)) be an Ad-invariant strictly convex function such that the inverse of the
Hessian of h has bounded operator norm. Let {yi}i=1,...,n be cartesian coordinates on Lie(K)
associated to a choice of orthonormal baisis with respect to the Killing metric. Let
ui =
∂h
∂yi
, i = 1, . . . , n. (10.1)
Then, the map
T ∗K ∼= K × Lie(K) ψ0→ KC
(x, Y ) 7→ xeiu(Y ),
is a diffeomorphism and defines on T ∗K (and on KC) a Ka¨hler structure (T
∗K,ω, J0) [KMN1]. To
study the action of the Lie series eτXh on the polarization P0 corresponding to J0 it is sufficient
to study its action on J0–holomorphic functions of the form, fpi,Epi(x, Y ) = tr(Epiπ(xe
iu(Y )), where
π denotes a finite dimensional representation of KC and Epi an endomorphism of the space of the
representation.
Proposition 10.1
eτXh(fpi,Epi)(x, Y ) = tr(Epiπ(xe
(i+τ)u(Y ))) (10.2)
Proof. This is a consequence of Theorem 3.7 in [KMN1]. There, it is shown that the operator
eτ
′Xh applied to tr(Epiπ(x)) ∈ C∞(K) gives
eτ
′Xh · tr(Epiπ(x)) = tr(Epiπ(xeτ ′u(Y ))).
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On the other hand, for τ ′ = τ + i,
e(τ+i)Xh · tr(Epiπ(x)) = eτXh · tr(Epiπ(xeiu(Y ))),
which proves the proposition. For a more explicit proof, note that, from [KMN1],
Xh =
n∑
i=1
ui(Y )Xi, (10.3)
where {Xi}i=1,...,n is a frame of left-invariant vector fields on K × Lie(K), with zero component
along Lie(K). Therefore, we have
Xh · π(xeiu(Y )) = π(x)π(u(Y ))π(eiu(Y )),
where we also denote by π the representation induced by π on Lie(K). Therefore,
eτXh · tr(Epiπ(xeiu(Y ))) = tr(Epiπ(x)π(eτu(Y ))π(eiu(Y ))) = tr(Epiπ(xe(τ+i)u(Y ))).
Remark 10.2 Notice that Proposition 10.1 does not require the smooth function h to be real
analytic. ♦
The functions (10.2) define a polarization Pτ , which is Ka¨hler for s = Im (τ) > −1 (see Theorem
10.3), real for s = −1 and pseudo-Ka¨hler for s < −1. The map φτ : T ∗K → T ∗K, mapping J0
holomorphic functions to Pτ polarized functions, is easily seen to be given by
ϕτ = ψ
−1
0 ◦ ψτ ,
where
T ∗K ∼= K × Lie(K) ψτ→ KC
(x, Y ) 7→ xe(i+τ)u(Y )
Theorem 10.3 ([KMN1]) For s = Im τ > −1, (T ∗K,ω,ϕ∗τJ0) is a Ka¨hler manifold, with K ×K
invariant Ka¨hler structure and Ka¨hler potential obtained by a Legendre transform of the K × K-
invariant Hamiltonian h,
κτ (u(Y )) = 2(s + 1)(Y · u(Y )− h(Y )).
It is straightforward to check that the Ka¨hler potentials κτ correspond to a geodesic in the
space of Ka¨hler metrics generated by the analytic continuation to imaginary time of the flow of
Xh. In fact,
Proposition 10.4 The Ka¨hler potential κτ in Theorem 10.3 satisfies equation (4.2) in Theorem
4.1.
Proof. A symplectic potential is θ =
∑n
i=1 y
iwi, where {wi}i=1,...,n is the frame of left-invariant
1-forms on K dual to {Xi}i=1,...,n and pulled-back to T ∗K by the canonical projection. One then
has, from (10.3), θ(Xh) = u(Y ) · Y and ιXhd(θ(Xh)) = 0, so that ατ in Theorem 4.1 is
ατ = τu(Y ) · Y.
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Then, according to Theorem 4.1,
κτ = −2Im
(
− i
2
eτXhκ0 + τh− τu(Y ) · Y
)
.
Since (see [KMN1]) κ0 = 2(Y · u(Y ) − h(Y )) in this case, from (10.3) we have Xh(κ0) = 0 and
κτ = 2(Im τ + 1)(u(Y ) · Y − h), as required.
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