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UPPER ESCAPE RATE OF MARKOV CHAINS ON WEIGHTED
GRAPHS
XUEPING HUANG AND YUICHI SHIOZAWA
Abstract. We obtain an upper escape rate function for a continuous time min-
imal symmetric Markov chain, defined on a locally finite weighted graph. This
upper rate function is given in terms of volume growth with respect to an adapted
path metric and has the same form as the manifold setting. Our approach also
gives a slightly more restrictive form of Folz’s theorem on conservativeness as a
consequence.
1. Introduction
1.1. Brownian motion case. The celebrated Khintchine’s law of the iterated log-
arithm states that, for the Brownian motion (Bt)t≥0 on R,
lim sup
t→∞
|Bt|√
2t log log t
= 1, a.s.
In particular, we see that for the function R(t) =
√
(2 + ε)t log log t (ε > 0),
P0 ( |Bt| ≤ R(t) for all sufficiently large t ) = 1.
Such a function R(t) is called an upper escape rate function of the Brownian motion.
Some care has to be taken when generalizing this notion to a more general Markov
process. Let (V, d) be a locally compact separable metric space and µ a positive
Radon measure on V with full support. Let V∞ = V ∪ {∞} be the one point
compactification of (V, d). If (V, d) is already compact, then ∞ is adjoined as an
isolated point. LetM = (Ω, (Xt)t≥0 , {Px}x∈V ∪{∞}, {Ft}t≥0,∞, ζ) be a µ-symmetric
Hunt process on V . Here the sample space Ω is taken to be the space of right-
continuous functions ω : [0,∞]→ V∞ such that:
(1) ω has a left limit ω(t−) ∈ V∞ for any t ∈ (0,∞);
(2) ω(t) =∞ for any t ≥ ζ := inf{s ≥ 0 : ω(s) =∞} and ω(∞) =∞.
The random variable Xt is defined as Xt(ω) = ω(t) for ω ∈ Ω. The random variable
ζ is called the lifetime of the process M and can be finite. We will feel free to use
some further properties of Hunt processes as presented in [8] (Section A.2).
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Definition 1.1. Fix a reference point x¯ ∈ V . A nonnegative increasing function
R(t) is called an upper rate function for the process M, if there exists a random
time T < ζ such that
Px¯ (d(Xt, x¯) ≤ R(t) for all T ≤ t < ζ) = 1.
Remark 1.2. We do not extend the distance d to V∞, so d(Xt, x¯) has no definition
if t ≥ ζ .
The existence of upper rate functions can be viewed as a quantitative version of
conservativeness, which means that Px (ζ <∞) = 0 for all x ∈ V .
Many authors studied the escape rate for the Brownian motion on a complete
Riemannian manifold. Grigor’yan [12] initiated the study of upper rate functions in
terms of volume growth of the manifold. Grigor’yan and Hsu [13] obtained the sharp
form of the upper rate function for Cartan-Hadamard manifolds. Recently, Hsu and
Qin [14] obtained the sharp result in full generality.
Theorem 1.3 (Hsu and Qin [14]). Let M be a complete Riemannian manifold and
fix x¯ ∈M . Let B(r) be the geodesic ball on M of radius r and centered at x¯. Assume
that
(1.1)
∫ ∞ rdr
log vol (B(r))
=∞,
where
∫∞
means that we only care about the singularity at ∞. Define
ψ(R) =
∫ R
6
rdr
log vol (B(r)) + log log r
.
Then there is a constant C > 0 such that Cψ−1(Ct) is an upper rate function of
Brownian motion (Xt)t≥0 on M .
Remark 1.4. As observed in [14], (1.1) is equivalent to that limR→∞ ψ(R) =∞.
The sharpness of Theorem 1.3 can be seen through examples of model manifolds.
The assumption (1.1) on volume growth guarantees conservativeness (stochastic
completeness/non-explosion) of the Brownian motion, by a classical theorem of
Grigor’yan [9] (see also [11], Theorem 9.1). Roughly speaking, the borderline of
volume growth satisfying (1.1) has the form
vol (B(r)) = exp
(
Cr2 log r log log r · · ·)
for r large enough. It is interesting to see that the same type integral
∫
rdr
log vol(B(r))
controls conservativeness and upper rate function simultaneously.
1.2. Main result. The aim of this article is to prove an analogue to Theorem 1.3
in the setting of continuous time symmetric Markov chains on locally finite weighted
graphs.
We start with a gentle introduction to weighted graphs. More details will be given
in the next section.
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Let (V,E) be a locally finite, countably infinite, connected, undirected graph
without loops or multi-edges. For abbreviation, such a graph is called a simple
graph. Here V is the vertex set, and E is the edge set that is a symmetric subset of
V × V . For a pair (x, y) ∈ E, we write x ∼ y and call them neighbors. For x ∈ V ,
the degree of x is defined to be deg(x) = #{y ∈ V : y ∼ x}, i.e. the number of
neighbors of x which is finite by assumption.
By the connectivity of the graph, for any pair of distinct vertices x, y ∈ V , there
always exists a sequence of vertices x0, · · · , xn in V such that
x0 = x, xn = y, xk ∼ xk+1 for all 0 ≤ k ≤ n− 1.
Such a sequence is called a path of length n connecting x and y. The graph metric
ρ on the graph (V,E), can then be defined through
ρ(x, y) = inf{n : there exists a path of length n connecting x, y}
for any pair of x 6= y. This induces the discrete topology on V .
A positive function µ : V → (0,∞) can be viewed as a Radon measure on V .
Let w : V × V → [0,∞) be a weight function on edges such that:
(1) w is symmetric, that is, w(x, y) = w(y, x) for all x, y ∈ V ;
(2) (x, y) ∈ E ⇔ w(x, y) > 0.
The triple (V, w, µ) is usually called a weighted graph. Note that given a weighted
graph (V, w, µ), we can determine the edge set E through w. Throughout the paper,
without further specification, we only consider weighted graphs with the underlying
graph being simple.
Define a matrix (qxy)x,y∈V by
qxy =
w(x, y)
µ(x)
for x 6= y and
qxx = − 1
µ(x)
∑
y∈V
w(x, y).
The matrix (qxy)x,y∈V is called a Q-matrix and there is a unique continuous time,
minimal, symmetric, ca`dla`g Markov chain M = ((Xt)t≥0 , (Px)x∈V ) associated with
it (cf. [23], [7]). When there is no risk of confusion, we simply call (Xt)t≥0 the Markov
chain of (V, w, µ). We will also talk about the conservativeness of (V, w, µ) when we
really mean that of (Xt)t≥0.
The construction of (Xt)t≥0 through a Q-matrix is equivalent (cf. [24] Theorem
17.2) to the construction as the Hunt process associated with the minimal (regular)
Dirichlet form on (V, w, µ), which we will discuss in Section 2.
For a metric d on V , define the closed ball with center x ∈ V of radius r > 0 by
Bd(x, r) = {y ∈ V : d(x, y) ≤ r}.
In general, we can not expect an analogue to Theorem 1.3 for the Markov chain
(Xt)t≥0 if we consider the volume growth of balls, µ (Bρ(x, r)), in the graph metric
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ρ. This is because ρ is determined only by the graph structure (V,E) and is blind
to the weights µ and w. A useful tool is the notion of adapted metrics (or intrinsic
metrics) introduced by Frank, Lenz, and Wingert [6] and Masamune and Uemura
[22] (independently and in slightly different ways). See also Folz [5] for the graph
setting.
In this article, we will adopt a slightly stronger definition, the so-called adapted
path metric [17].
Definition 1.5. Consider a weighted graph (V, w, µ). A weight function σ : E →
(0, 1] is called adapted if
(1) σ is symmetric, i.e., σ(x, y) = σ(y, x), for any pair x ∼ y;
(2) 1
µ(x)
∑
y∈V w(x, y)σ(x, y)
2 ≤ 1 for any x ∈ V .
An adapted path metric dσ is defined as
(1.2)
dσ(x, y) = inf{
n−1∑
i=0
σ(xi, xi+1) : x = x0 ∼ · · · ∼ xn = y is a path connecting x, y}.
Remark 1.6. There always exists an adapted path metric on a weighted graph,
though in general highly non-unique. For general weighted graphs, dσ as defined in
(1.2) is only a pseudo metric. It is always a metric on simple weighted graphs and
induces the discrete topology (cf. [17]), due to locally finiteness and connectedness.
The restriction σ ≤ 1 is not serious; an upper bound suffices.
For an adapted weight σ, the metric dσ is adapted in the sense that
1
µ(x)
∑
y∈V
w(x, y)(u(x)− u(y))2 ≤ C2, ∀x ∈ V
for any function u on V that is C-Lipschitz with respect to dσ for some C > 0. This
is analogous to the property that |∇u|2 ≤ C2 for C-Lipschitz functions with respect
to the geodesic metric d on a Riemannian manifold.
In general, balls in (V, dσ) may not be compact (i.e. finite) (for examples cf. [17]).
However, if this is the case, the existence of an upper rate function implies the
conservativeness of (Xt)t≥0. Since this is kind of folklore and will not be directly
used, we postpone an explanation (Lemma 2.4) to Section 2.
The main result of this article is the following formula of upper rate function.
Theorem 1.7. Let (Vo, wo, µo) be a simple weighted graph with an adapted path
metric dσo. Fix a reference point x¯ ∈ Vo. Denote the associated Markov chain by
(Xot )t≥0. Assume that
(1.3) Co = inf
x∈Vo
µo(x) > 0.
and that
(1.4)
∫ ∞ rdr
logµ
(
Bdσo (x¯, r)
) =∞.
UPPER ESCAPE RATE 5
Then we have
(1) (Xot )t≥0 is conservative;
(2) there exists some constant c > 0, Rˆ ≥ 1, such that the inverse function
ψ−1(t) of
(1.5) ψ(R) = c
∫ R
Rˆ
rdr
logµ
(
Bdσo (x¯, r)
)
+ log log r
is an upper rate function for (Xot )t≥0 with respect to dσo.
Remark 1.8. Combining (1.3) and (1.4), we see that balls in (Vo, dσo) have finite
measure and are all finite. Thus conservativeness follows from the existence of upper
rate functions. However, due to technical reasons that we will explain in Section 3,
we have to prove conservativeness along the way of getting an upper rate function.
This explains the statement of the above theorem.
The sharpness of the upper rate function ψ−1(t) has been analyzed in [16] through
examples. For a large family of symmetric weighted graphs, this is the optimal result
up to the constant c in (1.5) (see, e.g., [16, Theorem 1.15 and Subsection 1.4]).
As a corollary of Theorem 1.7, we obtain the following as for Brownian motions
on Riemmanian manifolds (see, e.g., [14, Corollary 4.2]), which refines the result in
[16, Example 1.17] for the exponential volume growth case.
Corollary 1.9. For each volume growth condition as follows, φ(t) is an upper rate
function for (X0t )t≥0.
(1) µ(Bdσo (x, r)) ≤ CrD (D > 0) and φ(t) = c
√
t log t;
(2) µ(Bdσo (x, r)) ≤ eCr
α
(0 < α < 2) and φ(t) = ct1/(2−α);
(3) µ(Bdσo (x, r)) ≤ eCr
2
and φ(t) = ect;
(4) µ(Bdσo (x, r)) ≤ eCr
2 log r and φ(t) = exp(exp(ct)).
1.3. Idea and approach. The conservativeness part of Theorem 1.7 is not new. Re-
cently, Folz [4] made a breakthrough on the problem of conservativeness of weighted
graphs, by proving an analogue of the volume growth criterion of Grigor’yan. Our
result on conservativeness comes with a different proof but in a slightly weaker form.
The upper rate function part of Theorem 1.7 greatly improves the work in [16],
and provides a full analogue with the manifold case. In [16], a partial result was
proven under the restriction that the volume growth is at most exponential. The
restriction is removed in this article by two main new ingredients, which we explain
below.
The first new ingredient is a certain variant of Folz’s construction for conserva-
tiveness of weighted graphs. Roughly speaking, for each weighted graph with an
adapted metric, Folz constructed a corresponding metric graph. Then comparison
can be made between the lifetime of the Markov chain on the weighted graph and
the diffusion on the metric graph. The conservativeness of the metric graph in fact
implies that of the weighted graph. The volume growth criterion of conservativeness
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of weighted graphs then follows from Sturm’s work ([25]) on strongly local Dirichlet
forms, which applies to metric graphs.
We refine Folz’s construction to get more accurate comparisons. Loosely speaking,
for each weighted graph (Vo, wo, µo) with an adapted path metric dσo , we associate
it with a new weighted graph (V, w, µ) by adding new vertices to Vo and modifying
the weights, in such a way that the original process (Xot )t≥0 is the trace of the new
process (Xt)t≥0 on Vo. The novelty of our construction is that it allows a uniform
quantitative control of the occupation time of (Xt)t≥0 on Vo.
More specifically, we will consider the following type modification of a weighted
graph.
Definition 1.10 (Modification of a weighted graph). Let (Vo, wo, µo) be a weighted
graph with an adapted path metric dσo. We fix an orientation of Eo, by choosing
ι : Eo → {±1} which satisfies ι(x, y) = −ι(y, x) for (x, y) ∈ Eo, and letting E+o =
ι−1{1}. Let N : Eo → N+ be a symmetric function such that N ≥ 2. We construct
a weighted graph (V, w, µ) as follows.
(1) For each e ∈ E+o , associate a distinct set of N (e)− 1 new points
Ve = {xe1, · · · , xeN (e)−1};
(2) for each e = (x, y) ∈ E+o , we change the edge x ∼ y to a sequence of new
edges
x = xe0 ∼ xe1 ∼ xeN (e)−1 ∼ xeN (e) = y;
(3) define the new weight function w by w(xei , x
e
i+1) = N (e)wo(e) for each e =
(x, y) ∈ E+o , 0 ≤ i ≤ N (e)− 1 and w = 0 otherwise;
(4) define the new weight function µ by µ|Vo = µo and µ(xei ) = 2wo(e)σo(e)
2
N (e)
for
each e = (x, y) ∈ E+o , 1 ≤ i ≤ N (e)− 1.
Denote the new edge set obtained in (2), (3) by E. We define a new weight σ on E
by setting σ(xei , x
e
i+1) =
σo(e)
N (e) for each e = (x, y) ∈ E+o , 0 ≤ i ≤ N (e) − 1. An easy
calculation shows that σ is an adapted weight for (V, w, µ). We call such (V, w, µ)
the modified graph of (Vo, wo, µo) with weight N .
Remark 1.11. Although the above construction looks a bit complicated, the geo-
metric and probabilistic considerations behind it are clear. Intuitively, we are split-
ting each jump of the process into a number of jumps with smaller steps. The geo-
metric relations between (Vo, wo, µo) and (V, w, µ) are shown in Lemma 3.1. Briefly
speaking, the adapted path metric and the volume of balls of the new weighted
graph are comparable with those of the original one.
We could also have worked with metric graphs instead. Basically the metric graphs
we should look at are the generalized ones with the measure as a certain linear com-
bination of Dirac measures on vertices and Lebesgue measures on edges. However,
we prefer the current approach, as we stay in the category of weighted graphs to
have conceptual simplicity.
UPPER ESCAPE RATE 7
Denote by (Xot )t≥0 the Markov chain of (Vo, wo, µo) and (Xt)t≥0 the Markov chain
of (V, w, µ). Let Lt be the local time of (Xt)t≥0, namely, for x ∈ V ,
Lt(x) =
∫ t
0
1{x}(Xs)ds,
which can be viewed as a random measure on V . Define a PCAF At (positive
continuous additive functional, cf. [8]) for (Xt)t≥0 by At = Lt(Vo), and its right
inverse Tt by
Tt = inf{s > 0 : As > t}.
Fix a reference point x¯ ∈ Vo ⊂ V . By the general theory of PCAF, we show in
Proposition 3.3 that (Xot )t≥0 has the same law as (XTt)t≥0 under Px¯. The following
theorem is the key to relate (Xot )t≥0 and (Xt)t≥0.
Theorem 1.12. Let (Vo, wo, µo) be a weighted graph with an adapted path metric
dσo. Let (V, w, µ) be a modified weighted graph with weight N as in Definition 1.10.
Furthermore, assume that (V, w, µ) is conservative. Then there exists a constant
C > 1, independent of (Vo, wo, µo) and N such that for some random time T˜ ,
Px¯
(
Tt ≤ Ct, for all t ≥ T˜
)
= 1.
Theorem 1.12 implies the following:
Corollary 1.13. Assume the same condition as in Theorem 1.12. If R(t) is an upper
rate function for (Xt)t≥0, then so is R(Ct) for the original Markov chain (X
o
t )t≥0,
where C > 1 is the same constant as in Theorem 1.12.
Through Corollary 1.13, we can work with a modified graph (V, w, µ) to obtain an
upper rate function for the original one (Vo, wo, µo). It is crucial to have the constant
C being absolute in Theorem 1.12.
To show Theorem 1.12 we need a large deviation type argument, which is the
second new ingredient of our approach. Proposition 3.6, stated in a slightly weaker
way, says that
lim sup
t→∞
1
t
log Px¯ (At ≤ εt) < 0,
which has the form of the upper bound in the large deviation principle (cf. [3], [2],
[18], [20]).
Let P(V ) be the space of probability measures over V , equipped with the weak
topology. Then by definition, the inequality At ≤ εt is equivalent to saying that the
random probability measure Lt/t belongs to the closed subset {ν ∈ P(V ) : ν(V) ≤
ε}. However, without certain tightness condition, the upper bound applies only to
compact subsets of P(V ) in general. Furthermore, in the generality of our setting, we
can not expect any type of tightness or the compactness of {ν ∈ P(V ) : ν(V) ≤ ε}.
We will develop a new way to achieve Proposition 3.6, by directly construct-
ing a potential U on V and a solution ϕ to the corresponding Schro¨dinger equation.
Roughly speaking, the sign of the potential U naturally tells which part of a weighted
graph is visited by the Markov chain for a positive portion of time. The minimality
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of the heat semigroup associated with (V, w, µ) and the Feynman-Kac formula alto-
gether give the desired estimate. The construction of U and ϕ heavily depends on
the structure of the modified graph.
The rest of our approach basically follows the line of argument in [13], but applied
to a modified weighted graph (V, w, µ) with a carefully chosen weight N . We use
a Borel-Cantelli type argument to reduce the problem to the point-wise a priori
estimate of the solution to a heat equation on a sequence of balls.
The advantage to work with the modified graph (V, w, µ) is that neighboring
points become closer in dσ, the new adapted path metric. Indeed, the modified
weighted graph will be “designed” in advance such that the distance between a pair
of neighboring points “shrinks” when the pair is far from the reference point (Lemma
4.1). By this fact, we can construct more refined auxiliary functions in (4.8) than
those in [16, Subsection 5.2]. In such a way, the technique of a priori estimate from
the classical PDE works well and gives the expected result. It should be noted that
the nonlocal nature of the problem causes the lack of a chain rule and is the main
obstruction in the analysis of [16].
The assumption (1.3) that there is a positive lower bound on µo avoids the need
for Sobolev inequalities in the manifold setting (cf. [13]) and is important for the
estimates. The subtle point is that this assumption is not preserved under the mod-
ification. We overcome this issue again by making advantage of the structure of the
modification.
The rest of this paper is organized as follows. In Section 2, we recall the results
we need from Dirichlet form theory and the related stochastic calculus. The main
technical tool, Theorem 1.12, is proven in Section 3 using the strategy of Schro¨dinger
equation we described before. Several basic comparisons between weighted graphs
with its modifications are also presented there. The proof of the main result, Theo-
rem 1.7 will be then accomplished in Section 4. In Section 5, we apply Theorem 1.7
to several weighted graphs and obtain the upper rate functions explicitly.
We end this introduction by a few words on notations. The letters c and C (with
subscript) denote finite positive constants which may vary from place to place. If we
indicate the dependence of the constant explicitly, we write c = c(u) for instance.
For nonnegative functions f(x) and g(x) on a space S, we write f(x) ≍ g(x) if there
exist positive constants c1 and c2 such that
c1g(x) ≤ f(x) ≤ c2g(x) for any x ∈ S.
2. Settings
Most of the materials in this subsection are standard. We recall the results that
we need from the theory of Dirichlet forms and stochastic calculus by additive func-
tionals. We will follow [8] for the general theory, and [19] for an analytic framework
for weighted graphs with potentials.
2.1. Analytic side. As before, we consider a simple weighted graph (V, w, µ) to-
gether with an adapted path metric dσ. We assume that balls in (V, dσ) are all
finite. Note that all functions on (V, dσ) are then in fact in the space C(V ), i.e.
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continuous. We adopt the notations Cc(V ), C+(V ) and Cb(V ) to denote the space
of finitely supported functions, the space of nonnegative functions and the space of
bounded functions, respectively. Furthermore, we consider a function V ∈ C+(V ) as
a potential function (i.e. V · µ as a killing measure).
Define a positive definite, symmetric bilinear form
(
E V , Cc(V )
)
through
E
V(u, u) =
1
2
∑
x∈V
∑
y∈V
ω(x, y) (u(x)− u(y))2 +
∑
x∈V
V(x)u(x)2µ(x),
where u ∈ Cc(V ). This is a closable form, and we consider its closure (E V ,F V)
under E V1 = E
V+ ‖ · ‖2L2(V,µ), in the maximal domain
F
V
max =
{
u ∈ L2 (V, µ) :
∑
x∈V
∑
y∈V
ω(x, y) (u(x)− u(y))2 +
∑
x∈V
V(x)u(x)2 <∞
}
.
In [19], the regularity of the Dirichlet form (E V ,F V) is shown, and the generator
L V (we choose it to be positive definite, opposite to many authors) is determined
to be a restriction to D(L V) of the so-called formal Laplacian ∆V , which takes the
form:
(2.1) ∆Vu(x) =
1
µ(x)
∑
y∈V
w(x, y)(u(x)− u(y)) + V(x)u(x), ∀x ∈ V.
Corresponding to the self-adjoint operator L V , there are a semigroup {P Vt }t≥0
and a resolvent {RVα}α>0 on L2(V, µ), which can be understood as
P Vt = exp
(−tL V) , RVα = (α + L V)−1 ,
through functional calculus. They have the Markov property, and can be extended
from L2(V, µ) to C+(V ). Indeed, for any u ∈ C+(V ), choosing a sequence {un}n∈N ⊂
L2(V, µ) with 0 ≤ un ≤ un+1 and un → u in the point-wise sense, we can define
P Vt u(x) = lim
n→∞
P Vt un(x), R
V
αu(x) = lim
n→∞
RVαun(x), ∀x ∈ V.
Both limits do not depend on the choice of the sequence {un}n∈N ⊂ L2(V, µ), though
we allow ∞ value in the limit. The following result is extracted from [19] (Theorem
11 (b)) which states the minimality of the resolvent.
Theorem 2.1 (Keller and Lenz). Let f ∈ C+(V ) and α > 0. The following two
statements are equivalent:
(1) There exists g ∈ C+(V ) such that
(
∆V + α
)
g ≥ f ;
(2) RVαf(x) is finite for any x ∈ V .
In this case, RVαf is the smallest nonnegative function g with
(
∆V + α
)
g ≥ f , and
it satisfies (
∆V + α
)
RVαf = f.
When considering the original Dirichlet form (E ,F ) of (V, w, µ) (i.e. V ≡ 0),
we simply denote the corresponding quantities by omitting the superscript V. The
following lemma relates the Dirichlet forms (E ,F ) and (E V ,F V).
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Lemma 2.2. Let (V, w, µ) be a simple weighted graph and V ∈ C+(V ). Then
F
V = F ∩ L2 (V,V · µ) .
Proof. Define F˜ V := F ∩ L2 (V,V · µ) (⊆ F Vmax). Then by Theorem 6.1.2 in [8],
(E V , F˜ V) is a regular Dirichlet form with Cc(V ) as a special standard core, since
Cc(V ) is a special standard core for (E ,F ). By definition, F
V is the closure of
Cc(V ) in F
V
max, with respect to the E
V
1 -norm and hence F
V = F˜ V . 
2.2. Probabilistic side. Fix a simple weighted graph (V, w, µ) with the associated
regular Dirichlet form (E ,F ). The general theory of Dirichlet forms ([8]) guarantees
the existence and uniqueness (up to equivalence of processes) of a corresponding
Hunt process
M = (Ω, (Xt)t≥0 , {Px}x∈V ∪{∞}, {Ft}t≥0,∞, ζ) .
Here the filtration {Ft}t≥0 is assumed to be the minimum completed admissible one.
The symbol∞ here stands for the cemetery point and ζ = inf{t > 0, Xt =∞} is the
lifetime. Every function u on V is automatically extended to V∞ by setting u(∞) = 0.
The process constructed in this way is the same as the direct construction using
Markov chain theory, as mentioned before. The relation between the probabilistic
theory and the Dirichlet form theory can be seen from the semigroup:
Ptu(x) = Ex[u(Xt)], u ∈ Cb(V ) ∩ C+(V ),
where u(∞) is defined to be 0.
As already mentioned, conservativeness can be formulated in terms of lifetime.
The irreducibility of (Xt)t≥0 follows from the connectedness of (V,E).
Definition 2.3. Let (V, w, µ) be a simple weighted graph with Markov chain M.
The Markov chain M is said to be explosive if for some/all x ∈ V ,
Px(ζ <∞) > 0.
Otherwise, (Xt)t≥0 (or (V, w, µ)) is called conservative.
Now we make some remarks on the relation between conservativeness and ex-
istence of an upper rate function. From the construction of (Xt)t≥0 through the
Q-matrix (cf. [23], Section 2.6), the lifetime ζ is the first time that (Xt)t≥0 per-
forms infinitely many jumps (cf. [23]). Consider a finite set K ⊂ V and define
τK = inf{t > 0 : Xt ∈ V \K} as the exit time of K. We can see that Px(τK < ζ) = 1
for any x ∈ V , since K is finite and M has no killing inside. And we have the
following:
Lemma 2.4. Let (V, w, µ) be a simple weighted graph with a metric d which induces
the discrete topology. Fix a reference point x¯. If all balls in (V, d) are finite, then the
existence of an upper rate function R(t) in d implies the conservativeness for the
corresponding minimal Markov chain (Xt)t≥0.
Proof. Assume the contrary, that is, Px¯(ζ <∞) > 0. Then there exists some t0 > 0
such that Px¯(ζ ≤ t0) > 0. By Definition 1.1, conditioning on the event {ζ ≤ t0},
we have Xζ− ∈ Bd(x¯, R(t0)) almost surely, since Bd(x¯, R(t0)) is finite. However,
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by Lemma 4.5.2 in [8], we have that Xζ− = ∞ with probability 1 conditioning on
the event {ζ < ∞}, since there is no presence of killing measure. This leads to a
contradiction. 
Three types of operations on a Hunt process are important to us: killing by a
PCAF, killing at the exit time, and time change by a PCAF (cf. [8], chapters 4, 5,
6). In this section, we recall some basic facts about the former two operations. The
third one will be discussed in Section 3.
Let V ∈ C+(V ). It is clear that V ·µ is a positive Radon measure charging no sets
of zero capacity. We can also show that V · µ is the Revuz measure corresponding
to the PCAF
∫ t
0
V(Xs)ds by checking (5.1.13) in [8]. Moreover, combining Theorem
6.1.1 of [8] and Lemma 2.2, we have the following Feynman-Kac type formula for
the semigroup
(
P Vt
)
t≥0
:
(2.2) P Vt f(x) = Ex
[
f(Xt) exp
(
−
∫ t
0
V(Xs)ds
)]
,
for any x ∈ V, f ∈ C+(V ).
Now more generally consider U ∈ Cb(V ) (not necessarily non-negative), and let
C > 0 be a constant such that U +C ≥ 0. Consider the semigroup P U+Ct as defined
above for the non-negative potential U + C. For f ∈ Cb(V ) ∩ C+(V ), we define
P˜ Ut f(x) := Ex
[
f(Xt) exp
(
−
∫ t
0
U(Xs)ds
)]
.
By (2.2), it is then direct to see that
(2.3) P˜ Ut f = exp(Ct)P
U+C
t f
for any f ∈ Cb(V ) ∩ C+(V ). A combination of Theorem 2.1 and the Feynman-Kac
formula leads to the following result, which will be crucial in the proof of Theorem
1.12.
Proposition 2.5. Let U ∈ Cb(V ). If ϕ ∈ Cb(V ) ∩ C+(V ) satisfies
(∆ + U)ϕ ≥ 0,
then P˜ Ut ϕ ≤ ϕ.
Proof. Let C > 0 be such that U + C ≥ 0. Then ϕ satisfies that
(∆ + U + C + α)ϕ ≥ (C + α)ϕ,
for any α > 0. Hence by applying Theorem 2.1 to the potential U + C, we have
(C + α)RU+Cα ϕ ≤ ϕ.
Let {ϕn}n∈N ⊆ C+(V )∩L2(V, µ) be an increasing sequence such that limn→∞ ϕn =
ϕ in point-wise sense. By the definition of RU+Cα and P
U+C
t on C+(V ), we have
RU+Cα ϕn ≤ RU+Cα ϕ ≤
1
C + α
ϕ; lim
n→∞
P U+Ct ϕn = P
U+C
t ϕ.
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By a classical formula (cf. [8], (1.3.5)),
P U+Ct ϕm = lim
α→∞
exp(−αt)
∞∑
n=0
(tα)n
n!
(αRU+Cα )
nϕm
≤ lim
α→∞
exp(−αt)
∞∑
n=0
(tα)n
n!
αn
(
RU+Cα
)n
ϕ
≤ lim
α→∞
exp(−αt)
∞∑
n=0
(tα)n
n!
(
α
C + α
)n
ϕ
= exp(−Ct)ϕ
for any m ∈ N. By letting m→∞, we obtain
P U+Ct ϕ ≤ exp(−Ct)ϕ
and the assertion follows from (2.3). 
Let K ⊆ V be a finite subset. We define the graph theoretical closure cl(K) of K
by
cl(K) = {x ∈ V : x ∈ K, or ∃y ∈ K, s.t. x ∼ y}.
We call ∂K = cl(K)\K the (outer) boundary of K. The interior int(K) of K is
defined to be the largest subset L ⊆ K with cl(L) ⊆ K. This is well defined since
cl(L1) ∪ cl(L2) = cl(L1 ∪L2) for all finite L1, L2 ⊆ V . Note that cl(int(K)) may not
be equal to K.
We can define the part (or restriction) (E K ,FK) of (E ,F ) on K by
F
K = {u ∈ F : u|Kc ≡ 0}, E K(u, u) = E (u, u), ∀u ∈ FK .
It is direct to see that FK = C(K) since K is finite. The corresponding semigroup
PKt satisfies that
PKt u(x) = Ex[u(Xt)1t<τK ], ∀u ∈ C(K), x ∈ K.
The generator of PKt is given by
∆Ku(x) =
1
µ(x)
∑
y∈V
w(x, y)u(x)− 1
µ(x)
∑
y∈K
w(x, y)u(y), ∀u ∈ C(K), x ∈ K.
Given a function u ∈ C(K), we see that
∆Ku(x) = ∆u(x), ∀x ∈ int(K).
The following result is standard (for our purpose, it was treated in [16], Proposition
2.8).
Proposition 2.6. Let (V, w, µ) be a simple weighted graph. Let K ⊆ V be finite.
Define a function u on K × [0,∞) to be
u(x, t) = Px (τK ≤ t) .
Then u(x, t) is differentiable in t on [0,∞) and satisfies
∂
∂t
u(x, t) + ∆u(x, t) = 0,
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for all x ∈ int(K) and t ≥ 0 with initial condition u(·, 0) ≡ 0 on K.
Remark 2.7. Note that u(x, t) = Px (τK ≤ t) = 1− PKt 1(x).
2.3. Integral maximum principle. The technical tool to estimate the solution u
in Proposition 2.6 is the so-called integral maximum principle. This kind of technique
is classical in the parabolic PDE theory and dates at least back to Aronson [1]. See
also Grigor’yan [10] for the manifold setting. In the present context, it is developed in
[15]. We state it here with a slight modification to be compatible with our notations.
Proposition 2.8 (Integral maximum principle). Let (V, w, µ) be a simple weighted
graph. Let L ⊆ V be a finite subset of V . Let K ⊆ int(L) be nonempty.
Fix some T > 0. Let u(x, t) be a function on L × [0, T ] that is differentiable in t
on [0, T ] and u(x, 0) ≡ 0. Assume further that u(x, t) solves the heat equation
(2.4)
∂
∂t
u(x, t) + ∆u(x, t) = 0,
on K × [0, T ].
Take two auxiliary functions η(x) on L and ξ(x, t) on L× [0, T ] such that
(1) the function η(x) ≥ 0 is finitely supported and suppη ⊆ K;
(2) ξ(x, t) is continuously differentiable in t on [0, T ] for each x ∈ L;
(3) the inequality
(η2(x)− η2(y))(eξ(x,t) − eξ(y,t)) ≥ 0
holds for all x ∼ y, x, y ∈ L and t ∈ [0, T ];
(4) the inequality
µ(x)
∂
∂t
ξ(x, t) +
1
2
∑
y∈L
w(x, y)(1− eξ(y,t)−ξ(x,t))2 ≤ 0
holds for any x ∈ L and t ∈ [0, T ].
Then for any s ∈ (0, T ], we have the following estimate:
(2.5)∑
x∈K
u2(x, s)η2(x)eξ(x,s)µ(x) ≤ 2
∫ s
0
∑
x∈L
∑
y∈L
w(x, y)(η(x)− η(y))2u2(y, t)eξ(x,t)dt.
3. Comparison of upper rate functions
Fix a simple weighted graph (Vo, wo, µo) with an adapted path metric dσo. Let
(V, w, µ) be the modified weighted graph for weight N as in Definition 1.10. It is
direct to see that the underlying graph (V,E) of (V, w, µ) is simple. Recall that dσ
is the adapted path metric on (V, w, µ) as constructed in Definition 1.10.
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3.1. Basic properties of the modified weighted graph. We state some basic
properties of (V, w, µ) and its relation with the original graph (Vo, wo, µo).
Lemma 3.1. The following relations hold.
(1) The metric dσ satisfies that dσ|Vo×Vo = dσo.
(2) Fix x0 ∈ Vo. The measure of a ball Bdσo (x0, r) as a subset of Vo and the
measure of Bdσ(x0, r) satisfies:
µo(Bdσo (x0, r)) ≤ µ(Bdσ(x0, r)) ≤ 3µo(Bdσo (x0, r)).
Proof. (1) Note that for x, y ∈ Vo ⊆ V , a path of edges in E connecting x and y
necessarily has the following form
x = x0 ∼ · · · ∼ xe0i ∼ · · · ∼ x1 ∼ · · · ∼ xn−1 ∼ · · · ∼ xen−1k ∼ · · · ∼ xn = y,
where x0, · · ·xn ∈ Vo and e0, · · · en−1 ∈ Eo. The length of such a path with respect to
σ is the same of the length in σo of the path x0 ∼ · · · ∼ xk ∼ · · · ∼ xn, understood
in (Vo, Eo). By the definition of the path metric, (1) holds.
(2) It follows that Bdσo (x0, r) = Bdσ(x0, r) ∩ Vo. Since µ|Vo = µo, we have
µo(Bdσo (x0, r)) ≤ µ(Bdσ(x0, r)).
Consider x ∈ Vo with deg(x) = n. Let e1, · · · , en ∈ Eo be the edges with x as a
vertex and set Vx =
⋃n
k=1 Vek . Since
µ(xei ) =
2wo(e)σo(e)
2
N (e)
for e ∈ Eo, 1 ≤ i ≤ N (e)− 1, we have
µ(Vx) =
n∑
k=1
N (ek)−1∑
i=1
µ(xeki ) ≤
n∑
k=1
2wo(ek)σo(ek)
2 ≤ 2µo(x)
by the adapted-ness of σo. The last inequality follows by observing that
Bdσ(x0, r) ⊆ Bdσo (x0, r) ∪
⋃
x∈Bdσo (x0,r)
Vx.

Remark 3.2. (i) If any ball in (Vo, dσo) is finite, then so is that in (V, dσ) by (1).
(ii) Suppose that (Vo, wo, µo) satisfies the volume growth condition (1.4) with dσo.
Then by (2), so does (V, w, µ) with dσ. Furthermore, by setting
ψo(R) =
∫ R
Rˆ
rdr
logµo
(
Bdσo (x¯, r)
) and ψ(R) = ∫ R
Rˆ
rdr
log µ (Bdσ(x¯, r))
,
we have ψ ≤ ψo ≤ Cψ for some C > 1.
Proposition 3.3. The Dirichlet form (Eo,Fo) of the original weighted graph (Vo, wo, µo)
is the trace of (E ,F ) with respect to the Revuz measure µo = 1Vo · µ.
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Proof. We denote by
(
E˘ , F˘
)
the trace of (E ,F ) for the Revuz measure µo. In other
words,
(3.1)
{
F˘ = {u ∈ L2(Vo, µo) : u = v|Vo for some v ∈ Fe}
E˘ (u, u) = E (HVov,HVov), u ∈ F˘ , v ∈ Fe, u = v|Vo.
}
(see [8, Section 6.2]). Here (Fe, E ) is the extended Dirichlet space of (E ,F ) (see [8,
p.41] for definition). For v ∈ Fe, HVov is defined by
HVov(x) = Ex[v(XςVo ); ςVo <∞],
where ςVo = inf{t > 0 : Xt ∈ Vo} is the hitting time of Vo. Let u = v|Vo. Then it is
clear that HVov|Vo = u.
Now fix z ∈ Ve ⊆ V \Vo for some e = (x, y) ∈ E+o . Since
Pz(ςVo <∞, XςVo ∈ {x, y}) = 1,
we have by the strong Markov property,
HVov(z) = Ez[v(XςVo ); ςVo <∞]
= u(x)Pz(XςVo = x) + u(y)Pz(XςVo = y).
Again by the strong Markov property, the function f1(k) := Pxe
k
(XςVo = x) satisfies
f1(k) =
f1(k − 1) + f1(k + 1)
2
,
for 1 ≤ k ≤ N (e)− 1 with f1(0) = 1, f1(N (e)) = 0. A similar relation also holds for
f2(k) := Pxe
k
(XςVo = y) with f2(0) = 0, f2(N (e)) = 1. Since these relations imply
that
f1(k) = 1− kN (e) , f2(k) =
k
N (e)
we obtain for z = xek,
(3.2) HVov(z) =
(
1− kN (e)
)
u(x) +
k
N (e)u(y).
By the definition of the weighted graph (Definition 1.10), for any v ∈ Fe with
u = v|Vo ∈ L2(Vo, µo),
E˘ (u, u) = E (HVov,HVov)
=
1
2
∑
x∈V
∑
y∈V
w(x, y) (HVov(x)−HVov(y))2
=
∑
e=(x,y)∈E+o
N (e)−1∑
k=0
wo(x, y)N (e)
(
HVov(x
e
k)−HVov(xek+1)
)2
.
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Then by (3.2), the right hand side above is equal to
∑
e=(x,y)∈E+o
N (e)−1∑
k=0
wo(x, y)N (e)
(
u(x)− u(y)
N (e)
)2
=
∑
e=(x,y)∈E+o
wo(x, y)(u(x)− u(y))2
= Eo(u, u).
Moreover, since Cc(V ) is a special standard core of (E ,F ), it follows by Theorem
6.2.1 (iii) in [8] that Cc(V )|Vo (= Cc(Vo)) is a core of
(
E˘ , F˘
)
. As a result, we have
Fo = F˘ and hence (Eo,Fo) =
(
E˘ , F˘
)
. 
By the general theory of time changed process (cf. [8], Section 6.2), we have the
following from Proposition 3.3
Corollary 3.4. The original Markov chain
(
(Xot )t≥0 , (P
o
x)x∈Vo
)
is the time changed
process of
(
(Xt)t≥0 , (Px)x∈V
)
with respect to the PCAF At = Lt(Vo). Namely, for a
fixed reference point x¯ ∈ Vo, (Xot )t≥0 has the same law as (XTt)t≥0 under Px¯, and
the lifetime ζo of (X
o
t )t≥0 is Aζ.
3.2. Solution to a Schro¨dinger equation. We construct a potential U ∈ Cb(V )
and the solution ϕ ∈ Cb(V ) ∩ C+(V ) to the corresponding Schro¨dinger equation,
with certain nice properties.
Proposition 3.5. There exists U ∈ Cb(V ) with
U(x) =
{ −C1, x ∈ V \Vo,(3.3)
C2, x ∈ Vo,(3.3′)
for some constants C1, C2 > 0, and ϕ ∈ C(V ) with 1 ≤ ϕ ≤ C3 for some C3 > 1
such that
(∆ + U)ϕ ≥ 0.
The constants C1, C2, C3 are absolute.
Proof. Let N0 = inf{N (e) : e ∈ E+o } ≥ 2. Define M1 > 1 to be the minimum of M
such that the following inequalities hold for any θ ∈ [0, 1/2]:
(3.4)


θ
M
≤ sin θ ≤ θ ≤ tan θ ≤Mθ;
θ2
2M2
≤ 1− cos θ ≤ θ
2
2
.
DefineM(N0) to be the minimum ofM such that the above inequalities hold for any
θ ∈ [0, 1N0 ]. It is clear thatM(N0) ≤M1. In the following, we fix someM0 ≥ M(N0).
Let C1 =
1
2M2
0
. For each e ∈ E+o , we set θ(e) ∈ (0, pi/2) by
cos(θ(e)) = 1− C1σo(e)
2
N (e)2 .
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Note that
M0
√
2C1σo(e)
N (e) =
σo(e)
N (e) ≤
1
N0
because σo is an adapted weight. Then we have by (3.4),
cos
(
σo(e)
N (e)
)
≤ 1− C1σo(e)
2
N (e)2 = cos(θ(e)),
which implies that
θ(e) ≤ σo(e)N0 ≤
1
N0 .
Let C2 = C1M1M
2
0 =
M1
2
and define the potential U as in Proposition 3.5. Now
we start constructing the super-solution ϕ on V .
First, for x ∈ Vo ⊆ V we simply set ϕ(x) = 1. For xek ∈ Ve, the set of new points,
for some e = (x, y) ∈ E+o , with 1 ≤ k ≤ N (e)− 1, we set
ϕ(xek) =
sin
(
kθ(e) + pi−N (e)θ(e)
2
)
cos
(
N (e)θ(e)
2
) .
Note that the definition is compatible when we take k = 0 or k = N (e) in the above,
and that ϕ(xek) = ϕ(x
e
N (e)−k) holds.
By the estimate N (e)θ(e) ≤ 1, we have that for all 0 ≤ k ≤ N (e),
pi
4
≤ pi −N (e)θ(e)
2
≤ pi
2
;
pi
4
≤ kθ(e) + pi −N (e)θ(e)
2
≤ 3pi
4
.
It follows that
1 ≤ ϕ ≤ 1
cos(1/2)
<
√
2 (= C3).
We are left to check that ϕ is indeed a super-solution. We divide the verification
into two cases.
Case 1: Let xek ∈ Ve, for some e = (x, y) ∈ E+o , with 1 ≤ k ≤ N (e)− 1. Consider
the elementary identity
2 sin(kθ + Φ) cos θ = sin((k − 1)θ + Φ) + sin((k + 1)θ + Φ),
where we can take θ = θ(e) and Φ = pi−N (e)θ(e)
2
. This gives
2ϕ(xek)−
2C1σo(e)
2
N (e)2 ϕ(x
e
k) = 2 cos(θ(e))ϕ(x
e
k) = ϕ(x
e
k−1) + ϕ(x
e
k+1),
which is simply
∆ϕ(xek) = C1ϕ(x
e
k).
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Case 2: Let x ∈ Vo and e = (x, y) ∈ E+o . We then have by (3.4),
ϕ(xe1)− ϕ(x) = sin(θ(e)) · tan
(N (e)θ(e)
2
)
+ cos(θ(e))− 1
≤ M1N (e)θ(e)
2
2
≤ M1N (e)M20 (1− cos(θ(e)))
=M1N (e)M20 ·
C1σo(e)
2
N (e)2 =
C2σo(e)
2
N (e) .
Since ϕ(xe1) = ϕ(x
e
N (e)−1), the same estimate
ϕ(xeN (e)−1)− ϕ(x) ≤
C2σo(e)
2
N (e)
holds if e = (y, x) ∈ E+o . We thus arrive at the inequality
−∆ϕ(x) ≤ 1
µo(x)
∑
y∈Vo,e=(x,y)∈Eo
wo(x, y)N (e) · C2σo(e)
2
N (e)
= C2 · 1
µo(x)
∑
y∈Vo,(x,y)∈Eo
wo(x, y)σo(e)
2
≤ C2 = U(x)ϕ(x),
by the adapted-ness of σo.
As a consequence, the assertion holds with constants C1 =
1
2M2
1
, C2 =
M1
2
, C3 =√
2. 
3.3. Feynman-Kac formula and a large deviation type argument. In this
subsection, we assume that (V, w, µ) is conservative.
Proposition 3.6. Let C1 and C2 be the same constants as in Proposition 3.5. Then
for any ε ∈
(
0, C1
C1+C2
)
and δ > 0, there exist positive constants c0, C such that for
any t > 0,
sup
x∈V
Px (At ≤ εt+ δ) ≤ C exp (−c0t) .
Proof. Let U , ϕ and C1, C2, C3 be as in Proposition 3.5. Recall that Lt =
∫ t
0
1·(Xs)ds
and At = Lt(Vo).
By Proposition 2.5 and the Feynman-Kac formula, we have for any x ∈ V and
ε ∈
(
0, C1
C1+C2
)
,
C3 ≥ ϕ(x) ≥ P˜ Ut ϕ(x)
= Ex
[
ϕ(Xt) exp
(
−
∫ t
0
U(Xs)ds
)]
= Ex
[
ϕ(Xt) exp
(
−
∫
V
UdLt
)]
.
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Since we have Lt(V ) = t by assumption, the right hand side of the inequality above
is equal to
Ex[ϕ(Xt) exp (−C2Lt(Vo) + C1(t−Lt(Vo)))]
≥ Ex[ϕ(Xt) exp (−C2Lt(Vo) + C1(t−Lt(Vo))) ;Lt(Vo) ≤ εt+ δ]
≥ inf
x∈V
ϕ(x) · exp{t (C1 − ε(C1 + C2))− δ(C1 + C2)}Px (At ≤ εt+ δ) .
Therefore, the assertion follows by letting c0 = C1−ε(C1+C2), and C = C3 exp (δ(C1 + C2)).

Remark 3.7. The conservativeness is required to ensure Lt(V ) = t. In the explosive
case, although Lt(V∞) = t, the above argument does not work as ϕ(∞) = 0.
Corollary 3.8. For any ε ∈
(
0, C1
C1+C2
)
and κ > 0, there is a random time Tˆ such
that
Px¯
(
At > εt+ κ, for all t ≥ Tˆ
)
= 1.
Proof. Let δ = κ/(1 − ε) and fix ε ∈
(
0, C1
C1+C2
)
. By Proposition 3.6, there exist
positive constants c0, C such that
(3.5) Px¯ (At ≤ εt+ δ) ≤ C exp(−c0t).
Let tn = nδ for n ∈ N and define a sequence of events (En)n∈N by
En = {ω ∈ Ω : Atn(ω) ≤ εtn + δ}.
Then it follows by (3.5) that
∑
n∈N
Px¯ (En) <∞.
Thus by the Borel-Cantelli lemma, there is an N-valued random variable N , such
that for almost all ω ∈ Ω, ω ∈ Ecn for any n ≥ N(ω).
Define a random time Tˆ = tN . Then for any t ≥ tN with some n ≥ N such that
tn ≤ t < tn+1, we have
At ≥ Atn > εtn + δ = εtn+1 + (1− ε)δ > εt+ κ,
almost surely, whence the assertion follows. 
Remark 3.9. Note that the conservativeness of (V, w, µ) implies that of (Vo, wo, µo)
by this result, since ζo = Aζ = A∞ = ∞. Unfortunately, we do not know whether
Corollary 3.8 holds without the assumption on conservativeness.
We are now ready to prove Theorem 1.12.
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Proof of Theorem 1.12. We continue using the notations in the previous two results.
Fix ε ∈
(
0, C1
C1+C2
)
, and consider the random time Tˆ such that
Px¯
(
At > εt, for all t ≥ Tˆ
)
= 1.
By the definition of right continuous inverse, At > εt implies that Tεt ≤ t. We thus
have
Px¯
(
At > εt, for all t ≥ Tˆ
)
≤ Px¯
(
Tεt ≤ t, for all t ≥ Tˆ
)
.
Rename s = εt and define T˜ = εTˆ . Then since
Px¯
(
Ts ≤ 1
ε
s, for all s ≥ T˜
)
= 1,
the assertion holds for any C > 1 + C2
C1
. 
4. Proof of the main theorem
In this section, we accomplish the proof of Theorem 1.7 in several steps. Here we
first summarize the overall structure of the proof.
Let (Vo, wo, µo) be a simple weighted graph with an adapted path metric dσo and
fix x¯ ∈ Vo. Assume that (1.3) and (1.4) hold for (Vo, wo, µo). Namely, we assume
that
Co = inf
x∈Vo
µo(x) > 0,
and ∫ ∞ rdr
log µo
(
Bdσo (x¯, r)
) =∞.
First we design the modified weighted graph (V, w, µ) by specifying the weight
function N . As shown by Lemma 3.1, the volume growth condition also holds for
(V, dσ, µ). We apply the integral maximum principle (Proposition 2.8) to obtain
estimates for the so-called crossing time for the new Markov chain (Xt)t≥0. The
Borel-Cantelli lemma (applied in Lemma 4.2) then leads to the formula of upper
rate function for (Xt)t≥0, and its conservativeness as a by product. By Remark 3.9,
we obtain the conservativeness of the original process (Xot )t≥0. Conservativeness of
(Xt)t≥0 also allows us to apply Theorem 1.12. Then the same formula of the upper
rate function (up to a different constant c > 0) holds for the original process.
4.1. Design the modified graph. Let f(r) = log µo
(
Bdσo (x¯, r)
)− logCo ≥ 0 for
r ≥ 0. We now specify the choice of N : Eo → N. Set Rn = 2n+4 for n ∈ N and
σn =
1
f(Rn) + 2 + log logRn
.
Choose N so that
(4.1) N (e) ≥ f(Rn) + 2 + log logRn
for any e = (x, y) ∈ Eo such that dσo(x, x¯) ∨ dσo(y, x¯) ≥ 2n+2 − 1.
Let (V, w, µ) be the modified weighted graph for weight N with the adapted path
metric dσ as in Definition 1.10. The following result is crucial for our estimates later.
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Lemma 4.1. Let e = (x, y) ∈ E+o . If
dσ(x
e
k, x¯) ∨ dσ(xek+1, x¯) ≥ 2n+2
for some 0 ≤ k ≤ N (e)− 1, then
σ(xek, x
e
k+1) ≤ σn.
Proof. By the definition of the adapted path metric, we have
dσ(x, x¯) ∨ dσ(y, x¯) ≥ dσ(xek, x¯) ∨ dσ(xek+1, x¯)− 1 ≥ 2n+2 − 1.
Since we see by Lemma 3.1 that dσo(x, x¯)∨ dσo(y, x¯) = dσ(x, x¯)∨ dσ(y, x¯), it follows
by the choice of N that σ(xek, xek+1) = σo(x,y)N (e) ≤ σn. 
4.2. Borel-Cantelli argument. We basically follow the argument in [12] and [13]
for upper rate functions of the Brownian motion on Riemannian manifolds.
Set Rn = 2
n+4 for n ∈ N as before. Denote the balls Bdσ(x¯, Rn) by Bˆn. Let
Bn ⊆ Bˆn be certain subsets to be chosen later, such that (Bn)n∈N is increasing. Let
τn be the exit time of Bn, that is, τn = τBn = ςV \Bn .
We start with the following standard lemma which reduces the problem to certain
estimates on the so-called crossing time τn − τn−1.
Lemma 4.2. and set τn = τBn = ςV \Bn. Suppose for a sequence of positive numbers
{cn}∞n=1 with
∑∞
n=1 cn =∞, we have that
(4.2)
∞∑
n=1
Px¯(τn − τn−1 ≤ cn) <∞.
Then (V, w, µ) is conservative. Suppose further that we can find a strictly increasing
homeomorphism ψ : R+ → R+ such that
(4.3) tn−1 − ψ(Rn)→ +∞
as n→∞, where tn =
∑n
k=1 ck. Then ψ
−1(t) is an upper rate function for (Xt)t≥0.
Proof. By the Borel-Cantelli lemma, there exists a subspace Ω1 ⊂ Ω with Px(Ω1) = 1
and an N+-valued random variable N such that, for any ω ∈ Ω1,
τn(ω)− τn−1(ω) > cn
for all n ≥ N(ω). As we already mentioned in Section 2, there exists a subspace
Ω2 ⊂ Ω with Px(Ω2) = 1 such that for any ω ∈ Ω2, we have ζ(ω) > τn(ω) for all
n ∈ N. Hence for any ω ∈ Ω1 ∩ Ω2,
(4.4) ζ(ω) > τn(ω) ≥ τn(ω)− τN(ω)−1(ω) ≥ cN(ω) + · · · cn
for all n ≥ N(ω) . This implies that ζ =∞ almost surely because Px(Ω1 ∩Ω2) = 1.
Let T0 = c1+ · · ·+ cN . Then by (4.3), there exists an N+-valued random variable
N ′ ≥ N + 1 such that for any n ≥ N ′,
(4.5) tn−1 − ψ(Rn) > T0,
Px¯ almost surely.
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Let T = ψ(RN ′). Then for any t ≥ T with
ψ(Rn−1) < t ≤ ψ(Rn)
for some n ≥ N ′, we have by (4.5) and (4.4),
t ≤ ψ(Rn) < tn−1 − T0 < τn−1.
Hence it follows that
(4.6) d(Xt, x¯) ≤ Rn−1 ≤ ψ−1(t).
Notice that limn→∞ ψ(Rn) = ∞, so (4.6) holds for all t ≥ T , Px¯ almost surely. In
other words, ψ−1(t) is an upper rate function for (Xt)t≥0. 
Now let us specify the choice of {Bn}n∈N. Recall the notions of graph theoret-
ical interior and boundary. To avoid confusion, we use the notations int, cl and ∂
only with respect to the graph structure of the modified graph (V,E). Set Bon =
Bdσ(x¯, Rn − 1) ∩ Vo and Eon = Eo|Bon×Bon . Recall that Ve is the set of new points
added for an edge e ∈ Eo (see Definition 1.10 (1) above). Let B′n = Bon ∪
⋃
e∈Eon
Ve.
We define Bn = intB
′
n.
Lemma 4.3. The following assertions hold.
(1) ∂Bn ⊆ Vo;
(2) Bdσ(x¯, Rn − 3) ⊆ Bn ⊆ Bdσ(x¯, Rn);
(3) ∀n ≥ 1, x ∈ ∂Bn−1, y ∈ ∂Bn ⇒ dσ(x, y) ≥ Rn−1 − 3.
Proof. By the construction of (V,E), we see that Bn ∩ Vo is simply the interior B˜on
of Bon with respect to the original graph structure (Vo, Eo).
(1) Note that
⋃
e∈Eon
Ve ⊆ Bn since cl(
⋃
e∈Eon
Ve) ⊆ B′n. We also have ∂(
⋃
e∈Eon
Ve) ⊆
Bon. So Bn is characterized as Bn = B˜
o
n ∪
⋃
e∈Eon
Ve. The assertion (1) follows.
(2) Similarly we have Bdσ(x¯, Rn−2)∩Vo ⊆ Bn, since cl(Bdσ(x¯, Rn−2)∩Vo) ⊆ B′n. For
x ∈ Bdσ(x¯, Rn− 3)∩V co , we have x ∈
⋃
e∈Eon
Ve. It follows that Bdσ(x¯, Rn− 3) ⊆ Bn.
The assertion (2) holds by observing that Bn ⊆ B′n ⊆ Bdσ(x¯, Rn − 1 + 1/2).
(3) For any n ≥ 1 and x ∈ ∂Bn, we have shown that x ∈ Bdσ(x¯, Rn−3)c∩Bdσ(x¯, Rn).
The assertion (3) follows by noting Rn − Rn−1 = Rn−1. 
Remark 4.4. By Lemma 4.3, we can regard {Bn}n∈N as an increasing sequence of
“balls” in V so that all boundary points are “forced” in Vo.
4.3. Estimate for the heat equation. The key technical problem is to estimate
the quantity
Px¯(τn − τn−1 ≤ cn).
By the strong Markov property of the Markov chain (Xt)t≥0, we have
(4.7) Px¯(τn − τn−1 ≤ cn) = Ex¯(PXτn−1 (τn ≤ cn)).
Set
rn = 2
n+2 − 3 ≥ 5,
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for n ≥ 1. Then since
rn < Rn − Rn−1 − 3 = Rn−1 − 3
for all n ≥ 1, we see by (3) of Lemma 4.3 that the Markov chain (Xt)t≥0 must run
out of a ball Bdσ(Xτn−1 , rn) before it leaves Bn. Moreover, by noting that
Xτn−1 ∈ ∂Bn−1, Xτn ∈ ∂Bn,
it follows from (4.7) that
Px¯(τn − τn−1 ≤ cn) ≤ sup
z∈∂Bn−1
Pz(τBdσ (z,rn) ≤ cn).
For a fixed z ∈ ∂Bn−1, define
u(x, t) = Px(τBdσ (z,rn) ≤ t)
as a function onBdσ(z, rn)×[0,∞). We now estimate u(x, t) by using Propositions 2.6
and 2.8. In order to do so, we first show the following lemma. SetKn = Bdσ(z, rn−σn)
and Ln = Bdσ(z, rn).
Lemma 4.5. (i) For any x ∈ Ln and y ∈ V with x ∼ y, the inequality dσ(x, y) ≤ σn
holds.
(ii) The inclusion cl(Kn) ⊆ Ln holds.
Proof. (i) For any x ∈ Ln we have by the triangle inequality,
dσ(x, x¯) ≥ Rn−1 − 3− rn = 2n+2,
and thus dσ(x, y) ≤ σ(x, y) ≤ σn for y ∼ x by Lemma 4.1.
(ii) Since σ(x, y) ≤ σn for any x ∈ Kn, y ∈ V with x ∼ y, we obtain cl(Kn) ⊆ Ln.

By Lemma 4.5 (ii) and Proposition 2.6, the function u(x, t) is a solution to the
heat equation
∂
∂t
u(x, t) + ∆u(x, t) = 0
on Kn × [0,∞) with u(x, 0) ≡ 0. In order to apply Proposition 2.8 to u(x, t) for
K = Kn and L = Ln, we choose the auxiliary functions to be
(4.8) ξ(x, t) = −2α2ne4t− 2αndσ(x, z) and η(x) =
(eαn(rn−σn) − eαndσ(x,z))+
eαn(rn−σn) − 1
with
αn =
2f(Rn) + 2 log logRn
rn
.
The key is that
(4.9) αnσn ≤ 2
rn
≤ 1.
Using this inequality, we next obtain the following lemma.
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Lemma 4.6. The following inequality holds for any n ≥ 1.∑
x∈Kn
u2(x, s)η2(x)eξ(x,s)µ(x) ≤ 2
∫ s
0
∑
x∈Ln
∑
y∈Ln
w(x, y)(η(x)− η(y))2eξ(x,t)dt.
Proof. We first verify that the conditions (1)-(4) in Proposition 2.8 hold for K = Kn
and L = Ln, ξ and η as above. We now check the condition (4) in Proposition 2.8.
It follows by the triangle inequality that
|ξ(y, t)− ξ(x, t)| ≤ 2αn|dσ(x, z)− dσ(y, z)| ≤ 2αndσ(x, y).
Hence by the inequality |et − 1| ≤ |t|et (t ∈ R), we have
(4.10) (1− eξ(y,t)−ξ(x,t))2 ≤ 4α2ndσ(x, y)2e4αndσ(x,y).
Then for any x, y ∈ Ln with x ∼ y, we see by Lemma 4.5 (i) and(4.9) that
αndσ(x, y) ≤ αnσn ≤ 1.
We also know that dσ(x, y) ≤ σ(x, y) for any x, y ∈ V with x ∼ y by the definition
of the adapted metric. Therefore, by these inequalities, the right hand side of (4.10)
above is less than 4α2nσ(x, y)
2e4 for any x, y ∈ Ln with x ∼ y. We further recall that
the weighted function σ is adapted, that is,
(4.11)
∑
y∈Ln
w(x, y)σ(x, y)2 ≤ 1
for any x ∈ Ln. As a consequence, we have for any x ∈ Ln and t > 0,
µ(x)
∂
∂t
ξ(x, t) +
1
2
∑
y∈Ln
w(x, y)(1− eξ(y,t)−ξ(x,t))2
≤− 2α2ne4µ(x) +
1
2
∑
y∈Ln
w(x, y) · 4α2nσ2(x, y)e4 ≤ 0.
Namely, the condition (4) holds. We can also check the conditions (1)-(3) directly.
We finally see by Proposition 2.8 that∑
x∈Kn
u2(x, s)η2(x)eξ(x,s)µ(x)
≤2
∫ s
0
∑
x∈Ln
∑
y∈Ln
w(x, y)(η(x)− η(y))2u(y, t)2eξ(x,t)dt
≤2
∫ s
0
∑
x∈Ln
∑
y∈Ln
w(x, y)(η(x)− η(y))2eξ(x,t)dt,
(4.12)
where we used the fact that 0 ≤ u ≤ 1. 
We finally estimate the quantity Px¯(τn − τn−1 ≤ cn) as follows.
Proposition 4.7. For any s > 0, the following inequality holds.
(4.13) Px¯(τn − τn−1 ≤ s) ≤ 2 exp
{
e4α2ns−
3
2
f(Rn)− 2 log logRn
}
.
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Proof. In a similar way to deriving (4.10), we obtain(
eαndσ(x,z) − eαndσ(y,z))2 = e2αndσ(x,z) (1− eαn(dσ(y,z)−dσ(x,z)))2
≤ α2ne2αndσ(x,z)+2αnσnσ(x, y)2.
Then by (4.9) and (4.11), we have the following estimate for any x ∈ Ln,∑
y∈Ln
w(x, y)(η(x)− η(y))2
≤ 1
(eαn(rn−σn) − 1)2
∑
y∈Ln
w(x, y)
(
eαndσ(x,z) − eαndσ(y,z))2
≤α
2
ne
2αndσ(x,z)+2αnσn
(eαn(rn−σn) − 1)2
∑
y∈V
w(x, y)σ2(x, y)
≤ α
2
ne
2αndσ(x,z)+2
(eαn(rn−σn) − 1)2µ(x).
(4.14)
Therefore, it follows that for any z ∈ ∂Bn−1
u2(z, s)µ(z)e−2α
2
ne
4s
≤
∑
x∈Kn
u2(x, s)η2(x)eξ(x,s)µ(x)
≤2
∫ s
0
∑
x∈Ln
∑
y∈Ln
w(x, y)(η(x)− η(y))2eξ(x,t)dt
≤2
∫ s
0
∑
x∈Ln
α2ne
2αndσ(x,z)+2
(eαn(rn−σn) − 1)2 × e
−2αndσ(x,z)−2α2ne
4tµ(x)dt
=
e−2(1− exp (−2α2ne4s))
(eαn(rn−σn) − 1)2 µ(Ln).
Here we recall that ∂Bn−1 ⊆ Vo, which is the key point of construction of (Bn)n∈N.
By assumption, we have µ(z) ≥ Co > 0. Hence it follows that
u2(z, s) ≤ 1
Co
e−2(e2α
2
ne
4s − 1)
(eαn(rn−σn) − 1)2µ(Bdσ(z, rn)).
In particular, by noting that Bdσ(z, rn) ⊂ Bdσ(x,Rn), we obtain
Px¯(τn − τn−1 ≤ s) ≤ sup
z∈∂Bn−1
u(z, s) ≤
√
µ(Bdσ(x¯, Rn))
e2Co
eα
2
ne
4s
eαn(rn−σn) − 1
≤
√
3µo(Bdσo (x¯, Rn))
e2Co
eα
2
ne
4s
eαn(rn−σn) − 1 ≤
√
3 exp f(Rn)
e2
eα
2
ne
4s
eαn(rn−σn) − 1 ,(4.15)
where in the second last inequality we applied (2) of Lemma 3.1.
Note the elementary fact that if rn ≥ 2, then
1
2
αnrn ≤ αn(rn − σn)
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by (4.9). This implies that
(4.16) 1− e−αn(rn−σn) ≥ 1− e− 12αnrn ≥ αnrn
αnrn + 2
.
Since Rn = 2
n+4 and
(4.17) αnrn = 2(f(Rn) + log logRn),
it follows that αnrn ≥ 2 log log 16 ≥ 2. Together with (4.16) and (4.17), substituted
for the inequality (4.15), we have
Px¯(τn − τn−1 ≤ s) ≤
√
3
(
1 +
2
αnrn
)
exp
{
α2ne
4s+
1
2
f(Rn)− αnrn
}
≤ 2
√
3 exp
{
α2ne
4s+
1
2
f(Rn)− αnrn
}
= 2
√
3 exp
{
e4α2ns−
3
2
f(Rn)− 2 log logRn
}
,
which completes the proof. 
We are now in a position to finish the proof of Theorem 1.7 by choosing proper
cn. Recall that rn = 2
n+2 − 3 ≥ 1
16
Rn. Choose
cn =
r2n
8e4(f(Rn) + log logRn)
so that
α2ncn =
1
2e4
(f(Rn) + log logRn).
By (4.13), we have
Px¯(τn − τn−1 ≤ cn) ≤ 2
√
3 exp
{
1
2
(f(Rn) + log logRn)− 3
2
f(Rn)− 2 log logRn
}
≤ 2
√
3(logRn)
−3/2,
and thus
∞∑
n=1
Px¯(τn − τn−1 ≤ cn) <∞.
We are left to verify that
∑∞
n=1 cn =∞. Indeed, we have
tm =
m∑
n=1
cn =
m∑
n=1
r2n
8e4(f(Rn) + log logRn)
≥
m∑
n=1
R2n
2048e4(f(Rn) + log logRn)
=
1
4096e4
m∑
n=1
Rn+1(Rn+1 −Rn)
f(Rn) + log logRn
≥ 1
4096e4
∫ Rm+1
R1
rdr
f(r) + log log r
,
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which approaches to ∞ by the volume growth assumption. We now define ψ by
ψ(R) =
1
8192e4
∫ R
32
rdr
f(r) + log log r
.
Since tm−ψ(Rm+1)→∞ asm→∞ by assumption, ψ−1(t) is an upper rate function
for (V, w, µ) by Lemma 4.2. Combining this with Corollary 1.13, we have Theorem
1.7 for the original weighted graph (Vo, wo, µo).
5. Examples
We apply Theorem 1.7 and Corollary 1.9 to several weighted graphs.
Example 5.1. (Birth and death processes, [16, Examples 1.19 and 1.20]) Let Z+
be the totality of nonnegative integers and consider the weighted graph (Z+, w, µ).
We assume that w is a symmetric weight function on Z+×Z+ such that for (x, y) ∈
Z+ × Z+,
w(x, y) > 0 ⇐⇒ |x− y| = 1.
For simplicity, we also assume that
(5.1) µ(n) ≤ 2w(n, n+ 1) for any n ∈ Z+.
Define the weight function σ by
σ(n, n+ 1) =
√
µ(n)
2w(n, n+ 1)
.
Then σ is adapted by definition and (5.1), and the adapted path metric dσ is given
by
dσ(m,n) =
n−1∑
k=m
σ(k, k + 1) for n > m (m,n ∈ Z+).
In the sequel, we further assume that µ ≍ 1 and
w(n, n+ 1) ≍ 1
2
(n+ 1)2 log(n+ 2)β log log(n + 3)γ, n ∈ Z+
for some β, γ ≥ 0 with (5.1). Since
σ(n, n+ 1) ≍ 1
(n+ 1) log(n+ 2)β/2 log log(n+ 3)γ/2
,
we obtain for 0 ≤ β < 2 or β = 2 with 0 ≤ γ ≤ 2,
dσ(0, n) ≍


log(n+ 2)1−β/2
log log(n+ 3)γ/2
0 ≤ β < 2
log log(n+ 3)1−γ/2 β = 2, 0 ≤ γ < 2
log log log(n + 30) β = γ = 2.
Hence for all large r > 0,
logµ(Bdσ(0, r)) ≍


r2/(2−β)(log r)γ/(2−β) 0 ≤ β < 2
exp
(
cr2/(2−γ)
)
β = 2, 0 ≤ γ < 2
exp(exp(cr)) β = γ = 2.
28 X. HUANG AND Y. SHIOZAWA
On the other hand, if β > 2 or β = 2 with γ > 2, then supn∈Z+ dσ(0, n) < ∞ and
thus µ(Bdσ(0, r)) =∞ for all large r > 0.
If 0 ≤ β < 1 or β = 1 with 0 ≤ γ ≤ 1, then the corresponding birth and death
process is conservative by Theorem 1.7. Moreover, if we denote by φ(t) an upper
rate function for the process, then in a similar way to Corollary 1.9, we have
φ(t) ≍


t(2−β)/(2−2β)(log t)γ/(2−2β) 0 ≤ β < 1
exp
(
ct1/(1−γ)
)
β = 1, 0 ≤ γ < 1
exp(exp(ct)) β = 1, γ = 1.
Example 5.2. (Anti-trees, [16, Example 4.7] and [26]) Let {Sn}n∈N be a sequence
of disjoint, finite and non-empty sets such that S0 = {x0}. We set
V =
⋃
n∈N
Sn.
Let ρ0 be a function on V such that ρ0(x) = n for x ∈ Sn. We define
E = {(x, y) ∈ V × V : |ρ0(x)− ρ0(y)| = 1} .
Then the pair of V and E form a symmetric graph (V,E) such that every vertex in
Sn is connected to every vertex in Sn+1 and the associated graph metric ρ satisfies
ρ0(x) = ρ(x0, x) for any x ∈ V .
We assume that each vertex x ∈ V has c(x)[(ρ0(x)+2)α(log(ρ0(x)+3))β] neighbors
of vertices with graph distance ρ0(x) + 1, where c(x) is a function on V such that
c ≍ 1. We also assume that µ ≍ 1 and w(x, y) ≍ 1{(x,y)∈E}. Let Deg(x) be a weighed
degree of the vertex x ∈ V defined by
Deg(x) =
1
µ(x)
∑
y∈V, x∼y
w(x, y).
and
σ(x, y) :=
1√
Deg(x)
∧ 1√
Deg(y)
∧ 1, x, y ∈ V, x ∼ y.
Then σ is a weight function adapted to the weighted graph (V, w, µ). Since
σ(x, y) ≍ 1
(ρ0(x) + 2)α/2(log(ρ0(x) + 3))β/2
for any (x, y) ∈ E, the adapted path metric dσ satisfies for 0 ≤ α < 2 or α = 2 with
0 ≤ β ≤ 2,
dσ(x0, x) ≍


(ρ0(x) + 2)
1−α/2
(log(ρ0(x) + 3))β/2
0 ≤ α < 2
(log(ρ0(x) + 3))
1−β/2 α = 2, 0 ≤ β < 2
log log(ρ0(x) + 3) α = β = 2.
Therefore, we obtain for all large r > 0,
log µ(Bdσ(x0, r)) ≍


log r 0 ≤ α < 2
r2/(2−β) α = 2, 0 ≤ β < 2
ecr α = β = 2.
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On the other hand, if α > 2 or α = 2 with β > 2, then supx∈V dσ(x, x) < ∞ and
thus µ(Bdσ(x, r)) =∞ for all large r > 0.
If 0 ≤ α < 2 or α = 2 with 0 ≤ β ≤ 1, then the corresponding birth and death
process is conservative by Theorem 1.7. Furthermore, if we denote by φ(t) an upper
rate function for the process, then Corollary 1.9 implies that
φ(t) ≍


√
t log t 0 ≤ α < 2,
t(2−β)/(2−2β) α = 2, 0 ≤ β < 1,
ect α = 2, β = 1.
Example 5.3. (Trees, [16, Example 4.6]) For α ≥ 0 and β ≥ 0, let Tα,β = (V,E)
be a tree rooted at x0 and ρ the associated graph distance. For x ∈ V , let ρ0(x) be
the distance between x0 and x, that is, ρ0(x) = ρ(x0, x) for x ∈ V .
As in Example 5.2, we assume that each vertex x ∈ V has c(x)[(ρ0(x)+2)α(log(ρ0(x)+
3))β] neighbors of vertices with graph distance ρ0(x) + 1, where c(x) is a function
on V bounded from below and above by positive constants. We also assume that
µ ≍ 1 and w(x, y) ≍ 1{(x,y)∈E}. Let Deg(x) be a weighed degree of the vertex x ∈ V
defined by
Deg(x) =
1
µ(x)
∑
y∈V, x∼y
w(x, y).
and
σ(x, y) :=
1√
Deg(x)
∧ 1√
Deg(y)
∧ 1, x, y ∈ V, x ∼ y.
Then σ is a weight function adapted to the weighted graph (V, w, µ). Since
σ(x, y) ≍ 1
(ρ0(x) + 2)α/2(log(ρ0(x) + 3))β/2
for any (x, y) ∈ E, the adapted path metric dσ satisfies for 0 ≤ α < 2 or α = 2 with
0 ≤ β ≤ 2,
dσ(x0, x) ≍


(ρ0(x) + 2)
1−α/2
(log(ρ0(x) + 3))β/2
0 ≤ α < 2
(log(ρ0(x) + 3))
1−β/2 α = 2, 0 ≤ β < 2
log log(ρ0(x) + 3) α = β = 2.
Therefore, we obtain for all large r > 0,
logµ(Bdσ(x0, r)) ≍


r2/(2−α)(log r)1+β/(2−α) 0 ≤ α < 2
exp(cr2/(2−β)) α = 2, 0 ≤ β < 2
exp(exp(cr)) α = β = 2.
On the other hand, if α > 2 or α = 2 with β > 2, then supx∈V dσ(x, x) < ∞ and
thus µ(Bdσ(x, r)) =∞ for all large r > 0.
If 0 ≤ α < 1 or α = 1 with β = 0, then the corresponding birth and death process
is conservative by Theorem 1.7. Furthermore, if we denote by φ(t) an upper rate
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function for the process, then in a similar way to Corollary 1.9, we find that
φ(t) ≍
{
t(2−α)/(2−2α)(log t)(2−α+β)/(2−2α) 0 ≤ α < 1,
ect α = 1, β = 0.
Remark 5.4. (i) Theorem 1.7 is sharp for Examples 5.1 and 5.2. For the conser-
vativeness, Folz [4, Examples 1 and 2] mentioned the sharpness by using the results
of Wojciechowski [26]. For the escape rate, the sharpness is checked in [16, Example
1.20 and Section 6] by using an alternative approach ([16, Theorem 1.15]).
On the contrary, Theorem 1.7 is not sharp for Example 5.3. In fact, if we take
α = 1, then it follows by Wojciechowski [26, Remark 4.3] that the associated process
is conservative if and only if 0 ≤ β ≤ 1. Moreover, for 0 ≤ α < 1 with β = 0, we
know by (6.14) of [16] that the function φ(t) ≍ t(2−α)/(2−2α) can be an upper rate
function.
(ii) Even though the process is not conservative, we have the following information
from the adapted metric: if any ball associated with the adapted metric is rela-
tively compact, then the Silverstein extension of the corresponding Dirichlet form
is uniquely determined (see [21]). Roughly speaking, this means that we can not
extend the process after the lifetime.
Example 5.5. We consider a random walk on Zd. We assume that µ(x) = 1 for
any x ∈ Zd and the weight function w(x, y) satisfies for some α ≥ 0 and β ≥ 0,
w(x, y) ≍ {(|x|+ 2)α(log(|x|+ 3))β + (|y|+ 2)α(log(|y|+ 3))β}1{|x−y|=1},
where | · | is the graph distance on Zd. Then
w(x, y) ≍ (|x|+ 2)α(log(|x|+ 3))β1{|x−y|=1}.
Let Deg(x) be a weighed degree of the vertex x ∈ V defined by
Deg(x) =
1
µ(x)
∑
y∈Zd, |x−y|=1
w(x, y)
and
σ(x, y) :=
1√
Deg(x)
∧ 1√
Deg(y)
∧ 1 for any x, y ∈ Zd with |x− y| = 1.
Then σ is a weight function adapted to the weighted graph (Zd, w, µ). Since
σ(x, y) ≍ 1
(|x|+ 2)α/2(log(|x|+ 3))β/2
for any x, y ∈ Zd with |x − y| = 1, the adapted path metric dσ satisfies for any
0 ≤ α < 2 or α = 2 with 0 ≤ β ≤ 2,
dσ(0, x) ≍


(|x|+ 2)1−α/2
(log(|x|+ 3))β/2 0 ≤ α < 2
(log(|x|+ 3))1−β/2 α = 2, 0 ≤ β < 2
log log(|x|+ 3) α = β = 2.
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We thus obtain for all large r > 0,
logµ(Bdσ(x, r)) ≍


log r 0 ≤ α < 2
r2/(2−β) α = 2, 0 ≤ β < 2
ecr α = β = 2.
On the other hand, if α > 2 or α = 2 with β > 2, then supx∈Zd dσ(0, x) < ∞ and
thus µ(Bdσ(0, r)) =∞ for all large r > 0.
It follows by Theorem 1.7 that the associated random walk is conservative if
0 ≤ α < 2 or α = 2 with 0 ≤ β ≤ 1. Furthermore, we have
φ(t) ≍


√
t log t 0 ≤ α < 2
t(2−β)/(2−2β) α = 2, 0 ≤ β < 1
ect α = 2, β = 1.
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