This report begins with a review of reduced size ultra-wideband (UWB) antennas and the peculiar problems that arise when building a UWB antenna. It then gives a description of a new type of UWB antenna that resolves these problems. This antenna, dubbed the hemispheric conical antenna, is similar to a conventional conical antenna in that it uses the same inverted conical conductor over a ground plane, but it also uses a hemispheric dielectric fill in between the conductive cone and the ground plane. The dielectric material creates a fundamentally new antenna which is reduced in size and much more rugged than a standard UWB conical antenna.. The creation of finite-difference time domain (FDTD) software tools in spherical coordinates, as described in SAND2004-6577, enabled this technological advance.
Nomenclature

Introduction
Reducing antenna size is a ongoing effort for a large and growing number of applications. As electronic communications become more ubiquitous, it is increasingly important that those electronic devices become smaller. The antenna is often left as the sole component resisting significant size reductions. A great deal of attention is being given to reducing antenna size, especially for mobile communications.
This work starts by briefly reviewing recent efforts to reduce antenna size for mobile communication applications. It then moves on to examine some specific efforts at building reduced size antennas for ultra-wideband (UWB) applications. The special problems of building UWB antennas are examined, including the extreme sensitivity of such antennas to impedance mismatches. Then, a physically constrained, reduced size antenna for UWB applications is introduced. This antenna is a variant of a conical horn antenna and consists of an inverted cone positioned over a ground plane and surrounded by a hemisphere of dielectric material. This antenna will henceforth be referred to as a hemispheric conical antenna, to distinguish it from the conventional conical antenna. The remainder of the paper examines the properties of this antenna, including a derivation of closed form equations for far field electric and magnetic field vectors, radiation intensity, and directivity. Some variants of the antenna are investigated, and an optimized antenna geometry, with properties superior to those of standard UWB antennas, is discussed. Time domain properties of optimized and unoptimized versions are examined when propagating UWB Gaussian pulses. This analysis demonstrates the critical importance of time domain analysis in the investigation of UWB components.
Background
There is currently a growing interest in very small communication devices. Some project that by the year 2013, chip-to-chip communications will be dominant at frequencies as high as 90 and 170GHz [1] . They point out that a λ/2 dipole on silicon at 90GHz is only 480μm long, indicating that on-chip antennas will become more common as frequencies move up. Since silicon is a lossy substrate material, these antennas may need to be fabricated using techniques being developed now, with more conventional materials.
Many examples of small and reduced size antennas are already used extensively in commercial products. Loaded dipole, meander patch, planar inverted-F (PIFA), and quadrifilar helical antennas are all examples of popular configurations used to reduce antenna size [2] [3] [4] . These antennas are typically not well suited to very wideband or UWB applications, and so they may need to be modified or replaced by a new group of antennas suitable for these newer communication methodologies.
Design of reduced size antennas is difficult and requires extensive use of simulation tools. Method-of-moments (MOM) type simulators such as HFSS appear to be the most popular tools in the investigation of chip-type antennas [5] . Most of these popular simulators operate in rectangular, or Cartesian, coordinates, and, not surprisingly, the antennas that are successfully designed with them tend to be rectangular. As will be shown, this may be leading investigators to overlook some very useful antenna geometries. Similarly, the use of MOM simulators may be leading investigators to neglect examining and optimizing the critical time domain performance of wideband and UWB antennas.
Use of MOM simulators for designing compact antennas is leading to a large number of new designs of multilayer ceramic chip antennas (MCCA). Low-temperature co-fired ceramic (LTCC) and other electronics packaging technologies are used to fabricate MCCA's [6] . These are popular for mobile communications in the cellular and Part-15 bands not only for their small size, but also for their physical ruggedness and manufacturability. The term manufacturability generally implies low cost. These three requirements, small size, ruggedness, and low cost, are the main points that determine the acceptance of an antenna into the mobile communications marketplace.
There are four general categories into which reduced size antennas can be subdivided. These are as follows [7] : 1) Electrically small antennas are those antennas that will fit within a sphere with a radius less than λ/2π. 2) Physically constrained antennas are not quite electrically small, but still achieve considerable size reduction in at least one plane. 3) Functionally small antennas are not necessarily reduced in size but have improved performance that is achieved without an increase in size. 4) Physically small antennas may not fit into any of the above three categories, yet their dimensions are small in some relative sense. There is some dispute over the definition of the sphere radius, or Wheeler radiansphere, into which an electrically small antenna must fit. Some accept the definition given above, some require it to be as small as λ/30 [8]. Size reductions for UWB antennas generally do not quite meet either requirement.
One significant example of an electrically small antenna is the spherical dipole antenna [9] . This antenna fits a self-resonant dipole antenna with a 50Ω input impedance into a spherical shape with a diameter less than λ/23. It achieves an efficiency in excess of 95% by shaping the dipole wires into a spherical helix shape. The antenna exhibits an omnidirectional radiation pattern but achieves all of these significant advantages at the expense of narrow bandwidth. The antenna Q of a spherical dipole antenna is reported to be in excess of 87. UWB applications require a Q of less than 2.
Regardless of the accepted definition of an electrically small antenna, the antenna investigated henceforth in this work is really only physically constrained, fitting into category (2) above. It is reduced in size in the "r" dimension but not with enough reduction to satisfy even the relaxed definition of an electrically small antenna. Electrically small antennas encounter significant bandwidth limitations [10] , and it will be shown that these bandwidth limitations begin to unacceptably impact UWB antennas in their time domain responses.
Current Physically Constrained UWB Antennas
Several reduced size UWB antennas have been reported in the literature. The first to be considered here is a UWB chip antenna fabricated from metal and ceramic dielectric and having dimensions of 1.0 x 0.5 x 0.1 cm [11] . The antenna is reported as constructed over a 3.0 x 3.0 cm ground plane. Several antenna radiation patterns are shown, indicating good omni-directionality. However, the VSWR is reported to be only less than 2.3 over the 3.1-10.6GHz UWB band, and no time-domain simulation results are reported for the antenna, leaving a sense of caution regarding the antenna's performance. As will be shown further in this work, if the antenna has any internal reflections from a dielectric-to-air interface, it must be very well matched to its transmission feed-line.
Otherwise, standing wave patterns may be created within the antenna, and UWB pulses will be corrupted by trailing oscillations.
The second reduced size UWB antenna to consider is a UWB spiral antenna [12] . For this antenna, only polarization data is provided, in spite of the claim that the bandwidth is greater than 9:1. No VSWR or time domain data are presented or discussed. The claim by the authors is that they "propose to remove standing waves by loading the antenna with chip resistors placed inside the substrate." However, no such results are presented. It will be graphically shown later that standing wave patterns are the principal problem in many otherwise promising UWB antenna designs. Standing waves must be investigated and eliminated, if the antenna is to properly transmit UWB Gaussian pulses. While the antenna reported in [12] may perform well, some skepticism is appropriate. It is difficult to draw positive conclusions about this antenna without further data.
The third reduced size UWB antenna is based on a detailed report about a commercially available device. The device is a Taiyo-Yuden rectangular ceramic chip antenna that is 1.0 x 0.8cm in size [13] . The VSWR is reported to be less than 2.2 over the entire UWB band with a nearly perfect match in the middle of the band at 7.5GHz. These are the only researchers to present time domain data, and the results are not good. A Gaussian monopulse turns into a damped oscillation, indicating the presence of standing waves within the antenna/ transmission line arrangement (figure 1) [13] . The results pose a problem for communications, yet this appears to be the best available reduced size UWB antenna.
hysically Constrained UWB Cone Antenna: Overview everal main points have been established thus far. First, it is advantageous to reduce ntenna size for mobile applications. Second, making a UWB antenna electrically small ay be an unrealistic goal due to accompanying bandwidth reductions. Finally, UWB ntennas are extremely sensitive to impedance matching and, therefore, internal standing aves. For Gaussian pulse-based UWB communications, these standing waves can verely limit pulse detection. ne additional point should be made regarding deploying practical UWB antennas. That oint is that the UWB antenna should be physically robust. The subject of making ntennas physically robust and resistant to breakage is an important one, and there are ntire papers dedicated solely to the subject of making an antenna stronger without pacting its electrical properties [14] . In the case of UWB antennas, the transmit and ceive antennas recommended by the National Bureau of Standards (NIST) are the conical ntenna and the transverse electromagnetic (TEM) horn antenna [15] . Both of these ntennas contain no dielectric, do not have surrounding radomes, and are physically fragile ically robust is to add dielectric nalysis of the conical antenna without any dielectric fill was P S a m a w se O p a e im re a a [16] . The logical solution to make the conical antenna phys in a hemispheric shape between the metal cone and the ground plane (figure 2). The remainder of this report will cover the design details to settle on the optimum semi-angle of the cone and the dielectric constant of the hemispheric fill.
The analysis makes use of the finite difference time-domain (FDTD) technique in spherical coordinates using equations derived from first principles and correlating in most respects ith those described in [17] . A w previously conducted by the author and [18] . Analysis of the hemispheric (dielectric filled) conical antenna has not been reported in the literature, so apparently, the analysis presented in this report is new.
Electric
ntenna and then using symmetry for the conical case. For this analysis, consider that the round plane and dielectric are removed from figure 1. The conical antenna is then xtended to infinity, replicated, and flipped 180 o to form an infinite, bi-conical antenna. To start the analysis, the field equations in E and H can now be derived. To ccomplish this, we can first start with two of Maxwell's equations and the medium ependent equations, as follows:
) and Magnetic Field Derivation The conical antenna can be analyzed in closed form by considering a bi-conical a g e
Combining these, one obtains two vector versions of Maxwell's equations:
These two vector equations are the general equations governing the antenna operation.
can only be effectively analyzed in spherical coordinates. This will involve thematics initially but will enable the analysis and simulation of the ordinate boundaries. To get started, the two e expanded using the spherical ∇ operator:
This antenna some complicated ma antenna with transitions only along spherical co vector equations must b
the two curl equations. This is shown as:
The vector equations (13) and (15) produce six scalar Maxwell's equations from equating the r, θ, and φ vector terms each into a separate scalar equation:
r r θ, and φ being the spherical unit vectors. The ∇ operator is first applied to
These two cross products each produce vector equations that are another way of writing equations 10 and 11:
These (16) (17) (18) (19) (20) (21) are the general three dimensional equations that describe electromagnetic t we can use to obtain closed rm approximations for E and H is symmetrical about φ and can be analyzed in two dimens and σ * , are zero the propagation space for a closed form analysis. These terms are not zero in free space uities into the is not zero at the , since all field components ad one to conclude e a ponents in φ must be es with -jωt, s defined by the FCC The simplified partial differential equations in (22)- (24) are coupled and must also y the boundary constraints of the bi-conical antenna. One can readily bserve that (22) and (24) imply spherical wave solutions with a spatial variation of exp(-or an outwardly travelin r)/r for an inwardly traveling wave. It is pparent the a time variation of exp(jωt)/r must be in the solution. Applying (23) at e edge of the cone of semi-angle θ o gives: waves in spherical coordinates. The bi-conical antenna tha fo ions. This symmetry implies that all derivatives with respect to φ are zero, as there is no change in the φ coordinate direction. Also, the conductivity terms, σ in regions for the FDTD computations. This is done to limit step discontin boundary perfectly matched layer (PML).
It is also important to consider that even for the closed form analysis, σ edge of the cone. This gives rise to the boundary conditions must be zero inside the metal cone. The boundary conditions can also le at s ver l field com the free space propagation region are zero. E th zero, since that component is tangential to the surface of the metal, and the boundary conditions prohibit the generation of such a component. Similarly, H θ must be zero, as it is normal to the cone surface, and also is proscribed by the boundary conditions. Applying these conditions gives zero terms for most of the elements of equations (17) and (21) and leads to the conclusion that E r = H r = 0 in order to satisfy those equations.
By treating the antenna as a bi-conical waveguide in two dimensions, Maxwell's equations in spherical coordinates reduce to three, two-dimensional equations: T indicating that the analysis is being conducted at a single frequency. This is done to simplify the equations and is not strictly accurate for UWB analysis. The analysis will later e expanded to include the full UWB spectrum, from 3.1-10.6GHz, a b [19] . This implies a solution that includes a multiplier of 1/(sinθ) to satisfy the boundary condition.
Using this information, the following solutions can be constructed, and substitution into (22)-(24) will verify their validity:
Additionally, as has been already deduced, the other field components must be zero: ons in (28), (31), and (32) are for an infinite bi-conical antenna at a single equency. It will be shown in the simulation results that these solutions are also imately correct as far-field solutions to a small conical antenna over a ground plane.
2
The two dimensional wave solutions in (26)- (28) are the same as those presented in [20] . They include terms for both inward and outward trav
lve to eliminate the constants and replace them that a th
Since the curve C is a circumference of the cone at a radius of r, then C = 2πa = 2πr si O relati and B are magnetic field vect re
30)
The field equations can now be expressed in terms of the currents in the cones: ty is From the radiation density, one 6) L igure 3) included in the software with reference [21] . The equation is plotted for an ntenna with a semi he total radiated power can also be found from the average radiation density by tegrating over the free space propagation region:
8)
olving the definite integral:
In order to further analyze the radiative properties of the bi-conical antenna, on c case,
Taking the time average of the Poynting vector gives the time average radiation density:
It should be noted that the radiation density given by (35) is valid only in the free space egions of the solution space. In the metal portions of the antenna, the radiation densi
can obtain the radiation intensity: 
Conical Antenna with Dielectric Over an Infinite Ground Plane
sults of the previous section describe an antenna that is not very practical for typical WB applications. A bi-conical antenna with an omni-directional pattern has an input pedance that is too high to offer a direct match to 50Ω systems. As mentioned above, a kes a 66.8 o semi-angle before a bi-conical antenna will be matched to a 50Ω transmission Such an antenna will have a peak directivity of 2.4. ll usually affect a f the antenna and also increases its mechanical rength. Spherical dielectric will be included in the calculations here.
The two-dimensional Maxwell's equations in (22)- (24) are still valid for an infinite single conducting cone antenna over an infinite conducting ground plane with the free space filled with dielectric material. The only change is that now ε = ε r ε o to account for a dielectric that fills the non-conducting portion of the antenna. For the hand calculations, the antenna and ground plane are made infinite, in order to avoid computational difficulties. However, the simulations were conducted with a finite antenna.
Using the theory of image charges, it is apparent that the bi-conical antenna is very similar to a vertical electrical dipole over a ground plane. The solutions presented in (31) and (32) are valid for the case of a conical antenna over a ground plane. Equations (33)-(36) also hold for this antenna, with the single change that the impedance of free space η is replaced with η/√ε r , since the impedance that the wave radiates into is no longer that of free space. The first significant change is to (38), the total radiated power. Here the integration region is changed to cover θo to π/2, and the impedance is also changed, as with the previous equations. The total radiated power is then The solution to this integral is
48)
Which only differs from the solution for the bi-conical antenna by a factor of 1/(2(ε r ) 1/2 ). The directivity is of the same form, but differs by a factor of 2:
49)
The re U im ta line.
Also, a nearby ground plane wi bi-conical antenna; therefore it is expedient to include the ground plane in the antenna design. A more practical antenna is a single cone placed over a ground plane. The addition of the ground plane also permits placing the transmission feed line out of the antenna propagation field. Adding a spherical dielectric enables physical size reduction o st 
The radiation intensity for this antenna, computed using the Matlab routine SPHERICAL is plotted in figure 4 . The radiation patterns of the bi-conical and the conical antennas appear identical in the θ = 0 to 90 o region, as expected.
imulations ls d e ns over a ground plane was ted on in [18] ill to create a hemispheric al antenna is a completely different problem. The motivations for adding the ielectric are three-fold. First, adding dielectric enables making the antenna smaller by a r r S Simulations were performed using finite difference time domain (FDTD) simulation too in spherical coordinates, as developed and reported on previously. As mentione , th asic approach of simulating a conical antenna in two dimensio b repor onic . However, the addition of the dielectric f c d factor of (ε r ) 1/2 . This size reduction is significant enough to be a sufficient motivation by difficult to break; an inverted cone is relatively elicate and easy to break off. The third reason for adding dielectric is to enable the design antenna with a mo atch to 50Ω. The ution involves varyin θ o , and the dielectric relative rmittivity, ε r . The parameter to be optimized is the preservation of the shape of the UWB ulse after transm sis is a me domain simulator (FDTD) in spherical coordinates. e atching and fidelity in the time domain, any spurious reflections had to be eliminated. For this ose, a perfectly matched layer (PML) was added to the simulation space at the rim of e simulation space. The PML was designed from first principles, as presented in [23] , t additional confusing factors.
he pulse transmission. The current at the ase of the antenna was calculated using (29) with the H φ field averaged for all free space tenna was calculated using feed-line and "a" is the inner diameter. Here es at the antenna base. The antenna impedance in the in / I in . 51) are only valid for infinite antennas. pedance of the finite conical antenna exhibits strong portant to consider these effects in designing any antenna for pedance presented in (51) is for an infinite antenna and is r a wide frequency range, so matching to an input transmission line will require careful selection of the antenna characteristics to ections over the entire 3.1-10.6GHz UWB band.
itself. The second reason for adding dielectric, is to make the antenna much more rugged. A hemisphere is relatively rugged and d of an stly omni-directional pattern that is also a good m sol e g both the antenna semi-angle, p p ission from the antenna. The essential tool to enable this analy ti he development of the FDTD simulator in spherical coordinates closely followed T m thodologies described in [17] , [18] , and [22] . In order to study antenna m pulse urp p th [24] , and [25] . It consists of a set of 20 layers with a linearly increasing conductivity profile. The purpose of the PML is to simulate an infinite simulation space. That is, outgoing waves are absorbed by the PML layer structure and do not reflect back into the simulation space. Any waves present in the simulation space are due directly to antenna missions. In this manner, the antenna can be studied withou e
Antenna Input Impedance
Another important parameter to be simulated and tracked is the antenna input impedance.
he antenna impedance was calculated during t T b angles. Similarly, the voltage at the base of the an 52)
where "b" is the outer diameter of the coaxial the E θ field is averaged over all angl simulator is then calculated using Z in = V The input impedances calculated in (46) and ( Practical antennas are finite, and the im frequency dependence. It is im UWB applications. The input im only valid on average for a finite antenna ove minimize refl Input impedance of a conical antenna over a ground plane has been reported from measured structures [26] . The resistive input impedance exhibits about a 2:1 variation over a 2:1 frequency range, for an antenna 1λ tall with the wavelength chosen in the center of with a being the spherical radius of the antenna, ε r being the relative dielectric coefficient, θ o the semi-angle of the antenna, Leg n being the Legendre polynomial of order n, and h n 2 being the Hankel function of the second kind, order n.
series of MathCad simulations were performed using (53)-(55) in order to optimize the A antenna design. A brief summary of these simulations is presented in figures 5-8. Figure 5 he size of the a will cause the pulse distor ilarly, increasing the angle of the a (figure 7) will cause the VSWR to increase to over 3. It is true that using a lower gures shown are representative of many shows the optimal case. The input resistance is centered around 50Ω with a variation from 33 to 63Ω, almost 2:1. The antenna presents a fairly good match to 50Ω with a VSWR <1.5 over the entire band. Another important point is that the impedance varies slowly with frequency. Increasing the length of the antenna to 100cm (figure 6) only causes the SWR to vary much more often over the frequency band. This increase in t V antenn ntenn tion to increase. Sim a dielectric coefficient material will push the VSWR down, but the overall variation in the VSWR is not improved over the case in figure 5 and the omni-directional radiation pattern has been lost by the large angle. Figure 8 shows the effect of increasing the dielectric oefficient to 9.8; the VSWR increases. The fi c combinations of the different parameters. There is no way to improve the variations in the VSWR much beyond the optimal case presented in figure 5 . Simulation Results: Unmatched Antenna ulation results will first be viewed for the case of a poorly matched antenna. For all ages, the view is a three dimensional perspective of a two dimensional cross section of the simulation space of the antenna. The simulation was performed in spheric coordinates, and then re-mapped to Cartesian coordinates. The re-mapping process produces some graininess and minor artifacts, especially at the outer edges of the ispheric simulation region and along the axis of symmetry of the antenna. In all ages, the antenna is a small cone at the bottom center of the view, and the metal po antenna is surrounded by a hemisphere of dielectric material of an equal radius t The poorly matched case is an antenna with a semi-angle of 30 o and with a dielec coefficient of ε r = 9.8. The calculated input impedance is shown in figure 8 , and the ulated input impedance just after the pulse peak is 32.9Ω. The input impedance of the connecting cylindrical transmission line is 50Ω. Using the calculated input impedance, the resulting reflection coefficient is |Γ| = 0.33, giving a VSWR = 2.0, on average. This is a reasonably good match to the transmission line, for many antennas, but the severe atch between the dielectric and free space leads to a strong reflection at that inter The presence of the electrical impedance mismatch between the transmission feed-lin the antenna causes a standing wave to be created within the antenna whenever a UW pulse is transmitted. This is the same problem observed in the Taiyo By 300ps the front edge of the pulse is beginning to strike the dielectric-space interface, and b
. A anding wave is established within the antenna and is clearly visible by 600ps. The wave e produces a wave which travels back into the in the antenna is one of the most severe cases vestigated for this work, and it indicates the importance of carefully matching the y 400ps the main portion of the wave has passed out of the antenna and into space st reflection at the dielectric-free space interfac transmission line. The mismatch between the antenna and the transmission line produces a second reflection, and the resulting standing wave dampens out very slowly. By 800ps the standing wave within the antenna is still strong, and the spherical space behind the Gaussian monopulse is filled with echoes emanating from the standing wave within the antenna. By 1000ps, the main Gaussian electromagnetic pulse has been absorbed by the PML layer surrounding the simulation space, but the dielectric volume of the antenna still contains a noticeable standing wave. This standing wave continues to emit electromagnetic oscillations into space, in effect, following behind the Gaussian electromagnetic wave. This is the same problem seen in the Taiyo-Yuden antenna (figure 1) and is indicative of the extreme sensitivity of UWB antennas to impedance mismatches.
The standing wave generated with in impedance of the antenna to its feed line. It indicates that there are many ways of building a poorly functioning version of this antenna just by varying the antenna semi-angle, θ o , and the dielectric permittivity, ε r . The antenna must be well matched to the input transmission line, especially if the relative dielectric permittivity of the antenna is large, as it is with this antenna. The conclusion is that this antenna is not useful for UWB communications, since the trailing oscillations behind the Gaussian monopulse will corrupt subsequent UWB pulses used for communicating information.
Simulation Results: Matched Antenna
The FDTD simulator was run for a wide variety of different antenna combinations in an effort to find the antenna with the best match to the 50Ω input transmission line. The best combination was found to be an antenna with a semi-angle of 30 o and a dielectric constant of ε r = 3.0. The antenna was 2.1cm tall, slightly less than one wavelength at the 6.5GHz center of the UWB band, but equal to the length shown in the previous example. The simulation space was again the 150cm upper hemisphere. The antenna was driven with the same Gaussian monopulse that was used in the previous example.
For the first 400ps the results are similar those of the last simulation. The Gaussian monopulse appears at its peak value by 200ps, and by 400ps the pulse has left the antenna dielectric. The wave reflected from the dielectric-space interface is smaller than for the previous example, since the dielectric coefficient is ε r = 3.0 instead of ε r = 9.8. This means that driving impedance mismatches will be less noticeable with this antenna than with the antenna of the previous example. This is apparent by the smaller internally reflected waves within the first 600ps. By 500ps a significant reflected wave is visible within the antenna dielectric returning towards the coaxial drive terminal. By 600ps, the internally reflected wave has been mostly absorbed by the nearly matched 50Ω input transmission line impedance. Figure 5 gives an average antenna input resistance of 50Ω, but the simulator calculates 45.6Ω, giving |Γ| = 0.046 and VSWR = 1.1. At 600ps, a partially reflected wave has reversed its course away from the feed-line and is on its way out of the antenna dielectric. The input driver is modeled as a 50Ω transmission line, so the effects of an impedance mismatch will occur at the antenna/ feed-line interface.
By 700ps, it is apparent that there is a small reflected wave following behind the main Gaussian monopulse. This is the only reflected wave visible in the entire sequence that escapes the antenna and propagates. It results from the imperfect impedance match between the antenna and its 50Ω feed-line. A second reflected wave occurring from the mismatch between the dielectric-space interface is visible at 700 and 800ps. This wave is adequately absorbed by the input transmission line, and any further reflections are of too small amplitude to be visible. The primary wave is absorbed in the PML region of the simulation space by 900ps, and all waves have either been absorbed by the PML region or the drive impedance by 1000ps, as desired.
Simulation space at t = 900psec (9000 steps) Simulation space at t = 1000psec (10000 steps) Simulation space at t = 900psec (9000 steps) Simulation space at t = 1000psec (10000 steps Simulation of UWB antenna, 2.1cm tall, semi-angle = 30 o , e r = 3.0, Z in = 45O )
Conclusion
A basic design for a dielectrically filled conical UWB antenna, dubbed the hemispheric conical antenna, was presented. FDTD simulation results, along with input impedance calculations for such an antenna were reviewed. A final design for a hemispheric conical antenna was presented. The final, optimized antenna was designed for the FCC UWB band from 3.1-10.6GHz. It is 2.1cm tall, with an ε r = 3.0 and a semi-angle of θ r = 30 o an average VSWR = 1.35 with a maximum VSWR = 1.5. Time domain simulations indicate a small trailing pulse behind the Gaussian UWB pulse, but no standing waves were evident. The critical importance of time domain simulations for investigations of UWB antennas was presented. The simulation results point to a design; fabrication of that design may indicate the need for small variations in the design parameters to achieve optimal UWB pulse transmission. Results for this antenna appear promising, and it ma offer better pulse fidelity than the other physically constrained UWB antennas in the literature. 
