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a b s t r a c t
We give formulas for the conditional expectations of a product of multivariate Hermite
polynomials with multivariate normal arguments. These results are extended to include
conditional expectations of a product of linear combination of multivariate normals. A
unified approach is given that covers both Hermite and modified Hermite polynomials,
as well as polynomials associated with a matrix whose eigenvalues may be both positive
and negative.
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1. Introduction and summary
Conditional expectation identities have a fundamental role in contingency table analysis and its applications, see, for
example, [5]. A well known identity is that E[Hn(X2) | X1] = ρnHn(X1), where Hn(·) is a Hermite polynomial and
(X1, X2) has the standard bivariate normal distribution with correlation coefficient ρ. In this note, we extend this for the
conditional expectations of a product of multivariate Hermite and/or modified Hermite polynomials with multivariate
normal arguments. This is done by extending the family of these polynomials to a polynomial associated with a matrix
whose eigenvalues may be both positive and negative.
Let N+ and R denote the non-negative integers and the real numbers. Suppose that X = NV ∼ Np(0, V ), a p-dimensional
normal random variable with zero mean and covariance V . If V > 0, that is, if V is positive-definite, its density is
φV (x) = (2pi)−p/2det(V )−1/2 exp
(−x′V−1x/2) .
For n ∈ Np+, t, x ∈ Rp and D = ∂/∂x, set n! =
∏p
j=1 nj!, tn =
∏p
j=1 t
nj
j , (−D)n =
∏p
j=1(−Dj)nj and define the nthmultivariate
Hermite polynomial as
Hn(x, V ) = φV (x)−1(−D)nφV (x) (1.1)
for n ∈ Np+ and x ∈ Rp. For seminal papers on this multivariate Hermite polynomial, see [1–3]. Withers [7] and Withers and
McGavin [8] have shown that (1.1) can be expressed simply by
Hn(x, V ) = E
[
V−1 (x+ iX)]n ,
where i = √−1. Its exponential generating function (egf) is∑
n∈Np+
Hn(x, V )tn/n! = E exp
(
t ′V−1(x+ iX)) = exp (t ′V−1x− t ′V−1t/2) (1.2)
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for x, t ∈ Rp. Themodified multivariate Hermite polynomial is defined by
H∗n (x, V ) = φV (x)(−D)nφV (x)−1 = E
[
V−1(x+ X)]n
for n ∈ Np+. This is just Hn(x, V )with all its signs positive. Its egf is∑
n∈Np+
H∗n (x, V )t
n/n! = E exp (t ′V−1(x+ X)) = exp (t ′V−1x+ t ′V−1t/2) (1.3)
for x, t ∈ Rp. There is a problem with notation: Hn(x, V−1) = E[V (x+ iX)]n and its modified form exist for V ≥ 0 (positive
semi-definite), not just for V > 0 (positive definite). Some authors get around this by using V rather than V−1 as the second
argument: see [6, page 273]. We prefer to work with what we shall call the extended Hermite polynomial:
Definition 1.1. For n ∈ Np+, x ∈ Rp and C = C ′ = A− B ∈ Rp×p, an extended Hermite polynomial is defined by
hn(x, C) = E (x+ Y + iZ)n , (1.4)
where Y ∼ Np(0, A) and Z ∼ Np(0, B) are independent. Its egf is∑
n∈Np+
hn(x, C)tn/n! = exp
(
t ′x+ t ′Ct/2) (1.5)
for t ∈ Rp.
Note that hn depends on C , but not on the choice of A and B. It is defined for every x ∈ Rp and symmetric matrix C ∈ Rp×p,
and (1.4) holds for any choice of non-negative definite matrices A and B with A − B = C . The polynomial is well defined
because of (1.5).
Extended Hermite polynomials provide a unifying treatment: when C > 0, they are (up to simple changes of variables)
Hn, and when C < 0, they are H∗n . To the best knowledge of the authors, the definition in (1.4) is new. The coefficients in the
polynomials are polynomials in the entries of C , so the polynomials are natural and unique extensions of the case of positive
definite C . In the latter case, the polynomials can be expressed as Wick products in the notation in [4].
In Section 2, we show that
Theorem 1.1. For x = x1 + x3, hn(x, C)/n! = hn(x1, A)/n! ⊗ hn(x3,−B)/n!.
Theorem1.1 shows that the sequence (hn(x, C))n, indexed bymulti-indices n, is the convolution of two similar sequences.
Here, an ⊗ bn = ∑0≤k≤n,k∈Nr+ akbn−k is the convolution of an and bn in N r+. The obvious choice of x1 is x. In this case,
hn(x3,−B) = hn(0,−B) = inEZn is essentially just a moment of a multivariate normal.
Note 1.1. The choice of A, B is not unique. We can write C = H ′ΛH , where H ′H = I , Λ = diag(λ1, . . . , λp) =
diag(Λ1, 0,−Λ3), where λ1 ≥ · · · ≥ λp and Λj > 0 for j = 1, 3. That is, Λ1 consists of the positive eigenvalues of C and
−Λ3 consists of the negative eigenvalues of C . Then the obvious choice of A, B is theminimal choice, A = H ′diag(Λ1, 0, 0)H ,
B = H ′diag(0, 0,Λ3)H . If C = 0 so that A = B, then Y + iZ ∼ CN p(0, V ), the complex normal distribution with complex
covariance E(YY ′ + ZZ ′) = 2A. However, this does not concern us here since its real moments are all zero: E (Y + iZ)n = 0
for n ∈ Np+.
Note that hn(x, 0) = xn. Also by (1.2) and (1.3) we have the special cases
hn(x, V ) = E(x+ X)n if V ≥ 0 (1.6)
= H∗n
(
V−1x, V−1
)
if V > 0, (1.7)
and
hn(x,−V ) = E (x+ iX)n if V ≥ 0 (1.8)
= Hn
(
V−1x, V−1
)
if V > 0. (1.9)
Equivalently when V > 0, H∗n (x, V−1) = hn(Vx, V ) and Hn(x, V−1) = hn(Vx,−V ). So, the class of polynomials hn(x, C)
includes xn, Hn(x, V ), H∗n (x, V ) as well as the mixed case, where C has both positive and negative eigenvalues.
Note that for p = 1, n ∈ N+, x ∈ R and N ∼ N (0, 1), hn(x, 1) = E(x+N)n = H∗n (x) and hn(x,−1) = E(x+ iN)n = Hn(x),
where Hn(x) = Hn(x, 1) and H∗n (x) = H∗n (x, 1) are the usual univariate Hermite and modified Hermite polynomials. Note
that
Hn
(
x, σ−2
) = σ nHn(σ x), (1.10)
H∗n
(
x, σ−2
) = σ nH∗n (σ x). (1.11)
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Now partition X as
(
X1
X2
)
with Xj ∈ Rpj , so that p1 + p2 = p. We denote conditional expectation by EX1 f (X) = E [f (X)|X1].
Partition V into (Vjk : j, k = 1, 2), where Vjk is a pj × pk block matrix. Assume V11 > 0 and set V2.1 = covar(X2|X1) =
V22 − V21V−111 V12, taking p1 > 0. Assume further that V2.1 > 0. Now consider α = (α1, α2) ∈ Rr×p with αj ∈ Rr×pj so that
αX =∑2j=1 αjXj. In Section 2, we prove our main result:
Theorem 1.2. Set
δ = (α1 + α2V21V−111 ) X1, F = F0 + C, F0 = α2V2.1α′2.
Then
EX1hn (αX, C) = hn(δ, F). (1.12)
Note that δ and F0 are the conditional mean and conditional variance of αX.
We now give some special cases in terms of the Hermite polynomials Hn and H∗n . Taking C = 0,
EX1(αX)n = H∗n
(
F−10 δ, F
−1
0
)
(1.13)
for F0 > 0, that is, for r ≤ p2 and α2 of rank r . By (1.6) for C ≥ 0, hn(x, C) = E(x+ NC )n so that by (1.12), the left hand side
of (1.12) is equal to hn(δ, F) = E(δ + NF )n. So, by (1.7)
EX1H∗n
(
C−1αX, C−1
) = H∗n (F−1δ, F−1) (1.14)
for C > 0. By (1.8) for D = −C ≥ 0, hn(x, C) = E(x + iND)n so that by (1.12), the left hand side of (1.12) is equal to
hn(δ, F) = E(δ + iNG)n if G = −F = D− F0 ≥ 0. So, by (1.9),
EX1Hn
(
D−1αX,D−1
) = Hn (G−1δ,G−1) (1.15)
for G = D− F0 > 0.
Example 1.1. Take r = 1. Then by (1.13), (1.14) at C = 1, (1.11), (1.15) at C = −1, and (1.10),
EX1(αX)n = σ nH∗n (δ/σ ) for σ 2 = α2V2.1α′2 > 0, (1.16)
EX1H∗n (αX) = σ nH∗n (δ/σ ) for σ 2 = 1+ α2V2.1α′2, (1.17)
EX1Hn(αX) = σ nHn (δ/σ ) for σ 2 = 1− α2V2.1α′2 > 0. (1.18)
Consider the standardized bivariate normal:
pj ≡ 1, V =
(
1 ρ
ρ 1
)
,
where |ρ| < 1. Then in (1.16)–(1.18), δ = (α1 + ρα2)X1 and σ 2 is given by (1 − ρ2)α22 , 1 + (1 − ρ2)α22 , 1 − (1 − ρ2)α22 ,
respectively. If also α2 = 1 then we have from (1.18) that σ = |ρ| and
EX1Hn (α1X1 + X2) = |ρ|nHn ((α1 + ρ) X1/|ρ|) .
When ρ > 0, the right hand side is ρnHn((α1+ρ)X1/ρ). When ρ < 0, then using the fact Hn(−x) = (−1)nHn(x), we obtain
the same answer.
In Section 3, we extend our main result (1.12) to products of these extended Hermite polynomials.
2. Proof of Theorems 1.1 and 1.2
We first prove Theorem 1.2.
Proof of Theorem 1.2. We use the well-known representation
X2 = NA + BX1, A = V2.1, B = V21V−111 , (2.1)
where NA ∼ N (0, A) is independent of X1. This works since it implies that X2 ∼ N (0, V22), E X2X ′1 = V21, and X is
normal. So, αX = ∑2j=1 αjXj = δ + α2NA, where δ = (α1 + α2B)X1. Hence, (1.12) follows since the egf of EX1hn(αX, C)
is EX1 exp(t ′αX + t ′Ct/2) = exp(t ′δ + t ′Ft/2). 
We now prove Theorem 1.1.
Proof of Theorem 1.1. Follows from (1.5) since exp(t ′x+ t ′Ct/2) = exp(t ′x1 + t ′At/2) exp(t ′x3 − t ′Bt/2). 
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3. An extension to products
Suppose that for 1 ≤ k ≤ K , nk ∈ N rk+ , tk ∈ Rrk , Ck in Rrk×rk ,αk = (αk1, αk2) ∈ Rrk×p,αkj ∈ Rrk×pj . The following generalizes
Theorem 1.2.
Theorem 3.1. Set δ′ = (δ′1, . . . , δ′K ), n = (n1, . . . , nK ), α′2 = (α′12, . . . , α′K2), δk = (αk1 + αk2V21V−111 )X1, D = Λ+ α2V2.1α′2,
Λ = diag(C1, . . . , CK ). Then
EX1
K∏
k=1
hnk (αkX, Ck) = hn (δ,D) .
Proof. For A of (2.1), αkX = δk + αk2NA. So, for t ′ = (t ′1, . . . , t ′K ) ∈ Rr , r =
∑K
k=1 rk, the egf of EX1
∏K
k=1 hnk(αkX, Ck) as a
function of n ∈ Rr , is
EX1 exp
{
K∑
k=1
(
t ′kαkX + t ′kCktk/2
)} = exp(q), (3.1)
where q =∑Kk=1 qk, qk = t ′kδk + t ′kDktk/2 and Dk = αk2V2.1α′k2 + Ck. Indeed, the exponent in the left hand side of (3.1) is
K∑
k=1
[
t ′k (δk + αk2NA)+ t ′kCktk/2
] = K∑
k=1
[
t ′kδk + t ′kCktk/2
]+ u′NA,
where u =∑Kk=1 α′k2tk = α′2t and t ′ = (t ′1, . . . , t ′K ). So,
q =
K∑
k=1
(
t ′kδk + t ′kCktk/2
)+ u′Au/2 = t ′δ + t ′Dt/2.
This completes the proof. 
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