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Abstract
This thesis deals with thin films of conjugated molecules which have proven potential
for applications in organic optoelectronics, biosensing, surface modification and nanoscale
surface patterning. Despite their technological relevance many fundamental questions re-
main open regarding the supra-molecular assemblies within (crystalline) nanostructures.
Molecular scale understanding is lacking regarding the surface processes during molecular
self-assembly and regarding the stability of these films. Furthermore, we are only begin-
ning to understand the role of internal and rotational degrees of freedom of the molecular
building blocks on the thermal and mechanical properties as well as growth processes of
these functional nanomaterials. To address these questions in this thesis in situ x-ray
methods are used to monitor growth processes and atomic scale changes during annealing
in organic thin films.
In the first part of this thesis we investigate the major surface processes during mul-
tilayer growth of the prototypical molecule C60, that is the surface diffusion, nucleation
and step-edge crossing. A novel combination of x-ray growth oscillations and real-time
diffuse x-ray scattering provides information about the evolution of the thin film mor-
phology. Moreover, by comparing the experimental findings with kinetic Monte-Carlo
(KMC) simulations we determine, for the first time, a consistent set of energy parame-
ters, yielding an effective Ehrlich-Schwoebel barrier of EES = 110 meV, a surface diffusion
barrier of ED = 540 meV and a binding energy of EB = 130 meV. The interaction range
between C60 molecules is shorter than the interaction range for atoms but longer than
that of colloids. Therefore its growth behavior exhibits both atom-like features such as
an EES of energetic origin, as well as similarities to colloidal growth with extended lat-
eral diffusion. Not only C60 homoepitaxial growth but also substrate interactions have
been considered for describing post-growth dewetting processes. For C60 a thermally-
activated post-growth dewetting on mica has been observed for the first monolayer and
from temperature-dependent measurements an effective activation barrier for upward in-
terlayer transport of (0.33 ± 0.14) eV has been quantified.
In the second part of this thesis we turn to the investigation of the thermomechan-
ical properties of the supra-molecular assembly of the organic semiconductor PTCDI-
C8. Temperature-dependent Grazing Incidence X-ray Diffraction (GIXD) experiments
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reveal extraordinary large positive and, surprisingly, negative thermal expansion coeffi-
cients of the crystal structure. The molecules within the supra-molecular assembly per-
form temperature-controlled cooperative rotational motions leading to the change of the
molecular crystal structure at different temperatures. The interplay between the increas-
ing influence of molecular interactions for low temperatures, on the one hand, and the
rising impact of entropy with increasing temperature, on the other hand, influences the
structural evolution and gives rise to continuously tunable, reversible mechanical proper-
ties.
The results of this thesis provide quantitative descriptions of molecular scale dynamics
regarding the movement of single ad-molecules as a function of growth conditions and
regarding the cooperative motions of single molecules in supra-molecular and crystalline
ensembles. We hope that our molecular scale picture of these processes will stimulate




Die vorliegende Doktorarbeit beschäftigt sich mit der Untersuchung von dünnen Filmen
aus konjugierten Molekülen, welche für die organische Optoelektronik, Bio-Sensorik, Ober-
flächenmodifikation und –Strukturierung genutzt werden. Trotz der technologischen Be-
deutung gibt es offene Fragen bezüglich der supra-molekularen Anordnungen der Moleküle
in (kristallinen) Nanostrukturen zu klären. Das Verständnis auf der molekularen Skala für
die Prozesse während des Wachstums und die Stabilität solcher Filme fehlt. Außerdem
steht man erst am Anfang den Einfluss der internen und Rotations-Freiheitsgrade der
Moleküle sowohl auf die thermischen und mechanischen Eigenschaften als auch auf das
Wachstum solcher Materialien zu verstehen. Um diese Fragen in dieser Arbeit anzuge-
hen, werden Echtzeit Röntgenmethoden genutzt, um die Oberflächenprozesse während des
Wachstums und den Einfluss der Temperatur auf organische dünne Filme zu beobachten.
Im ersten Teil der Arbeit untersuchen wir die bedeutendsten Oberflächenprozesse wäh-
rend des Wachstums von C60, die Oberflächen-Diffusion, die Nukleation und die Stufen-
kanten-Diffusion. Mit der neuartigen Kombination von Röntgen-Wachstumsoszillationen
und diffuser Röntgenstreuung erhalten wir detaillierte Informationen über die Entwick-
lung der Morphologie während des Wachstums. Durch einen Vergleich der experimentellen
Ergebnisse mit kinetic Monte-Carlo (KMC) Simulationen bestimmen wir zum ersten
Mal einen konsistenten Satz von Energieparametern zur Beschreibung der Wachstumsdy-
namik: eine effektive Ehrlich-Schwoebel Barriere von EES = 110 meV, eine Oberflächen-
diffusions-Barriere von ED = 540 meV und die Bindungsenergie von EB = 130 meV. Die
Wechselwirkungsreichweite von C60 ist kürzer als die von Atomen, aber länger als die von
Kolloiden. Daher weist das Wachstum von C60 Ähnlichkeiten zu atomaren Systemen auf,
z.B. dass EES energetischen Ursprungs ist, wohingegen die ausgeprägte laterale Diffu-
sion der von Kolloiden ähnelt. Für die Beschreibung der Stabilität von C60 Filmen nach
dem Wachstum spielt nicht nur die C60-C60 Wechselwirkung eine Rolle, sondern auch die
Substrat-Wechselwirkungen. Für C60 auf Mica beobachten wir eine thermisch aktivierte
Entnetzung nach dem Wachstum der ersten Monolage. Durch temperatur-abhängige Mes-
sungen ist eine effektive Aktivierungsenergie für Interlagen-Transport während des Ent-
netzens von (0.33 ± 0.14) eV bestimmt worden.
Der zweite Teil der Arbeit setzt sich mit den Untersuchungen der thermomechanis-
v
chen Eigenschaften von kristallinen dünnen Filmen des organischen Halbleiters PTCDI-
C8 auseinander. Temperatur-abhängige Röntgenstreu-Experimente (GIXD) zeigen, dass
außergewöhnlich große positive und überraschenderweise negative thermische Ausdehnungs-
koeffizienten auftreten. Die Moleküle innerhalb des molekularen Ensembles vollführen
kooperative rotierende Bewegungen als Reaktion auf die Temperaturänderung, die zu
dieser anomalen thermischen Expansion führen. Das Zusammenspiel zwischen dem wach-
senden Einfluss der intermolekularen Wechselwirkungen für niedrige Temperaturen und
die steigende Bedeutung der Entropie des Systems für wachsende Temperaturen beein-
flussen die Struktur-Ausbildung und führen zu den reversiblen Eigenschaften.
Die Ergebnisse dieser Arbeit beleuchten die Dynamik der Moleküle bzgl. der Bewe-
gungen einzelner adsorbierter Moleküle während des Wachstums und bzgl. kooperativer
Bewegungen einzelner Moleküle in supra-molekularen Ensembles. Unsere Beschreibung
dieser Prozesse auf der molekularen Skala wird die weitere Arbeit auf dem Weg zu funk-
tionalen molekularen dünnen Filmen beleben.
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1 Functional organic nanomaterials
Molecular and organic semiconducting nanomaterials [1–4] are becoming increasingly sig-
nificant in our everyday life. The advantages of molecular materials compared to inorganic
ones, such as the large diversity of molecules with desired opto-electronic properties, the
low-cost and large area processing [5–8], lead to an increased incorporation of organic
materials in electronic and opto-electronic devices like organic photovoltaic (OPV) de-
vices [9–11], organic-field-effect transistors (OFETs) [12–17] and organic light emitting
diodes (OLEDs) [18–21]. OLEDs can be already found in smartphone displays as well as
in television screens. The unbroken demand for low-cost and large area electronic devices
makes molecular materials a subject of intensive research studies.
Importantly, the thin film growth, the resulting morphology and the molecular packing
play a decisive role for the performance of molecular organic devices [9, 11, 22–27]. The
molecular packing determines the overlap of π-conjugated orbitals and therefore the charge
carrier mobility [28–30]. Thin film morphology has to be controlled , e.g. in photovoltaic
devices, with regard to the exciton diffusion length for sufficient device performances [31].
Unravelling the growth for functional molecular nanomaterials
Therefore, understanding the growth of molecular materials on surfaces is an indispensable
prerequisite for the rational design of complex nanomaterials from molecular building
blocks, as well as for optimizing the performance in thin film-based applications such as
solar cells and organic light emitting diodes [11,26–29,31]. So far, molecular self-assembly
and growth on larger length scales has often been characterized by scaling laws to describe
surface roughening and evolving island densities [32, 33]. To achieve a molecular scale
understanding of the molecular thin film growth the three major surface processes during
growth have to be unraveled:
• the surface diffusion of a single molecule,
• the lateral binding of molecules, which determines the formation of dimer, trimer
and larger cluster of molecules,
• and the step-edge crossing when a substantial surface fraction is covered and incom-
ing molecules are deposited on existing islands.
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On this molecular level, a range of studies have elucidated the kinetics of diffusion
and nucleation (see, for example, refs [34–39]) and the Ehrlich– Schwoebel barrier for
interlayer transport across a molecular step edge [34,40–42]. In the last decades, the energy
barriers for atomic growth have been refined to take into account the local neighborhood
during multilayer growth, for example, by including concerted gliding of islands or by
distinguishing between different step-edge orientations [43–46]. Yet to date, there is no
organic compound for which even the ‘minimal’ set of the three parameters diffusion
barrier, lateral binding energy and Ehrlich–Schwoebel barrier have been simultaneously
quantified to describe multilayer molecular growth. Therefore, predictive simulations of
the rate- and temperature-dependent morphology in molecular multilayer growth have so
far been impossible, contrary to the situation for elemental atomic systems [47–49] and
colloids [50–52]. Therefore the following question arises:
• Question 1: Can a minimal set of energy barriers, which describes the fundamental
surface processes during growth, be measured, which allows material scientists to
perform predictive simulations on the design of future molecular materials?
To address this challenging topic the lateral and vertical growth of the prototypical
molecular semiconductor fullerene C60 [53–55] has been investigated by real-time and in
situ x-ray scattering [56–60]. Kinetic Monte-Carlo (KMC) simulations [43, 61, 62] have
been fitted to the experimental results on the layer coverages and the island densities as a
function of growth temperature, deposition rate and time to quantify the energy barriers.
Importantly, C60 exhibits properties in between those of atoms and colloids. On the
one hand, its van-der-Waals diameter of 1 nm [63] is closer to atomic dimensions than
to the µm length scale of colloidal systems. On the other hand, C60 resembles colloids
with its short-range nature of the effective center-of-mass interactions [64], which decay
as −1/r9 with r being the center-of mass separation stemming from the averaged van-
der-Waals interactions (approximately −1/r6) between the individual carbon interaction
sites [65]. These forces between atomic, molecular or colloidal building blocks are of
prime importance for kinetic growth processes [66,67], similar to their role in equilibrium
phase behavior and self-assembly [68, 69]. C60 is therefore not only relevant for device
applications, but also an important, fundamentally unique material bridging atoms and
colloids. Following this the second question of this thesis is:
• Question 2: How does the intermediate range of attractive interactions of the fullerene
C60 between elemental and colloidal systems influence the growth dynamics?
The energy barriers describing the surface processes are not only essential for the kinet-
ics during the growth but also after the growth is stopped. As growth is a non-equilibrium
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process, which means that the structure during growth does not necessarily have to be the
most stable one, post-growth reorganization [70,71] can occur and can obviously influence
the stability of these low-dimensional nanostructures. The kinetic paths of the molecules
during the reorganization process are directly influenced by the energy barriers. Therefore
the third question is:
• Question 3: Does post-growth dewetting occur for the material system of C60 on
mica and what are the kinetics of the dewetting processes, e.g. as a function of
temperature?
Cooperative molecular rotations in organic thin films
The molecular scale understanding of the movement of single ad-molecules during growth
and a rational choice of growth conditions ultimately leads to an optimized design of
functional nanomaterials. Going one step further to a mechanical functionality of supra-
molecular assemblies the subsequent challenge is to address and control the internal and
rotational degrees of freedom of the molecular building blocks with external stimuli. Such
responsive materials [72] show the ability to respond to the external stimuli like heat
or irradiation of light by mechanoresponsive processes on the molecular and/or supra-
molecular level. These materials have attracted increasing attention because of their
potential in data storage [73], bio-nanotechnology [74] and molecular scale mechanics
[75–80]. To translate molecular motions to macroscopic levels many molecular building
blocks within a highly crystalline material, such as the organic semiconductor PTCDI-
C8 [81], must be able to alter cooperatively.
These cooperative mechanical motions on the nanoscale can be found in materials with
large positive and, especially, negative thermal expansion (NTE) [82–84]. NTE materials,
for which the interatomic/ intermolecular distances contract upon heating, can be found
for liquids like water in the temperature range of 0−4 °C, for inorganic materials like metal
oxides [85–87] and metal-organic frameworks (MOFs) [88,89]. For metal oxides and MOFs
(correlated) translational-rotational motions [87,88] of compound-subgroups as a function
of temperature lead to an NTE within the crystalline material. NTE materials can rarely
be found for pure organic materials such as polymers [75] and organic crystals [90–93].
Following this the fourth question of this thesis arises:
• Question 4: What is the impact of temperature on the surface crystal structure of
the organic semiconductor PTCDI-C8 ?
The appearance of NTE goes beyond the normal thermal expansion. Thereby, an
increase of temperature causes an increase of the anharmonic vibrations of the involved
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atoms about their equilibrium positions. However, for large positive and especially for
negative thermal expansion this explanation cannot be used anymore. To explore the
driving force of NTE in organic materials is challenging. Organic crystals are held together
by weak van-der-Waals, electrostatic and/ or hydrogen-bonding forces [94, 95], which
easily expand upon heating. For molecules with asymmetric dimensions the additional
vibrational and rotational degrees of freedom have to be considered for describing the
cooperative molecular processes during annealing. Therefore the fifth question this thesis
tackles is:
• Question 5: What is the impact of temperature on the molecular orientations of
the asymmetric PTCDI-C8 molecule and which mechanism governs the anomalous
thermal expansion in organic thin films?
Analyzing molecular processes, such as the movement of single ad-molecules on the
surface as a function of growth conditions for the prototypical molecular semiconductor
C60 and cooperative mechanical motions of molecules in supra-molecular and crystalline
ensembles of PTCDI-C8, yields a broader fundamental understanding of molecular scale
dynamics in regard to intermolecular interactions. This molecular scale understanding
helps to make one step further to the rational design of molecular functional nanomate-
rials.
The thesis is organized as follows: After the introduction (chapter 1) a brief overview
to the growth of (molecular) thin films and the intermolecular interactions in molecular
solids is given in chapter 2. Chapter 3 deals with the basics of the applied x-ray scattering
techniques. In chapter 4 the growth of the fullerene C60 is discussed and in chapter 5 the
temperature-dependent structure of PTCDI-C8 is illuminated.
Parts of the work summed up in this thesis have been published or are to be published
soon. Please see the publication list at the end of this thesis.
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2 Molecular organic thin films
Molecular organic thin films are increasingly used in organic devices ranging from elec-
tronics and biosensing to opto-electronics. Two major material classes of organic semicon-
ducting materials can be distinguished: i) small molecules and ii) conducting polymers.
While small molecules have a limited size of a few nanometers, polymers consist of re-
peating building blocks resulting in sizes of up to 100 nm. For both the opto-electronic
properties are governed by delocalized π-conjugated electron system.
Importantly, the thin film growth, the resulting morphology and the molecular packing
play a decisive role for the performance of organic devices [9, 11]. For the formation of
such supra-molecular assemblies the intermolecular interactions such as van-der-Waals
and electrostatic forces are of great importance [28,66,67].
Therefore, this chapter review the most important aspects of molecular thin film growth
and the intermolecular interactions in molecular organic thin films. In the first section
the atomistic growth process will be discussed giving insights in possibilities of modeling
the growth by using rate equations and kinetic Monte-Carlo methods. In the following
section, a brief introduction on the intermolecular forces in molecular crystals is given.
The molecular materials and the substrates used here are briefly presented in the next
section of this chapter. For C60 the short range of attractive interactions is discussed in
detail compared to atomic and colloidal interactions. Finally, a description of the Organic
Molecular Beam Deposition (OMBD) system is given, which has been used in this thesis
for the growth of molecular thin films.
2.1 Molecular thin film growth
For the fabrication of molecular thin films and therefore for organic devices the two
processes of solution-based fabrication and vacuum deposition like organic molecular-
beam deposition [5–7] are the methods of choice. For the vacuum-based deposition used
in this thesis the processes during growth of thin films can be summarized as follows.
Molecules are deposited on the surface, which has a temperature T , with a rate f . After
impinging on the surface the single molecule (ad-molecule) performs a random-walk on
the surface, which is characterized by the diffusion coefficient D. For hopping from one
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2.1. Molecular thin film growth
adsorption site to the other a molecule has to overcome the diffusion barrier ED (see Figure
2.1). Dimer, trimer and larger island clusters are formed by the lateral aggregation of
ad-molecules. The lateral binding between two molecules is quantified by a lateral binding
energy EB. The total lateral binding energy of a cluster of s + 1 molecules is s · EB. Once
a substantial surface fraction is covered molecules deposited on top of an existing island
become more important. These molecules can either descend from the island contributing








Figure 2.1: Molecular processes during growth. The diffusion barrier, binding
energy and the Ehrlich-Schwoebel barrier play the decisive role during the
growth as they can be accounted for the thin film morphology.
For descending from the island the molecules have to overcome an additional energy
barrier, called Ehrlich-Schwoebel barrier, EES. Such barrier was first observed for tung-
sten on tungsten growth in 1966 by Ehrlich and Hudda [96] and its consequences for
stepped surface growth were analyzed by Schwoebel and Shipsey [97]. The physical origin
of the additional energy barrier can be understood in a simplified picture. A molecule or
an atom descending a step-edge traverses a transition state of lower coordination, which
is directly connected to weaker binding and thus a higher energy [98]. Importantly, the
occurrence of the step-edge barrier depends on the range of interactions. In colloids, the
range of attractive interactions is so small that the reduced coordination associated with
an edge is not ‘sensed’. This effectively leads to the vanishing of an energetic barrier
at the edge. Instead, one observes a purely diffusive pseudo Ehrlich–Schwoebel barrier,
arising from a lower diffusion probability along the geometrically longer path across the
step edge [50].
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2.1. Molecular thin film growth
Generally, the intra- and interlayer hopping processes are thermally activated processes.
The energy ED needed for hopping from one adsorption site to the other determines the
diffusion coefficient D. The diffusion coefficient D can be written in terms of a hopping
rate as a Arrhenius law






ν0 Attempt frequency, typical magnitude 1013 Hz
ED surface diffusion barrier
kB Boltzmann constant
T Temperature
While for the first monolayer the interaction of the molecule and the substrate plays the
decisive role for surface diffusion for layers beyond the first one the molecule-molecule in-
teraction is a key parameter. Consequently, one would expect a change of the aggregation
behavior as it was observed, e.g. for diindenoperylene (DIP) on SiO2 [99]. Furthermore,
the temperature is not only the decisive parameter for the surface processes but also for
the re-evaporation of molecules, which finally determines the sticking coefficient.
However, thin film growth cannot be characterized exclusively by equilibrium thermo-
dynamics as the processes during growth are kinetically limited. Therefore, the observed
structures during growth are not necessarily the most stable structures. But these struc-
tures can be described by considering the detailed kinetic path of the molecules during
growth taken the different surface processes into account. Such kinetically limited growth
can lead to post-growth reorganization in organic thin film growth [70, 71, 100]. This is
one of the reasons for performing real-time and in situ observation of growth. Please see
reference [101] for further reading on the balance between kinetics and thermodynamics
during growth.
2.1.1 Modelling growth: from rate equations to kinetic Monte-Carlo
(KMC) simulations
The above described molecular scale processes such as surface diffusion, the lateral bind-
ing between molecules and the step-edge crossing govern the thin film growth of complex
nanostructures. To describe the growth processes the thin film growth have to be com-
pared with dedicated models and/or simulations. From modelling thin film growth the
energy barriers can be quantified, which makes predictive simulations of complex nanos-
tructures possible.
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2.1. Molecular thin film growth
In this section a brief overview of theoretical possibilities of modeling thin film growth
will be given. However this section cannot cover the entire progress made in the last
decades. Further details can be found in references [47, 48,98,102]. Please note, that the
growth theories were developed for the growth of atomic systems but will be discussed
regarding the growth of molecules in the following.
2.1.1.1 Rate equation approach for modeling ad-atom and island density
For following particle ensembles (atoms, molecules and even colloids) during growth an
atomistic theory of nucleation was developed in the 1960’s and 70’s by Zinsmeister [103–
105], Stowell [106] and Venables [102, 107]. Only the elements of the two-dimensional
nucleation theory most relevant to this work will be presented. A key parameter in the
two-dimensional nucleation theory is the critical cluster size i∗. Cluster consisting of i∗ +1
molecules are assumed to be stable and cannot disintegrate. From analyzing net rates for
the attachment of particles (atoms or molecules) rate equations for the total density of
stable clusters N , the density of ad-molecules n1 and for the coverage of stable clusters




= σi∗Dn1ni∗  
Formation of stable cluster
−2N dθ
dt  
Loss due to coalescence
. (2.2)
σi∗ is a capture number describing the propensity for a cluster consisting of i∗ molecules
to capture an ad-molecule. D denotes the diffusion coefficient (see equation 2.1). n1 is the
density of ad-molecules. Furthermore, the density of clusters consisting of i∗ molecules is







for (2 ≤ s ≤ i∗). (2.3)
Es is ∝ EB and denotes the total binding energy of a cluster of s molecules. That is
the energy needed to separate a cluster into single ad-molecules [98]. The energy for a
single ad-molecule E1 is 0. For the derivation of the ad-molecule density n1 a complete
condensation of impinging molecules is assumed. Consequently, the ad-molecule density
is decreased by the formation of stable clusters and the capturing at larger clusters. By
introducing an average capture number for stable islands σ̄ the rate equation for the
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density of ad-molecules n1 can be written as [98]
dn1
dt
= f − σi∗Dn1ni∗  
Loss due to stable cluster formation
− σ̄Dn1N  
Loss due to capture at larger clusters
(2.4)
From equations 2.2, 2.3 and 2.4 the island and ad-molecule densities can be fitted to
the experiment in order to get information about surface diffusion barrier and binding
energy of a certain material system. The capture numbers σi∗ and σ̄ can be held constant
for many purposes [98,102].
From equations 2.2 and 2.4 two different temporal regimes can be derived.
1. Transient nucleation regime
For early times the loss terms for the ad-molecule density in equation 2.4 can be
neglected. This yields the following expressions for the ad-molecule density n1 and
the island density N as a function of the total coverage θ = f · t:
n1 ∝ θ (2.5)
N ∝ θi∗+2. (2.6)
2. Steady state nucleation regime
As the capture of ad-molecules by stable islands is getting more important the steady
state regime sets in. The incoming molecules are almost completely captured by
stable clusters resulting in the balance of the incoming particle flux f and the last
loss term in equation 2.4, which gives a rough estimate of the ad-molecule density





Using this for equations 2.2 and 2.3 and integrating over time gives (neglecting the






















This scaling law directly connects the kinetic parameters diffusion coefficent D and
deposition rate f with the island density measured in the experiment. Notably, the
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law is only valid for a low coverage regime as coalescence effects were negelected.
This coalescence effect leads to a decrease of the island density N as islands merge
together and, hence, the island density exhibit a characteristic maximum.
Importantly, the above rate equations do not include the nucleation of a second layer.
For the consideration of the nucleation of top layers the interlayer diffusion, characterized
by the Ehrlich-Schwoebel barrier, has to be integrated in a proper way. One theoretical
approach was introduced by Trofimov et al. [108, 109]. For other theoretical approaches
dealing with second layer nucleation and the incorporation of interlayer transport I refer
to the references [34,47,98,110].
2.1.1.2 Analytical mean-field growth model by Trofimov
Trofimov et al. [108] extended the rate equations model by Venables [102] presented in
the last section by the incorporation of a feeding zone, which controls the interlayer
transport and therefore the nucleation of a top layer on an existing layer. Therefore, the
atomistic analytical model provides rate equations for ad-molecule density, island density
and coverage for each layer [108]. Woll et al. [110] simplified the model by neglecting
in-plane information such as island and ad-atom density ending up with just one rate




R1(1 − θ1) + Rs>1(θ1 − ξ1) for s = 1Rs>1(ξs−1 − ξs) for s > 1. (2.10)
The parameter Rs incorporates the sticking coeffienct of the s-th layer.
The feeding zone parameter ξs (see Figure 2.2 for an illustration) for the s-th layer
denotes an area on top of the s-th layer where arriving molecules will contribute to the
growth of the (s + 1)-th layer if they hit within the zone or jump down to the lower layer













for θs ≥ θs,cr
. (2.11)
Here, the critical layer coverage θs,cr of the s-th layer gives the coverage of a layer that
has to be reached before the (s + 1)th layer starts to nucleate on top of it. This rate
equation of the layer coverage has been widely used to quantify the vertical layer filling
during the growth of organic thin films [99,110–113]. Additionally, the model enables the
quantification of the interlayer transport rate [111]. Therefore, the model is also used in
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this thesis for the quantification of the layer filling during the organic thin film growth
in Section 4.2. In the last sections it was demonstrated that rate equations and scaling






Figure 2.2: Illustration of the feeding zone introduced in the analytical growth
model of Trofimov et al.. The feeding zone parameter for the s-th layer
ξs denotes an area on top of the s-th layer where arriving molecules will
contribute to the growth of the (s + 1)-th layer if they hit within the zone
or jump down to the lower layer if they hit outside the feeding zone. In this
way, the parameter controls the interlayer transport during the growth.
Therefore, they can be used for the quantification of the surface diffusion barrier, lateral
binding energy, critical island size i∗ and interlayer transport by comparing experimental
and theoretical measures such as island density and layer coverage.
Nevertheless, rate equations and scaling laws are limited as, for instance, they are
based on the distinction between stable and unstable clusters and provide no information
about the real-space morphology such as island shapes during growth or particle-resolved
dynamics. Further, the derived scaling laws are only valid for a very limited range of layer
coverages during the growth.
2.1.1.3 Kinetic Monte-Carlo (KMC) Simulations of the thin film morphology
To follow the complete evolution of morphology during multilayer growth on a single-
particle level kinetic Monte-Carlo (KMC) simulations is the method of choice. KMC
methods enable the modeling of a large time and length scale (approx. 107 particles).
While molecular details such as molecular vibrations are neglected the evolution of a
system is directed by events and associated rates (coarse-grained approach). These rates
have to be adapted to the specific problem.
Growth simulations are usually performed on a lattice representing the adsorption sites
of the atoms or molecules (e.g. on a (111)-fcc surface). The intra- and interlayer diffusion
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of a particle at site i to a site j is conducted via an activated process with an Arrhenius-










There are several approaches for the incorporation of the lateral bonding [48]. The
presented rate follows the Clarke-Vvedensky bond-counting approach [114, 115]. The
prefactor ν0 = 2kBT/h is chosen in accordance with previous KMC studies for atomic
systems [116–118]. For leaving the adsorption site i a particle has to overcome a total
energy barrier if the event has to occur. The total energy barrier consists of a barrier for
free diffusion, ED, and a lateral binding energy EB, which contributes with the number of
lateral neighbors si. The Ehrlich-Schwoebel barrier EES has to be considered (mi,j = 1),
if the particle at site i crosses an up- or downward step to reach site j. Otherwise, the
lateral diffusion (mi,j = 0) is given by the surface diffusion barrier and the lateral binding
energy. Notably, more complex rates can be derived when taking the orientation of the
step-edge or the different diffusion paths around a step-edge into account [44]. With
the KMC input parameters T (substrate temperature) and f (deposition rate), which
are taken directly from the experiment, the evolution of thin film growth can be followed.
The comparison between experimental measures like island shape, island density and layer
coverages and the simulated data gives an estimate of the surface processes represented
by the energy barriers. Additionally, particle-resolved dynamics enables us to quantify
the diffusion process of particles [112]. Further details of KMC simulations can be found
in the references [43,61] and the references therein.
Within this thesis KMC techniques have been used for the simulation of the multilayer
growth of the fullerene C60 in Section 4. The simulations were performed by N. Kleppmann
in the group of Prof. S.H.L. Klapp at the TU Berlin.
2.1.2 Growth modes
So far, nano- or microscopic processes during growth, which are relevant for the thin
film formation, have been discussed. As a result of these individual processes different
morphologies of the grown film can be formed on the macroscopic length scale. An
established approach to describe the formation of the macroscopic growth modes uses the
surface free energies of the substrate γsubstrate and the thin film γfilm and the interfacial
free energy between the substrate and film γinterface [5, 102, 107]. Generally, the system
tends to grow in an energetically favored state (minimized energy).
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Vollmer-Weber growth: formation of 3D islands For γfilm + γinterface > γsubstrate
the formation of 3D islands is favored as the material system tends to leave the substrate
uncovered (see Figure 2.3).
Frank-van-der-Merve growth: layer-by-layer growth The thin film tends to
form layer by layer instead of isolated islands, when γfilm + γinterface < γsubstrate.
Stranski-Krastonov growth: layer-island growth This growth mode is a mixture
of the aforementioned modes. First, one (or more) completely filled layer is built (wetting
layer), which is followed by the formation of isolated islands. The transition from wetting
to dewetting can be explained by the differences of substrate-adsorbate and adsorbate-
adsorbate energies. Furthermore, also differences of the bulk energy of the different layer,
for example because of substrate induced strain may cause a transition form 2D (layer-
by-layer) to 3D (island) growth.
Vollmer-Weber growth 
3D islands 
𝛾𝑓𝑖𝑙𝑚 + 𝛾𝑖𝑛𝑡𝑒𝑟𝑓𝑎𝑐𝑒 > 𝛾𝑠𝑢𝑏𝑠𝑡𝑟𝑎𝑡𝑒 
Frank-van-der-Merve growth 
Layer-by-layer 
𝛾𝑓𝑖𝑙𝑚 + 𝛾𝑖𝑛𝑡𝑒𝑟𝑓𝑎𝑐𝑒 < 𝛾𝑠𝑢𝑏𝑠𝑡𝑟𝑎𝑡𝑒 
Stranski-Krastonov growth 




Figure 2.3: Macroscopic growth modes. During the growth of small molecules or
atoms different growth modes can occur depending on the surface free en-
ergies of the substrate γsubstrate, the thin film γfilm and the interfacial free
energy between the substrate and film γinterface. One distinguishes between
the formation of 3D islands (Vollmer-Weber growth), layer-by-layer growth
(Frank-van-der-Merve growth) and the formation of islands on top of one
(or more) wetting layers (Stranski-Krastonov growth).
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2.2 Organic and molecular crystals
Highly crystalline molecular arrangement can be formed during molecular thin film growth.
The structure of a (surface) crystal is the result of the minimization of the energy of the
material system. Note, that for surface structures also the surface and interfacial energies
have to be considered. Furthermore, the molecular arrangement and, in particular, the
molecular packing of the crystal structure is a result of intermolecular forces between the
molecules within the crystals.
2.2.1 Inter- and intramolecular interactions
Depending on the charge distribution within the molecule different forces contribute to
the crystal formation.
Van-der-Waals forces Attractive forces between two neutral and nonpolar molecules
(no static dipole moment) are called van-der-Waals or dispersive forces. Fluctuating
dipole moments due to temporally changing charge distributions within one molecule
induce a dipole moment in a neighboring molecule, which directly give rise to the attractive
forces between the molecules. Generally, this dipole-dipole interaction potential of two





A denotes a material specific constant.
Repulsive forces In addition to the dispersive forces there are repulsive forces from
the inner electrons and the atomic nuclei, which prevent the molecular crystal from col-
lapsing. Coulomb repulsion and the Pauli principle causes the repulsive forces. If two
molecules come closer, it is forbidden to find additional electrons in the regions where the






with the material specific constant Bn and n = 8..15.
For n = 12 the Lennard-Jones potential describing the attraction and the repulsion
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Figure 2.4: Potential energy between two atoms or molecules. The interaction
between two atoms or molecules is hallmarked by attractive and repulsive
forces. The equilibrium distance between two particles is denoted by r0.
An alternative approach for describing the attractive and repulsive interactions between
two atoms or molecules is the Morse potential [119]
VMorse(r) = De((1 − exp(−β(r − r0)))2 − 1) (2.16)
with De being the dissociation energy and r0 the equilibrium distance. The equilibrium
distance for C-C bonding is 0.12 nm - 0.15 nm.
Electrostatic coulomb forces: dipole-dipole interaction For molecules with polar sub-
stitutes and a permanent dipole moment and molecules, which are charged in a heteropolar
fashion, e.g. crystal salts, the intermolecular forces between molecules are naturally deter-
mined by a static monopole, dipole and quadrupole. The Coulomb forces with their long
range are particular interesting for special types of crystals like donor-acceptor complexes
and radical-ion salts.
A special case for an electrostatic dipole-dipole interaction is the h-bonding. The pos-
itive partially charged hydrogen atom bonds to a more negatively charged atom like
oxygen, nitrogen or fluorine [120].
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2.2.2 Molecular crystal structures
The least repulsive and the densest packing within the crystal is energetically favored,










Figure 2.5: Competition between attractive forces and the static quadrupole
forces in molecular crystals. Benzene shows two conformational ar-
rangements, the face-to-edge and parallel-displaced arrangement, due to the
electrostatic and van-der-Waals forces.
The formation of molecular crystalline structures is strongly influenced by the differ-
ent intermolecular interactions. Especially in π-conjugated organic systems of complex
molecules the competition between attractive forces and the static quadrupole forces gives
rise to the formation of specific bonding configurations. This can be observed for the for-
mation of a benzene dimer in Figure 2.5. The edge-to-face/ T-shaped arrangement of two
benzene molecules is favored in the gas- and liquid phase due to electrostatic forces [121].
Beside the T-shaped arrangement calculations show, that also a parallel-displaced ar-
rangement of benzene molecules exist, which is favored by van-der-Waals forces [121].
This conformation of molecules maximizes the dispersive attractions by maximizing the
polarizable contact area. The parallel-displaced arrangement can also be understood re-
garding the intrinsic structure of the planar molecule. Planar molecules are not stucture-
less as the van-der-Waals diameter of atoms correspond to "hills" and the space between
two adjunct atoms denotes a valley. Conformations in which hills are directly positioned
above a valley are energetically favored due to involved electrostatics compared to a ar-
rangement in which the molecules directly lie above one another. The parallel-displaced
face-to-face configuration can be found for the aromatic molecule PTCDI-C8 [16] follow-
ing the close-packed condition and optimized intermolecular interactions. PTCDI-C8 has
one molecule per unit cell, so that the molecules are equivalent under translation [121].
For further reading please see the references [94, 121] and the references therein.
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2.2.3 Crystal structures upon temperature treatment
When changing the temperature of a crystalline structure, either in a crystal or in a
thin film, the structure will be adopted according to the minimization of the energy of
the structure. For an increase in temperature the impact of the entropy increases. In
contrast, for decreasing temperature (T → 0) the inner energy given by the intermolecu-
lar interactions almost exclusively determine the structure formation. Consequently, for
temperature-dependent studies of the crystalline structure the intermolecular interactions
as well as the entropy have to be considered.
Materials usually expand upon heating as the interatomic bond length increase due
to "longitudinal vibrations". This can be understood using the potential energy versus




















Positive thermal expansion 
Longitudinal vibrations 
T T 
Negative thermal expansion 
Transverse vibrations 
Figure 2.6: Positive and negative thermal expansion. Materials usually expand
upon heating as the potential energy rises due to the increase in tempera-
ture, which directly lead to an increase of the mean interatomic distance.
This positive thermal expansion is attributed to longitudinal vibrations.
However, some materials contract with increasing temperature, which can
be attributed to transverse vibrations.
While increasing the temperature the vibrational energy rises and because of the asym-
metric potential the mean interatomic distances increase (see Figure 2.6). The thermal





with the change in length ∆l for a particular temperature change ∆T = T2 − T1 and
the initial length l0.
Interestingly, there are a few materials, for which the interatomic/ intermolecular dis-
tances contract upon heating. This negative thermal expansion (NTE) was observed in
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metal oxides [82, 85–87], metal-organic frameworks (MOFs) [88, 89], polymers [75] and
organic crystals [91–93]. In all cases the NTE is accompanied by structural, in particular
rotational changes within the molecular material. For metal oxides and MOFs (correlated)
translational-rotational motions of compound-subgroups as a function of temperature,
which are caused by transverse vibrations [82], lead to an NTE within the crystalline
material. As organic crystals are held together by weaker van-der-Waals, electrostatic
and/ or hydrogen-bonding forces, which easily expand upon heating, the mechanisms for
NTE in organic materials are complex.
In addition to the usual tranverse vibrations in organic molecules hinge- or scissor-type
motion could explain the appearance of the NTE. In general, the NTE reported yet is
attributed to the change of molecular orientations of the organic material. In pentacene
crystals negative thermal expansion was accompanied with a change of the herringbone
angle within the molecular packing [93]. For dumbbell-shaped organic molecules the
molecular tilt (angle between long molecular axis and a crystal plane) decreases, which
causes the a-axis to expand and the b- and c-axis to become shorter with increasing
temperature [91, 92].
For a more detailed information on NTE I refer to recent reviews [82–84] of this research
topic.
2.3 Molecular materials
In this thesis two different types of small molecules were used for the investigation of sur-
face processes during growth and of the rotational motions upon annealing, the fullerene
C60 and PTCDI-C8 , which will be briefly introduced in the following.
2.3.1 Fullerene C60
The Buckminsterfullerene C60 was discovered by Kroto et al. [54] as one of the most stable
carbon clusters in the interstellar medium in 1985 [53,55]. The discovery has opened the
door for the further research of carbon nanomaterials like carbon nanotubes [122–124] and
graphene [125, 126]. The C60 molecules, shaped like a truncated icosahedron ("football-
molecule", see Figure 2.7a for an illustration), form close-packed crystals exhibiting either
an fcc- or a hcp-crystal-structure [127–130]. The lattice parameter of the fcc-structure is
1.4156 Å [128]. At room temperature C60 exhibits orientational disorder rotating freely
around the crystal sites. In contrast, for temperatures below 239 K an orientational order
is formed [130,131]. In addition to the impact on basic science, e.g. the demonstration of
the wave-particle duality in quantum mechanics [132] and the realization of a single-C60
transistor [133,134], C60 has emerged to a prototypical molecule for studying fundamental
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processes in organic/ polymeric devices [10,22,135–139]. C60 is used in organic solar cells
as an electron acceptor to investigate, e.g., the correlation of structure and morphology
to device performance in organic solar cells [9, 11,22].
The Fullerene C60 
Diameter: 
0.71 nm 




Figure 2.7: Fullerene C60. (a) The 60 carbon atoms of the C60 molecule are arranged
as a truncated icosahedron ("football-molecule"). (b) In the hexagonal close-
packed structure of C60 molecules the distance between two nearest neigh-
bors (van-der-Waals diameter) is 1.0 nm.
In this thesis the morphology formation of C60 thin films during the molecular self-
assembly has been investigated with regard to the interaction range of the molecule.
Therefore the following paragraph will give an introduction to the interaction range of
C60 compared to atomic and colloidal systems.
Attractive interaction range of C60 compared to atoms and colloids The effective,
centre-of-mass interaction between two C60 molecules decays significantly faster to zero
with the (centre-of-mass) distance r than that between atoms. Specifically, the potential














, where ϵ is the depth of the potential and σ the centre-of-mass separation at which
the potential is zero. The distance dependence of the attractive part of the potential,
−1/r9, results from an angle-average over all van-der-Waals interactions ( 1/r6) between
the individual carbon sites.
Contrary to equation 2.18, the attractive interaction between atoms can be described














Note the significantly shorter attractive interaction range of C60 compared to atoms
when normalized to their respective diameters.





















Figure 2.8: Attractive interaction range of C60 compared to atoms and col-
loids. Attractive interaction potentials for argon-atoms (black), the
fullerene C60 (red) and colloids (blue) are shown. For comparison the po-
tential has been expressed in terms of a respective value of ϵ and r, where ϵ
is the potential minimum and where V (r = 1) = 0 holds.
An even shorter range of attractive interactions occurs in colloidal systems. Here, the
attractive interaction between two colloidal particles typically originates from depletion
forces induced by solvent particles. The range of the resulting attractive interaction
is determined by the size of the solvent molecules, which can be orders of magnitude
smaller than the size of the colloidal particles themselves [141]. The colloidal potential
Vcolloid(r) depends on the radius of the colloids Rcolloid and the radius of the solvent






∞ r < 2Rcolloid










2Rcolloid ≤ r < 2RB
0 r ≥ 2RB
(2.20)
with RB = Rcolloid + Rsolvent.
To illustrate the different attraction ranges, the interaction potentials for atoms (here
Argon), C60 and colloids (with solvent particles with a radius of 0.2Rcolloids) are depicted
in Figure 2.8. Usually, the radius of the solvent particles are smaller leading to an even
shorter range of interactions for colloids [144]. C60 has an intermediate range of attractive
interactions, in between those of atomic and colloidal systems.





~ 30 Å 
Figure 2.9: PTCDI-C8 illustration. PTCDI-C8 (C40H42O4N2) consists of two octyl
chains and a PTCDI backbone.
PTCDI-C8 (N,N’-dioctyl-3,4,9,10-perylene tetracarboxylic diimide) is a perylene deriva-
tive with the chemical formula C40H42O4N2. The molecule consists of a planar PTCDI
backbone and two octyl chains. In recent years perylene diimides have been identi-
fied as promising n-type organic semiconductors with reasonable charge carrier mobil-
ities [12, 145, 146]. PTCDI-C8 has a charge carrier mobility of up to 1.7 cm2/Vs and is
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used in Organic Field-Effect transistors (OFETs) [16,30,147] and in organic photovoltaic
devices [148]. Highly crystalline thin films on SiO2 [149] and on sapphire [81] has been
observed using ex situ x-ray scattering and atomic force microscopy. PTCDI-C8 crystal-
lizes in a primitive triclinic structure. In Table 2.1 the unit cell parameters for PTCDI-C8
on sapphire [81] and PTCDI-C8 crystalline needles [16] are summarized.
a b c α β γ
PTCDI-C8 on sapphire [81] 9.00 Å 4.89 Å 21.65 Å 85.00° 100.70° 67.20°
PTCDI-C8 needles [16] 8.50 Å 4.68 Å 19.72 Å 91.57° 94.01° 82.79°
Table 2.1: Reported unit cell parameters for PTCDI-C8 .
In this thesis the impact of temperature on the molecular packing and the rotational
degrees of freedom of PTCDI-C8 are deduced from x-ray diffraction experiments. Fur-
thermore, the intermolecular interaction within the molecular solid is discussed.
The C60 and PTCDI-C8 molecules used in the framework of this thesis were brought
from Sigma-Aldrich (purity > 99.5 %).
2.3.3 Substrates
Mica
In this thesis the muscovite mica is used as a substrate for the growth of the fullerene C60
. Mica is a crystalline mineral associated with the chemical formula KAl3Si3O12H2. The
layer structure of mica is shown in Figure 2.10a [150]. As the bonding of the potassium
ions and the adjacent aluminosilicate layers is weak an easy cleavage of mica in the (001)-
direction is possible.
The cleavage, done either with scotch tape or with the help of a scalpel, results in large
atomically flat surfaces. After cleavage part of the potassium ions are still present on the
surface [150]. The surface shows a hexagonal arrangement of SiO4 tetrahedrons after the
cleavage (see Figure 2.10b), which is well suited for the growth of hexagonal close-packed
C60 moelcules.
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a b 
Figure 2.10: The muscovite mica. (a) Layer structure of mica and (b) hexagonal
arrangement of SiO4 tetrahedrons (in blue). The image was taken from
[150] (Copyright IOP Publishing).
Silicon(100) with native oxide
For the experiments on the PTCDI-C8 thin films the molecules were grown in situ and
ex situ on smooth silicon(100) wafers with native oxide on a surface. The growth of an
organic semiconductor is strongly influenced by surface contamination. Therefore the
silicon wafers were cleaned in high purity and low residue acetone and isopropanol under
sonication at a temperature of 40°C to 50 °C. Afterwards a treatment in ultra-pure water
in the ultrasonic bath followed. The water residua were removed by nitrogen flow.
Both the freshly cleaved mica and the cleaned silicon wafer were degassed in a UHV
chamber for at least four hours at a temperature of 400°C to 500°C at a base pressure of
10−8 mbar. The growth experiments of C60 on mica as well as PTCDI-C8 on SiO2 were
performed repeatedly on the same substrate after heating it up to 500°C, resulting in a
clean substrate, as confirmed by specular and diffuse x-ray scattering before every growth
run.
2.4 Organic Molecular Beam Deposition
(OMBD)-System
For the in situ and ex situ growth experiments performed in the framework of this thesis
a portable ultra-high vacuum (UHV) chamber, shown in Figure 2.11, was used. The
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UHV chamber is especially designed for organic molecular beam deposition (OMBD) in
combination with real-time x-ray experiments. A Beryllium window is used for a x-ray
access as Beryllium is highly transparent for x-rays. Additionally, the chamber is equipped
with home-built effusion cells for the thermal deposition of molecules.
Effusion cells 
Sample cooling and 
heating: 130K – 900 K 
Quartz crystal micro-
balance (QCM) 
Berrylium window for x-ray 
access 
Figure 2.11: Portable UHV system for Organic Molecular Beam Deposition
(OMBD). The chamber is equipped with all features to perform in situ
growth studies on organic thin films.
For varying the molecular flux the sublimation temperature of the cells are varied;
typical evaporation temperatures are 305 °C for C60 and 285 °C for PTCDI-C8 . To
measure the molecular flux and, respectively, the thin film thickness a quartz crystal
micro-balance (QCM) is used. For varying the surface diffusivity of the molecules during
growth, the sample temperature can be adjusted in a range from 130 K to 900 K with an
uncertainty of approx. ± 5 K. For the temperature measurements of the sample holder
as well as of the effusion cells a K-type thermocouple is used. The pumping system of the
chamber consists of a roughening and turbo pump. The growth of the organic thin films
was performed at a base pressure of 10−8 mbar.
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Figure 3.1: Overview of results and associated experimental methods used in
this thesis. Upper row: Experimental findings as a function of length scale.
Lower row: Experimental methods related to the aforementioned findings.
The functional properties of advanced materials depend on their crystallinity and mor-
phology. Surface-sensitive x-ray scattering is a powerful tool to explore the structural
properties of advanced materials with high temporal and spatial resolution. For exam-
ple, x-ray scattering contributed to a better understanding of catalytic reactions on the
surface [59, 60,151] and the formation of organic heterostructures [11,152].
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In this thesis different experimental methods based on x-ray scattering are used to reveal
the structural properties of organic thin films. The methods span a wide range of length
scales from thin film morphology on µm-length scale to the nanoscale for surface crystal
structure and layer coverages (see the upper row in Figure 3.1). Efforts have been made
to approach an even smaller length scale, in particular to quantify the atomic positions
within a molecule. In the lower row in Figure 3.1 the experimental methods are shown,
which will be introduced in this chapter. The goal of this chapter is not a full review of
the techniques used- we give references for further reading for this- but rather to give a
brief overview.
This chapter is organized as follows: Firstly, a brief introduction into the theoreti-
cal basics of x-rays including the interaction of x-rays with matter and the refraction and
reflection of x-rays is given. A section about x-ray reflectivity (XRR) and x-ray growth os-
cillations follows. Afterwards, a section about Grazing Incidence X-ray Scattering (GIXD
and GISAXS) shows the possibilities to gain information on the surface crystal structure
but also on the thin film morphology from these reciprocal space techniques. Finally,
Atomic Force Microscopy (AFM) as a real-space method to image the morphology is
introduced.
3.1 X-ray scattering
X-rays are electromagnetic waves with a wavelength in the angstroem (10−10 m) region
and therefore in the size of an atom. The electro(-magnetic) waves can be described by a
linearly polarized, plane wave E(r, t):
E(r) = E0 exp(ik · r) (3.1)
with the polarization vector E0 and the wavevector along the propagation direction k
with the wavenumber |k| = 2π/λ characterized by the wavelength λ. The scattering of
the x-rays with matter is characterized by an incident momentum for the incoming wave
ki and the outgoing momentum kf . At this point it is useful to introduce the momentum
transfer defined as q = kf − ki, which is essential for the description of x-ray scattering
experiments.
In the following section the required theory will be explained, which is necessary to
interpret and understand the experimental data presented in the this thesis.
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3.1.1 Interaction between X-rays and matter
The ability of x-rays to interact with matter can be described on a atomic level by interac-
tion/ scattering lengths. In an atom, x-rays are most strongly scattered by electrons. Scat-
tering with a free electron is quantified in the elastic scattering regime (|ki| = |kf | = 2π/λ)
by the Thomson scattering length, or the classical electron radius, re = 2.82 · 10−5 Å.
Interaction with an atom For the interaction of x-rays with an atom a scattered radi-
ation field has to be considered, which is the superposition of all contributions of small
volume elements of the charge distribution ρel(r) of the atom. More precisely, a volume
element dr at r contribute with ρel(r)dr to the entire scattered radiation field resulting
in the following scattering length of an atom in single scattering approximation:
− ref0(q) = −re

ρel(r) exp(iq · r) dr. (3.2)
For the summation of the different volume elements a phase factor q · r = (kf − ki) · r
has to be considered, which takes the different volume element positions into account.
In the kinetic approximation f0(q) is the Fourier transform of the electron density ρel(r)
and is also denoted as atomic form factor for atoms with free electrons. For atoms with
bonded electrons dispersion and absorption effects play a role and the energy dependent
dispersion correction terms f ′ and f ′′ have to be included [153–155]:
f(q, E) = f 0(q) + f ′(E) + if ′′(E). (3.3)






−bjq2 + c0 (3.4)
with ai,bi and c0 as fitting parameters known for most of atoms. These parameters can
be found in the International Tables of Crystallography. The dispersion correction terms
f ′ and f ′′ can be derived/ extracted from reference [157].
Interaction with a molecule For the characterization and description of the scattering
of x-rays with a molecule the molecular structure factor Fmol(q) is the key quantity to
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consider. This is calculated via the summation of the atomic form factors of all atoms j





Now it is possible to derive the atomic positions rj from an experimental measure of
|Fmol(q)|2 to get information about, e.g., the rotational degrees of freedom of an molecule.
The molecular structure factor can be determined in a sufficient way if the molecules are
arranged in a highly crystalline structure.
Interaction with crystalline materials Crystalline materials are periodic in space and
x-rays penetrating the material get diffracted at the periodic planes. The diffraction is
described by Bragg’s law
mλ = 2dsin(θ) (3.6)
where m is an integer. This condition means that constructive interference takes place
for electromagnetic waves, which have an incidence angle of θ with respect to periodic
lattice planes separated by a distance d.
For a quantitative description of the diffracted x-rays the crystal lattice and the scat-
tering ability of the molecules within the crystal unit cell have to be considered. For the
quantification of the unit cell structure factor, all molecules m at position rm within one




F mmol(q)eiq·rm . (3.7)
The crystal lattice is now defined by a translation vector Rn = n1a+n2b+n3c with a,
b and c being the basis vectors of the lattice. From Rn and the unit cell structure factor




F unitcelln (q)eiq·Rn . (3.8)
The diffracted signal of a crystalline material Icrystal ∝
F crystal(q)2 is composed by
the lattice sum and the molecular structure factor defining the position and, respectively,
the intensity of the Bragg reflections originating from the crystalline material.
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Furthermore, it can be seen that
q · Rn = 2π · integer (3.9)
and the unique solution of this equation can be found with the help of the useful
reciprocal lattice, which is used for the description of a crystal. The reciprocal lattice
basis a∗, b∗ and c∗ can be calculated from the basis vectors of the realspace lattice a, b
and c [153]. Therefore, a reciprocal lattice vector G(h, k, l) can be introduced:
G(h, k, l) = h · a∗ + k · b∗ + l · c∗. (3.10)
G(h, k, l) is located perpendicular to the lattice plane (h, k, l) in the crystal. The triple
(h, k, l) denotes the Miller indices. Furthermore, one can show, that the unique solution
for 3.9 is
q = G(h, k, l) (3.11)
, which denotes the Laue condition. This means, that F crystal(q) is only unequal zero if q
is equals a reciprocal lattice vector G(h, k, l).
Reflection and refraction of x-rays at interfaces So far, the interaction of x-rays with
matter on a atomic level has been discussed and will now be expanded to the reflection
and refraction of the electromagnetic waves at interfaces. These processes are described
by the refractive index of the different media at the interface. For a homogenous medium
the refractive index is complex and is quantified by a dispersive part δ and a absorptive
part β:
n = 1 − δ + iβ. (3.12)







β = λ4πµ (3.14)
The dispersive part directly connects the refractive index with the scattering properties
of the materials, the electron density ρel and the scattering length of an electron re. λ
is the wavelength of the x-ray radiation. For β describing the absorption µ denotes the
absorption coefficient.
For x-ray radiation δ is positive and has values from 10−6 to 10−5. The values for β
are even smaller. Therefore, the refractive index for x-rays is always below 1, which has
important consequences for the reflection and refraction at interfaces as we will see in the
following sections dealing with details on scattering geometries used in this thesis.
For further reading on scattering theory and the mathematical description of x-ray
scattering the reader is referred to [153].
3.1.2 X-ray reflectivity (XRR)
In Figure 3.2a the scattering geometry for x-ray reflectivity (XRR) measurements is
shown. The incoming x-rays with a wave vector ki impinge the surface under an incident
angle αi and are reflected with an angle αf . The reflected x-rays are characterized by
an wave vector kf . Consequently, XRR measurements are characterized by the following
elements:
• Elastic scattering is considered: |ki| = |kf | = 2πλ
• The resulting transfer momentum or scattering vector q⊥ = kf − ki only has a
component perpendicular to the surface as the x-rays are specular reflected (incident
angle αi equals the outgoing angle αf , α = αi = αf )
• Furthermore, XRR measurements are performed monitoring the reflected intensity
by either a point or a 2D detector, while scanning the incident and outgoing angle
in a α − 2α geometry, also called Bragg-Brentano configuration [158].
• Consequently, XRR measurements are displayed as a function of the length of the
scattering vector q⊥, which can now be expressed in terms of the wavelength λ and
the scattering angle α: |q⊥| = 4πλ sin(α)
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The exact shape and characteristics of the XRR measurements and the information
extracted from it depend on the structural properties of investigated material and will be
described in the following in more detail.
XRR of a smooth surface
Figure 3.2a shows the standard geometry of a XRR measurement using the example of a
perfectly smooth vacuum/ substrate interface and Figure 3.2b shows the corresponding
XRR measurement. To understand the shape/ characteristics of this XRR measurement
the fundamental reflection and refraction properties of the x-rays have to be considered.
As a consequence of an refractive index for x-rays lower than one an critical scatter-
ing vector qc can be derived, below which total external reflection, and thus a constant











Therefore, the position of the critical edge gives information on the electron density ρel
of the material at the interface. For q⊥ > qc a fast decay of the reflectivity R is observed.
From the Fresnel equations a dependence of R on q can be extracted to be R ∝ 1/q4⊥ for
this q⊥-regime.
XRR of a homogeneous thin film
As a next step one can regard an additional (non-crystalline) flat layer on top of the
substrate as it is shown in Figure 3.2c. In this case a system with two interfaces, the
vacuum/ thin film- interface as well as the thin film/ substrate interface, arise. Interference
of the x-rays reflected at the vacuum/ film interface and at the film/ substrate interface
leads to the appearance of periodic oscillations, also called Kiessig fringes, in the XRR
measurement of such a film in Figure 3.2d. From the width of these fringes ∆q⊥ (distance
between minima) the thickness of the thin film D can directly be quantified using D =
2π/∆q⊥.
XRR of a multi-layer film
In the previous case the XRR signal from a thin film with homogenous electron density
has been discussed. A periodic variation of electron density within the film in terms of a
multi-layer structure (see Figure 3.2e) leads to a further characteristic of the XRR signal
as shown in Figure 3.2f. Maxima appear at the momentum transfer q0 in the reflected
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intensity, called Bragg-reflections, due to the periodicity of the thin film electron density






































































































Figure 3.2: X-ray reflectivity (XRR) for different interfaces. (a)+(b) smooth
surface, (c)+(d) homogeneous layer and (e)+(f) multilayer material system.
The position of the Bragg-reflection q0 gives information on the inter-layer distance d =
2π/q0. Additionally, side-maxima appear on the left and right side of the Bragg-reflection
which are called Laue oscillations. These oscillations stem from the thickness of the thin
film. The number of oscillations corresponds to the number of coherently scattering layers
as the intensity of each layer is coherently summed up resulting in (n + 1)-layers for n
oscillations. Therefore, the size of the coherently ordered domain ∆D = 2π/∆Q⊥ can be
estimated from the width of these oscillations ∆Q⊥.
Influence of thin film roughness on x-ray reflectivity
In the previous paragraphs a perfectly smooth thin film was assumed to describe the
information and effects which can be gained from XRR measurements. For a rough thin
film less x-rays are reflected specularly but also diffusely as it is shown in Figure 3.3a.
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The Kiessig fringes are smeared out and the number of fringes decreases with increasing
surface roughness as can be seen in Figure 3.3b.
However, the diffuse scattering also contains a lot of useful information about the thin
film nanostructure as will be shown in section 3.1.4.3.



































Figure 3.3: Influence of the surface roughness on the XRR intensity. For in-
creasing roughness more X-rays are scattered diffusely.
Modeling XRR measurements
For revealing detailed structural information like surface/ interfacial roughness as well as
(layer) thicknesses for, e.g. layered structures as shown in Figure 3.2f the exact character-
istic of x-ray reflectivity measurements displayed by Kiessig fringes as well as the Bragg
reflections/ Laue oscillations have to be fitted by dedicated models of the electron density.
Kinematic approximation The simplest model for x-ray reflectivity can be derived in
so called kinematic approximation assuming the scattering to be weak compared to the
incident beam intensity and neglecting multiple scattering events, which means that a
x-ray photon is scattered only once. For modeling XRR this approximation holds only
for weak reflectivity q⊥ ≫ qc. The approximation of single-scattering events enables us to
simply sum up the scattering amplitudes from each individual layer n (represented by the
corresponding atomic/ molecular form factor) taking the different pathways into account
by including a phase factor (see also equation 3.5). The reflected intensity of a n-layer










with n the number of crystalline layer, q⊥ the momentum transfer and dlayer the thickness
of one crystalline layer.
Dynamical theory: Parratt formalism A common formalism for modeling XRR mea-
surements for a broad q⊥-range is the Parratt formalism. In this model, the thin film is
devided into N layers individually described by an refractive index nj, a constant electron
density ρel,j and their interfaces. With such a model of electron density the reflected x-ray
intensity has to be calculated and to be fitted on the experimental data. In the Parratt
formalism the reflectivity of each layer with two interfaces is recursively calculated using
the Fresnel equations beginning with the N th layer on top of the substrate and ending up
with the very 1st. For including layer roughness an exponential damping term or (many)
small boxes between the layers can be introduced to smear out the electron density profile
between adjacent layers.
A detailed description of the formalisms for modeling XRR measurements can be found
in [153].
3.1.3 Anti-Bragg growth oscillations during organic thin film growth
Generally, scattering techniques like reflection high energy electron diffraction
(RHEED), helium scattering and x-ray scattering are well suited for the investigation
of growth processes in real-time and in situ as they are non-invasive. X-ray (specu-
lar) growth oscillations, i.e. periodic oscillations of the specular x-ray reflectivity over
the deposition time, are an import tool for the investigation and characterization of the
self-assembly of crystalline materials [42, 100, 110–112, 159]. The cause of the temporal
modulations of the x-ray intensity are reflections from consecutive layers which alternately
interfere destructively and constructively as shown in Figure 3.4a.
The evolution of the oscillations provides information about the layer nucleation and
filling as well as about the film roughening. The origin of the appearance of x-ray growth
oscillations is different from the effects leading to growth oscillations in RHEED and
helium scattering. Due to the low penetration depth/ large scattering cross-section of
electrons and helium atoms these techniques are mainly sensitive to the top-surface struc-
ture, contrary to x-rays, which are able to penetrate the entire thin film. Consequently,
reflections at lattice planes and interfaces contribute to x-ray growth oscillations. For
RHEED and helium scattering the film roughness during layer-by-layer growth, which is
smooth for completely filled and rough for half filled monolayers, determines the evolution
of growth oscillations with a period of one monolayer. However, x-ray growth oscillations
have an oscillation period of two monolayers as the x-rays are reflected from consecutive










































Partly out of phase
Out of phase
Figure 3.4: X-ray growth oscillations. (a) X-rays are reflected from consecutive
layers and alternately interfere destructively and constructively causing the
observed temporal evolution. (b) Typical anti-Bragg growth oscillations for
two different phases between substrate and ad-layers.
To quantify the evolution of growth the x-ray growth oscillations can be modeled in
the kinematic approximation by a summation of the different scattering amplitudes for
each crystalline layer n, which is given by the molecular form factor Fmol and the layer
coverage of the respective layer θn, and the substrate. For both a phase factor has to be
considered, which results in the following reflected intensity of growing crystalline films
at the anti-Bragg point qz = qAnti−Bragg = qBragg/2:
Ianti−Bragg(qz = qanti−Bragg) =






Asub Scattering amplitude of the substrate
φsub Phase between substrate and ad-layers
Fmol Molecular form factor
n Layer number
θn Coverage for the nth-layer
For odd and even layer numbers each contribution of the respective layer has an alter-
nating sign, which results in the occurrence of growth oscillations at the anti-Bragg point
as shown in Figure 3.4b. For perfect layer-by-layer growth, which means one monolayer
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is completely filled before the next layer starts to nucleate, the scattering contribution of
odd layers cancel that of even layers. The shape and amplitude of the anti-Bragg growth
oscillations are strongly affected by the interference of substrate and film scattering. In
Figure 3.4b the anti-Bragg growth oscillations for different phases between substrate and
ad-layers are shown. The substrate scattering amplitude Asub, the phase between the
substrate and the ad-layers φsub and the molecular form factor Fmol can be derived from
the maximum intensity at the very beginning of growth, the first minimum of intensity as
well as from the saturation level of the growth oscillations [100]. Consequently, the layer
coverages θn(t) can be fitted according to analytical growth models presented in section
2.1.1.2, which provides information on the vertical evolution of growth. The intensity
damping of the oscillations reflects the onset of slight roughening.
X-ray growth oscillations cannot only be recorded at the anti-Bragg point but also
beyond the anti-Bragg conditions [100, 111]. Measurements at optimized q-values could
result in larger amplitudes and lower intensity damping during the growth, which allows
to model growth processes with rough film morphology.
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3.1.4 Grazing Incidence X-ray Scattering
q⊥
q||
Grazing Incidence X-ray Diffraction (GIXD)
• Crystal Structure
• Molecular Arrangement
Grazing Incidence Small-Angle X-ray Scattering (GISAXS)
• Island distance and island density
• Island shape
GIXD











Figure 3.5: Surface sensitive Grazing Incidence X-ray Scattering. Depending on
the length scale one aims to investigate one distinguishes between Grazing
Incidence Small-Angle X-ray Scattering (GISAXS) and Grazing Incidence
X-ray Diffraction (GIXD), which differ in the magnitude of the scattering
angle. GIXD enables us to reveal the crystalline thin film structure, while
GISAXS allows for quantifying the nanostructure.
3.1.4.1 Basics of Grazing Incidence X-ray Scattering
For incident angles αi smaller than αc the z-component of the transmitted wave vector




α2i − α2c = ik

α2c − α2i . (3.18)
The electrical field in z-direction inside the medium can be written as:
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E ∝ exp(ikt,zz) ∝ exp(−zk

α2c − α2i ) = exp(−zΛ−1). (3.19)
The amplitude of this wave decreases inside the medium with increasing penetration
depth Λ. A wave with this properties is called an evanescent wave. Consequently, the
penetration depth can be varied to increase the surface sensitivity by changing the in-
cident angle αi. Experiments with x-rays under grazing incidence are called Grazing
Incidence X-ray Scattering. Depending on the length scale one aims to investigate one
distinguishes between Grazing Incidence Small-Angle X-ray Scattering (GISAXS) and
Grazing Incidence X-ray Diffraction (GIXD) (or Grazing Incidence Wide-Angle X-ray
Scattering (GIWAXS)). See Figure 3.5 for an illustration of both Grazing Incidence X-
ray Scattering techniques. Both techniques differ in magnitude of the scattering angle,
which enables one to probe different length scales on the surface and is directly connected
to different sample-to-detector distances (SDD).
Detailed information on the theoretical aspects of Grazing Incidence X-Ray Scattering
can be found in [160,161].
3.1.4.2 Grazing Incidence X-ray Diffraction (GIXD)
For small SDD in the range of 200 mm large scattering angles, and, therefore small length
scales can be probed. This makes GIXD a powerful tool to probe the crystalline structure
of thin films [23, 152, 162]. Within this thesis the surface structure of organic materials
such as crystal lattice parameters and the molecular packing was obtained by measuring
the Bragg reflections as a function of the lateral momentum transfer q||.
Additionally, for revealing the 3D structure of organic thin films the vertical momentum
transfer q⊥ was recorded in asymmetric geometry (αi ̸= αf ) as it is shown in Figure 3.6.
For this, the 2D detector image has to be transformed into reciprocal space. Generally,
the incoming x-rays with wavelength λ impinge on the surface with an incident angle αi
and are diffracted on the crystalline surface structure featuring an outgoing angle αf and









cos(θ) · cos(αf ) − cos(αi)
sin(θ) · cos(αf )
sin(αi) + sin(αf )
 , (3.20)
which allows the calculation of q|| =

q2x + q2y and q⊥ = qz.
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To shed light on the epitaxial order of organic materials with respect to the substrate
surface the sample can be rotated around the surface normal. For organic materials on
amorphous substrates such as PTCDI-C8 on SiO2 a 2D powder or textured structure has
been observed resulting in a random distribution of lateral orientations with a layered













Figure 3.6: Grazing Incidence X-ray Diffraction for revealing the surface crys-
tal structure. 3D surface crystallography gives insights into the crystalline
surface structure as well as the molecular arrangement.
The intensity distribution in the reciprocal space is composed of the unit cell structure
factor and the molecular structure factor (see 3.8). The positions of the Bragg reflections
give rise to the unit cell parameters and the intensity modulation of the reflections is
caused by the molecular arrangement.
For obtaining information about the unit cell parameters for PTCDI-C8 a statistical
data processing formalism developed by Linus Pithan at the Humboldt-Universität zu
Berlin [163] was used. First, a mask of the Bragg reflections in reciprocal space was
produced. The formalism compares calculated positions of Bragg reflections for a set of
unit cell parameters with the mask of the experimentally observed diffraction pattern. A
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statistical evaluation of the hits as a function of the unit cell parameters gives the unit
cell parameters describing the experimental data best.







Figure 3.7: GISAXS scattering geometry. GISAXS sheds light on the thin film
nanostructure. The average island distance of the nanostructure causes two
characteristic maxima in the diffusely scattered intensity along the momen-
tum transfer q|| ≈ 2π/D.
Increasing the sample-to-detector distance from approximately 200 mm for GIXD exper-
iments to several meters enables one to investigate the small scattering angles (GISAXS),
and therefore to monitor large real-space length scales such as the thin film nanostruc-
ture (see Figure 3.7 for the scattering geometry). The scattered GISAXS intensity is
composed of the structure factor S(q||, q⊥) for the nearest-neighbor distance D between
islands and the form factor F (q||, q⊥) for island diameter and island shape. Dedicated
programs like IsGISAXS [164] or FitGISAXS [165] are well suited for modelling the 2D
GISAXS scattering pattern in order to deduce island distance, island diameter and island
shape. In the framework of this thesis GISAXS is used to follow the evolution of the
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nanostructure during growth. In the growth experiments performed the average island
distance D causes two characteristic maxima in the diffusely scattered intensity along the
momentum transfer ∆q|| ≈ 2π/D [57, 58] , on which will this thesis focus. To show that
this estimation is true, in Figure 3.8 the contribution of structure factor and form factor
to the overall GISAXS intensity is shown. For the calculation cylindrical shaped islands
with a diameter of 20 nm and the 1D paracrystal model [166] with an nearest-neighbor
distance of 100 nm was used. For details on the calculation of GISAXS scattering pattern
I refer to references [164,165,167] and the references therein.
































Figure 3.8: Contribution of structure factor S and form factor F to the
GISAXS intensity. The scattered GISAXS intensity is composed of the
structure factor S(q||, q⊥) for the nearest-neighbor distance D between is-
lands and the form factor F (q||, q⊥) accounting for the island diameter and
their shape.
An additional feature of GISAXS scattering patterns is an increased intensity at the
critical angle of the material along q⊥. This Yoneda peak [168] is due to the intensity
enhancement at the surface because of constructive interference between the incoming
and outgoing wave at the critical angle.
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3.1.5 Beamline P03 at PETRA III
The real-time and in situ experiments presented in this thesis have been performed at the
Micro- and Nanofocus X-ray Scattering (MiNaXS,P03) beamline [58,169,170] at PETRA
III (DESY) in Hamburg. The storage ring PETRA III at DESY in Hamburg is operated
at an energy of 6 GeV with an positron beam current of 100 mA. The MiNaXS beamline is
a high-brilliance beamline combining low divergence with high photon flux, which allows
to perform real-time and in situ experiments in Grazing Incidence Small-Angle X-ray
Scattering (GISAXS) as well as Grazing Incidence X-ray Diffraction (GIXD) geometry
with sufficient temporal and spatial resolution. The optics of the beamline consists of two
cryo-cooled silicon (111) crystals, which allow for an energy variation from 8 to 23 keV
with an energy resolution of ∆E/E ∼= 10−4. Compound refractive lenses (CRL) are used
for collimation and focussing resulting in minimal beam sizes of 7 µm in horizontal and 5
µm in vertical direction. In the experiments presented in this thesis a beamsize of about






Figure 3.9: Experimental setup at the MiNaXS beamline during the per-
formed experiments.
In Figure 3.9 an image of the beamline during the experiments is shown. Our portable
UHV system is mounted on a Huber goniometer which has two angular and three trans-
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lational degrees of freedom. For the GISAXS experiments a flighttube has been used in
order to avoid air scattering. A 2D area detector with a high dynmical range (PILATUS
300K, Dectris) has been used for the GISAXS as well as for the GIXD experiments.
3.1.6 Lab-based x-ray sources
Parts of the x-ray experiments have been carried out at a lab-based rotating Cu anode
x-ray system with a comparatively high photon flux of 5 ·108 photons/ s. The widely-used
rotating anode setup for generating x-rays is schematically shown in Figure 3.10.
Electrons are generated by a thermal emission from a filament and are accelerated to-
wards a water-cooled rotating Cu anode. The incident electron collides with an atom and
removes an atomic electron from the inner K-shell. Subsequently, one electron from the
outer L-shell relaxes on this created vacancy by generating Cu-Kα radiation corresponding



















Rotating Cu anode 
X-ray photons X-ray photons 
Figure 3.10: Working principle of a rotating anode x-ray source.
The x-ray system is connected to a (3 + 2) axis diffractometer which enables x-ray
reflectivity (XRR) as well as Grazing Incidence X-ray Diffraction (GIXD) experiments
with a resolution of 0.01 Å−1 and 0.01 Å−1, respectively. This x-ray system has been used
for the investigations on the post-growth dewetting process of C60 on mica. Furthermore,
the system has been used for ex situ measurements, e.g. for revealing the adsorption
geometry of C60 on mica.
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3.2 Atomic-Force Microscopy (AFM)
Scanning probe microscopy techniques are well suited for imaging surface topographies.
For characterizing the surface morphology a scanning probe (tip) is moved close to the
sample, while measuring characteristic sample-probe interactions. In atomic force mi-
croscopy (AFM) experiments the deflection of the cantilever is monitored by a photo
diode array with a help of a laser beam. In Figure 3.11 an illustration of the AFM work-
ing principle and an image of the cantilever including the tip are shown. The deflection
of the cantilever is highly sensitive to surface-tip interactions, which allows for mapping
of the surface topography.
Feedback 
Electronics 







Cantilever + Tip 
Figure 3.11: Atomic Force Microscopy (AFM) for imaging the surface topog-
raphy. (a) Illustration of the working principle of an AFM and (b) an
image of a cantilever including the tip (image was taken from [171]).
For large surface-tip distances no interaction occurs. When moving closer to the sample,
attractive van-der-Waals interactions predominate and for very small distances repulsive
forces due to Coulomb interactions occur. The AFM images presented in this thesis were
recorded in tapping mode, where the change of oscillation amplitude gives rise to the
surface topography [172], using a JPK NanoWizard® II.
44
4 Unravelling the multilayer growth of
the fullerene C60
Molecular semiconductors like the fullerene C60 are increasingly used in devices, but the
understanding of elementary nanoscopic processes in molecular film growth such as the
surface diffusion, the lateral binding and the step-edge crossing is in its infancy. So far,
molecular self-assembly and growth [5, 6] has often been characterized by scaling laws to
describe surface roughening and evolving island densities [32, 33]. On a molecular level,
a range of studies have elucidated the kinetics of diffusion and nucleation (see, for ex-
ample, refs [34–40]) and the Ehrlich–Schwoebel barrier for interlayer transport across a
molecular step edge [34, 41, 42]. Yet to date, there is no organic compound for which
even the ‘minimal’ set of the three parameters diffusion barrier, lateral binding energy
and Ehrlich–Schwoebel barrier have been simultaneously quantified to describe multi-
layer molecular growth. Therefore, predictive simulations of the rate- and temperature-
dependent morphology in molecular multilayer growth have so far been impossible, con-
trary to the situation for elemental atomic systems [47–49] and colloids [50–52]. The
prototypical molecular semiconductor C60 is not only relevant for device applications, but
also an important, fundamentally unique material bridging atoms and colloids. On one
hand, its van-der-Waals diameter of 1 nm [63] is closer to atomic dimensions than to the
mm length scale of colloidal systems. On the other hand, C60 resembles colloids with its
short-range nature of the effective centre-of-mass interactions [64,65].
From the experimental side, a particular challenge in studying C60 growth is that post-
growth changes [70, 71] make the interruption of this non-equilibrium process to image
different growth stages potentially misleading. It is therefore essential to use in situ
real-time techniques.
In this chapter a combination of specular x-ray growth oscillations [56] with real-time
diffuse x-ray scattering [58, 173] to simultaneously follow the vertical and lateral mor-
phology during growth is employed. A comparison of experimental measures like island
density and layer coverages with kinetic Monte Carlo (KMC) simulations of coarse-grained
C60 molecules provides a understanding of processes occuring on the nanoscale. Then,
the three relevant parameters determined are the Ehrlich–Schwoebel barrier, the sur-
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face diffusion barrier and the lateral binding energy. With these parameters alone, we
achieve quantitative agreement with the experimental data, enabling us to predict the
rate-, temperature- and thickness dependency of the film morphology. Moreover, the
analysis demonstrates that the short interaction range of C60 as compared with atoms
affects the relative heights of diffusion barrier and binding energy and results in compara-
tively long diffusion times. However, unlike the colloidal systems, C60 has a true energetic
Ehrlich–Schwoebel barrier, rather than the pseudobarrier that colloids display [50]. Given
the observed results a step forward to answering the fundamental question of the rational
design of molecular nanomaterials is made.
The chapter is organized as follows: In section 1 the vertical and lateral structure of the
fullerene C60 on mica will be discussed. Section 2 deals with the real-time evolution of the
lateral and vertical thin film morphology during the multilayer growth of C60. In section 3
a self-consistent set of energy barriers, the diffusion energy, the lateral binding energy and
the step-edge barrier, is quantified for the first time, which makes predictive simulations of
C60 nanomaterials possible. Afterwards, section 4 gives information about the influence of
the short-range nature of attractive interactions of the fullerene on the growth dynamics.
Finally, the postgrowth dewetting of C60 on mica is followed in real-time for different
temperature in order to shed light on the surface processes involved.
4.1 Structural order of C60 on mica(001)
In this section we focus on a short overview of the lateral and vertical structure of C60 thin
films. To shed light on the crystallographic order x-ray reflectivity (XRR) and Grazing
Incidence X-ray Diffraction (GIXD) measurements have been performed ex situ on a
rotating anode lab source (Cu-Kα radiation, λ = 1.54 Å), see Section 3.1.6 for details.
4.1.1 Vertical film structure of C60 on mica(001)
In Figure 4.1 the XRR measurement of 10 monolayer(ML) C60 on mica, grown at 60 °C, as
a function of the vertical momentum transfer q⊥ is shown. Pronounced Kiessig fringes as
well as several Bragg-reflections can be seen. The appearance of Kiessig fringes and Bragg-
reflection for a C60 thin film implies the growth of smooth crystalline C60 layers, which
is a prerequisite for the observation of growth oscillations. The mica Bragg-reflections
can be assigned to be (001)-, (002)- and (003)-reflections stemming from the layered mica
structure introduced in Section 2.3.3. The much broader and weaker reflection at 0.76
Å−1 stems form the crystalline C60 layers and can be assigned to the fcc(111)-reflection
of the C60 thin film.
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Figure 4.1: Smooth crystalline layer growth of C60 on mica(001). X-ray re-
flectivity measurement of a 10 monolayer(ML) thick C60 film on mica(001)
indicates a smooth crystalline layer structure for C60 on mica. The out-of-
plane lattice constant corresponding to the C60(111) Bragg reflection is 8.3
Å.
The C60(111)-orientation perpendicular to the surface is favored for substrates with a
C60-substrate interaction being weaker than the C60-C60 interaction, such as for mica [122].
From the position of the Bragg-reflection the fcc lattice parameter as well as the C60 layer
spacing can be deduced. The fcc lattice parameter is 14.2 Å and nicely agrees with
literature [130]. Additionally, the spacing of C60 layers can be derived to 8.3 Å.
4.1.2 Epitaxial order of C60 on mica(001)
To reveal the epitaxial order of C60 on the crystalline mica(001) GIXD has been used,
which provides information on the registration between mica and C60 crystallites as a
function of the in-plane momentum transfer q||. In particular, azimuthal rotation of the
sample at constant lateral momentum transfer qC60(220)|| = 1.254 Å−1 and q
mica(020)
|| = 1.394
Å−1 corresponding to the C60 (220)-reflection (lattice spacing of 5 Å) and mica (020)-
reflection (lattice spacing of 4.5 Å) has been used to reveal the epitaxial order of C60
regarding the underlying mica substrate. In Figure 4.2a the GIXD reflections of C60 and
mica are shown in red and blue for a 15 ML thin C60 film as a function of the azimuthal
rotation angle.
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Figure 4.2: Epitaxial growth of C60 on mica(001). (a) GIXD reflections at
q
C60(220)
|| = 1.254 Å−1 and q
mica(020)
|| = 1.394 Å−1 and (b) pole figure of
C60 and mica reflections as a function of the azimuthal angle show that
both C60 and mica feature a reflection every 60° so that one can exclude a
2D powder like growth of C60.
Both C60 and mica feature a reflection every 60° so that we can exclude a 2D powder
like growth of C60. Nevertheless, multiple domains and stacking faults are possible and
cannot be excluded. The angular offset of the C60-reflection regarding the mica-reflection
of approx. 30°, clearly shown in the corresponding pole figure in Figure 4.2b, indicates a
relative orientation of the C60 unit cell on the underlying mica with, as well, 30° between
C60 and mica crystallites. This epitaxial growth of hexagonal arranged C60 molecules
(C60-fcc(111)-orientation normal to the surface) on top of the hexagonal SiO4-tetrahedron
substrate layer of mica [150] is illustrated in Figure 4.3. From this, two different adsorption
geometries have been reported [174]: the C60 molecules can directly be located on top
of one SiO4-tetrahedron or between the triangle built up by tetrahedrons. To answer
this question in a detailed way, more extensive x-ray scattering experiments have to be
performed as has been done in reference [174] in terms of multi-reflection pole figures and
in reference [175] in terms of the analysis of crystal truncation rods (CTRs), which goes
beyond the scope of this work. Not only the adsorption geometry of C60 on top of mica is
shown in Figure 4.3 but also the lattice spacings extracted from the positions of C60 and
mica Bragg-reflection are displayed. For the hexagonal SiO4-tetrahedron substrate layer
of mica a distance of neighboring tetrahedrons is found to be 5.2 Å which is in accordance
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with previous structural studies of the material system C60/ mica [174, 176]. For C60 a
distance in the (01̄1)-direction of 10 Å is deduced for C60 neighbors within the hexagonal
arrangement of the fcc(111) surface structure, which nicely agree with the van-der-Waals











Fullerene C60 SiO4 substrate layer of mica 
Figure 4.3: Adsorption geometry of C60 on mica. The C60 molecules grow in
hexagonal arranged C60 molecules (C60-fcc(111)-orientation normal to the
surface) on top of the hexagonal SiO4-tetrahedron substrate layer of mica.
Strain Due to the epitaxial order of C60 on top of mica an estimate of the amount of
lattice strain is appropriate. To this end, a closer inspection of the lattice parameters
gained by GIXD has been performed. As we have learnt from the previous considerations
the fullerene C60 crystallizes in the face-centered cubic (fcc) structure and exhibits a lattice
constant in the bulk crystal of 14.15 Å [130]. The (220)-reflection of C60 on mica for a
15 ML thin film is located at qC60(220)|| = 1.254 Å−1 in reciprocal space. Comparing the
experimental finding with the theoretical position of the reflection in reciprocal space at
q
C60
|| = 1.256 Å−1 calculated for the lattice constant of the crystal bulk phase, we find
that the lattice strain is at most 0.2% for the 15 ML thin film, which is very small for a
molecular system which can be as large as 8% strain for PTCDA on Au(111) [177]. Note,
a lattice mismatch of 3.8% has been observed considering the lattice spacing of C60 (5.0 Å)
and the neighboring distance of SiO4-tetrahedrons on mica surface (5.2 Å) deduced from
the Bragg reflections. This observation is in agreement with literature [122], in which a
lattice mismatch of 3.4% has been reported for one monolayer of C60 on mica.
1Measure of the degree of the close-packing within a hard-sphere model
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4.1.3 Structural order of C60 on mica: Summary
• Smooth and crystalline layer structure of C60 on mica(001) normal to the surface
with a layer separation of 8.3 Å and a fcc lattice spacing of 14.2 Å,
• epitaxial growth of C60 on mica with a hexagonal arrangement of C60 molecules
reproducing the hexagonal mica surface structure,
• lattice mismatch of 3.8% between C60 and underlying SiO4-tetrahedrons on mica
surface.
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4.2 Real-time evolution of the vertical and lateral film
morphology: layer-by-layer growth of C60 on mica
For a comprehensive understanding of the processes during growth, the surface morphol-
ogy has to be measured on the molecular length scale with an experimental time resolution
that is fast compared to the minute timescale of the deposition of a monolayer. Inter-
rupting growth to take a series of real-space microscopy images can be problematic, as
the morphology can be altered. For our system of C60 on top of a closed first C60-layer on
mica this route is indeed impossible because of quick dewetting effects characterized by a
time constant of ∝ 10 minutes (see Section 4.5 for details on C60 dewetting). Also, in situ
low energy electron microscopy (LEEM) unfortunately - while very successfully used in
a range of studies [178, 179] - cannot be applied due to charging effects on mica. There-
fore, we use x-ray scattering that can be performed non-invasively during growth and
yields time-resolved information about the layer formation. This information is extracted
through specular reflectivity measurements at the so-called anti-Bragg position of C60
corresponding to half the Bragg value (qanti−Bragg = 1/2qBragg) of the C60(111)-reflection
(see Figure 4.4a). Lateral information is available through simultaneous measurement
of the diffuse scattering (GISAXS) during the growth, giving information about the is-
land distance and island density. The growth has been performed in our portable UHV
chamber designed for molecular beam deposition described in section 2.4 at a base pres-
sure of 10−8 mbar. Fullerene C60 has been thermally deposited on freshly cleaved mica
for two different deposition rates (0.1 ML/min and 1 ML/min) and for three different
substrate temperatures (40 °C, 60 °C and 80 °C) to study rate-, temperature- as well as
time-thickness-dependency of the island density and layer coverage.
4.2.1 Layer-by-layer growth of the fullerene C60 on mica(001)
The time-dependent specular x-ray reflectivity as a function of molecular exposure, that is
time*deposition rate, is shown in Figure 4.4b for growth at T = 60 °C substrate temper-
ature and a deposition rate of f = 0.1 ML/min. The anti-Bragg intensity oscillates with
a period of two monolayers (ML) as the x-rays are reflected from consecutive C60 layers
and alternately interfere destructively and constructively with an intensity- modulation
of up to 90%. Here, the diffusely scattered intensity can be neglected in an analysis of the
specular reflectivity, as it represents less than 1% of the total intensity. The oscillations
are indicative of a layer-by-layer growth and only after the first three layers one observes
a damping of the oscillations, reflecting the onset of slight roughening. While the diffuse
scattering is weak, it nevertheless contains important lateral information.
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Figure 4.4: Specular and diffuse x-ray scattering during C60 growth. (a) Scat-
tering geometry: The 2D scattering pattern contains both lateral (momen-
tum transfer q||) and vertical (q⊥) information on the surface morphology.
(b) The specular x ray reflectivity at the anti-Bragg point q⊥ = 0.38 Å−1
oscillates indicating layer-by-layer growth (T = 60 °C). (c) The diffusely
scattered intensity oscillates with the nucleation and coalescence of every
layer and exhibits a characteristic peak-splitting ∆q||.
Figure 4.4c shows a map of the diffusely scattered intensity as a function of lateral
momentum transfer q|| and molecular exposure. In contrast to the anti-Bragg oscillations,
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the diffusely scattered intensity oscillates with a period of one monolayer. As the first
molecules are deposited in a monolayer, the surface roughness and therefore the diffusely
scattered intensity rises due to nucleation of islands. Eventually, as the islands coalesce,
the roughness and diffuse intensity decrease again, before reaching a minimum for a
smooth complete layer. For each C60 layer the diffusely scattered intensity has two maxima
along q||, because the characteristic average island distance D causes an increase of the
diffusely scattered intensity at ∆q|| ≈ ±2π/D [57, 58,173].
So far, the observed specular and diffuse growth oscillations (and their origin) have
been discussed on a more qualitative level. In the following a quantitative analysis on the
growth characteristic of C60 on mica will be given for the lateral as well as the vertical
film morphology.
4.2.1.1 Vertical film morphology: detailed information on layer filling
From the specular x-ray growth oscillations not only qualitative information can be ob-
tained but also quantitative information. From the change in oscillation period a variation
of the sticking coefficient is deduced. The sticking coefficient is found to decrease during
the growth of the first four layers for all studied temperatures. Quantitatively, we find for
a temperature of 60°C that with respect to the growth of the first monolayer, the sticking
coefficient decreases by 5% in the second ML, 25% in the third ML and 30% from the
fourth layer onwards. This decrease is due to the different mica-C60 and C60-C60 interac-
tions. It is further influenced by a different island density in each layer, which leads to a
change in the free diffusion times and aggregation behavior.
Going beyond an analysis of the oscillations period the whole anti-Bragg oscillations
shape can be calculated in kinematic approximation using
Ianti−Bragg =






with the layer coverages θn for the nth-layer. The substrate amplitude Asub, the substrate
phase φsub and the molecular form factor Fmol are determined by maximal, minimal and
saturation intensity of the real-time experiment [100]. For extracting the layer coverages
during growth we employed the mean-field analytical model for thin film growth by Trofi-
mov et al. [108,109] and Woll et al. [110], which has already been used in growth studies
of organic systems [99, 110, 111]. The fitted anti-Bragg growth oscillations for the film
grown at T = 60°C with a deposition rate f = 0.1 ML/min are shown in Figure 4.5a up
to 16th monolayer. Excellent agreement between experimental data and fit can be seen.
Fitting the anti-Bragg growth oscillations enables us to quantify the layer nucleation.
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Figure 4.5: Vertical layer nucleation of C60 on mica. (a) Anti-Bragg growth os-
cillations fitted by the analytical growth model and (b) illustrated layer
coverages at a molecular exposure of approx. 7 nm. The analytical growth
model predicts that the 6th, 7th and the 8th monolayer grow simultaneously
resulting in an increase of thin film roughness.
In particular, the model predicts that the first monolayer at T = 60 °C is filled 99%
before the first 1% of the second monolayer is nucleated. Additionally, roughening and
the onset of the simultaneous growth of, e.g., three monolayer has been quantified as
illustrated in Figure 4.5b. At a molecular exposure of approx. 7 nm the 6th, 7th and the
8th monolayer grow simultaneously leading to an increase of the film roughness, whereby
the further decrease in anti-Bragg intensity is explicable.
Anti-Bragg intensity during the growth of the first monolayer of C60 on mica One
curious side-observation of the C60 growth oscillations is, that the reflectivity of the C60
growth oscillations reaches almost zero after deposition of one C60 ML, i.e. the reflected
counts are reduced from Imax = 1.3 · 106 to I1ML = 4 · 104. Using the formula for the
anti-Bragg oscillations given by equation 4.1, we fit the experimental growth oscillations









Obviously, the scattering can vanish if the amplitudes involved are comparable and the
phases are destructive (near 180°). If we insert the numbers appropriate for our system,
we find indeed a nearly vanishing resulting intensity:
Ianti−Bragg(1ML) ∝ Imax ·
1 · ei(170° π180° −π) − 0.922 = Imax32 . (4.3)
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Note that C60 has a scattering amplitude that is a little smaller than the mica scattering
amplitude (FMol = 0.92 · Asub) and has a relative phase of φsub = 170°. In Figure 4.6a
graphical illustraction of the scattering amplitude and the phase is shown in a complex
plane.
An alternative Parratt formalism calculation of the absolute reflection intensities (with
the same qualitative and quantitative result) uses the material densities of 1.65 g/cm3 for
C60 [180] and 2.83 g/cm3 for mica [181]. From the density the mica and C60 scattering
length density (SLD) are calculated using
SLD = ρ
M
· NAvogadro · Nel · re (4.4)
with the bulk material density ρ, the molar mass M (taking into account the chemical
composition of mica (KAl3Si3O12H2) and the fullerene C60), the number of electrons
Nel (for KAl3Si3O12H2 and C60 respectively) and the Thomson scattering length re =
2.818·10−5 Å. This gives a mica scattering length density of 2.4·10−5 Å−2 in agreement with
literature values [182], and for C60 a scattering length density of 1.4 ·10−5 Å−2 is obtained.
Using these values for the SLD and a C60 monolayer thickness of 8.3 Å(corresponding to
the C60 lattice constant deduced in Section 4.1.1) we arrive at SLD profiles shown in Figure
4.6b for the bare substrate (vacuum/ mica interface) and the one monolayer C60 on mica
structure (vacuum/ C60 (1ML)/ mica). To this end, the Parratt formalism has been
used for the calculation of the reflectivity of stratified layers from the scattering density
profile. Figure 4.6c shows the calculated x-ray reflectivity as a function of q⊥ for the bare
substrate and 1ML on the substrate. For the C60 on mica reflectivity a pronounced dip
(Kiessig fringe) can be seen at the anti-Bragg point of C60 (q⊥ = qC60AB = 0.38 Å−1, which
is equivalent to an incidence angle θ = 1.65°) due to the C60 layer reflectivity. From
the simulated reflectivity we find a reduction by a factor of 31 at the anti-Bragg point
(4.3 ·10−6 for bare mica to a reflectivity of 1.4 ·10−7 with one C60 ML) neglecting the small
contribution of surface roughness in the calculation. Comparison with the experimentally
observed reduction by a factor of 32 as obtained from the growth oscillations count rates
for 0 ML and 1 ML in Figure 4.6d shows good agreement between theory and experiment.
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1.3 ∙ 106 counts
4 ∙ 104 counts
≈ 32 
Figure 4.6: Anti-Bragg intensity for the first grown monolayer of C60 on mica.
(a) Complex plane representing the scattering amplitude and phase illus-
trates the difference in reflected intensity between the bare substrate (Imax)
and one monolayer on top of the substrate (I1ML). (b) Scattering length
density for the simulation of the (c) reflectivity for the bare substrate and
one monolayer C60 on mica. (d) Measured anti-Bragg intensity in total
counts.
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Layer-by-layer growth for all employed growth conditions In general, pronounced
growth oscillations indicating layer-by-layer growth for C60 on mica have been observed
for all employed growth conditions in the temperature range from 40 °C to 80 °C for a
low (0.1 ML/ min) and high deposition rate (1 ML/ min) shown in Figure 4.7.























































































































Figure 4.7: Layer-by-layer growth for all employed growth conditions. Growth
oscillations for all employed growth conditions have been observed, which
indicate layer-by-layer growth.
The specular growth oscillations contain information on the vertical growth character-
istics like the onset of layer nucleation and change of sticking coefficient as a function of
layer number. The simultaneous measurement of specular growth oscillations and diffuse
scattering (GISAXS) enables us the characterization of the evolving lateral nanostructure.
4.2.1.2 Lateral film morphology: Insight in nucleation, lateral island growth and
coalescence
To quantify the lateral nanostructure during growth the island density N has been directly
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For this a hexagonal arrangement of compact (cylindrical shaped) islands is assumed.
The average island distance D is directly deduced from the peak splitting ∆q||, which
has been observed in the diffusely scattered intensity. This diffusely scattered intensity
is shown in Figure 4.8 as a function of q|| and molecular exposure for all applied growth
temperatures (40 °C, 60 °C and 80 °C) for a deposition rate of 0.1 ML/ min.
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Figure 4.8: Peak-splitting in diffusely scattered intensity as function of tem-
perature. The peak-splitting ∆q|| decreases with increasing temperatures
associated with a strong dependence of the nanostructure on temperature.
To extract the exact peak position ∆q|| the 1D scattering pattern as a function of q||
has been fitted for each measurement point in growth time using a symmetric double
Lorenztian function
Idiff (q||) = I0

ω
2(q|| + ∆q||)2 + ω2
+ ω2(q|| − ∆q||)2 + ω2

+ Iback (4.6)
with the amplitude I0, the width ω and the background intensity Iback. The island density
as a function of molecular exposure can be calculated with ∆q|| using formula 4.5.
The quantification of the island density is done by the detailed analysis of reciprocal
space methods. To show that the employed method quantifies correct length scales, a
comparison of reciprocal and real space methods are presented in the following.
Equivalence of real-space and reciprocal-space methods Real-space images of the
first layers using AFM are unfortunately not possible due to strong dewetting effects in
the first monolayers for C60 on mica. Nevertheless, despite post-growth dewetting effects
in the first layers, we could image the morphology of stable, thicker films with atomic
force microscopy, as shown in Figure 4.9. In the kinematic approximation, the Fourier
transform (FT) of the real-space structure corresponds to the diffusely scattered intensity
in our x-ray experiments [167].
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Figure 4.9: Comparison of reciprocal and real-space information. (a) Diffuse
x-ray scattering (GISAXS) of a 14 ML thick C60 film, (b) line graph with
Lorentz fits. (c) Corresponding AFM image of this film (scale bar: 500
nm) and its fast Fourier transform (FFT,inset). (d) Line graph of AFM
Fourier transform. The good agreement between reciprocal- and real-space
experiments confirms that our analysis determines correct lateral length
scales.
Comparing the diffuse x-ray scattering, which unfortunately for the thick films is close
to the resolution limit and the FT of the corresponding AFM image for a 14 ML thick
film (T = 60 °C, high deposition rate of 1.0 ML/ min) we find very similar peak splitting
of ∆q|| ≈ 0.04 nm−1, respective 0.05 nm−1. The line graph of the FT was convoluted with
the resolution function of the experiment (normalized Gaussian function with a FWHM
of 0.01 nm−1). This good agreement between reciprocal- and real-space experiments
confirms that the analysis presented determines correct lateral length scales.
Influence of temperature and deposition rate on the lateral structure: tailoring the
nanostructure In Figure 4.10 the island density N during growth is shown for different
growth conditions. Figure 4.10a shows the island density for 40 °C, 60 °C and 80 °C for
a constant deposition rate 0.1 ML/ min as a function of the molecular exposure.
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Figure 4.10: Tailoring the nanostructure with temperature and deposition
rate. (a) The island density for 40 °C, 60 °C and 80 °C for a constant
deposition rate 0.1 ML/ min and (b) island density for deposition rates of
0.1 ML/ min and 1.0 ML/ min at a constant temperature of 60 °C. It can
be clearly seen that the nanostructure in terms of island density can be
tailored by temperature and deposition rate.
In Figure 4.10b the island density for the two employed deposition rates of 0.1 ML/ min
and 1.0 ML/ min at a constant temperature of 60 °C can be seen. Generally, the thin film
nanostructure in terms of island density can be tailored by varying the growth conditions.
In particular, an increase of temperature of 40 K from 40 °C to 80 °C leads to 20-times
smaller island density. Furthermore, a 10-times larger deposition rate results in a four-
times larger island density. This growth characteristic as a function of growth conditions








with the deposition rate f and the diffusion coefficient/hopping rate D(T ). The pa-
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rameter i∗ denotes the critical island size (see section 2.1.1.1 for the origin of this scaling
law). The diffusion coefficient/hopping rate is quantified by an Arrhenius behavior
D(T ) = ν0e−
ED
kB ·T (4.8)
with the attempt frequency of the system ν0, the diffusion energy ED, the Boltzmann
constant kB and the temperature T . Unfortunately, there is not enough data for deducing
the critical island size i∗ quantitatively. An estimation based on equation 4.7 gives that
a four-times larger island density for a 10-times larger deposition rate is observed if the
critical island size i∗ is 3.
Smaller island density with increasing layer number An additional growth feature
observed is the decrease of island density for an increasing film thickness, that is an
increase of island size for an increasing layer number. This phenomenon has also been
observed for the homoepitaxy of SrTiO3 ⟨001⟩ during pulsed laser deposition [49]. This
has been explained by a surface’s "memory" effect of the underlying layers. During the
nucleation of a new layer on top of a uncompleted layer the remaining holes function
as adatom sinks, which lead to a reduction of the adatom density and therefore to a
smaller nucleation/ island density. This effect can also account for the reduction of island
density for C60 from the second layer onwards, where homoepitaxy of C60 on C60 takes
place. In contrast, the different island size in the second layer is not due to these "adatom
sinks" as we know, that the first layer is almost completely filled before the second layer
nucleates. The change in island density from the first to the second layer can be explained
by a different diffusion characteristics in the respective layer as found by Frank et. al for
diindenoperylene (DIP) on SiO2 [99]. To this end, stacking faults and/ or grain boundaries
of mica and/ or even heterogeneous nucleation could be reasons for an different diffusive
behavior for C60 on mica.
Nucleation, lateral growth and coalescence during layer growth One more significant
feature during the layer-by-layer growth of C60 is the oscillating behavior of the island
density as a function of the molecular exposure in Figure 4.10. The growth of one specific
layer follows a periodic three-regime pattern.
1. Nucleation: Initially, as the first islands nucleate on the surface, the island density
increases.
2. Lateral island growth: Then lateral growth sets in, where the island density stays
constant, as nucleation of new islands is suppressed.
61
4.2. Real-time evolution of the vertical and lateral film morphology
3. Coalescence: Finally, the island density drops again as islands merge in the coa-
lescence regime.
The sequence of growth regimes is observed for the first five layers at each temperature
and deposition rate employed.
4.2.2 Summary: lateral and vertical film morphology of C60 on mica
• Real-time and in-situ specular x-ray reflectivity and diffuse GISAXS oscillations
are powerful tools for non-invasive real-time studies of the morphological evolution
during molecular growth,
• C60 molecules grow in layer-by-layer mode on mica,
• from the diffuse x-ray scattering three growth regimes within one monolayer have
been deduced: nucleation, lateral island growth and coalescence regime.
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4.3 Nanoscopic understanding of molecular growth:
Revealing the surface diffusion, lateral binding
energy and step-edge barrier
To understand the morphological evolution during C60 growth on a molecular level KMC
simulations have been applied to our data in collaboration with Prof. Sabine H.L. Klapp
and Nicola Kleppmann from the Technische Universität Berlin, who have implemented
and performed the simulations. The work presented here has been published in Nature
Communications [112] and has been prepared in close collaboration with N. Kleppmann
and S.H.L. Klapp from TU Berlin.
4.3.1 Details on the KMC simulations
KMC simulations are capable of describing the entire growth process of (coarse-grained)
C60 molecules into an fcc lattice. KMC models the growth as a stochastic process, in
which the molecules adsorb with a constant net adsorption rate f = fadsorb − fdesorb. The
molecules are treated on a coarse-grained level in this simulations, that is, any internal
(rotational, or vibrational) degrees of freedom are not taken into account. This coarse-
graining approach is supported by the fact that for the temperatures studied here, C60
rotates freely both in bulk crystals [130] and in one-dimensional confinement [183]. Once
adsorbed, a particle at site i then can diffuse to a neighboring fcc site j via an activated
process with Arrhenius-type rate ri,j. We follow the Clarke-Vvedensky bond-counting










The prefactor ν0 = 2kBT/h is chosen in accordance with previous KMC studies for
atomic systems [116–118], consistent with our coarse-grained description of C60 as a
sphere. The total energy barrier for molecular hopping consists of a barrier for free
diffusion, ED, and contributions determined through the local neighborhood of the par-
ticle (see Figure 4.11 for an illustration of the energy barriers). The neighbor binding
energy EB contributes with the number of lateral neighbors ni. The sum of ED and niEB
then determines the lateral diffusion (si,j = 0) and thus, the growth of islands. Other
pre-factors to the neighbor binding energy have been suggested in literature [43,48], which
increase the diffusion rate of particles along island edges. As a consequence the islands
become more compact.
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Figure 4.11: Surface processes during the growth of the fullerene C60. The lat-
eral binding characterized by the lateral binding energy EB, the interlayer
diffusion across a step-edge (Ehrlich-Schwoebel barrier EES) and the dif-
fusion barrier (ED) are the major processes on the surface during growth.
In our C60 system, however, the islands are quite compact from the very onset of the
growth (see the inset in Figure 4.12b). Therefore, the details of the pre-factor of EB do not
significantly influence the results at the parameters considered. If a particle at site i crosses
an up- or downward step to reach site j, an additional Ehrlich-Schwoebel contribution
EES is added to the total energy barrier (si,j = 1). As a result, a particle diffusing
onto an island from an edge site with two neighbors has to overcome the activation
energy ∆E = ED + 2EB + EES, while a particle on the island has to overcome only
∆E = ED + EES to diffuse downwards over the island edge. The step-edge energy barrier
used in our simulations is, by construction, an average energy barrier. For this we recall
that the energy barriers are exclusively gained by comparison to the x-ray scattering
experiment, and that the experimental data are intrinsically averaged in lateral direction.
Therefore, we did not take into account the orientation of the step-edge in this study.
The KMC input parameters T (substrate temperature) and f (adsorption rate) are taken
directly from experiment. Additionally, in the KMC simulations, which otherwise assume
complete condensation, we have accounted for the changing sticking coefficient deduced
from the change of oscillations period during growth (see Section 4.2.1.1) by scaling the
molecular exposure axis accordingly. The KMC simulations have been performed from
the second layer onwards as we concentrate on the C60-C60 interactions and do not model
C60-mica interactions.
This strategy is justified, as we know from the experiment that the first C60 layer is
completely filled and that there is no significant lattice strain; thus, we can assume a
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smooth C60(111)-surface as initial surface in simulations. Furthermore we assume defect-
free growth without cavities or overhangs. Note, we do not take collective diffusion mech-
anisms into account. Different concepts for collective diffusion have been suggested in the
literature, one example being dimer shearing [184]. More recently, approaches have been
suggested for shearing, reptation and concerted gliding of islands [185]. These phenomena
are certainly worth studying in more detail, however, it would not have been possible to
simulate the time and length scale required in our study possible if these effects were
included.
4.3.2 Energy barriers for the surface processes during the C60 growth
For the comparison of experiment and simulations, the time dependent layer coverages
from KMC simulations have been used to calculate anti-Bragg oscillations with formula
4.1 in kinematic scattering theory [100]. The energy barriers ED, EB and EES (see
equation 4.9) are then adjusted until both the simulated anti-Bragg oscillations and island
densities fit the experiment. Figures 4.12a, 4.12b, 4.12c and 4.12d show experimental
(black dots) and KMC simulation data (red solid line) for the island density and the anti-
Bragg intensity for the temperatures T = 40 °C and T = 60 °C. Both the experiment and
the simulation predict that the island density changes markedly during the deposition of
each monolayer. Initially, in the nucleation regime, the island density increases. Then
lateral island growth sets in, where the island density stays constant. Finally, the island
density drops again as islands merge in the coalescence regime.
The inset in Figure 4.12b shows the corresponding KMC simulation snapshots for the
three growth regimes. As it is clearly seen from the comparison, there is excellent agree-
ment between the experimental and simulated data regarding the island density and anti-
Bragg growth oscillations. The minima and the maxima in the island density, as well as
the trend of decreasing density for the different layers (increase of island size), are clearly
reproduced. The apparent increase of the island density in the fifth layer, which starts to
differ slightly from the true island density, indicates the limits of our data analysis due
to the simultaneous growth of C60 layers. The vertical layer filling and roughening are
also highly consistent, as can be seen from the good agreement between experimental and
simulated evolution of anti-Bragg intensity in Figure 4.12c and 4.12d.
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1st ML 2nd ML 3rd ML 
Figure 4.12: Excellent agreement between experimental and simulated mea-
sures of surface morphology. (a)+(b) Island density (inset in (b): 2D
island growth regimes as simulated by KMC (created by N. Kleppmann);
scale bar: 100 nm), (c)+(d) anti-Bragg growth oscillations and (e)+(f)
layer coverages are shown as a function of the molecular exposure for C60
films grown at T = 40 °C T = 60 °C and f = 0.10 ML/ min. The
anti-Bragg growth oscillations and the layer coverages include data from
an analytical growth model. The KMC simulations have been performed
from the second layer onwards. The confidence interval in (a) and (b) are
calculated from the experimental uncertainties. KMC data simulated by
N.Kleppmann(TUB).
As an independent confirmation of the KMC results the mean-field analytical model
for thin film growth of Trofimov et al. and Woll et al.(see [108, 110, 111]) has been used,
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the results of which agree with the layer coverages of the KMC simulations, as can be
seen in Figure 4.12e and 4.12f.
Island shapes in experiment and simulation In all cases, compact island shapes have
been observed in the simulations (see the inset in Figure 4.12b) as well as in the ex-
periments. In general, the island shape can be obtained from the shape of the diffuse
x-ray scattering (GISAXS) as the scattered intensity is composed of the structure factor
(average island distance) and the form factor (island shape) of the thin film morphology.
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Figure 4.13: Island shapes in experiment and KMC simulations. Comparison
of profile line graphs of the diffuse x-ray scattering and the fast Fourier
transform (FFT) of the KMC simulated real-space morphology for a 3.5
ML C60-film. Good agreement of the line graphs regarding the shape
and the peak positions demonstrate agreement between island shapes in
experiment and simulation. Inset: Corresponding KMC morphology (scale
bar: 100 nm).
By assuming a certain island shape and (size) distribution of islands one can calculate
the diffusely scattered intensity from this film morphology using dedicated programs like
IsGISAXS [58, 164]. Here no island shapes have to be assumed, but the KMC data
can directly be used to calculate the expected shape of the diffusely scattered intensity.
In Figure 4.13 line graphs of the diffuse x-ray scattering and the Fourier transform of
the real-space morphology for a 3.5 ML thin C60 film (60 °C, low deposition rate) are
compared. The line graph of the FT was convoluted with the resolution function of
the experiment (normalized Gaussian function with a FWHM of 0.01 nm−1). There is
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good agreement between the simulation and measurement, with only slight deviations due
to experimental resolution limits. This finding supports the assumption that there are
similar island shapes in experiment and simulation.
Even beyond the specific experimental parameters chosen in Figures 4.12a-f, KMC
simulations show a good agreement with the experimental findings for all studied rates
(0.1 ML/ min and 1 ML/ min) and the full experimental temperature range of 40 °C - 80
°C. This is seen in Figure 4.14, where we compare the experimental and simulated values
for the maximum island density in the third monolayer.




























Low deposition rate 
High deposition rate 
Figure 4.14: Good agreement between experiment and simulation for all stud-
ied growth conditions. Maximal island density for the third layer for
both a low deposition rate of 0.1 ML/ min and a high deposition rate of 1
ML/ min as a function of temperature.
In accordance with growth theories predicting a scaling of island density with deposition
rate/diffusivity [33, 47] (see equation 4.7), we find that the simulated and experimental
island density decreases for higher substrate temperature and lower deposition rate by
an order of magnitude. Furthermore, KMC simulations correctly predict the change in
island density by almost two orders of magnitude when changing deposition rate and
temperature. Notably, this comprehensive agreement of temperature-, rate- and time-
dependent data has been achieved with a physical model of surface processes that contains
only three parameters for the nanoscopic energy barriers for diffusion, nucleation and step-
edge crossing. The resulting values are
• ED = (540 ± 40) meV for the diffusion energy,
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• EB = (130 ± 20) meV for the lateral binding energy, and
• EES = (110 ± 20) meV for the step-edge/ Ehrlich-Schwoebel barrier.
Discussion on the mutual correlations of energy barriers and their error margins
To adjust the parameters ED, EB and EES appearing in the energy barrier (∆Ei,j =
ED + niEB + si,jEES) (see equation 4.9) we start from initial values suggested in the
literature [35,40]. We then optimize the parameter set to match, as accurately as possible,
the experimental data for the island density and the filling fraction at T = 40 °C/ T = 60
°C and f = 0.1 ML/ min. This experimental data set has the best lateral and temporal
resolution. In performing such an optimization, we have to note that the influences of
the different energy barrier contributions on our observables are strongly correlated. For
example, ED determines the free diffusion time and is therefore of prime importance for the
calculated island density. The latter, however, is also influenced by EB: If the neighbor
energy is sufficiently small, island nuclei can dissociate, which effectively reduces the
island density. Therefore the influence of ED and EB on the island is correlated. Another
example occurs during step-edge crossing: The energy barrier of this process is given
by EES. However, the effective crossing rate is also influenced by the island morphology
(which determines the probability of reaching a step), and thus, by EB. Due to this mutual
influence it is clear that optimization of the energy parameters is rather challenging, one
danger being that the resulting set may not be completely unique. We note, however, that
the final parameter set selected in our study yields a satisfying match of the experimental
data not only for the case T = 40 °C/ T = 60 °C and f = 0.1 ML/ min, but also at the
other temperatures and adsorption rates considered. This "robustness" strongly supports
our predictions. For the estimation of the error bars of the extracted energies their
mutual correlation as well as the experimental confidence interval was taken into account.
Notably, even a small alteration of one of the energy contributions (changes of the order
of 20 meV) results in significant changes of the calculated morphology, i.e., in a deviation
from experimental results. The confidence interval of the experimental island density data
shown in 4.12a,b and in Figure 4.7 is calculated from the experimental uncertainties of
x-ray wavelength, sample-to-detector distance as well as the fit uncertainty of the double
peak distance in the diffuse x-ray scattering experiments. When we take the experimental
confidence interval of the island density and anti-Bragg intensity into account, the error
bar of the diffusion barrier increases to 40 meV. Please note, that the sensitivity of the
binding energy EB and the Ehrlich-Schwoebel barrier EES on the experimental measures
is larger than for the diffusion energy. Therefore, the error bar for these energies already
includes and covers the experimental confidence interval.
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Comparison with reported C60 energy values It is instructive to compare the self-
consistent parameter set obtained in this study to individual energy values reported earlier
(no self-consistent set of all three energy parameters has been reported so far). The height
of the C60 Ehrlich-Schwoebel barrier (110 meV) is comparable to atomic systems, such
as Pt/Pt(111) (80 meV) [48] and is close to the value of 100 meV for C60 from recent
DFT calculations by Goose et al. [40]. Our value for the binding energy, EB = 130
meV, is smaller than that related to the minimum of the pair interaction potential of
two C60 molecules, in particular the Girifalco potential, EC60−C60 = 270 meV, which has
been derived theoretically [140,186] and has recently been measured in AFM experiments
[187]. There are several factors contributing to this difference: First, we are considering
molecules close to a substrate, which has not been taken into account in [140,186] but has
already been shown to weaken the interaction [187]. Second, we are considering dense,
and thus strongly correlated systems [66, 67], not two molecules in vacuum as assumed
in [140, 186]. Third, and maybe most importantly, our value for the binding energy has
been obtained such that experimental data are fitted over a range of temperatures. It is
well known that effective potentials (and thus binding energies) can strongly depend on the
temperature [188]; thus our value has to be considered as a temperature average. Finally,
we stress that our value for EB is very close to an estimate gained from the cohesion
energy per neighbor of C60 in its bulk fcc crystal, EC = 133 meV (This is the total
cohesion energy 1.6 eV [189,190] divided by the 12 bulk lattice neighbors). Regarding our
value for the diffusion barrier (ED = 540 meV), we note that this is significantly larger
than the corresponding value derived from a potential landscape analysis, Epot = 168
meV [191]. This is likely due to the fact that in our KMC simulations we do not consider
all energy minima as lattice sites. Thus, the travelled distances across several minima are
larger, leading effectively to a larger barrier.
Körner et al. [37] and Liu et al. [35] report a free diffusion energy of E2 ≈ 0.178 eV;
however,they also use an attempt frequency of ν0 = 2 · 1011 Hz. Moreover, both studies
have been performed on a hexagonal lattice and consider the interstitial sites. In our
simulations, we neglect these interstitial sites and only take into account fcc lattice sites.
Without that coarse-grained approach it would not be possible to simulate such a large
system for minutes to hours of experimental time. In the performed KMC simulations a
particle overcomes the barrier E2 ≈ 0.178 eV twice in one diffusion step. Notably, there
are three diffusion options from the interstitial site, but only one option leads to our
coarse-grained destination site. Consequently, an additional geometric factor of 1/3 needs
to be included in the diffusion rate. In addition, taking the difference in the attempt
frequency ν0 into account, the following estimate of a coarse-grained free diffusion barrier
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kBT + 2 · 0.178 eV ≈ 0.51 eV. (4.10)
This value lies within the error margins of our value ED. This estimate was obtained
using T = 60 °C.
Additionally, we cannot exclude stacking faults and domains in the epitaxial C60 ad-
layers, which could contribute to a larger effective diffusion barrier in our calculation as
transport across domain boundaries is hindered. Furthermore, the coarse-grained strategy
is used in simulations of metallic growth [48, 192, 193] enabling a comparison with these
studies.
4.3.3 Nanoscopic understanding of molecular growth: summary
• Comparison of vertical and lateral information on the multilayer growth of the
fullerene C60 with kinetic Monte-Carlo (KMC) simulations,
• first quantification of the surface processes such as diffusion, lateral binding and
step-edge crossing during multilayer growth of the fullerene C60,
◦ ED = (540 ± 40) meV for the diffusion energy,
◦ EB = (130 ± 20) meV for the lateral binding energy, and
◦ EES = (110 ± 20) meV for the step-edge/ Ehrlich-Schwoebel barrier.
• Predictive simulations of C60 nanomaterials possible.
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4.4 Particle-resolved dynamics reveal impact of
short-range interactions on diffusion and step-edge
crossing
In addition to the quantities discussed so far, KMC simulations allow us to extract single-
particle trajectories and, thus, to study the dynamics on a particle level, which is not yet
possible with current experimental techniques.
C60 trajectory 
in 4th ML  
1st ML  2nd ML  3rd ML  
A 
B 
Figure 4.15: Particle-resolved dynamics during C60 growth. Trajectory of a sin-
gle molecule in the 4th ML (T = 40 °C and f = 1 ML/ min; scale bar: 5
nm). The influence of the Ehrlich-Schwoebel barrier can be clearly seen as
a caging of the single C60-molecule on the island. The letters A and B de-
note the adsorption of one molecule on the surface (A) and the formation
of a dimer (B). Data simulated by N. Kleppmann.
An example of a single C60 particle trajectory (red) on top of a 3rd monolayer island
(light blue) is shown in Figure 4.15. Clearly, the Ehrlich-Schwoebel barrier leads to a
"caging" of the C60 molecule close to the borders of the island, i.e. the standard random
walk behavior is restricted by the step-edge of the island.
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4.4.1 C60 surface diffusion resembles colloidal systems
Importantly, the particle-resolved dynamics reveal crucial differences in the diffusion be-
havior of C60 and atomic systems. For C60 on C60(111) the diffusion barrier ED is relatively




is R=0.83. This is significantly larger than in typical atomic systems, such as Pt on
Pt(111), where R ≈ 0.29 − 0.34, or Ag on Ag(111) with R ≈ 0.29 − 0.39 [47, 48]. Note,
that we compare a coarse-grained diffusion energy ED with KMC studies of metals where
also coarse-grained approach was chosen. We suggest that this pronounced difference is
related to the relatively short attractive interaction range of C60, as compared to the
attraction range of atoms, if normalized to their respective size (see Section 2.3.1 for
details on the interaction range of C60). The comparatively large ratio R for C60 has a
profound impact on the mobility of the particles. This is shown in Figure 4.16, where the
mean-squared displacement
MSD = |r(t) − r(0)|2 (4.12)
has been plotted for particles arriving between islands after the growth of 1.5 monolayers
for C60 and for a system with an atom-like ratio R = 0.34.
Calculation of MSD for atomic-like systems The isolation of the role of neighbor in-
teractions on the growth of representative atomic systems relative to C60 growth within
the performed KMC simulations has been done in the following way: The KMC simu-
lations for atom-like systems has been performed with the values of the diffusion energy
ED, the Ehrlich-Schwoebel barrier EES for C60 , with the same lattice configuration and
the experimental deposition rate and temperature.
However, the value for the lateral binding energy EB of the atomic system has been
varied in a way that the ratio R = ED
ED+EB fulfills the literature values of R ≈ 0.34
for elemental atomic systems like Pt (R ≈ 0.29 − 0.34) or Ag (R ≈ 0.29 − 0.39) [48].
Analyzing systems that are identical in all parameters except the ratio R allows us to
directly compare the single-particle dynamics despite the smaller time- and length scales
of growth in atomic systems relative to C60. Clearly, this strategy is not suited to make
predictive simulations of the growth of the atomic systems, but it does enable us to
determine the influence of the difference in range of attractive interactions.
The linear increase with time of the C60-MSD in the very beginning corresponds to free
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diffusion, depicted in grey, as the molecules perform a random walk on the underlying
fcc(111)-surface. After a time of about 0.1 ms, encountering an upward island edge as well
as interactions with neighbors hinder the diffusion of the molecules, the MSD saturates.
Similar sub-diffusive behavior also occurs in the atom-like system, but at much shorter
times. This is because atoms can form new bonds more quickly due to the longer range










































Figure 4.16: Larger free diffusion times for C60 compared to atom-like sys-
tems. Mean-Square displacement MSD = |r(t) − r(0)|2 of C60 on
C60(111), for T = 60 °C and f = 0.1 ML/ min as a function of time spent
on the surface. Results are averaged over 500 realizations. The particles
considered arrive in the 2nd ML after the growth of 1.5 monolayers. For
comparison, we show data for a system with atom-like ratio ED
ED+EB = 0.34.
Note that the quasi-free diffusion of C60 extends substantially further than
for atom-like systems, even if scaled by the lattice parameter, signifying
the qualitatively different behavior of C60.
As a result, a C60 molecule is able to explore an area that is nearly two orders of
magnitude larger than in the atom-like system before it is immobilized. This specific
behavior of surface diffusion resembles colloidal systems. The shorter range of attractive
interactions for colloids lead to a better surface diffusion and a weaker lateral binding.
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4.4.2 Real energetic step-edge barrier for C60
The different diffusion behavior of C60 prompts the question on the nature of the Ehrlich-
Schwoebel barrier in comparison to atomic and colloidal growth. Indeed, regarding their
narrow interaction range, C60 “nano-colloids” are more similar to colloids than atoms.
In colloids the range of attractive interactions is so small that the reduced coordination
associated with an edge is not “sensed”. This effectively leads to the vanishing of an
energetic barrier at the edge. Instead, one observes a purely diffusive Ehrlich-Schwoebel
barrier in colloids arising from a lower diffusion probability along the geometrically longer
path across the step-edge [50]. In contrast, for atoms crossing an island edge is associated
with an energetic Ehrlich-Schwoebel barrier, as bonds are missing at a step-edge.
For C60 we can estimate an upper bound for a diffusive barrier based on the waiting time
of a typical hopping process. The subsequent argumentation closely follows that given by
Ganapathy et al. [50] for colloidal systems. We consider a C60 particle moving on a surface
formed by other C60 particles. As a consequence of the short range of interactions the
traveling particle tries to be in constant contact with two other particles. This effectively
reduces local transport to a one-dimensional (1D) motion along a straight path, along
which the potential landscape can be assumed to be constant. We note that the length
of the 1D path between binding sites (disland) on an island is smaller than that of a path
crossing the step-edge (dstep), see Figure 4.17 for an illustration of such paths.
A
B
Figure 4.17: Sketch of diffusion paths. Diffusion paths during (A) step-edge crossing
processes and (B) between neighboring sites.










longer, where < t >= 1/r with r as the Arrhenius-type rate describing the sur-
face processes [194] in equation 4.9. Associated with this increase in diffusion time along
the 1D potential is an increase of the probability to return to the original site [195]. As a
consequence, the step-edge crossing probability effectively decreases. This consideration




2 · kB · T . (4.13)
To quantify this geometry-induced energy contribution, we recall that our KMC simula-
tions are based on a triangular lattice. The value for dstep
disland
is based on the considerations
made in the supplemental material of Ganapathy et al. [50], where they found for a hexag-
onal lattice that the path-length of local motion in a 1D potential along the path crossing
a step-edge (see A in Figure 4.17) is 2.8 times as long as the path-length involving diffu-
sion between neighboring sites (see B in Figure 4.17). Since our simulation is restricted
to a triangular lattice, an in-plane diffusion process involves two nearest-neighbor steps.




2a = 1.4. Combining this result with equation
4.13 we obtain a diffusive pseudo-barrier of
EES,geo = ln(F ) · kB · T < 50 meV. (4.14)
This is markedly smaller than the value of 110 meV obtained from the KMC simula-
tions. We thus conclude that the Ehrlich-Schwoebel barrier in C60 surface growth is, at
least partially, of energetic character, consistent with the intermediate range of the C60-
interactions (which lies between the range of colloidal and atomic interactions). This is
schematically shown in the energy landscapes for atoms, colloids and C60 in Figure 4.18.
4.4.3 Summary: particle-resolved dynamics for the fullerene C60
• Longer surface diffusion times before immobilization at existing islands compared
to atomic systems due to colloid-like, short-ranged character of C60-interactions,
• real energetic step-edge barrier for C60 similar to atoms but in contrast to colloidal
systems with their purely diffusive barrier.
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Figure 4.18: Schematic illustration of energy landscape for atoms, colloids and
the fullerene C60 near an island step-edge. The interaction range of
the different materials clearly affects the character of step-edge barrier as
one can distinguish between real and a diffusion-mediated pseudo-barrier
[50].
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4.5 Post-growth reorganization of C60 films on mica
In the last sections the growth of the fullerene C60 has been followed in real-time and in
situ with x-ray scattering methods in reciprocal space. Real-space information has been
obtained by using KMC simulations. The route of using scanning probe microscopy to
image the growth is not suited for C60 on mica as post-growth dewetting appears, which
is discussed in this section.
4.5.1 Upward mass transport in the post-growth regime
In section 4.2.1.1 the fitting of the anti-Bragg growth oscillations with the analytical
growth model [109, 110] has been discussed. In Figure 4.19 the fitting of the anti-Bragg
intensity as a function growth time for a substrate temperature of 60 °C and a deposition
rate of 1 Å/min, is shown.




































































3rd ML 100% 
6th ML 3% 
b 
Figure 4.19: Smooth layer-by-layer growth of C60 on mica. (a) In situ x-ray
scattering shows smooth layer-by-layer growth of C60 on mica, (b) rms
thin film roughness and (c) illustration of layer coverage.
Information not only about the layer coverages but also about the root-mean-square(rms)




(θn(t) − θn+1(t)) · (d · n − d̄(t))2. (4.15)
In Figure 4.19b the film roughness in nm as a function of time is shown. The first
three monolayers grow in a nearly perfect layer-by-layer fashion, indicated by the distinct
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oscillating behavior in the film roughness. The film gets rougher until the monolayer is
half-filled and then the roughness decreases when coalescence fills any remaining holes in
the ML. Once layer-by-layer growth breaks down and more than one ML grow simulta-
neously the film roughness increases. Such a roughness increase is observed after three
monolayers as indicated by the damped growth oscillations. However, the absolute film
roughness of approx. 4.5 Å (approx. 1/2 ML) for the 8th ML shows that the molecular
thin film nevertheless is extraordinarily smooth. The extracted layer coverages give quan-
titative information on the nucleation of different layers. The layer coverage for a later
growth stage is illustrated in Figure 4.19c. At a nominal thickness of 4.5 ML (28 min)










































Figure 4.20: Post-growth upward mass transport. (a) Ex situ AFM image, which
was taken 12 h after the growth, shows a rough film (rms roughness of
the AFM topography: 2.4 nm) being contrary to the results of the in situ
x-ray scattering. (b) compares histograms of the layer coverages from the
in situ and ex situ experiments showing that upward mass transport have
to be occurred.
Beside the real-time x-ray scattering we apply real-space methods to get information
on the thin film morphology ex situ. In Figure 4.20a a room temperature AFM image
of a 4.5 ML C60 film on mica made 12 h after the deposition at 60 °C with 1 Å/min is
shown. Surprisingly, instead of a smooth molecular film with only 5th and the 6th layer
exposed as expected from the anti-Bragg growth oscillations a rough film full of islands and
grooves in between is observed. The rms-roughness of the AFM topography is 2.4 nm and,
hence, is six times larger than the rms-roughness identified with the anti-Bragg growth
oscillations. Figure 4.20b depicts histograms of the layer coverages of the ex situ AFM
image compared with the layer coverage derived from the in situ x-ray experiments. The
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histogram of the AFM image shows the formation of island with up to 10 ML thickness
and a clear discrepancy between the in situ real-time growth experiment and the ex situ
AFM image. Therefore upward mass transport of molecules onto islands has to occur after
the deposition. In particular, the break-up of a smooth molecular film into crystallites or
islands accompanied by an increase in roughness is observed.
4.5.2 Monitoring the post-growth dewetting in real-time:
temperature-dependent upward mass transport
To answer questions regarding time-scales of post-growth reorganization/ dewetting and
mechanisms driving the temperature-dependent post-growth dewetting behavior of C60
on mica has been investigated by monitoring the anti-Bragg intensity during and after
the growth of the first monolayer. Figure 4.21 shows the anti-Bragg intensity (grey dots)
for the temperatures of 40 °C, 60 °C and 80 °C during growth of the first monolayer and
the post-growth dewetting. The anti-Bragg intensity drops down as the first molecules
are deposited on the substrate. After the deposition of the first monolayer the growth was
stopped. For all temperatures an increase of the anti-Bragg intensity after the deposition
of one monolayer is observed. Due to post-growth dewetting a mass transport of molecules
from the first monolayer into the second layer occurs, leading to an increase of the second
layer coverage and, subsequently, of the scattered anti-Bragg intensity.















































T=40°C T=60°C T=80°C 
Figure 4.21: Temperature-dependent upward mass transport. The anti-Bragg
intensity (grey dots) for the temperatures of 40 °C, 60 °C and 80 °C during
growth of the first monolayer and the post-growth dewetting is shown. In
red and blue the fits of the growth and the post-growth dewetting can be
seen.
The growth is fitted by the analytical growth model. As we are only concerned with the
first two monolayers, just the layer coverages θ1 and θ2 are considered and we assume a
constant amount of molecules during and after the growth (θ0 = θ1(t) + θ2(t)) neglecting
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desorption processes [196]. The temporal evolution of the dewetting process is assumed
to be described by an exponential expression with a rate ν as it was already predicted
by detailed theoretical considerations [197]. As the dewetting process is the driving force
the second layer coverage can be written as
θ2(t) = θ2(∞) − (θ2(∞) − θ2(0)) · exp(−νt) (4.16)
with θ2(∞) being the saturation coverage of the second layer after the dewetting and
θ2(t = 0) being the value for the initial coverage before dewetting. Importantly, the
scattered anti-Bragg intensity of the post-growth dewetting phase can be fitted using
Idewettingab (t) = |Asub exp(iφsub) − Fmol · [θ1(t) − θ2(t)]|
2 (4.17)
The substrate amplitude Asub , the substrate phase φsub, the molecular form factor
Fmol as well as the overall amount of molecules θ0 and the initial coverage of the second
monolayer before dewetting θ2(0) can be easily taken from the fitting of the first-layer
growth. Thus, the rate ν and the saturation second layer coverage θ2(∞) remain as
fitting parameters for dewetting. In Figure 4.21 the fitting of the growth (red) and the
dewetting (blue) is shown for three temperatures. We can directly calculate the upward
mass transport rate, which is maximal at t = 0. The different upward transport rates
are summarized for the three applied temperatures in Table 4.1 and ranging from 0.007
ML/min for 40 °C to 0.033 ML/ min for 80 °C. An increase of 40 K leads to an almost
five times larger upward mass transport from the first into the second layer.
Temperature T Upward transport [ML/ min] Time-rate ν [1/min]
40 °C 0.007 0.03
60 °C 0.014 0.08
80 °C 0.033 0.13
Table 4.1: Parameters for C 60 dewetting
This result is also confirmed by the temperature-dependent rate ν, which mirrors the
dewetting kinetics and shows that dewetting occurs on a time-scale of 8 min (80 °C) to
33 min (40 °C) in this temperature-range and for the applied deposition rate.
Therefore, a thermally-activated mass transport from the first into the second monolayer






4.5. Post-growth reorganization of C60 films on mica
From fitting the rate ν as a function of the inverse temperature, we estimate an effective
activation barrier Edewettact,eff for C60-dewetting to (0.33 ± 0.14) eV.
















𝑑𝑒𝑤𝑒𝑡𝑡 = (0.33 ± 0.14) eV 
Figure 4.22: Effective activation barrier for C60 dewetting. From fitting the rate
ν as a function of the inverse temperature, an effective activation barrier
Edewettact,eff for C60-dewetting has been quantified to (0.33 ± 0.14) eV.
4.5.3 Nanoscopic processes activating post-growth dewetting
Generally, two competing nanoscopic (and thermally-activated) processes with opposing
trend occur during post-growth dewetting, the downward transport of molecules from a
C60 island to the mica and the upward transport of molecules from mica to the top of a C60
island. These processes are characterized by a downward energy barrier EC60,C60downward and by
an upward energy barrier EC60,micaupward , which molecules have to overcome for descending or
ascending the step-edge as illustrated in the energy landscape in Figure 4.23. Therefore,










The transition state theory does not allow a descended molecule to ascend back. The
downward energy barrier EdownwardC60,C60 = 0.29 eV arises from the diffusion barrier of 0.18
eV [35] and the Ehrlich-Schwoebel barrier of 0.11 eV [112] for C60 on C60. Importantly,
this enables us to deduce the upward transport barrier for C60 molecules to ascend from
mica on top of a C60 island to 0.28 eV. Regarding a single molecule C60 this energy results
in a very low energy per C atom of 5 meV, which is only 1/6 of kBT for the applied
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temperatures, demonstrates the high temperature sensitivity of the involved molecular
processes. Note, C60 molecules ascending a step-edge have to spend (most likely) no
energy in breaking lateral bonds. Due to their short-interaction range [65] the single C60
molecule tends to be in constant contact with their nearest neighbors at all times, even
during upward transport. Consequently, the observed upward transport barrier could be
a measure for the sum of the diffusion energy of C60 on mica and the additional step-edge















Figure 4.23: Energy landscape for descending and ascending a step-edge. Two
competing nanoscopic (and thermally-activated) processes with opposing
trend occur during post-growth dewetting, the downward transport of
molecules from a C60 island on the mica and the upward transport of
molecules from mica on top of a C60 island.
Importantly, for discussing the reason for post-growth dewetting to appear the non-
equilibrium character of growth, which is due to the continuous molecular exposure im-
pinging the surface (even at our low deposition rate), has to be considered. Therefore,
it is possible that the favored film structure changes from layered film during growth
to islands in the equilibrium, which could have different reasons. First, this could be at-
tributed to the appearance of lattice strain. Molecules tend to form islands in the thermal
equilibrium as island structures are often energetically more favorable than closed layers.
This could also be a reason for post-growth dewetting of C60 on mica, as a lateral lattice
mismatch of 3.8 % has been observed between C60 and mica lattice planes (see section
4.1.2 or reference [200]). Second, a change in surface energy after the growth due to the
absence of molecular exposure could initiate a transition from layer to island growth. This
spontaneous dewetting after growth was proposed by S. Burke et al. [70, 71] for C60 on
alkali halides surfaces. Our results, in which smooth multi-layer films of C60 are built up
in a layer-by-layer fashion during growth and, once the growth is stopped, the thin film
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morphology changes completely, could eventually be an evidence for such an anomalous
growth behavior.
4.5.4 Summary: Temperature-dependent post-growth dewetting for
C60 on mica
• Thermally activated post-growth dewetting behavior for the first monolayer,
• an increase of 40 K of the substrate temperature leads to a five-times faster upward
mass transport,
• from temperature-dependent measurements an effective activation barrier for up-
ward interlayer transport of (0.33 ± 0.14) eV has been derived.
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4.6 Summary: Unravelling the multilayer growth of the
fullerene C60
• First determination of energy barriers for molecular surface processes
during growth (see Figure 4.24)
Diffusion barrier ED=0.54 eV
Binding energy EB=0.13 eV
Ehrlich-Schwoebel barrier EES=0.11 eV
Incoming C60
deposition rate
Figure 4.24: Surface processes during the growth of the fullerene C60. The lat-
eral binding characterized by the lateral binding energy EB, the interlayer
diffusion across a step-edge (Ehrlich-Schwoebel barrier EES and the diffu-
sion barrier (ED) are the major processes on the surface during growth.
• Various dynamical aspects accompany the growth
◦ The colloid-like, short-ranged character of C60-interactions leads to relatively
long surface diffusion times before immobilization occurs at existing islands,
◦ nevertheless, the step-edge crossing barrier of C60 differs from colloids in that
it is not a pseudo-step-edge barrier arising from lower diffusion probability at
a step-edge, but a true energetic barrier as observed for atoms,
◦ the findings will help to gain insight into island nucleation and surface growth
processes for van-der-Waals bound molecules between the scales of atomic and
colloidal systems.
• This quantitative, scale-bridging understanding enables predictive sim-
ulations and a rational choice of growth conditions ultimately leads to
optimized design of functional materials
• Temperature-dependent post-growth dewetting of the fullerene C60 on
mica
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◦ An increase of 40 K of the substrate temperature lead to a five-times faster
upward mass transport,
◦ from temperature-dependent measurements an effective activation barrier for
upward interlayer transport of (0.33 ± 0.14) eV has been derived.
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5 Negative thermal expansion and
temperature-controlled cooperative
rotational motions of PTCDI-C8
Mechanoresponsive supra-molecular assemblies have attracted increasing attention be-
cause of their potential in data storage [73], bio-nanotechnology [74] and molecular scale
mechanics [75–80]. These materials show the ability to respond to the external stimuli
like heat or irradiation of light by mechanoresponsive processes on the molecular and/or
supra-molecular level. To translate molecular motions to macroscopic levels many molecu-
lar building blocks within a highly crystalline material must be able to alter cooperatively.
These cooperative mechanical motions on the nanoscale can be found in materials with
large positive and, especially, negative thermal expansion (NTE) [82–84].
NTE materials, for which the interatomic/ intermolecular distances contract upon heat-
ing, can be found for liquids like water in the temperature range of 0 − 4 °C, for inorganic
materials like metal oxides [85–87] and metal-organic frameworks (MOFs) [88, 89]. For
metal oxides and MOFs (correlated) translational-rotational motions [87,88] of compound-
subgroups as a function of temperature, which are caused by transverse vibrations [82],
lead to a NTE within the crystalline material. Only a few purely organic NTE materials
such as polymers [75] and organic single crystals [90–93] are reported. In pentacene crys-
tals negative thermal expansion is accompanied with a change in herringbone angle [93].
For dumbbell-shaped organic molecules it has been found that the molecular tilt (an-
gle between long molecular axis and a crystal plane) decreases with temperature. This
temperature-dependent behavior causes the a-axis to expand and the b- and c-axis to
shorten with increasing temperature [91].
As organic crystalline materials are held together by weaker van-der-Waals, electro-
static and/or hydrogen-bonding forces [94, 95], which easily expand upon heating, the
mechanisms giving rise to the NTE in organic materials are challenging. For molecules
with asymmetric dimensions the additional vibrational and rotational degrees of free-
dom, but also the entropy of the entire system have to be considered for describing the
thermally-activated cooperative molecular processes on the nanoscale.
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In this chapter Grazing Incidence X-ray Diffraction (GIXD) is used to quantify the
temperature-dependent surface crystal structure and the molecular packing of the asym-
metric organic semiconductor PTCDI-C8 [81] in a temperature range from −60 °C to 140
°C. The unit cell parameters as a function of temperature are deduced from the positions
of the Bragg reflections. An advanced analysis of the the Bragg reflection intensities give
rise to the molecular packing within the crystalline structure. From our analysis, a strong
reversible impact of temperature on the unit cell parameters has been found. That re-
sults in extraordinary large thermal expansion coefficients of up to 140 parts per million
(ppm)/K. Surprisingly, a negative thermal expansion for organic thin film structures has
been observed. The a-axis of the unit cell contracts upon annealing with a negative ther-
mal expansion coefficient of −135 ppm/K. The negative thermal expansion for PTCDI-C8
on SiO2 can be understood by the continuous change of the rotational degrees of freedom
of PTCDI-C8 as a function of temperature. The molecules stand more up-right for larger
temperatures resulting in a lowered a-axis and a increased c-axis length of the unit cell.
From the perspective of thermodynamics, the interplay between increasing influence of
molecular interactions for low temperatures leading to an ordered minimum energy crys-
tal, on the one hand, and the rising impact of entropy with increasing temperature, on
the other hand, may give rise to the reversibility of the structural properties.
The chapter is organized as follows: In the first section the temperature-dependent
unit cell will be discussed. The second section deals with the 3D molecular orientations
of PTCDI-C8 deduced from molecular structure factor calculations. Finally, the observed
results are discussed according to the intermolecular interactions and the impact of ther-
modynamics.
5.1 Temperature-dependent crystal structure of
PTCDI-C8 thin films
To determine the crystal structure of PTCDI-C8 film on SiO2 Grazing Incidence X-ray
Diffraction (GIXD) was performed at the MiNaXS beamline/ PETRA III (DESY) [169].
To reveal the impact of temperature on the molecular arrangement the thin film temper-
ature has been varied between −60 °C to 140 °C during the experiments. In a first run
the temperature has been decreased from 140 °C to −60 °C and in a second run increased
again up to 140 °C afterwards with a step size of 20 °C. In Figure 5.1 the corresponding
GIXD measurements for the starting temperature of 140 °C (1st) (Figure 5.1a), −60 °C
(Figure 5.1b) and the final temperature of 140 °C (2nd) (Figure 5.1c) as a function of
the of the vertical and lateral momentum transfer q⊥ and q|| are shown for a 15 nm thin
PTCDI-C8 film on SiO2.
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Figure 5.1: Temperature-dependent Grazing Incidence X-ray Diffraction
(GIXD) measurements. GIXD for a) 140 °C, b) for -60 °C and c) for
140 °C again. A clear dependence of the positions of Bragg reflections on
the temperature can be seen. Interestingly, the change of Bragg reflection
positions is reversible.
The reciprocal space images have been obtained from the raw data detector images
using the transformation mechanism described in Section 3.1.4.2. The ring-like intensity
in the diffraction image stems from the diffraction on the beryllium window, which is part
of the portable UHV sample environment used in the experiments.
in-plane out-of-plane 
Figure 5.2: Illustration of 2D powder growth of PTCDI-C8 on SiO2. A ran-
dom distribution of in-plane orientations, but a layered out-of-plane film
structure has been observed.
For all employed temperatures six Bragg rods with up to 35 Bragg reflections have
been observed indicating a highly crystalline organic thin film. Note, that not only a
highly crystalline but also a smooth organic thin film indicated by distinct x-ray growth
oscillations has been observed (see appendix A.1 for details).
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The PTCDI-C8 film on SiO2 exhibits a random distribution of lateral orientations ("2D
powder") as it is depicted in Figure 5.2. Nevertheless, a layered and textured vertical film
structure has been observed indicated by Bragg reflections up to the 5th order.
5.1.1 Reversible change of Bragg reflection position with
temperature
In Figure 5.1 a reversible change of peak positions of Bragg reflections with temperature































Figure 5.3: Reversible change of Bragg reflection position with temperature.
2D color plot of the Bragg reflections (1̄01), (100), (1̄02), (101), (1̄03) and
(102) as a function of the out-of-plane momentum transfer q⊥ and all em-
ployed temperatures.
The in-plane as well as the out-of-plane momentum transfer q|| and q⊥ of several Bragg
reflections change with temperature (see the arrows in Figure 5.1a). Interestingly, the
change in Bragg reflection position is reversible as can be seen comparing Figure 5.1a
and Figure 5.1c. For a more quantitative analysis the first Bragg rod at q|| = 0.26 Å−1
has been integrated from q|| = 0.2 Å−1 to q|| = 0.3 Å−1 and is plotted as 2D color
plot. In Figure 5.3 the intensity of the six Bragg reflections (1̄01), (100), (1̄02), (101),
(1̄03) and (102) as a function of the out-of-plane momentum transfer q⊥ can be seen
for all applied temperatures. Figure 5.3 shows that the positions of all displayed Bragg
reflections strongly depend on temperature. The position of Bragg reflection can reversibly
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and continuously be tuned with temperature. For example, the position of the (101)-
reflection, e.g., changes from q⊥ = 0.53 Å−1 at 140 °C to q⊥ = 0.62 Å−1 at −60 °C
and returns to 0.53 Å−1 when increasing the temperature to 140 °C again. Interestingly,
the Bragg reflection intensity also changes reversibly as can be clearly seen for the (102)
reflection.
5.1.2 Anomalous thermal expansion: Reversible and continuous
control of unit cell parameters
The change of the Bragg reflection positions as a function of temperature is caused by a
change of crystal structure, in particular a change of the thin film unit cell (see equation
3.8). The unit cell parameters are deduced from the observed GIXD measurements using
a formalism implemented by L. Pithan at the Humboldt-Universität zu Berlin [163].
Generally, the PTCDI-C8 crystallizes in a triclinic crystal structure with one molecule
per unit cell. In Table 5.1 the obtained unit cell parameters a, b, c, α, β and γ are displayed
for the temperatures 140 °C (1st), −60 °C and 140 °C (2nd). From the dimensions of the
unit cell of PTCDI-C8 on SiO2 with a large c-axis of 20.9 Å we deduce, that the PTCDI-
C8 molecule stands almost upright on the surface. In Figure 5.4 the Bragg reflection
assignments based on the PTCDI-C8 unit cell are shown. The unit cell is similar to the
unit cell deduced by Krauss et al. [81] for PTCDI-C8 thin films on sapphire.
UC parameter 140 °C (1st) −60 °C 140 °C (2nd)
a (8.9 ± 0.1) Å (9.1 ± 0.1) Å (8.9 ± 0.1) Å
b (4.80 ± 0.03) Å (4.70 ± 0.04) Å (4.81 ± 0.04) Å
c (20.9 ± 0.2) Å (20.3 ± 0.5) Å (20.9 ± 0.5) Å
α (85.0 ± 0.4) ° (88.2 ± 0.4) ° (85.3 ± 0.4) °
β (101.6 ± 0.3) ° (107.5 ± 0.4) ° (102.0 ± 0.4) °
γ (67.1 ± 0.6) ° (66.4 ± 0.8) ° (67.2 ± 0.8) °
Table 5.1: Temperature-dependent unit cell parameters
However, the PTCDI-C8 thin film unit cell differs from the bulk crystal unit cell (a = 8.5
Å, b = 4.68 Å, c = 19.72 Å, α = 91.57 °, β = 94.01 °and γ = 82.79 °) [16]. The largest
differences between bulk and thin film unit cell occur for the c-axis and the γ-angle.
The differences could be attributed to the different energetics within thin film growth
compared to single crystal growth as additional surface energies appear.
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Figure 5.4: Bragg reflection assignments based on the presented PTCDI-C8
unit cell. Please note, that only the most important assignments are dis-
played.
In Figure 5.5 the detailed evolution of all unit cell parameters as a function of decreas-
ing (black) and increasing (red) temperature is shown. From the temperature-dependent
unit cell parameters in Table 5.1 and Figure 5.5 a continuous and reversible change of
the PTCDI-C8 thin film structure with temperature is observed. To quantify the expan-
sion with temperature the corresponding linear thermal expansion coefficient α has been
estimated for the unit cell parameters a, b and c by




The a-axis exhibits a large anomalous (negative) thermal expansion of −(46 ± 21)
parts per million (ppm)/K for temperatures ranging from −60 °C to 20 °C and an even
larger coefficient of −(135 ± 21) ppm/K from 20 °C to 140 °C. In contrast, the b- and c-
axis shows an extraordinary large positive thermal expansion characterized by coefficients
of 139 ppm/K and 136 ppm/K.
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~ - 135 ppm/ K 
~ 136 ppm/ K 
~ 139 ppm/ K 
Figure 5.5: Reversible and continuous change of unit cell parameters with
temperature. Unit cell parameters a, b, c, α, β and γ as a function of
decreasing (black) and increasing (red) temperature are shown.
Moreover, the unit cell volume
VUC = a · b · c

1 + 2cos(α)cos(β)cos(γ) − cos2(α) − cos2(β) − cos2(γ) (5.2)
is shown in Figure 5.6. The unit cell volume increases with increasing temperature with
a volume thermal expansion coefficient of 309 ppm/K.
Generally, an increase of temperature cause an increase of the anharmonic vibrations
of the involved atoms about their equilibrium positions. For molecules this lead to small
temperature-dependent changes in the size of the molecular footprint. Consequently,
while changing the temperature the molecular packing is not affected significantly, which
usually leads to a small positive thermal expansion coefficient of < 20 · 10−6 1/K [201].
In contrast, there are a few materials, for which the interatomic/intermolecular distances
contract upon heating.
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Figure 5.6: Increasing unit cell volume for PTCDI-C8 with increasing temper-
ature. The unit cell volume for PTCDI-C8 increase with a volume thermal
expansion coefficient of 309 ppm/ K.
This negative thermal expansion (NTE) was observed in metal oxides [82,85–87], metal-
organic frameworks (MOFs) [88, 89], polymers [75] and organic crystals [91–93]. In all
cases the NTE is accompanied by structural changes, in particular the change of molec-
ular orientations within the molecular solid. More detailed information on NTE can
be found in recent reviews [82–84] of this research topic. In table 5.2 the observed
thermal expansion coefficient of PTCDI-C8 is compared to other materials. PTCDI-
C8 exhibits an extraordinary large thermal expansion coefficients. For metal oxides and
MOFs compound-subgroups exhibit (correlated) translational-rotational motions within
the structure [87,88] resulting in NTE coefficients of up to −130 ppm/K [75]. For porous
polyarylamide (PAAM) polymer films containing s-dibenzocyclooctadiene (DBCOD) a
giant NTE of −1200 ppm/K was observed attributed to a submolecular conformational
change for DBCOD, which alters from a 3D- to a (almost) planar conformation with tem-
perature. Now the question arises, what is the origin of the anomalous thermal expansion
for PTCDI-C8. In this regard, a closer inspection of the 3D molecular orientations can
help. The β-angle changes reversibly from 108°(−60 °C) to 102°(140 °C). The change
of angle can be associated with a change of the molecular orientations of the PTCDI-C8
molecule within the molecular ensemble. For the investigation of the impact of tem-
perature on the molecular orientations of PTCDI-C8 a method introduced by Krauss et
al. [81, 202] is used, which will be discussed in the following sections.
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Material ∆T in K max. α
a max. αb max. αc
in ppm/K in ppm/K in ppm/K
Ag3Co(CN)6 [201] 10-400 150 150 −130
ZrW2O8 [85] 0.4-430 −9.1
DBCOD polymer [75] 290-315 −1200
(S,S)-octa-3.5-diyn-2,7-diol [91] 225-330 515 −85 −204
Pentacene [93] 295-425 −35
PTCDI-C8 (this work) 213-413 −135 139 136
Table 5.2: Linear thermal expansion coefficient for different materials. PTCDI-
C8 exhibits an extraordinary large thermal expansion coefficients.
5.1.3 Summary: Temperature-dependent crystal structure of
PTCDI-C8 thin films
• Quantification of the crystal structure unit cell of PTCDI-C8 thin films as a function
of temperature,
• large impact of temperature on unit cell parameters: extraordinary large thermal
expansion coefficient for organic thin films,
• uniaxial negative thermal expansion for PTCDI-C8.
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5.2 Temperature-dependent molecular orientations of
PTCDI-C8 on SiO2
5.2.1 Calculation of molecular orientations
The anisotropic dimensions of the molecule result in a strongly modulated molecular
structure factor and therefore in strongly modulated Bragg reflection intensities. For
example, that behavior can be seen in the first Bragg rod of PTCDI-C8 (see Figure
5.1). In the following we present a method to compare the experimentally observed
Bragg reflection intensities with intensities obtained from a dedicated theoretical least-
square model for the molecular structure factor. This enables us to quantify the molecular
orientations regarding the surface plane. To extract the experimentally observed intensity
Iexp((h, k, l)) the individual Bragg reflection has been integrated in the in-plane direction
(q||) with ±0.05 Å−1 around peak position.
The resulting (h, k, l)-reflections have been fitted as a function of q⊥ individually using











q⊥,(h,k,l) Peak position of the Bragg reflection
ωq⊥ Full width at half maximum (FWHM) of the reflection
Furthermore, the experimentally observed intensity Irawexp has been corrected using stan-
dard correction factors for the polarization and for the transformation from angular to
q-space for Grazing Incidence X-ray Diffraction [203] before comparing with theoretical
intensity. The comparison of theoretical and (corrected) experimentally observed intensi-
ties has been performed for all experimentally acquired temperatures. Accounting for the
impact of temperature T on the molecular vibrations and therefore on the Bragg reflection
intensities the Debye-Waller factor DWF has been used for corrections [23]
DWF = exp

− kB · T · q
2
MP T CDI−C8 · ω2

(5.4)
with kB the Boltzmann constant, q the momentum transfer, MP T CDI−C8 the molecular
mass of PTCDI-C8 of 1.01924 · 10−24 kg and ω the average oscillations frequency of the
molecule. In the considered temperature range from −60 °C to 140 °C the oscillation
frequency ω is approximately 1013 Hz according to the equation ω = 2kBT/h used in the
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KMC simulations in section 4.3.
To quantify the molecular orientations the corresponding intensity of the molecular
structure factor Imol ∝ |Fmol|2 of one PTCDI-C8 molecule has to be calculated. As
we have seen in Section 3.1.1 the structure factor of a molecule can be calculated (in
kinematic approximation) by summing up all individual atomic form factors fAtom of the
single atoms within a molecule (see equation 3.5). The resulting molecular structure
factor for PTCDI-C8 FP T CDI−C8 looks as follows:






















fj Form factor of the atom j
rmj Position of the atom m within the molecule
q(h, k, l) Momentum transfer q(h, k, l) = h · a∗ + k · b∗ + l · c∗
The atomic form factors fj have been calculated using equations 3.3 and 3.4. The exact
values for f0, f ′ and f ′′ are tabled in appendix A.2. The individual position of the PTCDI
molecule backbone and the C8 akyl chains are varied until the observed experimental in-
tensities are properly described in order to find the optimal molecular arrangement. Six
angles have been introduced, three angles for the PTCDI backbone (θP T CDIx , θP T CDIy and
θP T CDIz ) describing the relative orientation within the crystal structure and three angles
for the relative position of the alkyl chains (θC8x , θC8y and θC8z ) regarding the PTCDI back-
bone (see Figure 5.7 for an illustration of the angles). The same procedure has been used
by Krauss et al. to quantify the molecular orientation of PTCDI-C8 on sapphire [81,202].
A Genetic Algorithm is used to find the best six angles, for which the theoretical intensity
of the molecular structure factor I theoP T CDI−C8 ∝ |FP T CDI−C8|
2 fits the experimentally ob-





(I theoP T CDI−C8({h, k, l}i) − Iexp({h, k, l}i))
2 (5.6)
with N(T ) being the number of observed Bragg reflection for a certain temperature T
and {h, k, l} being the Bragg reflection assignment.
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Figure 5.7: Description of PTCDI backbone and alkyl chain C8 for calculation
of molecular structure factor. Three angles for the PTCDI backbone
(θP T CDIx , θP T CDIy and θP T CDIz ) describing the relative orientation within the
crystal structure and three angles for the relative position of the alkyl chains
(θC8x , θC8y and θC8z ) regarding the PTCDI backbone have been defined. The
a-b plane spanned by the a- and b-axis of the unit cell is located in the x-y
plane.
5.2.2 Molecular orientations for T = 140 °C
For the initial temperature of 140 °C the angles are θC8x = −55.8 °, θC8y = 19.8°, θC8z =
−4.6°, θP T CDIx = −13.7°, θP T CDIy = 155.5° and θP T CDIz = −71.3° describing the experi-
mental intensities best. In PTCDI-C8 single crystals similar values for the C8 were found
(θC8x = −45°, θC8y = 11°, θC8z = 0°) [16]. The excellent agreement between calculated and
experimentally observed intensities are shown in Figure 5.8. The Bragg reflection (103)
has been used for normalization in the illustration. Especially, the intensities for the
strongest reflections (101), (013), (11̄0) and (11̄1) nicely agree with the calculated ones.
Slight derivations for the reflections closely located to the critical scattering vector for
PTCDI-C8 qP T CDI−C8C = 0.032 Å−1, such as (1̄01), 1̄1̄0, (011) and (1̄12) can be explained
by the fact that they have to be calculated rather in dynamical than kinematic theory.
Furthermore, the strong modulations in the experimental intensity(see Figure 5.8b) due
to the anisotropic molecule-dimensions are nicely reproduced in the calculations as can
be seen in Figure 5.9. The 2D color plot shows the calculated intensity I theoP T CDI−C8 for the
(h0l) reflection as a function of the Miller indices h and l.
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Figure 5.8: Excellent agreement between experiment and calculation for the
Bragg reflection intensities. (a) GIXD measurement for T = 140 °C and
(b) comparison of experimentally observed and calculated Bragg reflection
intensities.
For clarification the calculated intensity for the first Bragg rod (10l) is shown in a
line graph. The quantification of the aforementioned angles enables the determination of
the molecular arrangement of the single molecules within the unit cell. In Figure 5.10
this arrangement is depicted. In Figure 5.10a and Figure 5.10b the a-c (shown from the
direction of b vector) and the b-c plane (shown from the a vector) are given. PTCDI-C8 on
SiO2 features a slipped π-π stacking in the [010]-direction. The slipped π-π stacking was
also observed for the PTCDI-C8 single crystals [16] and other perylene derivatives [28].
The smallest intermolecular distance of molecule planes is 3.45 Å and agrees with typical
stacking distances for perylene crystal structures [204]. In Figure 5.10c the resulting unit
cell in three dimensions can be seen. Importantly, the directional stacking lead to the
predominant overlap of π-orbitals in the b-direction. Furthermore, the molecular tilt ϕ,
which is the angle between the molecular backbone (PTCDI) and the a-b plane (see Figure
5.10d), can be quantified. For T = 140 °C a molecular tilt of 77.5° has been found. For
the PTCDI-C8 single crystals a molecular tilt of 69° was determined.
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Figure 5.9: Oscillating behavior for the Bragg rod (10l). (a) The calculated in-
tensity I theomol ∝ |Fmol|2 for the (h0l) reflection as a function of the Miller
indices h and l and (b) line graph for the Bragg rod (10l). In agreement
to the experimental data an oscillating behavior for the calculated intensity
has been observed.
The more dominate role of the surface energy within thin film compared to single crystal
can lead to different favored equilibrium structure in thin films compared to crystals and
could be accounted for the difference in molecular tilt of 8°. For PTCDI-C8 on sapphire
a molecular tilt of 67° and slight different 3D molecular arrangement were observed [81].
This differences could be traced back to the stronger effective interaction of the sub-
strate with molecules as it was also observed for DIP on SiO2 and sapphire [56]. Such
surface induced phases (SIP) of organic materials are of interest in current research and
were observed for different organic materials such as caffeine on mica and silica [205] or
paracetamol [206].
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Figure 5.10: Molecular arrangement for PTCDI-C8 on SiO2. (a) a-c plane, (b) b-
c plane and (c) 3D molecular arrangement within the unit cell for T = 140
°C. A intermolecular distance of 3.45 Å has been found. (d) From the
arrangement of the molecule within the unit cell the molecular tilt ϕ has
been quantified to 77.5°.
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Figure 5.11: Optimized angles θC8x , θC8y , θC8z , θP T CDIx , θP T CDIy and θP T CDIz describ-
ing the molecular arrangement for all employed temperatures. A
significant change as a function of temperature has been observed for the
angles θP T CDIx and θP T CDIy .
The analysis presented in detail for the initial temperature of 140 °C has been repeated
for all temperatures studied in the experiment. In Figure 5.11 the angles θC8x , θC8y , θC8z ,
θP T CDIx , θP T CDIy and θP T CDIz are shown as a function of temperature. Importantly, the
temperature controls the angles. There is also a slight temperature influence on the angles
characterizing the relative position of the alkly chains with respect to the molecular core.
However, the most interesting feature is the large impact of temperature on the angles
θP T CDIx and θP T CDIy , which define the relative position of the molecular core regarding the
a-b plane. Both angles increase by three and four degrees, respectively, in the temper-
ature range from −60 °C to 140 °C. The corresponding comparison between calculated
and experimentally observed Bragg intensities for these angles is shown in the appendix
A.3 for 140 °C (1st), 40 °C (1st), −60 °C, 40 °C (2nd) and 40 °C (1st) . An excellent
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agreement for all employed temperatures has been observed. Figure 5.12 illustrates the
different arrangements of the molecule for the temperatures of 140 °C (dark molecule)
and of −60 °C (light molecule). The change of the angle pivoting on the small molecular
axis (θP T CDIx ) by three degree can clearly be seen. Furthermore, one can distinguish the
four-degree rotation about the axis perpendicular to the molecular plane (described by
θP T CDIy ) increasing the temperature from −60 °C to 140 °C. The change of the aforemen-
tioned angles is accompanied by a change of the molecular tilt ϕ (see Figure 5.10d for an




Figure 5.12: Temperature-dependent molecular arrangement for PTCDI-C8
on SiO2. The molecular arrangement of PTCDI-C8 is illustrated in three
different views for the temperatures of −60 °C (light molecule) and 140 °C
(dark molecule).
In Figure 5.13 the extracted molecular tilt for a temperature range from −60 °C to
140 °C is shown. The graph in black illustrates the observed orientation when decreasing
the temperature, whereas the red graph shows the orientation during the increase of
temperature. The molecular tilt ϕ increases continuously from 75.4° for −60 °C to 77.5°
for 140 °C exhibiting a rising rate of 0.01°/K. Importantly, the tilt of the molecule can be
controlled with temperature in a reversible way as the measurements clearly demonstrate.
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Figure 5.13: Control of molecular tilt with temperature. The molecular tilt for
PTCDI-C8 on SiO2 for decreasing (black) and increasing (red) temperature
is shown. The molecular tilt as a function of temperature exhibits a rising
rate of 0.01°/K.
5.2.4 Summary: Temperature-dependent molecular orientations
• Determination of the molecular packing of PTCDI-C8,
• reversible and continuous control of the molecular orientations PTCDI-C8 as a func-
tion of temperature,
• temperature-controlled molecular tilt ϕ (angle between a-b plane and the long molec-
ular axis) from 75.5° to 77.5° for increasing temperature from −60 °C to 140 °C.
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5.3 Discussion on the change of molecular orientations
with temperature
The experimental results in combination with the computational efforts demonstrate that
the unit cell parameters, the rotational degrees of freedom and the tilt angle of the
molecule related to the surface plane, can continuously and reversibly be controlled with
temperature. The experimental observations go beyond the normal thermal expansion
as the negative thermal expansion of the a-axis and the change of molecular orientations
show. For organic materials it is challenging to identify the driving force for NTE’s to
appear. The molecular packing in organic crystals is attributed to complex intermolecular
interactions from van-der-Waals and electrostatic forces such as hydrogen-bonding [91],
which easily expand upon heating.
The NTE in organic crystalline materials can be related to a change of the molecular
orientations. In pentacene crystals negative thermal expansion of a-axis was found due
to libration along the long molecular axis, which was accompanied with a change in
herringbone angle within the molecular packing [93]. For a dumbbell-shaped organic
molecules ((S,S)-octa-3,5-diyn-2,7-diol) the molecular tilt (angle between long molecular
axis and a crystal plane) decreases from 54.2° for 225 K to 51.0° for 330 K, which causes the
a-axis to expand and the b- and c-axis to become shorter with increasing temperature [91].
Top view Side view 
-60 °C 140 °C 
a 
b a 
Figure 5.14: Impact of temperature on the molecular structure. The change of
orientations mostly influences the a-axis as the molecule is arranged almost
perpendicular to the a-direction. The more upright standing molecules for
larger temperatures lead to a smaller a- and a larger c-axis. The change of
molecular orientations is increased by a factor of 10.
The negative thermal expansion for PTCDI-C8 on SiO2 can be understood by the
thermally-induced change of molecular orientations of PTCDI-C8 within the supra-molecular
assembly. Especially, the shrinking of the a-axis with increasing temperature arises from
the increasing value for θP T CDIx as shown in Figure 5.14. The in-plane unit cell (top
view) shows that the change of orientations mostly influences the a-axis as the molecule
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is arranged almost perpendicular to the a-axis. Consequently, the more upright standing
molecules for larger temperatures lead to a smaller a-axis and a larger c-axis. Thereby
the alkyl chain plays a key role for the molecular rearrangement. The alkyl chains act
as spacers within the molecular ensemble providing space for the molecule to arrange in
response of temperature changes.
Furthermore, the interaction of the PTCDI-C8 molecules could not only be attributed
to van-der-Waals forces but also to stronger hydrogen-bonded forces [95]. Hydrogen forces
between a hydrogen atom of alkyl chains and the oxygen atom [95] of neighboring PTCDI
backbones can potentially result in a more stable molecular packing, but also enhance the
flexibility as it was observed for the dumbbell-shape molecule [91]. Therefore, a flexible
molecular network is built up allowing hinge-like motions to occur between the PTCDI-
core and the alkyl chain. This can enable concerted motions of all the molecules as enough
space is left for a cooperative thermomechanical response of the molecules to the variation
of temperature. This molecular rearrangement is connected with an optimization of the
intermolecular interactions in the molecular ensemble for a certain temperature including
van-der-Waals and electrostatic interactions. These origin from the quadropole moment
of the molecule as well as the hydrogen-bonding forces.
5.3.1 Thermodynamic impact on structure and molecular packing
The fascinating but also anomalous behavior of the temperature-dependent structural
properties prompt the question of the thermodynamical origin. The structure of a (sur-
face) crystal is the result of the minimization of the energy of the material system. Note,
that for surface structures also the surface and interfacial energies have to be considered.
Two major characteristics appear when changing the temperature. Firstly, for temper-
atures approaching zero (T → 0) the impact of the internal on the entire energy of the
system strongly increases. For organic thin film structures this measure is identified with
the van-der-Waals energy and the energy corresponding to electrostatic forces. Conse-
quently, given the increasing impact of molecular interactions within the surface crystal
structure with decreasing temperature the molecule tends to lay down more. A related
behavior has been found during the growth of organic semiconductors such as diindenop-
erylene (DIP) on SiO2 [99, 162] and DIP on gold [207]. A transition towards a more
tilted structural phase was observed with increasing thickness, which is associated with
the rising impact of molecular interactions within the developing bulk structure. For very
thin films the surface energy of the adsorbate on the substrate plays the decisive role for
structure formation [208]. Secondly, when increasing the temperature the entropy of the
system plays a more distinct role within the entire energy. A rise of entropy influence could
cause a energy minimum at higher temperatures directly associated with the formation of
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a different thin film structure. Note, that the internal energy also changes with tempera-
ture, as the unit cell parameter differs for each temperature. The competing interplay of
the impact of the internal energy and entropy in our temperature-dependent experiments
could explain the observation of the reversible and continuous change of structural prop-
erties of PTCDI-C8 thin films. At low temperatures the thin film structure of PTCDI-C8
(almost) exclusively arise from the molecular interactions, which is in contrast to higher
temperatures, for which the entropy have to be considered.
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5.4 Summary: Negative thermal expansion and
temperature-controlled rotational motions of
PTCDI-C8
• Large positive and negative thermal expansion in PTCDI-C8 thin films
◦ Highly crystalline molecular thin film,
◦ reversible and continuous change of all unit cell axes with an exceptionally
large thermal expansion coefficient of up to 140 ppm/ K,
◦ negative thermal expansion of the a-axis of the crystalline structure of PTCDI-
C8.
• Temperature-controlled rotational motions of PTCDI-C8
◦ Reversible and continuous cooperative rotational motions upon heating or cool-
ing of PTCDI-C8 including a temperature-controlled molecular tilt lead to large
positive and negative thermal expansion,
◦ the molecules within the molecular ensemble perform cooperative thermome-
chanical motions as enough space is left for molecular rearrangement due to
the variation of temperature,
◦ from the perspective of thermodynamics, the interplay between the increasing
influence of molecular interactions for low temperatures, on the one hand, and
the rising impact of entropy with increasing temperature, on the other hand,
influence the structure evolution and can give rise to the reversibility of the
structural properties.
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6 Summary: Molecular processes in
organic thin films
This thesis uses in situ and real-time experiments with atomic resolution to gain funda-
mental understanding of surface processes during molecular self-assembly and thermally-
activated processes such as post-growth dewetting and cooperative rotational motions
associated with large positive and negative thermal expansion.
Unravelling the multilayer growth of the prototypical molecular semiconductor C60
For the rational design of complex nanomaterials from molecular building blocks the
understanding of molecular self-assembly on the nanoscale is essential. For molecular
growth, there exist theoretical studies based on scaling laws to describe large scale and
crystal growth. A few studies exist, which shed light on the atomic and molecular scale
of diffusion, nucleation and the Ehrlich-Schwoebel barrier for interlayer transport across
a molecular step-edge. However, there is no single organic compound for which a set of
the three major parameters during molecular self-assembly, the diffusion barrier, lateral
binding energy and Ehrlich-Schwoebel barrier have been simultaneously and consistently
quantified in a single experiment to describe multilayer molecular growth.
• Result 1: First quantification of a consistent set of energy barriers describing mul-
tilayer growth of C60 .
In this thesis an innovative scattering technique combining real-time and in situ anti-
Bragg oscillations and diffuse x-ray scattering was used to study the lateral and vertical
length scales during C60 nucleation and multilayer growth for different temperatures and
deposition rates. Distinctly different growth oscillations in the specular and diffuse x-ray
scattering during growth were found for all employed growth conditions indicating layer-
by-layer growth for C60 on mica. From the oscillating behavior of the island density three
regimes within the growth of one monolayer were deduced: the nucleation, lateral growth
and coalescence regime. The temperature-, rate- and time-dependent island density and
layer coverage data have been compared with kinetic Monte Carlo simulations and a self-
consistent set of energy parameters, which describe both intra- and interlayer diffusion
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processes in C60 growth, was quantified for the first time. This approach yields an effective
Ehrlich-Schwoebel barrier of EES = 110 meV, diffusion barrier of ED = 540 meV and a
lateral binding energy of EB = 130 meV. Through this work predictive simulations of C60
nanostructures can be performed, which opens the possibility of rational design of C60
nanomaterials.
Diffusion barrier ED=0.54 eV
Binding energy EB=0.13 eV
Ehrlich-Schwoebel barrier EES=0.11 eV
Incoming C60
deposition rate
Figure 6.1: Surface processes during the growth of the fullerene C60. The lateral
binding characterized by the lateral binding energy EB, the interlayer dif-
fusion across a step-edge (Ehrlich-Schwoebel barrier EES) and the diffusion
barrier (ED) quantify the major processes on the surface during growth.
• Result 2: The intermediate range of interactions of C60 , in between those of atoms
and colloids, leads to an EES of energetic origin as in atoms, while the lateral diffu-
sion is similar to colloids.
Interestingly, the fullerene C60 exhibits properties in between those of atoms and col-
loids. On the one hand, the van-der-Waals diameter of C60 of 1 nm is closer to the
atomic than to the colloidal length scale. On the other hand the attractive interactions
with respect to particle radius is of short ranged nature, which resembles colloids rather
than atoms. Such intermediate properties of the fullerene C60 between atoms and col-
loids influence the growth dynamics on a single-particle level. The short-range nature of
the attractive interactions leads to larger free diffusion times of C60 compared to atoms,
thereby resembling colloidal diffusion (see Figure 6.2 for an illustration of the correspond-
ing energy landscape). This is due to the fact that atoms can form new bonds more
quickly because of the longer range of atomic interactions (with respect to their size) and
the stronger binding energy. However, C60 exhibits a real energetic step-edge barrier like
atoms, which is qualitatively different from colloidal systems. For C60, and especially for
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atoms, descending a step-edge is connected with a transition state of lower coordination,
which is directly connected to weaker bonding and thus a higher energy. For colloids
one observes a purely diffusive Ehrlich-Schwoebel barrier, arising from a lower diffusion
probability along the geometrically longer path across the step edge.












Figure 6.2: Schematic illustration of energy landscape for atoms, colloids and
the fullerene C. The interaction range of the different materials clearly af-
fects the shape of the energy landscape and, therefore, influences the surface
diffusion, the lateral binding and the character of step-edge barrier.
The quantified energy barriers for C60 are not only important for the surface processes
during the growth, but also after the growth is stopped. As growth is a non-equilibrium
process, which means that the structure during growth does not necessarily have to be the
most stable one, post-growth reorganization can occur. The kinetic paths of the molecules
during the reorganization process are influenced by these energy barriers.
• Result 3: Thermally-activated post-growth dewetting for C60.
To unravel the post-growth dewetting for C60 x-ray growth oscillations were monitored
during the growth of the first monolayer and after stopping the growth once the first
monolayer was finished for different temperatures. A thermally-activated post-growth
dewetting behavior for the first monolayer was found. An increase of the substrate tem-
perature of 40 K leads to a five-times faster upward mass transport during dewetting.
From these temperature-dependent measurements an effective activation barrier for up-
ward interlayer transport of (0.33 ± 0.14) eV has been found.
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• Methodical advances: following the lateral and vertical thin film growth in real-time.
Besides answering the pure scientific questions of growth, the methods necessary to
observe the molecular self-assembly were advanced. The high brilliance and low emit-
tance of third generation synchrotron radiation sources such as PETRA III in Hamburg
enable us to measure x-ray growth oscillations and diffuse x-ray scattering (GISAXS)








Figure 6.3: Simultaneous measurement of x-ray growth oscillations and diffuse
x-ray scattering (GISAXS) during the growth. The high brilliance
and low emittance of third generation synchrotron radiation sources such
as PETRA III in Hamburg enable us to measure x-ray growth oscillations
and diffuse x-ray scattering (GISAXS) simultaneously during the growth.
Therefore, the lateral and vertical thin film growth can be followed in real-
time.
This gives us vertical and lateral film information following the multilayer growth on
the nanoscale with a few second time resolution. Previously no complete diffuse x-ray
scattering (GISAXS) pattern, but only the diffuse scattering near the anti-Bragg point
was used by Fleet et al. [209] for getting information on the lateral length scale during
growth of SrTiO3 on SrTiO3(001). The lateral film information enables us to distinguish
between the nucleation, lateral growth and coalescence regime on a short timescale.
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Negative thermal expansion connected with cooperative rotational motions of
PTCDI-C8
The molecular scale understanding of the movement of single ad-molecules during growth
and a rational choice of growth conditions ultimately leads to an optimized design of
functional nanomaterials. Going one step further to a mechanical functionality of supra-
molecular assemblies the subsequent challenge is to address and control the internal and
rotational degrees of freedom of the molecular building blocks with external stimuli. Such
responsive materials show the ability to respond to external stimuli like heat or irradiation
of light by mechanoresponsive processes on the molecular and/or supra-molecular level.
Cooperative mechanical motions on the nanoscale can be found for materials with large
positive and, especially, negative thermal expansion (NTE) [82–84]. These molecular
materials, for which the interatomic/ intermolecular distances contract upon heating, can
be primarily found for inorganic but rarely for organic materials.
• Result 4: Large positive and negative thermal expansion in organic thin films of
PTCDI-C8.
To explore the influence of temperature on the surface crystal structure of the organic
semiconductor PTCDI-C8 Grazing Incidence X-ray Diffraction (GIXD) as a function of
temperature from -60 °C to 140 °C were performed. High structural order was found in
the thin film with up to 35 Bragg reflections. From the evaluation of the Bragg reflec-
tion positions the unit cell parameters were derived and a large impact of temperature
on the unit cell parameters has been found. All unit cell axes reversibly change with an
exceptionally large thermal expansion coefficient. The b- and c-axis exhibit a positive
thermal expansion coefficient of 139 ppm/K and 136 ppm/K. Surprisingly, the a-axis of
the crystalline structure of PTCDI-C8 reversibly contracts with increasing temperature.
The negative thermal expansion coefficient for the a-axis is -135 ppm/K. The appearance
of NTE goes beyond the normal thermal expansion. Organic crystals are held together
by weak van-der-Waals, electrostatic and/ or hydrogen-bonding forces, which easily ex-
pand upon heating. For molecules with asymmetric dimensions the additional vibrational
and rotational degrees of freedom have to be considered for describing the cooperative





Figure 6.4: Unit cell and molecular packing of the organic semiconductor
PTCDI-C8 . Unit cell and molecular packing of PTCDI-C8 for a tem-
perature of 140 °C. PTCDI-C8 on SiO2 features a slipped π-π stacking in
the [010]-direction.
• Result 5: Cooperative molecular rotational motions during annealing.
For information on these molecular orientations the molecular structure factor was
modeled following the approach introduced by Krauss et al. [81]. From the comparison
of the experimentally observed Bragg reflection intensities and the calculated molecular
structure factor the mechanism of the large positive and negative thermal expansion
has been unraveled. It was found, that the negative thermal expansion of the PTCDI-
C8 thin film structure can be understood by thermally-induced cooperative rotational
motions of the molecule upon heating or cooling. The explanation for the appearance of
this anomalous behavior is rather challenging because the intermolecular interactions are





Figure 6.5: Temperature-dependent molecular orientations for PTCDI-C8 on
SiO2. Molecular arrangement of PTCDI-C8 for the temperatures of −60
°C (light molecule) and 140 °C (dark molecule).
Secondly, electrostatic forces stemming from the quadrupole moment of the PTCDI-C8
molecule and possible hydrogen-bonding forces between a hydrogen atom of an alkyl chain
and an oxygen atom of a neighboring PTCDI backbone influence the interactions. The
molecules within the molecular ensemble perform cooperative motions as enough space is
left for molecular rearrangement and to optimize the intermolecular interactions due to
the variation of temperature. Additionally, the temperature itself plays an important role.
The interplay between the increasing influence of molecular interactions for low tempera-
tures, on the one hand, and the rising impact of entropy with increasing temperature, on
the other hand, influence the structure evolution and can give rise to the reversibility of
the structural properties.
In summary, analyzing molecular processes, such as the movement of single ad-molecules
on the surface as a function of growth conditions for the prototypical molecular semicon-
ductor C60 and cooperative mechanical motions of molecules within supra-molecular and
crystalline ensembles of PTCDI-C8, yields a broader fundamental understanding of molec-
ular scale dynamics. This molecular scale understanding helps to make one step further
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4.11 Surface processes during the growth of the fullerene C60. The
lateral binding characterized by the lateral binding energy EB, the inter-
layer diffusion across a step-edge (Ehrlich-Schwoebel barrier EES) and the
diffusion barrier (ED) are the major processes on the surface during growth. 64
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A.1 Smooth organic thin films of PTCDI-C8 :
layer-by-layer growth of PTCDI-C8 on SiO2






























































Figure A.1: Smooth thin film of PTCDI-C8 on SiO2 indicated by distinct x-
ray growth oscillations. The intensity damping is due to the increasing
roughness during the growth.
The temperature-dependent crystal structure of PTCDI-C8 on SiO2 exhibits anoma-
lous thermal expansion, which is connected with cooperative rotational motions on the
molecular scale. The investigated thin film with a thickness of 15 nm (7.5 ML) are highly
crystalline but also very smooth. This is indicated by distinct x-ray growth oscillations
during the growth of PTCDI-C8 at a temperature of 100 °C and a deposition rate of 0.05
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ML/min, which are shown in Figure A.1. Note, that a detailed analysis of the growth of
PTCDI-C8 goes beyond the scope of this thesis.
In Figure A.1a the anti-Bragg intensity for PTCDI-C8 as a function of the monolayer
equivalents is shown. Pronounced anti-Bragg growth oscillations have been observed,
which indicates a smooth layer-by-layer growth. Similar growth oscillations were already
observed for PTCDI-C13 [210]. The intensity damping is due to the increasing roughness
during the growth. Note, that no post-growth dewetting has been observed and the film
remains smooth after growth. As for the experiments on the multilayer growth of C60 the
diffuse x-ray scattering has been measured simultaneously, which is shown in Figure A.1b.
During the growth of PTCDI-C8 diffuse intensity oscillations appear, which are indicative
for smooth layer-by-layer growth. Please see section 4.2.1 for a detailed explanation on
the appearance of growth oscillations in the diffusely scattered as well as the anti-Bragg
intensity. The average island distance D causes two characteristic maxima in the diffuse
scattering along q||. After the growth of 5 monolayer the diffuse scattering is close to the
resolution limit. Nevertheless, following equation 4.5 the island density can be calculated
during the growth of the first five monolayer. This island density is shown in Figure A.2.























Figure A.2: Island density during the growth of PTCDI-C8 on SiO2. The
growth of the first two monolayer is almost exclusively dominated by coa-
lescence.
The evolution of island density within the growth of one monolayer is characterized by
the three growth regimes of nucleation, lateral growth and coalescence (see section 4.2.1
for an more detailed explanation of these regimes). The growth of the first two monolayer
is almost exclusively dominated by the coalescence regime. This phenomena was also
observed for DIP on SiO2 [99, 211].
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A.2 Atomic form factor calculations and dispersion
correction factors
The atomic form factor for bonded electrons consists of the atomic form factor for free
electrons f 0(q) and the dispersion correction factors f ′(E) and f ′′(E).
f(q, E) = f 0(q) + f ′(E) + if ′′(E) (A.1)





−bjq2 + c0 (A.2)
with
H-atom C-atom O-atom N-atom
a1 0.493002 2.31 3.0485 12.2126
b1 10.5109 20.8439 13.2771 0.0057
a2 0.322912 1.02 2.2868 3.1322
b2 26.1257 10.2075 5.7011 9.8933
a3 0.140191 1.5886 1.5463 2.0125
b3 3.14236 0.5687 0.3239 28.9975
a4 0.04081 0.856 0.867 1.1663
b4 57.7997 51.6512 32.9089 0.5826
c0 0.00308 0.2156 0.2508 -11.529
Table A.1: Parameters for describing the atomic form factors for each kind of atom
The dispersion correction factors are energy-dependent.
H-atom C-atom O-atom N-atom
f ′ 0 0.0075 0.02242 0.01331
f ′′ 0 0.003326 0.0122124 0.006535
Table A.2: Dispersion correction factors for an photon energy of 12.70 keV
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A.3 Calculated and experimentally observed Bragg
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Figure A.3: Calculated and experimentally observed Bragg intensities for var-
ious temperatures. Excellent agreement not only for the initial temper-
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