Simulations of wetting phenomena by a meshfree particle method are presented.
Introduction
Surface-tension driven flows occur when the surface-tension forces acting on a liquid are of equal or even larger magnitude than the inertial, viscous or gravitational forces. There exist numerous applications in which such flows are important, for example in the areas of microfluidics [20] , [22] , coating technology 5 [29] , two-phase heat transfer [8] or oil recovery [2] , [3] . Correspondingly, there is a high demand for efficient numerical models and schemes to compute surfacetension driven flows.
In the past decades, a large number of CFD approaches have been presented that explicitly resolve the interface between two immiscible fluids. Often these 10 are classified either as interface-tracking or interface-capturing schemes. In the former, the time evolution of the interface is represented by the time evolution of the numerical grid whose structure contains information about the interface shape. In the latter, the evolution of the interface is decoupled from the grid.
Instead, the interface is reconstructed from field quantities represented on the 15 grid. The most popular examples of interface capturing schemes are probably the volume-of-fluid [10] and the level-set method [21] . While interface-tracking schemes tend to be very accurate, they are not well suited to study flows with topological changes occurring when, for example, drops or liquid sheets break up or merge. For the latter, interface capturing schemes are suitable candidates. 20 The past decades, fast progress has been made in the development of particlebased or meshfree methods to compute various types of flows. In such schemes Lagrangian particles, serving as the basic building blocks for discretization of the fluid dynamic equations, are advected with the flow. This has the advantage of a certain degree of inherent adaptivity, i.e. the numerical resolution is provided 25 only where it is needed. Classical examples for the application of meshfree methods are astrophysical flows [18] in which the set of Lagrangian particles co-evolves with an astrophysical structure, e.g. a plasma cloud. Often, in gasliquid flows a similar division in an important and an unimportant subdomain occurs. Compared to the liquid, the stresses in the gas phase are often negligible, 30 which means that it is sufficient to compute the flow in the liquid phase alone.
Meshfree methods lend themselves for this purpose. Furthermore, in contrast to interface-tracking schemes, meshfree methods easily allow studying free-surface flows with topological changes. In total, meshfree methods appear to be ideal candidates for the simulation of complex gas-liquid flows. Among these, surface-35 tension driven flows form an important subclass.
The first meshfree Lagrangian method that has been formulated to solve fluid dynamics equations is denoted Smooothed Particle Hydrodynamics (SPH) [9] . Another meshfree Lagrangian CFD approach is the moving particle semiimplicit method [13] . In this article we use a meshfree particle method, called 40 Finite Pointset Method (FPM), to solve the incompressible Navier-Stokes equations. FPM is a fully Lagrangian particle method and has similar character as the SPH method except for the approximation of spatial derivatives and the treatment of boundary conditions. In SPH the spatial derivatives at an arbitrary particle position are approximated by an interpolation approach from the sur-45 rounding particles. However, in FPM the spatial derivatives are approximated using the finite-difference approach [24] , where the spatial differential operators at an arbitrary particle position are approximated by the moving least squares approach [6] . The Poisson equation for the pressure field is also solved in the sense of constrained least squares. The domain boundaries are represented by 50 boundary particles, and boundary conditions are directly prescribed on those particles.
Meshfree particle methods are appropriate tools to simulate surface-tension driven flows. Each phase is indicated by the color of the respective particles.
When particles move, they carry all the information about the flow with them 55 such as their color, density, velocity, etc. The colors, densities and viscosity values of all particles remain constant during the time evolution. The fluid-fluid interface is easily determined with the help of the color function. To the best of the author's knowledge, the first implementation of the continuous surface force (CSF) model to account for surface-tension forces was presented in [19] .
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In [26] an implementation of the CSF model within the FPM was presented to simulate surface-tension driven flows. The present article is an extension of [26] , devoted to studying wetting phenomena.
The paper is organized as follows. In section 2 we present the mathematical model and the numerical scheme. In section 3 some specific aspects of the FPM are presented. The numerical test cases are presented in section 4. In some cases analytical solutions can be calculated, and the numerical solutions are compared with the analytical ones. In those cases where analytical solutions are not known, the results are compared to numerical results published earlier.
Moreover, some convergence studies are presented in section 4. The paper 70 finishes with concluding remarks and suggestions for future work.
Mathematical model and numerical scheme

Mathematical model
We consider two immiscible fluids, for example, liquid and gas, where both of them are incompressible. We use the one fluid formulation of two-phase flows 75 from [4] . We model the two-phase flows by the incompressible Navier-Stokes equations. The equations are expressed in the Lagrangian form
where v is the fluid velocity vector, ρ is the density, µ is the dynamic viscosity, D is the viscous stress tensor D =
, g is the gravitational acceleration and F S is the surface tension force. In general, ρ and µ are discontinuous across 80 the interface and remain constant in each phase. The surface tension force F S is computed using the classical continuum surface force (CSF) model [4] . It acts on the vicinity of the interface between the fluids. In the CSF model the surface tension force F S is defined by
where σ is the surface tension coefficient, assumed to be a constant, κ is the 85 curvature, n I is the unit normal vector of the interface and δ S is a smeared delta function, peaked at the interface.
The equations (1 -3) are solved with initial and boundary conditions.
Computation of the surface tension force
Particle methods are suitable to compute the surface tension force and sur-90 face tension driven flows. The interface can accurately predict the flow behaviors, see [19] , [26] . The interface can be accurately determined by assigning colors or flags to the particle of each phase. For example, we define the color c = 1 for the gas and c = 2 for the liquid. The normal vector n I on the interface is computed as the gradient of the color function c. Since c is discontinuous 95 across the interface, one has to smooth it. Let x be the position of an arbitrary particle and has neighbors with function values c j = c( x j ). We smooth c at x from its neighbors with the help of the Shepard interpolation rule given bỹ
where x is an arbitrary particle position, m is the number of neighbors and w j is the weight function given by
where α is a positive constant. For more details we refer to section 3. We observe that the gradient ofc are non-vanishing only in a region close to the interface. The unit normal vector is computed by
Furthermore, the curvature is calculated using
There exist many possible choices for δ s , but in practice, it is often approximated 105 as δ s ≈ |∇c|.
We note that δ s is non-zero in the viciinity of the interface and zero far from it.
Boundary conditions
In this paper, we consider the flow in a closed container such that there are no in-and outflow boundaries. We have to deal only with the solid wall
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and interface boundary conditions. Interface boundary conditions are implicitly taken care by the CSF model, i. e. an explicit precription is not necessary.
On the solid walls we use kinematic and no-slip boundary conditions, given by
where n is the unit normal vector on a wall.
In addition to the above boundary conditions, the contact angle of the liquid In this paper we use the method suggested by Brackbill et al [4] . Let x w be a point on the solid wall with outward normal n. Let n I 125 be the normal on the interface defined by (7). Before computing the curvature from (8) one guarantees that the boundary outward normal n makes an angle θ s with the interface normal n I . This means that the following condition must be satisfied
Therefore, we redefine the interface normals n I at x w and its nearest neighbors 130 within a radius β h asˆ
where n || is the unit vector parallel to the wall normal to the three-phase contact line. One can replace n || by n I computed from (7) if the real color distribution in combination with a ghost distribution is used, as described in [4] . The ghost distribution is obtained by reflecting the real distribution at the wall surface.
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The constant β lies in the interval (0.6, 1) and is problem specific. In our simulations we have used β = 1. We replace n I by this corrected interface normal in the vicinity of x w , then we compute the curvature κ from equation (8).
Numerical scheme
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We consider Chorin's projection method [5] in the framework of a particle method. Let dt be a time step and set t n = ndt, n = 0, 1, 2, . . .. We denote, for example, x n as the position of a particle at time level n. Chorin's projection scheme consists of two steps, where in the first step we compute the intermediate velocity v * explicetely from the momentum equation without pressure term
Due to the Lagrangian formulation we do not have to deal with the nonlinear convective term. In the second step, called the projection step, we compute the velocity at time level (n + 1) by solving the equation
with the constraint that v n+1 satisfies the continuity equation
In order to compute v n+1 we need the knowledge of p n+1 . This is obtained by 150 taking the divergence of equation (14) and making use of the constraint (15).
Then we get the Poisson equation for the pressure
The boundary condition for p is obtained by projecting equation (14) on the outward unit normal vector n at the boundary Γ. Thus, we obtain the Neumann boundary condition
where v Γ is the value of v on Γ. Assuming v · n = 0 on Γ, we obtain
In addition, we compute the new particle positions at the (n + 1)th level by
The numerical implementation of the above scheme requires the computation of the first and second order partial derivatives at every particle position.
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The spatial partial derivatives at an arbitrary particle are approximated from its neighboring cloud of particles with the help of the weighted least squares method, described in section 3. Next, we have to solve the Poisson equation
for the pressure (16) . After smoothing of the interface as described above, the coefficient 1/ρ of the Poisson equation is smooth, but strongly varying near 165 the interface. The same holds for the viscosity in equation (13) for v * . The smoothing process is similar to the smoothing of the color function. However, we have to iterate the iteration process more times if the density and viscosity have higher ratios like 1000 : 1 and 100 : 1, respectively. Otherwise, the scheme becomes unstable. After smoothing the density, equation (16) can be 170 re-expressed as
whereρ is the smoothed density. Note that, for constant density the first term of (20) vanishes and we get the pressure Poisson equation. Far from the interface we haveρ = ρ. In the following section we describe the method of solving equations of type (20) by a meshfree particle method, called the Finite Pointset
Finite Pointset Method (FPM)
FPM is a Lagrangian meshfree particle method. It has been successfully used to simulate compressible as well as incompressible flows, see [14] , [24] and references there in. Also it has been extended to free-surface and two-phase 180 flows [25] , [26] . In the following subsections we present a brief description of the method.
Approximation of spatial derivatives
In this paper we limit ourselves to a two-dimensional spatial domain. The extension of the method to three-dimensional space is straightforward. Consider
whose distribution can be quite irregular. These particles serve as numerical grid points. Let ψ( x) be a scalar function and
We consider the problem to approximate the spatial derivatives at an arbitrary points. In order to restrict the number of neighboring points we define a weight function w = w( x i − x, h) with small compact support of size h. The size of h has to be chosen such that we have at least a minimum number of particles, for example, in 2D, we need at least 5 neighboring particles. In practice we define h as 2.5 to 3 times the initial spacing of particles, keeping in mind that this is a 195 user defined factor. The weight function can be quite arbitrary. In our case we consider the Gaussian weight function defined in (6) , where α is equal to 6.25.
Let P ( x, h) = { x j : j = 1, 2, . . . , m} be the set of m neighboring points of x in a circle of radius h.
for j = 1, . . . , m, where e j is the residual error. Denote the coefficients
Note that a 0 is known, so we have five unknowns a i , i = 1, . . . , 5. Now we have to solve m equations for five unknowns . For m > 5 this system is overdetermined 205 and can be written in matrix form as
where
The unknowns a i are computed by minimizing a weighted error over the 210 neighboring points. Thus, we have to minimize the following quadratic form
The minimization of J with respect to a formally yields
Particle method for solving the Poisson equation 215
With equation (20) we have to solve a linear partial differential of second order of the form
where B, C and f are given. The equation is solved with Dirichlet or Neumann boundary conditions
In fact, we can substitute the partial differential operators appearing in 220 equation (26) by the components of a from equation (25) . This approach was first proposed in [16] . However, it has some difficulties when dealing with the Neumann boundary condition. In the following we describe a meshfree particle method, initially proposed in [23] , which is more stable compared to the method given in [16] (see [12] for details). Moreover, the method can easily handle the
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Neumann boundary condition and has a second-order convergence.
We consider again an arbitrary particle position (x, y) having m neighbors, as in subsection 3.1. We reconsider the m Taylor expansions of equation (21).
We add the constraint that at particle position (x, y) the partial differential equation (26) should be satisfied. If the point (x, y) lies on the boundary, also 230 the boundary condition (27) needs to be satiesfied. Therefore, we add the equations (26) and (27) to these m equations (21) . Equations (26) and (27) are re-expressed as
where n x , n y are the x, y components of the unit normal vector n on the boundary Γ.
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In this formulation the function values ψ(x, y) are not known a priori, therefore, the term a 0 is also unknown. In total we have six unknowns a i , i = 0, 1, . . . , 5. For the interior particles we add equation (28), and for boundary particles with Neumann boundary conditions equation (29) 
where a = (a 0 , a 1 , . . .
T and e = (e 1 , . . . , e m , e m+1 , e m+2 ) T .
From a programming point of view, we set n x = n y = 0 for the interior particles. For the Dirichlet boundary particles, we directly prescribe the boundary 
Equating the first components on both sides of equation (25), we get
where Q 1 , Q 2 , . . . , Q 6 are the components of the first row of the matrix (
Rearranging the terms, we have
Equation (33) is for an arbitrary particle x, which is one of the particle 
In the matrix form we have
where R is the right-hand side vector, Ψ is the unknown vector and L is the 260 sparse matrix having non-zero entries only for neighboring particles.
The sparse system (35) can be solved by some iterative methods. In this paper we apply the method of Gauss-Seidel. In the projection scheme it is also 
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The iteration process is stopped if the relative error satisfies
where τ = 0, 1, 2, . . ., and the approximation to the solution is defined by 
Numerical tests
Elliptic equation
As a first numerical test we study the diffusion equation
where k is smooth, but strongly varying near the interface. Away from the interface we have
with k 1 = k 2 and Ω = Ω 1 ∪ Ω 2 . Equation (37) 
Example 1
Let Ω = [0, 1] × [0, 1] an unit square and decompose it into two domains with interface x = 0.5. Consider k = k 1 = 1000 for x ≤ 0.5 and k = k 2 = 1 for x > 0.5. Using k = k 1 and k = k 2 respectively, we define in the two domains Then, we consider a source term f given in each of the domains by
The Dirichlet boundary conditions are given by the values of ϕ on the boundary.
Obviously, the exact solution of (37) with discontinuous coefficients given by the two constants in the respective domains is given by
We note that solution and flux are continuous at the interface. This solution is 300 compared to the numerical solution of (37) with a smoothed diffusion coefficient.
In Fig. 1 we have plotted the smoothed values of k. We iterate the smoothing process three times using the Shepard interpolation rule (5). In Fig. 2 we show the exact and numerical solutions for h = 0.04, which corresponds to a total number of particles equal to 3417. Furthermore, we have performed a 305 convergence study, see Table 1 , where we plot the maximum error between the exact solution with discontinuous k and the numerical solutions with smoothed k. We observe that the order of convergence is approximately one. In this case, using the smoothing of the coefficent near the interface reduces the order of convergence from two to one. 
Example 2
Again we consider the unit square as a computational domain. We again decompose the domain into two parts. However, the interface is now defined as an ellipse
where r = 0.1. We consider k = 1000 inside the ellipse and k = 1 elsewhere. The 315 manufactured solution for the problem with discontinuous diffusion coefficient is given by
The maximum error between the exact solution with discontinuous coefficient and the numerical solutions of the problem with smoothed coefficient can be found in Table 2 . The errors in Table 2 show again first order convergence. 
Flow induced by wall adhesion
The following test cases of flows induced by wall adhesion have been analyzed by Brackbill et al [4] and later by Liu et al [15] . We consider a shallow pool of water located at the bottom and gas at the top of a two-dimensional tank of For θ s = 175 o we initialize the region below the line y = 0.02 as liquid, the 345 rest as gas, see Fig. 3(a) , where blue (or dark gray) particles are liquid particles and red particles (or light gray) are gas particles. In Fig. 3 we have plotted the time evolution of the phase distribution. We observe that at around t = 1.9s the liquid detaches from the solid wall after which it moves inside the gas. Then it forms an oscillating drop. The snapshots are comparable with the results
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published in the papers by Brackbill et al [4] and Liu et al [15] .
Next, we consider the case of θ s = 5 o . In this case we choose the region below the line y = 0.05 to be the liquid domain, the rest of the domain is filled with gas. The time evolution of the two phases is plotted in Fig. 4 . We observe that the liquid starts wetting the upper parts of the two side walls. At a time around in Liu et al [15] .
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In order to verify the the computational results quantitatively, we consider a circular drop sitting at the bottom wall. We initialize an ethanol drop with radius R 0 as shown in Fig. 6 . This type of drop was considered in [7] .
First, we neglect external forces such as gravity. In a stationary state a circular drop with static contact angle θ s will form a circular cap with spreading 380 length L, height H, and radius of curvature R, as shown in Fig. 6 . These parameters depend on the drop volume (i.e. area in 2D) and the static contact angle θ s . The height and spreading length of the drop can be expressed as
From simple geometrical considerations the area of the circular cap in Fig. 6 is given by 
Conservation of volume yields
So the final radius of curvature is given by
Moreover, in steady state the Laplace law
holds, where ∆P is the pressure difference between the surrounding gas and the liquid drop. Fig. 10 we see that after t = 10s the kinetic energy remains small and stable.
Gravity effect
In this subsection we study the flattening of the drop due to gravity. In the 415 absence of gravity the final shape of drop depends only on the static contact angle θ s . When gravity is included, the shape also depends on the Eötvös number (Eo) defined by Eo = ρ l gR 
For Eo >> 1 the shape of the drop is dominated by gravity and similar to a pancake whose height is directly proportional to the capillary length [7] 425
We again consider an ethanol drop. All initial configurations and parameters are the same as in the previous test case 4.3.1, except for the contact angle θ s .
Here θ s = 130 o is chosen in order to compare to the results presented in [7] . We , we also observe the transition between the circular cap and the pancake shape at around Eo = 1. In Fig. 12 we show the final shapes of the drop for varying Eötvös numbers. 
Convergence study
In this section we study the numerical convergence. We consider an initially semi-circular drop sitting at the bottom wall, like in Fig. 6(a) the drop, but still significant differences in the spreading length and the Laplace pressure are visible between these two cases.
Concluding Remarks
We have presented a meshfree Lagrangian particle method to compute twophase flows driven by wetting forces. The continuous surface force model is used where asymptotic analytical results are available, these cases can only be accessed numerically, but have been studied before by other authors. In all of the considered scenarios, a good agreement with the benchmark cases was obtained.
Future work will be devoted to simulating dynamic wetting processes for which the dependence of the contact angle on the speed of the three-phase contact line 475 will have to be modeled.
