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The object o~ this thesis is to simulate the Handles 
and Baron Nodel for mass transfer into droplets by using an 
iterative analog computer in order to obtain eigenvalue and 
other parameters in a series solution. The eigenvalues An 
calculated in this work are compared v-ri th the results obtained 
by ~·Jellek-Skelland using a variational tech..nique and by 
Patel using numerical approaches on the digital computer. 
From the analytical series solution, one can calculate the 
fraction of solute extracted in the droplets as a ~unction 
of droplet contact time. 
PACTOLUS, a digital-analog simulator, provides a check 
on the validity of' analog simulation. The PACTOLUS 
simuJ_ation confirmed the results obtained :from the analog 
simulation. 
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nANALOG SIMULA.TI ON OF :fvlASS TRANSFER IN DROPLETS 




Randles and Baron (1) have proposed a mathematical model 
which describes mass transf'er f'rom a single liquid droplet or 
gas bubble {which possesses a special type·o:r circulation and 
oscillation within the dronlet) to a continuous phase of' 
another liquid in which it is freely rising or :falling. 
Examples o:f such.processes are liquid-liquid extraction and 
gas-liquid absorption. The ::factors af':fecting the mass transfer 
rate are: (1) trans::fer area, (2) mass transfer coef'f'ici·ent, 
(3) driving f'orce. A number o::f investigators (5,6,7,8,9,10, 
11,19) have studied mass tra.ns:f'er f'rom a single droplet to 
the continuous phase. It is essential to be able to predict 
the rate of' mass transfer' 1t.J"hich is related to the mass 
transf'er coe:f':ficient f'or the di~p~rsed phase system.· (1) 
The purpose of' this investigation is to present a 
theoretical relation f'or predicting the dispersed phase mass 
transfer coefficient of' circulating and/or oscillating 
liquid droplets based on the modification of' the Handles and 
Baron. 
In order to study the reason :for the occurrence of 
oscill.a.tion and turbulent internal circulation of droplets 
' 1-rhich enhances the rate of extraction· , a review of' fluid 
dynamics and mass transf'er aspects of' droplet pheno::nena is 
2 
presented in the remaindex of this chapter. 
1.2 !"Iydrodyn.amics and Droplet size 
In studying mass transfer from single liquid droplet~ 
most of' the previous work was based on the assumption of' 
spherical droplets (6,7,8~9,10,11). At low droplet Reynolds 
numbers, (d.u %1 1-lc), the droplet shape is approximately spheri-
cal. Eo'l:-lever, at high Reynolds numbers the droplet will be 
distorted from a spherical form. The chan·ge in shape of the 
droplet affects not only the interfacial area but also the 
continuous and dispersed phase mass transfer coefficient. 
The shape of' a d·rop moving in a liquid continuous phase is 
determined by the force acting along the surface of the drop. 
Basically, the shape is dependent upon the balance between 
fluid dynamics pressure and the interfacial forces 1~<Thich tend 
to make the drop a sphere. As the Re~nolds number is increas-
ed, droplet oscillation will occur. As the Reynolds number 
continues to increase, the drop will break.·. Elzinga and 
Banchero (12) have suggested that internal circulation has 
little effect on distortion of the droplet dispersed in a 
gas, but is not necessarily true for a liquid continuous 
' phase. 
1. 3 Mass ·transfer mechanism 
Mass transfer bet-vreen a drop and the fluid in the 
extraction column takes place in three stages. The first is 
during the period of drop formation; the second is during 
free fall or rise of the drop; and t"he third stage· ·is the 
extraction at 'c:oa:J.:·escent layer .• .In this 1-rork, only mechanisms 
postulated for the seco:t'-.id ·stage are discussed. 
1.3.1 Inside the droplet 
1.3.1.1 Stagna~t droplets: There is generally no 
internal circulation in small droplets. For heat and mass 
transfer rates inside the drop~ recent studies by Elzinga 
and Banchero (12), Calderbank and Korchinski (13) have used 
the theory for a stagnant (non-oscillating) drop(sphere)or 
for a drop which po·ssessed circula:tion. pa.t·te::::-ns :i~l:icn. ware 
developed by Hadamard (14). (See Figure 1.) For a constant 
molecular diffusivity, uniform initial concentration and a 
spherical drop shape, Grober (15) derived an expression for 
the fraction ext~acted for a drop which encounters finite 
resistance in the continuous phase. 
E =l 6E'P. ( 2 Dt) m - n=l-'11 exp •. -An ~- {1.1) 
Newman (16) derived the following expression for mass trans-
fer in a stagnant spherical drop from Fick's second law. It 
is applicable if' there is no resistance in the continuous 
phase. 
6 oo 1 ( n2D1Tt] 
Em = 1 - - £ - e:x::p _ - -~-
a2 n=~ n2 a2 . (1.2) 
1.3.1.2 Circulating Drop: As the drop size increases, 
the droplet begins to have internal circulation currents, 
which exist inside the droplet because of viscous flow 
3 
·between fluids. This increases the rate of extraction 1-1hen com-
pared with the rate of extraction in an internally stagnant 
drop. For drop Reynolds numbers less than unity, Kronig and 
Brink (17) derived the following equation to be used if 
continuous phase resistance is negligible: 
4 
d 
Figure 1: Hadamard Streamli.nes 
3 00 2 l6Dt 
Em = l - - I: Bn exp.(-An J 
8 n=l a2 
(1.3) 
While investigating the heat transfer rate to drops in 
liquid-liquid systemst Elzinga and Banchero (12) modified 
the Kronig and Brink Nodel to consider the effect of finite 
resistance in the continuous phase by reviseing the boundary 
condition at the surface. It should be emphasized that the 
Kronig an.d Brink Model and the Elzinga and Banchero Nodel 
theoretically hold only for Reynolds numbers less than one 
and Tor Peclet numbers approaching unity. 
5 
Kronig and Brink (17) proposed a method for illustrating 
the increased rate of mass transfer which results from inter-
nal circulation. They consider that effectively the molecul-
ar dif'fusivity,D,has been increased by a factor of about 2.4 
as compared with the case of a stationery droplet. 
I. J. Q. Korchinski ( 1.3) studied heat tra..""lsfer in single 
droplet systems. He observed rigid, oscillating and circula-
ting behavior of droplets. At Reynolds numbers of about 200~ 
drop oscillation commenced. He concluded that internal 
circulation in the liquid drop raised the effective diffu-
sivity to a value approaching 2.25 times the molecular 
dif'fusivity. He also pointed out that no precise data is 
available to determine the limits between the regimes of 
pure circulation and drop oscillation. But, Korchinski 
listed a table for various liquid systems to show that at 
the time oscillation occurs, the empirical correction factor 
. R. increases greatly. He defines this correction factor, R, as 
6 
,P.(eff'ective diff'usivity due to internal circulation) 
R = D(molecular diff'usivity) 
(1.4) 
For non-circulating drops, it is apparent that R equals unity: 
For drops Hi th turbuler1t circulation R should be larger. 
Johnson and Eamielec (5) state that intense circulation may 
cause R to be even greater than 2.5. I:Jhen the drop oscillates., 
the large increase described by R causes the rate of extrac-
tion to increase dramatically. 
Garner and Skelland (18) stated that overall mass 
transfer coefficients increased with drop size but decreased 
with increases of interfacial tension. 
1.3.1.3 Individual mass transfer coefficient 7 kdr: 
For droplets wh:bh are internally stagnant and with no 
resistance in the continuous phase, Ne"Vrrn.an ( 16) derived: 
-d~ 16 oo l -n2 Dv1T2 t ] 
kdr = - In - 2 :E - exp [ J 6~1t . 1T n=l n 2 {d/2 )2 (1.5) 
Vermenlen's (33) empirical equation fits Ne"Vrnan's expression 
w·ell 't'Then the fraction extracted, Em, is less than 0.5 during 
free fall (or rise) 
l. 1... 
-dP [ 1fD 2t2 ] k =-In l- v - (1.6) dr 6Mt (d/2) 
Johnson and Hamielec (5) introduced Korchinski's (13) 
/ 
expression as a dimensionless correction factor R into Grober's 
expression. This factor is a multiplier for the molecular 
di:ffusivity to account for transfer rate increases in drops 
which contain internal motion. . 
- -d pIn [ 6 ~ Bn exp(-A.; RDvt J] 
6Mt . n~l (d/2) 2 
(1.7) 
When tra~sfer resistance is zero in the -continuous 
phase and laminar circulation exists inside the drop, the 
Kronig and Brink expression becomes 
kdr = In - :E Bu exp -An a l -d p [3 co 2 r 16Dvt '] 
6Mt 8 n=l (d/2)~ - {1.8) 
Korchinski's (13) empirical equation fits Kronig and Brink 
expression well only for Em values o~ less than 0.5 
-dp [ kdr=-Inl 
6Mt 
,;~here R ~ 2.5 
~ ]. ]. ~:;~~2t~ J (1.9) 
Elzinga and·Banchero {12) modi:fied Kronig and Brink's 
expression :for the case o:f a :finite resistance in the 
continuous phase. 
Higbie's (34) equation has been applied to the case 
where internal circulation prevails in the drops 
2p}, Dv 
k ---
' dr- M ...... n-ve (1.10) 
Handles and Baron proposed a mechanism in which a ~orm 
o:f turbulence (radial motion due to oscillation) is super1m-
posed on circulation within the drop. Their expression :for 
zero resistance in the continuous phase is given as follows: 
(1.11) 
Hellek and Skelland modi:fied the Handles and Baron 




~ere the first eigenvalue AI. is a :function of' resistance in 
the continuous phase. 
Ske11and and Wellek provided the most comprehensive 
correlation for kdr based on extensive expe~imental data 
'for non-oscillating and oscillating droplets: 
For non-oscillating droplets: 
D p(..}D t~-O.JL~. ll ~-0.125EdV2p' 0~37 k = 31.4 ...:!.__ v  . c 
dr d:f\-1 d Dv ·a 
(1.13) 
For oscillating droplets; 
kdr = 0.32~(·}DvtJ -0.14/dVP~\ 0.68 fa 3 Pc 2.:\0.225 
dJwi ·d j \ ll0 J \gJlc 4bo/ (1.14) 
1.3.2 Outside of' the droplet. Many theoretical and 
8 
empirical relations are available :for predicting the ind1rtd.;.. 
ual mass transfer coefficient in the continuous phase. The 
continuous phase mass transfer coef:ficient :for a rigid (non-
oscillating) droplet may be predicted by an expression based 
on boundary layer theory and empiricism derived by Fr·ossling 
(20). 
kcr = :;P(2 + 0.55(NRec)t(NScc)i] 
valid :ror 2 <Re <1000 
{1.15) 
For droplets with internal circulat1on11 Boussinesq (35) 
has shown that 
(1.16) 
For continuous phase mass transfer from droplets which 
were internally carculating but not; oscillating~ Garner .and 
9 
Treyban (36) ~ound experimental~y: 
kcr = Dvp [a-. 6 (NRec) ~ (N Sec)~ l (l.l?) 
dM · 
For drops which were both circulating and oscillating, 
Garner and Treyban (36) developed the relation: 
DvP[. · 1 0 0 7] kcr = dM 50 + 0.085(NRec) • (NScc) • (1.18) 
Nearly all of' the above expressions assume that the 
droplet is spherical. However, droplets usually show large 
deformation into an oblate spheroidal shape as indicated by 
Hellek, AgraT.-1al and Skelland (19). 
Skelland and Cornish (4) correlated data on the rate 
of mass transfer from rigid oblate spheroids in an air stream 
as follows: 
DvP~CipVPX· llc )l/3 
= 0.74- -
dpH J.lc pDv. 
(1.19) 
where ~p is the total sur:f'ace area of the spheroid divided by 
its perimeter normal to the flow (32). This equation is 
use:f'ul in .calculating kdr :for non-oscillating drops which 
assume the shape of oblate spheroids. 
1.4 Evaluation of overall mass transfer coefficient Kdr 
With the assumption of' interfacial equilibrium. an 
overall mass transfer coefficient can be expressed in terms 
of the individual dispersed phase coefficients kdr and a 
continuous phase coefficient kcr during the free fall (or 
'rise) period. 
1. l m 
-- +- (1.20) 
Kd:r kdr kcr 
Individual mass transfer coefficients in the dispersed 
phase and the continuous phase can be calculated :from the 
theoretical and empirical equations in section 3 o:f this 
chapter. 
10 
II. f.'IATHE11ATICAL MODIFICATION FOR fll".:..ASS TRANSFER 
Ir~T'rO A DROPLET AT EIGH REYNOLDS lJUNBERS 
2.1 Handlos and Baron Model 
11 
Handlos and Baron modi~ied the Kronig and Brink (17) 
theory and devised a turbulent mixing model with an internal 
circula·tion pattern of' concentric ·circles. They assumed that 
the liquid between two streamlines becomes radially mixed 
after one circulation period. The mechanism which they 
proposed predicted the very low resistance to mass transfer 
inside circulating and/or osci~lating droplets. This nodel is 
based on the assumption that internal circulation is ~ully 
developed and that the velocities of falling (or rising} 
droplets can be predicted. 
Handlos and Baron (l) f'u:rther assumed that the circula-
tion within the spherical droplet is a system of circular 
tori-Figure( 2) and that "random radial vibrations" are 
superimposed upon the streamlines. Handlos and Baron did 
not specifically state the source of these vibrations but 
the presence o:f the oscillation due to the skin :friction at 
the droplet surface may account for them. These vibrations 
provide mixing between streamlines. It should be emphasized 
that mass trans :fer is assumed to take place 1rri thin the outer 
surface of each torus. Resistance to transfer within the 
volume of' the droplet between the outer sur:face of the torus 
and the interfacial area of the sphere is neglected. 
Handles and Baron propose that the mass flux of" solute 
12 
d 
Fig. 2 : Handles and Baron Streamlines 
I 
at any point ~allows the ~allowing relation 
N = -EVC (2.1) 
13 
't·rhere N is the ~lux o:f the solute and VC is the concentration 
vector gradient. When this relation is substituted into the 
equation o~ continuity, equation (2.2) is obtained :for the 
case in which·no chemical reaction takes place. 
(2.2) 
at 
In order to derive the expression :for the eddy mass di:f:fus- ·· 
ivity E(r), Handles and Baron suggest that the transfer pro-
cess can be represented by the Einstein eddy diffusion 





where Z is the mean square displacement o~ an element o~ 
fluid during the average c-irculation time t_. Handlos and 
Baron assumed that :for this model t can be approximated by 
the value of t as derived by Kronig and Brink from the 
' 
Hadamard {14) dispersed phase stream :function. 
16 d lld 
t =- ~ (1 + -) (2.4) 
3 u ).tq 
A relation :for Z is developed as follows: a particle is 
considered initially to have a radius p. After a time suffi-
cient for one circuit along the streamlines, the particle is 
f displaced to a point p as a result o:f random radial motions. 
In the ~imiting case o:f complete mixing in one circulation 
I 
period, the probability that a particle is :found between p 
and p +d.p is the ratio of' the di:fferential element of 
' volume at p to the total volume of the torus 







expression (2.5) becomes P(~1 )dE= 2~ 1d~ 1 
14 
(2 .. 5) 
The displacement Z of the element of fluid during the circul-
ating period is given by 
de 
- p 1 -p =- (r'-r) 
4 - -
{2.6) 




= j z2p(~' )dE' 
0 
2 
2 1 df 2 =- r' (r 1 -r) dr' 
8 - - - -
0 
de 2 
=- (6r -8r+J) 
96 - -
(2.7} 






- - (2.8) 
If mass trans:fer takes place in the radial direction only. 
equation· (2.2) :for the ·chosen coordinate system is 
aca = 16 2 .:_ .:_~~J:!, (;J;:) ·~ ac) 
at d r ar ar 
e - - -
{2.9) 
rSubstituting the relation :for eddy di:f:fusivities E(r} into 
. ·equation (2.9) 
-= 
1 a ( 2 ac) b- - C6.r -8E+3)I-





If r - 1-y, equation ( 2.10) is transformed to 
ac b a ac 
-= -(l-5y+l0y2-6y3)-
at 1-y ay ay 
The boQndary conditions are 
c = 0 
' 
y - 0, t > () 
C. is finite, y - 1, t - t 
·' 







The first boundary condition indicates that there is no 
resistance to transfer in the continuous phase, and also 
that the concentration o:f the continuous phase remains 
u...nchanged throughout the transfer period. The second bound-
ary condition is equivalent to 
ac 
--- 0., y = l, t. = t (2.15) 
The third boundary condition implies that the initial 
concentration of the drop is uniform~ 
2.2 Wellek and Skelland Modification of the Handles and 
Baron Model 
Wellek and Skelland assumed a finite resistance to mass 
transfer in the continuous phase. Hence, the boundary 
conditions are changed to: 
0 < y 
-
C is :finite, y 
- 1 
s. 1, t - 0 




- :-: l1C., y :::: 0, 
Oy 
;·!here h = 
512 k 0 ( 1+ l-Id/ llc) 
mU 
t > c (2.lrS) 
The third bou:nde..:ry condition at the surface of the d::-oplet is 






- ........ p - = 
d 
p = -. 
ap 4 
1-1- ac k 0 
- ' 
-·E(r;-- = -c, r = 1 
-rl ar m -
-3 ( Y ) 4 /_ ac ) = 2:_c c , 
d \" ay m 




, ~ .... 
-· ·"-c 
---~- -c 
E(y) m m 4 E(y) 
d 2/96 
3 (y) = 
--- = --------~----------, 
4t 4( 16/3Xd/1J)( l+l-!d/ llc) 
Ud 
( 16) ( 32) ( l+lld/l-10 ) 
Ud 
= --------------
2 oz~e ( 1 +l-Id/ l-Ie) 
t > 0 
t > 0 
t > 0 
Substitute E(y) at Y=O into equatio~ (2.18) 
ac k~ d ('-' • .512 ( 1+1-ld/ l-1 ) 
_, c , 
-==--- -J, 
ay m 4 Ud 
y = 0, 
ac 











·Since h is assumed to re:nain constant durin,:s operation, the 
continuous phase mass transfer coefficient k ... , distribution 
1,.; 
l? 
~stio,o, viscosity of both nhases and d~oplet f~ee fall (or 
durin;; the t.:can s fer 
si t1.-::a ti o:r1s. 
:·1od.i fica tion 
-----
The linear partial differential equation ~~ich describes 
the sodel is cc b a 2 ac 
-- -- - (l-5y+l0y -6y3) 
at 1-y a y ay 






c is finite, 
y = 0, 
y = 1, 
0 .:: y :::. 1, 
t > 0 
t = t 





To solve a linear partial differential equation when 
t11e se~·a:cation of v.,.ariables t.echnique is used, ·the solution 
:t. s as s1:L-rn.ed. to 1:.ave the form 
C = 'T(t) Y(y) 
where t and y are the two independent variables in the 
equation. ~ovr, the equation can be separated into two 
ordinary differential equations as: 
dT 
dt 
+ bA.T ::: 0 
_::_. ~ ( y ) • ~) + A. • Q. ( y ) Y = 0 
dy \l dy 





Q(y) = l - y (2.26) 
~~e solution of E~uatio~ (2.23) is 
(2.27) 
The bour:.dary conditions for Eq_uation (2.24) are 
dY 
-= hY (2.28) 
dy 
and :: is finite, y = 1 (2.29) 
~qnations (2.24), (2.25) and (2.26) represent a Stur:n-
Liouville system. ~o~-trivial solutions to tl1at system 
exist in most cases only for a discrete set of values of 
~l• ~2• ~3 . ····~ called eigenvalues. The series of ortho-
gonal eie;:nfu.:.1.ctions Y 1 , Y 2 • Y3 , ••••• are not 1mot-m but are 
considered normalized with the factor included in the 
1·3 
cofficient Combining the solution of the two differential 
equatio~s. one obtains the complete solution 
00 
C(y, t) == C0 2:: n=l (2.30) 
This conplete solution (2.30) represents the solute concen-
tration at any value of y a11d t. For the derivation of the 
general solution refer to Appendix (2). 
The mass of solute ~(t) in the drop at any time can be 
expressed as 
Vt 
N(t) = J O CdV (2.31) 
The volurJe of torus is 
Vp = 2 "2ee) < p. > 2 
dVp = 2(de) 47T 4 pdP, r = 1-Y, r = J;4 
1 












In order .._ b'- ~ TI t' ~ 0 0 · iJa.i.n -=>n, 11e condition of orthcgonality 
is applieC.. to Equation (2.34). Em·1, equation (2.34) can be 
modified to the equation 
I:.:,· application of the theory of orthono:r:oal functions, 
equation reduces to 
1 
By, = s 0 (l-y)Yndy ( 2. 3 6) 
Substituting this relation into Equation (2.32), leads to 
the expression for the mass in the drop at any time 
c 7T 2d3 
H(t) =-0--
16 
The initial mass of solute in the droplet is 
= c '! = c ·27T2ldf.;)3 
0 0 \4 
d 3 








(5) prefer to e:::p:ress ~ "-. :::..CJU8.ulOD (2.}'3) 
in terms of the fraction of solute extracted 
oo E(t) 
= 1-2 L: B 2 exp(-b),nt) = 1·---
n=1 n I.:( 0) (2.J9) 
In this cquatio~. B11 aYld 1.11 have to be determined be:'ore Em 
can be obtained. 
Consider the equation 
d ( dY 
- P(y) • -) + AQ(y)Y = 0 
dy dY 
(2.40) 
Q ( y) Yn = - ~ _:_ (p ( y) dY) 
An dy dy 
(2.L~l) 
Q(y) = (1 - y) (2. 26) 
1 
Bn = J~ Q(y) y dy (2. J6) 
Perfor~ing the intergration: 
Bn 
l l d ( dY) 
= J 0 - ~ dy p ( y ) ;; dy 
l ( dYf 3n = -·- P( y) 
An dy 0 




p ( 1) = 0 
p ( 0) = 1 
:-:e:'"lce : 
1 ·v a ..... n 
"2n= -(o) 
'-n dy 
l:'his relation is used to calculate ?n after both the 
eig-en·\ralues /._n, and dYn ( 0) /dy have been obtained from 





Analog co:nputer techr~iq_ues l:a"',~e been used successfully 
to solve systems described mathematically by partial ~iffer-
ential equations. They may be used to obtain an approxima-
tion of an analytical solution Hhe:n such solutio:vls a::-e either 
impossible or tedious. They may also serve as means of 
determinlng the range of validity of an approximate 
solution ( 21). 
Two approaches have been applied to solve partial 
differential equations on the analog CCJ:lputer. 
The int£~rators on an analog computer are limited to a 
single independent variable. A partial differential eq~ation 
r'1ust be converted to a set of ordinary differential eqna ti ons 
before the computer can simulate a ~athe~atical ~odel. In 
this approach, each equation is easily progra:nrned on the 
cm:1puter, but solutions are not readily obtained if the 
boundary values for the problem specify for each ordinary 
differential equation both initial and final conditions. On 
the computer only the initial condition can be applied and it 
is thus necessary to determine by iteration parameter values 
on the initial condition that will satisfy the final co~dition. 
In eigenvalue problems, there is often an infinite nu:nber 
of suitahle parameter values (eigenvalues) and .solutions 
(eigenfunctions). 
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Fortu~ately. it is usually necessa~y to include only the 
firs~ few modes in any series. A complete solution of the 
partial diffe~ential equation ~ay be obtained from the pro-
duct of separate functio:1s of the inde"Je:ndent .,.tariables. 
The analog computer may be used to obtain both the eigen-
values and eige'1functions. The computer is prograro..!':led and 
wired to solve one of the ordinarv differential eauations. ~ -
The Y.:no~.;rn initial conditions are applied. The :parameter 
(eigenvalue) enters the solution as a trial initial value 
which is varied by adjusting a potentiometer until the final 
conditions are satisfied. The final value shown on the 
notentiometer is the eigenvalue and the corresponding solution 
of the depende'1t function gives the eigenfunction. Therefore, 
the oYiginal problem of solving the partial differential 
equation reduces to a series of solutions of an eigenvalue 
proble:o. 
In rece!'lt years, the "i tera ti ve analog corr~puter 11 has 
csen des:u:?;ned. Several digital logic components have been 
added to the analog computer. 'rhey may be used to control 
its modes and to adjust parameters auto::1atically. These 
operations are especially useful in eigenvalue problems. 
3.2 Finite Difference Method 
The finite difference method is applicable to both 
ltnear and non-linear systems. The partial differential 
equation is replaced by a set of ordinary differential 
equations -v;i th one indepe11dent variable as the continuous 
independent variable and the other independent variable 
replaced o~r a~ appropriate clifferer;.ce e):~:ressS..c:-:s s~~c:--: <J.s 
i~deDe~dent variable(s). ·:!:'o r.:aintai:r. s.ccu.:rc.c;:, :::.1 -.:ision 
be used so that the change of the depe~dent variable fro~ 
point to point will not be too severe. The requ.i:re~e~t is 
~e~e:rally fulfilled in most physical proble~s. If the 
bou~dary interval is divided into se~~ents, t~s resulting 
set of n+l st~ulta~eous differential equations can be 
solved analo .. ~ co::1~uter or co~::pv.ter con-
cu·crently. 
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IV. AKALOG Sir·iULATIOL' 0? T::.C'3 I•iOD-:::L 
li.l value nroblem 
the ;:-:andlos 
e.nd Paron ~odel with the i·Iellek-Sl-ce lland ;:10di fica ti OYl ( 11) is 
b d 
=-
at 1-y ay 
2 3 ac (l-5y+l0y -6y )---
ay 
The ~oundsry conditions are 
ac 
(l) = hC y = 0 
ay 
( 2) c is finite, y = 1 
( J ) c 
-
("' 
'"'o o< y::_ 1, 
-





1~ . -'- • 





equation. After using the ~ethod of separation of' variable 
(refer to .\ppendix 2), tHo ordinary differential eq.ua ti o~s 
are obtained. The t":·ro-point boundary value problet~ to be 
simulated with the relevant boundary conditions is ~iven as 
follo~rs: 
~ ( dY) 
- P(y)- + >..Q(y)Y = 0 (2.24) 
dy dy 
l'li th bolL'1dary conditions 
( 1) dY 




0 y == l (2.29) 
dy 
l'!here P(y) = l-5y+lOy2 -6y3 (2.25) 
and Q(y) == 1-y (2.26) 
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The varia~le Y(y) is the . d d t · 
. epen en variaole in equation 
( 2. 24). 
Equation (2.24) may be rearra~sed to obtai~ the following 
expression: 
(18y2 -20y+5) dY AnY 
-+-~---=0 
(l-5y+lOy2-6y3) dy (6y 2 -4y+l) 
(4.1) 
The analog co~puter results in later chapters*show that the 
::1.ormalized boundary condition used by Patel 
Y(l) = 1, y = 1 ( 4. 2) 
is also applicable in this work. 
The s2cond term in equation (4.1) becomes ir.deter!!}inate 
·Nhen y appros.ches U."li ty. :-:o~,re-.rer, a limi tins value :for 
d2y/dy2 may be obtained by the application of L'Hospital's 
Rule (23) which results in the follrn~ing equation: 
(4. 3) 
and hence at y ·- 1 
d 2Y A.n 
= --dy2 6 
(4.4) 
Equation (4.1) is the basis o:f the simulation. In order :for 
it to be compatible Nith the limitation o:f an a~alog co~puter, 
it rnust be magnitude scaled and time scaled. 
As shm·m by Figure 5, the independent ve.ria ble y in 
equation (4.1) and equation (4.3) is measured in time by the 
time-generated integrator l.J- on .s:.nalog computer. Tl:e :function 
generators to generate functions G1 (y), G2 (y), GJ(y) indicated 
on Figu.re J are obtained :from non-linear elements. Scaled 
* refer to Cha~ter V 
valu$ of the dependent variables, dY/dy and Y are generated 
in voltage .by integrators l~and 2. 
4.2 Prouosed method of' solution 
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After the problem has been stated above in Equation (4.1), 
the next step is the formulation of a logical procedure to be 
programmed on the iterative analog computer~ This procedure 
is outlined in an abbreviated computer diagram, Figure 3. 
The values for the modified continuous phase resistance, h, 
used in this 'i-rork are the same values as used by 1-lellek-
Skelland (9). The object of this iterative analog computer 
program is to determine th~ value of Y(O) for which the final 
condition, dY(l)/dy = 0, is satisfied. 
The eigenvalue An is selected arbitrarily and is revised 
during each run. A search procedure must be devised so that 
two variables, An and dY(O)/dy may be obtained as a set of 
conditions. If both parameters, Y(O) and A.n must be adjusted 
manually, the operation may become time-consuming. Therefore, 
the digital logic portion of the iterative analog computer 
is programmed to find automatically the initial value of 
dY· (0)/dywhich satis:fies the problems boundary conditions. 
The computer must be. programmed with a criterion E 
-to control -the probleJ:!lS on each iteration so that when 
dY/dy(l)<e: (whereE is small enough to determine the aecura.cy 
to which the boundary condition is satisfied), dY{y)/qy is 
close to dYn(y)/dy :for the desired mode. The criterion to 
'be used is based on the zero-crossing property of' the normal 
mode. For necessarily larger eigenvalues, A. n, the zeroes 








Figure ): Unsealed brief computer circuit where 
Gl(y) = (18y2~20y+1) 
G2(y) = (6y2-4y+l) 




of the normal mode, dYn(y)/dy, (22) lie closer together. 
Let the eigenvalues be ordered numerically so that 
O<A.1<A.2<x3 ..••. >n. This ordering is possible since the 
eigenvalues are all real and positive. If Yn(y) and Yn+l(y) 
are solutions of the equation with A=~ and A=An+l respective-
ly, it is found that Yn+l(y) has at least one zero-crossing 
' more than Yn(y) within the interval. After estimating the 
small region close to the boundary at y=l in V'J"hich equation 
(4.3) can be applied. a scheme to obtain the eigenvalues "-n 
and Y ( 0) can be set up. The follo'ttri ng procedure for 
progl"'amming the problem will be used: 
i (1) An eigenvalue "-; is assumed (1 is the number of itera-
tion). 
(2) Set dY(O)/dy at its initial approximate values dY(O)/dyJl. 
(3) Put the computer in IC position and track the value of 
dY(O)/dy stored in the Track-Hold system. 
(4) Put computer in Operate 
Appendix 13) • 
position (checking program in 
(5) Integrate from y=O to y=l to find the final condition 
dY(l)/dy. 
( 6) Test dY (l) /dy, if dY ( 1) /dy = 0 (smaller than e: ), the 
search is completed() If' not, go to next step. 
(?) Adjust the initial value of dY/dy, i.e~ 
dY(O)/dyii+l - dY(O)/dyfi + k ; dY(l)/dyfi 
(where k is a correction f'actor) and retur-il to step (2). 
If convergence is not obtained in step (6), a correction 
( + or -) must be applied to the eigenvalue and the 
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iterative scheme reentered at step (2}. 
If the value dY(l)/dy being tested at step (6) becomes 
negative, the eigenvalue assumed in step (1) is too large. 
As the mode increases, the successive eigenvalues become 
closer together and it became increasingly different to pre-
select the correct value :for A~. Quite often an estimated 
value would lead to a solution for an entirely different 
mode index. The repetitive operation has.to be continued 
until the final bovndary condition is sati:fied i.e. 
dY(l)/dy) i< €· 
It should be pointed out that if initial guesses are 
used for d£(0)/dy and Y(O) an iter~tion is performed on An• 
there is only one curve that satisfies the boundary conditions 
for dY(O)/dy and Y(O). 
Fadden ( 24) had suggested one way to choose An as :follOt·rs 
Anli+l = Anli + k dYn(O) (4.6) 
dy 
Hot•rever, the problem he "tlrorked with only involved one 
unlmown parameter An. 
Since an-iterative procedure has been formulated for 
the problem, the next step is to obtain a computer circuit 
for implementing this procedure. 
4-.3 :t·iagni tude and Time scaling of the problem 
4.3.1 Magnitude Scaling: On the computer, magnitude 
scaling is necessary to obtain a meaningful solution since 
dependent variables are limited to ± 100 volts. Magnitude 
scale factors are used to relate the voltages from the 
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computer elements to the.dependent variables and its derivatives 
Cadem and Smith (24) suggest that the output from high 
gain ampli~iers in an analog computer should be maintained 
near the re~erence voltage for the computer but should never 
exceed it. This procedure leads to the best utilization of 
the computer capacity. To select scale factors for the 
dependent variable and its functions, the maximU!!J. value of 
these variables must be estimated. The scale factors :for 








The maximum values of Ymax• Ymax• Ymax are estimated :from the 
digital-analog simulator :for different values of" hand A.n• 
(Appendix 6). In practice, the scale factors in this work 
are selected to be somevrhat less than 100/Ymax• l00/1max• 
•• 100/Ymax• These.values make the best use of the voltage 
range available and ensure that the amplifier l'rill never be 
overloaded in normal operation (refer to Appendix 6). 
The original differential equation 
d 2Y (1By2-20y+5) dY ~y 
dy2 - (l-5y+lOy2-6y.3) dy (6y2~4y+l) (4 .. 1) 
After magnitude scaling Equation (4.1) becomes : 
1 d2:{10Y} l (18y2-20y+5) d':{lOY): i A.n-(lOY-) (4.7) 
--
10 dY2 - 10 (1-5y+lOy2-6y3) dy 10 {6y2-4y+l) 
Let(Y) equal lOY. 
~rhe variable ( Y) is the scaled variable (sometimes called the 
normalized variable); thus, 
32 
2 (lSy -20y+5) d {YJ 
(4. 8) 
dy 
The solution in the normalized form is the basis for 
the analog programming procedure. For instance~ if the 
normalized variable Y(y) as sho'tm on Figure 7 is 1.5 volt._ 
the unsealed variable would have a value of 0.15. One unit 
magnitude ~or the unsealed variable is equivalent to 10 volts 
on the computer. 
4.3.2 Time scaling: In mar..y problems to assure a 
feasible operating time, the program must be time-scaled. If 
the :physical problem takes too long to complete, the analog 
solution must be speeded· up. The ·a!1..alog comput_er integrates 
i~i th respect to the actual time in seconds. Let T designate 
the time measured in computer-seconds to distinguish_it from 
independent variable y. I~ the problem is not scaled, one 
second o~ computer time will be equivalent to one U..."'li t of' 
the independent variable. The time scaled ~actor B (25) 
is defined as follows: 
l computer timet sec 
S== ..,..._ = ---------------
y independent problem variable 
Since the independent variable, y, varies ~rom zero to 
one, unsealed time would be too short to record accurately in 
computer voltages. The recorder pen -vrould tend to lag behind 
the computer signal. Therefore, the problem must be scaled 
to run at one-tenth the unsealed rate. 
l = Sy (4. 9) 
I~ Beta is greater than unity, the problem is sl01:.qed down (25) 
1 
~T--
•.J T = 0.1T (4.10) 
In this case, after 5 sec. o:f computer time y has a value 
o:f 0.5. 
A general expression f'or the nth derivative may be used 
to relate the derivative terms of the unsealed variable y to 
the computer time. 
dnf' 1 dn:f 
---
d-rn en dyn 
d 2Y 2 
Hence, n 132 
d Yn 
-··· 














Hhen these relations are substituted into the magnitude 
scaled equa. tion, the :folloi'ring expressio:ns are obtaine.d: 
18(0. 01)T2-20(0.l~) +5 dY 
. (S)-





1 2 (0.18T -2.0-r+5) dY 
(o.o6-r2 -o.4-r+l) 
(4.15) 
which may be simplified 
d 2Y (0.,18-rZ-2.0-r 5) 
·--- - O.l -----------------------
.dT2 - (1-0.5-r+O.l -r2-o.oo6-r3} 
A.n Y dY 
- ( o. 01) ___ 2 ___ _ 
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~: 10 sec 
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to y = 1.0 
Figure 4: Block diagram for the trial·and error 
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d2Y = -O.Olh.nY , d~z 2(0.06i2-0.4T+l) D-3 
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As sholm. in equation (4. 3) a revised expression must be used 
when y i.s close to unity. - Equation · { 4. 3) :may be time and 
magnitude scaled to ·obtain this relationship 
d 2Y -0.5~Y 
= (0.01) .--~2----
d -r2 ( 0. 06-r -0.4T+l) 
(4.17) 
When the independent variable y is close to 1.0 the input to 
comparator 10 chi@TI.ges sign and makes the control switch 
connect the opposite direction to Equation (4.17). 
It should be emphasized that the boundary conditions o~ 
the di~~erential equation have to be magnitude and time 
scaled be~ore they are programmed on the computer. 
4.4 The digital logic 
A~ter the equation has been magnitude and time scaled, 
it can be read~ly programmed on the analog patchboard, 
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Figure 5. Each input of' a high-gain amplif'ier or integrator 
has been clearly marked. The settings ~or pot 8 of' the time-
generator is 0.01. The values of' pots 12, 13 and 14 to 
generate the time f'unction (O.l8~-2.0-r+5) are 0.18, 0.20, 
and 0.05, respectively. Pots 15~ 16 and 17 used to generate 
(o.o6-r2-o.4-r+l) are·o.o6, 0.40 and 0.10, respectively. Pots 
19 and 20 to generate (l-0.1-r) are 0.10 and 0.01, respectively. 
Pots 40 and 41 represent 0.01 A.n and ·o.005 Xn, respectively. 
The value f'or 1/h is set on pot 42. The settings of' pot 9 
are selected very close to 0.01 as a basis :for switching near 
the end o~ the integration period where y approaches unity. 
The iterative procedures f'ormulated f'or the problem are 
perf'ormed by components of' the digital logic. The symbols 
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~or the elements o~ the computer program are described in 
Appendix 1. The logic signal generated by the comparator is 
used to control the operating modes for the analog computer 
as we·ll as selected electronic switches in its program. A 
track-hold system is developed ~or use in the iterative 
procedures. vThen the computer is placed in Reset mode, a 
binary logic 1 signal is applied to the IC control line. 
Concurrently it sets ampli~ier 35 in the track-hold system 
into track mode and puts electronic switch 2A2 in the DOWN 
position. At this moment, ampli~ier 35 tracks the initial 
approximation of' dY.(O)/dy which is supplied to the system 
thru switch 2A2. As the computer is turned to the OP(or 
uREPOPtt) *, a binary J.ogic 0 signal is applied to the IC 
control line and ampli~ier 34 tracks the error k ( dYn/dy 
-"d:!(O)/dYJ • Also, the binary 1ogic 1 signal. ~rom the OR-
Gate on the logic patchboard makes the electronic switch 2A2 
·oiose whenever the computer is in the BEPOP mode. 
Near the end o~ the programmed operate period, the sign 
·change of the input to the compara~or switches the binary 
1ogic.signal. 1 :rrom the OR-Gate into its complementary logic 
signal 0. There~ore, the m~itch 2Al changes from the DO\iN 
position to the UP position and mqitches the solution to the 
equation derived from L 1Hospita1 1 s Rule. When the computer 
returns to IC(BEPOP) a:rter one integration period, amplifier 
. . . 
*REPOP.is a term used to re~er to repetitive operation on the 
ana1og computer. 
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34 holds the last value tracked by amplifier 35 ( k {dY(l)dyln 
-dY(O)/dyfn) • The repetitive operation is continued until 
a value of' dY(O)/dy is obtained :for 't'Thich dY(l)/dy = 0. 
A block diagram of' the computer program is sho1~ in Figure 4. 
The analog and digital logic details are contained in 
Figures 5 and 6. The timing circuit made up of' elements 4, 




Ta'ble 2:, Binary logic signal on the control 















Table 3 : Digital logic :for the Track-Hold system 
RS REPOP 
RS E:iement · OP RS 
RS A-l(dY/dy) OP RS 
RS A-2(Y) OP RS 
H 2C9(J4) T H 
T 2D9(J5) H T 
DN S1tri tch 2A-2 UP. UP 
PACTOLUS simulation 
The development o:f MIDAS (modified integration DAS) 
{digital analog simulator) is based on a fourth-order 
Runge-Kutta Herson integration method. with an automatic· 
:from 
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stepsize adju~tment to make it reliable and accurate. 
PACTOLUS, developed by Brennen (26) o~ IBM Research Labora-
tory, is similar to the l'iiDAS system and uses a block-orient-
ed interpretive digital-analog simulator with a second-order 
Runge-Kutta integration method. 
:!!:!ass trans :fer in droplets can also be simulated on a 
digital computer by using the program, PACTOLUS. In 
addition to the use of' su·ch elements as sU1!ll!lers~ integrators, 
multipli:fiers ~ etc. , a simulated relay ffi'J"i tch also is used 
to switch the problem to the equation derived by the use o~ 
L'Hospital's Rule to eliminate the undetermined term when y 
approaches unity. 
A plot of' the results :from the digital computer calcula-
tion can be compared with a plot of' the results :from the 
analog computer in Figures 11, 12~ 1..3 and 14. The main d1.:f:fer-
ence between the programming on the analog computer and 
PACTOWS is·that the signs o:f the output :from the summers 
and integrators in PACTOLUS are not changed. The PACTOLUS 
simulation is presented by a PACTOLUS :flow diagram in 
Appendix 7. The simulation on PACTOLUS :follows the arrange-
ment o:f the circuit o:f the analog computer program. Programs 
with and. without time scaling are set up to check 
the di:f:ference. All the symbols :for the f'low diagram are 
sho1qn in Reference 20. 
V. RESULTS AND DISCUSSION 
5.1 Computer results of' eigenvalues and eisen:functions 
Iterative analog computer results of' eigenYalues· An and 
eigen:functions Yn(O) are shown in Appendix 10. Values of' 
Bn are calculated from the follo~nng equation: 
1 dYn(O) 
B =- n = 1 ••••• 4 (5.1) 
n A. dy n 
For instance,. when h 
-
10.0. A.z = 18.90,and ·dY(O)/dy - .:.3.04 
Hence, En is obtained from Equation (5.1) and has the value 
-0.1608.' 
The calculated eigenvalues and series constants B:n f'or 
various values of' the modified continuous phase mass transfer 
coefficient, h, obtained from the different schemes on the 
analog computer and digital-analog simulator are summarized 
in tables 4, 5 and 6. Only the first f'o~ eigenvalues and 
se.ries constants are calculated, in part because, for n> 5. 
the additional terms have an almost negl.:igibl.e effect on the 
concentration profil.e(except at very short contact times). 
The solutions using the different schemes mentioned above 
must be compared. 
The digital-analog simulator print-out shows that the 
results with or without time and magnitude scaling are very 
close. 
The results plotted :from the X-Y recorder on the analog 
computer are shown on Figures 7 to 10. The results from the 
digital-anal.og simulator are shown on Figures 11 to 15. These 
figures are based on a constant· n. As n increases~ the value 
of An increase rapidly. 
The results are also expressed in terms of the fraction 
.of the solute extracted from the .droplet, Em• as a f'unction 
of dimensionless time, bt. See Figures 15y 16, and 17. 
Upon comparison of the first four eigenvalues x1 , x2 , 
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13 and 14 for different values of h used by Wellek-Skelland 
(9), {except when h = 40), it is apparent that the three 
eigenvalues X 2 , A. 3 and 1 4 increase slowl.y :for the l.ow 
continuous phase resistance, h, especial.l.y for h<O.l.; but the 
first eigenvalue increases rapidly with h. When h is larger 
than 0.1, all four eigenvalues increase rapidly as a function 
of h. After reaching 10, the first three eigenvalues 1 1 , 1 2 
and 1 3 remain approximately constant or increase very slowly. 
For very high continuous phase resistances, all the eigen-
value9 seem to remain nearly constant. This is consistent 
with the physical situation because as the modified continuous 
phase resistance h increases, the resistance to mass transfer 
in the continuous phase becomes iess. As h ap:td·oaches 
infinite, (ke-+ co), all the resistance to mass transfer will 
be in the droplet. 
The results of this v-rork using the iterative analog 
computer have been compared with Patel's results (30) using 
.. 
the Runge-Kutta_and F~mming's numerical approach to solve this 
problem; the four eigenvalues calculated by the two methods 
on iterative analog computer and digital computer, respectively, 
agree with each other within about 5%. But the results 
obtained for the higher eigenvaJ.ues A. 3 , X4 on a conventiona'l 
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analog computer differ by 10% with Patel's results. Rogers 
and Connolly (29) state that this difference arises, in :fact, 
because at low eigenvalues which correspond to the low-
frequency normal mode, the results can be found q_uite 
accurately since it depends simply on potentiometer settings. 
But the higher frequency normal-modes require high gain in 
the computer circuit, which causes less satisfactory operation. 
Digital-analog simulator results coinoide with results 
of Patel's numerical solution within about 3%. 
The possible inaccurate part of this work is that for 
very small values of h. the noise begins to affect the low 
voltage of the initial approximation o:r dY(O}/dy. Corcos, 
Howe, Rauch and Sellars (23) indicate that the values of the 
recorded eigenfunctions never have the same degree of 
accuracy as the eigenvalues. Because o:f the possible 
inaccurate values of the eigenfunctions Y(O), the coefficient 
En calculated may·also be slightly inaccurate. 
The coefficient B1 is positive :for all values o:f h. 
All values o:f B2 are.negative. BJ is negative :for h>lO and 
positive for h less than 10. The values of B4 are always 
negative. 
5.2 Solution in terms of fraction of solute extracted 
The complete solution for the fraction extracted can be 
computed from the following relation; 
{5.2) 























Table·~: Eigenvalues and Coefficients for Handlos and Baron Model 
(by trial and error on an iterative analog computer) 
A.l A.2 A.3 A.4 Bl Bz -B3 B4 
-
......._ ___ ... _________ ~----~~·-· - ~----~-~- . 
0,0018 6.630 31.20 354.0 0.4130 -0.?99(10)-4 0.154(10)-~ -0.?62(10)-6 
o.oo39 6.600 31.20 353.0 0.5436 -0.162(10) ... 3 0.250(10)-, -0.161(10)-~ 
0.0185 6.790 31.20 353.0 0,4214 -0.788(16)-3 0,146(10)- -0.850(10)-4 
0.0950 6.810 31.20 355.0 0,4895 -0.418(10)-~ 0.695(10)-3 -0.415(10)-4 
0,2000 6.900 31.20 352.0 o.L~375 -0.884(10)- 0,140(10)-2 -0.852(10)-
0.7900 8.010 32.90 354.0 0.3987 -0.399(10)-l 0.699(10)-2 -0.452(10)-3 
1.2800 9.300 i6.20 355.0 0.3477 -0.731(10)-1 0.134(10)-i -0.794(10)-~ 
1.9900 . 12.40 35.60 365.0 0,2804 -0,1153 0.351(10)-1 ~0.194(10)-2 
2.3600 15.60 41.40 369.0 0.2542 -0.1288 0.492(10)- -0.376(10)-
2.5100 17.10 45.30 373.0 0.2789 -0.1316 0.476(10)•1 -0.517(10)-2 
2.5900 18.90 87.00 376.0 0,2317 -0.1608 -0.212(10)-1 -0.697(10)-~ 
2. 7300 . 18.90 90.90 393.0 0.1905 -0.1217 -0.429(10)-1 -O.l19(10)• 
2.7500 18.90 92.00 396.0 0,1964 -0.1333 -0.394(10)-i -0.128(10)-1 
2.7700 19.00 . 96.90 402.0 0.2076 -0.1247 -0.)88(10)- -0.139(10)-1 
2.7800 19.10 95.10 404.0 0.2032 -0.1238 . -0.394(10)-1 -0.144(10)-i 
2.7850* 19.15* 96.60 411.0 0.2011 -0 .. 1227 -0.375(10)""! -0.143{10)"" 
2.8000 19.30 96.80 415.8 0.2004 -0.1166 -0.386(10)""1 -0.145(10)-1 
2.8200 20.20 97.10 416.8 0.1993 -0.1337 -0.395(10)- -0.145(10)-1 
2.8200 20.80 97.20 417.0 0.1986 -0.1154 -0.388(10)-l -0.146(10)-1 
2.8200 20.90 97.80 418.5 0.2021 -0.1077 -0.387(10)-1 -0.145(10)-1 
2.8200 22.30 . 98. 00 418.5 0.2021 -0.1108 -0. )8L~ (10 )-1 -0.144 (10) ... 1 
2.8200 22.40 98.10 419.0 0.2021 -0.982(10)-l -0.387(10)-l -0.145(10)-1 




h A.l A.z 
-
0.0010 0.0018 6.30 
0.0020 0.0036 6.35 
0.0100 0.0200 6.40 
0.0500 0.0963 6.40 
0.1000 0.1870 6.45 
0.5000 0.7950 7 .L~5 
1.0000 1.2900 8.50 
2.5000 1.9850 12.0 
5.0000 2.3600 15.5 
7.0000 2.4800 17.0 
10.000 2.5600 17.4 
25.000 2.7100 19.3 
30.000 2.7300 19.5 
40.000 2.7500 19.8 
50.000 2.7600 19.8 
70.000 2.7750 20.1 
100.00 2.8100 20.2 
250.00 2.8250 20.6 
500.00 2.8250 20.7 
700.00 2.8450 20.7 
1000.0 2.8500 20.8 
2.8600 20.8 
Eieienvalues and Coe;f;fj,cients for Hand1os and Baron Model 
(by trial and error on a conventional analog computer) 
......_____ ___ ~--· ·--~-----"""'---~~-~·------- ---- ~~ ~ " - ~--
>..3 >..4 B1 Bz B3 
35.40 394.0 0.522 -0.870(10)-j 0,114(10)-4 
34.90 394.0 0.519 -0.173(10)- 0 • 2 2 7 ( 10 ) -'+ 
35.30 394.0 O. L~72 -0.867(10)-3 0.111(10)-3 
35.10 394.0 o.L~93 -o .L1-62 ( 10) -~ 0.527(10)-3 
35.20 394.0 o.476 -0.898(10)- 0,107(10)-2 
35.00 394.5 0.347 -0.'+16(10)-1 0.536(10)-2 
35.70 395.0 0,287 -0.800(10)-1 0.108(10)-1 
37.60 397.0 0.239 -0.1500 0.239(10)-1 
41.60 403.0 0.201 -0.1677 0,420(10)-1 
43.70 404.0 0,215 -0.1610 0.494(10)-:J. 
87.50 409.0 0,180 -0.1736 -0.263(10)-1 
93.30 420.5 0.184 ·0.1580 -0.356(10)-1 
94.90 425.0 0.186 -o.1L~77 -0.360(10)-1 
96.70 428.0 0.189 -0.1495 -0.372(10)-i 
97.50 4)2.0 0.190 -0.1461 -0.369(10)-
97.60 439.0 0.189 -0.1393 -0.365(10)-i 
101.0 451.0 0.187 -0 .1JL~8 -0.322(10)-
101.5 451.0 0.188 -0.1341 -0.327(10)-i 
101.5 451.0 0.198 -0 .13Lr2 ... 0.337(10)-
101.5 452.0 0.204 -0.1343 -0.327(10)-1 
102.0 452.0 0.205 -0.1341 -0.329(10)-1 


























Table 6: Ei5envalues and_C~effioients for·Handlcs and Baron Model 
~by trial and er~or on a digital~nnalog·s1mulator) ' 
h ),1 >..z ),3 A.4 B1 Bz B3 
0.0010 0,0020 6.80 31.30 363.0 0.500 -0.822(10)-~ 0.153(10)-~ 
0,0020 0,0040 6.80 31.30 363.0 0.500 -0.179(10) ... 3 0.306(10)-3 
0.0100 0,0180 6.86 31.30 363.6 0.505 -0.893{10)'"'2 0.153(10)-
0.0500 0.0940 6.92 31.40 364.2 0,,506 -0.446(10) .. 2 0.764(10)-~ 
0.1000 0.1860 7.02 31.40 364.4 0,491 -0.891(10)- 0.153(10)-2 
0.5000 0.7800 7.90 32.20 .365.6 0.423 -0 .!~21 ( 10 )-1 0.757(10)-
1.0000 1.2690 9.04 33.12 365.3 0.372 -0.753(10)-1 0.147(10)-i 
2.)000 1.9600 12.06 35.80 367.0 0.307 . -0.12380 0.545(10)-
5.0000 2·. 3000 14.96 39.20 372.6 0,278 -0.13840 0,524(10)-i 
7.0000 2,4600 16.30 41.60 376.4 0.264 -0.13520 0 • .593(10)'"'1 
10.000 2,5600 17.40 83.90 380.0 0.256 -0.13330 -0.142{10) ... 1 
25.000 2.7000 19.22 90.20 394.6 0.244 -0.12110 -0.41g(1o)-1 
30.000 2.7200 19.35 91.40 399.0 0,243 -0.11990 -0.41 (10)-
50,000 2.7600 19.80 93.40 406.0 . 0.239 -0.11700 -0.413(10)-i 
70.000 2.7700 20.20 94.60 410.0 0.238 -0.11410 -0.408(10)-1 
100,00 2.7800 20.36 96.30 418.4 0,238 -0.11200 -0.399(10)-1 
2)0.00 2.7900 20.38 96.40 418.5 0.238 -0.11190 -0 .. 402(10)-1 
500.00 . 2.8000 20.40 96.64 418o6 0.236 -0.11120 -0.401(10)-1 
700.00 2,8060 20.42 97.70 420.0 0.235 -0.11120 -0.401(10)-
1000.0 2. 8070 20.42 96.70 420.0 0.235 -0.11120 -0.400(10)-i 
2,8100 20.50 96.92 420.4 . 0.235 -0.11120 -0.399(10)-




































y vs y 
o.B 1.0 
Figure 7: Solution of Handlos and Baron Model 
on an iterative analog computer 












y vs y 
o. 8 1. 0 
.. 
h = s.o 
~2 = 15.6 
Figure 8: Solution of Handlos and Baron Model 









Q.X vs y dy 
y vs y 
----
h = 5.0 
"-J = 41.4 
Figure 9: Solution of Ha.ndlos and Baron Model 









21 vs y 
dy 
y vs y 
h = 5.0 
A.4 = 369.0 
Figure 10: Solution of Hand1os and Baron Model 
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Figure 14: Solution of Handloa and Baron Model on digital-analog simulator 
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Figure 17: Fraction extracted versus dimensionless time(Iterative analog computer) \..rt \Q 
' .. ·' 
mentioned before have been substituted into the above 
equation to obtain the fraction extracted predicted by 
these approaches. It can be observed :from Figures 14, 15 
and 16 that for a particular value of bt the fraction 
extracted increases as the modified continuous phase resis-
tance h increases. This is quite true because ash becomes 
larger (h>0.5) the fractiJn extracted approach U-'!J.ity at a 
lovrer value of' bt. This is consistent with expectations 
because as h gets largert kc gets larger and therefore, the 
resistance in the continuous phase decreases. For ·~o~r 
value of bt, the :fraction extracted remains approximately. 
-
constant at non.:.zero values. As bt becomes larger. the 
:fraction extracted increases a_~d approaches unity asymp-
totically, wh~ch.is expected physically. 
Refer to appendix * , the calculation of the deviation 
'between Em (11;:4) and Em (n=3) indicates that the solution :for 
n-:4 is approximated satisfactorily. For low value o:f h, B 
n 
and An are small enough that only first term is dominant, 
especially for high values 'Of bt. For high values of,}}, at 
lo1'1 value of' bt, small deviations o:f the· order o:f about 
0. 05% exists bet't-;reen Em (n=lf.) and Em (n=3). 
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A similar family of curves w·ere obtained in Patel 1 s i·Iork 
using nu..merical methods with the digital computer. Comparing 
the results presented in Appendix 8, it is observed that the 
results of the i tera ti ve. analog computer and digital-analog 
simulator agree best with solution obtained by either the 
· Runge-Kutta or Ramming 1 s method. The solution obtained using 
* supplementary appendix 
. _. ·' 
the conventiona~ analog computer deviates slightly from the 
iterative analog computer results. 
When bt is zero, Em should be zero; thus the following 
relation should exist at time equal to zero: 
l - 2 E B2 
nln 
(5.3) 
But in this work, the results apparently do not satisfy the 
above relation. For larger dimensionless time, (bt), the 
values of Em do approach un~ty as bt approaches infinity, 
which is the expected physical behavior. 
It is very important to realize that in the trial 
and error procedures in this work, dY(O)/dy. one of' the two 
parameters, only affects the curves of dY/dy versus y in 
magnitude (amplitude) and another parameter· bei~g searched 
decides the position of' the zerq-crassing position in order 
to meet the final condition. Two kinds of' recording equip-
ments, cathode-ray oscilloscope and a servo-meter driven X-Y 
recorder have been used in this work. The oscilloscope has 
the advantage that problems with an.end point to meet can be 
solved more quickly, especially in this work, an approximate 
value of the two param~ters An and dY(O)/dy are obtained on 
the oscilloscope. However, ·using the oscill.oscope it is 
also somewhat di:f'f"icult to obtain the same degree of' 
accuracy as the slower recording device (21). 
Frequency response was not critical in the problem 
situations generated by the iterative analog computer. The 
question of' precision arises f'or the dividers which are the 
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least exact components used in the simulation. 1..J"henever 1 t 
was impossible to prevent the use of low values of voltages 
or very small pot settings, electrical noise, both internal 
and external, could affect th~ solution. Lo"'ir voltage outputs 
f'rom.the dividers show them to be operating at the least 
precise section of their range. 
5.3 Comnarison of results from analog comuuter with Patel's 
and Wellek-Skelland's results 
Compare the eigenvalues obtained by Wellek-Skelland {9), 
Patel (28} and this work, the first eigenvalue for the three 
~rorks are generally in agreement within ± 5%. BUt the devia-
tion become~ larger in the third and fourth eigenvalues A.3 , 
A.4. Since only the f'irst eigenvalue is important at large. 
contact time, the results of Em obtained by the three works 
agree with each other very well at J.arge contact time. 
At short contact times, Patel obtained a numerical 
solution by a finite difference method which can be applied 
very satisfactorily. 
Although the results obtained by lfellek-Skelland are 
consistent with the physical situation which at bt equals 
to zero, Em equals to zero~ the solution is strictly valid 
f'or large contact times. 
The values of' Em calculated by the various method are 
presented below· :for the specific case of' h-0. 5, and bt=l. o. 




0.891 (conventional analog computer) 
Em - 0.856 { i tera ti ve ~nalog computer) . 
. ~· _, 
Em 
-
0.834 (Runge-Kutta method by Patel) 
Em 
-
0.832 {Hamming's method by Patel) 
Em 
-
o.66J {Finite di:f':rerence method by Patel) 
Em - 0.750 ('He llel{-Sl~e lland) 
It can be seen that the three results obtained in this Nork 
are in agreement with each other within about 5%. The value 
o~ Em obtained by finite difference method of Patel and by 
Hellek-Skelland are lower than the values of Em in this work. 
For larger values of h, all the curves of Em versus bt tend 
to coincide. 
When bt is close to zero, the deviation becomes very 
large from the actual physical situation which is bt. equal 
zero, Em equals zero •.. 
One particular behavior o~ the ~amily of curves obtained 
in this t-:rork l-Thich is similar to the behavior of' the ~amil.y 
o~ curves (Em versus bt) obtained by Elizinga and Banchero 
(12). The similarity is the intersection of various curves. 
5.4 Ap~lication of the results 
Two di~~erent single droplets systems are chosen to 
describe the application o~ the analytical series solution 
of the model. The first system has the most of' the resistance 
·to mass trans~er in the droplet phase. In the second system~ 
resistance is about equa.lly. distributed betl-reen both phases. 
The experimental data for the following comparisons are 
provided by Handles and Baron (1) • 
System (I) 
solute: acetic acid 
•••• 1 
dispersed phase: benzene 
continuous phase: ~;;-ater 
droplet velocity: ll.J·cm/see 
droplet diameter: 0.503. em 
Reynolds number = 597 
Using the Garner and Tayeban correlation to calculate 
the continuous phase mass transfer coefficient 
kc - 0.01565 em/sec 
h - 50.29 
dimensionless time bt = 0.952 
The following values for the over-all mass transfer 
coefficient are obtained for the different methods: 
Kd - 0.0409 em/sec (Runge-Kutta method by Patel) 
Kd - 0.0241 em/sec (1.Jellek-.Skelland) 
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Kd - 0.0318 em/sec (Finite difference method by Patel} 
Kd - 0.0470 em/sec (conventional ~~alog computer) 
Kd - 0.0409 em/sec (digital-analog ·simulator) 
Kd - 0.0457 em/sec (iterative analog computer) 
Kd - 0.0258 em/sec (Handlos and Baron, h....,.oo) 
Kd - 0.0211 em/sec (exuerimental.) 
The results show that the i·l ellek-Ske lland and Handles 
and Baron calculations and 'the experimental value agree 
fairly well with each other. (It should be emphasized that 
the Handles and Baron calculation is based on the continuous 
phase resistance being negligible). The values of Kd obtain-
ed by Patel using the Runge-Kutta and Hamming's method agree 
with this work satisfactorily. 
System (II) 
solute: Acetone 
Dispersed phase: benzene 
Continuous phase: water 
Droplet diameter: 0.481 em 
rising (~alling) velocity: 10.6 em/sec 
Reynolds number = 535 
65 
Using the Garner and Tayeban correlation the continuous phase. 
mass trans~er coe~ficient is 
k - 0.0134 em/sec 
C· 
h - 1.133 
dimensionless time = bt = 0.995 
The ~ollm't.ing values of the over-all mass transfer 
coef~icient are obtained for the di~f'erent methods: 
Kd - 0.00845 
Kd - 0.00880 
Kd - 0.00655 
Kd - 0.00846 
Kd - 0.00915 
Kd - 0.00870 
Kd - 0.01090 









(Ru_~e-Kutta method by Patel) 
(1? ellek-Skelland) 
(Finite dif'~erence method by Patel) 
(digital-analog simulator) 
(conventio~~l analog computer) 
(iterative analog computer) 
(Hand los and Baron h-..oo) 
(exuerimental) 
From the above results,_ it can be seen that the value 
calculated by Handles and Baron (h~~ and the experimental 
value of' Kd are higher than the other computer solutions. 
For this case, the values of' Kd obtained in this work and by 
the numerical methods (Runge-Kutta, Hammingts) by Patel agree 
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with each other satisfactorily. 
For short contact time(such as bt=O.l), the results 
obtained by the Runge-Kutta method and analog computer 
method di~fer considerably from the results by the method 
of finite difference. However, the results using finite 
difference method agree better with the physical situation 
:for lo1<r contact time. But the results of this i'Tork as 
well as the results obtained by Pat·el using the R.unge-Kutta 
and/or Hamming's method can be applied :for large contact 
times(especially f.or bt> 0.5). 
...... • 
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VI: SUMWL~Y AND CONCLUSIONS 
The aim of this study was to successfully· simulate on 
an a...'l'lalog computer the modification of the Handl.os and Baron 
Model for mass transfer to droplets with turbulent internal 
circulation and a finite continuous phase resistance. 
Apparently, no solution to a similar type of mathe~atical 
problem (i.e. and eigenvalue problem with split boundary 
condition) exists in the literature (37) which has been 
simulated on an iterative analog computer. The two-variable 
iteration which is used constitutes a special feature of this 
work. 
The project was divided into three schemes: 
(1) using a conventional analog computer to determine both 
the parameters 4n and dY(O)/dy and ultimately Bn· The trial 
and error procedure is performed manually on the computer. 
(2) using the iterative analog computer to perform the 
iterative procedures more accurately and rapidly. 
(3) using a digital-analog simulator to calculate the eigen-
values An and dY(O)/dy. 
The results obtained by these three schemes are then 
compared with results in the literature using different 
approa. ches. 
The results show that for long contact time, the 
different schemes used in this work satisfactorily agree with 
the previ9us wq~~·qq~e. by Pate~ (28). For short contact time 
the finite difference method of Patel is· recommended. 
Upon comparison of the results obtained in this thesis 
with several previous approaches in the literature. the 
foll~ing conclusions can be made: 
(1) The low eigenvalues (11 and 12 } obtained in all 
the schemes in this work agree with each other within 3%. 
For the higher eigenvalues (13 and 14 ) the results from the 
conventional analog computer show a 5% to 10% deviation from 
the digital-analog simulator. 
(2) The values of the coefficients Bn calculated by 
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the three schemes in this work differ by no more than 10% from 
the results of each method. The results obtained using the 
analog computer with digital logic are closer to the values 
obtained by the digital-analog simulator. 
(3) The eigenvalues An obtained by Patel using numerical 
methods (Runge-Kutta and Hamming's) and by Wellek-Skelland 
using the Rayleigh-Ritz variational technique and this work 
are in agreement within 5%. The higher eigenvalues differ 
considerably. But the results of this work are closer to the 
Runge-Kutta results obtained using the digital computer than 
the finite difference method using the digital computer. 
(4) For long dimensionless times (bt>50)~ all the curves 
of Em versus bt tend to coincide with each other; that is~ 
they approach the results for h equal to infinity for the 
F~ndlos and Baron Model (kc~~). 
(5) The families of curves Em versus bt (with varying 
h values) obtained in this work are similar in nature to those 
results obtained from the Runge-Kutta and Hamming's method by 
... -· 
Patel, the Grober (stagnant drop) result, and the Elzinga 
and Banchero (laminar circulation) results. That is, as bt 
approaches zero, (or for short dimensionless time, bt), Em 
(fraction extracted) does not approach zero. This is not 
consistent 1-ri. th the physical situation. 
(6) The overall mass transfer coefficients, Kdr' 
obtained by using the Runge-Kutta or Ramming's method and 
the results in this work agree with each other within 10%. 
(7) For the experimental system chosen for the calcula-
tion of Kdr{ with most of the resistance to mass transfer in 
the droplet}, Kdr calculated by using lvellek and Skelland 
method differs considerably from the values of Kdr 
calculated by using the Runge-Kutta method, Hamming's method 
and the analog computation. But the 1·Iellek and Skelland 
method predicts Kdr values which are closer to the experiment-
al values. The system l'Tith resistance to mass transfer in 
both phases shows that all predicted values of Kdr (using 
all the methods) are in agreement with each other, although 
they are less than the experimental value by about 30%. 
(8) For very short contact times (bt<O.l), the value 
of Kdr calculated by the finite difference method of Patel 
and by the results of this work differ by as much as 40%. 
But the results from the Runge-Kutta and Hamming's method by 
Patel agree wib this work very satisfactorily. 
(9) Further study in this work is recommended to use 
the numerical approach to simulate the mathematical model on 
the hybrid computer and to transform the partial differential 
equation into a difference equation using a technique to 
avoid truncation errors. The hybrid computer has the advant-
age of a larger storage-capacity for digital values than 
than that of the ·iterative analog computer. This advan-
tage is on the order of 1000 to l so th~t entire fvnctions 




























Coefficients in series solution 
radius o~ droplet (em) 
Coefficients in series solution~ dimensionless 
u 
Concentration o:f solute in dispersed phase. 
initial concentration (g-mole/liter) 
Molecular diffusivity (cm2/sec) 





C -C 0 




5l2kc ( l + m./ l-Ie) 
r1odi:fied continuous phase resistance, 
mu 
heat transfer coefficients (cal cm-2 sec-l °K-l) 
Overall coefficients o:f mass transfer in terms o:f 
disperse phase concentration during droplet :free 
rising (or :falling) period. (em/sec) 
Thermalconductivity (cal sec-l cm-l °K-l) 
correction :factor 
magnitude scaled factor 
individual mass transfer coefficient (continuous and 

































mass of solute in droplet phase (drop phase) at time t 
mass of solute in droplet phase at t=O 
distribution coefficient, dispersed phase concentra-
tion/continuous phase concentration at equilibrium 




Continuous phase SchD.i t number,_ ll 
Nusse1t number, 











time _during free fall (or :rise) period (sec.) 
dimensiona1ess time 
average circulation time droplet (sec) 
droplet free f'all (or rise) velocity (em/sec) 
average displacement of fluid 
eigenvalues 
viscosity of dispersed phase and continuous phase 
respectively (centipoise) 
density of dispersed phase and continuous phase 
respective1y (g/cm3) 
torus rad:l.us 
Scaled time (computer time) (sec) 






radial direction of Hadamard type circulation 
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APPENDICES 
A PPENDI2t' ( 1) 
Analog and hybrid symbols f'or the elements used in the 
computer circuit. (The symbols are published in Dece~ber, 






















a is the initial 
condition for the 
integration 
'~" indicates the 
number of the amplifi 
amplifier, it has 10 
and l gain in AD-40 
Two-terminal pot 
k value is less than 
1 and always positive 
- some reference positive or negative 










With binary output U=l. (a+b)>O 
U 1 (a+b)<O 
(?) Track-hold 





Track when IC 




( 9) Ana~og/ digital. switch Ua=O ( U-O) 
a Ua Ua=a(U-1.) 
The denominator has 
to be always positive 
The· symbol for a relay 
comparator can be made· 
by combining either of 
these symbols with 
that of a relay 
When used in this way 
the size of the inte-
grating capacitor is 
important,. The 
quantity being track 
and held is -(a+b+c) 
The curve back 
indicates that the 
feedback resistor has 
been removed. 
ON when binary signal 
U 1 s digital none 1' 
79 

















Connection No connection 







APPENDIX ( 2 ) 
The. partial differential equation to describe the Model 
;;-ri th the relevant boundary conditions: 
3C .b a 2 ~ 
- = - - (l-5y+l0y -6y3)-
a-r 1.-y ay · ay 
Boundary condition 







(3) C = C0 
y = 0 .t > 0 
y = 1 t = t 
0 <y <1. t = 0 
Applying the technique of separation of variabl.y: 








-- = T (t)Y I (y) 
a t2 
Substitute into equation (A.1) 
6 
. . . 
... . 
•J , . 











T r (t) 1 .. · Y"(y) . Y'(y) 
(1-5y+lOy2 -6y3) + (-5+20y-18y2 ) . = -A. 
bT(t) (1-y) Y(y) Y(y)(A.6} 
81 
, . .; . 
82 
Rearranging the equation, a set of ordinary differential 




(l-5yTlOy2-6y3)Y"(y) + (-5+20y-18y2 )Y' (y} 
+1 (1-y )Y(y) = 0 
d2y (-5+20y-18y2 ) dY A.(l-y)Y 
.- - - -- -------,.~--dy2 (l-5y+10y2-6y3) dy {l-5y+l0y2-6y3) 
or d 2Y ·l8y2-20y+5 dY A.nY 
. dy2 - l-5y+lO;z_6y3 -~ - _(_6_y_2 ___ 4y_+_l_) 
Boundary conditions 
dY 




(2) -= 0. 
dy 
In order to obtain the analytical solution. let 
P(y) - l-5y+lOy2-6y3 
Q(y) - l-y 
For A = positive va1ue 
T(t) = Bexp(-bAt) 
For A. = negative 
T(t) = A exp(bA.t) 
For A = 0 T(t) = D 
1-Jhere A,B.~nd Dare constants 
For A. = positive Y{y) = Y(y} 





















= J (l-5y+lOy2-6y3) dy (A.l?) 




- !: bnYn exp(-b'Ant) + :E anYn. exp(bA.nt) 
n=l n=l 
l c 1 dy (l-5y+lOy2 ..:..6y3) 
0 
As t approaches infinity 
C(y,co) = infinite 
Hence, the second term is omitted. 
c (y, t) = ci = j c dy 
{l-5y+10y2 -6y3) 
:;: c2Y(y) + c 3 
c2 = o 
Now, the complete solution should have the form 
C!O 




In this work, c1 (continuous phase solute concentration) is 




C(y, t) - n :r:1 "bnYn exp{ -bAn t) . (A. 22) 
Equations {A.9), (A.10) and (A.ll) belong to the Sturm-
' Dtt.--
Lou:ivi11e system, and hence the solution has an inf'inite 
number of' eigenva1ues as indicated in Equation (A.18). 
83 
.... • 
From the initi~l condition 
00 
C(O,y) = C = I: b Y · {A.23) 
o n=lnn 
From the orthogpnal properties· of Sturm-Louiville systems: 
j_ 00 1 J OCo(l-y) Yndy = n~lbn J O(l-y) Yn ~y 
1 2 l b J (l-y) Yndy = C0J (l-y) Yn dy (A.24) 
n 0 l 0 
bn = cl.J 0(1-y) yn dy 
Let En = j 0(1-y) Yn dy 
' Therefore 
C(y,t) - C0n~lBnYn exp(-b>..nt) 
At the boundary {y=l) one term in the equation is undetermin-
able 
-= (A.25) 
Therefore, the L~Hospital's Rule has to be applied before the 
end condition is reached. 
d 2Y (18y2 - 20y +5) d 2 Y >..n Y 
dy2 - (-5 + 20y - 18y2 ) dy2 - ,-6-y--:::::2---4-y_+_l_) 
d_2y >..nY 
- - dy2 - (6y2 -4y+1) (A.26) 
d 2Y "AnY 
2 dy2 =. (6y2-4y+1) 
(A.27) 
at y=l, 






This is ~he sam.eLre~ult as obtained by Patel (28) using a 
series expansio:n~app~oaen. 
. "".• 
APPENDIX ( 3) 
PACTOLUS element symbo1s are given in the notes o~ the 





















eo = PJ. 
ez >0 
eo - for e 
2.3 1 <0 
85 
' -- .~ 
86 
Sum_"TD.er + eo = el+ez+e3 
e1+[;> eo §2 +~ + 
83 + 
Divider 82 · I eo - el/ez 
] 
81 ~/) eo 
Sign Inverter eo - -ei 
e, ~ eo 
APPENDIX (4) 
Sample calculation of' overall mass transfer coefficient Kdr 
System (I) 
Solute: Acetic acid 
dispersed phase: benzene 
continuous phase: water 
droplet velocity: 11.3 em/sec 
droplet diameter: 0.503 em 
Reynolds number = 597 
The Garner and Tayeban correlation is used to evaluate the 
continuous phase mass transfer coefficient k 0 
Sc - continuous phase Schdmit number = 
+ 0.0095(Re)l•O(Sc) 0•7] 
~c 




kc = 0.01565 em/sec (computer result) 




b- = 0.1075 
128(1 + ~d/~0 )de 
Dimensionless time = bt = 0.95 
For the droplet rising (falling) 100 em, the contact time 
t = 100/11.3 = .8.50 sec 
Relation used to evaluate the dispersed mass transfer 




From the dimensionless time bt and h, Em can be obtained by 
interpolation from Figures 15, 16 and 17. 
Em - 0.994 (conventional analog computer) 
Em - 0.990 (digital-analog simulator) 
Em - 0.993 (iterative analog computer) 





(analog computer with digital logic) 
(conventional analog computer) 
kd - 0.0436 em/sec (digital-analog simulator) 
Interpolation in the ~igures o~ Em versus bt of Patel's work 
Em - 0.990 (Hamming's method by Patel) 
Em - 0.970 (:finite difference method by Patel) 
kd = 0.0436 em/sec (Hamming's method) 
kd = 0.0333 em/sec (finite dif:ference method) 
kd o:f Wellek and Skelland modi~ication 
u 
kd = .. = 0. 0257 em/sec 
768( l+·lld/1.10 ) 
Combining the individual dispersed and continuous phase 
coef:ficients during :free (or, fall) rise to give the overall 
mass transfer coe:f:ficient Kdr on the assumption of' interf'acia1 
equilibrium: 
1 1 m 
+--
Kdr kdr· · kcr 
Since ·tpe distribution :factor m has the value 0.023,· the. 
:Colletrlng results'of·Kdr can be obtained: 
Kd - 0.0409 em/sec 
Kd - o. Q2l}l em/sec 
J{d - 0.0318 em/sec 
Kd - 0.0457 em/sec 
Kd - o. 0470 em/sec 
Kd - 0 .. 0409 em/sec 
Kd - 0 .. 0258 em/sec 
Kd - 0.0211 em/sec 
System (IJ:) 
solute: Acetone 
{Ru..1'lge-Kutta by Patel) 
(Wellek-Skelland modification) 
(finite difference method by Patel) 
(iterative analog computer} 
(conventional analog computer) 
(digital-analog simulator) 
(Handles and Baron_, h .. c::o) 
(experimental) 
dispersed phase: benzene 
continuous phase: "t'rater 
drop velocity: 10.6 em/sec 
dropdiameter: 0.481 em 
Reynolds number = 535 
The calculation of' k 0 , h, b, and t f'ollm>Ts the same 
approach as indicated previously in system (I), except the 
distribution :factor, m, is 0.939. 
· Kd - O. 00845 em/sec (Runge-Kutta method by Patel) 
Kd = 0 .. 00880 em/sec 0-Jellek-Skelland modification) 
Kd - 0.00655 em/sec (Finite difference method by Patel) 
Kd - 0.00846 em/sec (digital-analog simulator) 
Kd - 0.00915 em/sec (conventional analog computer) 
Kd - 0.00870 em/sec (iterative analog computer) 
Kd - 0. 01091 em/sec (Handles and Baron, h-. 00 ) 
Kd - 0.02161 em/sec (experimental) 
For the contact time bt equals 0.1, interpolate the values 
89 
Em rrom the Figures 15, 16, 17, A.8 and A.lO or Em versus bt, 
then, the following values of Kdr are obtained: 
Kd- 0.0127 em/sec (Runge-Kutta method by Patel) 
Kd - 0.00725 em/sec (finite di:fferen~e method by Patel) 
Kd- 0.01275 em/sec (digital-a~alog simulator) 
Kd - 0.0129 em/sec (iterative analog computer) 
Kd - 0.0131 em/sec (conventional analog computer) 
90 
91 
APPENDIX ( 5) 
Eigenvalues :for Patel (28). t-Jellelt-Skelland (ll). 





















Eigenvalues and coefficients for stagnant drops due to Grober~5) 
~1 '1'2 <f3 ¥J4 Al A2 A; A4 
2,209 4.913 7.979 11.086 0.159 0.00634 
2.289 - s. 087 8.069 11.173 0.153 o. 01090 . 
2.456 5.233 8.205 11.256 
2.570 5.354 8.303 11.335 0.142· 0.0179 o.oo4o8 
2,654 5.454 8.~91 11.409 2.717 5.538 8. 70 11.477 0.134 0.0220 0.00600 
2.765 5.608 .. 8.541 11.541 
2.804 5.667 8.603 11.599 0.129 0.242 0.0119 0.00291 
2.836 5.717 8.659 11.653 
2.863 5.761 8.708 11.703 ·o.125 0.0255 0.00858 0.00359 
2.948 0.119 
2.993 






Eigenvalues ~or Handlos and Baron Model calculated by 
1!Jellek and Skelland(J.J} 
li A-1 A.2 A.J A.4 
0.001 0.0020 7.46 39.0 300.0 
o. 010 0.022 7.49 39.1 300.0 
0.100 0.270 7.85 39.3 300.0 
0.500 1.337 10.7 41.6 302.0 
1.000 1.980 14.27 45.4 304 .. 0 
2.500 2.445 19.54 55.9 311.0 
5.000 2.674 23.42 77.2 322.0 
7.000 2.(08 23.76 80.0 32?.0 
10.00 2.?31 23.72 78.6 332.0 
25.00 2.821 25.26 97.4. 355.0 
5"0. 00 2.847 25.54 99.5 366.0 
70~00 2.850 24.~4 91,.2 36~.0 
109.0 2.852 2 .88 83.5 36 .o 
250.0 2.861 24.85 80.9 367.0 
500.0 2.864 24.76 78 •. 8 367.0 
700.0 2.864 24.64 77.0 .366.0 
1000. 2.865 24.56 75.8 366.0 
QQ 2.866 24.58 ?5.6 '367.0 
.. 
9.3 
Table AJ: Eigenvalues and coefficients for circulating drops 
calculated by Elzinga and Banchero(l~ 

































15.7 1.49 0.495 
17.5 1.43 0.603 
19.5 1.39 0.603 
20.80 1.31 0.588 
21 • .3 1.31 0.583 










h Xl ~2 
-, 
'·0.001' 0.002 6.87 
o.ooz . o. 004 6.88 
0.'010 o.ozo 6.89 
O.€l5 0.096 6 •. 98 
o. 1 0 o. 188. 7. 10 
0.50 o. 785• ~8. 03 
L 00 1. 276 9.20 
2.50 1. 966 
,. 
12. 14 
5.0 2.343 15.05 
7. 0 2.468 16.33 
10. 0 . 2. 568 17. 46 . 
25.0 2. 714 .. 19. 24. 
30.0 z. 731 19. 44 .. 
50.0 2.765 19.86 
70. 0 2. 779 . 20.04 
100. 0 ... 2. 790 20. 18 
2.50 2.806 . 20.37 
500 Z.811 20.43 
700 2.812 20.45 
1000 2. 8ltk 20.46 
~ 2.816. . zo. 49 
Table A4l Eigenvalues and coeffJ.cients fo:r 
\~ellek-Slrelland I1od1fioation 
· · (Runge-Kutta method by Pa teJ. ( 28)) 
..... -.......-.w ... -., 
~3 }!.4 . Br Bz B3 
31.6 365 0.5073 -0. 873(10)•4 o. 152(10)-4 
31. 6' . 365 o. 5071 -0. 178{10)-3 o. 303(10)-4 
. 31. 6 365 0.5053 ... o. 889{10)-3 0. 152{1 0)-3 
3L 7 . 365' 0.4:964 -0. 443(10)-2 o. 757(10)-3 
31.8 ..... 365 0.4859 .. o. 881{10)-2 o. 151(10) .. 2 
32.5 366 . 0.4207 -0.414{10)-1 0. 750( 1 O)- 2 
33.3 . 367 0.3708 .. o. 740{10)-1 0. 14 7( 1 0)- 1 
36.0 369. 0.3063 -0. 123 0. 3 3 2(1 0} .. 1 
39.6 374 0.2736 -:-0. 137 o. 519{10)·1 
41.8 377 o. 2631 -0. 135 o. 591{10)-1 
. 83. 9 381' • 0.2549 ~0. 132 ... 0 • 14 2. (1 0 ) -1 
90. 8. . 396 . 0.2431 -0. 121 -o. 41Z(lo)-l 
91. 7 . .£!00 0.2417 :-0. 119 -0. 414(10}- 1 
93.8 407 0. 2391 .. o. 116 -0.410(10)-1 
'94. 7 411 0.2379 -0.1J5 -0. 408{ 10)"'1 
95. 4'. 414 o. 2370· ... o. 113 -0.403(10)-1 
.. o. 402(10)- 1 96.4 418 0.2358 -0.112 
96.7 419 . o. 2354 .. Q.lll -0. 4.01(10}-1 
96.8 420 0,2353 -0.111 -0. 400(10)-1 
-0.400(10)-1 96.9 420 0.2352 -o. 111 












.. o. 531(10)-Z 
-0, 712{10)- 2 
.. c. 120{!0)- 1 
.. o. 12.8{10}- 1 
-0. 138{10)-1 
-0. 141(10)- 1 
-0. 143{10)- 1 , 
. -0. 113(1 or-~ 
-0. 143(10)- 1 
-0. 142(10)-L 
1 
- 0 • 1·12 { 1 0) - l 















5 0 . . . 
7. 0· 






...• ...., ...... -...--
xi A.z 
Table A5: Eigenvalues and coefficients for 
vlellek-Sltelland Modification 
. (Hamming's method by Patel(28) } 
>..j . 
. >..4 Bt Bz. B3 . }34 
--'-"--~-·-·---------~· 
0.002 6.96 31.9 369 0.5150 .. o. 882( 1 0)-4 0.151{10)"'4 -0. 827(10)"'6 
6. 96 369 -0. 177(10t3 o. 303{10)-4 
,.. 
0.004 31.9 0.5148 -0. 166{10)•:1 
o. 019 6.98 . 31.9 . 369 0.5129 -o. sa6(lo)-3 o. 152{10)-3 -0. 829( 1 0)'"5 
0.185. 7. 18 "' 32. 1 369 0.4938 · -0. 8 78(1 O)-Z O. 15l(IOt2 -0. 829(10)-4 
0.776 8. 11 32.8 370 0.4289 -0. 413{10)-l o. 750{10)-2 .... o. 414(10) .. J 
1. 265 .. 9. 26 33 .. 6 371 0,3789 -0. 739(10)- 1 0.147(10)"'1 .. -0. 825{10)-3 
1. 961 12. 19 36.2 373. 0.3133 -0.124 o. 333( 1 0)-1 .. o. 205(10)-2 
2.345 . 1"5. 12 39.9 377 0,2793 . -9· 139 .o. 523{10)-1 -0. 399(10}- 2 
2.473 16,42 42. 1 381 0,2690 '· -0.138 o. 597(10t 1 -0. 541{10)"'2 
2.575 17.56 ' 84.5 385 0.2606. ..0.134 ... o. 359{10}'" 1 -0. 727(10)- 2 
2.726 19.38 91.5 . 400 0.2483 -0. 123 -0. 420(10)•1 -0. ).23(10)•1 
Z.743 19. 59 . . 92.5 403 0.2469 .. o. 121 .o. 422(1 o)-1 -0.130(10)- 1 
2.778 zo.oz 94.6. 411 0.2412' -0.118 -0.47.1(10)"" 1 -0.143{10)- 1 
2..793 . zo. 20. 95.6 415 o. 2.430 -0.116 -0.418{10) .. 1 .. o, 146(10)"" 1 
. 




. ~· .• 
~endix 6 
Pactolus program for the for the first type arra!"1..gC1!lent 
with time sca11ng 
SOLVI~G EIG~N VALUES CHE49C 
97 
~ PACTOLUS DIGITAL ANALOG Sit>l;tJLATOR OROGR!iM 
··.-~ :· --- ·-- ... ---··· ·-·-·--------- --- ._ _______ ........ ·-·· --·-··· ---·· ..... -·.-·-·---- -·- ·------~-. ____ .,. _______ . ___ ------· ... -~ .... -.. ... --- .. -..----.. _ .. ______ _ 
CO~FG 
CONFIGURATIDN SPECIFICATION . 
------------·-BLDCK-----TYPE-----INPUT-l·--·-·-1-NPUT·-2·----l:NPUT--3-·--·--
1 I 0 22 0 
2 I 1 0 0 
3 X . 76 76 0 
-----·--·-·--·-. ...,-:-·---·------4·--·------···--X··------------- 76- --------3 .. ·----·--------·· 0----------
5 G 3 0 0 
6 G 76 0- 0 
7 K 0 0 0 
---------------8 G------·---7-6 ~0-------0--
9 G 3 0 0 
10 K 0. 0 0 
11 G 4 0 0 
--------------------12---- --------G-------·-·· -7 6--------0--------0-------
13 G 3 0 0 
14 K 0 0 0 
15 + 5 6 7 
--·-------- ------16'- ---·+- . .g.... 9- --10-----
17 + 11 12 13 
26 + 17 14 0 
18 . I 2 15 0 
----------------------l-9------/----------- l-6--~-----26----------·"·· 0------
. 20 X 1 19 0 
2·1 G 18 · 0 0 
22 . + 21 30 0 
-·----· ---··-·-------2-q-------/---· _ ___;.__ __ -!--- 2-6--------.0-----·-
ENO 30 G 20 0 0 
ICPAR 
---·---------------·-----1 NIT-I AL- CONDI-TIONS---AND --PA~ A!·I!E-T-ER$-- .. ---·--..:_-
BLCCK IC/PARl . PAR2 PAR3 
1 -0.23047 1.00000 o.o 
2 -0.23047 o.o o.o 
--------·-------· 5 -----.C •. {}6000-------C •. 0---·--·--·-··-0 .. o.. ... 
6 -0.40COO 0.0 0.0 
7 l.COOOC 0.0 0.0 
8 -2.0COCO 0.0 0.0 
-------.. ·--·--------9--------·--C.·l.SOCO--· --------0 .• ~0---- .............. - .. ~ ...... ·-----0-.0--·~· ..... --
. 10 -s.coooo o.o o.o 
11 -0.00600 o.o o.o 
12 -c.soooo o.o o.o 
----------------1-3 .0 ... ~1-0DOC- ____ o .. n_ _ ____ _o. • .0---·----
14 l.COOOO 0.0 0.0 
ENO 
21 -0.17460 o.o o.o 
30 0.10000 o.o c.o 
--r J.,"-1€-S-----
INTEGRATiON HJ TERVAl. ·o. OlOOOOOC 
TOTAL TIME . 10.00000000 
------SA-NPl:--€-T-i-tl&-INCREf.if:i-N.l-----..-0-.-l·C.O-OOOO.O.---------·--·--ENO . · 
OUTPT 






Pacto~us program ~or the ~irst type arrangem~nt 
without time scale of' the dif':f'erential; equation 
98 
<:i!L V PJi'~ !:-I\~£!': V1.turc- CP£.:L~9C 
Pt.CTDLli~ ~·J::;JT.l\L l\l~JI.Lf:~~ SPtdl-~T:Jp P?pf"rV~i" 
·----------
c n "J r: I r; u o. ~. T r .., ~.' s D E c 1 ~= I c A r 1 oN 
. P l f; I V ":'" V D...E__ __ T_t~-- :!,_ ___ J.!:l..f?..!J.'!.._2_ ___ f !.:J:?.llT._z_ __ ~~~l T 0 ?2 0 
2 I l 0 0 
~ X 76 7? (' 
___ _____!:,_ -:zr., ., -----''!.._._: __ _ 
!5 ~ 3 r~ c: 
A G 71) (· 0 
7 K 0 0 0 
D ·----·-· r._ __ ___;,2[)_ _______ !) _______ --1.1----·-
<":) t; 3 0 ( 
1 .-. K IJ 0 2 
11 t; 4 C: 0 
___ ____l_.., . ---- r. 7 f.., ("\ ________ ..,;;. ... --
13 G ~ 0 0 
14 K o· o o 
15 + 5 6 7 
-·-------·---16.._. + --··- ___ g__ _______ '2 __ . _______ LQ ____ _ 
17 + 11 !2 1'3 
26 + 17 14 c 
18 I ? 15 C 
----·--------1-2-·------L--· 1 '- ?b..·--·---~---·-?:" y l ].•::: 0 
-21 (; lt) c o. 
7? . + ?1 ?C 0 
-~'?-=-:> ____ ·----· _L__. _____ ]._ ____ .2 fl. _____________ c _____ _ 
?7 G 76 0 0 --=----·--·---· END 
ICPAR 
------------···J_;_,tl-;- T t-, J • .£..C!ill.l...I r "~'·'$ -~!·.lfl._l?_;l::.· ~'! £.:: . .E.£LS -····-·-·-
~lf;C!< IC/PARl P.:\P2 ill'\~~ 
1 C.. 6134 5 P 1 • eOGOO ·,"i .o 
2 (· • c 6 5 '+ 6 0 .. 0 r. .I) 
. _5__:.._. ______ 6,_.._C.J_f rJp __________ .tl .... L~-------~-----·- -..!·.~ .. ~----
6 - 4 • (. c c l· (i (: • c f.• ... 0 
7 · l ~ ·~· 0 (; C G C • :.) ;:, • C 
8 - ? {: • 0 : r.· C G t} .. 0 '-; • () 
______________ .:.:!.______ j j) • ~-- 0 r, (. {· ____ .c .... .Q.. ______________ .. :.::.. .•• :l- -----
1 t.) '5 • {; ·~ C• 0 C (.: • ":· ·:· \1 C 
'!! -t_,.0Gf'.0C o .. n C·.f) 
12 ~~.C0C0C c.o C-0 
----- -----·-----......;-· - .. -. 1.3-·-. _______ lJ..:..-.D.::.C:.LlD. ________ . ____ t: •-"- ·--- --··------·-.... !.\_ .. .!:~--·- ---' 
1 ·+ 1 • c 0 ~ ;) 0 ~-=- . 0 \i .. •) 
?. J - 1. • 5 6 t> 0 G 0 • C· !: • :l 
? 7 .i G • CCC C C G ~ G :) • ~) 
---------·--------·--· 
~·-2.· )3 .. ,4 A . 7 8 
2 '? ---'--1-----.-.2-...., .. ___ ? '1 -. 1.:~ ? 0 ·----------·-·-
.J. ' 
' . 
.. --!""':~-~ ......... -··-·-·-· ~ ...... ·...:·~· --· -~_.., .. ...;:: .. . 
Pactolus program 1'li th the rel.ay to st·ri tch the equation 




SOLVI!\!G EIGEN V.!\LUFS CHE490 
PACTDLUS DIGITAL ANALOG SIMULATOR PROGRAM 
CONFG 
CON~IGURATION SPECIFICATION 
--------------BLO.CK I.V PE I N.P-.UI--1--l.NPU!-2 ... --li~.EUT.--3---
1 I 0 25 0 
2 I 1 0 0 
3 X 76 76 0 
---~L.. ~ 26 0-. -0.----
5 G 3 0 0 
6 K 0 0 0 
7 + 4 5 6 8 G 7_6 _ __o _.Q _____ _ 
9 G 3 0 0 
10 K 0 0 0 
11 + 8 9 10 
-- _____ u ' 7.._ _. ___ 0:_._ __ . __ 
13 I 2 11 0 
14 G 76 0 0 
15 K 0 0 0 
_. -----·--·-----·-l6.. _______ -:t ______ . ..Llt,__ ____ l5 ______ . ____ o..._ ___ _ 
17 I 1 16 0 
18 X 12 17 0 
19 G 13 0 0 
--------.--2-0..· ____ __c;_ ]._g_ 0 _ _a...:_, __ 
2?. G 13 0 0 
23 K 0 0 0 
24 + 23 76 0 
---·--·--· ---·- ----- _______ _25._, ________ __&__ 2!-L..------22------ ..... 2:;....1.~.-___ _ 
ENO 21 + 19 20 0 
ICPAR 
__ L.\!.LT...l..;,\.L_CS'J.b.!Ql I I n N' !\~! 1L.P..J\I.?..Ar:.1.£ T r: R$ ____ ----
-----aiOCK IC/PARl P.\R2 P/\R3 
1 C.C6493 l.COOOO 0,0 · 
2 0.09276 o.o o.o 
_. ___ !t. ____ -=.2_._0.0.C_C_D._~--~---ct.•Q------------·---O .• _o_ __ _ 
5 · G.l8000 · 0.0 0.0 
6 s.ooooc o.o o.o 
8 -0.4COOO 0.0 0.0 
------------.....,..-:.9~---~c~·. Cbf'flO · o .... .ll ___ . _..:._c_,..o_ __ 
10 lrCOOOO 0.0 0.0 
14 -C.lOCOO 0.0 0.0 
15 1.00000 c.o. o.o 
----- ·------·------·-·--23 ________ ==_9_.3_ooo.c_. ______ c .•. o ___________ _:_ __ o .. .o _____ _ 
19 -C.C2468 0.0 0.0 
END 
_I_.I.M.Es..:__ 
22 -0~012~8 o.o o.o 
20 O.lCCOG 0.0 0.0 
INTfGRATJON INTERVAL Q.OICCOOOO 
TOTAL TH1E lO.COOCOOOO 
-----··--·"·····-··SAMPL E __ T_l HE __ }l'~:CB.ft-(:EN..'E ____ .. __ Q.-1 CJ.l_C.O.O.QQ ___________ . -·--
ENO ·· 
OUTPT . 
OUTPUT 1 2 3 4 5 6 7 8 




Pactolus program for the second type arrangement 
w·i thout time scaJ..e of the di:f:ferential equation 
SOLVI~G EIGEN VALUFS CHE490 
PACTOLUS DI~IThl ANALOG SfMULATOR PROG~AM 
CONFG 
CONFIGU~ATION SPECIFIC~TION 
BLOCK TYPE INPUT 1 I NP!JT 2 INPUT 3 
--·-I- --I -o-----I-9· ---o--
2 I 1 0 0 
3 X 76 76 0 
-----·--·--· 
4 G 76 0 0 
-------;; G- 3 u-· --o--
6 K 0 0 0 
7 + 4 5 6 
8 G 76 0 0 
--------. ---------
-9------c; 3-------o·--- o------
10 K 0 0 0 
11 + 3 9 10 
12 I 7 11 0 
----·------
·--'-4l..q3 - -1 z -H:- ·-------er--
14 K 0 0 0 
15 + 14 20 0 
16 , 1 15 0 
--I--7---------x------i-z·---·-·-·16-------o·----
18 G 13 0 . 0 
20 G 16 0 0 





iNITIAL CONDITIONS AND ?AR~~ETERS 
BLOCK IC/ PAR 1 PAR2 P.'H~3 
---· -------1--. -------c-.6545-e-------t-.. oocoo--------o~o---
2 0.06546 o.o 0 .. o 
4 -20. coooo 0 .o o.o 
5 18.00000 o.o o.o 
--~---~ 5-.-e<H7ee- -o.-o-- -u-.-o---
a -4.oocoo o.o o.o 
9 6.CCOOO 0.0 D.O 
10 1.00000 o.o () .. 0 
---------··-14·--------l-.-ooooo-· ·-· o-. o------·-------tJ ... o--
20 -l.COOOO 0.0 0.0 
18 -2.56800 o.o o.o 
---·-------
INTESRATION INTERVAL C.OOlOOCOO 
TOTAL TIME l.OOOCOOOO 
SAMPLE TI~E INCREMENT 0.01000000 
------··-·ENO-----'-------------------· -···-· ---------·-··-----· --------·-···· 
OUTPT 
OUTPUT 1 2 3 4 5 6 7 8 
---· R U~ND____ 1 2 19 12 1 3 _ _!._! _____ _2_ _ __!_!_ _______________ 1 
'···.· 
Pacto1us program ~or the second type arrangement 
v>'"i th time scale of the dif':ferential equation 
~ GCVT:'iG--FI"GFN- VAt:UE"S--·crn:r.t9u----




SLOCK TYPE INPUT l INPUT 2 INPUT 3 
. 1 I 0 ~1 0 
··-------·?.. ·---r 1 --o---------·J _____ _ 
3 X 76 76 0 
4 G 76 0 0 
. 5 G 3 0 0 
. ----. ----·-·-···------,------6----------K-------o ----------o--------o---
. 7 ... ft. 5 6 
8 G 76 0 0 
9 G 3 0 0 
-----1-o K a o ---o---------
11 ... ~ 9 10 
12 I 7 11 0 
-----·----::-·---------1 ~----------- ·f·------7 ~ !fi.- --------8--------
15 ·K 0 0 0 
16 + 14 15 0 
17 I 1 16 0 
-----. ---------rn ---- x rz------1. ----u------
19 G 13 0 0 
20 G 18 0 0 
END '21 + 19. 20 0 
----r C ?7\R---------
INITI~l CnNOIT!ONS AND PARA~ETERS 
BLOCK IC/PARl DAR2 P~R3 
----------- L"-----o·;;-<";53o9--------o·~v-- ----o-;-o----
1 0.00476 1.00000 o.o 
4 . -2.00000 o.o o.o 
5 0.13000 o.o o.o 
-:---------------""""'t·---s---------- 5 ; o o o o o··---·--·- ·-·- o-~ ·o------------- !:Y. o-·-----·--
- 8 -('.40000 o.o o.o 
q 0.06000 c.o o.o 
10 1.00000 o.o o.o 
T~-----:: . .- o; 1 o-c:oc-------o;·o-----------o-;a·------
15 1.00000 o.o o.o 
19 -0.00096 o.o o.o 
END ?.0 0.10000 0.0 O.D 
---TIMEs--··-------·--·--------------------·-·----·--····--------------------------------------
JNTfGRATION INTERVAL 0.01000000 
TOTAL TTMF 10.00000000 
-~--------- S .A i"iPl-t:··r I T-iE- TN CR Et4 £Nr----- ·---- ·o ~ 100 CO oon----~-----------
ENO 
OUTPT 
OUTPUT 1 2 3 4 5 6 7 8 
---·--· -·- E No--·--.. ----·-· 1-------·- 2· --- 12··· 13 ·· ---- 21 --·--· 1 8 ··-·- .... 7-- 11····----- -·--- .. ___ . ~-- ...... ·-·-·· 
RUN 
102 
APPENDIX { 7) 
( 1) Computer circuit :for the trial and error procedure 
carried out on the conventional analog computer. The numeri-
cal s~ttings and the outputs o:f the components are presented. 
{2) PACTOLUS program with the :first type arrangement with 
or .without time seale o:f the differential equation to check 
the difference o:f the results. 
(3) PACTOLUS prog~am ~nth the second type arrangement with 
or without time scale o:f the differential equation to assure 
that both arrangements can be applied on PACTOLUS. Program-
ming on the·analog computer; the second arrangement is used 
f'or conve:nient observance of' the component-overload, 
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TABLE A.6: STATIC POT SETTINGS AND AMPLIFIER IDENTIFICATION 
(I) 










































































10(0.18 -r2 -2. 0 T+5) 
{0.06 ~-0.4-r+l) 
-(0. 06 -P2-0.4T+J.) 
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-10 ( 0 .l&r 2 -2. Or +5) 










































































































{ 18y2 -2 Oy+5) 
(6y2-4y+l.) 
Numerical Settings 












22 I (6y2-4y+l) 
l dY 
23 I (l-y) dy 
(18y 2 -20y+5) dY 
-24 X (l-y) (6y2-4y+l) dy 
d2Y 
25 + dy2 
26 G -A-n 







(1..:5y+l0y - yJ) ,dy 
\. 
y . 








lf3.o . H. .' I ol GJ;...--
~~~4 
5.0 
Figure A.): PACTOLUS program without time scale for 









a. (1-o.s~o.lt -o.oo6y, , ~ 
Figure A.lf.z PAC'l'OLUS program l71th time scale for. 















(o.ooio.4-t+1) I .. /t6 / J 1,0 
1 dY 1 ~1-0.1~) d-r (1-0.1~) 
F1gure A.Sz PACTOLUS program with time soale ror·the 
















1 - dY I / . 1 ( 1-y) (1-y} dY ~ 
·Figure A. 6: PACTOLUS program without time scale for 







(l) Curves of fraction extracted versus dimensionless ti:lne 
(Runge-Kutta method by Patel) 
(2) Curve of fraction extracted versus dimensionless time 
(Ham..rning 's method by Patel) 
{J) Curve of fraction extracted versus dimensionless time 
{Finite-diTi'erence method by Patel) 
1. Oc - i i I 1 I I l 1 I I l ·,- I i I I I ' ---.wio ::::;J:;:::i- ::v* I r;::?' I I 1 I I ::;:rr- I :::J.>i "'Y' I I I 
Em 
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o. 01 J , , , 1 , , , o! r , , st: , , , , "!'. 0 , , , , , , 'i& , , I I , •• l.oo 
Fraotion extraoted versus d1mens1onaless time (~~nge-Kuta·method by Patel) ·~ 
. (28) ~ 
-t:" 
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Figure A.8: Fraction extracted versus dimensionless ti-n:.e (Ha.mminG•s method 
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Figure A.9 r Fraction extracted versus dimensionless t1me(F1nite-d1fference 






(l) Analog computer with its hybrid parts results (when the 
modified continuous phase resistance h = 25.0). 
(2) Analog computer result (when the modified continuous 

















y vs y 
.91 vs y 
dy 
0.8 
h = 25.0 
Al = 2.73 
1.0 
F:tgttre A.lCH ··· s~d:tutlon~ bt Ha;ndlos e.nd Baron 1'lodel 











9-X vs y 
dy 
y vs y 
h != 25.0 
A- 2 = 18.9 
Figure A.ll: Solution of Handlos and Baron Model 

























































11 = 25.0 
A.4 = 393.0 
dY vs Y 
-dy 
.. 
Figu:re A.l3: Solution of Ha.ndlos and Baron Model 













y vs y 
0.8 1.0 
h = 25.0 
~1 = 2.71 
Figure A,llt: Solution of Hand los and Baron f.1odel 











y vs y 
h = ?5.0 
A- 2 = 19.3 
Figure A.l.5t Solution of Handlos and Baron Model 









h :: 25.0 
~.., = 93.3 
y vs y 
y 
y 
Figure A.16r Solution of Handlos and Baron Model 









QX vs y dy 
1.0 
"'4 ~ 1+20. 5 
Figure A.l7: Solution of Ha.ndlos and Baron Model 







'PEHDIX 10. J.: SCALED EIGENF'iJHC:ttiC!13 GE!;".€:2A'l'5D BY 
n 
- £!{0)1 d~(O)l dY( 0) 1 .Q.X(O)l 
dy 1 cy ' 2 a.y 3 dy 1.} 
010 0.000950 ~0.000530 o.ooo482 -0.000270 
020 0.002120 .... o.ooto?o 0.000782 -0.000.570 
100 0.008850 -0,.005:350 o. 004,560 -0.003000 
1500 . 0.046500 -0.028500 o. 021700 -0.014750 
000 0.087500 ·-0~06!000 o;ol;;3700 -0.030000 ;ooo o. 31•5000 -0.320000 o. 230000 -0.160000 
)000 0.445000 -0.680000 0.48.5000 .... 0.282000 
)000. 0.558000 -j,.430000 1.Moooo -0.710000 )000 0.600000 .-2.·o1oooo 2. 0000 -1.390000 
)000 0.?00000 -2.250000 2.160000 -1.930000 
.ooo 0.600000 -3.040000 -1.8.5000 -2.620000 
.ooo 0.520000 -2.300000 -3.90000 -4.680000 
.ooo 0 • .540000 -2.520000 -3.63000 -5.100000 
.ooo 0.575000 -2.370000 -3.76000 -5.590000 .. 
.ooo 0.565000 -2.36$000 -3.75000 -5.830000 
.. 000 0.560000 -2.350000 -3.63000 -5.900000 
o.oo 0.561000 -2.250000 -3.74000 -6.020000 
o.oo 0.562000 -2.700000 -3.84000 -6.060000 
o.oo 0.560000 -2.4000'00 -3.?8000 -6.080000 
o.oo 0.570000 -2.250000 -:3.79000. -6.080000 
oo.o 0.570000 -2.4-70000 -3.77000 -6.050000 























APENDIX 1.0. 2: · EIG:ft~NFUl~CTI-01-! O:Sl'AITBD FR91>L A 
COJ'JVSKTI ONAL k·IALOG CCJ:::?UrER 
dY(O)~ 
dy 






0.000955 -0.000.55 0.000405 -0.000288 
0.001910 -0.00110 0.000792 -0.000578 
0.009450 -0.005.53 o.003920 -0.002890 
0.047500 -0.02'960 o. 018500 -0.014450 
0.089000 -0.05790 0.037600 -0.028900 
0.271.1-000 -0.31000 0.187.500 -0.126000 
0.370000 -o. 6Booo 0.}85000 -0.275000 
0.475000 -1.80000 0~900000 -0.660000 
0.475000 -2.60000 1.750000 -1.345000 
0.535000 -2.73000 2.160000 -1.860000 
0.460000 -3.02000 -2.30000 -2.650000 
0.500000 -3.05000 -3.33000 -4.130000 
0.510000 -2.88000 -3.42000 -4.5?0000 
0.520000 -2.96000 -3.60000 . -4.880000 
0.525000 -2.90000 -3.60000 -4.850000 
0.525000 -2.80000 -3.57000 -5.320000 
0.525000 -2.73000 -3.26000 -5.990000 
0.530000. ·-2. 77000 -3.32000 -6.290000 
0 • .560000 -2.78000 -3.42000 -6.300000. 
0.580000 -2.?8000 -3.32000. -6.190000 
0.585000 -2.79000 -3.32000 -6.190000 
0.590000 -2.82000 -3.39000 -6.250000 
~27 
APPENDIX 10.3: 
BY P AC'I'OLUS 
h g_x(o\ dY{O) t dY( 0 )1 dY(O\ dy dy 2 dy 3 dy 
.0010 o.'oo1o4 
.. 
-0.00060 0.000480 -0.00030 
.0020 0.00203 -0.00122 0.000969 -0.00059 
• 0100 o. 01011 -0.0061.3. 0.004800 -0.00298 
.0500 0.47650 -0.0)092 '0.024000 -0.01490 
1.1000 0.09135 -0.06255 0.048000 -0.02975 
1
• 5000 0.33000 -0 • .33240 0.243700 -0.14900 
.oooo 0.47310 -0.68080 0.489500 -0.29800 
:. 5000 0.60200 -1.49300 1.1.95200 -0.74170 
;. 0000 0.64100 -2.06200 2.055240 -1.46200 
'. 0000 .0.64930 -2.20450 2.470000 -2.00180 
o.ooo 0.65460 -2.30470 -1.19140 -2.71200 
:5.000 0.65970 -2.32800 -3.74090 -4.75200 
m. ooo 0.66000 -2.31330 -3.79600 -5.12200 
;o. ooo . 0.66110 -l2.30J70 -J. 84580 -5.61660 
'0. 000 0.66120 -2.Jo460 -3.86370 -5.79500 
.oo. 00 0.66123 -2~28140 -3 .. 87520 -5.99100 
~50. 00 0.66150 -2.28144 -3.87520 -5.99170 
)00. 00 0.66170 -2.26770 -3.87760 -5.99170 
100. 00 0.66166 -2.26990 -J .. 87200 -5.96400 
.ooo. 0 0.66185 -2.27100 -3.87600 -5.96400 
00 0.66176 -2.27430 -3.8?700 -5.96500 
129 
Digital computer prosran ~or evaluati~g the fraction extracted 
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APPENDIX 12: ITEH.l~.TIVE ANALOG COHPUTER PROGRAI-1 . CHECKING 
(1) Static check: Before the computer program is used, all 
the amplifiers being used have to be checked 1trith the offset 
1.-rhile the computer is in VERIFY position. Spot checks on 
the outputs from the integrators. amplifiers, multipliers, 
dividers while the computer is in BESET mode are necessary .. 
(2) Dynamic check: With the program set ~P. the computer 
is allowed to operate for a certain period and is then held 
at a set of predetermined value of y. The dependent variables 
can then be compared with those read from the output of the 
digital-analog simulator. 
The indicator on the logic patchboard is used for a 
double cheek. It is able to point out clearly the ch~~ge 
of the binary logic signal from binary l to binary 0 as the 
independent variable y is approaching unity. 
It should be emphasized that the X-Y recorder also has 
to be calibrated with the computer reference voltage. 
APPENDIX ( 13) 
11 General information of :t-1odel AD-40 iterative 
analog computer used in this v-rork ( 3) u 
The Applied Dynamics JL~log Computer, Model AD-40, is 
a very precise electronic differential equation analyzer 
designed to solve linear and non-linear differential 
equation.. This computer is equipped i'Ti th a patcha.ble 
control logic system to extend the analog computer's 
capability for iterative operation requiring logic decisions 
and sequencing events. 
The computing console is shoi'm in Figure, reference (3) •. 
In the stru1.dard configuration, this computer contains 40 
operational amplifiers, 12 integrator net11rorlrs, 40 coeffi-
cients potentiometers (only 20 pots are ava.ilable on the 
computer used in this ·Nork), 8 electronic multiplifiers 
(including dual squarer, divider), l.J. variable diode func-
tion generators, 6 comparators, 2 track-hold units, various 
types of switches, and a complement of parallel programmable 
logic elements. The analog components are terminated on 
the removable patchboard on the left, 1·:rhile the logic 
elements terminate on the patchboard on the right. Hybrid 
elements, i.e. comparators, track-hold units, logic 
controlled s11ritches etc. have appropriate termination on 
both analog and logic patchboard. 
The main components contained in the logic patchboard 
are Logic Gates, Combination Gates/Flip-Flop, Flip-Flops, 
Registers, Variable Pulsers, Logic Pushbottons, and 
indicators. Comparators generate logic signals from 
analog voltages. Logic components perform logic decisions 
vJ'hich produce logic levels for control of problems solutions 
by either integrator mode control or by logically controlled 
current switches or fu...1'J.ction switches. 
The capability of' patched hybrid and logic components 
for the control of repetitive or iterative operation expands 
the solution flexibility of' the analog computer. 
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