We have studied the self-learning perforrnance of Neuron-MOS (UMOS) neural networks in solving mirror symmetry problems using computer simulation. Despite the inherent restrictions imposed on Hardware-Backpropagation 
PC-4-6 mirror symmetry problem requires detecting which one of three possible axes of symmetry is present in 4x4 pixel (binary) input(see Fig 1) . The network architecture used for simulatioh is depicted in Fig. 2 Under the condition that all pertinent parameters are optimized and the noise margins (marginal region) [3] are also taken into account, the learning performances of HBP and original BP are compared in Fig. 7 . The percent correct for problems that were used in learning sessions is almost the same for HBP and BP as shown in Fig. 7(a) Fig. 7(b 
