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Zusammenfassung 
Durch die Bereitstellung von Referenzarchitekturen (RA) im Kontext von Industrie 4.0 kann der 
Prozess zur Entwicklung entsprechender Applikationen stark verbessert werden. Die Entwick-
lungszeit verkürzt sich, die Qualität steigert sich und eine Kompatibilität zwischen unterschied-
lichen Applikationen, die auf einer gemeinsamen RA aufbauen, kann gesichert werden. Die 
Entwicklung von RAen ist jedoch eine herausfordernde Aufgabe, besonders wenn keine beste-
henden offenen Architekturen für diese Art von Applikationen existieren, aus denen eine RA 
extrahiert werden kann. Um die Entwicklung solcher RAen zu vereinfachen, wird daher in die-
sem Beitrag der Erstellungsprozess einer RA für Ressourcen-Cockpits zur Unterstützung der 
Instandhaltung dargelegt, der anhand von Anforderungen an spezifische Systeme eine adä-
quate RA ableitet. Neben dem Prozess werden die Grundlagen in Form von generischen, und 
spezifische Anforderungen an ein Ressourcen-Cockpit dargelegt. 
1 Einleitung 
Die fortschreitende Digitalisierung führt aufgrund ihrer disruptiven Effekte bei 
der traditionellen, etablierten Industrie zu großen Umwälzungen. Besonders 
betroffen ist das in Deutschland stark vertretende produzierende Gewerbe: 
Hier wirken als Treiber der Digitalisierung insbesondere auch verbundene 
Trends wie die digitale Fabrik (Hollstein et al., 2012), Cyber-physische Sys-
teme (CPS) (Geisberger & Broy, 2012), Industrie 4.0 (Lachenmaier et al., 
2015) oder dessen begriffliches Pendant, dem Industrial Internet (Lin et al., 
2015). Dies hat einerseits zur Folge, dass bestehende Prozesse der produ-
zierenden Industrie einem starken rein technologischen Wandel unterliegen, 
andererseits werden Änderungen am bisher betriebenen Geschäftsmodell 
durch die aktuellen Technologien nicht nur möglich, sondern auch nötig. Eine 
zu beobachtende Auswirkung bei den produzierenden Unternehmen ist, dass 
diese sich zunehmend von ursprünglich rein produzierenden Unternehmen zu 
produzierenden Service Anbietern wandeln (Daeuble et al., 2015). 
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Damit verbunden sind insbesondere Auswirkungen auf unterstützende Pro-
zesse wie der Instandhaltung, welche sich mit enorm erhöhter Komplexität, 
aber auch Bedeutung auseinandersetzen muss (Reidt et al., 2016). Unter In-
standhaltung wird in diesem Beitrag die „Kombination aller technischen und 
administrativen Maßnahmen sowie Maßnahmen des Managements während 
des Lebenszyklus einer Betrachtungseinheit zur Erhaltung des funktionsfähi-
gen Zustandes oder der Rückführung in diesen, so dass sie die geforderte 
Funktion erfüllen kann“ (DIN 31051, 2012-09) verstanden. Die fortlaufend stei-
gende Komplexität äußert sich in der zunehmenden Integration von fortschritt-
licher Informationstechnologie in Produktionsanlagen und Maschinen, 
wodurch der Anspruch an die handelnden Personen der Instandhaltung er-
höht wird. Die steigende Bedeutung drückt sich, neben den enormen Kosten 
bei Ausfall von Maschinen, in der Möglichkeit aus, dass die Instandhaltung 
integraler Bestandteil des Geschäftsmodells des Unternehmens bzw. Teil der 
Service-Leistung des zu verkaufenden Produktes wird. 
Der technologische Fortschritt erzeugt jedoch nicht nur neue Herausforderun-
gen, sondern bietet auch die Möglichkeit, dass die Instandhaltung durch effi-
ziente IT-Systeme Unterstützung erhält (Reidt et al., 2016). Der Instandhalter 
kann u. a. bei der Fehlerdiagnose und -behebung durch unterstützende mo-
bile Systeme die nötigen Informationen zur Arbeitsbewältigung aggregiert dar-
gestellt bekommen (Daeuble et al., 2015; Fellmann et al., 2013). Diese Infor-
mationen können weiterhin durch Augmented Reality (Emmanouilidis, 
Jantunen, Gilabert, Arnaiz, & Starr, 2011) vereinfacht und zielgerichtet darge-
stellt werden. Wartungspläne können durch Condition-Monitoring Systeme 
(CMS) in Abhängigkeit von der aktuellen Abnutzung bestimmter Komponen-
ten berechnet werden (Abdennadher et al.,  2010) oder bevorstehenden Aus-
fälle können durch die Anwendung von Data Mining Techniken im Rahmen 
von Predictive Maintenance erkannt werden (Lee et al., 2009). 
Die Einbindung und Anpassung von neuartigen und bestehenden IT-Syste-
men in unternehmensspezifische Produktions- und Instandhaltungs-prozesse 
und die Bündelung von Informationen aus mehreren Quellen und Systemen 
stellt Unternehmen jedoch vor große Probleme (Bienzeisler et al., 2014). In 
vielen Fällen sind relevante Daten von potenziell vorhandenen betrieblichen 
Informationssystemen und Maschinen für den Instandhalter nicht oder nur ein-
geschränkt verfügbar (Trommler et al., 2014). Diese Daten sind jedoch auch 
für den Einsatz von zusätzlichen, neuartigen IT-Systemen Voraussetzung. 
Daher ist das Problem der nicht aufeinander abgestimmten und 
zueinanderpassenden Datenquellen für die Instandhaltung von besonderer 
Bedeutung (Moore & Starr, 2006). Auch bei der später im Beitrag beleuchte-
ten Analyse der Instandhaltung bei vier Unternehmen bestätigte sich dieser 
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Sachverhalt: In den untersuchten Unternehmen müssen Daten aus einer Viel-
zahl an Systemen oder analogen Quellen manuell gesucht und extrahiert wer-
den. Dieser Umstand führt bei der Arbeit des Instandhalters zu hohen Warte-
zeiten, erhöhter Fehleranfälligkeit und in letzter Konsequenz längeren Still-
standzeiten. Daraus resultiert, dass die Instandhalter oftmals nicht adäquat 
durch IT-Systeme unterstützt werden (Reidt et al., 2016).  
Die Gründe hierfür sind vielfältig: Die Entwicklungskosten für zentrale Sys-
teme zur Unterstützung der Instandhaltung sind hoch, da die Integration von 
Daten aus heterogenen, oft proprietären Systemen mit hohen manuellen Auf-
wand verbunden ist. CMS sind bspw. oft nur bei einigen Maschinenherstellern 
in teils einfacher Art und Weise vorhanden und hauptsächlich für die eigenen 
Maschinen verfügbar (Reidt & Krcmar, 2016). Diese entwickeln die CMS mit 
jeweils unterschiedlichen Datenprotokollen, Übertragungsmechanismen und 
zusätzlich meist noch unterschiedlichen informationstechnischen Konzepten 
(Winter & Wollschlaeger, 2015). Daneben ist mangelndes Know-How bei Be-
urteilung der technologischen Potentiale ein weiteres Hemmnis die verfügba-
ren Technologien effizient einzusetzen (Bienzeisler et al., 2014). 
1.1 Ressourcen-Cockpit als Lösungsansatz 
Ein endgeräteübergreifendes Ressourcen-Cockpit, welches aktuelle techno-
logische Möglichkeiten zur Integration und Interpretation von Daten und Infor-
mationen aus einer Vielzahl an Systemen ausnutzt, diese Informationen ziel-
gerichtet bündelt und auswertet, stellt eine Möglichkeit zur Lösung der ange-
sprochenen Herausforderungen dar (Reidt et al., 2016). Ein solches Ressour-
cen-Cockpit kann durch Ausnutzung und Integration der Möglichkeiten eines 
CPS, von mobilen Endgeräten und eines dynamischen Backends, Funktionen 
und Inhalte kontext-sensitiv dezentral bereitstellen. Hierdurch würden die an 
der Durchführung der Instandhaltung beteiligten Personen bei ihren Arbeits-
abläufen zielgerichtet mit den nötigen Informationen unterstützt, ohne dass 
Konnektivität eine große Rolle spielt. CPS umfassen in diesem Beitrag „ein-
gebettete Systeme, Logistik-, Koordinations- und Managementprozesse so-
wie Internetdienste, die mittels Sensoren unmittelbar physikalische Daten er-
fassen und mittels Aktoren auf physikalische Vorgänge einwirken, mittels di-
gitaler Netze untereinander verbunden sind, weltweit verfügbare Daten und 
Dienste nutzen und über multimodale Mensch-Maschine-Schnittstellen verfü-
gen“ (Geisberger & Broy, 2012). In Kombination mit neuen, sich verbreitenden 
Standards in der Produktion, wie OPC UA (Enste & Mahnke, 2011) ist es mög-
lich, dezentral Informationen von Maschinen mit deutlich weniger Aufwand zu 
extrahieren und zentral bei Bedarf zusammenzuführen. Dies erlaubt Funktio-
nen leichter über verschiedene Systeme zu verteilen und diese ohne größeren 
Aufwand in bestehende Systeme der Produktion einzubinden. 
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1.2 Referenzarchitekturen im Kontext Instandhaltung 
Die Identifizierung von individuellen Anforderungen an ein Ressourcen-Cock-
pit und die Entwicklung selbst sind jedoch aufwändig und erfordern erhebliche 
Ressourcen. Insbesondere kleine und mittelständische Unternehmen können 
aufgrund dieses hohen Aufwandes kaum Systeme entwickeln, welche deren 
individuellen Anforderungen genügen. Weiterhin ist ein uneinheitliches Ver-
ständnis über die Funktionsweise und Schnittstellen eines solchen Ressour-
cen-Cockpits ein Faktor, der zu Kompatibilitäts-problemen mit anderen Sys-
temen führen kann und somit eine Weiterentwicklung hemmt. 
Um die zukünftige Entwicklung von Ressourcen-Cockpits für die Instandhal-
tung zu erleichtern, soll eine RA für ein Ressourcen-Cockpit zur Unterstützung 
der Instandhaltung (RARC) entwickelt werden. Eine RA ist eine spezielle, abs-
trakte Architektur, welche die allgemeinen Richtlinien zur Spezifikation von 
konkreten Architekturen setzt (Angelov et al., 2008). Diese Richtlinien werden 
durch die RARC dadurch gesetzt, dass in abstrakter Weise dargestellt wird, 
welche Funktionen, Prozesse, Konzepte und damit welche Intelligenzvertei-
lung zwischen verschiedenen Systemen durch effiziente Ausnutzung der Fä-
higkeiten eines CPS und mobilen Endgeräten abgebildet werden können. 
Diese Funktionen und Prozesse sind mit generischen und spezifischen Anfor-
derungen verbunden, sodass die Identifizierung, Auswahl und Rückverfolg-
barkeit von Anforderungen für den eigenen Anwendungsfall ermöglicht wird. 
Demzufolge wird die RA Domänenwissen im Bereich der Instandhaltung be-
reitstellen, um den Entwurf einer Softwarearchitektur zur Erstellung eines In-
formationssystems zu erleichtern, welches dem Menschen zur Bewältigung 
der Aufgaben der Instandhaltung dienen soll.  
Die Erstellung einer RA für ein Ressourcen-Cockpit zur Unterstützung der In-
standhaltung stellt aufgrund ihrer Komplexität und Neuartigkeit jedoch eine 
große Herausforderung dar. Obwohl im Industrie 4.0 Kontext durch das 
RAmodell RAMI (Adolphs et al., 2015) bzw. dem amerikanischen Pendant, 
der Industrial Internet Reference Architecture (Lin et al., 2015) in letzter Zeit 
einige prominente RAen erstellt wurden, existieren wenige konkrete Metho-
den zur Erstellung von RAen. Wenn bei vorhandenen RAen auf die Methodik 
zur Erstellung eingegangen wird, so werden meist mehrere offene Architektu-
ren verglichen, um daraus eine RA abzuleiten. Im vorliegenden Fall einer RA 
für ein Ressourcen-Cockpit oder ähnliche Architekturen im Bereich der In-
standhaltung konnten keine offen zugängliche Architekturen in Literatur und 
Praxis identifiziert werden, die miteinander verglichen werden können (Reidt 
& Krcmar, 2016). Dies liegt zum einen daran, dass bestehende Architekturen 
bzw. Lösungen nicht öffentlich zugänglich sind. Zum anderen sind Lösungen, 
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welche die Potenziale von neuen Technologien wie CPS oder OPC UA aus-
nutzen, noch nicht in der Praxis angekommen. 
Aus diesem Grunde soll in diesem Beitrag das Vorgehen zur Erstellung einer 
RA anhand spezifischer Anforderungen am Beispiel der RARC dargestellt 
werden. Zusätzlich werden die spezifischen Anforderungen an ein Ressour-
cen-Cockpit aus Sicht von vier Unternehmen illustriert. Diese Informationen 
bilden die Grundlage der in Reidt et al. (S. 43 ff.) vorgestellten RARC.  
1.3 Aufbau des Beitrags 
Der nachfolgende Beitrag gliedert sich wie folgt: In Kapitel 2 wird das Vorge-
hen zur Erstellung einer RA skizziert. Anschließend werden die für die Erstel-
lung nötigen Anforderungen in Kapitel 3 behandelt. Dazu werden die unter-
suchten Unternehmen mit ihren spezifischen Anforderungen vorgestellt und 
illustriert wie sich aus diesen Anforderungen die Basis für die Erstellung der 
RARC ableiten lässt.  
2 Methodik zur iterativen Erstellung einer 
Referenzarchitektur  
Zur Erstellung der RA wurde ein mehrstufiger Ansatz gewählt, der sich an dem 
Vorgehen von (Reidt & Krcmar, 2016) orientiert. Die einzelnen Schritte wer-
den nachfolgend detailliert beschrieben und auf das allgemeine Vorgehen so-
wie auf die konkrete Ausprägung des Vorgehens am Beispiel der RARC ein-
gegangen.  
Folgende Schritte wurden konkret durchgeführt: 
· Schritt 1: Festlegung des Zweckes und des Ziels der RA – In diesem 
ersten Schritt soll die Definition des Zwecks und damit des Ziels der RA 
erfolgen. Damit verbunden ist die Festlegung des Betrachtungsrahmens 
und der Darstellungsart der RA. Der Betrachtungsrahmen sollte so fest-
gelegt werden, dass die Ziele, die mit der RA verfolgt werden, mit dem 
Fokus dieser erreicht werden können. Die Darstellungsart sollte sich an 
den Kenntnissen der Anwender der RA orientieren und ist im vorliegenden 
Fall so gewählt worden, dass ein domänenübergreifendes Verständnis 
möglich ist. Betrachtungsrahmen bei der RARC war das gesamte System 
des Ressourcen-Cockpits, die Infrastruktur und die damit verbundenen 
Personen. Denn das Ziel, die Entwicklung von Ressourcen-Cockpits zu 
erleichtern, konnte dadurch erreicht werden.  
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· Schritt 2: Literaturrecherche – Als Wissensbasis zur Erstellung einer 
Referenzarchitektur sollte der aktuelle Stand der Wissenschaft und Tech-
nik dienen. Ein Weg, dies zu erreichen ist es, eine wissenschaftliche Lite-
raturrecherche durchzuführen, die sich an den nötigen Aspekten der zu 
entwickelnden Referenzarchitektur orientiert. Daher wurde zur Erstellung 
der RARC eine Literaturrecherche nach (Webster & Watson, 2002) zu In-
dustrie 4.0, Instandhaltung, RAen, CPS sowie verwandten Themen durch-
geführt. Dadurch wurden der aktuelle Status quo zu diesen Themen im 
wissenschaftlichen Kontext ergründet, weitere Komponenten für Instand-
haltungssysteme erfasst und möglichst verwandte RAen identifiziert. Dazu 
wurden auch praxisorientierte RAen im Kontext der Industrie 4.0 unter-
sucht. Ein Fokus der Literaturrecherche bestand darin, die Bereiche Ma-
schinenbau, Informatik und Wirtschaftsinformatik thematisch zu verbin-
den. Bei dieser Literaturrecherche konnten keine RAen identifiziert wer-
den, welche frei zugängliche Architekturen für Systeme zur Unterstützung 
der Instandhaltung aufzeigen. Dies hatte zur Folge, dass zum einen keine 
offenen Architekturen genutzt werden konnten, um die generischen As-
pekte einer RA herauszuarbeiten. Zum anderen wurde die Wichtigkeit des 
Unterfangens bestätigt, eine solche RA bereit zu stellen. 
· Schritt 3: Situation und Anforderungen aus der Praxis – Um die Pra-
xisrelevanz einer RA sicherzustellen und die wichtigsten Informationen zur 
Erstellung dieser zu sammeln müssen umfassende und generalisierbare 
Anforderungen für spezifische Einzelarchitekturen aufgenommen werden. 
Dazu müssen die untersuchten Unternehmen zusammen betrachtet einen 
umfassenden und nicht spezifischen Blick auf die Domäne bzw. das zu 
entwickelnde System ermöglichen. Für die RARC wurden vier Unterneh-
men aus unterschiedlichen Branchen bzgl. des Themas der Instandhal-
tung untersucht. Der Ablauf war zweigeteilt: Zuerst wurde der aktuelle 
Stand in der Instandhaltung bei den jeweiligen Unternehmen aufgenom-
men. Es wurden die Prozesse aus der Instandhaltung untersucht, die be-
teiligten Systeme beschrieben und geklärt wie diese zur Unterstützung der 
Instandhaltung herangezogen wurden. Daneben wurden Anforderungen 
an ein Ressourcen-Cockpit aus Sicht der Unternehmen aufgenommen, so 
dass vier unabhängige Lastenhefte für ein solches System entstanden 
sind. Die Anforderungen wurden priorisiert und genau beschrieben. In-
standhaltung wird bei diesen Unternehmen teils als eigener Service für 
andere Unternehmen erbracht, teils auch von Dritten getätigt oder vom 
eigenen Personal für fremdbezogene Maschinen betrieben. Auch sind die 
Anforderungen an ein System zur Unterstützung der Instandhaltung in ei-
ner eigenen Fabrik andere als bei Windrädern, die sich in einem spärlich 
besiedelten Raum mit großen Distanzen zueinander befinden. Dort stellen 
u. a. Konnektivität und damit die Verfügbarkeit von Informationen große 
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Herausforderungen dar. Durch die unterschiedliche Branchenzugehörig-
keit und Ausprägungen der Instandhaltung dieser Unternehmen wurde ein 
umfangreiches Bild der Instandhaltung und der Bedürfnisse der Unterneh-
men gezeichnet. Hierdurch wurde es möglich, aus den einzelnen, 
spezifschen Anforderungen auf potentielle spezfische Architekturen der 
einzelnen Ressourcen-Cockpits der Unternehmen zu schließen. Aus 
diesen einzelnen Architekturen und Anforderungen konnte eine 
umfassende, generische RA extrahiert werden. Die untersuchten Unter-
nehmen werden in Kapitel 3.2 genauer beschrieben.  
· Schritt 4: Erstellung einer Domänenbeschreibung und eine Verein-
heitlichung durch Festlegung/Standardisierung von Begrifflichkei-
ten – Die Domäne der RA solle eindeutig beschrieben werden und nötige 
Begriffe identifiziert und vereinheitlicht werden. Gegebenenfalls müssen 
hier schon Standards und Definitionen für einige der Begrifflichkeiten oder 
Aspekte der Domäne festgelegt werden. Bei der RARC waren dies vor 
allem Definitionen zu technischen Aspekten eines Ressourcen-Cockpits, 
Benennung von Funktionen und Anforderungen, sowie Schnittstellen.  
· Schritt 5: Extraktion von generischen und optionalen Anforderungen 
an ein Ressourcen-Cockpit – Anhand der Ergebnisse aus Schritt 2 wer-
den die Anforderungen aggregiert, auf eine einheitliche Basis gebracht 
und in generische und optionale Anforderungen unterteilt. Generisch sind 
Anforderungen, welche allgemeingültig sind und bei allen Unternehmen 
vorhanden sind bzw. sein sollten. Optionale Anforderungen sind spezi-
fisch für einzelne Anwendungsfälle und nur bei diesen umzusetzen. Er-
gebnis dieses Schrittes sind Listen und Beschreibungen von generischen, 
sowie optionale Anforderungen. Nötige Unklarheiten sind mit den jeweili-
gen Ansprechpartnern der Anforderungen möglichst im Vorfeld zu klären.  
· Schritt 6: Überführung der gefundenen Anforderungen in n:1 Bezie-
hungen in funktionale, logische Module – Anhand der Anforderungen 
werden logische Module gebildet, sodass jede Anforderung durch ein Mo-
dul umgesetzt wird. Ein Modul kann hierbei beliebig viele Anforderungen 
umsetzen. Ziel ist es, dass ein Modul möglichst eine logisch in sich ge-
schlossene Einheit bildet und für eine Funktion des Systems verantwort-
lich ist. Die Aufteilung und der Schnitt der Module sollte nach Aspekten 
der Kapselung und des Separations of Concerns (Laplante, 2007) getätigt 
werden. Eine einfache technische Umsetzbarkeit wird hierdurch gewähr-
leistet. Lassen sich Anforderungen nicht auf ein Modul aufteilen, bedarf es 
einer Ausdifferenzierung bzw. Aufspaltung der Anforderungen. Die Mo-
dule können wiederum generisch oder optional sein. Je nachdem ob 
hauptsächlich generische oder optionale Anforderungen in ihnen enthal-
30 A. Reidt, M. Duchon, H. Krcmar 
ten sind. Weiterhin ist in den Modulen die jeweilige Beschreibung und Aus-
arbeitung dieser in Hinsicht Umsetzbarkeit, Intelligenzverteilung und Iden-
tifizierung von Verbindung zwischen Modulen enthalten. 
· Schritt 7: Erstellung von Referenzprozessen - unter Einbezug der logi-
schen Module, einer optimalen Intelligenzverteilung, Use Cases und ge-
wählten Endgeräten müssen Referenzprozesse erstellt werde. Diese Re-
ferenzprozesse sind möglichst mit den technischen Aspekten der RA ver-
bunden. Referenzprozesse wurden in der RARC durch Zusammenfassen 
von einer Vielzahl an Use Cases erzeugt.  
· Schritt 8: Feedbackzyklen & Anwendung der RA - Zusätzlich müssen 
im Kontext der Anforderungsaufnahme und Entwicklung mehrere Feed-
backgespräche mit Entwicklern und Stakeholdern bzgl. der RA geführt 
werden, um die Anforderungen nach dem jeweiligen Feedback iterativ zu 
verbessern. Die vorliegende RA wurde für die Entwicklung verschiedener 
Prototypen im Rahmen des Projektes S-CPS genutzt und diente dem An-
passen von Anforderungen und dem generellen Anforderungsmanage-
ment. Verbunden mit einer groß angelegten Anforderungsevaluierung 
nach 1,5 Jahren Projektdauer wurden somit die Schritte 3-8 iterativ durch-
laufen, um so die RA stetig zu verbessern.  
Durch das Vorgehen konnte sichergestellt werden, dass die erarbeitete Lö-
sung hohe Praxisrelevanz besitzt, da viele Anforderungen direkt aus dem Be-
darf der befragten Industrieunternehmen stammen. Durch die Literaturrecher-
che konnten zwar keine RAen gefunden werden, welche Systeme für die In-
standhaltung behandelten. Es wurden jedoch verwandte RAen für die Berei-
che Condition-Monitoring und Industrie 4.0 identifiziert. Diese konnten zusätz-
lich zu allgemeine Trends und Anforderungen für Instandhaltungssysteme in 
die Wissensbasis zur Erstellung der RARC miteinfließen. Durch den agilen 
Verbesserungsprozess konnte sichergestellt werden, dass die Darstellungs-
art und der Inhalt optimal verstanden und angewendet werden konnte.  
3 Anforderungen an ein Ressourcen-Cockpit 
Zur Erstellung der RARC wurden Anforderungen an ein Ressourcen-Cockpit 
aus der Literatur und aus der Praxis von vier verschiedenen Unternehmen 
aufgenommen. In Unterkapitel 3.1 wird zuerst auf die Anforderungssuche in 
der wissenschaftlichen Literatur eingegangen. Das Endergebnis beinhaltet 
dann die von den Unternehmen bestätigten spezifischen und priorisierten An-
forderungen aus der Praxis (vgl. Kapitel 2, Schritt: 3). Die untersuchten Unter-
nehmen und deren Hintergrund wird in Kapitel 3.2 beschrieben. Die dazuge-
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hörigen Anforderungen mitsamt dem Vorgehen zur Erhebung werden in Ka-
pitel 3.3 vorgestellt. Anschließend werden die Anforderungen analysiert und 
in generische Anforderungen überführt (Kapitel 3.4, vgl.: Kapitel 2 Schritt: 5). 
Schließlich wird die Priorisierung der Anforderungen in Kapitel 3.5 vorgestellt.  
3.1 Anforderungen aus der Literatur 
Die später beschriebenen Anforderungen basieren auf einer ausgiebigen Li-
teraturrecherche, wodurch Anforderungen an ein Ressourcen-Cockpit aus 
wissenschaftlicher Literatur extrahiert werden konnten. Diese Anforderungen 
sind direkt durch Evaluation seitens der Unternehmen in die spezifischen An-
forderungen miteingeflossen und werden an dieser Stelle nicht gesondert dis-
kutiert.  
3.2 Untersuchte Unternehmen 
Die im Vorgehen zur Erstellung der RA angesprochenen Unternehmen wer-
den nachfolgend detaillierter hinsichtlich der Instandhaltung beschrieben. Ein 
wichtiges Kriterium für die Auswahl der Unternehmen war die Verwendung 
unterschiedlicher Modelle zur Durchführung der Instandhaltung. Dies führte 
im Stadium der Anforderungsanalyse zu einem umfassen Blick auf die Do-
mäne der Instandhaltung. Es wurden dabei insgesamt vier Unternehmen und 
deren Rolle bei der Instandhaltung untersucht, deren Eigenschaften in Tabelle 
1 zusammengefasst werden. 
Bei der Rolle der Instandhaltung in den vier untersuchten Unternehmen konn-
ten vier Fälle unterschieden werden. Im ersten Fall, bei Unternehmen U2, wird 
die Instandhaltung nahezu komplett autark vom Unternehmen selbst geleistet, 
während im zweiten Fall, bei Unternehmen U3, die Instandhaltung nur als Ser-
vice bezogen wird. Im dritten Fall, bei Unternehmen U4, wird die Instandhal-
tung für die eigenen verkauften Maschinen als Service angeboten und ist Teil 
des Geschäftsmodells. Im Rahmen der RARC wurde sich bei diesem Unter-
nehmen auf die externe Serviceerbringung konzentriert. Die Instandhaltung 
der eigenen internen Maschinen wurde bei diesem Unternehmen nicht be-
trachtet. Abschließend ist eine Mischform von hauptsächlich eigenem Betrieb 
mit einer Kombination aus externem Service bei Unternehmen U1 anzutref-
fen. Zusätzlich werden in der angesprochenen Tabelle die Rolle bei der In-
standhaltung, der betrachtete Funktionsbereich, die Systemstruktur, der Ort 
der Durchführung der Instandhaltung sowie der momentane Hauptfokus der 
Optimierung der Instandhaltung zum Zeitpunkt der Untersuchung dargestellt.  
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Tabelle 1: Übersicht der untersuchten Unternehmen 
  Anwendungsunternehmen 
 
 



































tung als Service an-
geboten 
Systemstruktur Internes Netzwerk 
mit SPS, MES, 
ERP sowie DBs  
Internes Netzwerk 
mit SPS, MES so-
wie DBs  
SPS, MES, DBs 













































3.3 Spezifische Anforderungen aus der Praxis 
Bei den im vorherigen Kapitel vorgestellten Unternehmen wurde eine syste-
matische Anforderungserhebung nach (Pohl, 2010) durchgeführt. Das Ergeb-
nis der Analyse brachte ein dediziertes Lastenheft für jedes Unternehmen her-
vor. Es wurden der aktuelle Stand der Instandhaltung sowie spezifische An-
forderungen der Unternehmen an ein Ressourcen-Cockpit aufgenommen. Die 
einzelnen Anforderungen wurden seitens der untersuchten Unternehmen 
nummeriert und priorisiert. Nach 1,5 Jahren wurde zusätzlich eine Evaluation 
der Anforderungen durchgeführt. Die endgültigen und bestätigten Anforderun-
gen sind in der folgenden Tabelle 2 zusammengefasst. Dabei wurde die je-
weilige Kurzbeschreibung der Anforderungen der Unternehmen ohne Anpas-
sung, außer einer evtl. nötigen Anonymisierung, übernommen. 
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Tabelle 2: Anforderungen aller Unternehmen 
Nr. Unternehmen U1 Unternehmen U2 Unternehmen U3 Unternehmen U4 
1 E-Mail  Kurze prägnante Melde-
texte bei Störfall & 
Fehlercode 
Informationsaus-





fos der Anlage 
Handlungsleitfäden zu 
Störungen/Editierbar 




zusammen mit ERP 
Anlagen-, Bauteil- und 
Maßnahmenhistorie 
Internet Remote Anlagen-überwa-
chung (auch SPS) 
4 Barcode scannen Automat. Doku und 













Optimierung der Auswertung 
der Dokumentation 






Abgleich Betriebsdaten1 zw. 
Anlagenbetreiber und -her-




Schichtbuch Anzeige der Wetter-
beschaffenheit 
Erweiterung der Leitfäden 
zur Fehlerbehebung 
8 Ergänzung/Korrektur 
von Dokumentationen & 
Wikis 
Automatischer Link zu 




kation mit Kollegen und Kun-
den 





10 Anlagen-, Bauteil- und 
Maßnahmenhistorie 
Mobiles Endgerät als 
Telefonersatz 
GPS Genauigkeit 
für Kartenversion  
Nachverfolgung offener 
Punkte 
11 Condition Monitoring  Condition Monitoring  Betriebs Protokoll Telefonbücher 







13 Anzeige offener und ab-
geschl. Aufträge durch 
das System 
Anzeige offener und ab-
geschl. Aufträge durch 
das System 
Anlagenplan Fotografieren 
14 OPC UA Schnittstelle 
zum Empfang & Senden 
von Maschinendaten 
OPC UA Schnittstelle 







15 Bauteilinformationen für 
Anlagen verfügbar 
Synchronisation zw. Ge-
räten und Systemen 





Ticket System Internet 
17 Synchronisation zw. Ge-
räten und Systemen 
Störungs-/Anlagen-zu-
weisung z. Personen 
Wartungsberichte Unterstützung Datentypen 
18 Überwachung/Protokol-
lierung von Maschinen-
daten und Zuständen 
Status Störung  Bereitstellung von 
3D-Daten 
                                               
1
 (z. B. Protokoll Störfälle & Fehlermeldungen) 
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Nr. Unternehmen U1 Unternehmen U2 Unternehmen U3 Unternehmen U4 
19 Pluginkonzept für 
Schnittstellen und Ma-
schinen 
Annahme & Ablehnung 






tion der Mitarbeiter für 
das Management  




von Aufträgen durch In-
standhalter möglich 
Mobiler Zugriff auf Pro-
zessgeräte 
 
Erfassung der Arbeitszeit 
der Instandhalter 
22 Algorithmus präventive 
Instandhaltung 
Mobiles Abarbeiten von 
Check- und Prüflisten 
 






tel und aktuell) 
 
Maschinenpläne im System 
verfügbar 





Mobiles Arbeiten im Offli-
nemodus 
25 Ersatzteilmanagement Pluginkonzept zur In-
tegration von Schnitt-
stellen und Maschinen 
 
Erfassung von Reisekosten 
durch das System 




daten und Zuständen 
 
Anzeige von aktuellen Ver-
tragsdaten für Auftrag (Leis-
tungen ...)  
27 Link zum Kataster von 
Hilfs- und Betriebsstof-
fen für Anlagen 
Predictive Maintenance 
(kont. lernendes/voraus- 
schauendes System)  
 
Signierfunktion durch Auf-
traggeber und Instandhalter 
28 Anzeige Betriebstempe-
ratur 
Personalisierung  Annahme und Ablehnung 










Serviceprotokoll autom. in 
digitaler erstellen 
31 Intranet/Internet Zugang Bauteilinformationen  Condition Monitoring  
32 Fehlerdatenbank mit 
Suchfunktion  










34 Auswertung & Anzeige 
der akt. und mittleren 
Laufzeiten aller Anlagen 
Wiki/Forum  Kommunikation mit ERP-
System  
35 Mobiles Arbeiten im Off-
linemodus 
Push Benachrichtigung 
bei Änderungen von 
HW/SW Komponenten  
 
Pluginkonzept für Schnitt-
stellen und Maschinen 
36 Anzeigen der Verfügbar-







lermeldung und Zustand An-
lage 
37  "Hilfe-Button"  Servicedienstleister erhält 
autom. fertiges Störmel-
dungsformular 
38  Status Mitarbeiter  Bauteilinformationen verfüg-
bar 
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Nr. Unternehmen U1 Unternehmen U2 Unternehmen U3 Unternehmen U4 




 Navigation zum Kunden 
41  Spracheingabe  Barcodescanner 
42  Laufkarte zur Anlage   
43  Outlook Zugang   
44  Internetzugang   
45  Videofunktion   
3.4 Generische Anforderungen 
Die einzelnen Anforderungen wurden dahingehend untersucht, ob sie einen 
allgemeinen Charakter besitzen. Dazu wurden die vorgestellten spezifischen 
Anforderungen analysiert und zu generischen Anforderungen aggregiert. An-
forderungen, welche trotz teils unterschiedlicher Benennung die gleiche Be-
deutung hatten, wurden zusammengefasst. Das Ergebnis dieses Prozesses 
ist in Tabelle 3 zu erkennen. Hier sind die zusammengefassten Anforderun-
gen dargestellt, welche bei mindestens drei Unternehmen genannt wurden. 
Das Vorkommen bei den einzelnen Unternehmen ist dabei gesondert gekenn-
zeichnet. Die restlichen Anforderungen, die nicht bei mindestens drei Unter-
nehmen vorkamen sind optionale Anforderungen im Kontext der RA und wer-
den bei (Reidt et al., 2016) ausführlich beschrieben.  
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Tabelle 3: Generische Anforderungen 
Nr. Anforderung U1 U2 U3 U4 
1 Automatische Fehlermeldung x x x x 
2 Detaillierte Fehlermeldung und Störungsart x x x x 
3 Kommunikation (Messenger, Telefon, Mail, Kontakte) x x x x 
4 Condition Monitoring an der Maschine x x x x 
5 Überwachung/Protokollierung relevanter Maschinendaten und Zuständen  x x x x 
6 Auftragsverwaltung mit Anzeige Status der Instandhaltungsaufträge durch das System x x x x 
7 (Mobiler) Zugriff auf relevante Maschinendaten x x x x 
8 Zugang zu relevanten Webanwendungen über Internet (Mail) x x x x 
9 Dokumentenmanagement und -bearbeitung x x x x 
10 Anzeige von Maschinenplänen (Steuerungspläne, SPS, etc.) x x x x 
11 Handlungsleitfäden/Checklisten für Instandhaltungsaufgaben x x x x 
12 Anlagen-, Bauteil-, und Maßnahmenhistorie x x x x 
13 Synchronisationsmechanismus zwischen Geräten und Systemen  x x x x 
14 Technisches Nutzermanagement inklusive Rollensystem x x x x 
15 OPC UA Schnittstelle zum Empfang und Senden von Maschinendaten x x  x 
16 Bauteilübersicht der Anlagen verfügbar x x  x 
17 Herstellerunterlagen der Anlage verfügbar x x  x 
18 Annahme und Ablehnung von Aufträgen durch Instandhalter möglich x x  x 
19 Ersatzteilmanagement (Informationen und Verfügbarkeit) x x x x 
20 Mobiles Arbeiten im Offlinemodus x x x x 
21 Wartungsplanmanagement & Historie x x x x 
22 Priorisierung der abzuarbeitenden Tätigkeiten x x x x 
23 Remote Zugriff auf Anlage x x x x 
24 Auftragsmanagement in Verbindung mit ERP  x x x x 
25 Anlagenübersicht x x x x 
26 Möglichkeit zur Erweiterung der Handlungsanweisungen x x  x 
27 Automatische Doku und Auswertung der Instandhaltungsmaßnahmen x x  x 
28 Bereitstellung von 3D-Daten/3D-Darstellung der Anlage  x  x x 
29 Anzeige von Betriebstemperaturen  x  x x 
30 Scannen der Anlagencodierung (Barcodescanner) x x  x 
31 Auswertung und Anzeige der aktuellen und mittleren Laufzeiten aller Anlagen x x x  
32 Predictive Maintenance (kontinuierlich lernendes, vorausschauendes System) x x  x 
33 Wiki x x x  
34 Fehlerdatenbank mit Suchfunktion  x x  x 
35 Pluginkonzept zur Integration von diversen Schnittstellen und Maschinen x x  x 
36 Anzeigen der Verfügbarkeit/aktuelle Zuweisung der Instandhalter x x  x 
37 Mobiler Zugriff auf die SPS x x x x 
38 Verarbeitung audiovisuelle Medien  x x  x 
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3.5 Priorisierung der Anforderungen 
Insgesamt wurden 69 unterschiedliche Anforderungen (generisch plus optio-
nal) bei den untersuchten Unternehmen aufgenommen. Die einzelnen Anfor-
derungen wurden von jedem Unternehmen priorisiert. Zur Erreichung einer 
generischen Priorisierung wurden die ursprünglich von jedem Unternehmen 
vorgenommenen Priorisierungen übernommen, falls diese identisch waren. 
Ansonsten wurde der gerundete Mittelwert berechnet und als Priorität genom-
men. Bei Anforderungen, welche sich aus mehreren nicht komplett gleichen 
Anforderungen zusammensetzen, wurde die Gewichtung anteilig berechnet. 
In Fällen, wo sich kein einheitliches Bild ergab, wurde eine erneute Priorisie-
rung der generischen Anforderung seitens der Unternehmen bestimmt. Bei 
dieser mussten sich die Unternehmen auf eine Priorisierung einigen. Diese 
Priorisierungen der generischen Anforderungen sind in Tabelle 4 dargestellt.  
Bei den optionalen Anforderungen konnten die Anforderungen mitsamt der 
Priorisierung übernommen werden, jedoch spielen diese Anforderungen nur 
bei Spezialfällen eine Rolle.  
Tabelle 4: Priorisierte Anforderungen 
Nr. Priorisierung Anforderung 
1 1 Automatische Fehlermeldung 
2 1 Detaillierte Fehlermeldung und Störungsart 
3 1 Kommunikation (Messenger, Telefon, Mail, Kontakte) 
4 1 Condition Monitoring an der Maschine 
5 1 Überwachung/Protokollierung relevanter Maschinendaten und Zuständen  
6 1 Auftragsverwaltung mit Anzeige Status der Instandhaltungsaufträge durch das Sys-
tem 
7 1 (Mobiler) Zugriff auf relevante Maschinendaten 
8 1 Zugang zu relevanten Webanwendungen über Internet (Mail) 
9 1 Dokumentenmanagement und -bearbeitung 
10 1 Anzeige von Maschinenplänen (Steuerungspläne, SPS, etc.) 
11 1 Handlungsleitfäden/Checklisten für Instandhaltungsaufgaben 
12 1 Anlagen-, Bauteil-, und Maßnahmenhistorie 
13 1 Synchronisationsmechanismus zwischen Geräten und Systemen  
14 1 Technisches Nutzermanagement inklusive Rollensystem 
15 1 OPC UA Schnittstelle zum Empfang und Senden von Maschinendaten 
16 1 Bauteilübersicht der Anlagen verfügbar  
17 1 Herstellerunterlagen der Anlage verfügbar 
18 1 Annahme und Ablehnung von Aufträgen durch Instandhalter möglich 
19 2 Ersatzteilmanagement (Informationen und Verfügbarkeit) 
20 2 Mobiles Arbeiten im Offlinemodus 
21 2 Wartungsplanmanagement & Historie  
22 2 Priorisierung der abzuarbeitenden Tätigkeiten 
23 2 Remote Zugriff auf Anlage 
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Nr. Priorisierung Anforderung 
24 2 Auftragsmanagement in Verbindung mit ERP  
25 2 Anlagenübersicht 
26 2 Möglichkeit zur Erweiterung der Handlungsanweisungen 
27 2 Automatische Doku und Auswertung der Instandhaltungsmaßnahmen 
28 2 Bereitstellung von 3D-Daten/3D-Darstellung der Anlage  
29 2 Anzeige von Betriebstemperaturen  
30 2 Scannen der Anlagencodierung (Barcodescanner) 
31 2 Auswertung und Anzeige der aktuellen und mittleren Laufzeiten aller Anlagen (Stör-
dauer/Anzahl Störungen etc.) 
32 2 Predictive Maintenance (kontinuierlich lernendes, vorausschauendes System)  
33 2 Wiki 
34 2 Fehlerdatenbank mit Suchfunktion  
35 2 Pluginkonzept zur Integration von diversen Schnittstellen und Maschinen 
36 2 Anzeigen der Verfügbarkeit/aktuelle Zuweisung der Instandhalter 
37 3 Mobiler Zugriff auf die SPS 
38 3 Verarbeitung audiovisuelle Medien (Erstellen, Speichern, Anzeigen von Bildern, Vi-
deo und Audio) 
   
4 Fazit 
In diesem Beitrag wurde das Vorgehen zur Erstellung von RA anhand spezi-
fischer Anforderungen am Beispiel der RARC vorgestellt. Dieses Vorgehen 
wurde durch einen iterativen Prozess mit acht Schritten gesteuert. Anschlie-
ßend wurden die Anforderungen an ein Ressourcen-Cockpit aus vier Unter-
nehmen, basierend auf den Anforderungen aus der Literatur und Praxis dar-
gestellt und deren Überführung in eine Form, welche als Basis der RARC 
dient, dargelegt.  
Mit diesen Informationen können in einfacher Art und Weise neuartige RAen 
erstellt werden, welche nicht auf offene Architekturen zurückgreifen können. 
Auch können die hier vorgestellten Anforderungen als Vorlage und damit zur 
Wiederverwendung bei der eigenen Implementierung von ähnlichen Syste-
men genutzt werden. Weiterhin wird auch dieser Weg mit neuen Informatio-
nen angereichert, sodass es möglich ist, zielgerichtete und exaktere RAen zu 
erstellen. Die Darstellung der Anforderungen dient als Grundlage, um die RA, 
welche im folgenden Kapitel dargestellt wird, zu verstehen.  
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