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Let G be a compact Abelian group for which x 3 2x is Abelian, and let 
(:GxG+Gx Gtake(x,y)to(x+y,x-y). Callameasure~onG 
Gaussian iff 3 a measure Y on G such that p x r(E) = Y x v(&E)) for all 
measurable E _C G x G. We determine all Gaussian CL; essentially, they are 
obtained by taking convolutions and weak- * limits of certain easily charac- 
terized point measures and some measures closely related to ordinary Gaussian 
distributions on R”. 
1. INTRODUCTION 
Let G be a locally compact Abelian group for which x -+ 2x is an 
automorphism, and let .$ : G x G -+ G x G be defined by [(x, y) = 
(x + y, x - y). A nonzero measure t.~ on G is called symmetric 
Gaussian iff 3 a measure v on G such that for all Bore1 sets E _C G x G, 
P x CL(E) = v x 4&q). (1-l) 
In [2], the absolutely continuous symmetric Gaussian measures were 
determined; essentially, they correspond to even quadratic characters 
on G. (A function f : G --+ Cx is a quadratic character o 
f@ + Yh!f(4f(Y) 
is bilinear in x and y.) In this paper, we characterize symmetric 
Gaussian measures on compact groups. 
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The procedure is as follows: let f be the Fourier-Stieltjes transform 
of p. Then suppf is a subgroup of GA which is closed under division 
by 2; on that subgroup, f is a multiple of a quadratic character. It turns 
out that there is no loss of generality in assuming that f is nonzero 
on all of GA. Thus the problem becomes that of classifying the 
quadratic characters on G  ^ which are transforms of measures on G. 
One uses the measure to get necessary conditions on the quadratic 
characters; to prove the sufficiency of the conditions, one simply 
constructs the appropriate measures. 
In Section 2, we reduce the general problem to the one on quadratic 
characters. One theorem which may be of some independent interest 
is proved there: if r is an Abelian group, r,, is a subgroup, and 
f : r-t C is 0 off r, , then f is the transform of a measure on 
P + f 1 r, is the transform of a measure on r,*. Sections 3 and 4 
investigate certain special measures; the results are used in the general 
classification theorem proved in Section 5. In Section 6, an example is 
given, which leads to an example of a group with a standard Bore1 
structure which cannot be made into a locally compact group with 
the same structure. This section also contains a result about putting a 
topological structure on a group G when a subgroup H is compact and 
G/H is locally compact. 
Some remarks on notation: unless otherwise stated, all groups are 
locally compact Abelian and such that x-+2x is an automorphism. 
Most groups considered will be either compact or discrete. In 
general, G and H represent compact groups; r is discrete. Duals and 
transforms are indicated by h. Haar measure on G is indicated by 
dx, mG , or simply m. When A and B are subsets of a group, A - B = 
{X - y : x E A, y E B}; the set-theoretic complement of A is A’. The 
letter TV is generally reserved for Gaussian measures; CL* is usually 
denoted by f. 
2. SOME PRELIMINARIES 
The purpose of this section is to reduce the problem to the following 
special case: find all quadratic characters f on r, the dual of G, which 
are Fourier-Stieltjes transforms of measures on G. 
LEMMA 2.1. TV, v satisfy (1 .l) on G o pA and vh satisfy 
$(u + b) p^(u - b) = v-ya) VA(b) on r. 
Proof. This is Lemma 5.2 of [2]. 
P-1) 
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LEMMA 2.2. Suppose ph, vh satisfy (2.1) and are not identically 0. 
Then there is a subgroup I’, of r, closed under division by 2, such that ph 
and vh are nonxero everywhere on r,, and are 0 everywhere 08 P,, . More- 
over, pFlh(a)/ph(0) =f(a) and v^(a)/v^(O) = g(a) are even quadratic 
characters on I’,, , andf (x)” = g(x). 
Proof. This follows from Corollary 4.2 and Lemma 6.2 of [2]; 
since p is discrete, a.e. o everywhere. 
It may be worth observing two consequences of this lemma. If 
,U is absolutely continuous (and therefore, from [2], a quadratic 
quasicharacter), then f vanishes at infinity. It follows that all sym- 
metric quadratic quasicharacters on G are finite linear combinations 
of ordinary characters. Moreover, if G is connected, then I’ is torsion- 
free, and so G has no non-trivial symmetric quadratic quasi- 
characters. 
We need to show that we may assume I’ = r, without loss of 
generality. The following result answers the purpose; in it, x --+ 2x 
need not be an automorphism of G. 
THEOREM 2.1. Let G be a compact Abelian group with dualgroup c 
let r, be a subgroup of I’ with dual group H. Suppose that f is a function 
on r which vanishes ofJ I’, . Then f is the Fourier-Stieltjes transform of a 
measure (T on G of 1 I’, is the Fourier-Stieltjes transform of a measure r 
on H. Moreover, 11 CJ /I 3 /) 7 I/. 
Proof. Let r,,L = G,, C G; then there is an obvious exact sequence 
0 --f Go -+ G A H --+ 0. Given u, we define 7 by 7(E) = u(j-l(E)). 
Given 7, we define u as follows: if E is a Bore1 set, define g on H by 
g(Y) = mGo@ -Y’)) n Go y where j(y’) = y. 
It is clear that g does not depend on the choice of y’. Then define 
o(E) = 
s H ‘Y(Y) dT(Y). 
(This definition of u may seem a bit opaque; another is 
Proving that these measures satisfy the conditions of the theorem is 
straightforward. 
The measures u and T are uniquely defined by the conditions of the 
theorem, since transforms determine measures uniquely. Thus we 
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may assume that o and r are related by the above constructions. Let f 
be any function on H; if g is defined on G by g(y) = f( j(y)), then 
J-f dr = Jg du. Thus 
proving the theorem. 
The above theorem shows that every symmetric Gaussian measure 
on G can be obtained from a symmetric Gaussian measure on a 
quotient group of G whose Fourier-Stieltjes transform never vanishes. 
Thus we have accomplished the desired reduction. 
Finally, we prove a lemma which will let us get information about 
measures on a group from measures on some of its quotient groups. 
LEMMA 2.4. Let f be a function on the dual r of a compact group G, 
and let {rUiaieA be a net of subgroups (ordered by inclusion) whose union is 
r. Then f is the Fourier-Stieltjes transform of a measure r on G with 
11 u 11 < k o for each I’, in the net, 3 a measure 7, on G such that 
1. II ~a II < k; 
2. aOlh =fonI',andOofSI',. 
In fact, u is the weak-dimit of the g’, . 
Proof. s- : Let ua = (5 i m, , where m, is Haar measure on r,l. 
c : The ua have a cluster point in the weak-*topology; let u be one 
such. Then // o I/ < k. If a is any character, &(a) is a cluster point for 
ueh(a), and so &(a) =f(a). H ence u is the desired measure. This 
argument also shows that u is the limit of the u, . 
This lemma did not use the fact that x --f 2x is an automorphism of 
G. Our main use for the theorem will be when the r, are the finitely 
generated Z[&]-models in G. 
3. LARGE GAUSSIAN MEASURES 
From now on, we assume that f is an even quadratic character on the 
dual group r, and we seek conditions under which f is the Fourier- 
Stieltjes transform of a measure p on G. In that case, as proved, p is 
Gaussian. 
Notice first of all that if if(a)1 > 1 for any a E r, then f cannot 
possibly be the transform of a measure p. For then ]f(na)\ = If(a)]“” 
is unbounded, while j p(na)i < // p I( for all n. Thus we must have 
If(a)I G 1. 
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Now let p be a symmetric Gaussian measure on G, with transformf. 
It is easy to check that I’, = {a E I’ : If(a)/ = l> is a subgroup of r 
closed under division by 2. We call y large when I’, = r and small 
when r, = {O}. We shall classify all large and small Gaussian measures 
in this and the next section, respectively. 
For the rest of this section, therefore, it is assumed that /f(a)1 = 1 
for all a E P. 
LEMMA 3.1. If f = ~1~ and a E r, then f (a) is a root of unity. 
Proof. Assume the contrary. Then we construct trigonometric 
polynomialsg, on G, gk(z) = $=a Ci,(x, a&, k = 1,2,..., such that 
(a) I/g, Ilrn is bounded as K + co; 
(b) I xf=, Cikf(ujk)l --f co as n -+ co. 
This will produce a contradiction, since 
= / j” gk@> ddx) 1 < bk ilm /I p I/* 
(This last argument is part of Theorem 1.9.1 of [3].) 
Let f(u) = exp(2xiol), LY irrational. Then f (ma) = exp(2tiam2); 
in particular, a has infinite order. Define 
hk(x) = i exp(-2niaj2)(x, ai) 
j=o 
hk 
gk=/Ihk 
Then clearly (a) is met; (b) now says that (n + 1)/l] h, /lco --t CO, or 
that 11 h, IJm = o(n). For fixed X, this says that the set of numbers 
{exp( -2mkt)<a, ju}} are uniformly distributed (see [4, p. 1151, for the 
definition). We need the estimate to be uniform in x as well, But the 
proof in [4, p. 1171 that {exp(--2&t) is uniformly distributed 
applies with only trivial modifications to show that 11 h, Ilm = o(n). 
The lemma follows. 
LEMMA 3.2. Suppose f = p .^ Then for each a E l-‘, 3n :fn(a) = 1 
and n < I( p 114. In particular, f is of finite order and the order can be 
bounded by a function of (1 p II. 
Proof. The last part clearly follows from the first. 
486 CORWIN 
We know (from the preceding theorem) that the range off consists 
entirely of roots of unity. To prove the theorem, we show that iff(u) 
is a primitive nth root of unity, then I/ p Ij 3 nri4. 
Letf(a) = exp(2nip/p2r), where the fraction is in lowest terms and Y 
is square-free. Thenf(na) f 1 for 1 < n < qr. Let r’ be the group 
generated by a, let H = (I-“)^, let g = f 1 I”, and let u be the measure 
on H with oh = g. By Theorem 2.1, it suffices to show that 
II u II > (q2q4. 
The function g is constant on the cosets of qrr’; hence u is concen- 
trated on HI = (qrr’)l. We may therefore assume with no loss of 
generality that HI = H. Thus H has finite order qr, F’ is cyclic of 
order qr, and g is a quadratic character on r’. Now we have reduced 
matters to some standard results about Gaussian sums (or see [S, 
p. 1611); u is a quadratic character on H times a constant of absolute 
value (qr)l12. Hence Ij u Ij = (qr)1/2 > (q2r)li4, and the proof is complete. 
LEMMA 3.3. Supposef = pA. Then the set S, = {u E r : f(a) = CC} 
is nonempty for onZy$nitely many values of o1. When it is nonempty, it is a 
Jinite union of cosets of finite index in r. (If E C F, where E and F are 
cosets of subgroups H, K respectively, then [F : E] is de$ned as [K : HI.) 
Proof. From Lemma 2.2, 3n : S, # la only when (Y is an nth root 
of 1. Let (or ,..., ar be the numbers for which S, # o ; let CLj = @, 
and let 
(Here, pi2 = pi * pj , etc.) Then V~ is an idempotent measure whose 
Fourier transform is 1 on Saj and 0 elsewhere. Therefore (see [I, 
p. 2021, for instance) Saj is in the Boolean algebra of cosets of I’. 
Fix CC~ and let S = Saj . We wish to investigate the exact structure 
of S. We can write 
s = (q n E;,, n E;,~ n ..s n E;,,J u ... U (E, n EL,, n ... n Ekm) 
where the E’s are cosets. Since the intersection of two cosets is a coset, 
we may assume Ej,, C Ej . Also, if Ei,k is of finite index in Ej , we may 
write E;,k n Ej as a finite union of cosets; thus we may assume that the 
Eik are of infinite index in E. Pick j; we shall show that under those 
conditions, we may take nj = 0, and that S is therefore a union of 
cosets. For notational convenience, we shall set j = 1 and nj = n. 
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Before proceeding to the proof, we note three simple facts. 
(1) - 1 $ Rangef. For iff(b) = - 1, thenf(b/2n) is a (22”)th root 
of - 1. Butf takes on only finitely many values, from Lemma 2.2. 
(2) No coset E in a group H is the union of finitely many cosets of 
infinite index. (See [3, p. 811 for one proof.) 
(3) It follows easily from (2) that if g is a character on H and g = 1 
except possibly on finitely many cosets of infinite index, then 
g E 1 on H. 
Now pick a E El n E;,, n E& , and suppose that El is a coset of 
the subgroup r, . The function g,(b) =f(a + b)lf(a)f(b) is a 
character of l-‘, . It is equal to l/f(b) except on the set 
Fl = (El*, - u) u ... u (El,n - a). 
Additionally, g,(b) =f(a)f(b)/f(a - b) except on the set 
F,=(~--l,l)u...u(~--E,,). 
Hence on Pi n F,’ n F,‘, we have g,(b) =f(b) = +l. By (l), 
f(b) = 1 for b E T’, n F,’ n F,‘. 
Hence, by (3), 
g,(b) = 1 for bETI, 
or 
f(4fW = f(a + 4 for beTI. 
Now for each c E r, withf(c) = 1, let 
g (b) 
c 
= fib + ‘1 - f(b + ‘) . 
f@>f(c> f(b) 
Theng, is a character on J’, , and g,(b) = 1 unless b + c or c EF~ u F, . 
BY (3), gc = 1, or f(b + c) =f(c) whenever f(c) = 1. Thus if 
f(b,) # 1, thenf(b + b,) # 1 for all b E r, n F,’ n F2’, or 
or 
I’,nF,‘nF,‘+b,CF,uF,, 
rl C Fl u F, u (Fl - b,) u (F, - b,). 
This is impossible, by (2). H encef z 1 on J-‘, , and sof(a + b) = f(a) 
for a E El , b E lT It follows that f = O( on E, and hence we may take 
j = 0. 
We now have Sa, expressed as a union of cosets: 
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say. Let r,$j’ be the subgroup corresponding to Et). Intersect all the 
Qj) of finite index in r (the intersection extending over j and K); 
the resulting group, H, is still of finite index. Every Eii) of finite index 
is a finite union of cosets of H. Let E be a coset of H not contained in 
some Eij) of finite index. Then E is covered by finitely many cosets 
of infinite index; by (2), this is impossible. Thus every E is in some 
Efz’) of finite index, and therefore these Et) cover l7 Thus all Eij) of 
infinite index in I’ can be deleted, and the lemma is proved. 
Now it is not hard to characterize large Gaussian measures. 
THEOREM 3.1. Let p be a large Gaussian measure on G. Then t.~ is a 
point measure concentrated on a finite subgroup H of odd order; on H, 
the function ~{x} is a multiple of an even quadratic character. 
Proof. We know from the previous lemma that ~1~ = f takes on 
finitely many values calm ,..., a, and that {b : f (b) = aj} is a finite union 
of cosets of finite index in P. Let the cosets come from subgroups 
r 1 ,*a-7 I’, . Then A = (Jy!, rj is also of finite index in r, and f is 
constant on A-cosets. Hence p is concentrated on A-L, a group of finite 
order. Let H be the smallest subgroup of G on which p is concentrated. 
Then H is finite, and so p is a point measure. We may also regard p as 
a continuous function on H. Standard work with Gaussian sums (or 
[S, p. 1611) shows that p, the inverse Fourier transform of a quadratic 
character, is itself a quadratic character. (Alternatively, one may note 
that p is an absolutely continuous Gaussian measure and apply the 
results of [2].) 
It is clear also that if H is a subgroup of l’ of finite index and f is any 
function of r which is constant on H-cosets, then f is the Fourier- 
Stieltjes transform of a measure p concentrated on H’. From this 
remark, it follows that the converse of Theorem 3.1 holds. We also get 
the following corollary: 
COROLLARY 3.1. Every large Gaussian measure t.~ on G is invertible; 
i.e., if TV is a large Gaussian measure, then 3 a large Gaussian measure v 
on G with t.~ * v = 6, = the unit measure concentrated at 0. 
4. SMALL GAUSSIAN MEASURES 
Recall that p is a small Gaussian measure if pL^ = f is a quadratic 
character on r such that j f (a)\ < 1 for a # 0. This section will be 
devoted to small Gaussian measures. 
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If p is small, then r is torsion-free. Thus if r has finite rank 71, we 
may regard it as a sub-group of Q”, and hence of R”. Because r is 
closed under division by 2, it is dense in R*. We imbed R” in G as 
follows: if a = (q ,..., a,) E I’_C Q”, we let x = (xi ,..., XJ correspond 
to the character 
We shall sometimes identify this image with R”. 
Suppose B is a symmetric complex n x 71 matrix, B = C + iD, 
such that C is positive definite. We shall refer to such matrices as 
symmetric positive (or s.p.) Then B determines a small Gaussian 
measure. The following few lemmas, which establish this fact, are 
probably classical, but there does not seem to be a convenient reference 
for them. 
LEMMA 4.1. If B is s.p., then it is invertible and B-l is s.p. 
Proof. Let [ , ] represent the usual dot product in C”, and let 
x = x + iy be a vector in 0. Then calculation shows that 
[Bz, z] = [(C + q-x + i), x + til 
= [Cx, 4 + [CY, Yl f qw 4 + [DY, Yli 
Since C is positive definite, Re[Bz, z] > 0 unless x = y = 0; thus 
B is invertible. B-l is symmetric because B is. Let z = B-lw; then the 
above formula says Re[w, B-lw] > 0 if w  f 0. For w  real, this says 
that Re(B-I) is positive definite, as desired. 
LEMMA 4.2. Let f(x) = exp( --rrB-lx, x) where B is s.p. Then 
s J(x) exp 23ri(x, y) dx = (det B)1/2 exp( --nBy, y), 
for an appropriate choice of the square root. If B is positive dejinite (i.e., 
B is real), then the square root is positive. 
Proof. Fix y, and regard B as an element of complex (n2 + n)/2- 
space. The set of s.p. matrices is a convex open subset of this space. 
490 CORWIN 
When B is a positive diagonal matrix, the theorem is true; it simply 
amounts to the formula 
I exp( -&-1x2 + 2rrixy) dx = z/b exp( --n6y2). R 
When B is positive definite, the theorem still holds; diagonalize to 
reduce to the previous case. The theorem now holds in general by 
analytic continuation, variable by variable. 
THEOREM 4.1. Let r have rank n, let v be any large Gaussian 
measure, and B be an n x n s.p. matrix. Define peg as the measure of G 
which is concentrated on Rn Z G, and which is dejned there by 
d&x) = (Det B)-lj2 exp( --?TB-lx, x) dx. 
Then TV is a small Gaussian measure (provided the sign of the square root 
is chosen correctly), p*(a) = exp(--rrBa, a), and 
11 pB I/ = 1 Det B-K” /1/2, 
where C’ = Re(B-l). If v is a large Gaussian measure, then pB jr: v is a 
small Gaussian measure, and I/ pg * v /I = /I pB Ij 11 v /I. 
Proof. Lemma 4.2 yields the formula for Pi”; it follows from the 
definition that p is a small Gaussian measure. Similarly, it is clear that 
pFIB L v is small Gaussian. 
Thus we need only to prove the statements about norms. If f is a 
function on G with jl f Ilrn = 1, then 
ll,fd~~ I = s,. 1 Det B-l illzf(x) exp( -7%lx, x)1 dx 
< s R” I Det B-l 1 exp(-K’x, x) dx = 1 Det B-lC’ 11j2. 
Now let B-l = C’ + D’i, and pick a compact subset of Rn on which 
almost all of pB is concentrated. For any function f with f(x) = 
exp(niD’x, x) on the subset, Jo f dpB will be close to I Det(B-1C’)I-1/2. 
This proves the assertion about I\ pa II. 
Theorem 3.1 says that v is a pure point measure concentrated on a 
finite subgroup H of G, and therefore pB * v is a finite sum of translates 
of pB . The translates are disjoint, since H n Rn = (0). Suppose that 
v = & + *a. + a,& , where the Sj are distinct point measures. Let 
S be a compact subset of R” on which nearly all of pB is concentrated; 
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then nearly all of pLB * v is concentrated on Tl the union of the 
translates of S, and so 
(since the translates are compact 
and disjoint) 
This proves the theorem. 
Our immediate goal is a converse of Theorem 4.1 for groups whose 
duals have finite rank; we shall then look for extensions to groups 
whose duals have arbitrary rank. In what follows, yB will denote the 
same measure as in Theorem 4.1. 
LEMMA 4.3. Let p be a small Gaussian measure on G = Z[&. Then 
p = pb * v where v is a large Gaussian measure, pb is concentrated in R, 
Re(b) > 0, and d&x) = b-1/2 exp(b-lx2) dx on R. 
Proof. Define pn by 
Then pn is Gaussian; in fact, p.,^(x) = ~72-5~). Since x -+ 2x is an 
automorphism of a compact group, /I pn // = 11 p 11, and so the pn are 
bounded. Thus some, subsequence of the pm converges weakly, because 
the unit ball of the measures on G is weak-* metrizable. Let v0 be a 
limit point, and let pnu) ,... + v,, weakly; then pGCk, -+ v,,^ pointwise. 
Suppose / pA( l)i = exp(--rrc); then 
and so I ~~~(4 -+ I. Hence v,, is a large Gaussian measure. Moreover, 
11 v0 IJ ,( /) p 11 (since Y is the limit of the pm(~)); thus Lemma 3.2 shows 
that Range (yoA) consists only of Kth roots of unity, and that K is odd 
and can be bounded by a function of Ij p 11. Hence {p,-(l)} can have 
only finitely many limit points, which we denote by z1 ,..., z,, . Thus 
for any E > 0, 3n : (Vn > N)@j) IpnA(l) - zi 1 < E. 
Let S = (x~” : m E Z, 1 ,< j < r>. Then S is a finite set, and any 
two distinct points of S are separated by a finite distance 2~~ . Pick 8 
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so that if x, w  are any two points in the unit disc, then 1 x - w  1 < 6 * 
/ 24 - w4 j < c1 . Let E = min(r, , 6, $); then pick N so that if 
n > N, 3xj : 1 ~~~(1) - zj / < E. Since E < =zl , z, is unique; call it 
@)- 
For convenience, we shall assume N = 0. Then ,z(n + 1)” = x(n) 
for n > 0, since E < S. Thus if we define 
a 
(Y- 
( 1 2” 
= z(n)a” (n > O), 
then the definition depends only on the value of a/2n, and OL is a 
quadratic character on Z[#. Furthermore, (w(a/2”) E S. Suppose we 
knew that 01 was the Fourier-Stieltjes transform of a large Gaussian 
measure V. Then v would be invertible (Corollary 3.1), and 
1 pA(x)(v-l)A(x) - 1 j < E for x = l/Zn. 
Let b be the smallest number (in absolute value) such that 
$(l)/ff( 1) = exp( --?rb). 
Then j Imb 1 < 1; for if j Imb / = 1, then 1 ~~(1) - a(l)1 > 1 > E. 
Hence b is uniquely defined. Moreover, 
pA (;)/a ($ = exp (q), 
since it must be close to 1. More generally, 
Thus we must find v. Suppose that the elements of S are all rth 
roots of unity (r odd), and let r, = rI’. r/r, is then finite. If a, , a2 E r 
and a, - a, E I’, , we can find an element a3 and integers p, q1 , qz 
such that a, = (p + qlr) a3 , a2 = (p + qg) a3 . Then 
a(~,) = fx(f@+)+Q~~)* = ct(aJpp; 
similarly cx(a.J = oI(a$‘. H ence 01 is a constant on r, cosets. Thus 01 
is the Fourier-Stieltjes transform of a large Gaussian measure v 
concentrated on I’ll, and the lemma is proved. 
LEMMA 4.4. Let p be a smaE1 Gaussian measure on G = (Z[-$) .^ 
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Then p = pB x v, where pB is as in Theorem 4.1 and v is a large 
Gaussian measure. 
Proof. We may regard (Z[@)- as the direct sum of n copies of 
Z[&; a typical element is x = (x1 ,..., x,). If X = (xii) is an n X n 
matrix whose entries are elements of Z[$-1” and a = (aJ, b = (bj) are 
elements of Z[&]-ln ( i.e., n-tuples of dyadic rationals), we write 
@a, b) for fi (aixij, bj). 
i,j=l 
The heart of the proof is to show that tag = f can be written in the 
form 
f(a) = (Xu, a) exp(-r&z, a), (4.1) 
where B is an s.p. matrix and the entries in X all have finite odd order. 
Then it follows as at the end of Lemma 4.3 that (Xa, a) = v&(a) for 
some large Gaussian measure v, and that therefore TV = v ii: pB. 
Assume first that n = 2. Then we have, by Lemma 4.3, 
f(al ,O) = twll 9al> exp(--rrbll~12), 
where xii is of odd order. Similarly, 
f(O, ~3 = @,x2, , a2> exp(--?Tb224; 
f(a, , a,) = (a,~‘, a,) exp(--1Tb’a12). 
But because f is a quadratic character, 3c E R, x E Z[$j^ : 
fh , u2> = fh , O)fP, a,> exp(--2~cw2Pal , a2>. 
Set a2 = a, and equate the two last expressions; it turns out that 
3d E R, 3x,, E Z[$]^ : 
(x, a) = exp(-2nifiu)(~12 , u) 
and xl2 has finite odd order. Set c + id = b,, , and set 
then 
f(u, , a2) = exp( -nBu, u)(Xa, a). 
Finally B is s.p. because jf(al , a2)/ < 1 if (a, , u2) # 0. 
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Now let n be arbitrary. It is easy to verify (using the bilinearity off) 
that 
f(u + b + c) = f(a + b)fb + c)f(b + 4 ; 
f(4fV)fW 
(4.2) 
similar formulas hold for (Xa, a) and exp(--xBa, a). The previous 
part of this proof enables us to choose X, B such that (4.1) holds for all 
a with at most two nonzero components. Now (4.2) and induction on 
the numbers of nonzero components show that (4.1) holds for all 
a E Z[$j.ln. This proves the lemma. 
THEOREM 4.2. Let r be an arbitrary Z[*]-module of rank n, and let 
G = r^ . Then every small Gaussian measure p on r can be written as 
pB * v, where pLB is as in Theorem 4.1 and v is a large Gaussian measure. 
The decomposition is unique. 
Proof. We may regard I’ as a subgroup of Q” containing Z[*].ln. 
Let m, , m2 ,... be a sequence of odd numbers (to be further specified 
in a moment), and let 
rj = {u E r : m*a E qp>. 
We require that mj 1 mj+i and that uj”=i rj = r. Let n/r, be Haar 
measure on rj, and let I*j = p * Mi . Then /I pj /I < I/ p /I; pj* = p” 
on I’, and = 0 elsewhere. rj g Z[&]n; by Lemma 3.4, pj = pBj * vj , 
where vj is a large Gaussian measure and ~1.s~ is as in Theorem 4.1. 
We have I1~jVjA = ~&+~vj;~ on rj ; but vjA and v;+i are 1 on a 
subgroup of finite index in rj ; while pBj and pBj+l are either equal 
everywhere or equal only on a subgroup of infinite index. It follows 
that Bj = Bj+l = B (say), and that vjA = v;+~ on rj . Furthermore, 
II vj II G II /+ II (by Th eorem 4.1) < 11 p /I (by Theorem 2.1); thus 
Lemma 2.4 shows that 3 a measure v such that vh = vjA on rj . v is 
clearly large Gaussian, and p = pB * v. 
For uniqueness, let pB * v = pa * u, say. Then 
exp(+B - A)a, u) = $# . 
The right-hand side has finite range; thus the left-hand side does, too. 
Hence B = A, and the rest follows. 
When r has infinite rank, we need an analogue to the measures of 
Theorem 4.1. We say that the Gaussian measure p on G is matricial 
iff for every subgroup J’, C P of finite rank, there exists an s.p. matrix 
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B, such that for a E r, , ~^(a) = exp(-B,a, a). When r has finite 
rank, therefore, the matricial measures are the pB of Theorem 4.1. 
THEOREM 4.3. Every small Gaussian measure p is uniquely the 
product of a matricial Gaussian measure and a large Gaussian measure. 
Proof. Existence: Let r, be a subgroup of r, closed under division 
by 2, with finite rank. Then Theorem 4.2 and 2.1, plus Lemma 2.4, 
guarantee the existence of measures h, , v, such that: 
1. &^(a) v,^ (a) = PA(a) for all a E r, . 
2. X,^  and vOLh both vanish off I’, . 
3. [ ~~~(a)/ = 1 for all a E r, . 
4. ZIB,, an s.p. matrix: h,(a) = exp(-B,a, a) on I’, . 
5. II kc II < II P IL II va II G II II II- 
The uniqueness part of Theorem 4.2 says that if I’, C r, , then 
h,^ = X,^  and v,~ = vBA on r, . Thus we may define functions f and g 
on I’by settingf(a) = fU(a), g(a) = g,(a) for any 01 with a E r, . 
Because the h, are bounded, they have a weak-* limit point h; but 
h^ = f, and so h = lim, h, . Similarly, v = lim, v, exists. h is matricial 
by construction; v is large because ) g(a)/ = 1 for all a. Finally, 
X + v = EL. because fg = p .^ 
Uniqueness: h^ and vh are uniquely determined on each r, , by 
Theorem 4.3. Hence h* and vh are unique. 
5. THE CLASSIFICATION OF SYMMETRIC GAUSSIAN MEASURES 
ON COMPACT GROUPS 
We now stitch together the results of the previous two sections and 
determine all symmetric Gaussian measures p on compact groups. 
The procedure is as follows: let r, = {u E r : j pA( = 11. Modify 
pA so that it is constant on I’,-cosets; the result is a small measure on 
I’,l. Then the previous analysis applies. As before, we assume pA 
never vanishes on I’. 
LEMMA 5.1. Let H be a jinite subgroup of r such that .I’/H is 
torsion-free. Then H is a direct summand of r. 
Proof. The dual statement is that if HI is a divisible subgroup of G 
and G/HI is finite, then HI is a topological direct summand. This is a 
special case of a known theorem ([6, p. 59)]. 
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LEMMA 5.2. Let p be a symmetric Gaussian measure on G; let 
I’, = {a E r : / pA(a)I = 1). Then 3 a large Gaussian measure u on G 
such that o’+* = 1 on r, . 
Proof. We define 0 by its Fourier-Stieltjes transform. Let pFLh = f. 
Then f r r, is the transform of a large Gaussian measure on r, , and 
so (Theorem 3.1) f is a constant on the cosets of a coset r, of finite 
index in r, . We let g be constant on ra-cosets. Thus we need only 
defineg on r/I’, . r,/r, is a finite subgroup of r/r, ; moreover, r/r, is 
torsion-free. (If a $ r, , then 1 f (a)1 < 1; hence 1 f (na)l < 1 and 
na g r, , for n # 0.) By Lemma 5.1, r/r, g r,/r, @ H, say. Let 
g = l/f on r,/I’, and make g constant on H-cosets; then g is the 
Fourier-Stieltjes transform of a large Gaussian measure cr. u clearly 
has the desired properties. 
Corollary 3.1 says that 0 is invertible; thus we may (and do) now 
assume that / p(a)1 = 1 * p(a) = 1. 
Now let b be any element of r, and define xb : FI ---t Cz by 
Then xb is linear in a; because p is bounded, xb is a character. The 
map 4 : b -+ xb gives a homomorphism of r into r, , and r, C ker (6. 
We now collect information about Im(+). 
LEMMA 5.3. For all b, xb is of jinite order. 
Proof. Assume otherwise; we shall prove that I/ p I( is unbounded. 
We may therefore take any steps which reduce (/ p I); in particular, we 
may assume that b and r, generate r as a Z[$-module. Now choose n; 
let r(n) be the group generated by b/2% and r, , and let p(n) be the 
measure on G(n) = r(n)^ whose transform agrees with p* on r(n). 
To prove the lemma, it suffices to prove that Ij p(n)11 is unbounded in n. 
Notice first that x,, # xb for any Y  E Z[*], since xb has infinite order. 
Also, 
since r, is a pure subgroup. (See [7, p. 151.) Let p+. be the measure on 
r, whose transform is xra on r, + rb and is 0 elsewhere; let m be Haar 
measure on I’,l. Then 
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where we identify xzb with the element of G(n) which agrees with 
xra on l-‘, and is 1 on Zb/2n. Hence dcL, is concentrated on xra + rll, 
a compact set in G(n). Now 
since the sum converges absolutely, 
On the orther hand, the pr are concentrated on disjoint compact 
sets. Some straightforward estimates then show that 
this is clearly unbounded in n. The lemma follows. 
LEMMA 5.4. x, has odd order for all b. 
Proof. Assume otherwise; then we may pick b such that xb12 has 
order 2. Set 11 ,X 11 = K, and let 1z be an integer to be specified later. 
Consider the group 
H= ;Z@r,. 
(The sum is a direct sum, by Theorem 5 of [7].) If j( p * mH [I < K, we 
get a contradiction; thus we assume H = I’. 
Let a = b/2”; let a, = m’a (m’ E Z). Then xal depends on the value 
of m mod 2”. Let 1 f (b)l = exp(-err). Then 
If( = exp ( -‘~~2cV ). 
Now consider the measure pa, such that &I = tag on a, + r, and =0 
elsewhere. Let m = mil ; then 
580/6/3-IO 
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Hence pal is concentrated on a coset of r,l; the coset depends on 
m' mod 2”. Sum the measures concentrated on the same coset; then 
dv,(z) == c &a,(4 
measures concentrated 
on rl+Px, 
= zz <G”k + PI a, x) exp [-r (-& + k)‘(c + ic’)] dm(z - ~~~1, 
i 
1 <p < 2”. 
If p < 2+2, K > 1, then 
thus 
and k2-&&3-;; 
jj vp il 2 exp ( -ip ) - \ ,z, exp [-r ($7 + k)’ (C + ic’)] 1 
2 exp i 
-+) - 2 (ap[--n(&+kj2c] 
k=l 
- exp [-r (-&- - k)‘c]) 
3 exp ( -Jf2” )(1 - iI bP (-xf ($!$-)) 
By taking an odd multiple of b, we may assume exp(--rrb/2) < Q; 
then 
or 
The measures vP are concentrated on disjoint compact sets, and 
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Hence 
For large enough n, therefore, jl p 11 > K, a contradiction. 
LEMMA 5.5. The order of x, is bounded independently of 6. 
Proof. Suppose x, has order N, N odd. We show that /I p 11 is 
bounded below by a number which goes to co with N. For this, we 
may assume that r = 2, @ r, ; we may also assume that 
since x,f = x, if b’ = (r/2n)b with 2” E r mod N, and the set of such 
r/2” is dense in R. Let pk be the measure whose Fourier-Stieltjes 
transform is ,u* on Kb + r, and is 0 elsewhere. Let m = m,;’ ; then 
d&(Z) = pA(k6)@b, a) dm(z - Xkb). 
The value of xkb depends only on K mod N. Summing all measures 
concentrated on the same coset, we get (for 1 <p < N) 
wheref(b) = exp(-c i- ic’). 
Thus if p < N/4, we have 
II vD II 2 exp(-PW - ,z, exP(-W + PW) 
> (as in the previous lemma) exp(--?Tp%) 
X [I - f exp (- y)] 
k=l 
Hence 
and the lemma follows. 
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LEMMA 5.6. There aye only jinitely many distinct xb . 
Proof. Because of the previous lemma, it suffices to show that for 
any odd prime p, there are only finitely many distinct xb of order p. 
We do this by finding a bound in terms of // TV [I. 
Suppose that b, ,..., b,v generate independent characters of order p. 
Let y1 ,..., yN E r, be such that (writing xi for xhj) 
xhJk) = 
exp (9) if j = k; 
1 otherwise. 
We may (by Lemma 2.4 and Theorem 2.1) assume that r is generated 
by the yj and (l/2”) bj (n = 1, 2,...), and that Pi is therefore generated 
by the Yk . Since p = f is constant onprr-cosets, p is concentrated on 
(prr); thus we may as well assume that yr ,..., ym are of orderp. Then 
(by Lemma 5.1) r, is a direct summand of r. Write r = r, @ r, ‘; 
we may assume that the bj are in r, , and hence that 
We may write a typical element of r as 
(rl )...I TN ; Sl )... , siv) = 5 ribi + siyy , 
where rj E Z[&] and lj is an integer between 0 and p - 1. 
We now define measures p0 ,..., pN whose convolution is p. We do 
this by giving their transforms f. ,...,fN . Let 
fo(rl ,..., r, ; s1 ,..., sn) = f(rl ,..‘, Y, ; 0,o )..., 0). 
Then p is’concentrated on r, ; on that group, it is a small Gaussian 
measure, and so Ij p-LO 11 > 1. Let 
Thenfi is determined by ri( mod p) and si ; hence fi is constant on the 
cosets of a subgroup of finite index. It follows that pj is a large 
Gaussian measure. From [5], p. 161, /I pj 11 = ds. The pj (j = 0, l,..., N) 
are concentrated on subgroups of G whose direct product is G. From 
this, it is clear that 
IIIlo*CL1* “‘“PNII = r”l IlPjIl >,PN’2. 
j=o 
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But 
f(yl ,-*., TN ; s1 ,..., sN) 
f(yl ,*“, IN ; O, ,***, 0) 
is bilinear in the Y’S and s’s, and is therefore equal to 
Hence p = CL,, t p1 t .** * pN, or 11 p /j > PN/~. This bounds N. 
LEMMA 5.7. p = v1 * p, where v1 is large, p1 is concentrated on rIL, 
and p,, (considered as a measure on r,J-) is small. 
Proof. The previous two lemmas show that there are only finitely 
many distinct x,, , each with finite image. Hence r, = fiber ker x, is of 
finite index in I’, . By the definition of x, , pA is constant on ra-cosets, 
and so p is concentrated on ra 1. From now on, we restrict our atten- 
tion to ra1; for simplicity, we assume ral = G. Therefore r, is finite; 
byLemma5.1,r=I’,@I’a. WewriteaEras(a,,a,),a,EI’,. 
The map $ : b + x, is the identity on r, ; thus we may regard $ 
as a map from I’, to Gr = I’,-. Let r, = ker 4. Then ra is of finite 
index in I’, and 
is constant on cosets of rs @ r, . Hence it is the transform of a large 
Gaussian measure v. Furthermore, f (0, as) is the Fourier-Stieltjes 
transform of a small Gaussian measure pr on I’,- = G, . Regard pI as 
a measure on G; then pr^(a, , a,) = f (0, aJ. Hence p1 * v = p, 
as desired. 
Now we are ready for the main classification theorem. 
THEOREM 5.1. Let p be a symmetric Gaussian measure on G such that 
p^ never vanishes on GA = r. Let r, = {a E r : 1 p&(a)1 = 11. Then 
there are measures ,uB , v such that: 
1. v is a large Gaussian measure on G; 
2. pB is concentrated on rI”; 
3. As a measure on rIl, pB is matricial; 
4. pJj * v = /A.. 
Moreover, pB and v are uniquely determined by the above conditions. 
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Proof. Existence: Lemma 5.1 shows that p = v0 * p,, , where y0 
is large and pO* = 1 on r, . Lemma 5.7 shows that p,, = pi * vi , 
where vi is large and pi is concentrated on r,l. Finally, Theorem 4.3 
shows that pi = pa * va , where pB is matricial on r,-L and va is large. 
Let v = v0 * vi x va . 
Uniqueness: Suppose pa b v = pB * 0. Then (T is invertible. Let 
v’ = v * a-l; then pa * v’ = pC . Since pah and pC^ are constant on 
I’,-cosets, so is v’^; hence v is concentrated on r,J-. We may therefore 
assume that r,-L = G. Now the uniqueness part of Theorem 4.3 shows 
that pa = pCLe and v’ = So, the point measure concentred at 0. The 
theorem follows. 
This theorem, together with Theorem 2.1, gives a general classifica- 
tion of all Gaussian measures on G. 
6. ELEMENTARY MEASURES: A COUNTEREXAMPLE 
The classification of Gaussian measures in Section 5 is not quite as 
neat as one might have wished. The problem lies in the matricial 
measures. They are simple enough when .P is of finite rank, but in 
general are complicated, as shown by some following examples. 
We begin with a simple observation. Suppose that H is a locally 
compact Abelian group such that x --+ 2x is an automorphism, and let 
p be a finite symmetric Gaussian measure on H. If i = H + G is 
injective, then we may move p over to G by concentrating it on i(H). 
In this way, we get a symmetric Gaussian measure on G. 
Now consider the reverse of this procedure, in the following sense. 
Suppose p is a symmetric Gaussian measure on G; we look for a 
subgroup H of G such that: 
1. H has a locally compact group structure (not necessarily 
inherited from G) on which x --) 2x is an automorphism of H. 
2. The Bore1 structure H inherits from G is the same one it gets 
from its structure as a locally compact group. 
3. TV is concentrated on H; p and Haar measure on H are mutually 
absolutely continuous. 
Such a measure p will be called elementary. Obviously all large 
Gaussian measures are elementary (since they are finite point 
measures) ; convolutions of large measures with elementary measures 
are elementary; and matricial measures, when r is of finite rank, are 
elementary by their definition. 
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THEOREM 6.1. Every symmetric Gaussian measure on G is the 
weak-limit of elementary measures. 
Proof. It suffices to show that if the measure T in Theorem 2.1 is 
elementary, then so is 0. (After that, Theorem 5. I proves the rest.) We 
separate out a slightly stronger result as a lemma. 
LEMMA 6.1. Suppose G is a group with a Bore1 structure under 
which group actions are measurable, H is a cqmpact group, and K is a 
locally compact group such that 0 -+-H-%GLK-+Oisexactandthe 
maps are measurable. Then G has a locally compact topology consistent 
with its Bore1 structure which makes the maps continuous. 
Proof. It suffices to show that G has any topology consistent with 
its Bore1 structure which makes the maps continuous; then G must be 
locally compact. (See [6, p. 391). 
Define a measure m on G as follows: if E is a set in G and x E H, 
thenj-l(x) is an H-coset, and therefore it makes sense to talk of mH on 
j-l(x). Let 
h(x) = %IW”(~) f-l -q; 
let m(E) = JkfE(x) dx, . Then it is easily proved that m is translation- 
invariant on G, and that it makes G into a measurable group. Then it 
is well-known (see [8, p. 2741, f or instance) that G can be made into a 
topological group by letting {E - E : m(E) > 0} form a neighborhood 
basis for 0. It is easy to check that i and j are continuous under this 
topology. (For instance, if E - E is a neighborhood of G, with 
m(E) > 0, then some H-coset intersects E in a set F of positive 
m,-measure. F -F is a neighborhood of 0 E H, and i(F -F) _C 
E - E.) The result follows. Note, incidentally, that x --t 2x need not 
be an automorphism of G, H, or K; in fact, those groups do not have 
to be Abelian. 
Apply the above lemma to the situation of Theorem 2.1, and 
Theorem 6.1 is proved. 
But, on the other hand, 
THEOREM 6.2. There exists a nonelementary Gaussian measure. 
Proof. Let G,(i = 1, 2,...) be isomorphic to the dual of the 
discrete rationals, Gi = Qi^ . Let R be the image of R in Gi , and 
define p : be concentrated on Ri , with dpi(x) = exp(--rrx2) dx. Now 
let 
G= fiGi, CL= ifPi* 
i=l i=l 
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G is a separable cozpact group whose dual is @T=r Qi , and 
;^g::ss$,= exp(--n Cizl ai2). (The sum is actually finite.) Thus p 
Suppose that H is a subgroup of G with the appropriate properties. 
Then clearly H c IJT=, Ri. In fact, 
x = (x1 ,...) E H =G- 3M : I xi 1 < M 
for all ,u. For otherwise we may pick i, , is ,... such that 1 xi, 1 > n. Let 
Ji = [-n, n] if i = i, and Ri for all other i. Then n%T=, Ji has 
positive p-measure, but x + J$‘!!r Ji does not (since pi(xi + Ji) < + 
when i = in). Since p is quasi-invariant on H, x $ H. 
Therefore H _C u,“=, Hi”=1 [-n, n]. But &$!!r E--n, n]) = 0; 
thus p(H) = 0, and hence p is not concentrated on H. This proves 
the result. 
One way of looking at this result involves a result of Mackey 
([9, p. 144ff]): if Hh as an analytic Bore1 structure and a quasi-invariant 
measure, then H can be given a compatible locally compact structure. 
The trouble in Theorem 6.2 is that I-IF=, R, cannot be made locally 
compact. 
THEOREM 6.3. Let G be the direct product of countably many copies 
of R, with the obvious addition law and the Bore1 structure it inherits 
from the usual product topology. Then G cannot be made into a locally 
compact group with the same Bore1 structure. 
Proof. G is a standard Bore1 group (see [9, p. 1381 for the 
definition), and so, by Theorem 7.1 of [9], G has at most one locally 
compact Bore1 structure. Therefore every Bore1 isomorphism of G is 
a topological isomorphism. In particular, the map G -% G x R 
defined by 
#J(Xl , $2 ,...) = (x2 ,*-. ; Xl) 
is a topological isomorphism. 
Since G can be made locally compact, G s R” x C, where C has a 
compact open subgroup, and n is an integer uniquely determined by G. 
(See [6, p. 3891.) But applying (b, G r G x R g R%+l x C. This 
contradicts the uniqueness of n. 
On the other hand, there are cases where r has infinite rank, but 
p is an elementary matricial measure. For instance, let r be the discrete 
reals, and define p-(a) = exp(-z-a)2. Then one can realize ,LL in this 
way: embed R in G by letting x correspond to the characters 
a --t exp(27rixa), and let dp = exp(-7rx2) dx on R. Hence p is 
elementary in this case. 
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