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E X E C U T I V E S U M M A RY
Trust and trustworthiness facilitate interactions between human be-
ings worldwide, every day. They enable the formation of friendships,
making of profits and the adoption of new technologies, making
life not only more pleasant, but furthering the societal development.
Trust, for lack of a better word, is good. When human beings trust,
they rely on the trusted party to be trustworthy, that is, literally wor-
thy of the trust that is being placed in them. If it turns out that the
trusted party is unworthy of the trust placed into it, the truster has
misplaced its trust, has unwarrantedly relied and is liable to experi-
ence possibly unpleasant consequences. Human social evolution has
equipped us with tools for determining another’s trustworthiness
through experience, cues and observations with which we aim to min-
imise the risk of misplacing our trust.
Social adaptation, however, is a slow process and the cues that are
helpful in real, physical environments where we can observe and
hear our interlocutors are less helpful in interactions that are con-
ducted over data networks with other humans or computers, or even
between two computers. This presents a challenge in a world where
the virtual and the physical intermesh increasingly. A challenge that
computational trust models seek to address by applying computational
evidence-based methods to estimate trustworthiness.
In this thesis, the state-of-the-art in evidence-based trust models is
extended and improved upon – in particular with regard to their sta-
tistical modelling. The statistics behind (Bayesian) trustworthiness es-
timation will receive special attention, their extension bringing about
improvements in trustworthiness estimation that encompass the fol-
lowing aspects: (i.) statistically well-founded estimators for binomial
and multinomial models of trust that can accurately estimate the
trustworthiness of another party and those that can express the inher-
ent uncertainty of the trustworthiness estimate in a statistically mean-
ingful way, (ii.) better integration of recommendations by third par-
ties using advanced methods for determining the reliability of the re-
ceived recommendations, (iii.) improved responsiveness to changes in
the behaviour of trusted parties, and (iv.) increasing the generalisabil-
ity of trust-relevant information over a set of trusted parties. Novel
estimators, methods for combining recommendations and other trust-
relevant information, change detectors, as well as a mapping for in-
tegrating stereotype-based trustworthiness estimates, are bundled in
an improved Bayesian trust model, Multinomial CertainTrust.
contributions Specific scientific contributions are structured into
three distinct categories:
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1. A Model for Trustworthiness Estimation: The statistics of trustworthi-
ness estimation are investigated to design fully multinomial trust-
worthiness estimation model. Leveraging the assumptions behind the
Bayesian estimation of binomial and multinomial proportions, accu-
rate trustworthiness and certainty estimators are presented, and the
integration of subjectivity via informed and non-informed Bayesian
priors is discussed.
2. Methods for Trustworthiness Information Processing: Methods for facili-
tating trust propagation and accounting for concept drift in the be-
haviour of the trusted parties are introduced. All methods are appli-
cable, by design, to both the binomial case and the multinomial case
of trustworthiness estimation.
3. Further extension for trustworthiness estimation: Two methods for ad-
dressing the potential lack of direct experiences with new trustee in
feedback-based trust models are presented. For one, the dedicated
modelling of particular roles and the trust delegation between them is
shown to be principally possible as an extension to existing feedback-
based trust models. For another, a more general approach for feature-
based generalisation using model-free, supervised machine-learners,
is introduced.
evaluation The general properties of the trustworthiness and
certainty estimators are derived formally from the basic assumptions
underlying binomial and multinomial estimation problems, harness-
ing fundamentals of Bayesian statistics. Desired properties for the in-
troduced certainty estimators, first postulated by Wang & Singh, are
shown to hold through formal argument. The general soundness and
applicability of the proposed certainty estimators is founded on the
statistical properties of interval estimation techniques discussed in
the related statistics work and formally and rigorously shown there.
The core estimation system and additional methods, in their en-
tirety constituting the Multinomial CertainTrust model, are implemented
in R, along with competing methods from the related work, specifi-
cally for determining recommender trustworthiness and coping with
changing behaviour through ageing. The performance of the novel
methods introduced in this thesis was tested against established meth-
ods from the related work in simulations.
Methods for hardcoding indicators of trustworthiness were imple-
mented within a multi-agent framework and shown to be functional
in agent-base simulation. Furthermore, supervised machine-learners
were tested for their applicability by collecting a real-world data set
of reputation data from a hotel booking site and evaluating their ca-
pabilities against this data set. The hotel data set exhibits properties,
such as a high imbalance in the ratings, that appears typical of data
that is generated from reputation systems, as these are also present
in other data sets.
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Z U S A M M E N FA S S U N G
Vertrauen und Vertrauenswürdigkeit erleichtern Menschen täglich und
weltweit das Zusammenleben. Durch Vertrauen und Vertrauenswürdig-
keit werden Freundschaften erst ermöglicht, Geschäftsgewinne er-
wirtschaftet und neue Technologien angenommen – in der Gesamt-
sicht wird durch Vertrauen nicht nur das Leben für jeden einzel-
nen angenehmer, sondern auch die Gesellschaft als Ganzes gestärkt.
Vertrauen ist, einfach ausgedrückt, etwas gutes. Wenn man nun je-
mandem Vertrauen entgegenbringt, verlässt man sich darauf, dass
die Seite, die das Vertrauen erhält auch vertrauenswürdig ist, d.h.
sich buchstäblich des entgegengebrachten Vertrauens als würdig er-
weist. Sollte dies nicht der Fall sein, so hat der Vertrauende mit den
unangenehmen Konsequenzen zurechtzukommen, die ungerechtfer-
tigtes Vertrauen bedingt. Um sich vor solchen unwillkommenen und
möglicherweise schmerzhaften Konsequenzen zu schützen, haben uns
soziale Evolutionsprozesse mit Werkzeugen ausgestattet, um die Ver-
trauenswürdigkeit eines anderen zu beurteilen; durch gesammelte Er-
fahrungen, Beobachtungen des Auftretens des Gegenübers und subtil
wahrgenommene Signale wird versucht, das Risiko des unbegründe-
ten Vertrauens zu minimieren.
Dieser soziale Prozess und die erlernten sozialen Werkzeuge sind
hilfreich im alltäglichen Leben und in der gewohnten, physischen
Umgebung, in der wir Gesprächspartner beobachten können. Weniger
hilfreich sind sie dort, wo uns die gewohnten Signale fehlen, beson-
ders wenn Interaktionen in elektronischen Netzen stattfinden und
unter Umständen das Gegenüber gar kein Mensch ist – oder gar die
Kommunikation nur zwischen Maschinen stattfindet. In einer Umge-
bung, in der das Virtuelle und das Reale sich immer mehr miteinan-
der verbinden, stellte die Abschätzung von Vertrauenswürdigkeit eine
wissenschaftliche Herausforderung dar. Hierzu entwickelte Vertrauens-
modelle nutzen datenbasierte Schätzmethoden, um Vertrauenswürdig-
keit rechnerisch zu bestimmen,
Im Rahmen dieser Arbeit werden solche Vertrauensmodelle erweit-
ert und verbessert. Hierbei liegt ein besonderes Augenmerk auf deren
statistischer Methodik. Indem die (Bayes’sche) Statistik, die in solchen
Modellen der Vertrauenswürdigkeitsabschätzung zugrunde liegt, be-
trachtet und für Erweiterungen genutzt wird, werden Verbesserun-
gen bezüglich folgender Aspekte erreicht: (i.) statistisch wohl-begrün-
dete Schätzer zur Bestimmung von Vertrauenswürdigkeit und der bei
der Schätzung auftretenden, inhärenten Unsicherheit sowohl für bino-
mial, als auch für multinomiale Modelle, (ii.) eine Verbesserung der
Integration von Empfehlungen durch dritte, die insbesondere durch
fortgeschrittene Methoden zur Bestimmung der Zuverlässigkeit der
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Empfehlenden ermöglicht wird, (iii.) Verbesserung der Empfindlichkeit
bei der Entdeckung von Verhaltensänderungen im Zusammenhang
mit vertrauenswürdigem Verhalten und (iv.) Verbesserung der Gener-
alisierbarkeit von Daten, die für die Vertrauenswürdigkeitsabschätzung
herangezogen werden können.
Die entwickelten neuartigen Schätzer, Methoden zur Kombination
von vertrauensrelevanten Informationen, Detektoren für Verhaltensän-
derungen, genauso wie eine Schnittstelle zur Integration von Ver-
trauenswürdigkeitsabschätzungen anhand von Stereotypen aus maschi-
nellem Lernen, sind integriert in ein fortschrittliches Bayes’sches Ver-
trauensmodell, genannt Mutlinomial CertainTrust.
beiträge Die erbrachten Beiträge gliedern sich in drei Kategorien:
1. Ein Modell für Vertrauenswürdigkeitsabschätzung: Die statistischen Grund-
lagen der Vertrauenswürdigkeitsanschätzung werden untersucht, um
darauf aufbauend ein vollständig multinomiales Vorhersagemodell
für Vertrauenswürdigkeit zu entwickeln. Hierzu werden, ausgehend
von den Grundannahmen Bayes’scher Schätzverfahren für binomial
und multinomiale Verhältnisse, genaue Schätzer für Vertrauenswürdig-
keit und Unsicherheit vorgestellt; zudem wird die Integration von sub-
jektiven Information über informative und nicht-informative Bayes’sche
A-priori-Wahrscheinlichkeiten diskutiert.
2. Methoden zur Verarbeitung von vertrauensrelevanten Informationen: Zur
Verbesserung der Propagation von Vertrauen und der Detektion von
Verhaltensänderungen werden entsprechende Methoden dem Vertrau-
ensmodell hinzugefügt. Alle Methoden sind hierbei sowohl für bino-
mial als auch für multinomial Vertrauenswürdigkeitsabschätzung an-
wendbar.
3. Weitere Methoden zur Vertrauenswürdigkeitsbestimmung: Zwei Ansätze,
die den etwaigen Mangel an direkten Erfahrungen mit einzelnen In-
teraktionspartnern addressieren, werden vorgestellt. Zum einen wird
das dedizierte Abbilden von Rollen innerhalb von erweiterten Ver-
trauensbeziehungen und die Delegation zwischen diesen als prinzip-
ielle Möglichkeit gezeigt. Zum anderen wird eine generellerer Ansatz
durch die Anwendung von überwachtem maschinellen Lernen auf
Basis von modellfreien Lernverfahren eingeführt.
evaluation Die Eigenschaften der Schätzer für Vertrauenswürdig-
keit und Unsicherheit werden formal anhand der statistischen Eigen-
schaften des Bayes’schen Schätzverfahrens gezeigt. Gewünschte Eigen-
schaften für Unsicherheitsschätzer, eingeführt vorn Wang & Singh,
werden anhand von formaler Argumentation nachgewiesen. Durch
die Zurückführung der Schätzverfahren auf etablierte grundlegende
statistische Modelle von Punkt- und Intervalschätzern sind die generellen
Eigenschaften der Schätzer durch die verwandte Literatur im Bereich
Statistik und Schätztheorie gestützt
Das Modell zur Vertrauenswürdigkeitsabschätzung als Basis, sowie
zusammen mit den weiteren entwickelten Methoden, wurden in der
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Programmiersprache R implementiert, ebenso wie Methoden aus der
Literatur. Die in dieser Arbeit eingeführten Verfahren, insbesondere
zur Bestimmung der Zuverlässigkeit von Empfehlungen und der De-
tektion von Verhaltensänderungen wurden gegen Methoden aus der
verwandten Literatur getestet und mit diesen verglichen.
Die Methoden zur Vertrauenswürdigkeitsgeneralisierbarkeit mit-
tels Rollen wurde in einer Multiagentensimulation implementiert und
getestet. Die Anwendbarkeit von maschinellem Lernen wurde an-
hand eine Datensatzes, der aus einem Reputationssytem für Hotel-
buchungen gewonnen wurde, evaluiert. Der verwendete Datensatz
zeigte Eigenschaften, die als repräsentativ für Datensätze betrachtet
werden können, wie sie von Vertrauens- und Reputationssystäemen
typischerweise generiert werden.
xi

Without trust there’s no friendship, no closeness.
None of the emotional bonds that makes us who we are.
— Commander William T. Riker,
Star Trek: The Next Generation, “Legacy” (1990)
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1
I N T R O D U C T I O N
Trust is an important concept, encountered and leveraged in everyday
life to guide decisions that have to be made in under risk and uncer-
tainty. Its application in social life comes intuitively, stemming from a
long evolutionary process. Its application in digital life, however, re-
quires explicit modelling and adjustment of familiar trust techniques.
1.1 trust in social life
Kenneth J. Arrow, the youngest ever Nobel laureate in economics,
remarked on the importance of trust that
trust is an important lubricant of a social system. It is extremely
efficient; it saves a lot of trouble to have a fair degree of reliance
on other people’s word [7].
In other words, when trust flourishes and is rewarded, societies pros-
per; when distrust and egoism take hold, the lubricant that enables
the cog wheels of societal interaction to smoothly turn and interlink
dries up – and societies decline (see Putnam [164]).
From a macroscopic point of view, the positive effects of trust on
societies are indisputable. The macroscopic benefits of trust emerge
from a more microscopic scale, that of interaction between people
within society. A common understanding of trust seems to be innate
in human beings, and a such a common understanding can be put
into words by consulting popular dictionaries. The Merriam-Webster
Online Dictionary, for instance, defines trust as the
assured reliance on the character, ability, strength, or truth of
someone or something.
It further provides another definition that defines trust as a
dependence on something future or contingent: hope.
These two definitions already encapsulate several key aspects of
what are the core elements of trust:
• dyadic, directed relation, between two parties, marked by
• dependence of one party (the truster) on the other (the trustee),
under
• risk and uncertainty, which is contingent on
• internal qualities of the trustee, supported by
1
2 introduction
• assurances of the goodness of the trustee’s qualities.
These aspects can be considered constituent components of trust and
the act of trusting at its most basic level. While the above definitions
consider trust an act or an action, these components are also applica-
ble to other interpretations of trust beyond its behavioural expression,
including those discussed in Chapter 2.1.
When elaborating on the constituent components given above, it is
helpful to frame the dependence of the truster on the trustee in terms
of an interaction. Although one can trust in inanimate objects (e.g.,
that a piece of rope will be sufficient to support the truster’s weight)
or even constructs of the mind (e.g., that a particular statement is
true), for the sake of illustration assume that truster and trustee are
both active agents. The truster relies on the trustee to perform a par-
ticular task (or possibly to refrain from performing it), from which
the truster hopes to derive some form of benefit once the interaction
is concluded.
Using such an interaction as an illustrative basis, the relational qual-
ity of trust is obvious. The notion of a dyadic relation stems from the
two roles involved, the truster and the trustee, while the directedness of
the relation is due to the potential difference of the internal qualities
of the truster and the trustee. In other words, because the ‘... character,
ability, strength, or truth ... ’ are inherent qualities of the trustee, and
hence are not necessarily identical for truster and trustee, the relation
is directed. That is, the trust a specific truster, say A, extends towards
a specific trustee, say B, is generally different when the roles are re-
versed. In other words, trust of A in B does not imply trust of B in
A.
By relying on qualities of the trustee that are difficult to establish
– at least a-priori – such as ‘character, ability, strength, or truth’, the
outcome of the interaction becomes contingent on the actions of the
trustee, making the truster dependent of the trustee’s actions or inac-
tions. A situation of dependence on others, combined with uncertain
outcomes is ripe with risks. The dangers of deception, of unrecipro-
cated trust, simply put ‘of being let down’ are an integral part of trust-
ing. Such an acceptance of risk should be informed, and the truster is
well-advised to have at least an inkling of the trustee’s internal qual-
ities, that is, its ability and willingness to reciprocate the trust put
into it. In the following, this willingness and ability to reciprocate the
trust put into it is considered the trustee’s trustworthiness.
However, where there is risk, there is also chance. Of course, when
extending trust, the chance of a positive outcome should outweigh
the risk of a negative one. The utility of an interaction, that is, the
expected gain compared to the expected loss, is a natural decision
criterion for trusting [44].
Given the difficulty of establishing the trustworthiness of the trustee,
achieving assured instead of blind reliance requires a way of estimat-
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ing the potentially unobservable internal qualities of the trustee. In
social contexts, trusters can avail themselves of various sources of in-
formation in order to assure themselves of a trustee’s trustworthiness
, such as:
• experience: by accruing historical evidence of the past behaviour
of the trustee and whether or not such behaviour was deserving
of trust, the truster leverages a direct relationship with trustee
for assurance. In a social context, this requires truster to become
familiar with the trustee, a potentially time consuming process.
• cues: since the accumulation of experience is a time consuming
process, humans have learnt, over the course of our evolution, to
identify social cues [6] that are typically associated with trustees
deserving of trust and that can be used to persuade [134] estab-
lish rapport [72]. Typical social cues can be verbal, such as tone
of voice, or nonverbal, presenting in body language, posture,
and gestures. Additionally, physical or emotional proximity [30]
are also considered social cues.
These cues, together with other readily identifiable features (such
as tidiness of appearance or a recognisable affiliations) can be
used to form stereotypes of expected trustee behaviour. Because
of the generalisation present in the formation of stereotypes,
trust built upon social stereotypes are prone to exploitation, in
particular when supposed marks of what makes a ‘good’ trustee
turn out to be non-representative.
• recommendations: historical evidence collected by others can be
leveraged by the truster in the form of recommendations by
trusted sources, such as family, friends or others, which the
truster believes to be knowledgeable. Recommendations enable
a limited form of transitivity for trust relations: truster A re-
lies on trustee B based on a recommendation by trusted rec-
ommender C, relying on C’s expertise in recommending.
Finally, trust is dependent both on specific contexts and situations
(see, for example, [112]). Context can be considered a topical aspect
of trust; one trusts someone else in a specific context, to which the
trustee’s ability are suited, while in other contexts, to which the trustee’s
abilities are not deemed suitable, trust is not extended. For instance,
Amay trust Bwhen it comes to fixing a faucet, but not when it comes
to assemble clockwork. Situation is an immediate aspect of trust; one
might not generally trust someone else in a specific context under nor-
mal condition, but decide to trust in the same context under abnormal
conditions. For instance [112], A might not trust a rope for rappelling
from a window under normal conditions, but might in a situation
where the house is ablaze with fire.
4 introduction
The preceding section illustrates that trust, even though it comes
natural as a social tool and appears to have an accessible definition,
is not a trivial concept and will be covered in more detail in Chapter
2.1. It is, however, highly useful and intuitively applicable by most
people in the social interactions we are used to. In digital life, how-
ever, determining whether or not to trust is not supported by the
(evolutionary) learned toolset we use in social interactions.
1.2 computational trust in digital life
Particularly in online environments, where traditional ways of estab-
lishing the trustworthiness of another party – that have been a staple
of human interaction – cannot be readily applied [141], computational
methods for estimating trustworthiness are useful tools (see generally
[113]). The use of online networks in every day life, be it for business
or for pleasure, has become ubiquitous. A few short years ago, ac-
cess to the Internet was limited by access to both a desktop computer
and a landline connection. Advances in wireless communication and
miniaturisation have done away with these restrictions. Since 2000,
the number of worldwide Internet users has increased from 394 mil-
lion users to more than 2.9 billion users in 2014; the global Internet
advertising revenue, an indicator of the commercial viability of the In-
ternet, amounted to approximately 117 billion US dollars in 2013 and
is projected to increase to more than 194 billion US dollars worldwide
in 20181.
Online fraud is the ugly by-product of the flourishing of Internet
commerce; in 2013, the FBI reported total combined losses of more
than 780 million US dollars (a 48.8 per cent increase from 2012) from
more than 262,000 reported cases of online fraud [95] for the United
States. The number of unreported cases may be considerably higher;
the responsible official at the FBI, the managing director of the white
collar crime centre, John Kane, estimated in 2009 that as few as 15 per
cent of cases are reported [125]. Most of the fraudulent behaviour re-
ported in [95] exploited social interactions. Thus, primarily technical
solutions, such as integrity checks based on a trusted platform archi-
tecture, alone are insufficient to protect users. Trust, as a soft security
mechanism, therefore serves an important role in deciding whether or
not to interact with another party. Systems that determine the trust-
worthiness of other empower the user to make informed decisions
and form collaborations that turn out to be successful.
The success of collaboration depends on the successful selection of
reliable and trustworthy partners in a techno-social environment. Re-
lying only on traditional certificate-based approaches alone is insuf-
ficient. First, in an unmanaged environment, there is no completely
trusted central authority. Such an authority would be necessary as
1 Source: www.statista.com
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an anchor for issuing and revoking certificates that themselves are
fully trusted. Attacks on certificate authorities, for instance DigiNotar,
Comodo or RSA, have underscored the vulnerability of a certificate-
only approach. Second, certificates normally only provide informa-
tion about the identity of an entity. This is also insufficient, as a mere
identifier or pseudonym does not convey information about the be-
haviour of an entity. Rather, compliant behaviour would have to be
enforced by the certificate authority or some other third party that
needs to be trustworthy and fully trusted.
Estimating trustworthiness in a traditional way, e.g., from social
cues, is difficult in electronically-mediated interactions on the Inter-
net. However, the collection of feedback, data and statistics is compar-
atively easy – a fact that computational trust and reputation systems
leverage in order to provide a (probabilistic) estimate of another par-
ties future behaviour.
Computational methods for determining trust can not only secure
the trusting party against loss, but actually drive the adoption of new
technologies and services. New technologies are – by the very virtue
of being new – unproven and unfamiliar to a potential user. Its qual-
ities might not yet be entirely obvious and its benefit an as of yet
unsubstantiated promise. Particularly new digital technologies, that
lack an physical embodiment, make it hard for a potential user to
assess their quality and build trust. Computational trust mechanisms
can be used explicate the quality of a new technology, create an en-
vironment that is accountable and assist potential users to make an
informed decision whether or not to adopt a new technology.
This thesis addresses the interesting challenge of developing and
extending methods for trustworthiness estimation that are statisti-
cally meaningful and provide the trusting parties with tools to reli-
ably assess the trustworthiness of those they intend to depend upon.
Trustworthiness estimation is at the core of probabilistic computa-
tional trust models. A trustworthiness estimate, also referred to as a
trust score, is a probabilistic score representing a truster’s assessment
that a trustee will act in a certain way. In order to compute a trust
score, computational trust models provide means for processing evi-
dence, for example from past experience and recommendations, and
for using this evidence to compute a reliable estimate of a trustee’s
future behaviour.
Informally speaking, a very simple application of computational
trust can be described as follows: say A wants to determine the trust-
worthiness of a potentially trustee B using computational trust meth-
ods. For this, A recalls its past interactions with B, if any, and asks
acquaintances and experts it knows for their recommendations with
regard to B. A combines its own knowledge from past interactions
with B with the recommendations it has received, accounting for how
reliable A believes each recommender to be. From this base of ev-
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idence, A then determines how likely B is to act in a way that A
deems satisfactory, using an appropriate estimator. This results in a
probabilistic trust score, based upon which A decides whether or not
to trust and interact with B. If the decision is a positive one, A in-
teracts with B, gaining more experience with B that can be used to
estimate B’s trustworthiness more accurately in the future.
1.3 goal and objective of research
The goal of this thesis is to provide improved trustworthiness esti-
mation techniques for probabilistic computational trust models. In
environments that are not centrally managed by a completely trusted
and trustworthy third party, such models have to allow each user in-
dividually to collect data and compute meaningful trustworthiness
estimates on its (potential) interaction partners. This is a subjective,
distributed and largely sampling-based statistical procedure. Under
these circumstances, estimates are generally affected by a variable
degree of uncertainty and information maybe scarce, at least locally.
Consequently, estimation procedures do not only have to be accurate
and statistically sound, the also have to provide for computing and
conveying the inherent uncertainty of an estimate. Furthermore, pro-
cedures for processing the information that is available for making
an estimate are required to overcome data scarcity – ranging from the
summation and aggregation of data to more sophisticated procedures
that possibly allow for the generation of new cues or stereotypes, in
order to provide a way of generalising trust information.
The objective of research for this thesis is the realisation of these
goals in the form of an expressive trust model, building upon estab-
lished statistical methods and previous work in the field of trust mod-
elling. At its core, this requires the establishment of a well-defined
trustworthiness estimation model that is paired with a sound uncer-
tainty estimator. Such an estimation model should be based on evi-
dence, either from direct experiences that were made in the past, or
from reported experiences in the form of recommendations from oth-
ers. The adaptation of point and interval estimation methods from the
statistics literature to work, in conjunction with existing trust models,
serves as a starting point.
In order to process recommendations from others and enable (lim-
ited) transitivity for trust, methods for the combination of one’s own
and other’s experiences have to be provided, that allow for the robust
integration of both kinds of experiences. For this, the reliability of
recommendations from others has to be established and appropriate
weighting procedures have to be introduced. Additionally, behaviour
can change over time, sometimes fundamentally. This too has to be
detected and addressed.
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When developing adapted and novel methods, the focus is on their
statistical basis. Issues range from interval-based estimation as a foun-
dation for certainty estimation, to hypothesis testing in determin-
ing the reliability of recommendations and detecting changes in be-
haviour. Providing this for both binary and more generally for any
kind of m-categorical evidence, that is, for both binomial and multi-
nomial models of trust, provides a further challenge.
1.4 scientific contribution and evaluation
This thesis proposes novel methods for trustworthiness estimation,
realised within the framework of a completely overhauled version of
the binomial CertainTrust model [173], resulting in the Multinomial
CertainTrust model. The approach is based on estimation-theory and
Bayesian statistics to provide a statistically solid core system for trust-
worthiness estimation with both binary and m-categorical, m > 2,
feedback. This core is then extended with
1.4.1 Contributions
1. An extended model for binomial and multinomial trustwor-
thiness estimation: In the present thesis, the statistics behind
the CertainTrust model [173] are reformulated, motivated, re-
vised and extended. In particular, the certainty estimation is
given a new interpretation, formally derived from the binomial
and categorical distributions underlying the binomial and multi-
nomial case, respectively. This interpretation considers certainty
an estimate of the dispersion of the trust score computed in
CertainTrust. Fundamentally, this also advances the state-of-the-
art presented in works by Wang & Singh [196] and Teacy et al.
[189], leverages proven statistical methods (see, e.g., [27]), and
provides a flexible extension from the binomial into the multi-
nomial case of trust assessment.
The binomial CertainTrust model is extended to the Multinomial
CertainTrust model, providing simultaneous confidence interval-
based certainty estimators and graphical representations of the
results.
Specific contributions include:
• For the binomial case of trustworthiness assessment:
– Credibility Interval-based Certainty Estimator: A dispersion-
based certainty estimator, derived from the Bayesian
Jeffreys credibility interval for binomial proportions.
– Confidence Interval-based Certainty Estimator: A dispersion-
based certainty estimator, derived from the frequentist
Wilson confidence interval for binomial proportions;
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providing a closed-form alternative to the open-form
Credibility Interval-based Certainty Estimator at com-
parable performance levels.
– An adjusted computation of the CertainTrust expecta-
tion value, in order to incorporate the novel certainty
estimators into the CertainTrust model (Section 3.1.7).
– An augmented human trust interface (HTI ) capable of
displaying the potential dispersion of a trust estimate.
• For the multinomial case of trustworthiness assessment:
– Multinomial CertainTrust: A complete extension of the
predictive model behind CertainTrust to handle multi-
nomial opinions
– Simultaneous Credibility Interval-based Certainty Estima-
tor for Multinomial Proportions: A version of the Credi-
bility Interval-based Certainty Estimator that corrects
for the multiple testing inherent in multinomial pro-
portions.
– Simultaneuous Confidence Interval-based Certainty Estima-
tor for Multinomial Proportions: A closed-form alterna-
tive to the Simultaneous Credibility Interval-based Cer-
tainty Estimator, using Goodman’s correction of the
Wilson confidence interval.
– A mapping of multinomial priors to Multinomial Cer-
tainTrust initial trust parameters and corresponding Multi-
nomialCertainTrust expectation value computation.
Overall, a complete prediction model for binomial and multino-
mial trustworthiness assessment is provided, representing the
core of a more comprehensive trust model.
2. Extended methods for trust propagation, combining evidence
and coping with changes in behaviour: The core estimation
model is augmented with further methods for facilitating trust
propagation and accounting for concept drift in the behaviour
of the trusted parties. All of these augmentations are applicable,
by design, to both the binomial case and the multinomial case
of trustworthiness estimation.
Specifically, these methods deal with determining recommender
trustworthiness and the combination of opinions; both of which
are necessities for robust trust propagation. Additionally, non-
stationarity in the data generating process, i.e., potentially chang-
ing and dynamic trustee behaviour, is introduced to the model
assumptions.
The methods for combining evidence encompass discounting,
consensus and fusion operations. The operations for discount-
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ing and consensus were modified from their original form as
formulated in [103, 173] to fit the extended version of the Cer-
tainTrust model introduced in this thesis, Multinomial Certain-
Trust. This represents a necessary step in providing a compre-
hensive trust model that includes capabilities for trust propaga-
tion. Additionally, the fusion operation, a method for combin-
ing opinions for which the assumption of independence does
not hold, is adapted for use in Multinomial CertainTrust. The
original version, which is essentially an averaging operation
present in both Subjective Logic [104] and CertainLogic [77, 175],
has been adapted to Multinomial CertainTrust. Weighted and
conflict-aware extensions, first published in our prior work [77],
have been presented and considerably extended to the multi-
nomial case, including a novel method for computing the de-
gree of conflict leveraging the an exact hypothesis test (Fisher’s
Exact Test (FET)). Together with the novel FET-based method
for determining recommender trustworthiness, a comprehen-
sive multinomial trust model with trust propagation capabili-
ties is enabled.
Furthermore, dynamicity, in the form of non-stationary behaviour
by a trusted party, is addressed and handled by applying state-
of-the-art change point detection to trustworthiness estimation.
Compared to multiplicative ageing, the application of change
point detection method does not affect the achievable accuracy
of the trust estimator. When used in conjunction with ageing,
change point detection improves the responsiveness of the esti-
mator to behavioural change over either individual method.
Specific contributions include:
• A novel estimation method for recommender trustworthiness
estimation is introduced that compares favourably to the re-
lated work. This FET-based recommender trustworthiness
estimation method can be applied to multinomial evidence,
as opposed to the methods from the related work, which
are applicable to binomial models only.
• Operations for trust propagation are adapted or newly in-
troduced for the use with Mutlinomial CertainTrust, specifi-
cally:
– Discounting is adapted to Mutlinomial CertainTrust opin-
ions,
– Consenus is adapted to Mutlinomial CertainTrust opin-
ions,
– Average Fusion is adapted to Mutlinomial CertainTrust
opinions,
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– Weigthed and Conflict-aware Fusion are newly introduced
and expanded from our own prior work [77], includ-
ing a novel way of computing the degree of conflict
between opinions.
• Change point detection is introduced into trustworthiness es-
timation in order to improve the trust model’s responsive-
ness to dynamicity, expressed as non-stationarity.
Overall, extensions necessary to make the core trustworthiness
estimation model a comprehensive trust model with trust prop-
agation capabilities are provided.
3. Further extension for trustworthiness estimation: Two meth-
ods for addressing the potential lack of direct experiences with
new trustee in feedback-based trust models are presented. For
one, the dedicated modelling of particular roles and the trust
delegation between them is shown to be principally possible
as an extension to existing feedback-based trust models. For
another, a more general approach for feature-based trustworthi-
ness estimation using model-free, supervised machine-learners,
is introduced.
Generally speaking, the primary goal of the methods introduced
and applied in this chapter is to imbue feedback-based trust
models with the ability to determine trust for individual, un-
proven trustees. That is, to allow an estimation of trustworthi-
ness of a trustee based on features and connections to specific
other parties said trustee exhibits and that can be observed by a
truster. This is partially derived from the social practice of learn-
ing stereotypes and (pre-)judging or discriminating according to
these.
Specific contributions include:
• Trust model extensions to provide trust-relevant informa-
tion by leveraging specific roles and relations that can be
encountered in e-commerce interactions. Three specific ex-
amples are chosen in this thesis to show the principal prac-
ticability of such extensions:
– certifiers, which certify the service quality, and hence
the trustworthiness, of a certified trustee. A trust del-
egation mechanism is provided for partially transfer-
ring trust in a certifier onto the certified trustee.
– insurers, which provide assurance against loss poten-
tially incurred from an untrustworthy trustee. A trust
delegation mechanism is provided that influences deci-
sion trust, that is, the expected utility of an interaction
with the insured trustee.
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– coalition partners, which are associated with the trustee
in a (semi-)permanent fashion. A trust delegation mech-
anism is provided for partially transferring trust in
coalition partners onto the trustee partner in a coali-
tion.
• Application and evaluation of powerful supervised ma-
chine learning approaches to a real-world data set with a
regressand value generated from a reputation system. The
distribution of the regressand value follows a distribution
that is both typical of those from a reputation system and
is adverse to the successful application of supervised meth-
ods. The predictive results suggest that the model-centric
approach taken in the design of existing stereotyping trust
models needs to be complemented by a data-centric analy-
sis and that idealised simulations are insufficient to ascer-
tain feasibility.
• A mapping from the output of supervised machine learn-
ers to CertainTrust opinions, enabling the integration of su-
pervised learning with feedback-based trust models. Thereby,
generalisable information contained in the features of a
given data set can be harnessed, even if the prediction
quality is only mediocre. The prediction of the estimator
is mapped directly to the CertainTrust trust parameter t,
while a statistical measure of the prediction quality – in
this case, the normalised root mean squared error (NRMSE) –
is mapped to the certainty parameter c.
Overall, methods for improving trustworthiness estimates in
feedback-based trust models under scarce information for in-
dividual trustees are proposed. First indicators of trustworthi-
ness were hardcoded into an existing probabilistic trust model.
Second, an approach to flexibly include stereotype-like results
from non-parametric, model-free supervised learners was used
to extend feedback-based trust models. Particularly the results
gathered from the application of the latter points at a further
need for researching trust models not just from a model-centric,
but rather also from a data-centric point of view.
1.4.2 Evaluation
The general properties of the trustworthiness and certainty estimators
are derived formally from the basic assumptions underlying binomial
and multinomial estimation problems, harnessing fundamentals of
Bayesian statistics. Desired properties for the introduced certainty es-
timators, first postulated by Wang & Singh [196], are shown to hold
through formal argument. The general soundness and applicability of
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the proposed certainty estimators is founded on the statistical proper-
ties of interval estimation techniques discussed in the related statistics
work, particularly [27] and formally and rigorously shown there.
The core estimation system and additional methods, in their en-
tirety constituting the Multinomial CertainTrust model, are implemented
in R, along with competing methods from the related work, specifi-
cally for determining recommender trustworthiness and coping with
changing behaviour through ageing. The performance of the novel
methods introduced in this thesis was tested against established meth-
ods from the related work in simulations.
Methods for hardcoding indicators of trustworthiness were imple-
mented within a multi-agent framework [45, 82] and shown to be
functional in agent-base simulation. Furthermore, supervised machine-
learners were tested for their applicability by collecting a real-world
data set of reputation data from a hotel booking site and evaluat-
ing their capabilities against this data set. The hotel data set exhibits
properties, such as a high imbalance in the ratings, that appears typ-
ical of data that is generated from reputation systems, as these are
also present in other data sets.
1.5 publications
Some parts of this thesis builds on work that has been published be-
fore in conferences and journals. Some of the related work on trust
models builds on [76]. The methods for adding generalisability to
trust models were previously published; a paper on hardcoding in-
dicators of trustworthiness appeared in [84], while the application of
supervised machine learning to trustworthiness estimation was dis-
cussed in [85, 86]. The agent-based simulation framework used in
Chapter 5 was originally developed for [82]. Some of the author’s
work on trust propagation, in a wider context, inspired parts of this
thesis [80, 81, 83].
1.6 thesis structure
The remainder of this thesis is structured as follows. Chapter 2 pro-
vides background information about the concept of trust, presents
assumptions and requirements, as well as related work on trust mod-
els and the statistics literature mainly used in this thesis.
Chapters 3, 4, and 5 contain the main contributions of this thesis, as
listed in Section 1.4.1. Chapter 3 provides an extended model for bino-
mial and multinomial trustworthiness estimation, building on Certain-
Trust. The binomial estimation model behind CertainTrust is extended
in two directions: first, its certainty estimation component is replaced
with a statistically well-founded estimation mechanism harnessing in-
terval estimation techniques; second, the binomial estimation model
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is extended to a multinomial estimation model, facilitating fine gran-
ular feedback categories. The result of this second extension, Multino-
mial CertainTrust, also features interval-based certainty estimation.
Chapter 4 provides the extensions necessary to build a sophisti-
cated trust system from the trustworthiness estimation model intro-
duced in Chapter 3. This includes methods for weighting and com-
bining evidence via discounting, consensus and fusion operations,
adapted for application within Multinomial CertainTrust. Exact hypoth-
esis testing is introduced as a novel method to provide similarity mea-
sures when determining recommender trustworthiness, the degree-
of-conflict in conflict-aware fusion and in detecting changes in be-
haviour.
Chapter 5 proposes two mechanisms as extensions to feedback-
based trust models. First, the integration of so-called indicators of
trustworthiness is discussed and shown via three distinct examples of
what could constitute such an indicator. Then, a more general method
using supervised machine learning is discussed and tested against a
real-world reputation data set.
Finally, Chapter 6, concludes this thesis and provides an outlook.

2
B A C K G R O U N D A N D R E L AT E D W O R K
In this chapter, the necessary background information with regard to
this thesis is introduced and the corresponding related work is briefly
discussed. First (Section 2.1), related work on trust and trustworthi-
ness is introduced, very briefly outlining the derivation of the prob-
abilistic, computational notion of trust from its social origins. Then
(Section 2.2), existing computational trust models are presented, in-
cluding general assumptions made when considering trustworthiness
estimation within this thesis. From these assumptions, a number of
requirements are derived and the most closely related trust models
are checked against them. Finally (Section 2.3), further estimation the-
oretic and statistical methods that will be relevant in the latter part of
this thesis will be given.
2.1 concepts of trust and trustworthiness
The research into trust is very much influenced by its nature as a social
concept. Hence, the social sciences have a long tradition of research
into the field of trust. This research has produced a rich landscape of
literature on the subject, yet little consensus on the specific meaning
of trust has been reached [142]. This may well be due to the uni-
versal importance of trust-related concepts in a multitude of socially
relevant conditions. As such, trust enables and lubricates cooperative
endeavours [7, 44, 64], permits positive interpersonal relationships
[57, 127], determines how we interact among each other [14, 69], re-
duces uncertainty [146, 200, 201], or determines the effectiveness of
working relationships [62]. Thus, while trust and its indisputably pos-
itive effects on social interactions have been widely recognised, the
very diversity of scholarly application fields and investigating (social
science) research disciplines influence the perception of what trust is
and how it should be defined. Trust itself has been described as an
“elusive concept” [64, 144, 205], with the myriad of trust definitions
forming a “conceptual morass” [10, 34]. Some trust definitions from
the literature are listed in Appendix A, p. 227.
In most definitions of trust listed in Appendix A, the notion of
dependence in some kind of interaction is expounded. In order for
trust to be a useful concept, one party has to be willing to depend
on the other, without being able to actively control the other party’s
actions. In the parlance of the trust literature, the depending party
is referred to as the truster, while the party that is being relied upon
is being referred to as the trustee. The term interaction, as used here,
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is used in a slightly more abstract manner than in its everyday us-
age. In the following, the term interaction encapsulates a situation
of dependence between truster and trustee that can be evaluated by
the truster according to its outcome. As such, an interaction does not
necessarily require an action on the part of the trustee. Nor does it re-
quire the truster and the trustee to actually interact with each other in
the conventional sense. As an example for the former, an interaction
can involve the truster trusting the trustee not to act in a particular
way, for instance not to divulge information to a third party. As an
example for the latter, a truster may trust the trustee to be present
at a certain place at a certain time, without explicitly informing or
reminding the trustee. Both would be considered interactions in the
following.
In the following, the work by McKnight et al. on the dimensions of
the high level concept of trust will be briefly introduced, from which
a working definition of trust for this thesis will be derived.
2.1.1 Differentiating Trust
Differentiating, defining and classifying different dimensions of the
high level concept of trust as used in the literature is a necessary step
in understanding the fundamental processes of trust establishment.
McKnight et al. [142, 143, 144, 145] have expended considerable ef-
fort in reviewing and aggregating views of trust from diverse fields
of study, resulting in an influential conceptual typology of the com-
ponents involved in the formation of trust-based relations [145]. Ac-
cordingly, trust can be decomposed into five fundamental categories
that nonetheless influence each other, as depicted in Figure 1. In the
following, these categories are briefly reproduced from [145].
trust-related behaviour is the most manifest representation
of trust. As such, trust as a behaviour has been a prominent conceptual-
isation in the literature [44, 57]. It is defined as “the extent to which one
person voluntarily depends on another in a specific situation with a feeling
of relative security, even though negative consequences are possible” [142].
The behavioural aspect effects a transformation from willingness to
depend into actual dependence, essentially allowing the trustee to
gain power over the truster, from which an assumption of risk on the
part of the truster ensues.
trusting intentions are closely correlated to trust-related be-
haviour. While trust-related behaviour represents the actual action
of depending on the trustee, trusting intentions means the truster’s
secure willingness to depend on the trustee. McKnight et al. [145] dis-
tinguish two sub-constructs of trusting intentions:
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• Willingness to Depend – the general, voluntary preparedness of
the truster to make him-/herself vulnerable to actions of the
trustee,
• Subjective Probability of Depending – the likelihood, as perceived
by the truster, to make him-/herself dependent on the trustee
in specific ways.
While a truster’s willingness to depend on a trustee can be ex-
pressed by agreeing to general statements about relying on the trustee,
the subjective probability of depending is situation-dependent [145].
Thus, you might be willing to trust your neighbour to clear the side-
walk of snow in the winter, but not willing to trust him to look after
your children.
trusting beliefs refer to the confident truster perception that
the trustee has certain attributes that benefit the truster. This com-
prises those facets of the internal representation the truster has con-
structed of the trustee that are relevant to a successful interaction
between them. McKnight et al. [145, 144] have identified four specific
beliefs that feature prominently in this process, namely
• Competence Belief – the truster’s belief that the trustee is able to
fulfil its obligations,
• Benevolence Belief – the truster’s belief that the trustee has no
ulterior motives,
• Integrity Belief – the truster’s belief that the trustee will keep its
commitments and does not lie,
• Predictability Belief – the truster’s belief that the trustee’s future
actions are in accordance with his/her prior (observed) behav-
ior.
The truster’s belief that the trustee possesses these traits has a di-
rect impact on his/her trusting intentions. If, for instance, the truster
perceives the trustee to be lacking the ability to perform a particular
task, its intention to delegate that task to the trustee will be low and
the interaction between truster and trustee will be abortive.
institution-based trust is the belief that the environment in
which a particular interaction takes provides the required structural
conditions that facilitate a successful interaction between truster and
trustee. These structural conditions include technological (e.g. reli-
able data encryption), legal (e.g. enforceable laws governing interac-
tions) and social safeguards (e.g. ostracising of unreliable commu-
nity members). McKnight et al. [145, 144] define two dimensions of
institution-based trust, structural assurance and situational normality.
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While structural assurance means the belief that structural safeguards
are in place (e.g. data encryption and legal asset protection in an on-
line banking scenario), situational normality refers to the belief that a
particular interactions is conducted under conditions that are repre-
sentative of the environment and are therefore favorable to a success-
ful interaction.
disposition to trust is the most general category of trust pre-
sented by McKnight et al. [142, 144]. It is both independent of other
specific interactors and the situational context. Its two sub-constructs,
faith in humanity and trusting stance, deal with generalised views of in-
discriminate groups of persons. Faith in humanity describes the gen-
eral extent to which the trusters beliefs others to be competent, benev-
olent and morally upright, irrespective of specific personal traits. The
trusting stance represents a personal approach to interacting; rather,
“regardless of what one beliefs about peoples’ attributes, one assumes better
outcomes result from dealing with people as though they are well meaning
and reliable” [144, 176].
The aforementioned types of trust – dispositional, institutional, in-
terpersonal and behavioural – influence each other not only in the
process of deriving a decision whether or not to interact with an-
other entity (the feedforward direction), but also through the expe-
riences made with specific others after an interaction has occurred
(the feedback direction). As dispositional and institutional trust rep-
resent the generalised dimensions of trust, i.e. those not bound to
specific others, they are particularly relevant in initial stages of trust
establishment, i.e. in the feedforward direction, particularly early on.
During initial contact with potential interactors, with whom no prior
experiences have been made, deciding whether or not to interact is
primarily guided those generalised constructs. Higher levels of gen-
eralised trust lead to a higher willingness to explore new alternatives
for interaction over exploiting well known interactors, presenting the
chance for greater innovativeness and an expansion of social interac-
tions. However, at the same time, due to the general nature of dispo-
sitional and institutional trust, predictions about future behaviour of
the trustee remain unspecific when based solely on these dimensions.
By enabling interactions between yet unknown interactors, disposi-
tional and institutional trust nonetheless represent a baseline of trust
on the interpersonal level. From the basis of trust in the general other,
trust in a specific other develops. The formation of a mental image of
a potential interactor, and consequently the intention to trust, in turn
determine the engagement of the truster in an interaction, which is a
representation of trusting behavior.
The feedback direction is primarily experience driven. The outcome
of each interaction represents either a positive or negative experience
for the entities involved. Whether or not an interaction is perceived to
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be positive or negative is dependent on the fulfilment of expectations
on the part of the interactors. If a trustee has confirmed the trust put
into him/her by the truster, i.e. he/she has fulfilled the expectations
of the truster, a positive interaction experience is generated, if not a
negative one.
From the generated experience, trust knowledge about the interac-
tors is built on the interpersonal level. This does not only influence
the opinion of the specific partner in a particular interaction, which
in turn increases or decreases the likelihood of engaging in future in-
teractions with that partner, but also the more general outlook with
regard to institutional and dispositional trust.
The differentiation of trust, as put forward by McKnight et al., pro-
vides a structured breakdown that facilitates deriving a working def-
inition of trust within the scope of this thesis.
2.1.2 Focus and Trust Definition
The different dimensions of trust presented above represent wide-
ranging opportunities for study. Many of the trust models proposed
in the literature (see the following Section 2.2, p. 27) consider trust as
a prediction problem, specifically that of determining, or estimating,
the subjective probability of depending. In this thesis specifically, extend-
ing estimation methods used in trust models form a core part of the
scientific contribution. Therefore, the focus on trust as a prediction
problem drives the working definition of trust used in this thesis. This
abstracts many aspects of trust as social concept. However, it permits
the use of a concise definition of trust that eliminates much of the
“fuzziness” otherwise associated with the term trust.
Although sometimes deemed reductive, Gambetta [64] provides a
useful definition of trust that forms the basis for a working definition
for this thesis.
Definition 1 (Trust (according to Gambetta [64])). Trust (or, symmet-
rically, distrust) is a particular level of the subjective probability with
which an agent [the truster] assesses that another agent or group of
agents [the trustee] will perform a particular action, both before he can
monitor such an action (or independently of his capacity ever to be
able to monitor it) and in a context in which it affects his own action.
Gambetta’s definition has been adapted by a number of researchers
in the field of computational trust that use it as a basis for their own
trust definitions, such as Mui [151], Marsh and Dibben [136] and
Jøsang [112]1. As the focus of this thesis is on trustworthiness esti-
mation, the particular way the term trust is used requires a closer
examination and a refinement of of Gambetta’s definition in order to
suit our purposes.
1 For the first two, see Appendix A, pp. 227, for Jøsang’s definition, see Def. 3, p. 23.
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As Section 2.1.1 has illustrated, trust is a very complex concept,
that has numerous facets. This complexity is mirrored in the many
definitions of trust (see Appendix A) that range form definitions of
trust as an action, to those defining it as a willingness to act, to those
defining trust as an attitude, and to those, like Gambetta, defining it
as a probability or expectation.
For probabilistic computational trust models, the core of the trust
concept that is relevant in terms of mapping the mathematical to the
social model, is best given by considering the interpersonal compo-
nent of trust as the social counterpart to the probabilistic estimation
model. In particular, a mathematical representation is given for what
McKnight et al. [145] term trusting beliefs (see, Figure 1, p. 17). In fact,
the combined representational output for trustworthiness estimates
in several computation trust models, such as CertainTrust [173] and
Subjective Logic [103], is called a trust opinion; opinions, in common
parlance, are used to express beliefs.
Thus, the subjective probability of Gambetta’s definition formalises
(part of) the trusting beliefs of the truster with regard to the trustee’s
abilities. In this context, dispositional and structural trust compo-
nents are antecedents, while trusting intentions and trust-related be-
haviour are consequents.
A sharper definition of trust can be achieved by trimming and
slightly changing Gambetta’s wording, in a way similar to Jøsang’s
definition (Definition 3, p. 23). First, the qualification that trust is a
particular level of the subjective probability introduces unnecessary ar-
bitrariness with regard to the interpretation of said level. Second, the
focus on actions taken by the truster that affect actions of the trustee
places an emphasis on activity. For the trustee’s action, the term inter-
action, in its more abstract form discussed in Section 2.1, p. 15, can
be substituted. With regard to the truster’s actions that are being af-
fected by those of the trustee, it appears to be more useful to speak
of a general effect of the performance of the trustee on the truster.
This stresses the fact that a (negative) effect does not necessarily as a
consequence require a behavioural expression through an action.
The resulting trust definition is similar to Jøsang’s (see Definition
3) [112]. It will be used as a working definition of trust in this thesis.
Definition 2 (Trust). Trust is the subjective probability with which
an agent [the truster] expects that another agent or group of agents
[the trustee] will perform in an interaction with the truster that has
an effect on the truster, in a way so that a negative outcome of the
interaction will have a negative effect on the truster.
properties of trust From the definition of trust, and the struc-
tured breakdown of the term provided by McKnight et al. [142, 143,
144, 145], the view of trust as a subjective probability can be for-
malised further. This leads to several properties that are generally
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understood to be relevant for a realisation of trust as a computational
concept [1, 135]. The term subjective probability indicates that trust is
local, i.e., the trust an individual A puts in another individual B is
not necessarily the same that another individual C puts in B. From
Definitions 1 and 2, it can also be concluded that trust is a dyadic
and asymmetrical relation. That is, there are exactly two parties2 to a
trust relation, the truster and the trustee. Trust between them is di-
rected, which means that, when considering two individuals A and
B, a trust relation A → B may yield a different subjective probability,
or trust value, than a trust relation B → A. Additionally, trust also
varies by situation and context. Furthermore, trust is dynamic, that is,
it can change over time, and non-monotonic, in that the changes can be
in either direction, up or down. Finally, trust is not generally transitive.
Therefore, if A trusts B and B trusts C, it does not necessarily follow
that A trusts C. Limited transitivity, however, can be achieved by em-
ploying the concept of recommendations. Recommendations provide
a useful means of information sharing.
trustworthiness When discussing trust, the related term trust-
worthiness comes into play as well. As can be seen from Definition 2,
trust has a relational quality that is directed from the truster towards
the trustee. Conversely, trustworthiness is an inherent quality of the
trustee. Etymologically viewed, one is tempted to believe that trust-
worthiness is an a posteriori measure: Trustworthiness can be seen as
a measure that the trustee was worthy of the trust the truster put into
the trustee. However, the a posteriori observation should rather be
considered a behavioural expression of the inherent trustworthiness
quality of the trustee. Consequently, within this thesis, trustworthi-
ness is the, potentially unobservable, target value that is estimated
by the subjective probability defined as trust in Definition 2. In other
words, trust is the truster’s subjective estimate of the trustee’s trust-
worthiness, contingent on a particular situation. Therefore, a trust
estimate is the outcome of a trustworthiness estimation procedure.
uncertainty Because trust is an estimate of the unobservable
trustworthiness of another, ideally based on some sort of evidence,
trust involves a component of uncertainty. From a social perspective,
for example, Golembiewski and McConkie [69] have established that
‘trust implies some degree of uncertainty as to outcome’. When viewing
trust as an estimation task, uncertainty in the estimate is induced by
the estimation procedure, in this case bearing a close relation to the
confidence or credibilty of a statistical estimate.
2 Each of these two parties may consist of one individual or a group of individuals. For
the sake of simplicity, they will be considered and referred to as distinct individuals.
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context Trust is dependent on the context in which an interaction
takes place. Thus, a trustee might prove trustworthy in one particu-
lar context (such as providing musical entertainment) and not in an-
other (such as making good business decisions). The estimation and
processing mechanisms, such as trust and certainty estimators, that
are being introduced in this thesis, generally do not vary across con-
texts.Therefore, specific contexts are often not discussed or explicitly
declared within this thesis. However, they are , implicitly always as-
sumed; that is, any interaction between a truster A and a trustee B
occurs under an arbitrary but fixed context, C. In social settings, trust
may even be transferred among contexts, say C1 and C2, as long as
the truster believes these contexts to be sufficiently similar to one an-
other.
The view of trust put forward here can be seen as somewhat reduc-
tive, as authors have argued that trust is much more than a subjec-
tive probability [36]. However, the aim of this thesis is not to provide
an extensive formalisation of trust. Rather, it considers trustworthi-
ness estimation via a trust estimate as an estimation theoretic problem.
Therefore, epistemological discussions on the subject will be largely
forgone. Nonetheless, even when considering trust a subjective prob-
ability and its establishment an estimation theoretic problem, deter-
mining said subjective probability or acting on it entails taking into
account the dispositional, institutional, interpersonal and behavioural
components of trust. Dispositional and institutional trust, as well as
trusting beliefs are antecedents of the subjective probability of de-
pending, and as such should be considered when modelling trust.
Bayesian priors can be and are typically leveraged for encoding these
in computational trust models (see Section 2.2, p. 27). The behavioural
expression of trust is a consequence of a decision reached by weigh-
ing the subjective probability of depending against the willingness to
depend.
To reflect the transition from subjective probability estimation to
trust behaviour via a decision to depend, Jøsang et al. [112] have
differentiated the trust term into two definitions, reliability trust and
decision trust. While this thesis will mostly rely on the definition of
trust given in Definition 2, p. 21, in Chapter 5.1, the differentiation
between reliability and decision trust proves to be useful.
Definition 3 (Reliability Trust (according to Jøsang [112])). Reliabil-
ity trust is the subjective probability by which an individual expects
that another individual performs a given action on which its welfare
depends.
The definition of reliability trust covers its use as an approximator
of trustworthiness. Essentially, it is a shortened version of Gambetta’s
definition. When having to make a decision, beyond the supposed de-
pendability of a trustee expressed by a trustworthiness estimate, the
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willingness to depend has to be considered as well. This is reflected
in the definition of decision trust:
Definition 4 (Decision Trust (according to Jøsang [112])). Decision
trust is the extent to which a given party is willing to depend on
something or somebody in a given situation with a feeling of relative
security, even though negative consequences are possible.
From a modelling perspective, decision trust is generally modelled
using expected utility theory [109, 131], incorporating the subjective
probability and a user-defined utility function, incorporating loss and
gain possible in an interaction. This also reflects the view of trusting
behaviour put forward by Deutsch [44], who argues that a truster
weighs the benefits of trusting another against the potential harm.
Instead of loss and gain, risk and chance can be substituted here. By
doing so, it becomes clear that (decision) trust can be used to quantify
the expected risk or chance inherent to trusting. In comprehensive
trust management systems designed to support the user in making
an informed decision, it is important to convey the transition from
reliability trust to decision trust to the user.
Trusters selecting a service will generally try to maximise their util-
ity. Thus, when having to choose among several alternative providers
offering equivalent services, trusters will tend to select the service
with the highest expected utility EU. The expected utility function
is subject to uncertainty because the true trustworthiness, p, of the
trustee is, as usual, unknown.
Primarily, however, the focus of this thesis on statistical methods for
trustworthiness estimation. In order to view trust as an estimation the-
oretic problem, foundational assumption with regard to the general
nature of the estimation task at hand have to be established. These
will be briefly motivated and introduced in the following.
2.1.3 Assumptions
The assumptions given in this section extend to both the contributions
made in this thesis in Chapters 3, 4 and 5, as well as to the vast
majority of trust models from the literature (Section 2.2. In the related
work, they are generally implicitly made, without direct reference.
Explicating them illustrates the common thread running through the
bulk of the related work on trust models.
In this thesis, trustworthiness estimation is considered within a dis-
tributed setting. That is, in a population of individuals that interact,
each individual can only rely on its own experiences with other in-
dividuals to assess their trustworthiness. While the individual can
choose to share these experiences in the form of recommendations
with other individuals, no global authority or distributed mechanism
exists that tracks the performance of each individual to establish
global trust scores.
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Assumption 1 (Local Views and Incomplete Information). There exists
no system-wide, global view of all interactions between all trusters and all
trustees. Trust is computed subjectively by each individual truster based on
local information obtained by and available to that truster.
For the kind of trustworthiness estimation proposed in this the-
sis, it is important that the identity of a trustee is at least somewhat
persistent. Specifically, this means that the trustee’s identity exists
long enough to establish a reliable trustworthiness estimate. Persis-
tent identities are desirable for trust assessment – otherwise, a bad
trust score could easily be whitewashed by re-entering with a new
identity [54]. Also, honest and well-performing trustees would be in-
capable of building good trust scores if their identity were not persis-
tent.
Assumption 2. Trustee identities are persistent over time and do not change.
For estimating future behaviour, a basis of knowledge that permits
an informed decision has to be furnished. Extrapolation from past
performance for predicting future outcomes is traditionally employed
in mathematical statistics, for instance, in time-series analysis, and
constitutes a mainstay assumption in trust models from the literature
(see Section 2.2).
Assumption 3 (Representativity of Past Information). Information on
trustworthiness in the past, for instance in the form of records of past in-
teractions, is deemed to be indicative of trustworthiness in the (immediate)
future.
From a statistical modelling perspective, it is desirable to abstract
from the continuous nature of time and assume it to be structured
in discrete blocks. Interaction between individuals can be explicitly
assigned to these discrete blocks of time.
Assumption 4 (Distinct, Discrete-Time Interactions). Interactions be-
tween a truster A and a trustee B are distinct events that occur at specific,
discrete points in time.
Trusters have to be able to grade interactions with trustees and
record the grades assigned to the interactions, so that they can evalu-
ate the performance of the trustees and estimate their trustworthiness
over time.
Assumption 5 (Assessability of the Quality of an Interaction Experi-
ence). After each interaction between truster A and trustee B, the truster
can assign a label to the interaction, which represents the quality of the
interaction as perceived by truster A. This label is called an interaction
experience.
Assumption 6 (Interaction Histories). For each interaction between truster
A and trustee B, A records B’s performance in a time series (or interaction
history) of interaction experiences (or a sufficient statistic of that time series).
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Trusters evaluating potential trustees are primarily are supposed
to be interested in predicting trustee performance in the immediate
future, that is, during the next time step in the discrete-time model.
Extending the goal of the prediction beyond the next time step adds
uncertainty, making predictions of of trustee behaviour beyond the
immediate future increasingly unreliable.
Assumption 7 (Short-Term Prediction Horizon). The goal of trustwor-
thiness estimation is to establish trustee trustworthiness during the current
time step in order to predict trustee behaviour in the immediate future, i.e.,
in the next time step.
Interaction histories are modelled as discrete-time, discrete state
space random processes. The discrete state space is guaranteed by
limiting the parameter value that an interaction experience can take
to a predefined discrete value range. Both in the related work (see
Section 2.2) and in e-commerce sites, such as eBay3 or Amazon4, this
is usual practice. eBay uses a binary, Amazon a 5-categorical model for
user feedback ratings. The random distribution behind the random
process is assumed to be either a binomial distribution or a m-cell
multinomial distribution. This is done so that Bayesian statistics can
be applied without having to estimate the distribution family from
the data.
Assumption 8 (Discrete Feedback Categories for Interaction Experi-
ences). Interaction experiences can be given as binary or m-categorical, ex-
haustive and mutually exclusive choices, where m ∈N and m > 2.
Assumption 9 (Random Distribution of Interaction Experiences). Each
interaction experience is understood to be generated by a random process, de-
pendent on the true but unobservable trustworthiness of the trustee involved
in the interaction. Interaction experiences are assumed to be generated from
a binomial or m-cell multinomial distribution.
Assumption 10 (Expression of Trust and Trustworthiness as a Prob-
ability). Trustworthiness estimation has as its goal the estimation of one
(in the binomial case) or several (in the multinomial case) p-values with
pin[0; 1]. These values are represented as the parameter(s) of a binomial or
multinomial distribution. The value ranges of the parameters are constrained
by the properties of their respective distributions.
The given assumptions motivate an understanding of computa-
tional trust as a binomial or multinomial probability estimation task.
Appropriate statistical methods to tackle the estimation task are ap-
plied in various computational trust models in the literature, as intro-
duced in Section 2.2 and are further expounded in the following chap-
ters, especially in Chapter 3 and Chapter 4.
3 http://www.ebay.com
4 http://www.amazon.com
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2.2 computational trust models
Computational trust models are the core of various trust and rep-
utation systems. As such, trust models provide the mechanism for
the interpretation, representation and computation trust or reputa-
tion scores. As commercial reputation systems are the most common
expression of trust models, it is useful to briefly differentiate trust and
reputation. Following Jøsang et al. [113], reputation can be defined, in
broad terms, as follows:
Definition 5 (Reputation). Reputation is what is generally said or
believed about a person’s or thing’s character or standing.
Reputation is a much more public concept than trust, which is
a subjective, binary and directed relation between two individuals.
Rather than being interpersonal, reputation hinges on the opinion of
a multitude of individuals. As such, trust can be considered an input
component of reputation, as reputation can be formed from the accu-
mulated trust relations. But reputation is also an input component of
trust, as the public opinion of peers, for instance, can influence the
trust one individual has in another.
Internet users encounter reputation systems – that is, systems that
accumulate and aggregate experiences or opinions from a multitude
of individuals into a reputation score – in many e-commerce sites
and applications. Prominent examples are eBay, which uses a binary
feedback system, or Amazon, which uses a 5-categorical feedback sys-
tem. These commercial systems are generally centralised, run by the
respective site owners and provide global reputation scores on indi-
viduals or products. Dedicated review sites also employ centralised
reputation systems, prominent examples here are, for instance, Tri-
pAdvisor5 or Yelp.com6, both using 5-categorical feedback, similar to
Amazon’s system. These systems generally use simple average-based
point estimation techniques. Additionally, they also give the total
number of aggregated experiences as additional information, in or-
der to allow users to assess how representative the point estimate
is.
In this section, the focus will be on trust models developed within
the scientific community that share the assumptions outlined in Sec-
tion 2.1.3. That is, the primary focus will be on related work with re-
gard to trust models that are evidence-based, applied in a distributed
setting and consider trust as a probability in [0; 1]. The fundamental
estimation techniques underlying these models are similar to those
employed in the commercial reputation systems that most Internet
users are familiar with.
These Reputation systems can be considered a special instantiation
of trust models. The key difference is in the origin of the data used to
5 http://www.triadvisor.com
6 http://www.yelp.com
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compute a trustworthiness estimate. Trust models typically provide
ways to integrate experiences a specific truster has made with rec-
ommendations received from others, that is, they combine truster en-
dogenic with truster exogenic information. Reputation systems only
rely on exogenic information, accumulating experiences from numer-
ous contributors that report their experiences to the reputation sys-
tem. In doing so, they do not apply (or require) specific mechanism
for determining the quality of recommendations. Thus, they only use
a subset of the capabilities provided by sophisticated trust models,
such as binary and categorical estimation models.
However, the trust models presented in the following provide fur-
ther methods for determining uncertainty, for enabling the propaga-
tion of trust-relevant information through recommendations and for
dealing with changes in the behaviour of trustees. Other types of
trust models that provide global trust scores and distributed models
that compute ranks or non-probabilistic ratings will only be briefly
referenced.
2.2.1 Requirements
The assumptions given in Section 2.1.3, in conjunction with the gen-
eral research focus of this thesis on statistical methods for trustwor-
thiness estimation, result in a number of requirements for distributed,
probabilistic trust models. These requirements are motivated by a de-
sire for accurate estimation, flexible granularity of possible feedback
categories, effective use of possibly scare information, and robustness
to changes in the behaviour of the involved parties.
If trust is defined as a subjective probability as in Definition 2, trust
models that model this specific aspect of trust as a whole (compare
Figure 1) require the capability to compute and represent their trust-
worthiness estimate from a sound statistical basis. From an estimation
theoretic perspective, the computation of trust becomes a point esti-
mation task. Its goal is the estimation of a potential trustee’s trustwor-
thiness, expressed by a time series of interaction experiences, which
is assumed to follow either a binomial or multinomial distribution
(Assumptions 8-10). In order to establish the reliability of the trust-
worthiness estimate it needs to be complemented by a corresponding
estimate of the confidence in the point estimate. This follows a long-
established practice in statistical estimation [157]. This second esti-
mate models the uncertainty inherent to statistical sampling based
estimation; in trust models it is commonly aggregated into a uncer-
tainty single score that is reported alongside the trust score.
Requirement 1 (Probabilistic Computation, Representation, and In-
terpretation of Trust and Uncertainty from Discrete Experiences). Trust
models should define trust in a probabilistic manner, so that their trustwor-
thiness estimate t ∈ [0; 1], also referred to as a trust score, can be interpreted
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as a subjective probability as per Definition 2. This trustworthiness estimate
t should be derived using a sound statistical estimator from a history of in-
teraction experiences (or a sufficient statistic thereof). In order to assess the
reliability of the trustworthiness estimate, a second estimate needs to be de-
fined, modelling the inherent uncertainty of the estimation. The uncertainty
estimate should be derived using a sound statistical estimation method.
Assuming the distribution of the interaction experiences a truster
records on a trustee to be distributed binomially or multinomially
(Assumption 9) requires trust models processing these interaction
experiences to have appropriate estimators at their disposal. In fact,
trust models should provide both binomial and multinomial estima-
tion models. By doing so, trust models are more versatile to meet the
demand for different levels of granularity required with regarded to
feedback categories. While some applications that use a given trust
model might only require 2-categorical feedback (either a transaction
went as expected, or it did not), others might necessitate a more gran-
ular categorisation to provide a grading mechanism. Since the bino-
mial model is a specialisation of the multinomial model, providing a
multinomial estimation model already incorporates providing a bino-
mial one.
Requirement 2 (Binomial and Multinomial Estimation Model). Trust
models should provide support for various degrees of feedback granularity.
This capability is enabled through modeling m-categorical feedback with
m > 2.
Assumption 1 postulates that no view of all interactions between
all trusters and trustees is necessarily accessible. For an individual
truster evaluating any trustee, the truster would therefore have to
rely on its own interaction experiences made in the past. In such a
scenario, trust-relevant information is potentially scarce. In order to
alleviate information scarcity, trust models require mechanisms that
enable the sharing of trust-relevant information. These mechanisms
enable one truster (acting as a recommender) to share its own past inter-
action experiences with other trusters as recommendations in a process
called trust propagation. Because it is assumed that each truster has
made its own experiences independently of the the interactions of
other trusters, combining recommendations is simply the addition of
the endogenous information that a truster has made itself and the exoge-
nous information it has received via recommendations. Trust propaga-
tion is made more robust by providing mechanisms for assessing the
reliabilty of recommenders.
Aside from recommendation-based trust propagation, information
scarcity can also be tackled by incorporating sources of trust-relevant
information that are not reporting independent interaction experi-
ences. Consider, for instance, two different appraisals of the same
interaction by two independent observers. The two appraisals may
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differ, based on the independent views of the observers, but because
the appraisals are based on observations of the same interactions,
they are not independent and can, consequently, not be treated like
independent recommendations. To harness non-independent trust-
relevant information, trust models need to provide further mecha-
nism for combining trust sources.
Requirement 3 (Mechanisms for Trust Propagation and Combining
Trust Sources). Trust models should provide mechanisms for sharing trust-
relevant information obtained by several trusters independently of each other
through recommendations, i.e, methods for trust propagation. Recommen-
dations, representing exogenous information not collected by the truster
itself, have to be integrated with endogenous information of the truster.
Appropriate methods for assessing the reliability of recommendations should
be provided. Further methods for combining trust-relevant information from
non-independent sources should also be provided.
Definition 2 considers trust a subjective probability. One component
of this subjectivity is given by the fact that each truster has its own,
individual interaction experiences with a trustee and thus its evalua-
tion of said trustee might differ from that of other trusters. Another
component of subjectivity, however, is injected into trustworthiness
estimation by the other aspects of trust (see Figure 1), aspects that
do not reduce trust to a frequentist point estimate. Components such
as ones disposition to trusting in general, trust in structural assur-
ances, as well as individual belief systems, can affect the estimate of
trustworthiness. The estimation model used for assessing trustwor-
thiness should therefore be able to account for non-frequentist and
non-experience-based factors in the derivation of a trust score. Par-
ticularly during system bootstrapping, when no or little interactions
have taken place and interaction histories are only sparsely populated
with information, non-experience-based factors of trust are necessary
to kickstart trust building.
Requirement 4 (Mechanisms for Integrating Non-Frequentist Infor-
mation). Trust models should provide mechanisms for including trust-relevant
information that is not directly derived from interaction experiences. By do-
ing so, dispositional/generalised and institutional/structural components of
trust, as well as trusting beliefs (see, Figure 1) are integrated into the trust
estimation.
For statistical reasons, trustee behaviour is modelled by assuming
binomial or multinomial distributions of interaction experiences. This
abstraction is useful, as it justifies the usage of point estimation tech-
niques, and, coupled with the assumption of stationary behaviour over
time, guarantees the convergence of the estimator to the true, unob-
servable value of a trustee’s trustworthiness. Unfortunately, stationar-
ity may be too strong an assumption in the real-world, as behaviour
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tends to change over time. Therefore, trust models should compen-
sate for the possibility of changing, dynamic trustee behaviour.
Requirement 5 (Mechanisms for Coping with Changing Behaviour).
Trust models should provide methods for compensating the effect on estima-
tion accuracy of changes of trustee behaviour over time.
In the following Section 2.2.2, distributed, probabilistic trust mod-
els will be presented that are most closely related to the research
presented in this thesis. Their compliance to the requirements listed
in this section will be considered and possible room for improvement
will be briefly stated.
2.2.2 Distributed, Probabilistic, Evidence-based Trust Models
The focus in this section will be on models that estimate the trust-
worthiness of a potential trustee based on a truster’s direct evidence
from past experiences or recommendations. The application fields for
which the presented models were developed or are applicable for
wide-ranging, from e-commerce [41], agent systems [94, 198], to on-
line social networks [68, 151], to ubiquitous computing [121, 172], to
ad-hoc and sensor networks [185] and P2P systems [29, 43], for in-
stance.
The actual estimation model underlying a trust model should be
agnostic about the application field it is used for. Thus, while there
are some application specific trust models among those introduced
in the following, they will be considered for their trustworthiness es-
timators without particular attention being paid to the application
motivating their design. CertainTrust [173] and CertainLogic [75, 175]
form the basis for the extensions proposed in this thesis. They will
be discussed in Section 2.2.2.1. CertainTrust/CertainLogic is derived
from Subjective Logic [103], a comprehensive framework for reason-
ing about trust under uncertainty, discussed in Section 2.2.2.2. Other
prominent probabilistic trust models will be briefly discussed in Sec-
tions 2.2.2.3 to 2.2.2.10
2.2.2.1 Ries’ CertainTrust/CertainLogic model
CertainTrust is a trust model proposed by Ries [173], derived from
Jøsang’s Subjective Logic, to which it is isomporphic. CertainTrust rep-
resents trust and its inherent uncertainty in the form of CertainTrust
opinions, parameter triples ω := (t, c, f), with
• t ∈ [0; 1], a trustworthiness estimate based on the Maximum Like-
lihood Estimator t = rr+s , where r is the sum of all positive expe-
riences with the trustee under evaluation and s the sum of all
negative experiences with the trustee,
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• c ∈ [0; 1], a certainty estimate representing the confidence in t,
and
• f ∈ [0; 1], an initial trust value that can be used to incorporate
dispositional or other non-frequentist components of trust into
the model.
Feedback in CertainTrust, that is, the categories in which experi-
ences are recorded, is binary, resulting in a binomial estimation model.
The maximum likelihood estimation technique, using the arithmetic
mean, is a well-defined and conventionally accepted method for point
estimation in binomial probability estimation tasks. In case of no evi-
dence, i.e., r = s = 0, t is defined as 0.5.
CertainTrust’s certainty estimate c models uncertainty in the inter-
val [0; 1], dependent solely on the number of experiences. When no
evidence is available, r = s = 0, uncertainty is maximised, and the cer-
tainty parameter c = 0; once a pre-determined, representative num-
ber of experiences N ∈ {N,∞}, uncertainty is minimised and c = 1.
The certainty measure is computed in a somewhat ad-hoc manner as:
c =
N · (r+ s)
2 ·w · (N− (r+ s)) +N · (r+ s)
The parameter w ∈ R+ is a system parameter with a default value of
w = 2. Combined with the initial trust value f, it is used for mapping
the initial trust value of CertainTrust to a Bayesian prior7.
From the representation trust as ω := (t, c, f), a single score, aggre-
gate expectation value can be computed as E(t, c, f) := c · t+(1− c) · f.
This provides a compact representation of the estimation output, that
shifts with increasing certainty from an initial, dispositional compo-
nent of trust, f, to the evidence-based, probabilistic estimate t
The representation of trust in CertainTrust is amenable to a estima-
tion theoretic interpretation. With regard to the trustworthiness esti-
mate t, the demands of Requirement 1 are adequately met. In prin-
ciple, the certainty estimate c can be interpreted in the same manner.
However, the actual estimator used is not based on a conventional
statistical measure of confidence in an estimate. By replacing the cer-
tainty estimator with another estimator with a stronger estimation
theoretic foundation, the CertainTrust representational model can be
made compliant with Requirement 1, readily.
With regard to Requirement 2, calling for both binomial and multi-
nomial estimation models to be supported by trust models, Certain-
Trust provides only binomial estimation. Both the representation, as
well as the computation of trust have the be extended.
In its basic form CertainTrust provides robust trust propagation
mechanisms for its binomial trust representation. These account for
7 For more details on the mapping of f and w to Bayesian priors, see Chapter 3.1.6, p.
66.
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potentially dishonest recommenders and are designed to counter sybil
attacks. Extended with CertainLogic [75, 175], CertainLogic gains capa-
bilities to combine trust-relevant information from non-independent
sources, through the introduction of various averaging fusion oper-
ators. Requirement 3 is thus fulfilled for binomial CertainTrust opin-
ions. In order to enable multinomial capabilities for combining trust-
relevant information, CertainTrust has to be suitably extended. Alter-
natively, once the representational aspect of the CertainTrust model
has been extended to handle multinomial estimation, the isomor-
phism to Subjective Logic can be leveraged to access its capacities for
combining information.
By integrating parameters f and w, CertainTrust can integrate non-
frequentist information in its estimation. Additionally, CertainLogic
operations can be used to fuse frequentist and non-frequentist infor-
mation if a mapping from non-frequentist information to CertainTrust
opinions can be provided. For the binomial case, CertainTrust fulfils
Requirement 4, while extensions to the model have to guarantee its
adherence in the multinomial case.
CertainTrust also provides an approach for dealing with changing
trustee behaviour over time, meeting Requirement 5. It does so by
introducing a robust ageing operation that fades out older informa-
tion in favour of more recent experiences. The ageing employed in
CertainTrust is improved compared to the basic version employed in
other trust models, resulting in a lower estimation error when using
this particular ageing operation. The ageing approach, even in this
modified version, still discards information that might still be rele-
vant and useful for trustworthiness information.
Due to its representation of trust and (un-)certainty estimation that
is highly amenable to an estimation theoretic interpretation, Certain-
Trust represents a good foundation for incorporating extensions rooted
in statistics and estimation theory. CertainTrust also provides a con-
nection to Bayesian statistics, which can be leveraged in several ways;
this connection is not only particularly useful for designing a Multino-
mial CertainTrust model, but can motivate and justify refinements to
the original binomial CertainTrust model, for instance, in the design
of statistically well-founded certainty estimators.
The contributions presented in Chapters 3, 4, and 5 are modelled
as extensions to the CertainTrust model, although they are, with only
slight modifications, generally applicable to other trust models.
2.2.2.2 Jøsang’s Subjective Logic and Corresponding Reputation Systems
Subjective Logic, introduced by Jøsang in [103], is a prominent frame-
work for reasoning over uncertain probabilities. It serves as the basis
for both the Beta Reputation System [108], a trust model for binomial
trustworthiness estimation, and the Dirichlet Reputation System [107],
the multinomial generalisation of the Beta Reputation System. Subjec-
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tive Logic also served as the direct inspiration behind the develop-
ment of CertainTrust and CertainLogic, as can be evidenced by the
maintenance of isomorphisms between CertainTrust/CertainLogic and
corresponding operations in Subjective Logic.
While CertainTrust’s representation of trust is more geared towards
an estimation theoretic approach, Subjective Logic is rooted in Dempster-
Shafer belief theory [183]. For this, Jøsang provides a mapping from
the so-called evidence space, in which past experiences are recorded
as sums of all positive experiences, r, and negative experiences, s,
to a so-called opinion space. This mapping, essentially using mecha-
nisms of Bayesian probability theory, maps r and s to a tuple (b,d,u),
where b ∈ [0; 1] the belief in a positive outcome, d ∈ [0; 1] the be-
lief in a complementary negative outcome, and u ∈ [0; 1] the inher-
ent uncertainty. The value ranges of the three parameters are further
constrained by having to conform to b+ d+ u = 1. Additionally, a
parameter a ∈ [0; 1] models a base rate that can be used to incorporate
dispositional or other non-frequentist components of trust
For the binomial case, the mapping is as follows:
• b ∈ [0; 1], essentially a trustworthiness estimate based on a mod-
ified Maximum Likelihood Estimator b = rr+s+W , where r is the
sum of all positive experiences with the trustee under evalua-
tion and s the sum of all negative experiences with the trustee,
and W a system parameter defaulting to W = 2,
• d ∈ [0; 1], essentially an untrustworthiness estimate based on
a modified Maximum Likelihood Estimator b = sr+s+W , where r
is the sum of all positive experiences with the trustee under
evaluation and s the sum of all negative experiences with the
trustee, and W a system parameter defaulting to W = 2,
• u ∈ [0; 1], an uncertainty estimate representing the confidence
in b and d, computed as u = 2r+s+W .
Obviously, there is a dependence among the parameters, as the con-
straint of b + d + u = 1 means that if one parameter changes, the
other two parameters have to change as well in order to fulfil the con-
straint. This can have unintuitive results for those acquainted more
closely with a probabilistic representation than with a belief repre-
sentation. [78] illustrates this well:
• assume one has collected one positive and one negative experi-
ence on a trustee; this yield (b = 0.25,d = 0.25,u = 0.5). The
belief would therefore be b = 0.25 that the trustee is trustwor-
thy. Contrast this with the frequentist probability of 0.5 that a
Maximum Likelihood Estimator would have computed, albeit
with a very high uncertainty;
• now assume that the number of collected experiences has in-
creased to ten positive and ten negative experiences; this yields
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(b = 0.4¯5,d = 0.4¯5,u = 0.0¯9). Here, with increasing evidence,
the belief approaches the maximum likelihood estimate, which
would still be 0.5 but with a lower uncertainty.
As can be seen from the example, the belief-based representation of
Subjective Logic is semantically different from a purely probabilistic
interpretation. Users of Subjective Logic therefore have to be made fa-
miliar with belief theory, in order to be able to use and appreciate the
way that information is conveyed here. Additionally, the uncertainty
function appears to be defined in a rather ad-hoc manner. Nonethe-
less, it has a direct impact on the value of the belief value b, compli-
cating the interpretation of the belief-value further. When considering
trust a subjective probability, as it is within this thesis (Definition 2),
rather than a belief, a more estimation-oriented representation is pre-
ferred. The estimation model, particularly with regard to uncertainty
estimation, only meets Requirement 1 to a limited degree.
Over the years, Subjective Logic has been extended considerably, for
instance, in [114] to handle multinomial feedback (thus meeting Re-
quirement 2), and has been tweaked in its parameters. [106] provides
a summary of the current state of the ongoing development of Subjec-
tive Logic. This includes various ways to aggregate independent and
non-independent trust sources, so that Subjective Logic fulfils Require-
ment 3. With regard to Requirement 4, the base rate parameter a
permits the integration of non-frequentist information into the esti-
mation model. As is the case for CertainTrust, changes in trustee be-
haviour are compensated by applying ageing. While ageing has the
shortcoming of discarding information indiscriminately only based
on its age, Requirement 5 is largely addressed.
Overall, Subjective Logic provides a comprehensive framework for
reasoning based on belief theory. It also provides most of the basic
mechanisms required by a trust system. Room for improvement ex-
ists with regard to its uncertainty estimator, an possibly with regard
to some of its mechanisms for estimating recommender trustworthi-
ness and for coping with changing trustee behaviour. Also, its be-
lief logic inspired representation does not lend itself to the statistical
interpretation of trust desired in this thesis as the one provided in
CertainTrust.
In the following, several other prominent trust models will be briefly
introduced.
2.2.2.3 Buchegger’s model
Buchegger et al. [28, 29] proposed a robust trust model for P2P en-
vironments and wireless ad-hoc networks. Its focus is on identify-
ing false recommendations, which is achieved by a so-called “devia-
tion test” that determines the similarity between a recommendation
and the truster’s own experience. The test compares the expectation
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values of the recommendation and the truster’s experience; the test
succeeds if the difference of the expectation values is below a pre-
determined threshold. Unless the test succeeds, the recommendation
is not included in the trust computation.
Buchegger’s estimation model is based on a modified Bayesian es-
timator, essentially a posterior Maximum Likelihood approach, used
for the estimation of a binomial trustworthiness estimate. Uncertainty
estimation is not explicitly included in a statistically sound way and
multinomial support is not given. The model provides methods for
including recommendations from independent sources, but does not
address aggregation of non-independent information. The scope of
the model is largely on frequentist information and does not address
the integration of non-frequentist information explicitly, although it
can still be integrated via a Bayesian prior. Basic ageing is imple-
mented to cope with changing trustee behaviour, but affects the es-
timation quality adversely (as shown in [173]).
2.2.2.4 Despotovic and Aberer’s model
Despotic and Aberer propose a simple Maximum Likelihood-based
trustworthiness estimation model in [42] and investigate probabilistic
and social network trust in [43]. They do not provide a comprehensive
trust model per se; rather, they investigate the predictive accuracy of
Maximum Likelihood and Bayesian estimation in P2P environments,
also including recommender collusion. Aside from standard binomial
trust models, they also investigate the estimation of normally dis-
tributed feedback. Uncertainty is not modelled as statistic parameter.
The need for a multinomial estimation model and the demands of
Requirements 3 to 5 are not addressed.
2.2.2.5 Huynh’s FIRE model
Huynh designed the FIRE model [93, 94] for application in multi-
agent societies. FIRE combines a wide variety of information sources
in a modular approach. The model includes four distinct types of
modules contributing to the computation of a trust score. The four
modules presented in [93] are as follows:
• Interaction Trust: computes trust from the endogenous informa-
tion the truster has on a trustee, i.e., its own prior experiences.
• Role-based Trust: computes trust from the role that the given
trustee fulfils within the interaction at hand.
• Witness Reputation: computes a trust score from the exogenous
recommendations from others.
• Certified Reputation: computes a trust score from certificates sup-
plied by the trustee to the truster, in which other trusters certify
the trustee’s trustworthiness.
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FIRE assumes trustee behaviour to be distributed according to a con-
tinuous, Gaussian distribution in [−1; 1]. Consequently, its estimate is
also in [−1; 1], and therefore not a probability, but rather exemplifies
the expected quality a truster can expect from a trustee in an interac-
tion, scaled to [−1; 1]. As such, FIRE is not a probabilistic trust model.
However, its extensible nature is of some interest. FIRE combines its
different modules by computing a trust score and a reliability score
for each component. Aggregate scores are subsequently computed for
trust and reliability. The trust score is computed as a weighted sum
of the component trust scores, weighted by their reliability and a pre-
determined, component-specific weight. The estimation procedure is
sound in general, given an assumption of Gaussianity (which is dif-
ficult to enforce in real-world settings). However, FIRE trust scores
are not probabilistic, therefore fail to meet Requirement 1. Similarly,
FIRE does not address categorical feedback, and therefore does not
address Requirement 2. FIRE does support trust propagation and, in
a manner, the combination of trust sources through its modular ap-
proach, meeting Requirement 3. It is also flexible enough to include
non-frequentist information (Requirement 4); its certified reputation
component, for instance, can be considered non-frequentist informa-
tion. Further such components are conceivable. In order to deal with
changing trustee behaviour, the trust model implements ageing.
FIRE integrates and adapts aspects of other trust models for agent-
based environement, such as Sabater’s REGRET model [179] and
Ramchurn’s model [168]. Due to its assumptions of Gaussian feed-
back, it is, however, not a probabilistic model in the sense that it
interprets trust as a subjective probability. Furthermore, its reliability
estimate is functional but ad-hoc, as is the integration of its compo-
nents.
2.2.2.6 Kinateder’s UniTEC model
With UniTEC [119, 120, 118], Kinateder introduced a framework that
outlines a number of generic requirements for trust models.In this
framework, identifies five main aspects of trust estimation:
• Trust Measure: The trust score assigned to a trustee, which should
model the trustees trustworthiness from complete distrust, to
neutral (i.e., mistrust), to complete trust.
• Trust Certainty: A confidence measure on the trust score.
• Trust Context: The general context in which a truster trusts a
trustee.
• Trust Directness: Kinateder distinguishes two categories here: di-
rect and indirect trust. The former refers to direct interactions
between truster and trustee, while the latter concern referrals
and recommendations.
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• Trust Dynamics: Trust changes with the addition of new evi-
dence or as time passes.
The strength of UniTEC lies in providing an explicit framework for
what a trust model should be able to compute. UniTEC provides
mappings to integrate trust models such as [1, 179] into its frame-
work, with additional constraints where necessary. Except for trust
context, which is implicitly assumed within this thesis but not explic-
itly modelled, the aspects of Kinateder’s model have influenced the
assumptions and requirements listed in Sections 2.1.3 and 2.2.1.
In its original publication [119], UniTEC uses a simple update rule
for trustworthiness estimation, derived from geometric learning. This
rule already incorporates ageing and fades information over time. De-
spite its derivation, it is interpreted as a probability. For a certainty
measure, the use of the reliability measure from REGRET [179] is pro-
posed. While both trust and certainty are interpreted in a probabilistic
manner, the manner of their computation is somewhat ad-hoc. Thus,
while functionally useful, the goal of their design is not statistical
accuracy. Requirement 1 is therefore not fully met by UniTEC.
Similar to REGRET [179] and FIRE [94], the UniTEC model deals
with continuous rating, instead of m-categorical feedback. While this
is easy to model using a Gaussian distribution, Gaussianity cannot be
guaranteed in the real-world, theoretically requiring the estimation of
the distribution of the actual distribution underlying the continuous
feedback. Consequently, Requirement 2 is not met.
UniTEC provides a number of mechanisms for trust propagation,
as demanded in Requirement 3. Kinateder investigates logic oper-
ators for finding sources of trust relevant information by chaining
recommendations. Averaging operations for aggregating dependent
information are not presented in UniTEC, however. Requirement 4
is also not addressed, as the model is geared towards derivation of
trust from evidence, without explicitly accounting for non-frequentist
information.
UniTEC uses fading and aging mechanisms to cope with with chang-
ing trustee behaviour. Requirement 5 is thus generally fulfilled.
2.2.2.7 Mui’s model
Mui proposed an early Bayesian model [152, 151] for the decentralised
computation of trust. It is built on a sound statistical foundation,
based on posterior Maximum Likelihood estimation over a Beta dis-
tribution. The certainty measure is computed as a function of a pre-
defined desired number of experiences and the actually collected
number of experiences, based on the computation of a Chernoff Bound
on the number of experiences necessary to achieve a desired level
of confidence.The estimation model computes and interprets trust as
probability, the certainty parameter is derived in a statistically mean-
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ingful way (Requirement 1). The estimation model, however, is de-
fined only for binary feedback, not considering m-categorical feed-
back for m > 2. Multinomial support, therefore, is not given.
Um considers recommendations and trust propagation within his
model, he does not, however, provide explicit mechanisms for in-
tegrating endogenous and exogenous trust-relevant information, ei-
ther independent or non-independent. The model, therefore, does
not meet Requirement 3. However, by embracing Bayesian estimation,
Mui permits for the integration of non-frequentist information as part
of the Beta prior (Requirement 4). Changes in trustee behaviour are
not explicitly considered in Mui’s model.
2.2.2.8 Teacy’s TRAVOS model
TRAVOS [189] is a Bayesian trust model for binary feedback. TRAVOS
leverages posterior Maximum Likelihood estimation for computing a
trustworthiness estimate, as well as a statistically well-defined cer-
tainty estimate based on a Beta posterior probability density function.
The computation, representation and interpretation of trust as a prob-
ability is given for this model (Requirement 1). It is, however, geared
exclusively towards binary feedback, not accounting for multinomial
feedback.
TRAVOS places great importance on reliably incorporating recom-
mendations into its estimation model. For this, it provides a sophis-
ticated mechanism to assess recommender reliability. It does not pro-
vide mechanisms for aggregating non-independent information, though.
Thus, it fulfils Requirement 3 only partially. Just as Mui’s model, how-
ever, the presence of a Bayesian prior enables the integration of non-
frequentist information into the estimation process, in principle meet-
ing the demands of Requirement 4. Changes in trustee behaviour are
not considered.
2.2.2.9 Teacy’s HABIT model
HABIT [190] provides a hierarchical model for estimating and combin-
ing trust from different sources. HABIT uses a hierarchical Bayesian
model that is based on sound statistical principles to combine vari-
ous forms of information in order to compute a trust score. A very
interesting feature of using a hierarchical Bayesian approach is the
ability of HABIT to combine reputation and experience from two dif-
ferent models, for instance a categorical model for experience and a
Gaussian model for reputation. HABIT also relies on expected utility
theory in its formulation of a trust decision.
The focus of HABIT lies on sound statistical principles for the com-
bination of trust information from different sources. While this bears
some similarity to the work presented in this thesis, the goal and ap-
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proach varies. For instance, HABIT does not seek to model trust as a
subjective probability per se, in the way presented in this thesis.
2.2.2.10 Wang and Singh’s model
Wang and Singh propose a probabilistic, evidence-based model [196,
197, 198] for trustworthiness estimation. Their approach focuses on
Bayesian estimation of trustworthiness from binary feedback, harness-
ing a Bayesian posterior Maximum Likelihood Estimator to compute
a trust score. They also provide a probabilistic certainty estimator,
based on a Beta posterior probability density function. In their de-
sign of this certainty estimator, they postulate a number of useful
properties for certainty estimation [196] that will be used in this the-
sis (Chapter 3). The estimation model meets Requirement 1, it does
not, however, extend to multinomial estimation, thus not meeting Re-
quirement 2.
Wang and Singh’s model proposes a number of different sophisti-
cated methods to assess recommender trustworthiness [198]. These
are tested against similar mechanisms from the literature, such as
those provided in TRAVOS or the Beta Reputation System. The eval-
uation, however, uses an unconventional scenario to evaluate the ef-
fectiveness of the approaches; recommender trustworthiness is eval-
uated not after every interaction, but after a batch of interactions,
thereby increasing the available information during recommender
evaluation considerably. Chapter 4 evaluates Wang and Singh’s mea-
sures for recommender trustworthiness, among others, against a novel
method introduced in this thesis, in a more conventional setting, in
which recommender trustworthiness is evaluated more frequently.
Since the model does not provide any methods for aggregating non-
independent information, Requirement 3 is only partially met.
By using Bayesian estimation, non-frequentist information can be
integrated into the prior of Wang and Singh’s model. While this is not
explicitly modelled, Requirement 4 is implicitly fulfilled. Their model
does not take changing trustee behaviour into account (Requirement
5).
2.2.2.11 Further Experience-Based Trust Models
The trust models introduced in the previous Sections 2.2.2.1 to 2.2.2.10
are prominent examples of numerous other probabilistic trust models.
Many more models exist, most, however, adapt one or more of those
introduced here to specific applications. Examples of other models
include, among many others, Ganeriwal’s model [65] for wireless sen-
sor networks, Billhardt’s [18] and Hang’s [79] models for service se-
lection, as well as the prominent trust model EigenTrust [115] by Kam-
var et al., which computes a global trust score for each participant in
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Requirements
1 2 3 4 5
CertainTrust partial binomial + + basic
Subjective Logic partial + + + basic
Buchegger partial binomial partial + basic
Despotovic & Aberer partial binomial - - -
FIRE - - + + basic
UniTEC - binomial partial - -
Mui partial binomial - + -
TRAVOS + binomial partial + -
HABIT partial + partial + -
Wang & Singh + binomial partial + -
Requirement 1: Probabilistic Computation, Representation and
Interpretation of Trust and Certainty
Requirement 2: Binomial and Multinomial Estimation Model
Requirement 3: Trust Propagation and Combining Trust Sources
Requirement 4: Integration of Non-Frequentist Information
Requirement 5: Changing Trustee Behaviour
Table 1: Trust Models – Fulfilment of Requirements 1-5.
a P2P environment. A number of surveys exist that provide useful
overviews over the numerous trust models [8, 76, 113, 195, 207].
2.2.2.12 Fulfilment of Requirements
Table 1 summarises the extend to which the trust models described in
Section 2.2.2 meet the requirements postulated in Section 2.2.1. The
entry for CertainTrust [173] encompasses the extended version of Cer-
tainTrust, i.e., its combination with CertainLogic [175, 75]. In a similar
manner, the entry for Subjective Logic [103] encompasses the Beta [108]
and Dirichlet Reputation Systems [107]. As can be seen, none of the
trust models meet all requirements:
• Requirement 1 is met partially by most models in the sense
that they provide appropriate probabilistic trustworthiness es-
timators but do not provide adequate estimators for certainty
estimation; only TRAVOS [189] and Wang and Singh’s model
[197, 194] offer statistically well-derived certainty estimators.
• Requirement 2 is also only partially met by most models; ex-
cept for FIRE [94], which uses a Gaussian estimation model,
all the trust models provide binomial estimation models, how-
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ever, only Subjective Logic provides a multinomial generalisation.
HABIT can integrate any kind of estimation model.
• Requirement 3 is fully addressed by both CertainTrust/CertainLogic
and Subjective Logic through a wealth of operators for combining
both independent and non-independent trust sources. FIRE is,
by its modular nature, at least in principle capable of doing the
same. Partial fulfilment of Requirement 3 means that the trust
models have facilities for trust propagation, i.e., for combining
independent trust sources.
• Requirement 4 is in principle met by all models that harness
Bayesian estimation in their estimation model; here, the prior
information can encode subjective and non-frequentist informa-
tion. The FIRE model is ablate achieve the same feat by provid-
ing additional modules that model subjective or non-frequentist
information.
• Requirement 5 is generally met, by those models that address it,
through the application of ageing or fading mechanisms. These
enable the models to cope with changing trustee behaviour but
limit the accuracy that can be achieved by their trustworthiness
estimators. Therefore, the capabilities for dealing with changes
in behaviour are denoted as basic in Table 1.
In Chapters 3 and 4, methods are developed that aim at enabling
trust models to simultaneously meet all five requirements. For this,
the CertainTrust model will serve as a basis.
2.2.3 Steoreotyping Trust Models
A more recent research trend in trust models has focussed on the
application of feature-based supervised prediction methods to trust-
worthiness estimation. By introducing a set of features that a potential
trustee exhibits, supervised machine learners can be trained to find
correlations between the exhibited features and trustee trustworthi-
ness, potentially mitigating the need to collect a representative num-
ber of experiences for each trustee in order to derive individual trust-
worthiness estimates. By using feature-based estimation, trust may
thus be bootstrapped from a smaller number of interactions than
would previously have been necessary. Stereotyping trust models are
themselves derived from stereotype-based user modelling, pioneered
by Rich [171].
Research on trust bootstrapping via stereotyping by Liu et al. [128],
Burnett et al. [31, 32], and Fang et al. [52] is directed at providing a
better generalisation ability by creating stereotypical profiles for gen-
eralisation in agent societies. Through their use of machine learning
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and data mining, this research can be considered closely related to
the work presented in Chapter 5.2.
liu’s stereotrust model The approach by Liu et al. [128] lever-
ages linear discriminant analysis as a classifier for the prediction of
an outcome. The outcome of this prediction is a class label, indicat-
ing whether or not the next interaction between an evaluating truster
and a potential trustee is expected to be positive or negative, a concor-
dant confidence score is given as the probability of the expected out-
come. This differs from the view of trust as a probability. In fact, the
confidence score represents the estimated trust score in probabilistic
methods. Thus, the model by Liu et al. does not account for estima-
tion uncertainty in determining the probability of a positive outcome.
Additionally, linear discriminant analysis is a rather weak estimator, re-
quiring a strong correlation between feature set and trustworthiness
score to be effective. In [128], this is guaranteed by the choice of data
sets used for the evaluation but can, in all likelihood, not be guaran-
teed in real-world settings.
burnett’s stereotypical trust model Burnett et al. [31] use
M5 decision trees [26, 166] as their base learners. This approach is inte-
grated with Jøsang’s Subjective Logic and uses Subjective Logic opinions
as its regressands,. The model-building regression trees are capable of
returning a probabilistic trust score in the setting chosen by Burnett
et al., which involves binary feedback, concordant with a binomial
trust model. The trust score, albeit without a certainty measure, is
then used as a base rate – that is, dispositional trust information –
within the framework of Subjective Logic. In simulations, Burnett et
al. show that this leads to a markedly improved trustworthiness esti-
mation quality. However, they state that this is very much dependent
on the discriminative power of the provided features. While the M5
tree is considerably more capable than the linear discriminant analy-
sis classifier in in Liu et al.’s model, the simulations in [31] thus only
show the principle practicability of the approach. An investigation of
how supervised machine learners perform with real-world trust and
reputation data is still missing.
fang’s generalised stereotypical trust model Fang et
al. [52] use Fuzzy Semantic Decision Trees as base learners and derive
a probabilistic trust score based upon nominal features – handled by
a so-called semantic process – and non-nominal features – handled
by a fuzzy process. The fuzziness is introduced as it is supposed by
the authors that fuzzy learning techniques perform better under lim-
ited data. Furthermore, an ontological knowledge representation is
chosen for the nominal features, which are placed in a structure that
allows for generalisations. This provides the learner with additional
44 background and related work
information, albeit at the cost of ontology creation. The system is eval-
uated through simulation an compared to the approach by Burnett et
al. Again, not evaluation against real-world data has been conducted.
These simulations demonstrate the general feasibility of the approach.
They do not, however, show the capability of the base learner and the
entire approach to build a prediction model from data that is has
not been carefully generated to show efficacy of the approach in a
simulation settings.
In Chapter 5.2, a number of supervised machine learners will be ap-
plied to a real-world data set generated by a reputation system. Con-
trary to the simulated data in [31, 52], the correlation structures be-
tween regressands (i.e., trust scores) and regressors (i.e., features) are
not pre-determined or even certain to even exist. The results should
be indicative of whether or not stereotyping methods and reputation-
based selection are readily compatible.
2.3 further statistical methods in trustworthiness es-
timation
In this thesis, a number of statistical methods are applied, ranging
from estimation theoretic concepts in the field of point estimation,
to exact hypothesis tests, to non-parametric, model-free learning ma-
chines. In Chapter 3, Bayesian point and interval estimation tech-
niques are put to use for determining trustworthiness and certainty
estimates. Here, standard statistics textbooks furnish background on
point estimates via binomial and multinomial proportions, specifi-
cally, Agresti on categorical data analysis [3], Berger on statistical
decision theory and Bayesian analysis [12], Bernardo and Smith on
Bayesian theory [13], Bolstad on Bayesian statistics [20], Casella and
Berger on statistical inference [35], Jeffreys on the theory of probabil-
ity [99], and Lehman and Casella on the theory of point estimation
[126]. Further work in Chapter 3 on interval-based certainty estima-
tion is built upon the work on interval estimation of binomial pro-
portions by Brown et al. [27], supported by seminal work by Jaynes
[96, 97, 98]. In order to extend interval-based certainty estimation
to multinomial trust models, simultaneous confidence intervals were
adapted for use in multinomial certainty estimators, relying on prior
work by Goodman [70].
Chapter 4 introduces multinomial variants of various operators in
CertainTrust and CertainLogic, extending work by Ries [173, 175], as
well as our own work in [77]. The original operators, in turn, are
based on work by Jøsang [103]. Also in Chapter 4, hypothesis test-
ing using exact hypothesis tests are adapted in several applications,
namely, the determination of recommender trustworthiness, the com-
putation of the degree of conflict in opinion fusion and change point
detection for changing trustee behaviour. Fisher’s Exact Test [56, 55]
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for binomial models and the Fisher-Freeman-Halton Test [58] for multi-
nomial models are used to derive similarity scores for the comparison
of opinions. These tests also represent the basis for the change point
detection model [163] that is applied to trustworthiness estimation,
specifically from work by Ross et al. [178].
In Chapter 5, non-parametric, model-free supervised learning ma-
chines are applied to trustworthiness estimation. The work by Mal-
ley et al. [133] on consistent supervised estimation served as a ma-
jor inspiration in this chapter, in particular with regard to the super-
vised learning machines that were chosen. Specifically, these included
CART [26] and M5 [166] decision trees, random forests [25], as well as
a k-nearest-neighbour variant [24]. Most of these are from Breiman’s
extensive and seminal works on supervised estimators [26, 24, 25].
Further references are given – where necessary – throughout this the-
sis.
2.4 chapter summary
In this chapter, background information and related work on trust
and trust models have been presented. Three subdivisions have been
made, first presenting trust and trustworthiness-related concepts, sec-
ond going into computational trust models, before closing with a
brief overview of the most relevant statistics work used in this the-
sis.
• Concepts of Trust and Trustworthiness: Through differentiating trust
into its various aspects [143, 144] in Section 2.1, the view of com-
putational trust as a subjective probability is motivated and a
workable definition of trust, adapted from Gambetta’s popular
definition [64], is introduced. From this, the need for estimation
theoretic tools for determining such a subjective probability is
derived. In order to define appropriate estimators in later chap-
ters, assumptions with regard to the goal and nature of the trust-
worthiness estimation task at hand are given an explication in
Section 2.1.3.
By taking these steps, the way that trustworthiness estimation
fits into the complex concept of trust is established. In computa-
tional trust, trustworthiness estimation functions as an analogy
to what McKnight et al. [143] term trusting beliefs in social trust.
This defines the type or aspect of trust considered in this thesis
and provides a base for the formalisations given in the coming
chapters.
• Computational Trust Models: Section 2.2 starts with a postulation
of requirements to be met by state-of-the art trust models in
Section 2.2.1. In Section 2.2.2 those trust models that are most
closely related to the work presented in this thesis are intro-
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duced and their compliance with the requirements outlined in
Section 2.2.1 is discussed. None of the trust models in Section
2.2.2 meet all the postulated requirements. While no one-fits-
all solution currently exists, a number of trust models provide
a solid basis for further extensions, specifically Subjective Logic
and CertainTrust/CertainLogic. Other trust models provide inter-
esting solutions to specific requirements, for instance, TRAVOS
and Wang and Singh’s model, which integrate sophisticated cer-
tainty estimators. Stereotyping trust models are introduced, as
they are relevant in Chapter 5 for their application of supervised
learning to trustworthiness estimation.
By explicitly giving the assumptions that the mathematical for-
malisations in this thesis are building upon, the approach for
modelling trust and certainty estimators, for applying process-
ing steps and developing further extensions is given a clear ba-
sis and delineation. Deriving the requirements that drive the
development of trustworthiness estimation techniques and ex-
tensions in this thesis, clear goals for what a trust model should
be capable of are formulated, both motivating and allowing for
a directed development approach. A comparison of various ex-
isting trust models regarding the requirements reveals that indi-
vidual models (are designed) to meet individual requirements,
but none meets all requirements simultaneously.
• Further Statistical Methods: A wider view of related work is pre-
sented in the final Section 2.3 of this chapter. It lists the litera-
ture from statistics and machine learning that provides the basic
tools to be applied throughout the remainder of this thesis.
By providing a brief overview over the methodological basis
in statistics and machine learning, the roots of trustworthiness
estimation in those fields are illustrated. This is done in order to
convey that trust models (should) build upon established and
seminal work.
In Chapters 3 and 4 mechanisms will be introduced and adapted to
CertainTrust that will allow this model to meet all the requirements of
Section 2.2.1. This includes statistically well-founded trustworthiness
and certainty estimators for both binomial and multinomial estima-
tion models. Furthermore, novel methods for integrating and combin-
ing trust-relevant information, and for dealing with changing trustee
behaviour will be developed. All of this is done with the help of sta-
tistical tools (compare, Section 2.3).
In Chapter 5, methods for generalising trustworthiness information
will be investigated. Of particular interest for this is the application
of supervised machine learners. Over the past years, several stereo-
typing trust models have been proposed, as introduced in Section
2.2.3. In the literature, these stereotyping models are evaluated by
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simulations that assume a reasonably benign distribution of the data
that is used for training. In Chapter 5.2, supervised methods will be
tested against a real-world data set, in order to find out whether the
real-world distribution of the data generated by reputation systems
is amenable to supervised methods.

3
T R U S T W O RT H I N E S S P R E D I C T I O N
Within the field of computational trust, robust statistical prediction
methods for determining the future behaviour of a potential trustee
have received particular attention. Recalling that trust was defined in
Definition 2 as a ‘ subjective probability with which an agent [the truster]
expects that another agent or group of agents [the trustee] will perform . . . ’,
the framing of trust as a probability estimation problem is intuitive.
As such, trust assessment, i.e., the process of establishing the subjective
probability of Gambetta’s definition, is regularly tackled in the related
literature. Machine learning and statistical estimation have been the
dominant tools applied so far. Traditionally, experience-based Bayes
predictors form the basis of many of the proposed trust prediction
models, while more recently other prediction paradigms, in parti
In this chapter, the Bayesian foundations of the CertainTrust model
[174], a state-of-the-art binomial trust model, will be revised and ex-
tended. In the first part, Section 3.1, the original version of Certain-
Trust will be augmented by statistically sound methods for a more ac-
curate certainty estimation. To this end, two different approaches will
be delineated, a Bayesian Credible Interval Based Certainty Estima-
tor and a Frequentist Confidence Interval Based Certainty Estimator.
These new certainty estimators adapt work on binomial proportion
confidence intervals from the statistics literature. In order to integrate
them with CertainTrust, the computation of the CertainTrust expecta-
tion value is generalised. CertainTrust also facilitates the graphical rep-
resentation of trust and certainty scores via its Human Trust Interface
(HTI). The HTI is modified in order to represent certainty scores com-
puted from confidence intervals. This allows the user to graphically
interpret the probable dispersion of a trust estimate.
In the latter part of this chapter, Section 3.2, the CertainTrust model
is extended further to handle multi-categorical input generated from
a multinomial process. The newly introduced certainty estimators
are extended from binomial-proportion interval-based methods to
handle simultaneous certainty estimates for multinomial proportions.
Additionally, the HTI representation is adapted for dealing with multi-
nomial opinions.
3.1 binomial case
At its core, trust assessment can be interpreted as a statistical proba-
bility estimation problem of determining a probability P(y), where y
is a representation of the particular action of Gambetta’s definition. In
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the binomial case, we consider the decision whether or not to trust
as a binary classification problem – a truster classifies a trustee as
either trustworthy or untrustworthy. In this sense, trustworthiness
classification is a discriminatory problem suitably assigned to statis-
tical learning methods. However, in order to satisfy the definition of
trust as a subjective probability, assigning a class label is insufficient.
Rather, the goal in trust assessment is estimating the probability of
class membership, establishing just how likely a particular trustee is to
be trustworthy.
For the binomial case, we will adopt a simplified version of the Cer-
tainTrust [174] opinion representation, ω := (t, c). Here, t represents
an estimate of the trustworthiness of a particular trustee, while c rep-
resents an estimate of how certain – that is, reliable – the estimate t
is.
The probability estimate t will be addressed in its fundamentals in
Section 3.1.1. The probability estimation task is addressed as a bino-
mial proportion; this is concordant with the state-of-the-art in com-
putational trust modelling. The final result is identical to the work
presented by Ries [174] and similar to many other trust models (see
also [113]).
The certainty parameter, c, is an estimate that builds upon the fun-
damental properties of the probability estimate and the theory of in-
terval estimation for binomial proportions. The work presented in
Section 3.1.2 extends the state-of-the-art by providing a statistically
sound certainty measure for trust assessment.
3.1.1 Binomial Probability Estimation
Placing the process of estimating trustworthiness in the context of
probability theory and limiting the scope of the prediction to the im-
mediate future, the aim of trustworthiness prediction is to reliably
estimate the probability of the trustee acting in a trustworthy man-
ner in the next interaction with the truster, based upon representative
input data. Thus, if y ∈ {0; 1} is the outcome of such a future interac-
tion, the goal is to compute a conditional probability P(y = 1|x) given
the features x. The set of feature x serve as input data for the estima-
tion process. For instance, x can contain a history of prior interactions.
Furthermore, for binary outputs, it follows that P(y = 1|x) = E(y|x).
Thus, the binary estimation model entails the computation of a bino-
mial expectation value.
The kind and origin of the representative input data, i.e., x, are
important for the construction of estimators that compute a trust es-
timate. In the following, it is assumed that the trustor can uniquely
identitfy the trustee and can evaluate the outcome of an interaction
with the trustee after it has taken place. In the binomial case, an in-
teraction can either have a successful outcome, generating a positive
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experience, or an unsuccessful one, generating a negative experience.
Thus, in terms of Gambetta’s definition [64], if the trustee performs
the ‘... particular action...’ according to the truster’s expectations, the
interaction will result in a positive outcome; otherwise, a negative
outcome will ensue. The outcome of interactions between truster and
trustee, which can be thought of as a function of the trustee’s per-
formance and the truster’s expectations, is typically encoded as 1 for
a successful interaction yielding a positive outcome and as 0 for an
unsuccessful interaction yielding a negative outcome. Repeated in-
teractions between specific pairs of truster and trustee will therefore
yield an interaction history of experiences for each pairing, that can be
represented as a sample {0; 1}n, with n ∈N being the number of past
interactions1.
Assuming that unique identity and interaction history is the only
information a truster has for evaluating a trustee, trust assessment
constitutes a non-associative probability estimation problem based on
learning the behaviour2 of the trustee. By non-associative, it is meant
that no features are observed that would permit the creation of as-
sociation rules, except for the interaction history. For the time being,
we will also not consider contextual and situational information ex-
plicitly, but rather assume that context and situation are implicitly
determined beforehand. Thus, they are not parameters of the esti-
mation model per se. Thus, the conditional probability to be estab-
lished, that is, the probability of success (of a positive outcome), is
P(y = 1|x ∈ {0; 1}n).
In order to facilitate deriving an appropriate estimator of P(y =
1|x ∈ {0; 1}n) and leverage point estimation techniques (see gener-
ally [126]), the sample will be assumed to be generated by a simple
stochastic process – a Bernoulli trial. Hence, the sample follows a bino-
mial distribution. In this model, concept drift or non-stationarity – that
is, a change in the data-generating process – is not accounted for.
Detecting and compensating non-stationarity will be discussed as a
data-processing step in Section 4.5.
From the assumption of a binomial distribution underlying trust
assessment in the binomial case follow a number of conclusions – in
particular with regard to the data available at the time of making a
trust assessment. These we will leverage in the following. First, from
repeated interactions between truster and trustee, an evidence-base of
prior experiences between these two specific entities is created. This
evidence-base is in the form of a time series of randomly generated
values in {0; 1}, so that after n interactions (or trials) there exists a
specific sample of {0; 1}n. Second, the probability of success p that
1 The notation 0; 1n represents the set of all (ordered) n-tupels consisting of zeros and
ones.
2 The fundamental mechanics of this particular kind of learning task are a basic estima-
tion problem, which has been explored exhaustively, for instance, in mathematical
learning theory [9, 33].
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uniquely describes the binomial distribution, being the estimand, is
identical for all trials in the time series, and the individual trials are
statistically independent.
Thus, a given sample of size n can be considered a random vari-
able X, that follows the binomial distribution with probability mass
function (pmf ) f(x;p,n) =
(
n
x
)
px(1− p)n−x. Here, x denotes the sum
of successes in the random variable, that is, the sum of 1-elements in
the sample. Accordingly, n− x represents the sum of failures, that is,
the sum of 0-elements. Because all trials are assumed to be indepen-
dent and identically distributed (iid), it follows that a trial is distributed
according to a Bernoulli distribution with parameter p. The binomial
distribution has a single parameter p ∈ [0; 1] and the data, in the
form of a sample {0; 1}n, can be summarised in a sufficient statistic,
for instance the sum of successes, i.e., x =
∑n
1 {0; 1}
n.
Under the assumption of iid outcomes, the probability of a positive
outcome, P(y = 1|{0; 1}n), is solely dependent on the parameter p of
the Bernoulli distribution that is driving the repeated trials. Since p
is an unknown parameter, an estimate pˆ has to be established from
the information available – the sample X. An appropriate estimator
δ is, for instance, the sample mean of X, yielding pˆ = xn [126]. The
sample mean is the Maximum Likelihood Estimator (MLE) for p. Thus,
trust assessment in the binomial case is a type of binomial proportion
estimation problem.
From a Bayesian perspective, it might be desirable to substitute the
posterior Maximum Likelihood Estimator, which includes a prior. Such
a prior can encode subjective, a-priori knowledge and is generally
realised as a pseudo-count added to the actually observed interaction
history. The choice of prior is discussed in Section 3.1.6, p. 66.
3.1.2 Binomial Certainty Estimation
Establishing the probability estimate t of a (simplified) CertainTrust
opinion ω := (t, c) as a point estimate pˆ = xn of the binomial propor-
tion of a statistical sample is intuitive, as argued in Section 3.1.1. Even
under the assumption of an apparently simple binomial distribution
underlying trust assessment in the binomial case, however, estimating
the binomial proportion alone is insufficient for reliably determining
the true parameter p. Because the point estimate pˆ is made from a
statistical sample that was generated by a random process, the possi-
bility of sampling error has to be taken into account.
The potential for estimating and expressing sampling error has
been addressed in various trust models through the notion of mod-
elling (un-)certainty, for instance in Jøsang & Ismail [108], Wang &
Singh [196], Teacy et al. [189], or in Ries [174].
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In the following, we will interpret certainty as an estimate that ex-
presses the reliability of the point estimate t = pˆ. As such, it is a
function of the data contained in the sample.
Definition 6 (Certainty). Certainty is an estimate for the reliability of
the trust estimate t = pˆ. Its range is [0; 1]. A Certainty Function or
Certainty Estimator is a statistic for computing this estimate.
In this context, reliability [154] in a statistical sense is a measure of
the variability of a measurement. Reliability accounts for the error
contained within the measurement, for instance, sampling error. De-
termining the true reliability of a measurement requires knowing both
the true score component and the error component – both of which
are – in general – individually unobservable. Thus, a corresponding
estimate is required.
Under the given assumptions of a binomially distributed random
variable with fixed probability of success p, i.e., generated by a sta-
tionary process, the notion of reliability is synonymous with precision.
Furthermore, because the sample mean is a consistent estimator of the
parameter p of the binomial distribution that was used to generate the
sample, increased certainty also implies increased validity/accuracy of
the estimate.
If certainty is understood as an estimate of the precision and accu-
racy of the point estimate pˆ = t with regard to some unobservable
parameter p, as it will be here, a large body of work from the field
statistical science can be adapted. Through the formalisation of trust-
worthiness estimation as a binomial probability estimation problem,
the application of confidence interval estimation techniques for bino-
mial proportions is enabled. Interval estimation of the probability of
success (that is, the parameter p) in a binomial distribution has been
one of the ’most basic and important problems in statistical practice’ [27].
It has thus received considerable attention over the past decades.
Conversely, while the concept of (un-)certainty is central to state-
of-the-art in Bayesian trust assessment, statistically sound methods
of interval estimation have not been considered in the literature on
computational trust.
Many of the certainty estimators proposed in the literature [103,
152, 174] are heuristically derived. They leverage the fundamental
property that with increasing sample size n the trust estimate t = pˆ =
x
n converges to the true parameter p of the binomial distribution. This,
of course, follows directly from the strong consistency of the sample
mean as an estimator of the parameter p of the binomial distribution3,
i.e., lim
n→∞ pˆ = p.
Recent work by Wang & Singh [196, 197] has contributed consider-
ably to providing improved certainty estimation. They achieved this,
3 Under the assumption given in section 3.1.1
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by basing their certainty estimation directly on the prior assumption
of the Bayesian estimation process.
3.1.3 Bayesian Foundations of Certainty Estimation
Recall that the estimation task at hand is the determination of the
value of the parameter p of a binomial distribution with pmf f(x;p,n) =(
n
x
) · px · (1− p)n−x. A random variable X that follows this distribu-
tion is assumed to be generated by repeated Bernoulli trials with
probability mass function f(x;p) = px · (1 − p)1−x, with x ∈ {0; 1}.
When expressed as a function of the parameter p, this yields g(p) ∝
pα · (1− p)β for some constants α and β. From this, we can derive
a probability distribution of the parameter p ∈ [0; 1] by multiplying
g(p) with an appropriate normalising constant, so that
∫1
0 g(p)dp = 1.
This normalisation is achieved by dividing g(p) by the Beta func-
tion B(α,β) = Γ(α)·Γ(β)Γ(α+β) , for some α,β > 0 and Γ(z) =
∫∞
0 t
z−1 · e−tdt.
The resulting probability distribution is the Beta distribution with the
probability density function (pdf) given in Equation 1.
f(p;α,β) =
Γ(α+β)
Γ(α) · Γ(β) · p
α−1 · (1− p)β−1
Γ(z) =
∫∞
0
tz−1 · e−tdt
(1)
In Bayesian statistics, the Beta distribution is the conjugate prior dis-
tribution of the Binomial distribution [12, 49], with α and β being
positive shape parameters of the distribution. In order to incorpo-
rate prior knowledge and since the Beta distribution is undefined for
α,β = 0, a proper prior [12] can be guaranteed by adding constant
values α0,β0 > 0 to α,β. The resulting Beta distribution with pdf
f(p;α0,β0) represents the prior (density) given some prior informa-
tion about the distribution of p encoded in α0,β0.
However, even when no prior information is available, non-informative
priors can be leveraged to obtain Bayesian estimates. Such a prior
should not contain any information about p; that is, it favours no pos-
sible values of p over others [12]. Frequently used non-informative
priors include the Uniform prior with α0 = β0 = 1 for point estima-
tion and the Jeffreys prior with α0 = β0 = 12 for interval estimation
[12, 96, 97, 99].
The use of the uniform prior follows from Laplace’s Principle of In-
sufficient Reason, by which an equal probability assignment to each
point in the parameter space is due to an insufficient reason to sup-
pose an alternative [117, 124]. Reasonably, it is a reference prior [117, 99]
for the estimation of location parameters.
The non-informative Jeffreys prior is deduced from a Principle of In-
variance [99] that ‘equivalent propositions have the same probability’. This
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requires a rule for determining the prior density in such a manner
that it is invariant to the change of variables (for a detailed explana-
tion, see [96]).
One way to satisfy this condition is by choosing the prior density
for the unknown parameter p proportional to the square root of the
Fisher Information [126] – that is, f(p) ∝√det(I(p)). For the binomial
case, we know that I(p) = np·(1−p) . Therefore, it follows that√
det(I(p)) =
√
n · 1√
p · √1− p
and thus
f(p) ∝ 1√
p · √1− p = p
− 12 · (1− p)− 12
Accordingly, p ∼ Beta(12 ,
1
2) [99].
If instantiated with the sum of successes4 in sample X = {x1, x2, . . . , xn}
of size n ∈ N, 0 < α = α0 +
∑n
i=1{xi, xi = 1}, and the sum of
failures in the same sample, 0 < β = β0 +
∑n
i=1{xi, xi = 0}, the
Beta distribution gives the probability distribution of the parame-
ter p over the parameter space [0; 1]. Because
∫1
0 f(p;α,β)dp = 1,
this is an actual probability distribution of p rather than merely a
likelihood function. This instantiation of the Beta distribution con-
stitutes the posterior probability distribution of p, conditional on the
prior and the evidence contained in the sample X. Following [99],
Posterior probability ∝ Prior probability× Likelihood.
In terms of sample mean pˆ ∈ [0; 1] and sample size n, the pdf of
the Beta distribution can be reformulated by setting α = n · pˆ and
β = n · (1− pˆ), resulting in Equation 2.
f(p; pˆ,n) =
Γ(n)
Γ(n · pˆ) · Γ(n · (1− pˆ)) · p
n·pˆ−1 · (1− p)n·(1−pˆ)−1 (2)
The relationship between the binomial distribution and its conju-
gate prior Beta distribution is harnessed by Bayesian trust models,
such as [28, 108, 151, 174], to provide a solid statistical foundation for
the computation of trust scores. Here, both the posterior mean, αα+β ,
and the posterior mode5, α−1α+β−2 , furnish a consistent estimator for p.
Given the posterior distribution and the definition of certainty (Def-
inition 6, p. 53), we can also provide a certainty estimator built upon
the dispersion of the Beta distributed posterior of the parameter p. If
we consider the dispersion characteristics of a Beta distributed ran-
dom variable, for instance measured as variance (Equation 3), it is
4 Note that the sum of successes in a sample, x =
∑n
i=1{xi, xi = 1}, is a sufficient
statistic for estimating p.
5 Depending on the choice of prior.
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governed by two components: the size of the sample, n, and the loca-
tion of the estimate pˆ.
var[p] =
α ·β
(α+β)2 · (α+β+ 1) =
1
n+ 1
· pˆ · (1− pˆ) (3)
This provides an explicit motivation for Jøsang’s uncertainty esti-
mator 1n+1 [102], which is, in essence, equivalent to a certainty esti-
mator nn+1 that meets the requirements of Definition 6, p. 53. Obvi-
ously, nn+1 ∈ [0; 1[ and limn→∞ nn+1 = 1. This estimator, however, com-
pletely disregards the second component of the variance, the location
of the estimate pˆ. Additionally, the certainty estimate nn+1 approaches
1 comparatively quickly, giving comparatively high certainty values
for a low number of observed interactions. Thus, the possibility of
random sampling error may not be accounted for.
Some recent work on improving certainty estimation [160, 197]
has taken into account the impact of the variance of observations
on the conditional distribution of p. Wang & Singh [197] term this
conflict in the evidence, the impact of which they derive somewhat
heuristically. However, it follows formally from Definition 3, p. 56,
that the dispersion in terms of variance is a parabolic function with
max(var[p]) ∝ max(pˆ · (1− pˆ)) for fixed n. The maximum is attained
at pˆ = 12 , as can be seen by simple derivation .
Recalling that the dispersion of the Beta distributed posterior gives
the conditional dispersion of the possible values of the parameter p,
it is clear that a lower dispersion, i.e., a lower variance, results in a
higher certainty – they are inversely related. Thus, the variance of the
posterior provides a measure of the certainty of a trust estimate. It is,
however, not easily interpretable semantically in probabilistic terms.
That is, we still desire a certainty estimator that is easy to interpret by
semantic standards, but at the same time takes the dispersion proper-
ties of the Beta posterior into account.
3.1.4 Bayesian Interval-Derived Certainty
In both Bayesian and frequentist interpretations of probability, the re-
liability of a point estimate is conventionally expressed as an interval
estimate of the possible distribution of the estimate. In Bayesian statis-
tic, this interval takes the form of a credible interval that can be defined
as follows [13]:
Definition 7 (Credible Interval). Let pi(θ; x) be a posterior distribution
of an unknown parameter θ ∈ Θ ⊆ R given data x. A 100 · (1− z)%
credible interval is an interval, so that for some l,u ∈ Θ (i.e., l < u in
the range of pi(θ; x), [l;u] ⊆ Θ), it holds that:
1− z 6 P(l 6 θ 6 u; x) =
∫u
l
pi(θ; x)dθ
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Because the posterior distribution is an actual probability distribu-
tion on Θ, with θ a random variable that is conditionally distributed
according to pi(θ; x), it is possible to speak meaningfully of the prob-
ability that θ ∈ [l;u] [12]. Thus, we can say that, with a given con-
fidence level 100 · (1 − z)%, the true value of the parameter that is
being estimated is contained within the credible interval. The value
of z ∈ [0; 1] can be thought of as a level of residual uncertainty that a
truster is willing to tolerate.
3.1.4.1 Semantic Interpretation
In the Bayesian model of inference, the estimand, in our case p, is
a random variable with a probability distribution [35]. While this
property is leveraged to justify inference over the posterior for de-
termining a trust score via point estimation in various Bayesian trust
models, it also furnishes a solid justification for computing a certainty
estimate from a Bayesian interval estimate. Additionally, the exten-
sion of well-established estimation methodologies contributes to the
semantic interpretability of certainty estimators that are based upon
Bayesian credible intervals. By basing the certainty estimate on a well-
established measure of the possible dispersion of the estimand param-
eter, such as defining certainty as the length of a specific confidence/-
credibility interval, the certainty estimate can be readily related to a
standard measurement of statistical variability.
The reliability of an inference on the unimodal (for α,β > 1) Beta
posterior, with regard to p, is expressed based on the statistical dis-
persion of the random variable p. A statement about the certainty,
c ∈ [0; 1], of a parameter estimate pˆ of p should be a probabilistically
interpretable measure of just this dispersion. From the definition of
the credible interval (Definition 7, p. 56), we have three constants: the
lower bound of the interval, l, the upper bound of the interval, u, and
the desired confidence level 100 · (1− z)%. The bounds l ∈ [0; 1] and
u ∈ [0; 1], with l 6 u, enclose an interval that can be said – because it
has a Bayesian derivation – to contain the random parameter p ∈ [0; 1]
with a probability of at least 100 · (1− z)%. That is, the probability that
p /∈ [l,u] is smaller than 100 · z%.
However, the credible interval is characterised by a tuple (l,u) ∈
[0, 1]2, instead of the scalar certainty estimate that is desired when
using the CertainTrust opinion representation ω := (t, c, f). In sur-
vey sampling, a statistic usually used to express random sampling
error in a scalar is the margin-of-error, defined as “the half-width of
the confidence interval”6 for a given estimate [130], i.e., for pˆ. The con-
fidence intervals used in survey statistics are typically constructed
using the normal approximation derived from the Wald large sample
6 Although there is a difference of interpretation between a frequentist confidence
interval and a Bayesian credible interval, assume them to be equivalent for now. The
difference will be briefly addressed in Section 3.1.5, p. 62
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test for the binomial case [27]. Since this approximation supposes a
normal distribution of the parameter p over [0; 1], the margin-of-error
in this case, κα/2 ·
√
1
n · pˆ · (1− pˆ), is symmetrical around pˆ (κα/2 is
the 100 · (1− z2 ) percentile of the standard normal distribution).
The Wald approximation in the binomial case is very inaccurate
[27]. The Bayesian credible interval with a Beta prior is more accurate,
in terms of coverage properties [27]; the resulting Beta posteriors are,
generally, not symmetric. Additionally, we are not interested in the
actual endpoints of the interval, but in a statistic that describes the
reliability of the estimate pˆ. As such, the length of the credible interval
suffices.
The length of the credible interval is contained in [0; 1] and ap-
proaches zero with increasing sample size n, as is shown below. Con-
veniently, the interval length is given in the same scale as p – that
is, in percentage points if multiplied by 100. We know therefore that,
with a residual uncertainty of 100 · z%, the likely dispersion of pˆ is
within a range of percentage points given by the interval length7.
What remains is to actually construct a credible interval for p ∼
Beta(α,β).
3.1.4.2 Interval Construction
Obviously, for a given value of z, there is no unique credible interval.
A usual approach for attaining a specific credible interval for θwould
be to compute the interval that has the minimal length. This can be
achieved by considering the interval which has the highest posterior
density [12, 13], the Bayesian HPD interval. However, HPD intervals
are considerably harder to compute than and do not perform as well
as equal-tailed credible intervals in frequentist terms [27]. Since many
natural conjugate priors, in particular the Beta prior distributions we
are interested in here, are unimodal for α,β > 1, the resulting poste-
riors are unimodal as well. From this, the use of intervals, instead of
more general credibility sets [12, 13], results. Furthermore, since we
are considering a binomial proportion problem that is necessarily uni-
modal and has a finite range [0; 1], equal-tailed intervals approximate
the HPD intervals well [12].
Definition 8 (Equal-tailed Credible Interval). A credible interval is
equal-tailed if the probability to exclude θ from [l;u] is the same for
both the lower bound l and the upper bound u:
z
2
6 P(θ < l; x) = P(θ > u; x)
Applied to the binomial proportion estimation problem that is con-
stituted by trust assessment, we can thus formulate a credible interval
for the estimate of the parameter p using the non-informative Jeffreys
prior Beta(12 ,
1
2). Following [27], we can define:
7 By Definition 7, p. 56, the trust estimate pˆ is contained within the credible interval.
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Definition 9 (Jeffreys Interval). Let X ∼ Bin(n,p) and p have a non-
informative prior distribution Beta(12 ,
1
2). Furthermore, let B(z;α,β)
denote the z quantile of a Beta(α,β) distribution. Then, the equal-
tailed 100 · (1− z)% Jeffreys (prior) interval is defined as
CIJ = [LJ(x),UJ(x)]
where LJ(0) = 0 and UJ(n) = 1 and otherwise
LJ(x) = B(
z
2
; x+
1
2
,n− x+
1
2
)
and
UJ(x) = B(1−
z
2
; x+
1
2
,n− x+
1
2
)
The interval is the central 1− z posterior probability interval that
omits z2 in each tail. It is modified for the special cases of x = 0 and
x = n by adjusting the bounds according to Definition 9, i.e., LJ(0) = 0
and UJ(n) = 1. This is done in order to guarantee good frequentist
performance, with regard to frequentist coverage probabilities [12].
Based on the Jeffreys interval, we can now define a Bayesian Cer-
tainty Estimator by harnessing that lim
n→∞ length(CIJ) = 0 and that pˆ
is a consistent estimator, lim
n→∞ pˆ = p.
Definition 10 (Credibility Interval-based Certainty Estimator). The
Credibility Interval-based Certainty Estimator for a trust estimate t =
pˆ = xn and an acceptable residual uncertainty level (confidence level)
(100 · z)%, is defined as
CJ;(100·z)%(x,n) := 1− (UJ(x) − LJ(x))
This estimator provides a statistically sound estimate of dispersion
of the estimand parameter p. It is derived directly from the Beta dis-
tribution, and thus conforms to the Bayesian interpretation of trust
assessment.
3.1.4.3 Monotonicity Property for fixed pˆ, n→∞
Wang & Singh [197] postulate three properties that they consider im-
portant for certainty estimators. The first two of those are concerned
with monotonicity of the certainty functions under different parama-
terizations. First, they demand that for a fixed proportion estimate pˆ,
the certainty estimate should increase with sample size n for n > 0.
This property follows directly from the construction of the Credibility
Interval-based Certainty Estimator.
Property 1. Fix the proportion pˆ = xn . Then CJ;(100·z)%(x,n) increases
with n for n > 0.
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proof Recall that the Beta distribution is unimodal for α,β > 1,
and that CJ;(100·z)% equals 1− length(CIJ) for some confidence level
z. Furthermore, CIJ is an equal-tailed, central credible interval for p.
It follows, that for a fixed proportion estimate pˆ, CJ;(100·z)% is pro-
portional to the standard deviation sd[p] =
√
var[p] ; according to
Equation 3 we can thus rewrite: 1− CJ;(100·z)% ∝
√
1
n+1 · pˆ · (1− pˆ).
As pˆ · (1 − pˆ) is assumed to be fixed, this can be simplified to 1 −
CJ;(100·z)% ∝
√
1
n+1 . As limn→∞
√
1
n+1 = 0 and
√
1
n+1 is strictly mono-
tonically decreasing, Wang & Singh’s first property follows.
3.1.4.4 Monotonicity Property for fixed n, variable pˆ ∈ [0; 1]
Wang & Singh’s [197] second property demands that a certainty es-
timator for a binomial proportion trust estimation problem should
report minimum certainty at pˆ = 0.5 for fixed sample size n. Fur-
thermore, the certainty estimate should be monotonically decreasing
with increasing pˆ for pˆ ∈ [0; 0.5] and monotonically increasing with
increasing pˆ for pˆ ∈ [0.5; 1]. Again, this property follows directly from
the construction of the Credibility Interval-based Certainty Estimator.
Property 2. For fixed sample size n and variable proportion pˆ = xn ,
CJ;(100·z)%(x,n) is decreasing when 0 6 pˆ 6 12 , and increasing when
1
2 6 pˆ 6 1. For fixed n and variable pˆ, CJ;(100·z)%(x,n) is minimised at
pˆ = 0.5.
proof Since 1−CJ;(100·z)% ∝
√
1
n+1 · pˆ · (1− pˆ), as outlined above,
when we fix n this time, we know that 1−CJ;(100·z)% ∝
√
pˆ · (1− pˆ)
for variable pˆ. Straightforward derivation of pˆ
1
2 · (1− pˆ) 12 in pˆ, shows
that this function is maximised at pˆ = 0.5. Furthermore, since pˆ · (1−
pˆ) is monotonically increasing with increasing pˆ for pˆ ∈ [0; 0.5] and
monotonically decreasing with increasing pˆ for pˆ ∈ [0.5; 1], Wang &
Singh’s second property follows.
3.1.4.5 Bijection to Evidence Space
The third property demanded by Wang & Singh [197] is a bijection
between the opinion space, in our case given by CertainTrust opinions
ω := (t, c, f), and the (simplified ) evidence space E = {(r, s)|r > 0, s >
0,n = r+ s}, as modelled by [103, 197]. The evidence representation
(r, s) is a simple transformation from the representation more com-
monly found in the statistics literature, e.g., [12, 27], (x,n), where x is
the sum of successes and n the sample size. Thus, x = r and s = n−x;
that is, r is the sum of successes and s is the sum of failures in a sam-
ple of size n = r+ s. Note that x, respectively r, is a sufficient statistic
for sample X ∼ Bin(n,p) [35].
For the moment, we will be omitting the initial trust parameter
f of the CertainTrust opinion space, a parameter that is typically
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assigned by the user and expresses subjectivity. The prior distribu-
tion induced by the parameter f will be discussed in Section 3.1.6.
Since the initial prior does not impact the likelihood-only posterior
distribution, it does not contribute directly to the computation of t
and c in the CertainTrust model and can be considered a system pa-
rameter. Thus, assuming f as constant, the relation Z, from evidence
space to opinion space, is as given above. Hence, ω := (t, c, f) =
( xn ,CJ;(100·z)%(x,n), f) = (
r
r+s ,CJ;(100·z)%(r, r + s), f); for r + s = 0,
we follow Ries [173] and posit t = 12 in this case.
Property 3. There exists a bijection from the evidence space E = {(r, s)|r >
0, s > 0,n = r+ s} = {(x,n)|n > x > 0, x = r,n = r+ s} to opinion
space O = {(t, c)|0 6 t 6 1, 0 6 c 6 1}, such that Z(x,n) = (t, c) and
Z−1(t, c) = (x,n), where t = xn and c = CJ;(100·z)%(x,n).
proof That Z is bijective can be shown by applying the same
method as [197]. Since t = xn , we only need to show that we can
uniquely determine n from CJ;(100·z)%(x,n). Following the arguments
of [197], the existence and uniqueness of n is proved by showing that
1. CJ;(100·z)%(x,n) is monotonically increasing for fixed pˆ = t = xn
and n > 0 (Property 1)
2. lim
n→∞CJ;(100·z)%(x,n) = 1 for fixed pˆ = t = xn
3. lim
n→0
CJ;(100·z)%(x,n) = 0 for fixed pˆ = t = xn
The first point follows from Property 1. For the second and third
point, the behaviour of CJ;(100·z)%(x,n) in the limits towards zero and
infinity can be easily shown by harnessing that for fixed pˆ it holds
that 1−CJ;(100·z)%(x,n) ∝
√
1
n+1 .
The function for computing CJ;(100·z)%(x,n) is open form. Thus,
the inverse function needed to compute Z−1 is also unavailable in
closed form representation. Since Wang & Singh’s approach [197] has
the same restrictions, they propose a binary search algorithm (Algo-
rithm 1, p. 62) of complexity Ω(− lg ), which we will adopt8.
The upper bound nmax can be determined by exponentially in-
creasing n and computing CJ;(100·z)%(pˆ · n,n) until a value is found
for which the certainty estimate, c, that is recorded in the opinion
ω := (t, c, f) is exceeded [197]. Alternatively, an upper bound may
be established via look-up in pre-computed tables for various impor-
tant or frequently used certainty values and confidence levels, such as
c = 0.99999 (“five nines”) at a confidence level of z = 0.95 (leveraging
Property 1). These tables can be held reasonably short by providing
only worst case estimates; that is, only maintaining table entries for
p = 12 (Property 2).
8 For small n ∈N, approximate solutions for CJ;(100·z)%(x,n) and its inverse may be
provided in pre-computed tables, for instance given in Appendix B.
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Data: Trust estimate t = pˆ = xn , certainty estimate
CJ;(100·z)%(x,n)
Result: Sample size n, and sum of successes x
// Initialize parameters
t=pˆ;
c=CJ;(100·z)%;
n1 = 0;
n2 = nmax;
// Approximate n to specified precision 
while n2 −n1 >  do
n = n1+n22 ;
if CJ;(100·z)%(t ·n,n) < c then
n1 = n
end
else
n2 = n
end
end
return n, x = t ·n
Algorithm 1: Calculation of (x,n) = Z−1(t, c) [197]
3.1.5 Confidence Interval-Derived Certainty
The method of deriving a certainty estimate from Bayesian intervals
presented in the previous section (Section 3.1.4.2, in particular Def-
initions 8 to 10) leverages statistically sound principles of interval
estimation. Inconveniently, however, it is unavailable in a closed form
representation – a shortcoming shared by Teacy’s [189] and Wang &
Singh’s methods [197].
A closed form for both the certainty estimator C(x,n), as well as its
inverse function, offers quicker comprehension and a more compact
representation of the mathematical operations used for computing
the estimate. At the same time, the easy interpretability of the credi-
bility interval based certainty estimator should be retained.
Recall that the certainty estimator CJ;(100·z)%(x,n) is based on an
open form interval estimate, the (100 · z)% credibility interval of the
Jeffreys prior. The aim thus is to find a closed form way of comput-
ing an alternative interval. This interval should approximate the be-
haviour of the Jeffreys interval.
Recall that, in the presented form, trust assessment is essentially a
binomial proportion estimation problem. As such, the goal is to esti-
mate a single parameter, p, the probability of success from a binomial
distribution. Furthermore, the data in the sample X ∈ {0; 1}n can be
summarised in a single sufficient statistic [35], x =
∑n
1 {0; 1}
n.
In this very specific case, i.e., single parameter estimation and a
summarising sufficient statistic, the frequentist confidence and the Bayes-
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ian credible interval are highly similar9 [12, 97]. Thus, the – normally
carefully maintained – difference in interpretation and meaning be-
tween frequentist and Bayesian method (see generally [12, 35]) does
not impact the semantic interpretability of the certainty estimate if
we substitute a confidence interval for the credible interval of similar
frequentist performance.
The good frequentist performance of the Jeffreys prior interval has
been remarked upon in the literature [27, 117, 199]. Together with
two other interval estimators, the Wilson interval [204] and the Agresti-
Coul interval [4], it has been recommended for the interval estimation
of binomial proportions [27]. The Jeffreys and Wilson intervals, in
particular, perform similarly well for small sample sizes. Therefore,
basing a certainty estimator on the Wilson interval should yield simi-
lar performance, while overcoming the Jeffrey interval’s limitation of
not being available in closed from.
3.1.5.1 Interval Construction
Because of its good performance – in terms of expected length and
coverage probabilities [27] – as well as a reasonably compact closed
form representation, the Wilson interval lends itself to computing a
confidence interval-derived certainty estimate.
Definition 11 (Wilson Interval). Let Φ(z) be the standard normal dis-
tribution function and κ the 100 · (1 − z2 ) percentile of the standard
normal distribtution, i.e., κ = Φ−1(1− z2). pˆ =
x
n , X ∼ Bin(n,p). The
100 · (1− z)% Wilson interval [27, 204] is defined as:
CIW =
x+ κ
2
2
n+ κ2
± κ ·
√
n
n+ κ2
·
√
pˆ · (1− pˆ) + κ
2
4 ·n
Thus, the upper bound of the Wilson confidence interval, UW(x),
and the corresponding lower bound, LW(x), for a sample X ∼ Bin(n,p)
of size n ∈N, are given by:
UW(x) =
x+ κ
2
2
n+ κ2
+
κ · √n
n+ κ2
·
√
pˆ · (1− pˆ) + κ
2
4 ·n
and
LW(x) =
x+ κ
2
2
n+ κ2
−
κ · √n
n+ κ2
·
√
pˆ · (1− pˆ) + κ
2
4 ·n
Analogously to the Credibility Interval-based Certainty Estimator, Def-
inition 10, p. 59, the Confidence Interval-based Certainty Estimator is
given in the following Definition 12:
9 The similarity, however, does not generally extend beyond this special case. In fact,
inferences drawn from confidence and credible intervals can differ considerably
from each other [35].
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Definition 12 (Confidence Interval-based Certainty Estimator). The
Confidence Interval-based Certainty Estimator for a trust estimate t =
pˆ = xn and an acceptable residual uncertainty level (confidence level)
(100 · z)%, is defined as
CW;(100·z)%(x,n) := 1− (UW(x) − LW(x))
= 1−
(
2 · κ ·
√
n
n+ κ2
·
√
pˆ · (1− pˆ) + κ
2
4 ·n
)
κ is the 100 · (1− z2 ) percentile of the standard normal distribution.
The desired properties for certainty estimators postulated by Wang
& Singh [197] hold for the Confidence Interval-based Certainty Esti-
mator. The procedure for showing these properties is similarly straight-
forward as for the Credibility Interval-based Certainty Estimator, ow-
ing to the construction of the Wilson interval by inverting the null
standard error test statistic,
√
p·(1−p)
n [27, 204]. Additionally, the bi-
jection between opinion and evidence space can now be represented
in a closed form.
3.1.5.2 Monotonicity Property for fixed pˆ, n→∞
Property 1. Fix the proportion pˆ = xn . Then CW;(100·z)%(x,n) increases
with n for n > 0.
Wang & Singh’s [197] first demand is that for a fixed proportion
estimate pˆ, the certainty estimate should increase with sample size n
for n > 0.
proof This property follows from the behaviour of
√
n
n and
√
1
n
in the limit, both being strictly monotonically decreasing. That is,
lim
n→∞
√
n
n = 0 and limn→∞
√
1
n = 0, from which, for fixed pˆ, it follows
that:
lim
n→∞
(
2 · κ ·
√
n
n+ κ2
·
√
pˆ · (1− pˆ) + κ
2
4 ·n
)
= 0
Since the subtrahend of the Confidence Interval-based Certainty
Estimator, Definition 12, p. 64, is strictly monotonically decreasing
for increasing n and is bounded by 0, with pˆ and κ as constants,
it follows that CW;(100·z)%(x,n) is strictly monotonically increasing
with an upper bound at 1.
3.1.5.3 Monotonicity Property for fixed n, variable pˆ ∈ [0; 1]
Wang & Singh’s [197] second property demands that a certainty es-
timator for a binomial proportion trust estimation problem should
report minimum certainty at pˆ = 0.5 for fixed sample size n. Further-
more, the certainty estimate should be monotonically decreasing with
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increasing pˆ for pˆ ∈ [0; 0.5] and monotonically increasing with increas-
ing pˆ for pˆ ∈ [0.5; 1]. The argument for the Confidence Interval-based
Certainty Estimator’s compliance to this property is identical to that
put forth for the Credibility Interval-based Certainty Estimator.
Property 2. For fixed sample size n and variable proportion pˆ = xn ,
CW;(100·z)%(x,n) is decreasing when 0 6 pˆ 6 12 , and increasing when
1
2 6 pˆ 6 1. For fixed n and variable pˆ, CW;(100·z)%(x,n) is minimised at
pˆ = 0.5.
proof When we fix n, we know that 1−CW;(100·z)% ∝
√
pˆ · (1− pˆ) +K
for variable pˆ and constant K = κ
2
4·n > 0. Straightforward deriva-
tion of
√
pˆ · (1− pˆ) +K in pˆ, shows that this function is maximised
at pˆ = 0.5. Furthermore, since pˆ · (1− pˆ) is monotonically increasing
with increasing pˆ for pˆ ∈ [0; 0.5] and monotonically decreasing with
increasing pˆ for pˆ ∈ [0.5; 1], Wang & Singh’s second property follows.
3.1.5.4 Bijection to Evidence Space
The existence of a bijective relation Z between evidence and opinion
space and the uniqueness of n, when using the Confidence Interval-
based Certainty Estimator CW;(100·z)%(x,n), follows from applying
exactly the same steps as already shown in Section 3.1.4.5, p. 60.
Whereas the inverse relation from opinion to evidence space Z−1
was only given in algorithmic form for the Credibility Interval-based
Certainty Estimator (Algorithm 1, p. 62), the closed form of the Confi-
dence Interval-based Certainty Estimator permits the representation
of Z−1 in a closed form as well. The inverse relation Z−1(t, c) = (x,n)
is given in the following Definition 13.
Definition 13 (Inverse Confidence Interval-based Certainty). Let a
CertainTrust opinion tuple, ω = (t, c), with t = pˆ = xn and c =
CW;(100·z)%(x,n), be given. Furthermore, let (100 · z)%, the acceptable
residual uncertainty level under which the certainty estimate c was
computed, be known and correspondingly, let κ be the 100 · (1− z2 )
percentile of the standard normal distribution.
The relation Z−1(t, c) = (x,n) is given by computing:
n =
−κ2 · (2u2 − 4pˆ+ 4pˆ2)+√4u2 · κ4 · (1− u2) + κ4 · (2u2 − 4pˆ+ 4pˆ2)2
2u2
x = pˆ ·n
with u = 1− c (i.e., the length of the Wilson interval).
In Definition 13, the inverse relation Z−1(t, c) = (x,n) is constructed
by solving 2 · κ·
√
n
n+κ2
·
√
pˆ · (1− pˆ) + κ24·n = 1− c, the length of the Wil-
son interval, for n. Since t = pˆ = xn is known, x is trivial to compute,
once n is known: x = xn ·n.
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The confidence interval derived certainty statistic based on the Wil-
son interval provides a reasonably compact closed form that can be
efficiently computed. This holds for both the certainty estimator and
its inverse.
3.1.6 Initial Trust Value
The initial trust and weight parameters of CertainTrust [174], f and w
respectively, determine the Bayesian prior distribution. As has been
stated before, trust assessment with binary inputs constitutes a bino-
mial proportion estimation problem. Consequently, this justifies the
use of the Beta distribution as a conjugate prior for estimating the
parameter p ∈ [0; 1] of a binomial distribution.
By the definition of conjugate distributions [167], a conjugate prior
is in the same family of distributions as the posterior. The poste-
rior for a binomial proportion estimation problem has already been
shown to be distributed according to a Beta distribution. In order to
instantiate the Beta distributed prior from CertainTrust parameters, a
straightforward bijection between the parameters of a Beta distribu-
tion (Equation 1, p. 54), α and β, and the corresponding parameters,
f and w of CertainTrust is required. This bijection is given by using
the alternative10 representation of the Beta distribution in Equation 2,
p. 55 with parameters f and w substituted for pˆ and n:
Definition 14 (Initial instantiation of Beta prior with CertainTrust pa-
rameters). The Beta prior, g(p; pˆ,n), for a binomial trust estimation
problem is instantiated from CertainTrust parameters f and w in the
following manner:
pˆ =f,
n =2 ·w,
g(p; pˆ,n) =
Γ(n)
Γ(n · pˆ) · Γ(n · (1− pˆ)) · p
n·pˆ−1 · (1− p)n·(1−pˆ)−1
The CertainTrust parameters f and w determine the shape of the
prior Beta distribution. Technically, f ∈ [0; 1] encodes a binomial pro-
portion, while 2 ·w ∈ R+ represents a pseudo count of subjective expe-
riences that is partitioned according to f. Their concrete choice deter-
mines whether or not the resulting prior distribution is an informative
or a non-informative prior.
informative priors Bayesian statistics allows the integration of
subjectivism into the statistical estimation process by including per-
sonal or subjective information in the prior distribution [12, 98]. In-
formative priors encode (subjective) a priori knowledge about the dis-
10 Reformulated to be parameterised with parameters n (sample size) and pˆ (propor-
tion of successes), as frequently encountered in the statistics literature (e.g., [27]).
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tribution of the estimand parameter p – beyond the information con-
tained in the analysed sample X. For the binomial case, initial trust
values f 6= 12 , or large weight values w encode presuppositions on the
distribution of the estimand. For f 6= 12 it is obvious that the assumed
prior distribution of successes and failures in a Bernoulli process is not
identical, therefore favouring one or the other and encoding a priori
information. For w > 1, more weight is given to a particular value of f.
That is, the prior is given additional importance in comparison to the
likelihood part of the posterior.
In computational trust, informative priors can encode – but is not
limited to – aspects of systemic or institutional trust [142]. They can
play an important role in adding information to the trustworthiness
estimation process that are not quantified by past interactions be-
tween truster and trustee. This can include factual knowledge of the
truster about the trustee that stems from familiarity or social rela-
tions, but also from other types of trustworthiness prediction, such as
stereotyping approaches, such as the one presented in Chapter 5.2.
non-informative priors Non-informative priors were already
briefly discussed in the previous section on certainty estimation (Sec-
tion 3.1.2), with a prominent one, the Jeffreys prior, used for the con-
struction of a certainty statistic. In Bayesian statistical practice, non-
informative priors form the basis of most Bayesian analyses and are
constructed according to formal rules [117]. Rather than include sub-
jective a priori information, the choice of a non-informative prior is
governed by the desire for objectivism in Bayesian analysis [98]. In
other words, a non-informative prior models the analyst’s ignorance.
This, however, still leaves the question of which actual non-informative
reference prior to choose – that is, how to instantiate the conjugate
prior Beta distribution to represent ignorance.
The most prevalent interpretation of reference priors among statis-
ticians [117] holds that ‘... there is no unique prior that represents igno-
rance’, but rather that reference priors are chosen by public agreement
as a default under insufficient information. Three particular different
reference priors are frequently encountered in the given setting of
binomial proportion estimation.
• Uniform Prior: Beta(1, 1)↔ f = 12 ,w = 1. As the reference prior
most often chosen in the related work on Bayesian trust mod-
elling , it forms the default prior in a number of trust models
(e.g., [108, 174, 189, 197]). It presupposes a flat prior distribu-
tion11 of the estimand p over its parameter space [0; 1]. The Uni-
form distribution is the original prior deduced by Laplace via
the Principle of Insufficient Reason [124].
11 For a discussion of the uniformity assumptions underlying the Rule of Succession
[124] and the Uniform prior, see [186].
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• Haldane’s Prior: Beta(0, 0)↔ f = 12 ,w = 0. The use of a Uniform
prior has been disputed by a number of authors (e.g., Jaynes
[96] and Jeffreys [99]), because it does not ’... seem to correspond
well with the inductive reasoning which we all carry out intuitively’
[96]. In order to address this issue, Jaynes proposes the use of
Haldane’s prior, derived on the basis of transformation groups,
that describes a state of complete ignorance12, ameliorating the
non-intuitive effects of the Rule of Succession. However, this prior
is improper – that is, it does not integrate. This impropriety can
yield an improper posterior (in case x = 0 or x = n), hampering
Bayesian analysis. In case of a proper posterior, i.e., x > 0 and
x < n, the resulting Bayesian Posterior Maximum Likelihood
estimate coincides with the frequentist Maximum Likelihood
estimate.
• Jeffreys Prior: Beta(12 , 12) ↔ f = 12 ,w = 12 . Jeffreys prior, the
principle behind which has already been delineated in Section
3.1.3, p. 55, models ignorance through reduction of the Fisher
information [99]. By shifting probability mass towards the end
points of the parameter space of p, it seeks to address the non-
intuitive behaviour of the Rule of Succession, while guaranteeing
a proper posterior. In the binomial case, i.e., Beta(12 ,
1
2), Jeffreys
prior follows an Arcsine function, f(x) = (pi ·√x · (1− x))−1 for
x ∈ [0; 1].
The Uniform and Haldane’s priors have both been advocated for
use in trust models, in particular for establishing the point estimate of
the trustee’s trustworthiness. For instance, Jøsang & Ismail [108] use
the Uniform distribution as a default prior instantiation in their Beta
Reputation System, while Aberer & Despotovic [42], through their
use of a Maximum Likelihood Estimator (MLE), implicitly suppose
Haldane’s prior. For CertainTrust, Ries [174] applies both Haldane’s
prior and the Uniform prior. The former is, again implicitly, assumed
in the MLE t = pˆ = xn . The latter is used as a default instantiation
when computing the final expectation value on the trustworthiness
score, E = c · t+ (1− c) · f, with default parameters f = 12 and w = 2,
in case c = 0.
Jeffreys prior is not readily encountered in the related work on
computational trust. However, its main application in Bayesian statis-
tics is in interval estimation – as leveraged in the construction of a
credible-interval derived certainty estimator in Section 3.1.4, p. 56. In
fact, for the point estimation of the single parameter p of a binomially
distributed random variable, Jeffreys himself proposed the use of the
Uniform prior [99].
12 Jaynes’ argument [96] is that the Uniform prior already contains information – in
particular, that both outcomes, i.e., success and failure, of a Bernoulli experiment are
actually possible.
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The actual choice of non-informative prior distribution is a mat-
ter of convention – in computational trust, as in the wider field of
Bayesian statistics [117]. The Uniform prior is biased towards 12 , and
consequently – in the mean – less accurate than the MLE (i.e., using
Haldane’s prior in a Bayesian setting), under the synthetic assump-
tion of a sample X ∼ Bin(n,p), with a stable, unchanging parameter
p. However, the assumption X ∼ Bin(n,p) is not put in place because
it accurately models trustee behaviour in computational trust. Rather,
it is an assumption made for statistical convenience. It implies indepen-
dent and identically distributed (iid) or exchangeable random vari-
ables, an assumption that enables a straightforward and statistically
sound estimation process and justifies the prediction of future events
based on past experience.
While it can be shown that the MLE is the most accurate estima-
tor under the assumption of X ∼ Bin(n,p) [181] – which is highly
unsurprising, due to the very nature of the MLE under stationarity
– the choice of prior should reflect real world instead of theoretical
performance. By biasing the estimation, the Uniform prior trades ro-
bustness for accuracy. Whether or not this is warranted, is a matter
that depends on the application scenario and necessitates an analy-
sis of the utility of the tradeoff between robustness and accuracy in
the real world application13. For a more theoretic discussion of the
performance of various priors used for estimation, see, for instance,
[40].
3.1.7 Adjusted Expectation Value Computation
By changing the semantic interpretation of the certainty value c of
a CertainTrust opinion ω := (t, c, f) to a dispersion-based reliability
statistic, i.e., the length of specific credible interval, the computation
of the CertainTrust expectation value has to be adjusted. In Certain-
Trust [173], the trust score estimate t represents the frequentist MLE,
x
n . Under the absence of frequency information, i.e., n = 0 ↔ c = 0
,the expectation value E represents the Bayesian posterior MLE, x+1n+2 ,
with a Uniform prior. Since E = t for c = 1, the expectation value
becomes the MLE under complete certainty.
In CertainTrust, the expectation value E is computed by fading out
[173] the prior with increasing certainty. The CertainTrust certainty
function increases as a function of the sample size n and yields the
following equation for E:
E(t, c, f) := c · t+ (1− c) · f (4)
13 This extends, in particular, to scenarios where global stationarity of the data gener-
ating process, i.e., the trustee behaviour, cannot be assumed, or the sample is small.
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with
c =

0 if n = 0
N·n
2·w·(N−n)+N·n if 0 < n < N
1 if n > N
(5)
for an arbitrary, user established parameter N ∈ {R+,+∞}.
In order to maintain a mapping between the CertainTrust expecta-
tion value, E(t, c, f), and the expectation value of the Beta distribution
underlying the Bayesian estimation process, Ries [173] dynamically
changes the Bayesian Beta prior. When considering the posterior dis-
tribution that results from the application of the CertainTrust expecta-
tion value computation, the mapping between E(t, c, f) and the expec-
tation value of the Beta posterior is established by making the prior
distribution14 Beta(α0,β0) dependent of the sample size n in [173].
That is, it is re-computed for every n ∈ R+, resulting in a variable
prior for increasing n.
In order to apply this re-computation with a generic certainty esti-
mator15 C : (n ∈ R+, pˆ ∈ [0; 1]) 7→ [0; 1], we provide a generalisation
of the formula given by Ries [173] as per the following definition:
Definition 15 (Variable Beta Prior of CertainTrust Expectation Value).
The Beta prior, Beta(α0,β0), for a CertainTrust expectation value E(t, c, f)
is given for variable n ∈ R+, t = pˆ ∈ [0; 1] and a generic certainty es-
timator C(n, pˆ) by instantiating α0,β0 as
α0 =

f if C(n, pˆ) = 0
f · (1−C(n, pˆ)) · nC(n,pˆ) if 0 < C(n, pˆ) < 1
0 if C(n, pˆ) = 1
β0 =

(1− f) if C(n, pˆ) = 0
(1− f) · (1−C(n, pˆ)) · nC(n,pˆ) if 0 < C(n, pˆ) < 1
0 if C(n, pˆ) = 1
For the resulting posterior, Beta(pˆ · n+ α0, (1− pˆ) · n+ β0), it holds
that
E(t, c, f) = E(Beta(pˆ ·n+α0, (1− pˆ) ·n+β0)) = pˆ ·n+α0
n+α0 +β0
The proof of the equality of the expectation values is given in Ap-
pendix C, page 235.
14 Recall that Posterior ∝ Likelihood× Prior.
15 Note that we assume that this certainty estimator fulfils the three properties regard-
ing monotonicity and bijection postulated by Wang & Singh [196]; see Property 1 to
3, pp. 59
3.1 binomial case 71
Assuming a non-informative prior under the standard CertainTrust
instantiation (f = 12 , w = 1), the prior thus varies between the Uni-
form prior Beta(1, 1) at c = 0 and Haldane’s prior Beta(0, 0) at c = 1.
Thereby, the expectation value increases the rate of convergence be-
tween the posterior and frequentist MLE, with the latter being the
more accurate under the assumption of stationarity [180]. At the same
time, the advantages of Bayesian analysis and its interpretation can
still be leveraged, in particular the availability of a proper posterior
probability distribution of the estimand parameter p.
Under the standard CertainTrust model, the parameter c is defined
by a function that fades out the a-priori information; in order to avoid
confusion with the dispersion based certainty statistics CJ;(100·z)%
and CW;(100·z)%, the Jeffreys and Confidence Interval-based Certainty
Estimators (Definition 10, p. 59; Definition 12, p. 64), the parameter c
in the context of expectation value computation will be referred to as
a fade-out constant ce.
The fade-out constant ce does not directly represent the statisti-
cal reliability of the point estimate t = pˆ, but rather the degree of
convergence from posterior MLE to frequentist MLE. This degree of
convergence, however, can reasonably be based upon the statistical
reliability of t = pˆ. For this, two distinct cases have to be consid-
ered: Fade-out in the limit, that is N = +∞, and fade-out for a fixed
N ∈ R+, N +∞.
N = +∞: fade-out in the limit. Following their construc-
tion from interval estimates over the posterior distribution, the Jef-
freys and Confidence Interval-based Certainty Estimators (Definition
10, p. 59; Definition 12, p. 64) have a range of [0; 1[. In the stan-
dard CertainTrust model, this range maps to setting the parameter
N to +∞ [173]. Fading out the (non-informative) prior in the limit
– that is, for lim
n→∞ pˆ = p where both limn→∞CJ;(100·z)%(x,n) = 1 and
lim
n→∞CW;(100·z)%(x,n) = 1 – can be achieved by setting ce = CJ;(100·z)%(x,n)
(depending on the choice of certainty statistic, substitute ce = CW;(100·z)%(x,n)).
This method provides a fade-out of the influence of the a-priori
information in the limit, that for conventional confidence levels16 is
slower than the standard CertainTrust certainty measure for f = 12 and
N = +∞, given by [173] as:
c =
n
n+ 2
Additionally, setting ce = CW;(100·z)%(x,n) takes the concave shape
of the certainty estimators (Definition 10, p. 59; Definition 12, p. 64)
into account, fading out the prior considerably quicker for t = pˆ→ 0
or t = pˆ→ 0 than for t = pˆ ≈ 12 .
16 Conventional confidence levels, such as z = 0.95.
72 trustworthiness prediction
c = 0.9 c = 0.95 c = 0.99 c = 0.999
1− z = 0.8 163 654 16,383 1,638,398
1− z = 0.9 267 1,073 26,894 2,689,597
1− z = 0.95 381 1,533 38,412 3,841,596
1− z = 0.99 659 2656 66,558 6,656,393
1− z = 0.995 782 3,151 78,954 7,896,092
1− z = 0.999 1,072 4,319 108,231 10,824,089
Table 2: Confidence Interval-based Certainty Estimator: Minimum sample
size n at pˆ = 12 to reach given certainty c with confidence 1− z.
N  +∞: fade-out for a finite number of representa-
tive evidence . A behaviour similar to the standard model with
N  +∞ can be induced in the two Interval-based Certainty Esti-
mators by determining a minimum certainty threshold that has to be
exceeded before setting the certainty parameter to 1. Leveraging the
fact that for a fixed sample size, the certainty estimate is minimised
at pˆ = 12 , we can determine the worst case minimum number of ex-
periences necessary to reach a given certainty level. Furthermore, we
can alter the rate of convergence by varying the acceptable residual un-
certainty level (100 · z)%. Table 2 shows the worst case estimates for
the Confidence Interval-based Certainty Estimator.
For instance, assume a confidence level of 1− z = 0.95 that is con-
ventionally chosen for significance in hypothesis testing. If we set the
desired certainty to c = CW;5%(x,n) = 0.9, the worst case estimate
for N is 381. The interpretation of this is straightforward: to guaran-
tee that 95% of the posterior probability mass are dispersed over no
more than an interval length17 of 1 − c = 1 − 0.9 = 0.1, we need a
sample length of at most 381 (see, Table 2).
The fade-out constant ce, used for fading out the prior for a finite
number of representative evidence, N  +∞, can be computed di-
rectly (instead of relying on the worst case estimate at f = 12 ) by
leveraging the bijection property of the certainty estimators (Property
3, p. 61). For determining N, the sample size n > 0 and the sum of
successes x, as well as the desired certainty and confidence level z are
known. The fade-out constant ce is computed in a two-step process:
1. Determine N by computing the inverse interval certainty (see
Defintion 13, p. 65) Z−1(t, c), setting t = xn and c to the desired
certainty level. This gives the number of representative evidence
N.
2. Compute ce according to Equation 5, p. 70:
17 Recall, the dispersion given by certainty estimate is in the same scale as pˆ.
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ce =

0 if n = 0
N·n
2·w·(N−n)+N·n if 0 < n < N
1 if n > N
The modified CertainTrust expectation value that fades out the a-
priori information for a finite number of representative evidence is
given by E(t, c, f) := ce · t+ (1− ce) · f.
3.1.8 Extending the Human Trust Interface
Integrating the interval-based method for certainty estimation into
the Human Trust Interface (HTI) [174] is a straightforward process.
Figure 2 shows an extended version of the standard HTI.
Recall that the ordinate (horizontal axis) of the HTI records the av-
erage rating, i.e., t = xn , of a CertainTrust opinion ω = (t, c, f). The
abscissa (vertical axis), in the standard version, gives the certainty, c.
The color gradient in the background represents a third dimension,
computed as a linear interpolation of RGB color values, that repre-
sents the CertainTrust expectation value E(t, c, f) = c · t + (1 − c) · f.
The appearance of the interpolation and distribution of the color val-
ues over the graph are dependent on the parameters f and w that
determine the assumed Beta prior. For further details, see [173].
Figure 2: Extended Human Trust Interface (HTI), confidence level: 95 per
cent; 5 positive and 3 negative outcomes.
The certainty parameter c of the original version of CertainTrust con-
trols the fade-out of the prior knowledge; in the extended version of
CertainTrust presented above, this parameter is called ce. In the exten-
sion to the HTI proposed here, the prior fade-out is still marked on
the vertical axis. However, since the certainty estimate obtained by the
novel, dispersion-based interval certainty estimators (Definition 10, p.
59 and Definition 12, p. 64), is on the same scale as the estimate t, the
actual dispersion measure of the trust estimate can be presented as a
confidence interval in the extended HTI. In Figure 2, this is given as
a 95% confidence interval for binary proportions, computed accord-
ing to Wilson (see, Definition 11, p. 63)[27]. This permits the user to
see the potential dispersion, according to the given confidence inter-
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val, of the parameter t. By doing so, interface is enriched by another
statistical measure in a way that is similar to the standard mathemat-
ical practice of displaying confidence intervals on probability density
plots.
3.1.9 Section Summary
The preceding Section 3.1 has introduced a revised and extended ver-
sion of Ries’ CertainTrust model [174]. Particular attention has been
paid to a sound derivation of both trust and certainty scores, based
upon estimation-theoretic, statistical methods.
The somewhat ad-hoc nature of certainty estimators in the state-of-
the-art related work has been addressed and mitigated by introducing
two novel, dispersion-based certainty estimators. Derived from credi-
bility and confidence intervals for binomial proportions, the Credibil-
ity Interval-based Certainty Estimator (Definition 10) and the Confi-
dence Interval-based Certainty Estimator (Definition 12) leverage es-
tablished statistical methodology in order to derive a certainty score
that reflects the reliability of a given trust estimate. These estimators
do not only provide a sound statistical footing for certainty estima-
tion in computational trustworthiness assessment, but also provide a
certainty estimate that is on the same scale as the trust estimate. It
has been shown above that the two certainty estimators satisfy the
necessary monotonicity and bijection relations postulated by Wang &
Singh [196].
Additionally, the characteristic of having both certainty and trust
estimates at the same scale relies fundamentally on the fact that the
dispersion of a point estimate can be measured in terms of its stan-
dard deviation. This in turn permits the depiction of uncertainty as an
interval estimate in an augmented version of the HTI (Section 3.1.8).
Thus, the uncertainty of a trust estimate can be interpreted as the
likely dispersion at some given confidence level, resulting in a rep-
resentation of uncertainty in the form of error-bars around the point
estimate. This well-established representation is aimed at increasing
the intuitiveness of the graphical representation18.
Furthermore, the mapping of priors to CertainTrust initial trust pa-
rameters f and w has been discussed (Section 3.1.6) and the compu-
tation of the CertainTrust expectation value has been revised in order
to incorporate statistically sound certainty estimates (Section 3.1.7).
This revision provides CertainTrust with statistical sound estimation
of uncertainty, from its base estimation model, all the way to the com-
putation of the aggregate expectation value.
18 A closer investigation of whether or not that goal was actually achieved is relegated
to future work.
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Thus, the prediction and representation model of Ries’ CertainTrust
model [174] has been covered in all of its key aspects and revised
where deemed necessary.
In the following Section 3.2, the binomial CertainTrust will be ex-
tended into the novel Multinomial CertaintTrust model.
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3.2 multinomial case
So far, we have considered trust assessment in the binomial case as a
binomial proportion problem (Section 3.1). As such, it is a special case
of an m-cell multinomial proportion problem [13, 35, 126]. The binomial
case constitutes a 2-cell multinomial proportion problem, in which
each experience belongs to one of two exclusive and exhaustive cat-
egories. In Section 3.1, these categories were called success and failure
and encoded by the numerical values 1 and 0, respectively.
In the binomial case, the evaluation of an interaction – such as
rating a product or a service – allows the truster to state whether
its expectations of the trustee’s behaviour have been met (resulting
in a success) or not (resulting in a failure). However, in many real-
world reputation systems, such as the common 5-star rating scale
systems, degrees of (subjective) expectation fulfilment are encoded in
ordered categories. The multinomial model is a commonly used and
statistically sound basis for formalising multi-categorical ratings. A
number of corresponding models can be found in [113]19.
Extending the model of the 2-cell (binomial) special case to the
generalm-cell (multinomial) case is straightforward (see, for instance,
[12, 13, 35]). As before, suppose a sample X = {x1, x2, . . . , xn} of size
n ∈ N. In the binomial case, each xi ∈ {0; 1}, thereby defining a
category membership of xi to category k1, i.e., success (if xi = 1), or k2,
i.e., failure (if xi = 0). It was assumed that the sample Xwas generated
by repeated application of a Bernoulli trial with stationary probability
of success p, yielding a binomial distribution of the resulting sample,
i.e., X ∼ Bin(n,p).
Now, in the m-cell (multinomial) case, assume a generalisation of
the repeated Bernoulli trial, in which, instead of just two, the variable
xi has a sample space Ω of m ∈ N,m > 2 categories. Furthermore,
without loss of generality, assume these m categories to be labeled by
a finite range of integers, so that Ω = {1, 2, . . . ,m}. Thus, the sample
X ∈ {1, 2, . . . ,m}n is generated by repeated sampling from a Categori-
cal distribution20.
Definition 16 (Categorical Distribution). Let m > 0 be the number
of outcomes of a random event, each outcome is uniquely labeled as
a category by an integer value 1, 2, . . . ,m. Let pi be the probability
of observing an outcome of category j ∈ {1, 2, . . . ,m}. The probability
distribution function of the Categorical distribution is given by
f(x; p) =
m∏
j=1
p
[x=j]
j (6)
19 In the related work, the most prominent example is probably Jøsang’s Subjective Logic
[104] and its companion reputation system, the Dirichlet Reputation System [107],
that applies concepts of Subjective Logic and extends the Beta Reputation System
[108].
20 The Categorical distribution is also referred to as the Discrete distribution, e.g., [19].
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where [x = j] is the Iverson Bracket [71], which evaluates to 1 if x = j,
0 if x 6= j. Furthermore, p = (p1,p2, . . . ,pm) and
∑m
j=1 pj = 1.
Thus, for each trial i, the variable xi can take on exactly 1 out of
m ∈N values. There are various alternative representations for such
a 1-of-m scheme, for instance, through 0-1 random vectors [13, 19],
where each trial i is represented as a vector xi = (x1i , x
2
i , . . . , x
m
i )
T of
length m with the realised category labelled 1 and the m − 1 unre-
alised categories labelled 0. This representation is more cumbersome
than the one used in Definition 16. It is, however, convenient when
considering the marginal distributions of individual categories.
However, irrespective of the representation, the sample resulting
from n ∈ N repeated categorical trials, X = {x1, x2, . . . , xn}, with
xi ∈ {1, 2, . . . ,m}, follows a Multinomial distribution [19] with station-
ary parameters p1,p2, . . . ,pm. That is, X ∼ Mult(n, p), with p =
(p1,p2, . . . ,pm). The relationship between Categorical distribution
and Multinomial distribution is analogous to that of the Bernoulli and
Binomial distribution in the binomial case. In fact, while the Categor-
ical distribution is identical to the Bernoulli distribution for m = 2
categories, the Multinomial distribution is identical to the Binomial
distribution for m = 2 categories.
Consequently, the objective of trust assessment in the multinomial
case – given a sample X ∈ {1, 2, . . . ,m}n assumed to be generated by
a stationary, categorical random process – is determining the m ∈ N
parameters p = (p1,p2, . . . ,pm) of the assumed underlying Multino-
mial distribution21.
3.2.1 Multinomial CertainTrust Opinions
Before trust and certainty estimation in the multinomial case can be
addressed, the CertainTrust opinion representation has to be suitably
extended in order to deal with m > 2 categories. The standard, bi-
nomial CertainTrust opinion representation, ω := (t, c, f), follows the
conventions of representing binomial proportions by only giving the
proportion for one of the two possible outcomes. That is, t = pˆ is an
estimate of the probability of success p. The estimate qˆ of the comple-
mentary probability of failure q is omitted.
This is justified because in the binomial case, with only one degree
of freedom, the complement is easy to compute, i.e., qˆ = 1− pˆ. Ad-
ditionally, we are, by the definition of trust (see [64]), interested pri-
marily in the probability of a positive outcome. That is, in the given
setting of trust assessment in the binomial case, we can establish an
order of preference over the categories success and failure, and report
only the estimated probability of the preferred outcome, success. Be-
cause there is no ambiguity over the partitioning of the remaining
21 Note that the Categorical and Multinomial distributions have m ∈ N parameters,
but m− 1 degrees of freedom, because
∑m
j=1 pj = 1.
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Category Sample X˜ (w/ Length n) Trust Estimate
~x1 ~x2 ~x3 . . . ~xn−1 ~xn t
Success 1 0 0 . . . 1 1 pˆ = 1n ·
∑n
i=1 xSucc.,i
Failure 0 1 1 . . . 0 0 qˆ = 1n ·
∑n
i=1 xFail.,i∑
{Succ.,Fail.}
~xi 1 1 1 . . . 1 1 pˆ+ qˆ = 1
Table 3: Binomial Trust Assessment in 0-1 Random Vector Form.
probability mass 1 − pˆ (the entire remaining probability mass is as-
signed to the single complementary estimate qˆ), this representation
is – arguably – both minimal and intuitive.
If we consider trust assessment in the binomial case as a m-cell
multinomial proportion estimation problem, with m = 2, in a 0-1
random vector representation, we can explicitly give a proportion for
each of the two exclusive and exhaustive categories, success and fail-
ure (Table 3). In order to do so, the binomial sample X is expanded
into a 0 − 1 random vector representation, yielding a modified rep-
resentation of the sample, X˜ = {~x1,~x2, . . . ,~xn}. Thus, X˜ is a matrix
of dimension 2× n, where each column contains exactly one 1-value
and one 0-value. Each row encodes the occurrence of a particular out-
come (either success or failure) over the sample length n. That is, if
a failure occurs at time i, the corresponding column i of X˜ will be
marked: xSuccess,i = 0 and xFailure,i = 1.
By applying the point and interval estimation techniques presented
in Section 3.1 to each row, we can formulate a multinomial Certain-
Trust opinion representation for the binomial (m = 2) special case.
Definition 17 (Multinomial CertainTrust Opinion Representation for
the Binomial (m = 2) Special Case). Let ω := (t, c, f) be a binomial
CertainTrust opinion. The corresponding multinomial representation
of this opinion, ωm=2, is given by:
ωm=2 := ((t1, c1, f1)1; (t2, c2, f2)2)
where
t = t2 = 1− t1,
c = c1 = c2, and
f = f2 = 1− f1.
For the binomial special case, m = 2, the relation between t1 and
t2, c1 and c2, and f1 and f2 follow directly from the shape of Beta dis-
tributed posterior. Since the categories, 1 (failure) and 2 (success), are
exclusive and exhaustive22, the posterior Beta distributions used for
22 Consequently, the proportion estimation problem has m− 1 degrees of freedom.
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estimating t1 = qˆ = 1n ·
∑n
i=1 xFail.,i and t2 = pˆ =
1
n ·
∑n
i=1 xSucc.,i
are mirror images of each other along p = 12 .
The multinomial representation of the binomial case can easily be
extended to facilitate m > 2 categories (Table 4). In this m-cell multi-
nomial case, with m− 1 degrees of freedom, m different parameters
have to be estimated, yielding the general multinomial opinion repre-
sentation given in Definition 18.
Definition 18 (Multinomial CertainTrust Opinion Representation for
the General Case (m > 2)). Let X˜ be am-cell multinomial sample with
dimension m× n in 0 − 1 random vector form. The corresponding
multinomial CertainTrust opinion, ωm, is given by:
ωm := ((t1, c1, f1)1; (t2, c2, f2)2; . . . ; (tm, cm, fm)m)
where
∀i ∈ {1, 2, . . . ,m− 1,m} : ti = 1n ·
∑n
j=1 xi,j,∑m
i=1 ti = 1,∑m
i=1 fi = 1, and
∀i ∈ {1, 2, . . . ,m− 1,m} : ti, ci, fi ∈ [0, 1].
Note, that in Definition 18, the certainty parameters c1, c2, . . . , cm
are not required to be identical and are assigned individually to their
corresponding trust estimates t1, t2, . . . , tm. The multinomial Certain-
Trust opinion representation thus permits assigning an independent
certainty estimate to each trust estimate; these certainty estimates
may be different from each other.
3.2.2 Multinomial Probability Estimation
Recalling that X ∼ Mult(n, p), with p = (p1,p2, . . . ,pm), the objec-
tive of multinomial trust assessment is the estimation of the m ∈ N
parameters p of a Multinomial or Categorical distribution. In order to
do so, conjugate prior assumptions of Bayesian statistics can be lever-
aged. Following the principles of Bayesian statistics, the conjugate
prior of the Catagorical and Multinomial distributions is the Dirich-
let distribution [126].
This prior can be derived from the Categorical distribution by ex-
pressing it as a function of p = (p1,p2, . . . ,pm), yielding g(p) ∝∏m
i=1 p
αi
i for some parameters α1,α2, . . . ,αm ∈ R+. From this, we
can derive a probability distribution for the parameters pi ∈ [0; 1]
(with
∑m
i=1 pi = 1) by multiplying g(p) with an appropriate normal-
ising constant, so that
∫1
0 g(p)dp = 1. The normalising constant is
given by:
Γ(
∑m
i=1 αi)∏m
i=1 Γ(αi)
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Γ denotes the gamma function: Γ(z) =
∫∞
0 t
z−1 · e−tdt. The result-
ing Dirichlet distribution, Dir(p;α1, . . . ,αm), thus has the following
probability density function [35, 126]:
f(p1,p2, . . . ,pm;α1,α2, . . . ,αm) =
Γ(
∑m
i=1 αi)∏m
i=1 Γ(αi)
·
m∏
i=1
pαii (7)
Supposing a sample X ∼ Mult(n, p) with m ∈ N categories, αi de-
notes the number of occurrences of the i-th category in X. In other
words, when considering sample X in 0-1 random vector form, i.e.,
X˜ as in Table 4, p. 80, αi equals the sum over the row representing
category i:
αi =
n∑
j=1
xi,j
Estimating the trust scores t1, t2, . . . , tm is achieved by computing
the expectation values of the parameters p1,p2, . . . ,pm of the Dirich-
let distributed posterior distribution
f(p1,p2, . . . ,pm;α1 =
n∑
j=1
(x1,j), . . . ,αm =
n∑
j=1
(xm,j))
as the following proportions:
ti = pˆi =
αi
n
=
1
n
·
n∑
j=1
xi,j (8)
By definition, it obviously holds that:∑m
i=1 αi = n = |X|, and∑m
i=1 pˆi = 1
The result is an m-dimensional multinomial proportion, computed as
posterior maximum likelihood estimates pˆ = (α1n ,
α2
n , . . . ,
αm
n ) from
a Bayesian Dirichlet posterior. This multinomial proportion repre-
sents the trust estimates t = (t1, t2, . . . , tm) used to instantiate an m-
dimensional CertainTrust opinion,ωm = ((t1, c1, f1)1; . . . ; (tm, cm, fm)m)
(Defintion 18, p. 79). The following Section 3.2.3 will extend binomial
certainty estimation, discussed in Section 3.1.2, in order to obtain a
dispersion-based certainty estimate for each of the m ∈ N trust esti-
mates.
3.2.3 Multinomial Certainty Estimation
In Defintion 6, p. 53, certainty was defined as an estimate for the reli-
ability of the trust estimate t = pˆ. In the multinomial case, the trust
estimate t = (t1, t2, . . . , tm) = (pˆ1, pˆ2, . . . , pˆm) is an m-dimensional
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vector of multinomial proportions, each of which can be assigned
its own certainty estimate. The goal of certainty estimation in the m-
dimensional multinomial case is to furnish a vector c = (c1, c2, . . . , cm) ∈
[0; 1]m of statistically sound certainty estimates. For this, the certainty
estimators presented in Sections 3.1.2 are extended into simultaneous
credible/confidence intervals, so as to provide simultaneous certainty
estimates for multinomial CertainTrust opinions.
3.2.4 Bayesian Interval-Derived Multinomial Certainty
As outlined in Section 3.2.1, Bayesian estimation of the m > 2 pa-
rameters p = (p1,p2, . . . ,pm) of a Multinomial distribution is based
on a Dirichlet distributed posterior, Dir(p;α1, . . . ,αm). The point es-
timates (pˆ1, pˆ2, . . . , pˆm) are computed from this posterior as marginal
proportions, pˆi = αin . It is of particular interest that we are only consid-
ering the margins of the Dirichlet posterior for determining the point
estimates, as this allows us to leverage marginal intervals in order to
compute credible intervals for certainty estimation.
The marginal distribution of the i-th parameter, pi, 1 6 i 6 m, of
Dir(p;α1, . . . ,αm) is a Beta distribution with:
pi ∼ Beta(αi, (
m∑
j=1
αj) −αi)
In order to compute a Bayesian interval-derived certainty estimate
for the m ∈ N individual marginal proportions pˆ1, pˆ2, . . . , pˆm, the
Credibility Interval-based Certainty Estimator (Definition 10, p. 59) is
applied to each marginal proportion. The result is a certainty estimate
ci for the trust estimate ti = pˆi:
ci = CJ;(100·z˜)%(x = αi,n =
m∑
j=1
αj) := 1− (UJ(x) − LJ(x))
For the individual certainty estimates ci, the properties regarding
monotonicity and bijection (Properties 1, p. 59, to 3, p. 61) still hold.
Note also, that the residual acceptable uncertainty – defining the con-
fidence level used to compute the Jeffreys interval certainty estimate
– denoted as z˜ instead of z. This is owed to the fact that, in order to
correct for multiple testing23 when computing m ∈ N simultaneous
certainty estimates, the individual confidence levels, i.e., 1− z˜, have to
be adjusted appropriately to guarantee a confidence of 1−z for the en-
tire m-dimensional simultaneous certainty vector c = (c1, c2, . . . , cm).
In formal terms, z˜ should be chosen in such a manner that the
simultaneous coverage probability is at least 1− z:
P(pi ∈ [Li;Ui] : ∀i = 1, . . . ,m) > 1− z
23 For an overview on multiple testing, see, for instance, [90].
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Li and Ui represent the lower and upper bounds of the credible in-
terval for the i-th parameter, pi. Both the Bonferroni and the Šidák
adjustments [156] provide conservative24 solutions for determining z˜.
The Bonferroni adjustment maintains the simultaneous coverage prob-
ability by constructing the m > 2 different marginal intervals with an
adjusted confidence level of z˜ = zm . However, Bonferroni adjustment
can be excessively conservative [156] for large m ∈N.
The Šidák adjustment is slightly more powerful than the Bonferroni
adjustment, but requires mutual independence [13] of the estimates.
This requirement is met under the assumption of a stationary Cat-
egorical process behind the generation of sample X for the estimates
pˆ1, . . . , pˆm. The Šidák adjustment is achieved by setting the adjusted
confidence level z˜ = 1− (1− z)
1
m .
Since the number of categories encountered in trust assessment
tends to be relatively small25 and because the Bonferroni method
is more general by not requiring independence26 of the estimates,
the use of the simpler Bonferroni adjustment is advocated in the fol-
lowing. Consequently, the adjusted Simultaneous Credibility Interval-
based Certainty Estimator for multinomial proportions with m > 2
categories can be defined as a vector of simultaneous certainty esti-
mates.
Definition 19 (Simultaneous Credibility Interval-based Certainty Esti-
mator for Multinomial Proportions). The Simultaneous Credibility Interval-
based Certainty Estimator for an m-dimensional (m > 2) multinomial
trust estimate t = (t1, t2, . . . , tm) = (α1n ,
α2
n , . . . ,
αm
n ) and an acceptable
residual uncertainty level (confidence level) (100 · z)%, is defined as
CmJ;(100·z)%(α1,α2, . . . ,αm;n) = (c1, c2, . . . , cm)
where
ci = CJ;(100·z˜)%(αi,n) := 1− (UJ(αi) − LJ(αi))
with
z˜ =
z
m
Because the individual certainty estimates c1, c2, . . . , cm are Bonfer-
roni adjusted marginal Credibility Interval-based Certainty Estimates,
adhering to Definition 10, p. 59, each marginal certainty estimate ac-
cords with the properties postulated by Wang & Singh [196] regard-
ing monotonicity for fixed pˆ (Property 1) and for fixed n (Property 2).
24 Conservative in the sense of guaranteeing that P(pi ∈ [Li;Ui] : ∀i = 1, . . . ,m) >
1− z.
25 For instance, m = 5 (Amazon Star Ratings), m = 10 (IMDB movie ratings).
26 The independence assumption is a property of the theoretical model, but might be
violated in real world applications.
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For the same reason, the algorithm applied to find an inverse func-
tion (x,n) = Z−1(t, c) from opinion to evidence space (Algorithm 1,
p. 62) [197] is also applicable in the multinomial case by substituting
z˜ for z (Algorithm 2).
Data: Trust estimate t = (t1, t2, . . . , tm), ti = αin , certainty
estimate c = (c1, c2, . . . , cm), ci = CJ;(100·z˜)%(αi,n),
accpetable residual uncertainty (confidence) z
Result: Number of occurrences per category α1,α2, . . . ,αm,
sample size n
// Initialize parameters
t = (t1, t2, . . . , tm);
c = (c1, c2, . . . , cm);
z˜ = zm ;
n = 0;
n1 = 0;
n2 = nmax;
// Select arbitrary ti for determining n, e.g., t1
// Approximate n to specified precision , as in Alg. 1
while n2 −n1 >  do
n = n1+n22 ;
if CJ;(100·z˜)%(t1 ·n,n) < c1 then
n1 = n
end
else
n2 = n
end
end
return n,α1 = t1 ·n,α2 = t2 ·n, . . . ,αm = tm ·n
Algorithm 2: Calculation of (n,α1,α2, . . . ,αm) = Z−1(t, c) (see also
[197] and Algorithm 1, p. 62)
Algorithm 2 is of the same complexity as the equivalent solution
for the binomial case (Agorithm 1) because the core part, the approx-
imation of sample size n, has to be executed only once. However, just
as in the binomial case, the Simultaneous Credibility Interval-based
Certainty Estimator cannot be represented in closed form. A closed
form approximation, based on an extension of the Wilson confidence
intervals to the mutlinomial case, is formulated in the next section,
paralleling the construction of the Wilson Interval Certainity Estima-
tor (Definition 12, p. 64).
3.2.5 Confidence Interval-Derived Multinomial Certainty
The Wilson confidence interval [204] for binomial proportions is a
modified normal approximation of the distribution of the error of pˆ,
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that can be derived from Rao’s score test [169]. It is defined as (see
[27] and Definition 11, p. 63):
CIW =
x+ κ
2
2
n+ κ2
± κ ·
√
n
n+ κ2
·
√
pˆ · (1− pˆ) + κ
2
4 ·n
where κ is the 100 · (1− z2 ) percentile of the standard normal distrib-
tution, i.e., κ = Φ−1(1− z2).
The standard normal distribution is a special case of the chi-squared
distribution. The chi-squared distribution with m degrees of freedom
describes the distribution of the sum of m ∈ N independently dis-
tributed standard normal random variables (see, for instance, [126,
148]). Consequently, the standard normal distribution can be expressed
as a chi-squared distribution with one degree of freedom. The 1− z2
percentile can be determined equivalently from both distributions27,
leading to κ = Φ−1(1− z2) = χ
2(z2 , 1).
Quesenberry & Hurst [165] leverage this relationship between the
Wilson interval and Pearson’s chi-squared statistic [161] for construct-
ing simultaneous intervals for multinomial proportions. For doing so,
they propose using κ = χ2(z2 ,m− 1), for a multinomial proportion es-
timation problem with m categories.
Goodman [70] extends [165] by invoking the Bonferroni argument
[137]. Goodman simultaneous confidence intervals are constructed by
setting κ = χ2( z2·m , 1), which provides shorter, yet still conservative,
intervals at a confidence that is closer to the nominal confidence levels
[70]. This makes the Goodman intervals preferable over the Quesen-
berry & Hurst intervals for the multinomial case (m > 2) [137].
From the Goodman simultaneous confidence interval, the Simulta-
neous Confidence Interval-based Certainty Estimator for Multinomial Pro-
portions, extending the Confidence Interval-based Certainty Estimator (Def-
inition 12, p. 64), is derived in the following Definition 20:
Definition 20 (Simultaneous Confidence Interval-based Certainty Es-
timator for Multinomial Proportions). The Simultaneous Confidence
Interval-based Certainty Estimator for an m-dimensional (m > 2) multi-
nomial trust estimate t = (t1, t2, . . . , tm) = (α1n ,
α2
n , . . . ,
αm
n ) and an
acceptable residual uncertainty level (confidence level) (100 · z)%, is de-
fined as
CmG;(100·z)%(α1,α2, . . . ,αm;n) = (c1, c2, . . . , cm)
where
ci := 1− (UG(αi) − LG(αi))
with
UG(αi) =
αi+
κ2
2
n+κ2
+ κ·
√
n
n+κ2
·
√
αi
n · (1− αin ) + κ
2
4·n ,
LG(αi) =
αi+
κ2
2
n+κ2
− κ·
√
n
n+κ2
·
√
αi
n · (1− αin ) + κ
2
4·n
27 That is, in tabulated form, it can be looked up in either the normal or the chi-squared
percentile tables.
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and
κ = χ2(
z
2 ·m , 1).
From the construction of the Simultaneous Confidence Interval-based
Certainty Estimator for Multinomial Proportions as an extension of the
Confidence Interval-based Certainty Estimator, it is evident that Proper-
ties 1, p. 59, to 3, p. 61 still hold for the individual certainty esti-
mates c1, . . . , cm. The inverse relation Z−1(t, c), t = (t1, t2, . . . , tm),
c = (c1, c2, . . . , cm) can be given in closed form for the Simultaneous
Confidence Interval-based Certainty Estimator, analogously to the inverse
in the binomial case presented in Definition 13, p. 65.
Definition 21 (Inverse Simultaneous Confidence Interval-based Cer-
tainty). Let a multinomial CertainTrust opinionωm of dimensionm >
2 (Definition 18), ωm := ((t1, c1, f1)1; . . . ; (tm, cm, fm)m), be given.
Furthermore, let (100 · z)%, the acceptable residual uncertainty level
under which the certainty estimates c = (c1, . . . , cm) were computed,
be known and correspondingly, let κ be the chi-squared value ob-
tained from χ2( z2·m , 1). The relation Z
−1(t, c) = (n,α1,α2, . . . ,αm) is
given by:
n =
−κ2 · (2u2 − 4 · t1 + 4 · t21)
2u2
+
√
4u2 · κ4 · (1− u2) + κ4 · (2u2 − 4 · t1 + 4 · t21)2
2u2
αi = ti ·n
with u = 1− c1 (i.e., the length of the Goodman interval for propor-
tion t1 = α1n ).
The Simultaneous Confidence Interval-based Certainty Estimator pro-
vides closed form computation of a multinomial certainty estimate,
that is only marginally more complex than the computation of its bi-
nomial analogue, the Confidence Interval-based Certainty Estimator. The
same holds for the inverse relation given in Definition 21.
3.2.6 Initial Trust Value
In Section 3.1.6, the instantiation of a Bayesian Beta prior distribution
from the CertainTrust parameters f and w was discussed for the Bino-
mial case. For the Multinomial case, an analogous instantiation from
the Multinomial CertainTrust parameters f1, . . . , fm and w to the conju-
gate prior distribution of the Multinomial/Categorical distributions,
the Dirichlet prior, must also be established.
Definition 22 (Initial instantiation of Dirichlet prior with Multinomial
CertainTrust parameters). Let α0i denote the subjective, non-frequentist
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prior information corresponding to category i, expressed as pseudo-
counts. The initial Dirichlet prior, f(p1,p2, . . . ,pm;α01,α
0
2, . . . ,α
0
m), for
an m-dimensional (m > 2), multinomial trust estimation problem is
instantiated from Multinomial CertainTrust parameters f1, f2, . . . , fm
and w in the following manner:
α0i =m ·w · fi,
f(p1,p2, . . . ,pm;α01,α
0
2, . . . ,α
0
m) =
Γ(
∑m
i=1 α
0
i )∏m
i=1 Γ(α
0
i )
·
m∏
i=1
p
α0i
i
The Multinomial CertainTrust parameters f1, . . . , fm and w deter-
mine the shape of the prior Dirichlet distribution. In the multinomial
case, fi ∈ [0; 1],
∑m
i=1 fi = 1 encodes a multinomial proportion, while
m ·w ∈ R+ represents a pseudo count of subjective experiences that
is partitioned according to f1, . . . , fm. Just as in the binomial case,
their concrete choice determines whether or not the resulting prior
distribution is an informative or a non-informative prior. Informative
priors, as has been discussed for the binomial case already, encode
subjective a priori knowledge. In the multinomial case of trust estima-
tion, informative initial priors are characterised by ¬(fi = 1m : ∀fi ∈
{f1, . . . , fm}) or w > 1.
The reference priors most commonly encountered in multinomial
proportion estimation problems – the Uniform, Haldane’s, Jeffreys
and Perk’s priors (see, for instance, [40]) – are instantiated from f1, . . . , fm
and w as described in the following.
• Uniform Prior: Dir(α1 = α2 = . . . = αm = 1) ↔ f1 = f2 = . . . =
fm =
1
m ,w = 1.
• Haldane’s Prior: Dir(α1 = α2 = . . . = αm = 0) ↔ f1 = f2 =
. . . = fm =
1
m ,w = 0.
• Jeffreys Prior: Dir(α1 = α2 = . . . = αm = 12) ↔ f1 = f2 = . . . =
fm =
1
m ,w =
1
2 .
• Perk’s Prior28: Dir(α1 = α2 = . . . = αm = 1m)↔ f1 = f2 = . . . =
fm =
1
m ,w =
1
m .
Jøsang & Haller [107] propose the use of the Uniform prior for
their Dirichlet Reputation System, justifying their choice by the unifor-
mity criterion over the parameter space. That is, the uniform prior
yields a ‘flat’ distribution that assigns the same probability to all val-
ues of the parameter space. This is a reasonable line of argumentation.
Given that the uniform prior is a very popular choice in Bayesian
trust models, its use as a reference prior in Multinomial CertainTrust is
suggested.
However, it should be noted that the choice of reference prior is
a matter of convention [117], and the non-informativity of a prior
28 In the binomial case, m = 2, Perk’s prior obviously coincides with Jeffreys prior.
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can be measured in various ways – such as Fisher information [99]
or entropy [98]. Jeffreys, Perk’s and Haldane’s priors are more MLE-
favouring29, compared to the Uniform prior. For large sample sizes
n ∈ N, the unbiased frequentist MLE is the most accurate estimator.
While the impact of the prior automatically decreases with increasing
sample size n, the bias induced by a prior with w 6= 0 can be removed
entirely by fading out the prior. For this, the expectation value compu-
tation with variable prior presented in Section 3.1.7, p. 69 is applied
to the multinomial case.
3.2.7 Adjusted Expectation Value Computation
For an m-dimensional multinomial trust estimation problem, the ex-
pectation value of the corresponding m-dimensional Multinomial Cer-
tainTrust opinion, E(ωm) = E((t1, c1, f1), . . . , (tm, cm, fm)), becomes
an m-dimensional vector of expectations values:
E(ωm) = E((t1, c1, f1)1; . . . ; (tm, cm, fm)m) = (E1(t1, c1, f1), . . . ,Em(tm, cm, fm))
Each of the constituents of the Multinomial CertainTrust opinion, i.e.,
the individual triples (ti, ci, fi), i ∈ {1, 2, . . . ,m}, represents a marginal30
proportion, ti = αin , and its concordant certainty estimate, ci. There-
fore, the adjusted expectation value computation from Section 3.1.7
can be applied to each constituent triple. However, in the multino-
mial case with m > 2 categories and an arbitrary certainty estimator,
it cannot be guaranteed that
∑m
i=1 Ei(ti, ci, fi) = 1 Thus, the com-
putation of the individual expectation values is given by applying a
normalisation:
∀i ∈ {1, 2, . . . ,m} : Ei(ti, ci, fi) := ci · ti + (1− ci) · fi∑m
j=1(cj · tj + (1− cj) · fj)
Again, let α0i denote the subjective, non-frequentist component cor-
responding to αi, i ∈ {1, 2, . . . ,m}, expressed as a pseudo-count. The
marginal Beta distributions of a Bayesian Dirichlet posterior are given
by:
Beta(αi +α
0
i , (
m∑
j=1
(αj +α
0
j )) − (αi +α
0
i )) (9)
The generic certainty estimator C(n, ti) may be dependent on the
sample length n ∈ N and the marginal proportion ti = αin . Such
certainty estimators – for instance, the Confidence Interval-based Cer-
tainty Estimator (Definition 12, p. 64) and its multinomial analogue,
the Simultaneous Confidence Interval-based Certainty Estimator (Defini-
tion 20, p. 85) – can yield concave certainty functions. Consequently,
29 In ascending order; that is: Jeffreys prior is the most biased, while Haldane’s prior
will result in the frequentist MLE itself.
30 Recall that the in the margins the conjugate Dirichlet prior simplifies to a Beta prior.
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the individual certainty estimates c1, . . . , cm contain information on
the marginal proportions t1, . . . , tm, because ti is a component of the
variance of the marginal Beta distribution (Equation 3, p. 56). While
in the binomial case, the certainty estimates for category success and
category failure are identical – the Beta distribution has only one de-
gree of freedom – the individual simultaneous certainty estimates in
a multinomial setting are generally not identical.
An adaptation of the method for computing the variable prior pre-
sented in Definition 15, p. 70, would require solving anm-dimensional
system of equations in order to determine the interdependent vari-
able prior components α01, . . . ,α
0
m:
α0i =
Ei(ti, ci, fi) · (n+
∑i−1
j=1 α
0
j +
∑i−m
j=i+1 α
0
j )
1− Ei(ti, ci, fi)
(10)
under the constraints of α0i > 0,
∑m
i=1 Ei(ti, ci, fi) = 1.
Depending on the choice of certainty estimator to compute the cer-
tainty estimate ci, computing the m ∈ N different αi is infeasible.
Additionally, the variable prior that Equation 10 produces does not
generally maintain non-informativity, even if f1 = f2 = . . . = fm = 1m .
In other words, for the proportions between the Multinomial Certain-
Trust parameters f = (f1, f2, . . . , fm) it does not generally hold that:
fi
fj
=
αi +α
0
i∑m
k=1(αk +α
0
k)
·
∑m
k=1(αk +α
0
k)
αj +α
0
j
=
αi +α
0
i
αj +α
0
j
In order for the prior fade-out to occur uniformly over the expecta-
tion values for allm ∈N categories, (E1(t1, c1, f1), . . . ,Em(tm, cm, fm)),
a norm can be applied to them different estimates. A minimum norm
over the certainty vector c = (c1, c2, . . . , cm) yields a conservative
fade-out parameter ce = min(c1, c2, . . . , cm).
However, the estimate that is arguably of the most interest is the
one for the category that is the most likely to occur. That is, we will set
ce in such a manner, so that it corresponds to the certainty estimate
ci of the category i, from m ∈ N categorical alternatives, which has
the highest trust estimate ti.
ce = ci, i so that ti = max(t1, t2, . . . , tm) (11)
Fading out the prior uniformly across all m ∈ N categories by,
choosing ce as described, results in the following Definition 23:
Definition 23 (Variable Dirichlet Prior of Multinomial CertainTrust Ex-
pectation Value). The Dirichlet prior, Dir(α01,α
0
2, . . . ,α
0
m), for a m-
dimensional Multinomial CertainTrust expectation value E(ωm) is given
for variable n ∈ R+, t = (t1, t2, . . . , tm), ti ∈ [0; 1],
∑m
i=1 ti = 1, f =
(f1, f2, . . . , fm), fi ∈ [0; 1],
∑m
i=1 fi = 1 and a generic certainty estima-
tor C(n, ti) = ci, c = (c1, c2, . . . , cm) by instantiating the fade-out
constant ce as in Equation 11 and α0i , i ∈ {0, 1, . . . ,m} as
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α0i =

fi if ce = 0
fi · (1− ce) · nce if 0 < ce < 1
0 if ce = 1
The proof for Ei(ti, ci, fi) = ce · ti + (1− ce) · fi = αi+α
0
i∑m
j=1(αj+α
m
j )
fol-
lows directly from Equation 9, p. 88, and the proof for the binomial
case, Appendix C, p. 235.
The method for fading-out the a-priori information in the multino-
mial case that was presented so far only considered a fade-out for
N (the minimum number of representative evidence) approaching
infinity. However, for a fade-out with fixed N  +∞, the method
introduced in Section 3.1.7, p. 72 can be suitably adapted.
1. Determine N by choosing c at the desired certainty level, setting
tmax = max(t1, t2, . . . , tm) and computing the inverse of the
Goodman Certainty Estimator (Definition 21, p. 86):
N =
−κ2 · (2u2 − 4 · tmax + 4 · t21)+ S
2u2
with u = 1− c (i.e., the length of the Goodman interval for proportion
tmax = max(t)) and
S =
√
4u2 · κ4 · (1− u2) + κ4 · (2u2 − 4 · tmax + 4 · t2max)2
2. Compute ce according to Equation 5, p. 70:
ce =

0 if n = 0
N·n
2·w·(N−n)+N·n if 0 < n < N
1 if n > N
Consequently, the corresponding, m-dimensional expectation vec-
tor
E(ωm) = E((t1, c1, f1)1; . . . ; (tm, cm, fm)m) = (E1(t1, c1, f1), . . . ,Em(tm, cm, fm))
can be computed from Ei(ti, ci, fi) = ce · ti + (1− ce) · fi with a fixed
minimum number of representative N.
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3.2.8 Representing Multinomial CertainTrust Opinions in the HTI
Comparing two Multinomial CertainTrust opinions and deciding which
one is “better” in general requires a multidimensional optimality cri-
terion, such as Pareto optimality – if no further assumptions are intro-
duced. However, in the application area considered here, i.e., multi-
nomial reputation and trust systems, it is generally assumed that the
feedback categories, that are compounded into the multinomial evi-
dence in sample vector X ∼Mult(n, p), are forming a strictly ordered
set.
For instance, the ubiquitous 5-star reputation system31, relies on
5 strictly ordered feedback categories, where a 5-star rating is better
than a 4-star rating, which is better than a 3-star rating, and so on. The
exact definition better is of no relevance here; it might be the presence
or absence of a particular feature, as in hotel association stars, or
a subjective degree of satisfaction experienced by a customer, as in
product rating sites.
In the preceding sections, the m ∈ N categories of a multino-
mial trust estimation problem have been index by positive integers
1, 2, . . . ,m. In the following, it will be supposed that the order rela-
tion greater – > – on the set of integers {1, 2, . . . ,m}, which imposes a
strict order over the elements of N, represents the order of the “good-
ness” of the categories. That is, category ci is better than category cj,
if i > j for i, j ∈N.
Additionally, the aggregation property for Dirichlet distributed ran-
dom variables (see, for instance, [66, 110]) can be leveraged. In fact,
the aggregation property has already been used to compute the marginal
Beta distributions of the Dirichlet posterior in Equation 9, p. 88.
Let t = (t1, t2, . . . , tm) ∼ Dir(α1,α2, . . . ,αm). Then, if the trust
estimates with indices i and j, ti and tj, are replaced by their sum
ti + tj, it holds that t ′ = (t1, . . . , ti + tj, . . . , tm) ∼ Dir(α1, . . . ,αi +
αj, . . . ,αm). This, in fact, holds for any non-trivial partitioning and
reordering of t. The proof32is given in Appendix C, p. 235.
Combining the assumption of a strictly ordered set of m ∈ N mutu-
ally exclusive categories and the aggregation property of the Dirichlet
distribution, it is now straightforward to extend the binomial repre-
sentation in the HTI so that it will provide support for Multinomial
CertainTrust Opinions. Jøsang & Haller [107] propose using a his-
togram to depict the relative or absolute frequency of occurrences
of different categories. This is a flexible and conventionally used ap-
proach to represent categorical data33.
31 Found, for example, on Amazon.com product pages.
32 This proof can also be found in various variants in standard textbooks and papers –
for instance, [60, 110].
33 It is, for instance, used in Amazon.com product ratings to illustrate the distribution
of multi categorical ratings.
92 trustworthiness prediction
 3.12 % ( 5.41 %)
Certainty:  0.32
 15.62 % ( 16.22 %)
Certainty:  0.256
 43.75 % ( 40.54 %)
Certainty:  0.19
 25 % ( 24.32 %)
Certainty:  0.223
 12.5 % ( 13.51 %)
Certainty:  0.269
0
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
1 2 3 4 5
Category
O
cc
ur
en
ce
s
Figure 3: Multinomial opinion representation (5 Categories), with uniform
prior.
Figure 3 shows an exemplary multinomial rating of dimension
m = 5, represented as a histogram over the categories. Note, that
these categories are strictly ordered from category 1 (worst, red) to
category 5 (best, bright green). Furthermore, the grey bases of the
categorical columns in the chart represent the prior, in this case a
Uniform prior. The frequentist MLE is given in per cent, as is the pos-
terior MLE with the Uniform prior (in parentheses). Additionally, the
Simultaneous Confidence Interval-based Certainty Estimate for each
of the marginal proportions at the 95% confidence level is shown
for each of the 5 marginal proportions. A way of combining the his-
togram representation with the Human Trust Interface (HTI) – in order
to represent multinomial opinions in the HTI – is shown in Figure
4. Here, both the order over the categories, form worst to best, and
the partitioning property of the Dirichlet distribution are explicitly
leveraged.
Assume, for now, that the m = 5 different, mutually exclusive cate-
gories represent subjective degrees of satisfaction. Of these categories,
each of which has a corresponding probability of occurring estimated
by ti = αi∑m
j=1αj
, with i ∈ {1, 2, . . . ,m} and αi being the counts of occur-
rences in category i, as before. Using the partitioning property of the
Dirichlet distribution, different relations can now be defined, with
regard to an expected degree of satisfaction. This results in binary
partitionings in the following manner:
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• Probability that Outcome > Category i: α˜ =∑mj=i αj; β˜ =∑i−1j=1 αj;
p(x; α˜, β˜) = Dir(α˜, β˜) = Beta(α˜, β˜)
• Probability that Outcome = Category i: α˜ = αi; β˜ =
∑m
j=1;j6=i αj;
p(x;αi, β˜) = Dir(αi, β˜) = Beta(αi, β˜) – this is the marginal
distribution of αi
• Probability that Outcome6 Category i: α˜ =∑ij=1 αj; β˜ =∑mj=i+1 αj;
p(x; α˜, β˜) = Dir(α˜, β˜) = Beta(α˜, β˜)
Of course, other relations are also easily defined in a similar manner,
such as >,< or membership of the outcome to an arbitrary binary par-
titioning of (1, 2, . . . ,m). Any binary partitioning can be represented
as a Beta distribution, according to the partitioning property. This is,
in turn, compatible with the representation of binomial opinions in
CertainTrust. In fact, the variables α˜ and β˜ are the sums of Dirichlet
distributed random variables and can serve as input parameters for
the trust value representation underlying the HTI.
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Figure 4: Combining the HTI and histogram opinion representations.
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By defining the relation to be represented (e.g., > or 6) and se-
lecting the desired category at which the binary partitioning is to
occur, a new binomial CertainTrust opinion is generated. This can
be achieved by selecting the desired category in the histogram, for
instance by clicking on it (Figure 4, blue arrow) and displaying the
resulting binomial opinion in the HTI.
The new binomial CertainTrust opinion,ω = (t, c, f), is defined by
t = α˜
α˜+β˜
, c = C(α˜+ β˜, t) for an arbitrary certainty estimator C(n,p)
(Definition 6,p. 53). The value of f depends on the kind of prior dis-
tribution that is assumed to underly the Dirichlet posterior. In case of
a non-informative prior, a new non-informative Beta prior should be
chosen, resulting in f = 0.5 andw 6 1. In case the prior is informative,
that is, it contains actual information on the assumed multinomial
distribution, f can for instance be computed in the following manner.
Let α0i be the prior component corresponding to category count αi.
Accordingly, let α˜0 and β˜0 be the sums of those α0i that belong to α˜
and β˜, respectively. In this case,
f =
α˜0
α˜0 + β˜0
and
w = α˜0 + β˜0
By partitioning the multinomial Dirichlet into binomial Beta dis-
tributed estimates, the easy interpretability of the binary representa-
tion is maintained. By interactively choosing from a given set of rela-
tions and categorical partitions of the Dirichlet in the Histogram, the
flexibility of the histogram representation is maintained. For more
complex evaluations and combinations of the resulting different bi-
nomial CertainTrust opinions, its belief logic extension, CertainLogic
[175], is also available.
3.2.9 Section Summary
This section has introduced an extension of the CertainTrust model,
extending it from the binomial to the multinomial. As in Section
3.1, the main focus was on a sound statistical footing, particularly
with regard to certainty estimation. To this end, both the trust esti-
mator and the certainty estimators were formally derived from the
multinomial distribution. The certainty estimators introduced for the
binomial case serve as a basis to also provide accurate certainty es-
timates in the multinomial case. Applying statistical theory, multino-
mial certainty estimators are constructed from simultaneous credibil-
ity and confidence intervals, resulting in the Simultaneous Credibility
Interval-based Certainty Estimator for Multinomial Proportions and
the Simultaneous Confidence Interval-based Certainty Estimator for
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Multinomial Proportions. As for the binomial certainty estimators in
Section 3.1, the adherence of the multinomial certainty estimators to
the properties postulated by Wang & Singh [196] is shown.
Furthermore, the parameters for initial trust values are related to
Bayesian priors and the choice of non-informative priors for the multi-
nomial case is briefly discussed. Finally, an extension of the HTI to
the multinomial case is suggested.
3.3 chapter summary
In this chapter, the statistics behind the CertainTrust model were mo-
tivated, revised and extended. In particular, the certainty estimation
was given a new interpretation, formally derived from binomial and
categorical distributions underlying the binomial and multinomial
case, respectively. This interpretation considers certainty an estimate
of the dispersion of the trust score computed in CertainTrust. Funda-
mentally, this also advances the state-of-the-art presented in works by
Wang & Singh [196] and Teacy et al. [189], leverages proven statistical
methods (see, e.g., [27]), and provides a flexible extension from the
binomial into the multinomial case of trust assessment.
In the second part of this Chapter, the binomial CertainTrust model
was extended to the Multinomial CertainTrust model, providing simul-
taneous confidence interval-based certainty estimators and graphical
representations of the results via an integration of histogram-style bar
charts and the HTI.
Specific contributions in this chapter include:
• For the binomial case of trustworthiness assessment:
– Credibility Interval-based Certainty Estimator, Definition 10,
p. 59: A dispersion-based certainty estimator, derived from
the Bayesian Jeffreys credibility interval for binomial pro-
portions.
– Confidence Interval-based Certainty Estimator, Definition 12,
p. 64: A dispersion-based certainty estimator, derived from
the frequentist Wilson confidence interval for binomial pro-
portions; providing a closed-form alternative to the open-
form Credibility Interval-based Certainty Estimator at com-
parable performance levels.
– An adjusted computation of the CertainTrust expectation
value, in order to incorporate the novel certainty estimators
into the CertainTrust model (Section 3.1.7).
– An augmented HTI capable of displaying the potential dis-
persion of a trust estimate.
• For the multinomial case of trustworthiness assessment:
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– Multinomial CertainTrust: A complete extension of the pre-
dictive model behind CertainTrust to handle multinomial
opinions
– Simultaneous Credibility Interval-based Certainty Estimator for
Multinomial Proportions, Definition 19, p. 83: A version of
the Credibility Interval-based Certainty Estimator that cor-
rects for the multiple testing inherent in multinomial pro-
portions.
– Simultaneous Confidence Interval-based Certainty Estimator for
Multinomial Proportions, Definition 20, p. 85: A closed-form
alternative to the Simultaneous Credibility Interval-based
Certainty Estimator, using Goodman’s correction of the
Wilson confidence interval.
– A mapping of multinomial priors to Multinomial Certain-
Trust initial trust parameters and corresponding Multino-
mialCertainTrust expectation value computation (Sections
3.2.6 and 3.2.7).
The contributions of this chapter have increased the statistical sound-
ness of the binomial estimation model underlying CertainTrust. Espe-
cially the certainty estimation has been improved by using credibili-
ty/confidence intervals as a basis for computing a certainty score. By
doing so, the certainty estimate uses the available information on the
variance of the estimated parameter to give a more exact estimate of
the exactness of the trustworthiness estimate. Furthermore, the cer-
tainty estimate can be scaled by the user by varying the credibility or
confidence parameter z of the interval. This value is a standard statis-
tical term and controls the remaining uncertainty that a user is willing
to accept. Additionally, CertainTrust has been considerably extended
into a multinomial model, capable of handling fine granular feed-
back, without sacrificing statistical soundness. In combination, these
advances permit a more exact estimation of trust and uncertainty, for
instance, in industrial applications.
Overall, this chapter has provided a complete prediction model for
binomial and multinomial trustworthiness assessment, representing
the core of a more comprehensive trust model. Increasing the compre-
hensiveness of the core model, in the following Chapter 4, methods
for trust information processing are considered. This includes mech-
anisms for trust propagation and determining recommender trust-
worthiness, as well as detecting and dealing with changes in trustee
behaviour.
4
T R U S T W O RT H I N E S S I N F O R M AT I O N P R O C E S S I N G
In order to provide a comprehensive computational model of trust,
CertainTrust [173] provides operations for combining and aggregat-
ing the direct observations made by the truster with recommenda-
tions from third parties. The operators in CertainTrust extend the fun-
damental concepts presented in the Beta Reputation System [108],
thereby enabling trust propagtion in a conceptual trust overlay net-
work. In this Chapter, a number of contributions with regard to the
processing of opinions for trust propagation are presented. This in-
cludes the extension of mechanisms for combining opinions (discount-
ing, consensus), averaging opinions (fusion), and determining recom-
mender trustworthiness, as well as the introduction of change point
detection methods for replacing and augmenting current approaches
used in the ageing of opinions.
The consensus and discounting operations are extended to the Multi-
nomial CertainTrust model; additionally, a variation and extension of
the fusion operation for averaging is presented, which was originally
introduced in and is further adapted from [77].
A central theme in this chapter is the application of statistical hy-
pothesis tests; these tests can be used for determining recommender
trustworthiness, for extending the conflict-aware fusion operation and
within the scope of change point detection mechanisms. The frequen-
tist1 Fisher’s Exact Test (FET) [56] and its multinomial extension, the
Fisher-Freeman-Halton Test [58], are leveraged in order to provide prob-
ability estimates on the independence of opinions. These probabil-
ity estimates form the basis for determining the degree of similarity
when computing recommender trustworthiness, the degree of conflict
in the conflict-aware fusion operation, and the presence of a change
in trustee behaviour.
Section 4.1 briefly introduces the concept of trust propagation through
recommendations. Section 4.2 introduces various methods for com-
puting the trustworthiness of recommenders and extends the state
of the art in two directions: first, it introduces a non-sequential test-
based method that accounts for the dependence of subsequent obser-
vations when receiving recommendations from one particular recom-
mender; second, it provides the capabilities for dealing with multino-
mial recommendations. Section 4.3 presents extensions to the consen-
sus, discounting and fusion operations required for trust propagation
and shows how they can be used to determine recommender trust-
1 For the presented application, the frequentist and Bayesian approaches coincide. In
general, an adaptation of Bayes factors [116] for use in computational trust assess-
ment presents itself as a feasible direction for future work.
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worthiness as a discounting factor. Section 4.4 discusses the use of
ageing and change point detection for dealing with non-stationarity
of trustee behaviour2.
The differentiation between binomial and multinomial estimation
is not as stringent in this chapter as it was in Chapter 3. Except for
the discounting, consensus and fusion operations, which are explic-
itly extended to the multinomial case, the other methods presented in
this chapter leverage the FET. All of these methods are presented for
the binomial case. However, by substituting the FET with the Fisher-
Freeman-Halton Test when computing recommender trustworthiness
and computing the degree-of-conflict in conflict-aware fusion, multi-
nomial data can be processed in these two cases. Similarly, the change
point detection method by [178] that is applied to trustworthiness es-
timation in Section 4.4 is illustrated in the binomial case but can also
be applied to multinomial data.
PA
R
R1
2
Trust of A in R2
Trust of A in R1
Trust of A in P
Trust of R   in P1
Trust of R   in P2
Figure 5: Trust network (see also [173])
.
4.1 trust propagation, roles and context
Trust propagation is the process of sharing trust-related information
over a trust network in the form of recommendations. Figure 5 depicts
a very simple conceptual trust network, consisting of four abstract
entities that act in three distinct and different roles.
In this example, entity A fills the role of truster, evaluating a poten-
tial partner in an interaction, P, which therefore takes on the (passive)
role of trustee. A evaluates the trustworthiness of P, based on its own
observations of the past behaviour of entity P, as well as recommenda-
tions A receives from entities R1 and R2, acting as recommenders.
Following common convention (see, for example, [173]), interac-
tions and recommendations are recorded within a specific context, C.
Such a context may be the provisioning of a particular virtual (for
2 In the related work on computational trust, this is sometimes referred to as dy-
namism.
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instance, a cloud storage service) or real-world service (for instance,
a car repair service). Within each context C, two particular types of
sub-context can be distinguished: the sub-context describing the per-
formance of the interaction partners within an interaction, C(I), and
the sub-context of recommender performance within the given con-
text, C(R).
Within context C, entity P is evaluated with regards to an expected
quality of service. If selected by entity A, when P interacts with A,
P gains or loses trust in the eyes of A within sub-context C(I). In a
manner of speaking, entities R1 and R2 also provide a service in con-
text C to entity A by providing recommendations. They gain trust
with A based on the accuracy of their recommendations. While the
evaluation criteria of service provisioning between truster and trustee
are generally beyond the purview, the recommendation mechanism
forms an integral part of the trust model. Therefore, the evaluation cri-
teria of recommendation provisioning are have to be considered. This
is of particular interest, as the trustworthiness of the recommenders
in context C(R) is used to weight the recommendation. As already
briefly introduced in Chapter 2.1.2, one should keep in mind that
trustworthiness estimation is dependent on the context in which an
interaction takes place. Thus, an interactor might prove trustworthy
in one particular context (such as providing musical entertainment)
and not in another (such as making good business decisions). Simi-
larly, a recommender may be competent in giving recommendations
in a particular context (such as recommending a particular recording
artist) and not in another (such as recommending a particular finan-
cial investment advisor). However, as the estimation and processing
mechanisms, such as trust and certainty estimators, do not vary across
contexts, the explicit declaration of a specific context is generally omit-
ted in this thesis. It suffices to state that trustworthiness estimation
occurs under an arbitrary but fixed context, i.e., C. The following Sec-
tions will be concerned with the processing mechanisms enabling
trust propagation.
Specifically, the focus of Section 4.2 will be on determining the
trustworthiness of recommenders in trust propagation. In Section 4.3,
three different operations will be introduced and extended from their
binomial CertainTrust [173] original forms. Where deemed necessary,
further statistical methods will be applied. These three operations are:
• Discounting: This operation weights observations provided by a
recommender according to the trustworthiness of said recom-
mender.
• Consensus: The consensus operation combines observations made
independently of each other by the truster and its recommenders.
This means that the individual observations have been made for
distinct and independent events, thereby satisfying the assump-
tion of statistical independence of the resulting, combined sam-
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ple. Since the combined sample includes the past observations
of A and the recommenders, the amount of evidence available
for making an estimate increases.
• Fusion: The fusion operation aggregates observations by averag-
ing opinions for which the independence assumption cannot be
guaranteed to hold. This operation is not part of the original
CertainTrust model, but is derived from Subjective Logic [103].
It has been applied to and made compatible with CertainTrust
opinions in [175]. The weighted and conflict-aware variation
used (and extended) in the following has been presented for
binomial opinions in [77], to which the author has contributed
to the mathematical formulation of the weighting and conflict-
awareness computations.
It should be noted, that the mechanisms behind trust propagation
presented in CertainTrust [173] and Subjective Logic [104] result in opin-
ions that are technically not Beta distributed anymore, although they
are treated as such [153]. Muller and Schweitzer [153] provide a for-
mal treatment on this and trust chains for propagation in Beta models.
However, the representation chosen for CertainTrust [173] and Subjec-
tive Logic [104] is a reasonable and practicable approximation.
4.2 recommender trustworthiness
A key element of trust propagation is the estimation of recommender
trustworthiness for use in the discounting and consensus operations
when compounding opinions from direct observations and recom-
mendations. The estimation of recommender trustworthiness bears
a strong resemblance to the general trustworthiness estimation pre-
sented before – with a number of marked differences. The estima-
tion procedures presented in Chapter 3 rely on a set of assumptions,
among them:
• independent, identically distributed (iid) random variables,
• discrete n-ary, exhaustive and mutually exclusive observations,
and
• conjugate Dirichlet priors (with Beta priors being a special case
of the Dirichlet for binary observations)
Considering the way that a recommendation service is provided, a
number of caveats arise when determining the trustworthiness of the
recommender. Consider an entity, A, evaluating the trustworthiness
of a population of potential interaction partners, P1,P2, . . . ,Pm within
the same, fixed context. Aside from its own observation, entity A can
additionally rely on a population of recommenders, R1,R2, . . . ,Rk.
Thus, at any point in time a recommender, Ri, can give at most as
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many recommendations as there are potential interaction partners,
that is, m ∈ N. Of these recommendations only those regarding a
(potential) interaction partner Pj that at some point have actually led
to an interaction between A and Pj can be evaluated with regards
to their accuracy – in terms of the deviation of what the Ri recom-
mended and what A itself has experienced. That is, not every rec-
ommendation leads to an observation that can confirm or refute the
recommendation’s accuracy. And for those that lead to an observa-
tion, a measure of recommendation accuracy has to be selected. This
can be a discrete classification of the accuracy of the recommendation
or a continuous residual value.
Furthermore, assume that over the course of time recommender Ri
is a asked by A to provide a recommendation on the same interaction
partner Pj at different points in time. The recommender, Ri would
report its own experience with Pj. Ri reports its opinion on Pj based
on its own past observations, either as a CertainTrust opinion (Section
3.2.1, p. 77), or the concordant sufficient statistics (for instance, the
sums of successes and failures in a binomial sample). Then, the two
recommendations of Ri on Pj are generally not independent of each
other. For example, consider a recommendation by Ri on Pj at time
z consisting of the sum of success, r, and the sum of failures, s, and
let it be (r = 16, s = 2)z. Suppose that at a later time, z + , Ri has
had six additional interactions with Pj, four success and two failures.
Its second recommendation to A on Pj at time z + would then be
(r = 20, s = 4)z+.
Obviously, the second recommendation contains all 18 observations
of the first recommendation and does not contain new information ex-
clusively. The first opinion informs the second one to a considerable
degree, so that the value of the second depends on the first. There-
fore, the new recommendation does not form the basis for a new,
additional observation on the trustworthiness of recommendation by
recommender Ri, but rather supersedes older information. Therefore,
while the ability of A to assess the accuracy of Ri’s recommendation
on Pj improves over time, the additional information gained to assess
the trustworthiness of Ri’s general ability as a recommender increases
only incrementally. Therefore, an individual estimate of the reliabil-
ity of recommendations of a specific recommender Ri and a specific
trustee Pj has to be maintained. Over all these estimates for a particu-
lar recommender, Ri, the overall trustworthiness of that recommender
can then be determined, in a second step.
Without even considering the specific measure of accuracy used
by A to determine a recommender’s trustworthiness, it can already
be seen that the task of establishing the trustworthiness of recom-
menders is slightly different from the general trustworthiness assess-
ment discussed heretofore. This is further compounded by the way
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the accuracy of a recommendation by Ri is determined by truster A
after an interaction with trustee Pj.
In the original CertainTrust model [173], two ways of updating trust
information on recommenders are introduced. One is based on a clas-
sification scheme considering only the last interaction, the other on
computing residuals between the recommendations estimate and the
estimate based on direct observations by A. They will be briefly intro-
duced and their respective shortcomings will be outlined.
For this, we will use the nomenclature for opinions used in the
corresponding chapters in [173]. As the original CertainTrust model
only provides trust assessment in the binomial case, we will for now
consider binomial opinions exclusively. Let oARi = (r
A
Ri
, sARi)
rs be an
opinion of entity A on recommender Ri reporting the sufficient statis-
tics sum of successes, rARi , and sum of failures, s
A
Ri
. The subject of such
an opinion is, for the reasons outlined above, not the overall accuracy
of the trustworthiness estimate of recommender Ri in the eyes of A,
but only the the accuracy with respect to a specific trustee Pj. There-
fore, this information will be amended to the – admittedly already
cluttered – declaration, so that: oA(Ri,Pj) = (r
A
(Ri,Pj)
, sA(Ri,Pj))
rs.
4.2.1 Tendency Classification Update Considering only the Last Interac-
tion
Suppose recommender Ri has given a recommendation on Pj to trustee
A. A has subsequently selected trustee Pj for an interaction, has in-
teracted with the trustee and graded the interaction as either positive
or negative. Let ωRiPj = (t
Ri
Pj
, cRiPj ) be the binomial CertainTrust opinion
that Ri has supplied to A as a recommendation. Furthermore, let the
variable fb be the feedback grading the interaction between A and
Pj, so that fb = 1 if the interaction was successful, and fb = −1 if
the interaction was unsuccessful. When considering only the last in-
teraction, the update of A’s opinion on Ri, according to [173], is as
follows:
• if (2 · tRiPj − 1) · fb > 0, then the updated opinion of A on Ri is
oA(Ri,Pj) = (r
A
(Ri,Pj)
+ 1, sA(Ri,Pj))
rs,
• if (2 · tRiPj − 1) · fb < 0, then the updated opinion of A on Ri is
oA(Ri,Pj) = (r
A
(Ri,Pj)
, sA(Ri,Pj) + 1)
rs
• if (2 · tRiPj − 1) · fb = 0, then the updated opinion of A on Ri is
oA(Ri,Pj) = (r
A
(Ri,Pj)
, sA(Ri,Pj))
rs
In less formal terms, if the recommendation ωRiPj indicates that the
next interaction between A and Pj is going to be a positive on, i.e.,
tRiPj > 0.5, this classification into the class ‘positive’ is taken as the sole
information contained in the recommendation. Should the feedback
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grading the interaction also be positive, the classification by Ri is con-
sidered accurate and the sufficient statistic sum of successes, rA(Ri,Pj) is
incremented accordingly. If the classification was ‘negative’ and the
feedback grading confirmed the classification by also being negative,
the mechanism behaves likewise. If, however, the feedback grading
and the classification are not identical, meaning that Ri has suppos-
edly misclassified the interaction, the sufficient statistic sum of fail-
ures, sA(Ri,Pj) is incremented instead. In case the recommendation was
inconclusive, i.e., tRiPj − 1) = 0.5, none of sufficient statistics is incre-
mented.
The classification approach for updating the opinion on a recom-
mender sacrifices information by neglecting both the actual probabil-
ity estimate contained in the opinion, t = pˆ, as well as the certainty
estimate c that is reported by the recommender. Additionally, it is
not compared to the complete history of observations that truster A
has compiled on Pj and does not take into account that repeat recom-
mendations by Ri on Pj are not generally statistically independent. It
does however maintain the discreteness assumptions underlying the
application of a Beta distribution used in the estimation.
4.2.2 Linear Update Estimation Considering the Interaction History
In order to leverage the information available for the estimation more
efficiently, [173] proposes a second update mechanism for recom-
mender trustworthiness3. For a recommendation by Ri on Pj, this
approach takes into account the observations that A has made with
regards to Pj, the certainty, c
Ri
Pj
, that Ri reports in its recommendation,
as well as the value of tRiPj . Let t
A
Pj
be the trust estimate that truster
A can establish on Pj after the current interaction, relying solely on
A’s own observations resulting from direct interactions between it-
self and Pj. Then, the absolute residual between Ri’s recommendation
and A’s observations can easily be computed as |tAPj − t
Ri
Pj
| and used
in the update. The update procedure proposed in [173] is as follows:
rnew = c
Ri
Pj
· (1− |tAPj − tRiPj |)
snew = c
Ri
Pj
· (|tAPj − tRiPj |)
so that the updated opinion of A on Ri (with regard to recommenda-
tions on Pj) is
oA(Ri,Pj) = (r
A
(Ri,Pj) + rnew, s
A
(Ri,Pj) + snew)
rs
Notice how the updated opinion is put into the framework of a
binary proportion estimation task, as though it were part of a bi-
nomial sample. This would imply iid, discrete observations in two
3 Their approach is largely identical to the one proposed in [108].
104 trustworthiness information processing
mutually exclusive categories. However, the residuals and hence the
observations in case of repeat recommendations from Ri on Pj are
not iid. Additionally, the residuals are continuous variables in [0; 1]
and the update mechanism violates the condition of mutual exclu-
sivity. Nonetheless, certainty estimates are supposed to assume Beta
distributed posteriors.
The goal of the estimation of recommender trustworthiness thus
becomes determining the average absolute residual of generally not
independent, continuous observations. Clearly, the distributional as-
sumptions permitting the use of a Beta prior do not hold any longer,
and another prior distribution should be chosen. This, however, re-
quires a new assumption on the distribution of the residuals. Possibly,
Gaussianity could be assumed for a reasonably large number of obser-
vations and a truncated Normal distribution [101] can be applied. The
truncation would have to take place to account for the fixed-length
carrier [0; 1], while the use of a Normal distribution might be war-
ranted by the application of the central limit theorem.
Even so, the fact that the observations may not be iid theoretically
requires a more complex estimator that takes dependence into ac-
count. Such estimators, in the framework of maximum likelihood es-
timation, have been introduced, for instance, in [38, 88].
Due to the simple nature of the dependence between the individual
recommendations and their consistency as an estimate, the resulting
estimate for the absolute residual remains consistent as well. Thus,
purely as an estimator for the trustworthiness of recommender Ri,j,
based on maximum likelihood estimation, the approach proposed by
Ries in [173] is a reasonable heuristic. The caveat concerns the as-
sumption of independence and the implication of a Beta distribution
for making further inferences, such as statistically meaningful cer-
tainty estimates.
4.2.3 Further Sequential Update Rules for Recommender Trustworthiness
Variations of the sequential recommender trustworthiness update pro-
cess are in widespread use in the related work. Wang et al. [198] pro-
vide an overview that will be briefly summarised here.
• Jøsang/Linear-WS: The recommender trust update mechanism in
[108] is identical to the one presented above in Section 4.2.2.
• Max-Certainty: The max-certainty approach [198] has the follow-
ing update rule
rnew = c
Ri
Pj
·
(tRiPj )
rAPj · (1− tRiPj )
sAPj
(tAPj)
rAPj · (1− tAPj)
sAPj )
snew = 1− rnew
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• Sensitivity: The recommender trust update mechanism introduced
in [189], called sensitivity by [198]
rnew = c
Ri
Pj
·
(tAPj)
r
Ri
Pj · (1− tAPj)
s
Ri
Pj
(tRiPj )
r
Ri
Pj · (1− tRiPj )
s
Ri
Pj )
snew = 1− rnew
• Average-β: Here, an average accuracy argument is used to update
recommender trust, as introduced in [198]
q =
√√√√√tAPj − r
Ri
Pj
+ 1
rRiPj + s
Ri
Pj
+ 2
2 + (rRiPj + 1) · (sRiPj + 1)
(rRiPj + s
Ri
Pj
+ 2)2 · (rRiPj + s
Ri
Pj
+ 3)
rnew = c
Ri
Pj
· cAPj · (1− q)
snew = c
Ri
Pj
· cAPj · q
The update is incremental for all of the update approaches listed, so
that the updated opinion ofA on Ri (with regard to recommendations
on Pj) is
oA(Ri,Pj) = (r
A
(Ri,Pj) + rnew, s
A
(Ri,Pj) + snew)
rs
All of these sequential update mechanisms are heuristics for deter-
mining recommender trustworthiness. While some offer very good
predictive performance (see Section 4.3.6), in particular the Linear
and Average-β approaches, they still suffer from a number of short-
comings from a theoretical point of view, such as: An abuse of the
Beta distribution as a conjugate prior4, and a difficult extension of
the measures to the multinomial case of trustworthiness estimation.
Additionally, considerations of statistical dependence of the observa-
tions are not specifically taken into account.
However, if repeat sampling and sequential update can be avoided
altogether by reformulating the problem, complicating the estimation
by assuming dependence can be foregone and an easy extensibility
to multinomial recommendations exists. A novel method for deter-
mining recommender trustworthiness is therefore introduced in the
following. This method utilises a well-known exact statistical test and
does not rely on sequential update, but on hypothesis testing at reg-
ular intervals.
4 From a practical point of view, this does not impact the probability estimation, as
the MLE for the first moment is the same for Beta and Gaussian distributions.
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4.2.4 Exact Test-based Recommender Trustworthiness
As we have seen from the previous sections, estimating the trustwor-
thiness of a recommender means determining the similarity between
the recommendations reported by that recommender and the direct
observations made by the truster. From a modelling perspective, both
the recommender and the truster are observing Bernoulli or Catego-
rial random processes. Therefore, the estimation task can be reduced
to estimating the probability that both the recommendation and the
observations from direct interactions made by the truster have been
generated by the same5 random process. Thus, for Bernoulli random
processes, estimating recommender trustworthiness means estimat-
ing the probability that Bin(n,pA) = Bin(m,pRi), where pA is the
parameterisation of the probability of success of the process observed
by truster A, and pRi the corresponding parameterisation of the pro-
cess observed by recommender Ri.
The recommendation of recommender Ri on Pj is reported to A
as an opinion oRiPj = (r
Ri
Pj
, sRiPj )
rs, where rRiPj and s
Ri
Pj
are the sufficient
statistics sum of successes and sum of failures in previous interactions
between Ri and Pj. From its past observations of interactions with Pj,
the truster A holds its own, direct opinion of Pj, oAPj = (r
A
Pj
, sAPj)
rs.
Estimating the probability that the opinions oRiPj and o
A
Pj
originate
from observing the same random process is equivalent to estimating
the probability that recommender Ri reported correctly on the trust-
worthiness of Pj, given what A knows itself of the trustworthiness of
Pj. Thus the goal of the estimation is to determine the probability of
independence of oRiPj and o
A
Pj
, which will be construed as:
p(pA = pRi ; r
A
Pj
, sAPj , r
Ri
Pj
, sRiPj )
In order to clarify the notion of independence of oRiPj and o
A
Pj
under
the given circumstances, assume that oRiPj and o
A
Pj
were generated by
two different random processes with different probabilities of suc-
cess:
• one observed by the recommender, Ri, with probability of suc-
cess pRi , and reported in o
Ri
Pj
, and
• another observed by the truster, A, with probability of success
pA, and reported in oAPj .
Now, the opinions are dependent on the entity reporting it. If they
were independent of the entity reporting them, the two processes
would likely have generated two indistinguishable opinions, which,
for a sufficiently large number of observations, would indicate that
pA ≈ PRi . Thus, in the latter case of independence, it does not matter
5 Here, ‘same’ refers to the parameterisation of the random process.
4.2 recommender trustworthiness 107
whether the opinions were reported byA or Ri, as the random process
generating them can be assumed to be identical.
In the classic statistics literature, a number of statistical tests for inde-
pendence exist6, such as the well known χ2-Test [55] or the Wilcoxon/Mann-
Whitney Test [203]. For the test for independence of two Binomial sam-
ples, expressed in oAPj and o
Ri
Pj
as the sufficient statistics rPjA , s
Pj
A , r
Pj
Ri
and sPjRi , Fisher’s Exact Test (FET) exists. This test is exact, as it does not
rely on Gaussian approximations, and is therefore applicable to small
sample sizes, unlike the χ2-Test. The FET relies on the sample odds ratio
(Definition 25) to compute the probability that the two samples were
generated from the same Bernoulli process.
In addition, an extension of the FET, the Fisher-Freeman-Halton Test
[58]7, generalises the test so that it is applicable to multinomial opin-
ions. Thus, the method for determining recommender trustworthi-
ness can also be used in the multinomial case of trustworthiness as-
sessment.
The following three definitions, Definition 24, p. 107 to Definition
26, p. 108, introduce the odds ratio and Fisher’s Exact Test. For the
FET, the null-hypothesis, h0: the two samples are independent, translates
directly to h0: the sample odds ratio of the two samples equals 1. The
resulting p-value reported by the FET represents the probability that
h0 cannot be rejected, and thus that the samples are not dependent.
Definition 24 (Odds Ratio [3]). Let p be the probability of success in a
binomial sample, then the odds of success are defined to be
odds =
p
1− p
Let p1 and p2 be the probability of success of two binomial samples.
Then the odds ratio between the two samples is defined as
OR =
odds1
odds2
=
p1
1−p1
p2
1−p2
=
p1 · (1− p2)
p2 · (1− p1)
Definition 25 (Sample Odds Ratio [3]). The sample odds ratio is an
estimator of the odds ratio based on observed frequencies. For two
samples, it equals the ratio of the sample odds in the two samples.
Let r1 be the sum of successes and s1 be the sum of failures in the first
sample, r2 and s2 the corresponding sums for the second sample.
Then the sample odds ratio is defined as
ÔR =
r1
s1
r2
s2
=
r1 · s2
r2 · s1
6 see, for instance, [3]
7 The extended version of Fisher’s Exact Test by Freeman and Halton [58] is only one
(early) example, various other tests, based on different statistics, exist, see [2].
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A sample odds ratio of ÔR = 1 indicates that two samples are in
fact generated by the same process; this is leveraged in the FET, as
defined in the following:
Definition 26 (Fisher’s Exact Test (FET) [56]). Let X = (x1, x2, . . . , xn)
and Y = (y1,y2, . . . ,ym) be two sequences of realisations of Bernoulli
distributed random variables Xi and Yj. Let rX, rY be realisations of
the sufficient statistics RX and RY , the sum of successes in X and Y re-
spectively. Let sX and sY the corresponding realisations of the sum
of failures, SX and SY . Furthermore, let the null-hypothesis, h0, be
that X and Y are conditionally independent8, that is, they were gener-
ated from the same Bernoulli process. The alternative hypothesis, ha
would then be that X and Y are not conditionally independent. This
relates to the sample odds ratio ÔR, as h0 can formulated as
h0 : ÔR = 1
Leveraging an algebraic argument, the probability of observing a par-
ticular realisation of rX, rY , sX and sY is given by a hypergeometric
distribution:
p(rX, rY , sX, sY) =
(
rX+sX
rX
)(
rY+sY
rY
)(
rX+rY+sX+sY
rX+rY
)
To test h0: independence, the p-value of Fisher’s Exact Test (FET) is the
sum of hypergeometric probabilities for realisations of RX,RY ,SX,SY
that are at least as favourable to the alternative hypothesis ha as the
observed realisation, under fixed marginal sums RX + SX = rX + sX,
RX + RY = rX + rY , SX + SY = sX + sY and RY + SY = rY + sY .
Based on the FET, a novel method for estimating recommender
trustworthiness can now be defined by combining the p-value of the
FET with a certainty estimate and computing the Certain Trust ex-
pectation value ([175] and Section 3.1.7, p. 69) from the p-value and
certainty estimate.
Definition 27 (Fisher’s Exact Test/FET-based Recommender Trust-
worthiness Estimator). Let oRiPj = (r
Ri
Pj
, sRiPj )
rs be a recommendation
from recommender Ri on trustee Pj to truster A, and oAPj = (r
A
Pj
, sAPj)
rs
be the corresponding opinion of A on Ri from past direct interactions
between A and Ri. Let pˆ = tARi be the p-value returned by Fisher’s Ex-
act Test when testing for independence of oAPj and o
Ri
Pj
. Furthermore,
let cAPj and c
Ri
Pj
be the certainty values of opinions oAPj and o
Ri
Pj
.
Then the Fisher’s Exact Test/FET-based Recommender Trustworthiness
Estimate is defined as the CertainTrust opinionωARi = (t
A
Ri
,min(cAPj , c
Ri
Pj
), f)
with expectation value
E(ωARi) = min(c
A
Pj
, cRiPj ) · pˆ+ (1−min(cAPj , c
Ri
Pj
)) · f
8 Here, dependence and independence refer to the entities (truster or recommender)
making the observations; if the probabilities of success of the two Bernoulli processes
are identical, the sequences do not depend on the entity making the observation.
4.2 recommender trustworthiness 109
Computing the Fisher’s Exact Test/FET-based Recommender Trustwor-
thiness Estimate for a particular recommender does not require a se-
quential update. Rather, old estimates are superseded or replaced by
the new estimate. It thus avoids any theoretical concerns of updating
with highly dependent observations.
The certainty estimates cAPj and c
Ri
Pj
are computed separately for
the two opinions oAPj and o
Ri
Pj
, ideally using a statistically derived
certainty estimator, such as the Wilson Interval Certainty Estimator pre-
sented in Definition 12, p. 64. The statistical power of the FET is de-
pendent on the sizes of the two samples it is given as input. In partic-
ular, the smaller of the two samples determines how reliable the FET
is. Therefore, the smaller of the two certainty estimates cAPj and c
Ri
Pj
is
used to estimate the certainty of the trustworthiness score computed
by the FET-based Recommender Estimator. For the initial trust value
f, a non-informative prior will be assumed in the following, leading
to f = 0.5.
As a further consideration, it should be noted that the exact test
statistic used in the FET can become prohibitively expensive to com-
pute for large values of the sums of success, rAPi and r
Ri
Pi
, and the cor-
responding sums of failures, sAPi and s
Ri
Pi
. However, in this case it is
reasonable to substitute the FET with an approximate statistic, such
as the χ2, as this test’s Gaussianity assumptions typically hold under
large sample sizes, thereby maintaining the feasibility of the general
approach.
4.2.4.1 Recommender Trustworthiness from Multinomial Recommendations
One major advantage of using a statistics hypothesis test for comput-
ing recommender trustworthiness is its easy application to the multi-
nomial case. Given two multinomial opinions of the same length, in-
stead of the binomial opinions discussed before, the extended Fisher’s
Exact Test [58] (or Fisher-Freeman-Halton Test) will return as its p-value
a probability estimate of the independence of the two opinions, just
as in the binomial case.
In the multinomial case, the corresponding multinomial opinions
may provide a multinomial certainty estimate, such as the one given
by the Goodman Interval Certainty Estimator for Multinomial Proportions
(Definition 20, p. 85). This can be made compatible with the defini-
tion of the FET-based Recommender Trustworthiness Estimator (Def-
inition 27), by first selecting the minimum element of each multino-
mial certainty vector. Thus, if ~cAPj is the vector of certainties reported
for each of the multinomial proportions in a multinomial opinion
oAPj = (α1,α2, . . . ,αm)
α, and ~cRiPj the corresponding vector for a sec-
ond opinion oRiPj = (α
′
1,α
′
2, . . . ,α
′
m)
α, this yields
ωARi = (t
A
Ri
,min(min(~cAPj),min(~c
Ri
Pj
)), f)
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The hypothesis test used in the multinomial case is fundamentally
identical to the one presented above for the binomial case, except for
its application to m-dimensional samples. However, other tests may
be substituted in order to account for the nature of the categories in
the multinomial sample. In case of ordered categories – that is, or-
dinal data in the sample – the efficient score test by Agresti, Mehta
and Patel [5] may provide better performance for multinomial sam-
ples [2]. However, the principle of applying the Test-based Recomender
Trustworthiness Estimator remains unchanged.
It should be noted that the question of whether a recommender pro-
vides trustworthy recommendations within context C is considered as
a binomial problem. Thus, the opinion of entity A on recommender
Ri will always be a binomial one. This is irrespective of the multino-
mial nature of the recommendations and opinions held on the poten-
tial trustee. Thus, if oAPj = ((α1,α2, . . . ,αm)
α is the opinion of A on
trustee Pj, and o
Ri
Pj
= (α ′1,α
′
2, . . . ,α
′
m)
α is the recommendation from
Ri on Pj, both multinomial opinions of dimension m ∈N,m > 2, the
resulting opinion of A on the trustworthiness of Ri in recommend-
ing Pj is still a binomial opinion. This is motivated by the desired
use of the recommender trustworthiness estimate as the basis for a
discounting factor in trust propagation.
4.2.5 Section Summary
In this section, methods for estimating the trustworthiness of recom-
menders in trust propagation have been presented. After reiterating
sequential update methods from the related work, a novel method
based on Fisher’s Exact Test [56] has been introduced. The FET-based
recommender trustworthiness uses a statistical argument to compute
the probability that two samples, that is, the recommendations given
by a recommender and the direct experience by the trustee itself,
are generated from the same statistical process. By avoiding sequen-
tial update mechanisms, the novel FET-based method does not have
to compensate for the statistical dependence of consecutive recom-
mendations by the same recommender; additionally, it can be com-
puted at any time from the current history of direct experiences held
by the trustee and a current recommendation by a recommender,
thereby eliminating the need to constantly monitor recommender per-
formance at every time step. Section 4.3.6, p. 126, shows performance
comparisons of the different recommender trustworthiness estima-
tion methods and evaluates their efficacy.
The p-value reported by Fisher’s Exact Test represents an actual,
exact probability and is, thus, readily interpretable. Basing recom-
mender trustworthiness estimation on the FET provides an additional
advantage over the state-of-the-art: By substituting the original ver-
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sion of Fisher’s Exact Test for the Fisher-Freeman-Halton Test [58] gives
an immediate extension of the method to the multinomial case.
The FET, as a measure for the similarity of two samples, will be
leveraged in the following sections for two other purposes: It will be
used in the conflict-aware fusion operation for computing the degree
of conflict between two opinions (Definition 32, p. 118), and it is cru-
cial in detecting changes in trustee behaviour when the assumption
of stationary behaviour is forgone (Section 4.5, p. 160).
112 trustworthiness information processing
4.3 combining and aggregating trustworthiness infor-
mation
In order to effectively use direct experience of a truster A and recom-
mendations from recommenders, the knowledge contained in both
has to be combined. In trust propagation, this is achieved through
the use of the discounting and consensus operations, as presented,
for instance, in [173]. In the following these two operations will be
extended for application in the Multinomial CertainTrust model. Dis-
counting and consensus are combined to evaluate the comparative
performance of the various recommender trustworthiness approaches
discussed above – the results of the evaluation can be found in Section
4.3.6, p. 126.
In addition, the fusion operation, used for aggregating opinions for
which independence cannot be established, is extended in Section
4.3.3, p. 114. In particular, it is extended for use in Multinomial Cer-
tainTrust.
4.3.1 Discounting
Discounting represents weighting by scalar multiplication. The ba-
sic mechanism is applicable to binomial and multinomial samples
and the corresponding sufficient statistics in the same manner as pre-
sented in [173]. Therefore, the operation remains fundamentally un-
changed with the extension of CertainTrust to the multinomial model,
which is presented in this thesis.
Definition 28 (Discounting). Let δ ∈ [0; 1] be a discounting factor and
X˜ = (~x1,~x2,~x3, . . . ,~xn−1,~xn) be a sample in 0− 1 random vector form
with dimension m×n. The discounted sample X˜n,δ is computed as:
X˜n,δ = δ · X˜ = (δ ·~x1, δ ·~x2, δ ·~x3, . . . , δ ·~xn−1, δ ·~xn)
For the m ∈N,m > 2 row sums in X˜n,δ it follows that for 1 6 i 6 m:
α˜i =
n∑
j=1
δ · xi,j = δ ·
n∑
j=1
xi,j = δ ·αi
with αi – the row sum over the i-th row of X˜ – being a sufficient
statistic for the i-th category in a multinomial proportion estimation
problem (see, Section 3.2.2, p. 79).
Obviously, the resulting estimator for a multinomial proportion re-
mains unchanged:
pˆi =
δ ·αi
δ ·∑mj=1 αj = αi∑mj=1 αj
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However, the for the certainty estimation it appears as though the
overall number of observations, n, has decreased9, as:
δ ·
m∑
i=1
n∑
j=1
xi,j = δ ·n 6 n =
m∑
i=1
n∑
j=1
xi,j
Thus, the resulting discounted sample is given less weight, in the
form of a lower certainty, than the original sample. This is so because
the various certainty estimators introduced in this thesis (e.g., Section
3.2.3, p. 81), as well as those in the literature [108, 173, 197], scale in
the number of observations. In combination with the consensus op-
eration (Section 4.3.2, p. 113), discounting allows for the combination
of observation conditional on their provenance.
Which, of course, leads to the question of how to actually deter-
mine the discounting factor δ. When the sample to be discounted
comes from a recommender, as is usually the case in trust propaga-
tion, the δ should be a representation of the trustworthiness of the
recommender. This trustworthiness is estimated by observing past
performance of the recommender in the given context, just as in any
other trustworthiness estimation task outlined before. However, the
exact nature of what exactly is evaluated when establishing recom-
mender trustworthiness deserves closer attention. This has been ad-
dressed in Section 4.2.
4.3.2 Consensus
In combination with discounting, the consensus operation provides
the means for the aggregation of different opinions. In the binomial
case, it compounds the sufficient statistics sums of successes and sums
of failures into a single, new opinion. In the multinomial case, the suf-
ficient statistics are given by the sums over the individual m > 2,m ∈
N categories. In the following, let oRiP denote an opinion of an entity
Ri on another entity P. In the binomial case, the opinion is reporting
the sufficient statistics r (sum of successes) and s (sum of failures) that Ri
has experienced in interactions with P, oRiP = (r
Ri
P , s
Ri
P )
rs. In the multi-
nomial case, the corresponding opinion is oRiP = ((α1)
Ri
P , (α2)
Ri
P , . . . , (αm)
Ri
P )
α.
Definition 29 (Consensus). The consensus of opinions oR1P ,o
R2
P , . . . ,o
Rn
P
for the general multinomial case is defined as
consensus(oR1P ,o
R2
P , . . . ,o
Rn
P ) =
n∑
i=1
oRiP =
= oR1P ⊕ oR2P ⊕ . . .⊕ oRnP =
=
(
n∑
i=1
(α1)
Ri
P ,
n∑
i=1
(α2)
Ri
P , . . . ,
n∑
i=1
(αm)
Ri
P
)
9 Recall, that X˜ is given in 0− 1 random vector form (Section 3.2.1, p. 80).
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For the special case of binomial opinions, the consensus operator
yields
consensus(oB1P ,o
B2
P , . . . ,o
Bn
P ) =
(
n∑
i=1
rBiP ,
n∑
i=1
sBiP
)
The combination of consensus and discounting operators permits
the discriminate aggregation of several different opinions into a new
composite opinion. Let oAP and o
R1
P ,o
R2
P , . . . ,o
Rn
P n+ 1 different opin-
ions, each with its corresponding discounting factor δ ∈ [0; 1], so that
δ0 is the discounting factor10 for opinion oAP and δi the discounting
factor for opinion oRiP . Then, the consensus operator yields
consensus(oAP ,o
R1
P , . . . ,o
Rn
P ) = δ0 · oAP ⊕
n∑
i=1
δi · oRiP =
= δ0 · oAP ⊕ δ1 · oR1P ⊕ . . .⊕ δn · oRnP =
=
(
δ0 · (α1)AP +
n∑
i=1
δi · (α1)RiP , . . . , δ0 · (αn)AP +
n∑
i=1
δi · (αn)RiP
)
The binomial consensus operator, in its basic form as presented
above, has been extended by Ries [173] to increase its robustness
against Sybil attacks. These improvements are applicable to the pre-
sented multinomial form without alterations and are given in their
multinomial generalisations in Appendix D, p. 239.
Consensus and discounting enable the integration of direct experi-
ences, that is, the observations made by truster A itself, and recom-
mendations given by a set of recommenders, R1, . . . ,Rn on one spe-
cific trustee, Pj. The consensus operation provides the aggregation
functionality, while discounting makes this aggregation conditional
on the quality, in terms of trustworthiness, of the different recom-
menders. How to effectively compute the trustworthiness of recom-
menders is addressed in Section 4.2 and will be used to compare the
various recommender trustworthiness estimation methods in Section
4.3.6.
4.3.3 Fusion
Beyond the consensus operator that aggregates opinions that are as-
sumed to be independent into a new opinion through what essen-
tially is a summation of observations, the need for an aggregation
operation that allows for aggregating dependent opinions has been
put forward. Jøsang’s Subjective Logic [104, 105] introduces an opera-
tion for the consensus of dependent opinions that achieves aggregating
dependent opinions through a certainty-dependent averaging oper-
ation. Following Jøsang, Ries et al.’s CertainLogic [175] adopted the
10 Normally, the truster’s own opinion oAP is not discounted, i.e., delta0 = 1. The
parameter is given for the sake of completeness.
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nomenclature for this operation by referring to it as averaging fusion,
or simply fusion, in order to avoid confusion with the consensus oper-
ation that assumes independent opinions (as presented in Definition
29). The CertainLogic fusion operation presented in [175] is a straight-
forward adaptation of the Subjective Logic operation to the binomial
CertainTrust opinion representation.
In the following, the fusion operation of CertainLogic will be consid-
ered from the perspective of observations and extended in two ways:
firstly, a definition for the multinomial generalisation of the Certain-
Logic fusion operation11 is given; secondly, the multinomial fusion
operation is extended to handle preferences (in the form of weights),
as well as potentially conflicting, contradictory opinions. The founda-
tions of this extension have been published for the binomial fusion
operation in [77]. Partly because the certainty estimators introduced
in Chapter 3 are considerably more complex than those introduced
in Subjective Logic or CertainLogic, the fusion operation will be lever-
aging the mapping from CertainLogic opinions to the evidence space,
i.e., opinions of the form o = (α1, . . . ,αm)α, that is enabled by the
bijection quality of the various certainty estimators.
One useful application of averaging fusion in the context of trust
propagation is determining the average trustworthiness of a recom-
mender. Because the fusion operation is essentially an arithmetic mean,
one way to compute the overall opinion of A on recommender Rj
as the fusion oARi = fusion(o
A
(Ri,P1)
, . . . ,oA(Ri,Pm)). This brings a lim-
ited degree of generalisability to estimating the trustworthiness of
a recommender in situations where no prior recommendations on a
specific trustee have been given by a recommender. In this case, the
average trustworthiness of that recommender, computed from recom-
mendations on other trustees, can serve as an informative prior.
In the remainder of this section (Section 4.3.3), let
o1 = (α
1
1, . . . ,α
1
m)
α; . . . ;on = (αn1 , . . . ,α
n
m)
α
be n ∈N different,m-dimensional (m ∈N,m > 2) multinomial opin-
ions, where αij is the sum of observations that fall into category j for
11 Note that Subjective Logic already provides an equivalent multinomial representation.
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opinion i. Let ωm1 ,ω
m
2 , . . . ,ω
m
n be their corresponding Multinomial
CertainTrust opinions, so that ωmk ≡ ok, with:
ωmk =
tk1 = αk1∑m
j=1 α
k
j
, ck1 = c
x = αk1 ,n = m∑
j=1
αkj

1
;
tk2 = αk2∑m
j=1 α
k
j
, ck2 = c
x = αk2 ,n = m∑
j=1
αkj

2
;
. . .tkm = αkm∑m
j=1 α
k
j
, ckm = c
x = αkm,n = m∑
j=1
αkj

m

Then, the average fusion operation is defined as in the following
Definition 30, building on [104].
Definition 30 (Average Fusion). The fusion of opinions o1 = (α11, . . . ,α
1
m); . . . ;on =
(αn1 , . . . ,α
n
m) for the general multinomial case is defined as
fusion(o1,o2, . . . ,on) =
(∑n
i=1 α
i
1
n
,
∑n
i=1 α
i
2
n
, . . . ,
∑n
i=1 α
i
m
n
)α
=
(
αfusion1 ,α
fusion
2 , . . . ,α
fusion
m
)α
Then, the fused CertainTrust opinion is given as
ωmfusion =
(
(tfusion1 , c
fusion
1 )1; . . . ; (t
fusion
m , c
fusion
m )m
)
with
tfusioni =
αfusioni∑m
j=1 α
fusion
j
and
~cfusion = Cm(αfusion1 ,α
fusion
2 , . . . ,α
fusion
m ;
m∑
j=1
αfusionj )
is the vector of certainty estimates computed according to one of the
certainty estimators introduced in Section 3.2.3, p. 81, so that cfusioni
equals the i-th component of vector ~cfusion
cfusioni = ~c
fusion[i]
In Definition 30, the initial trust value parameters f have not been
considered. This was done in order to provide a more natural map-
ping between the two opinion representations, that is, the relation
ωmk ≡ ok. However, the fusion operation on initial trust value pa-
rameters fk1 , . . . , f
k
m for Multinomial CertainTrust opinions of the form
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ωmk =
(
(tk1 , c
k
1 , f
k
1)1; . . . ; (t
k
m, ckm, fkm)m
)
is given as the simple average
over each fk1 , . . . , f
k
m, for all k; that is:
ffusioni =
∑n
j=1 f
j
i
n
Therefore, the resulting fused opinionωmfusion has the following com-
plete form:
ωmfusion =
(
(tfusion1 , c
fusion
1 , f
fusion
1 )1; . . . ; (t
fusion
m , c
fusion
m , f
fusion
m )m
)
In order to express preference of one opinion over another, or an
ordering of preferences over multiple opinions, the average fusion
operation can be adapted into a weighted average fusion variant. For
this, assume a multiplicative factor wi for each opinion ωmi ≡ oi =
(αi1, . . . ,α
i
m). Recalling that the different αij are sufficient statistics
of a sample of multinomial observations, the result of multiplying
an opinion oi with a scalar value wi is equivalent in effect to the
discounting operation described in Definition 28, p. 112; the single
difference being that the discounting factor δi ∈ [0; 1], while wi ∈
{0,R+}. Consequently, the weighted average fusion can be defined as:
Definition 31 (Weighted Average Fusion). The weighted fusion of
opinions o1 = (α11, . . . ,α
1
m); . . . ;on = (αn1 , . . . ,α
n
m) with weights
w1, . . . ,wn,wi ∈ {0,R+},
∑n
i=1wi 6= 0 for the general multinomial
case is defined as
w.fusion(o1,o2, . . . ,on;w1, . . . ,wn) =
=
(∑n
i=1wi ·αi1∑n
i=1wi
, . . . ,
∑n
i=1wi ·αim∑n
i=1wi
)α
=
=
(
αw.fusion1 , . . . ,α
w.fusion
m
)α
Then, the fused CertainTrust opinion under weighted fusion is given
as
ωmw.fusion =
(
(tw.fusion1 , c
w.fusion
1 )1; . . . ; (t
w.fusion
m , c
w.fusion
m )m
)
with
tw.fusioni =
αw.fusioni∑m
j=1 α
w.fusion
j
and
~cw.fusion = Cm(αw.fusion1 ,α
w.fusion
2 , . . . ,α
w.fusion
m ;
m∑
j=1
αw.fusionj )
is the vector of certainty estimates computed according to one of
the certainty estimators introduced in Section 3.2.3, p. 81, so that
cw.fusioni equals the i-th component of vector ~c
w.fusion
cw.fusioni = ~c
w.fusion[i]
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The weighted fusion operation on the initial trust values f is, analo-
gously to the un-weighted average fusion operation, an average over
the individual fji. To account for the weights, the regular average is
replaced by a weighted average, yielding
fw.fusioni =
∑n
j=1wi · fji∑n
j=1wi
Weighting permits expressing preferences for particular opinions
over others during the process of fusion. While this is useful exten-
sion to the average fusion operator because it enables an entity to
actively influence the fusion by incorporating external information
into the weights, it only represents an intermediate step. In order to
account for dissimilarities, or conflict, between the opinions that are
to be fused, [77] introduced a conflict-aware extension to the fusion
operation.
The measure of conflict, DoC, for this binomial conflict-aware fu-
sion operation was defined based on the average residuals between all
combinations of n ∈ N binomial opinions ω1 = (t1, c1), . . . ,ωn =
(tn, cn) with weights w1, . . . ,wn:
DoC =
∑
i=1,j=1DoCωi,ωj
n·(n−1)
2
(12)
where
DoCωi,ωj =
∣∣ti − tj∣∣ · ci · cj ·(1− ∣∣∣∣wi −wjwi +wj
∣∣∣∣) (13)
Formulating a measure of conflict for the multinomial case in a
similar manner may be achieved by leveraging L1 vector norms. How-
ever, this would still involve the explicit pairwise computation of the
DoC. In order to facilitate the multinomial extension of the conflict-
aware weighted fusion operation in a more compact way, another
(dis-)similarity measure is applied in the following – the p-value re-
turned by the extended Fisher’s Exact Test [58] (or Fisher-Freeman-
Halton Test).
As already described in Definition 26, p. 108, the (extended) Fisher’s
Exact Test (FET) returns as its p-value the probability that several
m-categorical multinomial samples are independent, i.e., that these
samples were generated by the same categorical process. A high p-
value thus indicates a high similarity of the samples, while a low
p-value is indicative of a high degree of dissimilarity, or conflict. Us-
ing the extended FET as a means for computing the degree of conflict,
DoC, leads to the following definition of a multinomial conflict-aware
weighted fusion operation:
Definition 32 (Conflict-Aware Weighted Average Fusion). The conflict-
aware weighted fusion of opinions o1 = (α11, . . . ,α
1
m); . . . ;on = (αn1 , . . . ,α
n
m)
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with weights w1, . . . ,wn,wi ∈ {0,R+},
∑n
i=1wi 6= 0 for the general
multinomial case is defined as
c.fusion(o1, . . . ,on;w1, . . . ,wn) =
=
(
f(p) ·
∑n
i=1wi ·αi1∑n
i=1wi
, . . . , f(p) ·
∑n
i=1wi ·αim∑n
i=1wi
)α
=
=
(
f(p) ·αw.fusion1 , . . . , f(p) · αw.fusionm
)α
=
=
(
αc.fusion1 , . . . ,α
c.fusion
m
)α
where 1 − p is the p-value returned by the extended FET (Fisher-
Freeman-Halton Test) of independence for opinions o1, . . . ,on, and
f(p) is a function of p that satisfies f(p) ∈ [0; 1]. In case that the opin-
ions o1, . . . ,on are assigned weights w1, . . . ,wn, the extended FET is
applied to the weighted opinions o1 = (w1 ·α11, . . . ,w1 ·α1m); . . . ;on =
(wn ·αn1 , . . . ,wn ·αnm).
Then, the fused CertainTrust opinion under conflict aware weighted
fusion is given as
ωmc.fusion =
(
(tc.fusion1 , c
c.fusion
1 )1; . . . ; (t
c.fusion
m , c
c.fusion
m )m
)
with
tc.fusioni =
 0.5 if f(p) = 0αw.fusioni∑m
j=1α
w.fusion
j
=
αc.fusioni∑m
j=1α
c.fusion
j
else
and
~cc.fusion = Cm
αc.fusion1 ,αc.fusion2 , . . . ,αc.fusionm ; m∑
j=1
αc.fusionj

is the vector of certainty estimates computed according to one of
the certainty estimators introduced in Section 3.2.3, p. 81, so that
cc.fusioni equals the i-th component of vector ~c
c.fusion
cc.fusioni = ~c
c.fusion[i]
Furthermore, for the initial trust parameters it holds that:
fc.fusioni = f
w.fusion
i
example The degree of conflict is introduced to the fusion opera-
tion through a multiplicative factor, determined by f(p) ∈ [0; 1]. The
value of f(p) represents a measure of the similarity of the the indi-
vidual opinions o1, . . . ,on, so that the more similar the opinions, the
more the value of f(p) approaches one. In the most basic case we con-
sider, f(p) = id(p) = p equals 1 minus the p-value returned by the
Fisher-Freeman-Halton Test of independence. This, as has been out-
lined above in Section 4.2.4, p. 106, is the statistical probability that
opinions o1, . . . ,on were generated by the same random process.
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The procedure of introducing the degree of conflict as a multiplica-
tive factor can be motivated by the following example. Suppose a
truster A receives a recommendation from recommender Ri on some
potential trustee Pj. Furthermore, assume that Ri has supplied rec-
ommendations on a number of other trustees, P1, . . . ,Pn, but not on
Pj. Therefore, A has n ∈N different opinions on the trustworthiness
of recommender Ri in providing recommendations on the individual
trustees P1, . . . ,Pn, ωA(Ri,P1), . . . ,ω
A
(Ri,Pn)
. However, A has no opinion
on Ri’s ability to provide reliable recommendations on Pj. Applying
a fusion operation on opinions oA(Ri,P1), . . . ,o
A
(Ri,Pn)
, A can generalise
from Ri’s trustworthiness with regard to other trustees in order to
derive an opinion on Ri’s ability to recommend Pj.
Now assume that exactly half of the opinions ωA(Ri,P1), . . . ,ω
A
(Ri,Pn)
take the form (1, 1), that is, the trust estimate t of these opinions
equals 1 at a certainty value of 1, while the other half take the form
(0, 1). In other words, recommender Ri is very good at recommending
for half of the population of trustees, while being very bad at recom-
mending the other half of trustees. Additionally, truster A is highly
certain about about these trustworthiness estimates about Ri, as it has
received numerous recommendations from Ri and has considerable
direct experience with interaction partners P1 through Pn. Applying
averaging fusion to ωA(Ri,P1), . . . ,ω
A
(Ri,Pn)
, as per Definition 30, p. 116,
yields a fused opinion ω = (0.5, 1). This would indicate that Ri’s over-
all trustworthiness in recommending is t = 0.5 and that this estimate
can be made with high certainty. However, for purposes of predicting
the performance of Ri in recommending a specific trustee, such as Pj,
the high certainty value can be undesirable. Looking at the evidence
of Ri’s quality in recommending trustees, it is highly likely that its
recommendations on Pj will be either spot on or entirely off. Since
we do not consider any external discriminators to correlate whether
Ri will provide a very good or very bad recommendation on Pj, how-
ever, either alternative cannot be predicted accurately or attributed
with a high certainty value.
Using the conflict-aware fusion operation of Definition 32, p. 118
accounts for this by decreasing the certainty of the fused opinion
by multiplication with the degree of conflict – that is, the conflict-
aware fusion operation reduces the confidence in the accuracy of the
estimate t. Assuming two equally weighted, contradicting opinions,
that is, two opinions with a high degree of conflict, the certainty in the
resulting fused opinion will be decreased proportional to the degree
of conflict.
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4.3.4 Evaluation: Comparison of degree of conflict computation in the bi-
nomial case
The following Tables 5 and 6 show the degree of conflict computed for
two binary opinions, o1 = (r1, s1)rs and o2 = (r2, s2)rs. In Table 5, the
total number of experiences per opinion is n = r1+ s1 = r2+ s2 = 10,
in Table 6 n = r1 + s1 = r2 + s2 = 100. The tables’ rows vary the pro-
portion of r1 to s1, while the columns vary the proportion of r2 to s2.
The fields of the tables give the degree of conflict: first as computed
per Equation 13 , p. 118 (labelled ‘CT’), and then based on the p-value
of the Fisher-Freeman-Halton Test/FET, or Fisher Score (labelled ‘FS’). It
can be seen that the FET-based method is considerably more conser-
vative in that it generally yields a higher degree of conflict than the
method of Equation 13.
The FET-based degree of conflict (Fisher Score) takes the size of the
opinions into account. This can be seen by comparing the values com-
puted for the same proportions given different opinion sizes. Table 5,
p. 122, and Table 6, p. 123, illustrate this. Comparing the degrees of
conflict for the same proportions t = 0.1, t = 0.2, . . . , t = 1 between
the two tables, i.e., for two different total numbers of observations,
n = 10 and n = 100, it is obvious that the statistical properties of
the Fisher Score and the degree of conflict computation in Equation
13 differ. Recalling that the FET computes the exact probability that
the two opinions were generated from the same random process, this
reflects the increase in the certainty of the estimates as the number of
observations increases12.
Generally, the FET-based degree of conflict reports considerably
higher degree of conflict values than the method in Equation 13. in
Figure 6, the degree of conflict (depicted on the vertical axis) is plotted
against the percentage of successes in each of the opinions o1 and
o2, i.e., r1n · 100% and r2n · 100% for n = 100, on the horizontal axes.
Figure 6a shows a much slower increase in the degree of conflict as r1n
diverges from r2n than does Figure 6b. That is, the FET-based Fisher
Score is considerably more conservative than the methods used in
Equation 13.
That is, the probability that the test reports for the independence of
two opinions is normally lower than the ad-hoc score returned by the
method in Equation 13 [77]. In order to overcome this conservative-
ness – that may be considered excessive for real-world applications –
the Fisher Score similarity measure, denoted f(p), can be modified ac-
cordingly. As mentioned previously (Definition 32, p. 118), the most
basic version of the function to compute a degree of conflict based on
the FET is f(p) = id(p) = p, where 1−p is the p-value returned by the
FET for independence. In order to mimic the more liberal behaviour
12 Compare also the monotonicity property of the certainty estimators introduced in
Chapter 3.
122 trustworthiness information processing
r
2
=
1
r
2
=
2
r
2
=
3
r
2
=
4
r
2
=
5
r
2
=
6
r
2
=
7
r
2
=
8
r
2
=
9
r
2
=
10
C
T
|FS
C
T|FS
C
T|FS
C
T|FS
C
T|FS
C
T|FS
C
T|FS
C
T|FS
C
T|FS
C
T|FS
r
1
=
1
0|
0
0.03|
0
0.06|
0.42
0.09|
0.7
0.12|
0.86
0.15|
0.94
0.19|
0.98
0.23|
0.99
0.3|
1
0.4|
1
r
1
=
2
0.03|
0
0|
0
0.03|
0
0.05|
0.37
0.08|
0.65
0.11|
0.83
0.14|
0.93
0.18|
0.98
0.23|
0.99
0.32|
1
r
1
=
3
0.06|
0.42
0.03|
0
0|
0
0.02|
0
0.05|
0.35
0.07|
0.63
0.1|
0.82
0.14|
0.93
0.19|
0.98
0.26|
1
r
1
=
4
0.09|
0.7
0.05|
0.37
0.02|
0
0|
0
0.02|
0
0.05|
0.34
0.07|
0.63
0.11|
0.83
0.15|
0.94
0.21|
0.99
r
1
=
5
0.12|
0.86
0.08|
0.65
0.05|
0.35
0.02|
0
0|
0
0.02|
0
0.05|
0.35
0.08|
0.65
0.12|
0.86
0.17|
0.97
r
1
=
6
0.15|
0.94
0.11|
0.83
0.07|
0.63
0.05|
0.34
0.02|
0
0|
0
0.02|
0
0.05|
0.37
0.09|
0.7
0.14|
0.91
r
1
=
7
0.19|
0.98
0.14|
0.93
0.1|
0.82
0.07|
0.63
0.05|
0.35
0.02|
0
0|
0
0.03|
0
0.06|
0.42
0.11|
0.79
r
1
=
8
0.23|
0.99
0.18|
0.98
0.14|
0.93
0.11|
0.83
0.08|
0.65
0.05|
0.37
0.03|
0
0|
0
0.03|
0
0.08|
0.53
r
1
=
9
0.3|
1
0.23|
0.99
0.19|
0.98
0.15|
0.94
0.12|
0.86
0.09|
0.7
0.06|
0.42
0.03|
0
0|
0
0.04|
0
r
1
=
10
0.4|
1
0.32|
1
0.26|
1
0.21|
0.99
0.17|
0.97
0.14|
0.91
0.11|
0.79
0.08|
0.53
0.04|
0
0|
0
Table
5:D
egree
of
C
onflict
according
to
[77]
(labelled
‘C
T’)
and
Fisher
Score
(labelled
‘FS’),n=10
4.3 combining and aggregating trustworthiness information 123
r 2
=
10
r 2
=
20
r 2
=
30
r 2
=
40
r 2
=
50
r 2
=
60
r 2
=
70
r 2
=
80
r 2
=
90
r 2
=
10
0
C
T|
FS
C
T
|F
S
C
T|
FS
C
T|
FS
C
T|
FS
C
T|
FS
C
T|
FS
C
T|
FS
C
T|
FS
C
T|
FS
r 1
=
10
0
|
0
0.
07
|
0.
93
0.
15
|
1
0.
21
|
1
0.
28
|
1
0.
36
|
1
0.
44
|
1
0.
52
|
1
0.
62
|
1
0.
76
|
1
r 1
=
20
0.
07
|
0.
93
0
|
0
0.
07
|
0.
86
0.
14
|
1
0.
2
|
1
0.
27
|
1
0.
35
|
1
0.
43
|
1
0.
52
|
1
0.
65
|
1
r 1
=
30
0.
15
|
1
0.
07
|
0.
86
0
|
0
0.
07
|
0.
82
0.
13
|
0.
99
0.
2
|
1
0.
27
|
1
0.
35
|
1
0.
44
|
1
0.
55
|
1
r 1
=
40
0.
21
|
1
0.
14
|
1
0.
07
|
0.
82
0
|
0
0.
07
|
0.
8
0.
13
|
0.
99
0.
2
|
1
0.
27
|
1
0.
36
|
1
0.
47
|
1
r 1
=
50
0.
28
|
1
0.
2
|
1
0.
13
|
0.
99
0.
07
|
0.
8
0
|
0
0.
07
|
0.
8
0.
13
|
0.
99
0.
2
|
1
0.
28
|
1
0.
39
|
1
r 1
=
60
0.
36
|
1
0.
27
|
1
0.
2
|
1
0.
13
|
0.
99
0.
07
|
0.
8
0
|
0
0.
07
|
0.
82
0.
14
|
1
0.
21
|
1
0.
31
|
1
r 1
=
70
0.
44
|
1
0.
35
|
1
0.
27
|
1
0.
2
|
1
0.
13
|
0.
99
0.
07
|
0.
82
0
|
0
0.
07
|
0.
86
0.
15
|
1
0.
24
|
1
r 1
=
80
0.
52
|
1
0.
43
|
1
0.
35
|
1
0.
27
|
1
0.
2
|
1
0.
14
|
1
0.
07
|
0.
86
0
|
0
0.
07
|
0.
93
0.
16
|
1
r 1
=
90
0.
62
|
1
0.
52
|
1
0.
44
|
1
0.
36
|
1
0.
28
|
1
0.
21
|
1
0.
15
|
1
0.
07
|
0.
93
0
|
0
0.
08
|
1
r 1
=
10
0
0.
76
|
1
0.
65
|
1
0.
55
|
1
0.
47
|
1
0.
39
|
1
0.
31
|
1
0.
24
|
1
0.
16
|
1
0.
08
|
1
0
|
0
Ta
bl
e
6:
D
eg
re
e
of
C
on
fli
ct
ac
co
rd
in
g
to
[7
7]
(l
ab
el
le
d
‘C
T’
)
an
d
Fi
sh
er
Sc
or
e
(l
ab
el
le
d
‘F
S’
),
n=
10
0
124 trustworthiness information processing
% Successes
20 40 60 80 100
y
20
40
60
80
100
Degree of Conflict 0.0
0.2
0.4
0.6
0.8
(a) Degree of conflict according to
Equation 13 [77]
% Successes
20 40 60 80 100
y
20
40
60
80
100
Degree of Conflict 0.0
0.2
0.4
0.6
0.8
1.0
(b) FET-based degree of conflict
Figure 6: Comparison of degree of conflict computations, n = 100.
of the original CertainTrust degree of conflict computation [77], vari-
ous functions of p could reasonably be applied.
In order to control the slope of the Fisher Score-based degree of con-
flict function, a multiplicative factor can be introduced to f(p). One
intuition that can be leveraged in order to determine the factor is the
heuristic already used in [77]; that is, that the slope should be in some
way proportional to the distance of r1n from
r2
n and to account for the
certainty in each of the two opinions o1 and o2. Considering the com-
putation of the degree of conflict in Equation 13, which contains as
factors the product of the certainties, c1 · c2, and the absolute differ-
ence of the trust scores, |t1 − t2|, an analogously designed function
f(p), for the degree of conflict of binomial opinions, can easily be con-
structed. Equation 14 provides an ad-hoc way of controlling the slope,
and hence the conservativeness, of the FET-based degree of conflict
function:
f(p) = p · (c1 · c2)x · (|t1 − t2|)y (14)
with x,y ∈ R+0 . Equation 14 provides a set of equations that can be
produced by instantiating parameters x and y. Figure 7 shows the
behaviour of the degree of conflict under different instantiations of
Equation 14, as well as f(p) = p ·min(c1, c2). As can be seen, the mul-
tiplicative factor has a considerable effect on the shape of the degree
of conflict function. Whether or not this is desirable depends on the
application. The unmodified Fisher Score represents the a conserva-
tive, and by its computation exact way to measure the independence
of two opinions. The introduction of a multiplicative factor can allevi-
ate the Fisher Score’s conservativeness; the price for this, however, is
that the measure becomes arbitrary.
The more conservative nature of the FET-based degree of conflict
computation has a direct impact on the fusion of opinions. This means
that the uncertainty reported under conflict-aware fusion using an
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Figure 7: Various instantiations of Equation 14 for n = 100.
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unmodified, FET-based degree of conflict will report a considerably
lower certainty score. As per Definition 32, this difference in certainty
is proportional to the difference in the degree of conflict scores, for
instance as reported in Tables 5, p. 122, and 6, p. 123. Obviously, as
the degree of conflict is a multiplicative constant in Definition 32, the
computation of the trust scores remains unaffected.
4.3.5 Recommender Trustworthiness as a Discounting Factor
The principal goal of determining recommender trustworthiness in
trust propagation is its use a discounting factor in the consensus op-
eration. If the estimate of the trustworthiness of a recommender is
plugged directly into the consensus operation as a discounting factor,
however, highly untrustworthy recommenders would still have an im-
pact on the trustworthiness estimation. This is highly undesirable.
In fact, a trust score in the range [0; 0.5[ indicates active mistrust in
the actions of the trustee, while a trust score of exactly 0.5 indicates
a neutral attitude. Only in the range of ]0.5; 1] is there an active trust-
ing attitude from truster to trustee. Therefore, discounting with the
recommender trustworthiness directly would insinuate active trust,
where there actually is a degree of active mistrust. In order to ac-
commodate for this, and to increase the robustness of the consensus
operation [173], the discounting factor δi attributed to Ri is defined
as:
Definition 33 (Robust Discounting with Recommender Trustworthi-
ness [173]). Let te ∈ [0; 1] be a threshold that indicates the lower
bound of active trust in recommendations (as a default, assume 0.5).
Let E(ωARi) be the CertainTrust expectation value of A, indicating the
trustworthiness of recommender Ri when providing recommenda-
tions on Pj
Then the robust discounting factor δi attributed to Ri by A is de-
fined as:
δi =
{
0 if n 6 te
1
1−te
· (E(ωARi) − te) else
4.3.6 Evaluation: Comparing Recommender Trustworthiness Estimation
Approaches in Trust Propagation
In order to establish the overall trustworthiness of a recommender,
its performance over all recommendations within a specific context
has to be considered. For this let P = {P1,P2, . . . ,Pm} be the set of all
potential interaction partners within context C(I). An overall score of
the trustworthiness of a specific recommender Ri is then computed
by calculating the Ri’s trustworthiness with regard to the individual
recommendations on P1,P2, . . . ,Pm and using a fusion operation (see
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Section 4.3.3) to provide an average trust and certainty score on the
ability of Ri to recommend correctly.
The basis for the averaged trust and certainty scores are the indi-
vidual trustworthiness estimates computed for the recommendation
performance of Ri on P1,P2, . . . ,Pm. In Section 4.2, various methods
for computing these estimates were presented. Under assumptions of
stationarity, the different methods of computing recommender trust-
worthiness (see also Section 4.2, pps. 100) are compared against a base
truth in the following. To briefly recall, these methods are:
• tendency,
• linear,
• max-certainty,
• sensitivity,
• average-β, and
• FET-based recommender trustworthiness
For the evaluation, a time series of interactions between a truster
A and a trustee P was simulated. The estimand parameter p, the true
trustworthiness of trustee P, provides the base truth against which
the trust estimates are compared. During each time step truster A
interacts with trustee P, thus building its own interaction history of
direct experiences with P, expressed as opinion oAP . Additionally a
recommender R provides recommendations on P to A. These recom-
mendations represent R’s opinion on A, based on R’s prior experience
with P. Between two time steps, the recommendation by R will be up-
dated with new experiences, the number of which is determined by
a Poisson distributed random variable. A’s final estimate of the trust-
worthiness of P is computed at each time step as the consensus of A’s
direct opinion on P with R’s recommendation on P, which in turn is
discounted using the robust discounting factor (Section 4.3.5) based
on the various recommender trustworthiness measures (Section 4.2).
That is, at each time step an opinion oA⊕RP is computed as:
oA⊕RP = o
A
P ⊕ δ · oRP
In a Monte-Carlo simulation, the performance of the recommender
trustworthiness estimation methods from Section 4.2 was evaluated
by comparing the value of the trust estimate t = pˆ against the true
parameter p. In the following, the predictive performance is reported
in terms of the root mean squared error (rmse) of the estimate t = pˆ
compared to the true parameter p:
Definition 34. Let P = (p1,p2, . . . ,pn) be a vector of observed values
of the trustworthiness of trustee P and Pˆ = (pˆ1, pˆ2, . . . , pˆn) a vector
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of corresponding trust estimates at time step 1, 2, . . . ,n. Then the root
mean squared error is defined as:
rmse =
√√√√ 1
n
·
n∑
i=1
(pˆi − pi)
2
The predictive performance of A’s own interaction history of di-
rect experiences, in the form of opinion oAP , served as a comparative
baseline in order to assess the usefulness of the recommender trust-
worthiness estimation approaches.
honest recommender , p = 0.5 In the initial simulation, trustee
P generates binomial feedback with a probability of success of p = 0.5
and recommender R behaves honestly, that is, the interactions it re-
ports were generated at the same value13 of p = 0.5. Figure 8, p.
129, depicts the smoothed outcome of a 10,000 run Monte-Carlo sim-
ulation with a Poisson distributed random variable for the number
of additional recommendations per time step determined by Pois-
son parameter λ = 1 (Figure 8a). The results did not change quali-
tatively with larger λ-values (Figure 8b) or an increased number of
runs. As can be seen from the figure, all methods provided a sig-
nificant improvement over the baseline of only using direct experi-
ence information, that is, of using only oAP . However, the max-certainty
and sensitivity performed significantly worse, according to a Wilcoxon-
Mann-Whitney test [203] (one-sided significance value < 0.001), than
the other methods. Tendency, linear, average-β and the FET-based rec-
ommender trustworthiness methods perform at similar performance
levels and do not exhibit statistically significant differences. With an
increasing number of evidences in the recommendations, that is, a
higher factor λ, the max-certainty method showed improved perfor-
mance, while the sensitivity update method did not.
honest recommender , random p When randomising the true
trustworthiness p of potential interaction partner P, so that each run
in a 10,000 run Monte-Carlo Simulation is conducted with its own uni-
formly generated p ∈ [0 ; 1], the qualitative performance of the dif-
ferent recommender trustworthiness estimation approaches did not
differ considerably from the performance reported under constant p.
As in the previous simulations, the recommender provided honest
feedback. Figure 9, p. 129 shows the resulting rmse.
When assuming honesty on part of the recommender, all recom-
mender trustworthiness estimation methods perform reasonably well.
Sensitivity and max-certainty updates are slightly but significantly out-
performed by the other methods; however, all methods provide sta-
13 Simulations were also conducted at other trustee trustworthiness values; the general
relative performance of the recommender trustworthiness estimation approaches
was unaffected.
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recommender trustworthiness estimation mechanisms, honest rec-
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tistically significant improvement over using only direct experience
to gauge the quality of trustee P. Specifically, the estimation error
converges to zero over time, for all estimation methods.
Yet, because the recommender was actually honest in the simula-
tions, the presented simulations do not reveal the behaviour of the
recommender trustworthiness estimation methods under malicious
or accidentally misreporting recommenders. Rather, the preceding
simulations only provide an insight into the way that the methods
deal with the inherent sampling error. Therefore, the performance
under (dishonest) misreporting on part of the recommender will be
investigated in the following.
dishonest recommender , p = 0 .5 A misreporting or dishon-
est recommender reports a different estimated trustworthiness value
p of trustee to truster A. In the simulation, this has been realised
by having the misreporting or dishonest recommender generate bi-
nary feedback by executing a Bernoulli process at a fixed offset from
the true trustee trustworthiness p. Thus, the feedback that a misre-
porting or dishonest recommender returns is generated according to
a Binomial distribution, Bin(n , p + offset) for a recommendation
consisting of n ∈ N reported experiences, with p + offset ∈ [0 ; 1].
Fixing the probability of success p, i.e., the true trustworthiness of
trustee P, at 0 .5, Figure 10, p. 132, and Figure 11, p. 133, show the per-
formance14 of the different recommender trustworthiness estimation
methods under misreporting recommenders. The subfigures vary in
the degree of offset the recommender exhibits, compared to the true
value of p, and the number of experiences the recommender gener-
ates, based on a Poisson distribution with parameter λ, in each time
step.
The simulation results in Figure 10 assume that the recommender
misreport the trustee’s performance from the start, that is, begin-
ning at time step 1 it generates binary feedback at a probability of
p + offset. As is evident from the Figure 10, the performance of
the different estimation methods is dependent both on the offset and
the number of evidences that constitute the recommendation, i.e., the
parameter λ. Under a small offset (p + 0 .05) and a modest λ = 1,
the performance of the estimation methods is not adversely affected
(Figure 8a, p. 129). The slight offset is compensated for by a rela-
tively equal balance of direct experience and recommendation. The
performance impact of the offset is not distinguishable from general
sampling error. Utilising recommendations still provides faster con-
vergence of the rmse than using only direct experience, irrespective of
the method chosen.
Increasing λ to 5, while maintaining an offset of 0 .05 (Figure 10b),
show first signs that the misreported probability of success impacts
14 Performance measured in terms of the rmse.
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the estimation result for estimand p. While most recommender esti-
mation approaches (FET-based, max-certainty, sensitivity, and tendency)
still show convergent behaviour and the rmse is lower for all recom-
mender estimation approaches than it is for the direct experience only
estimation, linear and average-β begin to diverge.
Increasing the offset shows has a direct impact on the performance
of using recommendations. With a moderate offset of p + 0.1 and
λ = 1, FET-based, max-certainty, sensitivity, and tendency show de-
creased efficiency but maintain performance slightly better than just
using direct experience. Linear and average-β start to exhibit perfor-
mance inferior to the use direct experience only (Figure 10c). Increas-
ing λ to 5, makes the performance differences more apparent, with
all approaches losing their performance edge over direct experience
only estimation (Figure 10d).
At a larger offset, p + 0.25, the effects are more pronounced. For
λ = 1, the FET-based, max-certainty, and sensitivity methods perform at
about the same level as the direct experience only approach, exhibit-
ing only non-significant differences according to a Wilcoxon test. The
other methods perform significantly worse (Figure 10e). For λ = 5,
all methods perform significantly worse than the direct experience
only method. Particularly the linear, average-β and tenedency update
methods do not show any convergence behaviour at all (Figure 10f).
in Figure 11, the simulation scenario is varied. Here, the recom-
mender gives honest recommendations from time step 0 to time step
50, after which it reports recommendations generated under an offset
from the true value of p. The recommender thus initially establishes
its trustworthiness before beginning to misreport. Qualitatively, the
results mimic those of the previous simulation setup, with the sensi-
tivity and FET-based methods providing the most robust performance.
The FET-based provides a good mix of quick convergence during the
first 50 time steps (during which the recommender reports honestly)
and robustness during the latter 50 time steps (during which the rec-
ommender misreports).
dishonest recommender , random p Randomizing the trustee
trustworthiness parameter p so that p ∈ [0 ; 1] is a uniformly dis-
tributed random variable. As in the previous simulations setups, the
simulation was repeated 10,000 times with a random but fixed p for
each repeat. The misreporting recommender generates recommenda-
tions from a Bernoulli process with a probability of success of
max(min(p + offset , 1) , 0)
While providing for a smoothing effect, the results did not differ qual-
itatively from those obtained for fixed p = 0 .5. This holds for both
scenarios; that is, for a recommender misreporting from time step 0
(Figure 12, p. 134) and a recommender behaving honestly first and
then misreporting from time step 51 (Figure 13, p. 135)
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Figure 10: Root Mean Squared Error of the prediction quality under various
recommender trustworthiness estimation mechanisms, misreport-
ing recommender, various offsets.
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Figure 11: Root Mean Squared Error of the prediction quality under various
recommender trustworthiness estimation mechanisms, misreport-
ing recommender, various offsets from time step 50.
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Figure 12: Root Mean Squared Error of the prediction quality under various
recommender trustworthiness estimation mechanisms, misreport-
ing recommender, various offsets.
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Figure 13: Root Mean Squared Error of the prediction quality under various
recommender trustworthiness estimation mechanisms, misreport-
ing recommender, various offsets from time step 50.
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summarising the simulation results The simulation results
show that those related methods that perform best when assuming
honesty/accurate reporting on part of recommender R – linear, average-
β and tenedency update – are also those that exhibit performance
deficiencies under the assumption of a dishonest/misreporting rec-
ommender. The FET-based recommender trustworthiness estimation
method offers a good mix of performance under honest recommenda-
tions and robustness under dishonesty. Additionally, it is not reliant
on constant updates, but can be computed independent from scratch
at each time step. This eliminates theoretical concerns of the indepen-
dence of observations when assuming that recommender trustworthi-
ness follows a Beta-distributed model.
However, computing the FET test statistic is computationally more
expensive15 than executing, for instance, a linear or sensitivity update.
This disadvantage can be partially overcome either by using a less
computationally expensive test statistic, such as a χ2 approximation,
or by not computing the exact statistic during each time step, but only
every n-th time step. For the latter solution, the FET-based method
may be combined with a momentum term that computes the speed
of convergence of the rmse; based on the momentum, the frequency
of recomputing recommender R’s trustworthiness can be controlled.
The realisation of such a method is relegated to future work.
If the computational constraints do not permit the use of the FET-
based approach, the sensitivity and max-certainty update methods also
offer reasonably good performance , while the tendency update meth-
ods performs surprisingly well given its very simple nature.
4.3.7 Section Summary
The previous section extends the consensus and discounting opera-
tions of the CertainTrust model to the multinomial space, so as to be
compatible with the extended Multinomial CertainTrust model and af-
ford CertainTrust the same basic multinomial capabilities as Subjective
Logic16 [104, 105]. Furthermore, the section introduces extensions to
the fusion operation for aggregating potentially dependent opinions:
• the basic average fusion operation from CertainLogic [175] was
extended to the multinomial space,
• the weighted average fusion operation from [77] was introduced
and extended to the multinomial space, and
• the conflict-aware average fusion operation from [77] was in-
troduced and extended with a statistically accurate, FET-based
15 For the computational expense of computing Fisher’s Exact Test, see [2, 149].
16 Subjective Logic incorporates a considerably larger number of specialised operators;
these are easily accessible by leveraging the isomorphism from CertainTrust to the
evidence representation using sufficient statistics of the multinomial samples.
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degree of conflict measure, that also allows easy application to
multinomial opinions.
By introducing weighting and conflict-awareness, the averaging pro-
cess of opinions can take into account the fact that the same aggregate
can be produced from either very similar or hugely differing opinions.
Under basic average fusion, this difference was not considered; under
conflict-aware fusion, however, differing opinions have a negative im-
pact on the certainty reported in the resulting fused opinion.
Finally, recommendations are combined with direct experience, us-
ing the consensus and discounting operations. Specifically, recom-
mender trustworthiness estimates – as introduced in Section 4.2, p.
100 – are used as discounting factors, thereby enabling the direct com-
parison of different recommender trustworthiness estimation meth-
ods in terms of predictive accuracy. The novel FET-based method
is shown to perform consistently among the best methods in terms
of predictive performance, both under assumptions of honest recom-
mender behaviour and misreporting behaviour.
4.4 local stationarity and change point detection
In Chapter 3, one of the major assumptions made when estimating
both the trust score (ti = pˆi = αi∑m
j=1αj
) and the certainty values (Defin-
tions 10, 12, 19, and 20), was stationarity of the random processes
thought to be generating the binomial and multinomial samples. By
demanding independent and identically distributed (iid) random vari-
ables, the stationarity of the random processes allowed for a simple
justification of the methods of statistical inference used. This extends
in particular to asymptotical arguments, such as the consistency of
the estimators. For instance, for iid observations, the estimator pˆ = xn
of an n-times repeated Bernoulli trial with probability p, that is, for a
sample X ∼ Bin(n,p), it holds that lim
n→∞ pˆ = p.
Loosely defined, a stationary process is a random process whose
statistical properties do not change over time [155]. Applied to the
Bayesian trustworthiness estimation task at hand, and the estima-
tors presented in Chapter 3, this has the following implications: In
the binomial case, X ∼ Bin(n,p), the estimand parameter p remains
unchanged over time. In the multinomial case, X ∼ Mult(n, p), the
estimand parameter vector p = (p1,p2, . . . ,pm),m > 2, remains un-
modified. In other words, the stationary model assumes that trustee
behaviour does not fundamentally change over time.
However, in the real world, stationarity assumptions frequently do
not hold.17,18 Behaviour – for example, of actors in a market environ-
17 Compare, for instance, Granger’s seminal work on econometric time series [74].
18 Quoting [155, 191]: ‘[...] stationarity and Gaussianity are fairy tales invented for the amuse-
ment of undergraduates.’
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ment – tends to change as time passes. In other words, the estimand
experiences concept drift.
4.4.1 Concept Drift
The term concept in concept drift refers to the estimand parameter – in
the context of trustworthiness estimation, it thus describes a change in
the parameter p of the assumed binomial distribution Bin(n,p) or the
parameters p = (p1, . . . ,pm) of the assumed multinomial distribution
Mult(n, p) over time. In a sense, the parameter19 p is changing, or
drifting, leading to a non-stationary environment.
The notion of concept drift is primarily related to online supervised
learning scenarios, where the relation between data input and target
variable change over time [63]. Following Bayesian decision theory
[48], the posterior probability of an outcome to belong to category
i ∈ {1, . . . ,m},m > 2, given some input data X, that is, p(θi|X), can be
described as:
p(θi|X) =
p(X|θi) · p(θi)
p(X)
(15)
where p(θi) is the prior probability of category i, p(X|θi) is the cate-
gory conditional probability function for classes {1, . . . ,m}, with p(X) =∑m
i=1 p(θi)· (X|θi).
The predictive model presented in Chapter 3 assumes a non-associative
learning process, in the sense that no covariate attributes (aside from
the history of past experiences) are used in the prediction process.
Here, time series information is available for classification. This time
series is generated in a reinforcement learning-style feedback loop,
modelled by a binomial or multinomial probability distribution. In
the following, therefore, a loose interpretation of concept drift will be
adopted from [123]. This states simply that under concept drift ‘[...]
behaviors and tasks change with time’.
Recall from Chapter 3, that Posterior ∝ Likelihood×Prior. In fact,
from Bayes’ Theorem given in Equation 15, the posterior is equal to
the likelihood function, θ 7→ p(X|θi), multiplied by the prior prob-
ability p(θi) if it is normalised by the probability of the data p(X).
The likelihood function is determined by the data generating process.
The prior is determined by the convenient choice of an appropriate
conjugate prior20. For the intents and purposes of the trustworthiness
assessment task, likelihood function and prior can thus be considered
as fixed.
Consequently, the only constituent of Equation 15 that may exhibit
variation over time is the probability distribution of the data, p(X).
19 In the following, unless specifically remarked upon, the single parameter p of the
binomial model and the parameter vector p, will not be differentiated.
20 On the concept of conjugate priors, see [167].
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Figure 14: Patterns of changes in data over time (outlier not concept drift)
[63] (for larger figures, see Appendix E, p. 241).
As discussed in Chapter 3, the distributional family of the sample
X is known, belonging either to the binomial or multinomial family
of distributions. The objective was the estimation of the shape pa-
rameter(s) of the specific, stationary distribution generating the data
sample X = {x1, x2, . . . , xn}.
Under assumptions of non-stationarity, the shape parameter p of
the generating binomial distribution may change over time, from the
initial value of the shape parameter, p, to a new value p ′. This change
in p(X) will manifest itself in the sample X in proportion to the mag-
nitude of the change in p. In particular, the change of p over time is
evidenced by a significant change in the data mean, that is pˆ =
∑n
i=1 xi
n .
[63] categorise four different types of drift in p:
• sudden/abrupt (Figure 14a): an abrupt switch from p to p ′ at
a fixed point in time, t, so that {x1, . . . xt−1} ∼ Bin(t,p) and
{xt, . . . , xn} ∼ Bin(n− t,p ′).
• incremental (Figure 14b): a change occurring over many inter-
mediate steps, so that for 0 < t ′ 6 t 6 t ′′ < n it holds:
{x1, . . . xt ′−1} ∼ Bin(t ′,p), {xt ′′ , . . . , xn} ∼ Bin(n − t ′′,p ′) and
an incremental, monotonous function of p for t ′ < t < t ′′, so
that f(p) ∈ [p,p ′] if p ′ > p and f(p) ∈ [p ′,p] if p > p ′.
• gradual (Figure 14c): a change that sees an overlap of concepts,
so that for an interval of time [t, t ′], data may be generated by
either the original distribution with shape parameter p or the
new distribution with shape parameter p ′.
• reoccuring (Figure 14d): a switch where the original distribution
with shape parameter p reoccurs after an interval of time [t, t ′],
so that {x1, . . . xt−1} ∼ Bin(t,p), {xt, . . . xt ′−1} ∼ Bin(t ′ − t,p ′)
and {xt ′ , . . . xn} ∼ Bin(n− t ′,p).
As with other online learning scenarios, the different forms of con-
cept drift listed above can occur in trust assessment. Therefore, trust
models have to make predictions from evolving data with unknown
dynamics. Leveraging the assumption that the most recent data is the
most informative for the prediction process [63, 46], state-of-the-art
trust models employ gradual forgetting and windowing mechanisms.
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4.4.2 Gradual Forgetting
Gradual forgetting, or ageing of evidence, is the basic concept for
handling concept drift in computational trust models.; as such, mod-
els incorporating gradual forgetting include, for instance, [29, 107,
108, 173, 202]. The implementation of gradual forgetting is achieved
by weighting the individual experiences contained in sample X˜ =
(~x1,~x2,~x3, . . . ,~xn−1,~xn) in 0− 1 random vector form based on their
age. This follows from the intuition that the importance of an experi-
ence in the sample should decrease with age [63].
Definition 35 (Gradual Forgetting (Ageing)). Let a ∈ [0; 1] be a fading
factor and X˜ = (~x1,~x2,~x3, . . . ,~xn−1,~xn) be a sample in 0− 1 random
vector form with dimension m×n. Let X˜ be ordered according to the
age of its components, so that ~x1 is the oldest and ~xn the most recent
component, i.e., X˜ represents a time-series. The aged sample X˜n,a is
computed as:
X˜n,a = (a
n−1 ·~x1, an−2 ·~x2, an−3 ·~x3, . . . , a1 ·~xn−1,~xn)
For the m ∈N,m > 2 row sums in X˜n,a it follows that for 1 6 i 6 m:
α˜i =
n∑
j=1
an−j · xi,j
The α˜i’s from Definition 35 now provide the parameters for the
trustworthiness estimation with an aged sample that gives less im-
portance to older data. Thus, the trust scores t1, t2, . . . , tm that are
computed with aged data as expectation values of Beta or Dirichlet
posterior distributions take the following form:
ti =
α˜i∑m
j=1 α˜j
, for i ∈ {1, 2, . . . ,n} (16)
Correspondingly, because the amount of information thought to be
contained in the sample is reduced by the ageing assumption, cer-
tainty estimates must also be adjusted. The certainty estimates should
therefore be computed by substituting
∑m
i=1 α˜i for n in the various
certainty estimators (Definitions 10, 12, 19 and 20). Thus, the general
instantiation for a certainty estimator using an aged sample is:
C(α˜1, α˜2, . . . , α˜m;
m∑
i=1
α˜i)
ageing stored sufficient statistics Recall that the aggre-
gates over the m ∈ N different categories in the sample, that is,
α1 =
∑n
j=1 x1,j, . . . ,αm =
∑n
j=1 xm,j, are sufficient statistics of the
sample. For 1 < t < n, let αi(t) =
∑t
j=1 xi,j be the sum over the first
t ∈ N entries in the i-th category. When using ageing with fading
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factor a ∈ [0; 1] and storing only aggregate data at each time inter-
val t, i.e., αi(t), and maintaining only the most current ~x(t+1), the
gradual forgetting mechanism each time, the sufficient statistics can
be updated in a convenient manner:
αj(t+ 1) = xj,t+1 + a ·αj(t)
periods of inaction Ageing raises an issue related to periods
of inaction, when no new evidence is collected but time passes nonethe-
less. Assuming discrete time intervals in which an interaction leading
to evidence can occur, a period of inaction can easily be accommo-
dated by relaxing the requirements of the 0− 1 random vector repre-
sentation of the sample. In its standard form (see Tables 3, p. 78 and
4, p. 80), a sample in this representation consists of m-dimensional
column vectors containing exactly one 1-element andm− 1 0-elements.
For a sample of length n ∈N, it thus follows that∑ni=1∑mj=1 xi,j = n.
In order to accommodate periods of inaction, let us formally define
a period of inaction as a column vector in sample X containing only
0-elements. In this representation, it follows that a sample X of length
n ∈ N encodes ∑ni=1∑mj=1 xi,j 6 n periods during which an inter-
action occured and n−
∑n
i=1
∑m
j=1 xi,j > 0 periods of inaction. Table
7, p. 142 shows a sample containing a period of inactivity encoded
as 0-element vector ~x3. Also note, that the trust estimate computation
had to be adjusted to tu = pˆu = 1∑n
i=1
∑m
j=1 xi,j
·∑ni=1 xu,i in order to
account for the (possible) occurrence of 0-element vectors. In order to
avoid a division by zero, at least a single non-zero vector should be
present in the sample. Otherwise, the default instantiation of Certain-
Trust is used, i.e., t = 0.5, c = 0.
This representation serves as an auxiliary representation in order to
account for inaction. It simply enables an easy application of ageing
per Definition 35, which assumes discrete time steps.
limit on evidence through ageing Ries [173] noted a nar-
rowing of the interval that can contain the expectation values of the
Beta distributed posteriors. This narrowing is owed to the increased
impact of the Beta(1, 1) prior in relation to the data as the data de-
cays over time. The amount of evidence that can be obtained when
ageing with fading factor a ∈ [0; 1] can be expressed as ∑mi=1 α˜i (see
Definition 35, p. 140). This amount of evidence is limited and can be
expressed as a geometric sum21:
m∑
i=1
α˜i =
n∑
j=1
(an−j · ||~xj||) 6
n−1∑
j=0
aj =
1− an
1− a
(17)
21 The inequality stems from possible 0-element vectors in the sample. If no such vec-
tors are in the sample, the 6-relation becomes an equality.
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Thus, even assuming an infinite sample length n → ∞, the total
amount of evidence is still finite, as
lim
n→∞ 1− a
n
1− a
=
1
1− a
(18)
This issue is related to the fact that with limited amounts of in-
formation, only a limited degree of certainty in the estimate can be
achieved. Thus, the prior, in the case of [173] and most other trust
models a Beta(1,1) prior, is not entirely marginalised by the data.
However, this is not just an issue with trust models, but present in
Bayesian estimation in general, in particular when ageing is applied.
As a practical solution, [173] proposes to dynamically adjust the prior
and limit the amount of information required to reach a certainty
value of c = 1 by fading out the prior. The method for doing so has
already been extended from the basic CertainLogic in Section 3.1.7 for
the binomial model with arbitrary certainty functions and in Section
3.2.7 for the novel Multinomial CertainTrust extension.
extended implicit ageing The implicit ageing process by nor-
malisation proposed in [173] for CertainTrust can be generalised to
the multinomial case. For this, assume a fixed N ∈ N to represent
the minimum number of experiences required to reach a certainty
value of c = 1. The value of N can, for instance, be computed ac-
cording to the mechanism proposed in Section 3.2.7, p. 89. Let X =
(~x1,~x2, . . . ,~xn) be a sample in 0− 1 random vector representation with
dimension m× n. Then the normalisation analogue to [173] is given
as:
norm(X) =
 (~x1,~x2, . . . ,~xn) if
∑n
i=1 ||~xi|| 6 N
( N·~x1∑n
i=1 ||~xi||
, N·~x2∑n
i=1 ||~xi||
, . . . , N·~xn∑n
i=1 ||~xi||
) else.
where ||~xi|| is the Euclidian vector norm. For the given sample in 0− 1
random vector representation, it holds that
∑n
i=1 ||~xi|| =
∑n
i=1
∑m
j=1 xi,j,
that is, the sum of elements in X.
The presented mechanism of gradual forgetting and the consequent
refinements, such as implicit ageing, however, do not address two per-
tinent questions: Is the application of ageing warranted in a given ap-
plication and what should the fading factor a ∈ [0; 1] be instantiated
as? Both questions relate to the fact that ageing limits the amount of
evidence that can be collected, which in turn impacts the prediction
results. Therefore, ageing should be complemented by a technique
that indicates whether or not the underlying distribution within the
sample X has changed over time, and if so, at which points. That is,
over which intervals in the sample the distribution can be assumed
to be stationary. This can be achieved by applying methods for change
point detection to trustworthiness assessment. The change point detec-
tion model applied to trustworthiness estimation, which adopts the
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methodology from Ross et al. [178], is primarily geared towards a bi-
nomial model. However, it is easily extended to the multinomial case
(see, Section4.4.5, p. 150).
4.4.3 Change Point Detection
In general, change point detection encompasses techniques and meth-
ods for the identification of points in time (or small intervals in time)
at which the estimand parameter of the distribution of a time series
changes. By identifying change points in the distribution of the data,
the dynamics of the data generating process are explicated [63]. This,
in turn, is useful for both correctly determining the trust estimate
t = pˆ and its concordant certainty estimate c.
Methods of change detection are mature statistical procedures, of
particular interest in manufacturing and quality control. Statistical
process control22 has been used for a number of decades, going back
to Shewhart’s work [184] on so-called control charts while at Bell Lab-
oratories in the 1920s [15]. In fact, Shewhart’s goal was similar to the
challenge posed in trustworthiness estimation under non-stationarity23:
Shewhart’s original control chart, now called a p-chart, was designed
for monitoring the fraction of defective items in a manufacturing pro-
cess [22]. Other control chart approaches have superseded the original
p-chart in terms of effectiveness to detect small to moderate shifts in
the fraction of defectives, such as the Binomial and Bernoulli Cumu-
lative Sum (CUSUM) control charts [22, 170] or the FETCPM method
[178]. Within the context of reputation systems, Yang et al. [206] have
applied change detection methods to detect collaborative reputation
attacks in a centralised manner, albeit with assumptions of Gaussian-
ity and not for coping with non-stationary recommender behaviour.
binomial samples with change points The structure of the
m× n-dimensional data sample X = (~x1,~x2, . . . ,~xn) in 0− 1 random
vector form can be considered as m different row samples. Each of
these m samples Yi = (xi,1, xi,2, . . . , xi,n), 1 6 i 6 m, is a discrete-
time sequence of realisations of independent Bernoulli distributed
random variables. Under the assumption of local stationarity, the pa-
rameter p of the data generating Bernoulli process may change at any
of the n ∈ N data points in the sample Yi. Therefore, assuming that
the Bernoulli parameter pt is constant but unknown between change
22 For an overview, see [159].
23 Recall that an assumption of local-stationarity is still made.
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points, the distribution of Xi,j, which denotes the random variable
realised by observation xi,j, can be written as
Xi,j ∼ Bernoulli(pi,j),pi,j =

pi,0 if j 6 τ1
pi,1 if τ1 < j 6 τ2
pi,2 if τ2 < j 6 τ3
. . .
where each value of τidx represents a change point [178]. A change
point detector is tasked with identifying changes in the different pi,j
as quickly as possible, that is, its task is determining the change
points.
The nature of data generation in Bayesian trust estimation, however,
places additional requirements on the change point detection method.
In particular, samples do not have a fixed size, but rather may arrive
as data streams without a fixed length. Additionally, the computa-
tional and memory demands of the change point detector should be
moderate in order to remain feasible. This, in conjunction with the
discrete nature of the data, limits the choice of change point detectors
to methods that are capable of sequential analysis of attribute data
under 100 per cent inspection.
sequential change point detection In sequential change
point detection, the sample is analysed in sequence as a new data
point arrives. The change detector is sequentially applied to the sam-
ple until a change in the probability of the data generating (Bernoulli)
process is detected. After such a change point has been identified,
the sequential change point detector is reset, so as to detect the next
change point. In this setting, the problem of change point detection is
solved in a successive manner, in which a change from a pre-change
probability value θ0 to a post-change probability θ1 is signalled when
a change point is identified. After the identification of the change
point and the subsequent reset of the detector, what was formerly the
post-change probability becomes the new pre-change probability and
detection continues.
Sequential change point detectors rely on hypothesis testing. For a
data point k in a sequence, a simple two-sample hypothesis test can
be used to check whether a change point occurs at τ = k, with the
null-hypothesis, h0, that there is no change at k [63, 178]. The under-
lying assumption is that for a change at k and a time-series of data
points indexed 1 < k < n, the sequence with indices 1 to k− 1 and
the sequence with indices k to n have a significantly different proba-
bility of exhibiting certain subsequences. Typically, the hypothesis is
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tested using the Sequential Probability Ratio Test (SPRT) [193], with
the test statistic taking the form of:
Tnk = log
P(xk, . . . , xn|θ1)
P(xk, . . . , xn|θ0)
=
n∑
i=k
log
θ1[xi]
θ0[xi]
= Tn−1k + log
θ1[xn]
θ0[xn]
with a change being signalled if Tnw exceeds a predefined thresh-
old [63]. Note, that the pre-change probability, θ0, is assumed to be
known.
The Bernoulli CUSUM change point detector with 100 per cent in-
spection [22, 170] is one of the state-of-the-art methods for change
point detection under the given conditions. However, in order to op-
erate efficiently, this detector requires the pre-change probability, θ0,
to be exactly known, due to its reliance on the SPRT. Under mis-
specification of θ0, performance of this detector is significantly im-
paired [23, 178]. In trust assessment, as a feedback-based learning
task, however, the pre-change probability is generally not known a-
priori, thereby potentially limiting the usefulness of the Bernoulli
CUSUM detector.
A more recent sequential change point detector has been intro-
duced in [178]. Instead of relying on the SPRT, it uses Fisher’s Exact
Test (Definition 26, p. 108) (FET) [2, 178] in the context of the change
point model (CPM) framework introduced in [87]24. The FET does
not rely on Wald’s Gaussian approximations used in the SPRT, per-
mitting its application in scenarios with small sample sizes. Neither
does it depend on the true, yet unknown, pre-change probability θ0.
Rather, since we are only dealing with discrete, binary data points,
the FET statistic is constructed from a combinatorics argument, that
reasons over the distribution of failures (i.e., xi = 0) in the sample.
4.4.4 FETCPM Change Point Detector
In the following, the FETCPM detector is described according to Ross
et al. [178], from which the fundamental FET-based change point de-
tection model is largely reproduced. The detector relies on the FET
[2, 56], which has already been used in previous sections and defined
in Definition 26, p. 108. To recapitulate briefly, the FET tests whether
two binomial samples are generated by the same Bernoulli process.
In its two-sided variant, the FET gives the probability that a null-
hypothesis, h0 (the samples originate from the same Bernoulli process), is
true. Within the context of change point detection, h0 can be reformu-
lated as: there are no change points within a given sample. The following
Defintion 36 puts the FET into the context of Change Point Detection
problems:
24 Hence, this particular change point detector will, in the following, be referred to as
FETCPM.
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Definition 36 (Fisher’s Exact Test [56] in the context of Change Point
Detection [178]). Let X = (x1, x2, . . . , xn) be a sequence of realisations
of Bernoulli distributed random variables Xi. Let k, 1 < k < n be
a point in the sequence X that splits the sequence into two samples
x1, . . . , xk and xk+1, . . . , xn. Furthermore, let the null-hypothesis, h0,
be that there are no change points in X. Under h0, all Xi are identically
distributed with P(Xi = 1) = θ0 and P(Xi = 0) = 1− θ0. Let Sn be
a random variable defined as the sum of failures in a sequence of
length n:
Sn =
n∑
i=1
(Xi = 0)
Correspondingly, let Sk be a random variable of the sum of failures
in the first sample x1, . . . , xk. Then, conditional on Sn being realised
as Sn = sn, the probability that Sk = sk follows a hypergeometric
distribution
P(Sk = sk|Sn = sn) =
(
sn
sk
)(
n−sn
k−sk
)(
n
k
) (19)
This, in turn leads to the one-sided p value of the FET, that is, the
probability that there are sk or less failures in the first k observations
under h0 [178]:
pk,n =
k∑
i=1
P(Sk = si),pk,n ∈ [0; 1]
The one-sided version of the FET in Definition 36 detects an in-
crease in the estimand parameter, that is, increases in the parameter p
of the underlying Bernoulli distribution. In order to detect decreases,
the sufficient statistic Sn (and correspondingly Sk) has to be replaced
by the sum of successes:
Rn =
n∑
i=1
(Xi = 1)
In the following, the formalisation will assume the detection of in-
creases in the parameter and hence use the Sn statistic. This is done
for reasons of convenience, as the reformulation for the statistic Rn is
trivial.
Change detection based on the FET entails that, should a change be
detected, the null-hypothesis is rejected. Let Fk,n = 1− pk,n, Fk,n ∈
[0; 1]; then the statistic Fk,n can simply be tested against an appro-
priately chosen threshold hk,n and if Fk,n > hk,n, a change can be
signalled [178]. Since it is not known a-priori which point k in the
sequence is the change point, a change point τ can be estimated as τˆ
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by computing Fk,n for every 1 < k < n and reporting the maximum
value [178], that is:
Fn = max
1<k<n
Fk,n
If Fn > hn for some appropriate hn, then h0 can be rejected and the
point k at which Fk,n is maximised declared to be a suitable estimator
τˆ of the change point τ. The algorithm is given is pseudocode in
Algorithm 3.
In the case of trustworthiness estimation, the observations, in the
form of experiences, arrive in discrete time as part in what can be
considered a stream. That is, the number of observations is not fixed
and change detection is done in a sequential manner, necessitating a
recompilation of the test statistic Fn for each new observation. How-
ever, this can be done in a computationally efficient manner [178], as
long as the threshold values hn are chosen appropriately.
determining { hn} Each sequential computation of Fn requires
a corresponding choice of threshold parameter hn. The threshold pa-
rameter for sequential change point detectors, such as FETCPM or
CUSUM, is usually determined on the basis of the zero-state Average
Run Length (ARL0), which is the expected time between false alarms.
In this context, a false alarm is constituted by the detector signalling
a change when in fact no change has occurred. For this, the probabil-
ity of a false alarm should be bounded, so that for a user-specified
probability value α [178]:
P(Fn > hn|Fn−1 6 hn−1, . . . , F1 6 h1,pn = θ0) = α
The ARL0 is then defined as 1α . Form this, a sequence {hn} of thresh-
old values for sequential testing can be pre-computed and stored as a
look-up table. [178] provide such a table for the FETCPM that bounds
the ARL0 conservatively, so that ARL0 6 1α .
smoothing Since the criterion of ARL0 6 1α is already conserva-
tive, [178] recommend smoothing the test statistic Fn in order to re-
duce the overall conservativeness of the FETCPM. The new smoothed
statistic is defined by [178] as:
Y1,n = F1,n
Yk,n = (1− λ) · Yk−1,n + λ · Fk,n
Yn = max
1<k<n
Yk,n, λ ∈ [0; 1]
A value of λ = 0.3 appears an appropriate choice, according to the
performance evaluations of different λ-values in [178].
recursive computation and cumulation Computing Fn
for each new observation would normally entail re-computing each
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Data: Binomial time series X = (x1, x2, . . . , xn)
Pre-computed threshold value hn
Result: Change point estimate τˆ
// Initialize parameters
n=length(X);
τˆ = 0;
Fn = 0;
sn = sum of failures in X;
sk = 0;
k0 = 0;
// Compute the test statistic
for k in 1 : n do
sk = sum of failures in (x1, . . . , xk);
Fk,n = 1−
(snsk)(
n−sn
k−sk
)
(nk)
;
if Fk,n > Fn then
Fn = Fk,n,k0 = k
end
end
// Compare the test statistic to threshold
if Fn > hn then
τˆ = k0
end
return τˆ
Algorithm 3: FETCPM Change Point Detection according to [178]
Fk,n, involving the expensive computation of binomial coefficients.
That is, computing the entire algorithm that is given in Agorithm 3
in its entire whenever only one new observation is added to the time
series X.
However, an algebraic manipulation exploiting the high level of
correlation between successive Fk,n statistics permits a recursive com-
putation of these values [178]. The recursion takes the following form
[178]: Let dk,n be the hypergeometric distribution from the FET (Equa-
tion 19, p. 147), i.e.:
dk,n = P(Sk = sk|Sn = sn) =
(
sn
sk
)(
n−sn
k−sk
)(
n
k
)
Thus, the individual Fk,n are computed as:
Fk,n = 1−
k∑
i=1
ddi,n
Then dk,n, and consequently Fk,n and Yk,n, can be computed in a
recursive manner:
dk,n+1 =

dk,n·(sn+1)(n−sn+1)2
(k+1−sk)(n−sn−k−sk+1)(n+1)
if Xn+1 = 1
dk,n·(n−sn+1)2
(n−sn−k−sk+1)(n+1)
if Xn+1 = 0
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dk+1,n =

dk,n·(sn−sk)(k+1)
(sk+1)(n−k)
if Xn+1 = 1
dk,n·(n−sn−k+sk)
(k−sk+1)(n−k)
if Xn+1 = 0
In order to limit the memory and computation demands that arise
from sequentially monitoring, which are growing over time, [178] pro-
pose a windowing and cumulation scheme that does not affect per-
formance significantly. This approach includes computing the Fk,n
statistic over a window of the most recent w observations, so that
only the points xn−w+1, . . . , xn are being tested for a change point,
thereby making both computational and memory cost constant for
each newly arriving observation. At the same time, the observations
outside the window, that is, x1, . . . , xn−w, are cumulated into a new
sufficient statistic sn−w =
∑n−w
i=1 (Xi = 0) and Sk can be defined
accordingly as:
Sk = sn−w +
k∑
i=n−w+1
(Xi = 0),n−w < k < n
4.4.5 Applying the FETCPM Change Detector in Trustworthiness Assess-
ment
As the FETCPM change point detector can operate on cumulated data,
such as the sufficient statistics Rn and Sn (Equation 19, p. 147), as well
as directly on the time series representation, it is easily applicable to
both the compact standard CertainTrust formulation, as well as sam-
ples in 0 − 1 random vector form as used in the previous sections
of this thesis. The FETCPM detector, as described above, monitors for
changes in a binomial proportion. Thus, in the case of trust assessment
in the binomial case, the application of FETCPM is straightforward;
one simply monitors the sum of failures for increases in the parame-
ter p of the Bernoulli distributed process generating the observations,
and the sum of successes for decreases in p, as well as a window of ad-
equate size w. Once a change is detected by the change detector, the
observations made at time points before the signalled change point
are simply discarded. This is justified, because those observations are
assumed to be generated by a different Bernoulli process than the
one currently active. As a consequence, change detection implements
abrupt forgetting conditional on the thresholded statistic of the change
detector. Initialising the FETCPM change detector requires observing
a minimum number of data points that are assumed to be indepen-
dent and identically distributed (iid); the R-implementation of FETCPM
in [177] recommends 20 observations.
Up to this point, only binomial change point detection has been In
order to monitor multinomial proportions in trust models such as
Multinomial CertainTrust, individual change detectors are run on each
of the m > 2 proportions in an m-dimensional trust estimation task
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(see, Section 3.2.1, p. 77)25. If a change detector detects a change in
the marginal distribution for any of the m > 2 different categories, a
change is signalled and all change detectors are reset. The basic as-
sumption made so far for multinomial trust assessment was that the
sample follows a discrete multinomial proportion with a very simple
correlation structure between the different possible outcomes of an
observation. That is, the individual observations are independently
distributed and the m > 2 different categories are exclusive and ex-
haustive.
Therefore, discarding the notion that the observations are also iden-
tically distributed, but rather assuming local stationary and the possi-
bility of change points instead, consider each category to be generated
by a Bernoulli process with probability of success pi for the i-th cate-
gory (and correspondingly, a probability of failure of 1− pi). Because
the categories are by design exhaustive and exclusive, it follows that∑m
i=1 pi = 1. Therefore, a significant change, according to the FET
statistic, in one pi in the positive direction will manifest itself in the
cumulated sum of successes over all other categories. A significant
change in the negative direction, that is a decrease in pi will be ob-
servable from the number of success of the i-th category. Hence, for
each category two statistics have to be maintained:
• the sum of successes for the i-th category, Rin =
∑n
j=1 xj,i, as
well as
• the sum of failures for that category, which corresponds to the
sum of success for all but the i-th category, Sin =
∑m
k=1;k6=i
∑n
j=1 xj,k.
Depending on the choice of window size, w, the detection time, det, at
which a change point is signalled and the estimate τˆ of this change
point max not coincide. That is, det > τˆ > kd−w. At time det+1, the
reset statistic is therefore computed starting at time τˆ, instead of det
if det 6= τˆ. Trust and certainty estimates (Chapter 3) are also restarted
from time τˆ.
4.4.6 Evaluation: Complementing and Comparing FETCPM with Ageing
Ageing, in the form of gradual forgetting of older information (Sec-
tion 4.4.2, p. 140) is employed to increase the responsiveness of an
estimator to concept drift. This is achieved by essentially bounding
the amount of evidence that can be collected (Equations 17 and 18, p.
141), thereby reducing the mass older information has in the cumula-
tion relative to more recent information and consequently increasing
the momentum of change in the predictor. However, the equality of
the estimate pˆ and the estimand p is an asymptotical argument, that
25 This is a straightforward implementation for multinomial and multiattribute change
detection problems appropriate under the specific circumstances of trust assessment;
for a review of various other methods, see [192]
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Figure 15: Lower bound of the Standard Error for varying parameter values
p, depending on ageing factors.
is, it only holds for an infinite amount of evidence under stationary
conditions: lim
n→∞ pˆ = p.
As such, the confidence that an estimate is correct is bounded by
the amount of information that can be collected. For an ageing factor
of a ∈ [0; 1[, the amount of evidence is bounded by:
1
1− a
In terms of the Standard Error, this leads to a minimum Standard
Error, in a binary sequence, of:√
p · (1− p) · (1− a)
Ageing trades off the maximum achievable accuracy of the estimate
for a quicker reaction to changes of the underlying distribution. The
maximum achievable accuracy, in terms of the minimum Standard
Error for a binomial proportion estimator implementing ageing, is
depicted in Figure 15, p. 152.
Figure 15 depicts the theoretically achievable minimum Standard
Error, which depends on the unknown, estimand parameter p. Ex-
tending on this, Figure 16, p. 153 shows the accuracy of Bayesian esti-
mators for binomial proportions26 in terms of the mean root-squared
errors in a simulation setting, instantiated with a uniform prior and
varying ageing factors a. In Figure 16a, mean root-squared errors are
reported for a Monte-Carlo simulation of 10,000 runs of a stationary
Bernoulli process with p = 0.9 and length 200. In Figure 16b, non-
stationarity is assumed and the Bernoulli process generating the bi-
nary sequence changes its probability of success, p, twice. Initially, the
probability of success is set to p = 0.3, which increases suddenly to
p = 0.6 at time step 31, and further to p = 0.9 at time step 131.
26 See Chapter 3
4.4 local stationarity and change point detection 153
0.1
0.2
50 100 150
Ro
ot
 M
ea
n 
Sq
ua
re
d 
Er
ro
r
Time 2000
0.0
0.25
Ageing, Factor 0.3
Ageing, Factor 0.7
Ageing, Factor 0.9
No Ageing
1
2
4
3
1
4
2
3
(a) Stationary Bernoulli Process,
n = 200,p = 0.9
0.1
0.2
0.3
50 100 150
Ro
ot
 M
ea
n 
Sq
ua
re
d 
Er
ro
r
Time 2000
0.05
1
4
2
3
0.35 Ageing, Factor 0.3
Ageing, Factor 0.7
Ageing, Factor 0.9
No Ageing
1
2
4
3
(b) Non-Stationary Bernoulli Pro-
cess, p = 0.3 (time 1-30), p =
0.6 (time 31-130),p = 0.9 (time
131-200)
Figure 16: Average accuracy, in terms of Root Mean Squared Error (Monte-
Carlo simulation, 10, 000 repeats).
Under stationary conditions, it is clearly visible that the estimator
with no ageing outperforms those that implement ageing, in terms
of the root-squared error. For a longer sample length (n = 2, 000)
and a more comprehensive set of ageing factors, see also Appendix
E, Figure 34, p. 243.
Under non-stationary conditions, the advantages of implementing
ageing are pronounced. For the given scenario, the basic estimator
without ageing still exhibits the lowest overall root-squared error
scores at times 30 and 130; however, it is very slow to react to changes
in the Bernoulli process. In fact, it only narrowly outperforms the es-
timator implementing a conservative ageing factor of a = 0.9 from
time step14 to 30, and again briefly from time step 121 to 130. Here,
the application of a conservative ageing factor of a = 0.9 yields a
significant improvement in the overall predictive performance of the
estimator by maintaining a margin of error roughly comparable to the
base estimator and providing significantly improved responsiveness
to changes in the Bernoulli process.
Change point detection can be applied to trustworthiness estima-
tors, irrespective of whether or not ageing has been introduced. Change
point detection increases the responsiveness of the estimator to change,
without compromising its maximum achievable accuracy. Figure 17,
p. 154, shows the effect of the FETCPM change detector on estimator
accuracy and responsiveness for the same scenario as Figure 16b.
In Figure 17b, non-stationarity with two change points is assumed.
Here, the change point detector improves the responsiveness of the
base estimator without ageing considerably after time step 131, at
which a change point occurred and was detected. The earlier change
point at time step 31 was not reliably detected. However, the perfor-
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mance of the estimator was not impaired by the Type II error. In fact,
incorrectly failing to reject the null-hypothesis of the FET – h0 ="No
change point has occurred" – simply means that the base estimator is
maintained in its original state. False positive change point detection,
that is, Type I error, has an effect on estimator performance. The de-
creased performance of the estimator, caused by early detection of
the change point at time step 131, manifests itself in a slight increase
in the root-squared error just prior to time step 131.
Change point detection when combined with conservatively aged
estimators, for instance, at a = 0.9, yields a further improvement in
the responsiveness to change of the aged estimator. This increase in re-
sponsiveness to change is visible in Figure 17, albeit less pronounced
than for the non-aged estimator.
For the stationary scenario, Figure 17a, the Type I error manifests
itself in decreased performance compared to the base case of no age-
ing or change point detection. However, performance under change
point detection is still superior to that under ageing for an ageing
factor of a = 0.9.
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Figure 17: Average accuracy, in terms of Root Mean Squared Error (Monte-
Carlo simulation, 10, 000 repeats), with change point detection.
Figure 18, p. 155, shows the behaviour of ageing and change point
detection under gradual and incremental change (see, Figure 14, specif-
ically 14c and 14b, p. 139). Qualitatively, the behaviour remains un-
changed in comparison to Figure 17b, p. 154.
Three different kinds of changes have been addressed in the sim-
ulation: sudden (Figure 14a), incremental (Figure 14b) and gradual
(Figure 14c) change. Reoccurring change has not been addressed and
is considered a special case of repeated sudden change. The respon-
siveness of the detector incremental and gradual change was affected
by the length of the transition period inherent to inherent and grad-
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ual change. However, this period also impacts the efficiency of ageing
approaches as well. The relative difference between change point de-
tection and ageing generally remains similar under different types of
change.
Although not shown in diagrams, the detection time is dependent
on the extent of the change. Smaller changes in the underlying param-
eter of the Bernoulli distribution take longer to manifest in the data
in a significant way, consequently delaying the detection. However,
small changes also have small effects on the point estimate, which in
turn eases the need for a detection of changes. General results on the
expected delays can be found in [178].
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Figure 18: Average accuracy, in terms of Root Mean Squared Error (Monte-
Carlo simulation, 10, 000 repeats), with change point detection,
under gradual and incremental change.
In order to investigate the effect of random change point posi-
tions on the effectiveness of ageing and change point detection, a
Monte-Carlo style simulation randomising the position of the change
points and the magnitude of the change for a given number of change
points over a 200 time step sequence was simulated. This allows draw-
ing further conclusions on the efficacy of both ageing and change
point detection. Overall, conservative ageing (e.g., with factor a = 0.9)
provides a good trade-off between accuracy and responsiveness to
changes (Figure 19, p. 156).
In scenarios with a relatively low number of uniformly distributed
change points, change point detection offers considerably improved
performance when combined with a conservatively aged estimator.
Once the number of randomly distributed change points increases,
applying change point detection causes increases in the Type I error
of the FET, leading to a decreasing advantage in performance of the
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Figure 19: Average accuracy, in terms of Root Mean Squared Error; uniform
random changes in p and location of change points (Monte-Carlo
simulation of a non-stationary Bernoulli Process, n = 200, 10, 000
repeats).
FETCPM augmented estimator. As can be seen in Figure 19, p. 156,
the performance of the estimator that is augmented with the FETCPM
change detector is at worst on the same level as the non-augmented
version. The uptick in the root-squared error at the latter time steps
(> 150) is an artefact of the fixed-length sequence.
While the simulation settings chosen in Figure 19 offers an indica-
tion that the combination of change point detection and ageing has a
positive effects. In order to gain a a more general insight, possibly go-
ing beyond the application of change point models in trustworthiness
assessment, a closer examination of the benefits of combining change
point detection and multiplicative ageing under various other scenar-
ios might prove worthwhile. However, this is considered beyond the
scope of this thesis.
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4.4.7 Section Summary
The preceding section introduces non-stationarity27 as a challenge to
correct trustworthiness estimation. Instead of stationarity in general,
only local stationarity is assumed, thereby introducing the concept of
change points at which trustee behaviour changes.
By applying state-of-the-art change point detection methods [178]
to trustworthiness estimation tasks, these behavioural changes can be
detected and the point in time at which they occur can be estimated.
This permits a potentially more accurate estimation than would be
possible with methods based on multiplicative ageing, as they exhibit
a lower bound on the accuracy that is theoretically possible to achieve
– and hence on the achievable maximum certainty score. Additionally,
when combined with ageing, change point detection increases the
responsiveness to change over using either change point detection or
ageing by itself.
The selected change point detector [178] is centred around the FET
statistic that has already been introduced and used in previous sec-
tions. It is applicable to both binomial and mulitnomial trustworthi-
ness estimation tasks; the latter is achieved by exploiting the fact that
the marginal distributions of the (mulinomial) Dirichlet follow (bino-
mial) Beta distributions.
4.5 chapter summary
In this chapter, the core of the trust model introduced in Chapter 3 has
been augmented with further methods for facilitating trust propaga-
tion and accounting for concept drift in the behaviour of the trustees.
All of these augmentations are applicable, by design, to both the bi-
nomial case and the multinomial case of trustworthiness estimation.
Specifically, the methods introduced and discussed in this chapter
deal with determining recommender trustworthiness (Section 4.2, p.
100) and the combination of opinions (Section 4.3, p. 112), both of
which are necessities for robust trust propagation. Additionally, non-
stationarity in the data generating process, i.e., potentially changing
and dynamic trustee behaviour, is introduced to the model assump-
tions (Section 4.5, p. 160).
The methods for combining opinions, as presented in the preceding
chapter, consist of discounting, consensus and fusion operations. The
operations for discounting and consensus were modified to fit the
extended version of the CertainTrust model introduced in this thesis,
Multinomial CertainTrust. This represents a necessary step in provid-
ing a comprehensive trust model that includes capabilities for trust
propagation. Additionally, the fusion operation, a method for com-
bining opinions for which the assumption of independence does not
27 In related work on trust models, this is sometimes referred to as dynamicity.
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hold, has been adapted for use in Multinomial CertainTrust. The orig-
inal version, which is essentially an averaging operation present in
both Subjective Logic [104] and CertainLogic [77, 175], has been adapted
to Multinomial CertainTrust. Weighted and conflict-aware extensions,
first published in [77], have been presented and considerably extended
to the multinomial case, including a novel method for computing the
degree of conflict leveraging the FET. Together with the novel FET-
based method for determining recommender trustworthiness, pre-
sented in Section 4.2, a comprehensive multinomial trust model with
trust propagation capabilities is enabled.
Finally, dynamicity, in the form of non-stationary behaviour by a
trustee, is addressed and handled by applying state-of-the-art change
point detection to trustworthiness estimation. Compared to multi-
plicative ageing, the application of change point detection method
does not affect the achievable accuracy of the trust estimator. When
used in conjunction with ageing, change point detection improves
the responsiveness of the estimator to behavioural change over either
individual method.
Specific contributions in this chapter include:
• A novel estimation method for recommender trustworthiness esti-
mation was introduced (Section 4.2) that compares favourably to
the related work (Section 4.3.6). This FET-based recommender
trustworthiness estimation method can be applied to multino-
mial opinions, as opposed to the methods from the related work,
which are applicable to binomial opinions only.
• Operations for trust propagation have been adapted or newly in-
troduced for the use with Mutlinomial CertainTrust, specifically:
– Discounting was adapted to Mutlinomial CertainTrust opin-
ions,
– Consenus was adapted to Mutlinomial CertainTrust opinions,
– Average Fusion was adapted to Mutlinomial CertainTrust opin-
ions,
– Weigthed and Conflict-aware Fusion were newly introduced
and expanded from [77], including a novel way of comput-
ing the degree of conflict between opinions.
• Change point detection was introduced into trustworthiness esti-
mation in order to improve the trust model’s responsiveness to
dynamicity, expressed as non-stationarity.
The contributions in this chapter extend the trust estimation tech-
niques presented in the previous chapter to the combination of opin-
ions . Thereby, they enable accurate trust computation in scenarios
where trust opinions from several sources have to be combined. Sta-
tistically well-founded approaches have been introduced, making the
4.5 chapter summary 159
combination of opinions sounder, particularly in multinomial mod-
els. This provides more exact trust estimates that are more readily
interpretable from an estimation-theoretic point of view, allowing for
accurate reputation systems, for instance, in industrial applications.
Overall, this chapter has provided the extensions necessary to make
the trustworthiness prediction model described in Chapter 3 a com-
prehensive trust model with trust propagation capabilities.

5
E X T E N S I O N S F O R P R A C T I C A L
T R U S T W O RT H I N E S S E S T I M AT I O N
In the previous Chapters 3 and 4, a considerably extended and math-
ematically much more rigid version of the CertainTrust model was in-
troduced. These extensions provided trustworthiness assessment for
multinomial responses, and included novel methods for the estima-
tion of the certainty parameter, the estimation of recommender trust-
worthiness, as well as the detection of changing trustee behaviour,
among others. CertainTrust, in both its basic [173] and extended ver-
sions, is fundamentally relying on Bayesian update learning in order
to derive a trust estimate. Along with other, similar trust models, it is
an evolution of basic feedback-based estimation techniques applied
to trust, for instance work by Jøsang [103, 107, 108], Buchegger [28],
Mui [151] or Teacy [189].
The Bayesian learning approach presented in Chapters 3 and 4 re-
lies on a feedback-based data generating process, in which feedback,
in the form of experiences, has to be collected by each truster on each
trustee. While this burden is eased by the introduction of recommen-
dations, no other indicators of trustworthiness, other than past expe-
riences with a specific trustee are used for computing the trustworthi-
ness of that truster. However, even in online environments, where
traditional cues for trusting are not generally applicable anymore
[141], information beyond experiences exists that might prove useful
in trustworthiness estimation.
Additional information that can be harnessed for trustworthiness
estimation may be derived from associations that a trustee maintains
and that can be used to transfer trust, from demonstrating an invest-
ment by the trustee that would be lost in case of trustee deception, or
from identifying attributes that trustworthy trustees typically exhibit.
By finding and leveraging such information that is indicative of trust-
worthy behaviour, the estimation of the trustworthiness of trustees
that have not been encountered by a specific truster before can be im-
proved. Although prior experience may not exist or be sparse between
a truster and a specific trustee, practical extensions to feedback-based
trust models can be designed to provide those trusters with initial
opinions of these unknown trustees.
In this chapter, work already published as two conference papers
([84] and [85]) is presented:
• Sascha Hauke, Florian Folk, Sheikh Mahbub Habib, and Max
Mühlhäuser. Integrating Indicators of Trustworthiness into Reputation-
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based Trust Models. In Proceedings of the 6th IFIP WG11.11 Inter-
national Conference, IFIPTM 2012, 2012, [84] and
• Sascha Hauke, Sebastian Biedermann, Max Mühlhäuser, and
Dominik Heider. On the Application of Supervised Machine
Learning to Trustworthiness Assessment. In Proceedings of the
12th IEEE International Conference on Trust, Security and Privacy
in Computing and Communications, IEEE TrustCom-13, 2013, [85].
In the first part of this chapter, Section 5.1, CertainTrust is extended by
integrating so-called indicators of trustworthiness into the trustwor-
thiness assessment and into the trust-based decision process. Three
specific cases of indicators are presented: insurance of interactions,
certification of trustees, and coalitions among trustees. These indicators
are modelled as extension to CertainTrust and evaluated in an agent-
based simulation. In the second part of this chapter, Section 5.2, the
application of supervised machine learning techniques to trustwor-
thiness estimation is addressed. The practicability of this approach
is evaluated on a real-world data set of hotel features and ratings,
and a way of integrating supervised estimates with CertainTrust is
proposed.
5.1 hardcoding indicators of trustworthiness
In this section, the integration of a select set of so-called indicators
of trustworthiness into the CertainTrust model will be shown for three
specific indicators, based on the concepts of insuring, certifying and
coalition forming. In general, an indicator of trustworthiness will, in
the following, be understood as per the following definition:
Definition 37 (Indicator of Trustworthiness). An indicator of trustwor-
thiness is any observable feature or combination of features exhibited
by a trustee P that allows a truster A to infer the trustworthiness of
trustee P.
Clearly, Definition 37 is general enough that it covers both sam-
ples of personal past experiences, X = {x1, x2, . . . , xn}, and opinions,
o = (r, s), as used for Bayesian trustworthiness estimation in the pre-
vious chapters. Thus, both a truster’s own past experience with a
trustee and recommendations regarding that trustee are indicators
of trustworthiness. The core assumption of Bayesian computational
trust models, of course, is that past performance indicates future per-
formance.
Additionally however, it would be advantageous to identify other
indicators of trustworthiness that provide a general link between an
exhibited feature and a degree of trustworthiness. One way of do-
ing so is to identify some specific identifiers ‘by hand’ and modify
the prediction model accordingly. This approach will be introduced
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here, given three specific indicators of trustworthiness that may be
observed, for instance, in (electronic) commerce.
5.1.1 Approach and Methods
So far within this thesis, the focus has been on the relevant estima-
tion of a trustee’s trustworthiness and the concordant certainty. For
this, Gambetta’s definition of trust as a subjective probability [64]
provided a useful foundation, that has been adapted into Definition
2 in Chapter ??. Within the scope of this section, however, the trust
concept has to be subdivided according to [112], by differentiating
reliability trust (see Definition 3) from decision trust (see Definition 4).
Recall that the definition of reliability trust covers its use as an es-
timator of trustworthiness, i.e., the notion that trust is a subjective
probability (see Chapter 2.1.2, pp. 20). Thus, the estimates computed
by the CertainTrust trust model are representative of such an estimator.
When having to make a decision, however, further considerations are
involved, beyond the supposed reliability expressed by a trustworthi-
ness estimate. This is reflected in the definition of decision trust [112],
Definition ??, which defines it as ‘the extent to which a given party is
willing to depend’.
In a manner of speaking, reliability trust can be said to inform deci-
sion trust. However, risk, gain, loss and reliance [162] are also contribut-
ing to the decision-making process. Consequently, decision trust is
generally modelled using expected utility theory [109, 131]. The prob-
abilities, denoted as p, used in the computation of the expected utility
will be derived from reliability trust estimates. That is, the values of
various instances of p, e.g., used in equations 22 and 26, are trust-
worthiness estimates of CertainTrust. Expected utility, as a measure of
decision trust, will be computed for the three extensions presented in
the following: insurance (Section 5.1.2), certification (Section 5.1.3), and
coalitions (Section 5.1.4).
The expected utility used as a basis for determining decision trust
is defined thusly:
Definition 38 (Expected Utility (Binomial Case)). Let G be a benefit
expected from an interaction, i.e., the positive gain, and L the cor-
responding loss, or negative gain. Furthermore, let p ∈ [0, 1] be the
probability of a beneficial outcome. Then, the expected utility EU of
an interaction can be defined as [109, 131]:
EU := p ·G− (1− p) · L (20)
In case the outcomes of an interaction are not binary but rather cate-
gorical, so that there are m ∈N,m > 2 different outcomes, Definition
38 is extended according to the following definition:
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Definition 39 (Expected Utility (Multinomial Case)). Let G = (G1,G2, . . . ,Gm)
be an m-dimensional, m > 2, vector of values signifying the gain
from an interaction outcome of categories 1, 2, . . . ,m, so that Gi rep-
resents the positive or negative gain resulting from an outcome in
category i. Without loss of generality, let G1 > G2 > . . . > Gm. Fur-
thermore, let p = (p1,p2, . . . ,pm) be a categorical probability distri-
bution, with pi representing the probability that an outcome of cat-
egory i ∈ {1, 2, . . . ,m} occurs. Let outcomes 1, 2, . . . ,m be exclusive
and exhaustive, and therefore
∑m
i=1 pi = 1. Then the expected utility
EU of an interaction can be defined as:
EU :=
m∑
i=1
pi ·Gi (21)
In the following, we will assume that the values of G and L, or G =
(G1,G2, . . . ,Gm) for the multinomial case, are given constants and
determined by the type of interaction in which trustee and truster are
engaging. The actual value for p, or p = (p1,p2, . . . ,pm), is unknown
and is estimated by using CertainTrust. Because single value estimates
are required, p will be given by a CertainTrust expectation value (Sec-
tion 3.1.7, p. 69) for the binomial case, and p = (p1,p2, . . . ,pm) by
a m-dimensional Multinomial CertainTrust expectation value (Section
3.2.7, p. 88).
While absolutely trusted third parties are popular for externalising
trust concerns in IT-security scenarios, it is generally not clear as to
why these third parties that act warrantors of trustworthiness should
deserve the status of being wholly and absolutely trusted. In the
framework of probabilistic trust, such as the one assumed in com-
putational trust models such as CertainTrust, however, absolute trust
is nigh-impossible to achieve but, at the same time, also not a neces-
sity. If trusted third parties are considered self-interested actors in
their own right, they can still function as warrantors; in fact, such
warrantors can be considered service providers themselves, provid-
ing trust-building services. Prime examples of trust-building services
are, for instance, the issuing of certificates or the provisioning of
insurance. At the core of these services –generally – rests the dele-
gation of the warrantor’s trustworthiness to the trustee. Therefore,
trust-building services are only valuable – to both the trustee using
them and the warrantor offering them – if the warrantor that provides
them is (highly) trusted and persistent.
In the following, three types of trust-building services are intro-
duced, one (insurance) primarily affecting decision trust. The other
two (certification and coalition forming) affect the computation of relia-
bility trust, which influences the probabilities used in decision mak-
ing.
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Figure 20: Trust delegation with insurance.
5.1.2 Reliance through Insurance
The insurance service incorporates three entities: The truster, a con-
sumer trying to identify the most appropriate service provider to se-
lect, the trustee, service provider under evaluation, and the warrantor,
an insurance provider insuring the transaction if the consumer decides
to interact with the service provider. The relations between the enti-
ties are outlined in figure 20.
An important concept in terms of insurance is the concept of re-
liance. Following [162], reliance is defined in the following Definition
40:
Definition 40 (Reliance). Reliance is the act of trusting a third party
or institution to prevent the truster from incurring a permanent loss.
This can be achieved by direct control of the third party over the
trustee, by means of coercing the trustee to act trustworthy or by
affording redress in case of untrustworthy behaviour of the trustee.
Insurance provides reliance, and thus affects decision trust, by re-
ducing the risk of asset loss attendant with an interaction. It therefore
should contribute to “[...] a feeling of relative security [...]” (Definition 4).
In the following, it will be assumed that the fulfilment of the trustee’s
obligation towards the truster, thus, whether or not the trustee has
acted in a trustworthy manner, can be objectively determined. Specif-
ically, trustee performance is seen as an objective measure that both
the insurer and the truster agree upon.
In terms of expected utility, the insurance scenario can be formalised
as follows: Let ptrustee be the probability of a successful interaction
with a trustee service provider, and pinsurer the probability of a suc-
cessful interaction with an insurance provider that vouches for or
guarantees the interaction between the truster consumer and trustee
the service provider. Furthermore, let the cost, or negative gain, the
truster consumer experiences in case of an unsuccessful interaction
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with the trustee service provider, be denoted Ltrustee. Analogously,
Lfixinsurer is the cost (if any) of the insurance contract to the consumer.
Additionally, Lvarinsurer indicates the expenses incurred by the con-
sumer when making an insurance claim against a failed interaction.
In this case, the expected utility of the interaction for the consumer
is:
EU := ptrustee ·G
− (1− ptrustee) · (1− pinsurer) · (Ltrustee + Lvarinsurer)
− (1− ptrustee) · (pinsurer) · Lvarinsurer (22)
− Lfixinsurer
The expected utility in the insurance case is the probability of the
trustee to act in a trustworthy manner, times the expected gain from
the interaction. From this, all the cases, in which the trustee fails have
to be subtracted; in case the insurer also fails to meet its obligations,
the truster incurs a loss of magnitude Ltrustee + Lvarinsurer, in case the
trustee fails, but the insurer redresses the truster, this loss is reduced
to Lvarinsurer. Additionally, any fixed cost arising from the insurance
options itself will also have to be deducted.
Adapting the insurance scenario to the multinomial case requires
a stringent definition of the insurer’s actions in case an interaction
falls into any of the categories not considered fully satisfactory. This
requires a negotiation between truster and insurer, as to what the
compensation is for each outcome category. In the following, it will
be assumed that an agreement between the truster and the insurer has
been reached regarding what outcomes will be compensated through
insurance.Therefore, a new term Ri, denoting the redress provided
by the insurer in case of an outcome of category i ∈ {1, 2, . . . ,m} is
introduced. Additionally, the function II(i) is the indicator function
over the set of categories for which redress has been agreed upon
by the truster and the insurer. In terms of the multinomial expected
utility formulation of Definition 21, p. 164, the insurance case can be
formalised as:
EU :=
m∑
i=1
ptrustee,i ·Gi
+ pinsurer ·
m∑
i=1
(ptrustee,i · II(i) · (Ri − Lvarinsurer))
− (1− pinsurer) ·
m∑
i=1
(ptrustee,i · II(i) · Lvarinsurer) (23)
− Lfixinsurer
In the formalisation of the multinomial case, Gi denotes both pos-
itive, as well as negative gain. The indicator function II(i) is intro-
duced to account for the fact that only in those cases in which redress
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for an outcome of category i has been agreed upon between truster
and insurer, the truster will incur the cost of claiming the insurance.
Otherwise, the Equations 22 and 23 are equivalent.
Interaction Update
Trustee Insurer Trustee Insurer
success – positive –
failure success negative positive
failure failure negative negative
Table 8: Trust Updates with Insurance.
After an insured interaction between a truster consumer and the se-
lected trustee service provider took place, the truster updates its trust
values according to Table 8. In case the interaction with the trustee
succeeded, additional positive evidence regarding the trustee is cre-
ated. In this successful case, action from the insurer is not demanded
and no further evidence regarding the insurer is collected. However, if
the interaction with the selected candidate fails, there are two possible
cases. If the insurer is called upon and reimburses Lcandidate to the
consumer, therefore compensating the negative gain for the consumer,
new positive evidence for the insurer is collected. If the insurer fails
in compensating the negative gain, new negative evidence regarding
the insurer is collected, e.g., by increasing the value of sinsurer. In
both cases, new negative evidence regarding the selected provider is
created analogously.
The insurance case considerably reduces the loss in case of trustee
deception, thereby boosting the expected utility of an interaction with
an insured trustee. This affects decision trust positively. A discussion
within an illustrative running example and agent-based simulation
results are presented in Section 5.1.5.
5.1.3 Assessing Reliability through Certification
Similar to the insurance case above, the certification procedure con-
sists of three interacting entities. The truster consumer is evaluating
a a trustee service provider for selection. This service provider is cer-
tified by a warrantor, in the form of a certification provider, whom
the consumer has prior knowledge about but does not interact with
directly (see figure 21).
It is assumed that a certification provider certifies service quality
for an entire service or a service component. Certification of partial
aspects of a service (component) can be combined into an overall rat-
ing, for instance by using the propositional logic operators of Certain-
Logic [78, 175]. Formally, a certification describes a specific minimum
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Figure 21: Trust delegation with certification.
level of quality as qcert ∈ [0, 1] that a certification provider awards to
the certified party, ideally after completing an audit.
This kind of limited trust delegation, employing a probabilistic cer-
tificate value and a certification provider that is not necessarily a com-
pletely trusted third party, influences the reliability trust the truster
places in the trustee. In particular, in order to preserve the importance
of direct experience over other kinds of information, we propose to
include certification information in the initial expectation value f of
CertainTrust. In its simplest form, it is defined it as follows:
pissuer = E(tissuer, cissuer)
= cissuer · tissuer + (1− cissuer) · f
fcert = max(f,min(pissuer,qcert)) (24)
Ecert(ttrustee, ctrustee) = ctrustee · ttrustee + (1− ctrustee) · fcert
The variables cissuer, tissuer, ctrustee, ttrustee, and f are derived
using CertainTrust.
In case the initial trust value f is to be computed from a number
of different sources, for instance by combining different opinions us-
ing CertainLogic [78, 175], it is useful to extend Equation 24 so as to
represent the certificate as a CertainTrust opinion. For this, let the cer-
tificate be represented by CertainTrust opinion ωq = (qcert, cq), and
ωtrusterissuer = (tissuer, cissuer) be the opinion that the truster has on the
issuer of the certificate. ωtrusterissuer is the opinion of the truster on the
certificate issuer. Implicitly, it is assumed here that certificate issuers
are relatively well-known entities that have a reputation, thereby al-
lowing the truster to derive an opinion on the certificate issuer from
its own past experiences or recommendations.
Using the CertainTrust robust discounting operation, ωcert results
from ωq discounted by the quality of the issuer, as evidenced by
ωtrusterissuer . For robust discounting with CertainTrust, see Chapter 4.3.5,
p. 126. The resulting opinion on the trustworthiness of the trustee,
ωcert, is contingent on whether or not the certificate issuer is consid-
ered trustworthy and the quality level reported in the certificate.
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A number of assumptions are helpful for this. First, that the certifi-
cate issuer only issues certificates if it is reasonably certain that the
certified party is – at least – trustworthy at the probabilistic value that
was given in the certificate; that is, the certificate issuer is confident
in its certification procedures and that they were executed appropri-
ately. Therefore, the certainty value in opinion ωq = (qcert, cq), cq,
should be 1 or close to 1. Second, the certificate issuer itself should
enjoy a good reputability.In particular, trust factors such as institu-
tional or system trust [142] can be placed in certificate issuers that are
institutions or act within an institutional framework. High trust in
the institutions and systemic guarantees within a society transfers to
the reputability and perceived trustworthiness of a certificate issuing
institution. ISO1, as a standardisation body, is a prominent example.
The resulting CertainTrust opinion ωcert can be fused with other
opinions ω1, . . . ,ωn using the fusion operations described in Chap-
ter 4.3.3, p. 114, to be used as an input for a parameterisation of the
CertainTrust initial trust value, f, as an informative prior (see Chap-
ter 3.1.6, p. 66). Assuming that ωcert is not fused with any other
opinions representing prior information, Equation 24 is modified to
become:
fcert = E(ωcert) (25)
Ecert(ttrustee, ctrustee) = ctrustee · ttrustee + (1− ctrustee) · fcert
The reliability trust score Ecert(ttrustee, ctrustee), either according
to Equation 24 or Equation 25, informs expected utility computation
for decision trust. pcerttrustee = E
cert(ttrustee, ctrustee) is the proba-
bility estimate for a successful interaction with a candidate service
provider, given a certification from a certification provider.
Then, the expected utility of the interaction between a consumer
and a certified service provider can simply be described as:
EU := pcerttrustee ·G− (1− pcerttrustee) · L (26)
For the multinomial case, the formulation is analogously defined.
Instead of providing a single-value quality estimate qcert, the certifi-
cate issuer reports anm-dimensional multinomial vector, q = {q1,q2, . . . ,qm}
and concordant certainty values in anm-dimensional Multinomial Cer-
tainTrust opinion. Applying the extended multinomial expectation
value computation described in Chapter 3.2.7, 88, this yields an m-
dimensional vector of expectation values, which can be used to derive
an informed multinomial prior:
fmcert = E(ω
m
cert) (27)
1 http://www.iso.org/
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The m-dimensional vector is then used as the initial trust values
for the, also m-dimensional, Multinomial CertainTrust opinion of the
truster on the trustee. Applying the extended multinomial expecta-
tion value computation described in Chapter 3.2.7, 88, on this opin-
ion gives an m-dimensional vector of probability estimates that can
be used to inform the multidimensional decision trust. This is done
by instantiating these probability estimates into Equation 21, p. 164.
Trust updates after an interaction are done for both the trustee and
the certificate issuer. Updates for the former are handled according
to the standard CertainTrust update strategy, while those for the latter
use the update mechanism for determining recommender trustwor-
thiness (see Chapter 4.2, p. 100).
5.1.4 Joint Reliability through Coalitions
Another way for trustees, for instance, service providers, to repre-
sent their trustworthiness is the formation of coalitions with other
trustees. The motivation behind the introduction of this mechanism
is the underlying assumption that a mutual association with another
trustworthy entity serves as an indicator of trustworthiness. Lack of
experience with one service provider, i.e., the trustee, can thus be
compensated by the consumer, i.e., the truster, via the delegation of
trust from associated service providers, i.e., the truster’s associates,
that might be known to the consumer.
While a coalition is different from an upfront monetary investment
that insurance or certification represent, it is unlikely that established
providers form coalitions with service providers that are unknown to
them. A coalition requires its participants to perform well in order
to belong to a select group of reliable members. This group is based
on mutual benefit, and the collateral at its core is social. Simple sybil
attacks from malicious service providers that spawn many identities
and create coalitions between them are unlikely – because they are
ineffective: coalitions influence the probability of being selected by
increasing the visibility of a trustee, e.g., a service provider. Being
associated with a well-known and trusted party becomes an implicit
certification. A mutual coalition of unknown service providers does
not increase the visibility of the participants. More sophisticated col-
lusion attacks are still possible. However, by using trust delegation in
coalitions to inform the prior only, should limit the effects of decep-
tive behaviour. Additionally, in scenarios in which mutual coopera-
tion between the members of a coalition is required, for instance, in
service composites, trustworthiness delegation via coalitions seems
warranted, as the component service providers actively need to rely
on each other to successfully provision a service.
Assume a truster, e.g., a consumer, wishes to evaluate a candidate
trustee, for instance, aservice provider. It lacks, however, past direct
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Figure 22: Trust delegation with associates.
experiences and recommendations to form a reliable opinion. This
lack of knowledge might lead the consumer to choose another, better
known service provider or forgo the interaction altogether. In order
to alleviate the problem and be able to realise a profit from the in-
teraction, it is in the trustee’s best interest to increase the consumer’s
perception of its trustworthiness. To this end, the potential trustee ser-
vice provider presents a list of other service providers it is associated
with in a coalition to the consumer. As shown in figure 22, this is
done under the expectation that the consumer has prior experiences
with at least some of those. In this case, the experience the consumer
has in the service provider’s associates is partially transferred to the
candidate.
realising mutual coalition In composed services, coalitions
are already in place. By taking into account the nature of the coop-
eration of service composition sub-components and their respective
providers, trust delegation through the proposed coalition mecha-
nism is a feasible method of establishing trust. Whether or not such
a delegation is appropriate is dependent on the direction of the trust
delegation with regard to the order of the sub-components within
the process, as well as on power symmetries and enforcement possi-
bilities among the providers associated within a service composition.
For instance, considering the illustrative running example presented
at the beginning of Section 5.1, it can be argued that the credit card
provider (i.e., visible component 1 in figure 24) is strongly connected
to the grey box internal process. This is due to strong obligations and
enforcement mechanisms (e.g., binding legal agreements and litiga-
tion possibilities) integrating the respective service providers.
If not explicitly cooperating in the service composition under evalu-
ation, service providers that otherwise cooperate can enable coalition-
based trust delegation through the following mechanism by advertis-
ing their cooperation to the customer. The customer, acting as truster,
can consequently verify the coalitions and transfer trust accordingly.
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Mutual coalitions are realised through the exchange and mutual
acknowledgment of cooperation messages. A process for this is de-
picted in Figure 23.
1. Service provider A creates a message
mA,B =< UIDA,UIDB,data > consisting of
• a unique identifier representing provider A, e.g., an X.509
certificate
• a unique identifier representing associate B, e.g., an X.509
certificate.
2. Service provider A forwards mA,B to service provider B.
3. B acknowledges its coalition with A by signing mA,B.
4. B returns the signed cooperation message {mA,B}sigB.
5. A forwards its signed counterpart cooperation message {mA,B}sigA.
These cooperation messages can then be presented to potential con-
sumers, in order to facilitate the coalition-based trust delegation.
6. A potential consumer C evaluating service provider A requests
indicators of trustworthiness from A.
7. A supplies C with a list of cooperation messages.
8. C may validate the coalition between A and B by requesting B
to verify the signed cooperation message {mA,B}sigB.
9. Service provider B, as an associate of A, either confirms or de-
nies the coalition with A, in particular regarding both the valid-
ity of the signature and currentness of the coalition (A coalition
is not current anymore if it existed in the past (when the mes-
sages were exchanged and signed) but has since been revoked
by at least one of the parties).
10. The consumer C delegates the trustworthiness of B to A.
delegating trust in coalitions The delegation of trust from
associates to the trustee functions similarly to the delegation via cer-
tificates. Instead of a certificate issuing warrantor, however, the asso-
ciates’ own trustworthiness serves as an implicit ‘certification’ score.
Let ωA1,ωA2, . . . ,ωAn be the CertainTrust opinions the truster, e.g.,
a consumer C, has on associates A1,A2, . . . ,An with which a trustee,
e.g., a service provider, forms a coalition. Using the conflict-aware fu-
sion operation described in Chapter 4.3.3, p. 114, the resulting fused
is used as an input for a parameterisation of the CertainTrust initial
trust value, f, as an informative prior (Chapter 3.1.6, p. 66). Addition-
ally, let the fused opinion ωA1,...,An be discounted by a discounting
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Figure 23: Coalition forming and verification of cooperation messages.
factor δ ∈ [0; 1], based on the number associates in the coalition. For
the discounting function, a linear function f(n) : N+ 7→ [0; 1] is as-
sumed. This function accounts for the number of associates that the
truster considers necessary to accept the fused average opinion as
representative.
The resulting Equation 28 is otherwise equivalent to Equation 25,
p. 169.
fassoc = E(δ ·ωA1,...,An) (28)
Eassoc(ttrustee, ctrustee) =
ctrustee · ttrustee + (1− ctrustee) · fassoc
Accordingly, the expected utility is also equivalent to the certification
case (Equation 26, p. 169):
EU := passoctrustee ·G− (1− passoctrustee) · L (29)
The multinomial case is covered as in the previous example on
certification. It is handled equivalently to Equation 27, p. 169.
The trust updates after an interaction can be found in Table 9: only
new evidence for the selected service provider is collected regard-
ing its performance. The selected provider alone is responsible for its
performance as the only influence of the associates is the association
itself. The future performance of the associates is independent from
the selected provider. If the service provider and the associate are not
part of same service composition, new evidence for the associates is
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Interaction Update
Provider Associates Provider Associates
success – positive see text
failure – negative see text
Table 9: Trust Updates with Coalitions.
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Figure 24: Running Example.
collected only in the context of their ability to reliably form associa-
tions. If they are, however, part of the same composite service (e.g.,
as in the running example presented at the beginning of Section 5.1),
the reputation is updated for all service components.
5.1.5 Evaluation
5.1.5.1 Running Example
In order to illustrate the insurance, certification and coalitions, an e-
commerce use case will be used. This running example, introduced
for purely illustrative purposes, encompasses both virtual and con-
crete service components. Such services are commonly encountered
in e-commerce scenarios, for instance when ordering physical goods
online. Here, one portion of the service provisioning is digital, i.e., the
ordering and payment processes, while the production and delivery
of an actual, physical good are concrete, real-world processes.
For the running example, consider a customer trying to establish
trust on a service. Furthermore, suppose that the (truster) customer
does not have any prior experience with that particular service. It
is therefore not immediately possible to derive the trustworthiness
of the (trustee) service provider from direct experience. In order to
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derive the reliability of the service, the conventional approach for
feeback-based trust models (e.g., [93, 111, 173]) is to query trusted
witnesses for information. However, even in the absence of reliable
witnesses, it would be highly desirable to be able to at least roughly
estimate the trustworthiness of the trustee service provider.
In the following, we will follow the intuition that in services, that
involve both digital and real-world processes, such as online order-
ing and physical shipping of goods, service provisioning is generally
not monolithic. Rather, the service provisioning processes can be sub-
divided into sub-components, some of which are visible to the truster
customer and may be associated with distinct entities on which trust
can be established individually.
Figure 24 outlines a general scenario in which a customer estab-
lishes trust on an unknown composite service. By necessity, several
components of the service are visible to the customer, such as pay-
ment/billing and shipping agents used by the service provider. We
assume that the billing process is handled through an intermediary,
for instance a credit card company. For the core service provision-
ing process, we further assume that the composite service provider
chooses not to reveal its internal processes to the customer directly. It
may, however, use an external auditing and certification provider (e.g.,
ISO) to certify its internal processes. Thus, a certification is considered
to be representative of the quality of the internal service provisioning
process.
5.1.5.2 Discussion within Running Example
The running example presented above introduces a composite service,
in which some service components/providers are visible to the users,
while others are contained in a grey box internal process. We deem
this running example to be typical of an online goods ordering pro-
cess. The payment functionality for the service is provided through
a credit card company, while the delivery is handled by an indepen-
dent parcel service. The grey box process is certified by a certification
provider.
insurance through credit card company It can reason-
ably be assumed that the credit card company is well-known to and
trusted by the customer. This stems both from past experiences and
(possibly more importantly) from strong contractual obligations be-
tween a customer and his credit card company. Similar obligations
exist between the credit card company and the provider of the com-
posite service. Thus, social and legal assurances are in place to en-
force the dependability of the partners in this setting. Furthermore,
because a large number of internet services use a small number of
credit card companies, experience with the credit card provider gener-
ally increases more rapidly than experience with any particular com-
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Figure 25: Reliability trust expectation, for N = 10 and f = 0.5.
posite service. Additionally, a credit card company within a service
composition offers insurance services to its customers.
certification of internal process Within the running ex-
ample, the grey box internal process is certified by a certification
provider (ideally following a thorough and transparent audit), for
instance ISO (e.g., for quality management) or TRUSTe (for privacy,
however cf. [50]). Certification providers are less strongly coupled
with a service than the aforementioned credit card company. We as-
sume that a limited number of certification providers is used by a
considerable number of services, thus easing trust establishment on
certification providers. Paying for a certification by a reputable certi-
fication provider indicates a service provider’s initial commitment to
remaining in a market (i.e., an incentive not to defect) [59].
Both insurance and certification depend heavily on reliance [162]
on a third party. Trust in the insurance and certification providers
to enforce user interests in case of service provider defection has to
be established. If a certification provider is incapable or unwilling
to enforce its certification rigorously, a certification can actually be
interpreted as a sign of untrustworthiness [50]. It is therefore assumed
that the user can reliably establish trust on insurance and certification
providers using a trust model.
The shipping service represents the physical interface of the com-
posite service to the customer. While the reliability of the shipping
provider is essential to a successful overall service provisioning, it is
not strongly coupled to the grey box internal process of the running
example.
reliability trust computation Modelling overall reliability
trust in the unknown service composition requires combining the in-
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formation on its components. Both a coalition and certification influ-
ence the computation of reliability trust.
• coalition: Due to the highly regulated relationship between the
the credit card provider and the grey box internal component
of the service composition, the providers of these two compo-
nents are considered to be in a coalition. Therefore, the well-
established trust the users has in its credit card provider is del-
egated to the internal component.
• certification: The internal grey box component of the composite
service is assumed to be certified by an established certification
provider, as per Figure 24.
As the all three service components are essential to the success of
an interaction between customer and the service composition, the
linkage between them can achieved by applying a belief logic-based
conjunction operator, such as the CertainLogic AND operator (∧CL)
[175]. Including a certification provider to certify the grey box inter-
nal process (for which no prior experience is assumed to have been
recorded), the overall computed reliability trust in the unknown com-
posite thus becomes:
pcomposite ≈ (tcredit, ccredit, fcredit)
∧CL(tgrey, cgrey, fgrey) (30)
∧CL(tshipping, cshipping, fshipping)
with fgrey, the initial trust score for the grey box internal compo-
nent, computed as the fusion between certification process and the
delegated trust score from the credit card company.
Under a complete lack of information on any part of the compos-
ite service, i.e., the truster has no experience or recommendations
on either the grey box internal component, the credit card company
or the shipping service, the reliability trust value of the indicator-
augmented trust computation corresponds to the CertainTrust value
without indicators. The return value for pcomposite in this case is the
truster’s own initial expectation f.
initial reliability trust score and its evolution Fig-
ure 25 shows the behaviour of the trustworthiness estimation us-
ing CertainTrust with and without indicators over 10 interactions (for
N = 10 and f = 0.5). The trustworthiness of the credit card company
and the certification provider were assumed to be high (p = 0.95)
and known to the user at this level with certainty (c = 1). In this way,
coalition and certification was essentially used to dynamically alter
the initial trust in the unknown composite service, from f = 0.5 for
the base CertainTrust case without indicators, to≈ 0.92 (at certification
quality, qcert = 0.95).
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While trustworthy service providers can thereby overcome cold
start issues effectively, it theoretically offers malicious service providers
a considerably bigger potential to exploit this positive reputation.
This is depicted as exploitation potential in Figure 25.
The danger of malicious exploitation is counterbalanced by the fact
that the increase of the initial trust expectation from 0.5 to ≈ 0.92, is
not wholly arbitrary. Increasing the reliability trust in the unknown
service was based on two criteria:
• First, that the certification provider (e.g., ISO) would audit the
service provider and possible revoke the certification in case of
a complaint against the service.
• Second, that the use of a credit card company affords strong
reliance. Because the credit card company does not only stake
its reputation, but also direct monetary values through an in-
surance service, it has a strong incentive to actually enforce the
contractual obligations between itself and the core component
of the unknown service composition (the grey box).
increased decision trust through insurance The reliance
introduced through the credit card payment process does not only
justify adjusting the initial expectation value of the reliability trust
upwards, but also directly influences the customer’s decision crite-
rion, as per equation 22. This equation reflects the level of protection
the credit card provider offers for an interaction with a possibly fraud-
ulent service.
For the running example, we assume that the cost of the ordered
good (this includes additional costs such as shipping & handling) is
paid upfront through a credit card. This money is potentially lost in
the interaction, it therefore represents Lcandidate. The gain G is at
least as high as Lcandidate, otherwise it would be unreasonable to
begin the transaction. The cost of claiming a credit card insurance is
assumed to be negligible compared to the cost of the product, while
the fixed costs of the insurance (Lfixinsurer) are covered via a surcharge
on shipping and handling levied by the service provider.
Due to strong contractual agreements between the customer and
the credit card company, the trustworthiness of the credit card provider
(expressed as pinsurer) can be practically assured. Assuming that
Ltrustee = G and pinsurer ≈ 1, the decision criterion for the run-
ning example thus becomes:
EU := pcomposite ·G−(1−pcomposite) · (1−pinsurer) ·G−Lfixinsurer
. For pcomposite  1, as would be the case when facing an unknown
service, the expected utility is considerably higher for the insurance
through credit card case than it would be without the insurance op-
tion. Thus, even under the risk of increasing the exploitation poten-
tial with regard to malicious service providers, reliance mechanisms,
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such as insurance, provide a complementary measure helping the
customer to feel safe.
5.1.5.3 Simulation
In order to show the feasibility of the proposed mechanisms in a
qualitative way, each was implemented in an agent-based simula-
tion framework, MASCoT [45].The CertainTrust trust model was used
for evaluating providers, using CertainTrust parameters f = 0.5,w =
1,N = 10. The decision criterion used is expected utility, using the
softmax approach [187] and a decaying temperature parameter to sim-
ulate exploitation-vs-exploration preferences. A consumer population
of 250 agents was arrayed in a clustered social network (generated
according to [100], with a clustering coefficient of 5), to serve as rec-
ommenders. The same basic configuration was used to test all mech-
anisms against a base case, which consisted of consumers solely us-
ing experience and recommendations to select providers. The market
was started with 15 providers (5 with 0.8 < ptrustee 6 0.95, 5 with
0.5 < ptrustee 6 0.8 and 5 with 0 < ptrustee 6 0.5) and ran for 800
rounds. At round 300, a new provider with ptrustee = 0.95 is added,
in order to test the market entry performance of the different mecha-
nisms. The objective is for the consumers to select the best provider
by learning the providers’ trustworthiness.
During each time step, a randomly selected subset of consumers
(20 per cent of the consumer population) evaluated the providers and
interacted. Once a provider was selected by a consumer, and an inter-
action occurred, the consumer incurred either a gain of +1 utility or a
loss of −1 utility, depending on whether or not the selected provider
acted in a trustworthy manner. The average gain reported in Figures
26a, 26b and 27 is the average of the utility incurred by all those
providers that interact during the current time step.
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Figure 26: Agent-based simulation results for insurance and certification
compared to base case.
insurance As Figure 26a shows, over the entire simulation run,
the performance of the insurance mechanism (measured as the av-
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eraged gain over all consumers) approaches the base case. Signifi-
cantly better performance, as determined by a Wilcoxon rank-sum
test (p < 0.01)[203], was attained in the initial phase of the learn-
ing process, i.e., between time steps 0 and 250. In this early phase,
the softmax algorithm exhibits a higher exploration rate, thus leading
to a higher proportion of untrustworthy providers with ptrustee 6
0.5. Losses incurred are compensated by insurance providers, repre-
sented as agents with 0.5 < pinsurer 6 0.95. The insurance providers
were randomly assigned to the interactions. Parameters Lfixinsurer and
Lvarinsurer, the cost of insuring a transaction, for the customer, are as-
sumed to be covered by the trustee provider and thus negligible, i.e.,
0.
Varying the reliability of the insurance providers, between a uni-
form pinsurer = 0 and pinsurer = 1 for all insurance providers,
scaled the effectiveness of the mechanism. At pinsurer = 0, the in-
surance case showed no significant difference from the base case.
At pinsurer = 1, the performance was marginally (statistically non-
significant) better than the performance shown in Figure 26a.
certification The effects of certification (figure 26b) are comple-
mentary to the insurance case. While showing no improvement over
the base case in the early rounds, it facilitates easier market entry for
new providers with a high trustworthiness. 5 certification providers
were introduced as separate entities. The certification providers are
assumed to be honest and certify conservatively (qcert = ptrustee −
0.1). Generally untrustworthy or marginally trustworthy providers
(ptrustee < 0.6) were treated as though no certification was avail-
able, i.e., at f = 0.5. Certifier performance was learned using the Cer-
tainTrust model. The considerable improvement at time step 300 is
caused by the addition of the new, trustworthy provider, which is se-
lected based on its certification, despite softmax already being highly
exploitative at this time step .
coalitions Coalitions outperform the base case (figure 27) after
initial exploration significantly. This is caused by trustworthy providers
dissolving coalitions with less trustworthy ones, leading to highly se-
lected coalitions of good providers. For this simulation, coalitions are
formed with up to 2 other providers. Each provider in a coalition op-
erates non-competitively from its associates, i.e., the simulation was
run with three different provider populations of 15 providers each.
Only one such market is plotted, although the population of truster
consumers was active in all three concurrently.
It is noticeable that the advantage of using coalitions, as opposed to
the certification process, is more marked earlier on in the simulation
(before time step 300, at which a new, highly trustworthy provider
is introduced). This is caused by more abundant trust information
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Figure 27: Average gain with coalitions compared to base case.
delegated from providers in other markets, in which the consumers
acted as well. Thus, trust in the coalitions’ associates is build faster
than that in the certification provider in the previous case.
5.1.6 Section Summary
The preceding section introduced three mechanism (insurance, certifi-
cation and coalitions) as indicators of trustworthiness for CertainTrust
that influence the initial expectation (certification and coalitions) and
the general perception of risk (insurance) of a customer towards a ser-
vice. Each indicator has a distinct impact on the overall provider se-
lection by consumer populations, allowing consumers to reduce their
risk (insurance) and providers to represent their capabilities (certifi-
cation and coalitions). By investing resources and staking reputation,
service providers represent their commitment to a market, easing the
service selection problem for the consumers.
In an exemplary simulation setting, the effect that the different in-
dicators can have in a service selection scenario have been demon-
strated. Statistically significant improvement over the base case of
using CertainTrust without augmentation with the indicators was at-
tained.
The process of selecting and modelling these three indicators is
aimed at illustrating the possibility and basic efficacy of integrating
additional knowledge into trust models such as CetrainTrust. How-
ever, the presented indicators were chosen and integrated into the
general framework of CertainTrust in a largely heuristic manner. Addi-
tionally, they are dependent on the scenario and do not add associativ-
ity of arbitrary features and trustworthiness estimates to the estima-
tion process. While certification and insurance are reasonably generic
constructs already that can be integrated readily by the trustee, the
coalition-based indicator requires active participation by the trustees,
e.g., service providers in e-markets. Whether or not an active effort
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can be reasonably expected from the trustees to follow a formal coalition-
forming protocol is unclear. Furthermore, hardcoding scenario-specific
indicators implies considerable modelling effort. This can be allevi-
ated by providing the constructs as part of a modular toolbox of
combinable trust tools, in which special extensions, such as those pre-
sented in this section, can be bundled.
The following Section 5.2 will explore the use of supervised non-
parametric, model-free learning in trustworthiness estimation – thereby,
relieving the need for explicitly model and adding feature-associative
qualities to learning the trustworthiness of potential trustees. The
goal of introducing feature-associativity is to imbue trustworthiness
assessment with a higher degree of generalisability, that is, the ability
of deriving a trustworthiness estimate by identifying and consider-
ing a set of observable features that are typically exhibited by either
trustworthy or untrustworthy trustees.
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5.2 supervised methods for trustworthiness assessment
Experience-based Bayesian prediction methods, such as the ones pre-
sented in Chapter 3, are the mainstay of computational trust mod-
els. However, the reinforcement learning, prevalent in their model
design, still offers room for improvement. The reliance on a single
type of predictor (either direct or reputation-mediated experience),
for instance, leads to poor generalisability. While better generalisabil-
ity can be reached by direct modification of the trust model and the
introduction of new assumptions and model parameters – such as
hardcoding indicators of trustworthiness (Section 5.1) – the resulting
increase in model complexity is undesirable.
classifier ensembles for trust By leveraging fusion opera-
tors, for instance, those provided by Subjective Logic [104] or those dis-
cussed in Chapter 4.3.3, p. 114, classifier ensembles for trust assessment
can be assembled that combine experience-based Bayes estimators
with other types of estimators. This permits the integration of sophis-
ticated off-the-shelf estimators and offers an opportunity to leverage
advancements in data mining and machine learning. In this section,
supervised learning methods, such as Random Forests, will be used as
consistent non-parametric and model-free supervised learning meth-
ods for providing feature-based generalisability in trustworthiness
estimation management. Such supervised learning methods can be
used for deriving opinions on new agents entering a particular mar-
ket, based on observable features and experiences a trustee has made
with similar agents in the past.
supervised learning for trust A number of approaches, par-
ticularly stereotyping trust models [31, 128], seek to address the gen-
eralisability issue by leveraging supervised learning for trustworthi-
ness prediction. These approaches provide monolithic trust models
centred around supervised feature-based prediction. Their focus, how-
ever, is on model-building and the presented models require a high
discriminatory power of the provided feature set.
Additionally, the distributional assumptions that enable supervised
learning methods to build a prediction model depend heavily on the
process that generates the data. Here, the influences of a reputation
system on the selection and data generation process are often not
taken into account, leading to unrealistic distributional assumptions
when creating simulated datasets for model validation. For instance,
particular distributions of ratings can be observed that mimic the
shape of the letter ‘J’ (see [91]) in the multinomial case or that favour
the positive over the negative feedback category in the binomial case.
Supervised learners, however, typically perform best when there suffi-
cient information on all categories and no strong imbalance. Related
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approaches [31, 128] partially use theoretical distributional models,
leveraging assumptions of Gaussianity, for instance, that do not con-
form well with the distributions that can be observed in reputation
datasets.
Consequently, since the quality of the prediction is predicated on
the quality of the data that is presented to the prediction model, trust
assessment has to be considered not just from a model-based, but
also from a data-driven perspective. To this end, the evaluation pre-
sented in this section is based on a real-world dataset of hotel features
and ratings, which exhibits distributional properties induced by the
data generation process through reputation-based selection. To this
dataset, containing more than 3000 hotels, with 33 features for each
hotel, several off-the-shelf machine learning algorithms are applied,
in order to investigate to what extent the features presented on a ho-
tel booking website encode a hotel’s trustworthiness.
In the following, the assumptions and preconditions for perform-
ing non-parametric and model-free supervised prediction in trustwor-
thiness assessment (Section 5.2.1, p. 184) will be presented. The hotel
dataset is explored and different regression machines are tested on
this real-world data in Section 5.2.3. In Sections 5.2.3.1 and 5.2.4, we
present and discuss the results and propose a mapping of the esti-
mates to the opinion space representation of commonly used belief
logics.
In the latter part of this section, the peculiarities of the dataset, the
results of applying supervised learning methods, and describe how
to integrate them with existing trust models, e.g., reputation-based
methods, by providing a mapping to a belief logic representation,
will be investigated.
The work in this Section has been published as a paper [85].
5.2.1 Approach and Methods
As opposed to the stereotyping trust models introduced in the re-
lated literature [31, 128], the work in this is section is not attempting
to present a complete trust model based around a specific supervised
prediction method. Rather, the requirements that a supervised pre-
diction approach for trust assessment has to meet will be presented.
Additionally, supervised methods will be applied to the dataset and
a mapping (in Section 5.2.4) will be provided that enables the integra-
tion of the prediction results with existing trust models.
The use of non-parametric, model-free learning methods, following
[133], is at the centre of the presented methodology. This is done in
order not to be constrained by model assumptions and to ease the
burden of excessive parameterising for the user.
The prediction methods that are considered operate in batch mode.
The data evaluated in Section 5.2.3 are stable with regard to concept
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drift – that is, the value of the regressand does not change rapidly.
In the given scenario (Hotel Ratings), dataset updates, in the form of
newly added hotels and ratings, are comparatively infrequent. There-
fore, online training methods are not considered here and are rele-
gated to future work. Model update is achieved by retraining the su-
pervised estimators with the entire, updated dataset. Model update
is therefore fundamentally equivalent to estimator training, and will
not be specifically discussed in further detail.
5.2.1.1 Pre- and Postconditions
As a training precondition, trust computation based on supervised learn-
ing requires a training dataset consisting of n ∈ N,n  0 records in
the form (x,y) = (x1, x2, . . . , xm,y). y is the dependent variable, in
the case of trustworthiness assessment ideally the true trustworthi-
ness score of a particular trustee, and the vector x consists of a num-
ber m ∈ N+ of observable attributes (or features) x1, x2, . . . , xm that
are used as input variables. A model-free supervised learning mecha-
nism creates its own prediction model from the data. A trained super-
vised learning mechanism that is capable of feature-based regression
is in the following referred to as a regression machine.
As an assessment precondition, trust computation requires, once a
trained regression machine is available, a feature vector (x1, x2, . . . , xm)
for computing an estimated trustworthiness score yˆ.
5.2.2 Consistent Trustworthiness Estimation
Within the scope of a formal trust model defining trust as a probabil-
ity, the postcondition of the trust computation is, at the least, a probabil-
ity estimate. The further specifics of this postcondition is determined
by the representational model used, for instance for decision making.
Thus, when using the CertainTrust [174] representational model, we
require a probability estimate, as well as a goodness-of-fit (gof ) mea-
sure for determining the certainty parameter.
When estimating probabilities that are to be used in rigorous rea-
soning, the consistency [126] of the estimate is an important prerequi-
site (see Section 5.2.2, p. 185). A definition of the consistency of esti-
mators is given in Definition 41, p. 186. Consistency of the estimator is
not only an important postcondition for probability machines; it also
enables us to use an experience-based Bayesian trustworthiness esti-
mate as an estimate for the unobservable trustworthiness of a trustee,
i.e., y, as this estimate is consistent itself. Thus, a regression model
with a Bayesian trustworthiness estimate for the regressand can be
used that will maintain the consistency of the supervised estimator.
Specifically, two distinct cases will be investigated in the following.
The first is a regression model in which a trustworthiness score of a
particular trustee is available in the training dataset as a probability
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score 0 6 y 6 1. Since this is unobservable, a substitute in the form
of a reputation score will be used. In order to meet the consistency
requirement for reasoning, this estimate itself should be consistent.
The second case that will be considered is one where only a class
label in {0; 1} is available in the training data to classify a particular
trustee. However, our goal is still to determine an actual probability
score p ∈ [0; 1] for each trustee. For this, we will use so-called proba-
bility machines [133]; that is, supervised estimators that are known to
provide consistent probability estimates from binary regressands.
In the broadest sense, we consider the decision whether or not to
trust as a binary classification problem – a truster classifies a trustee
as either trustworthy or untrustworthy. In this sense, trustworthiness
classification is a discriminatory problem suitably assigned to statis-
tical learning methods. However, in order to satisfy the definition of
trust as a subjective probability [64], assigning a class label is insuffi-
cient. Rather, the goal in trust assessment is estimating the probability
of class membership, establishing just how likely a particular trustee is
to be trustworthy.
Thus, the aim of trustworthiness prediction is to reliably estimate
the probability of the trustee acting in a trustworthy manner in the
next interaction with the truster, based upon representative input
data. Thus, if y ∈ {0; 1} is the outcome of such a future interaction,
the goal is to compute a conditional probability P(y = 1|x) given the
features x. For binary outputs, it follows that P(y = 1|x) = E(y|x).
Both trustworthiness assessment by experience-based Bayesian pre-
diction methods and probability machines leverage this equality in
the estimation process.
Obviously, the estimators used for this estimation process should
get more precise the more information they are given. That is, they
should be consistent. Informally speaking, an estimator is consistent,
if the error of the prediction converges to zero in the limit with high
probability.
Formally, the consistency of an estimator can be defined thusly
[126]:
Definition 41 (Consistency [126]). Let sample X = (X1, . . . ,Xn) be
a member of a sequence corresponding to n = n0,n0 + 1, . . .; let
X1, . . . ,Xn be iid according to distribution Pθ, θ ∈ Ω and g(θ) be
the estimand (the value to be estimated). δn = δn(X1, . . . ,Xn) is a
sequence of estimators.
1. A sequence of random variables Xn defined over sample spaces
(Xn,Bn) tends in probability to a constant c (Xn
P−→ c) if for every
a > 0 it holds that P[|Xn − c| > a]→ 0 as n→∞.
2. A sequence of estimators δn of some parameter g(θ) is consistent
if for every θ ∈ Ω it holds that δn Pθ−→ g(θ).
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5.2.2.1 Experience-based Bayesian Trustworthiness Prediction Model
To briefly recapitulate2, state-of-the-art trust models [113] rely on
Bayesian prediction models that take experience from past interac-
tions as inputs to compute a probability score. This probability score
can be interpreted as the probability that the trustee will act as ex-
pected in a future interaction. For the binomial case of trust assess-
ment, we face a classification task with binary class labels for the in-
put (and output) data, i.e., class labels trustworthy and untrustworthy.
The data is distributed according to a binomial distribution, gener-
ated by repeated Bernoulli trials. In particular, the desired probability
value is a point estimate of the Bernoulli distribution’s single param-
eter. This can easily be obtained by computing the expectation value
of the binomial distribution’s conjugate prior, a beta distribution. For
the multinomial case, the class labels and outcome probabilities are
distributed according to a categorical distribution and the conjugate
prior is a Dirichlet distribution.
Bayesian trust estimators (e.g., [174]) use experience from prior in-
teractions as input. Their output (in the case of binary input variables)
is the probability that the next interaction with a specific trustee will
be a positive one. For the more general multinomial case, the prob-
ability estimate accordingly represents the chance that the next in-
teraction will fall into of a specific category, with there being m > 2
categories. A fundamentally important quality of Bayesian estimation
is its consistency [126].
The basic prediction model of the estimators used in Chapter 3 (see
also [108, 174]) is a point estimate of the expectation value of the pos-
terior Beta distribution. That is, if r and s are the sum of positive and
negative prior interactions between truster and trustee, the probabil-
ity estimate – with a uniform prior – is r+1r+s+2 . Here, the use of the
expectation value of the posterior as an appropriate estimator is due
to the equality P(y = 1|x) = E(y|x). The consistency of this estimator
follows from the consistency of the mean as an estimator.
Consequently, experience-based Bayesian prediction yields accu-
rate trust scores, under the assumptions that prior experience is a
reliable predictor for future behaviour and that the available prior ex-
perience is sufficient – with regard to both quality3 and abundance –
for obtaining a representative point estimate.
The consistency of the estimation method is an important prerequi-
site for rigorous reasoning. The property of convergence in the limit
enables reliable probability assessment of past performance, which
is the primary predictor for trustworthiness in computational trust
models. Based on the consistency properties of the mean as an esti-
mator of the expectation value, it is reasonable to assume that Bayes-
2 see, Chapter 3
3 Specifically, that the stationarity assumptions hold or non-stationarity is accounted
for.
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ian trustworthiness estimators represent an adequate regressand for
supervised machine learning approaches.
5.2.2.2 Regression Machines for Trustworthiness Prediction
A key argument behind the introduction of experience-based compu-
tational trust modelling is the scarcity of traditional cues related to
trustworthiness in computer mediated interactions [113]. Such cues
are equivalent to indicators of trustworthiness – defined in the pre-
ceding Section 5.1 (Definition 37, p. 162) as a feature or set of fea-
tures that a trustee possesses that are supposedly representative of
its trustworthiness. While traditional cues learned from interactions
in brick-and-mortar environments often cannot be applied to online
interactions, modern online services expose a wealth of observable
features. These can form the basis for learning new cues, which in
turn can provide estimators for computational trust assessment by
using supervised learning that perform better, for instance under the
absence of direct experience with specific trustees.
Data mining approaches for exploiting (potentially highly dimen-
sional) feature spaces for probability estimation tasks are numerous,
as evidenced by a large proliferation of regression mechanisms (see,
for instance, [47, 182]). Parametric models, such as logistic regres-
sion, are traditionally applied there. However, traditional parametric
models suffer from drawbacks that limit their use in trust assessment
in computer mediated interactions. In particular, parametric models
have to be specifically fitted to the problem they are to address. In
order to avoid model misspecification, predictors and supposed inter-
relations have to be input correctly. Additionally, parametric models
make assumptions on the distribution of the data used in the regres-
sion, particularly with regard to the Gaussianity of the data. This lim-
its their use considerably considering the scalability and flexibility re-
quired in data-rich environments where features can exhibit different
scale types, dimensionality, distributions and correlation structures
[133].
Model-free, non-parametric regression machines support the ro-
bust estimation of conditional probabilities from feature sets of dif-
ferent scale types and potentially high dimensionality. They make no
distributional assumptions for the vector of features, make no restric-
tions on the length of the feature list, and do not rely on a speci-
fied model as a starting point [133]. They do, however, require more
data than the parametric models for the model building process in-
herent in non-parametric methods. While in parametric methods, the
model is predefined and has to be parameterised, in model-free non-
parametric methods, the model is created from the data itself. The
focus in this section is on model-free, non-parametric regression ma-
chines.
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In order to allow for robust probability estimation and thereby en-
able rigorous and meaningful inferences with regard to the trustwor-
thiness of a trustee, consistency of the regression model is important.
In the following, an experience-based Bayes estimate will be used as
a regressand, When using such an experience-based Bayes estimate
of the trustworthiness score as regressand, consistency is inherent in
the consistent Bayes estimator for the regressand. For the regression
task, therefore, the regressand parameter for the training step is con-
sidered to be sufficiently exact.
Additionally, particularly when using a class label, instead of an
already consistent estimate of the trustworthiness score, the super-
vised estimator itself has to be consistent. Malley et al. [133] term
consistent non-parametric and model-free probability estimators that
estimate the conditional probability function for a binary outcome as
probability machines. The selection of machine learning methods used
will consequently be limited to those for which consistency has been
shown in the related work; several different probability machines will
be applied to the task of trustworthiness assessment, namely, Ran-
dom Forests [25], k-Nearest Neighbour [16] approaches and Decision
Trees [26, 166]. The regression model and the different probability
machines will be briefly introduced in the following.
regression model Following Malley et al. [133], the probability
estimation problem constituted by trustworhiness estimation will be
treated as a non-parametric regression problem. Thus, the regression
machine will serve to estimate the non-parametric regression func-
tion f(x) = E(y|x) = P(y = 1|x), where x is a vector of features (regres-
sors). This requires no data input from the user to specify and tune
the model. However, non-parametric, model-free methods have the
disadvantage of requiring considerably more data for model creation
than those for which the model is predefined. The presented model
assumes binary feedback categories, which is supported by the real-
world hotel data set analysed in this section. The general supervised
prediction model and the notion of probability machines as used in
[133] can be extended to the multinomial case, for instance by adapt-
ing work by Kruppa et al. [122].
In many application scenarios feature sets of predictors that serve
as regressors can be obtained by the user with relative ease. Methods
of web data extraction, for instance, can be employed for gathering
features associated with a potential trustee that can serve as regres-
sors. The hotel data set, presented in Section 5.2.3, p. 192 and used
in this chapter, offers a number of potential features. However, the
true regressand, that is the intrinsic trustworthiness of the trustee, is
generally an unobservable variable in real-world applications. In its
place, a trustworthiness estimate from an experience-based Bayes es-
timation method can be used. Ideally, this estimation method is a ro-
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bust reputation-based trust model, such as [108, 174]. However, due
to the mostly academical nature of these works and their absence
in real-world applications (such as e-commerce sites), simpler, more
widely-used basic reputation systems will have to be substituted in-
stead. When testing supervised estimators in pure regression mode,
this substitution is direct. When using the estimators as probability
machines with a binary regressand, a binary dichotomisation of the
reputation score serves as the regrassand. Specifically, the estimators
are created from a real-world data set, described in 5.2.3, p. 192.
random forests Random forests [25] are non-parametric ensem-
ble classifiers consisting of a multitude of decision trees. They are
generally considered to be fast and and accurate classifiers that offer
considerably better performance than single trees [16], for instance,
CART [26] or M5 [166].
Random forests have several strengths that make them theoretically
well-suited to trustworthiness assessment. In particular, they can han-
dle high dimensional feature spaces of different scale types, with little
user input. Thus, they can be presented with arbitrary sets of feature
vectors that result from web data extraction, without requiring user-
driven feature selection or model specification. Additionally, they typ-
ically provide robust estimates, even under conditions of missing
data. Conveniently, random forests perform rudimentary error esti-
mation using an out-of-bag (OOB) method4[25] during the learning
process and give estimates of which features are important in the
classification or regression tasks.
In classification tasks, the output of a random forest is the mode of
the classification outputs of its constituent classification trees. Instead
of outputting a class label, the random forest can also return an esti-
mate of the conditional probability P(y|x). As we are concerned with
probability estimation of (binary) classes, the probability estimate can
be obtained by computing the proportion |y=1|
|y=0|+|y=1| , averaged over
all constituent trees, when running the random forest in classification
mode. In regression mode, the random forest consists of regression
trees instead of classification trees. Thus, the probability estimates are
averaged over the regression results of the individual trees instead.
For the prediction of hotel ratings (section 5.2.3), we will use ran-
dom forest estimators in classification and regression mode, termed
classRF and regRF.
The consistency of random forests has been shown by Biau et al.
[17]. [25, 133] provide a detailed description of random forest boot-
strapping and classification procedures.
Random forests also exhibit weaknesses. For instance, they do not
generate easily interpretable classification rules. Consequently, they
4 Therefore, they do not necessarily require dedicated cross validation to control over-
fitting.
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are not suitable for creating the explicit groups required for rule-
based stereotyping approaches to trust assessment. The intuitive hu-
man interpretability of the correlation of feature vectors to class esti-
mate is therefore limited.
k-nearest neighbour k-Nearest Neighbour (k-NN) estimators
are a special case of kernel density balloon estimators [67]. The (sim-
plified) classification process is intuitive: An unlabelled sample is
classified by comparing its feature vector to labeled samples from
a training set and choosing the k closest according to an appropriate
distance metric. The class of the unlabelled sample is estimated by
determining the mode of the k labels of the labeled neighbours. In a
regression model with a continuous regressand, the mode can, for in-
stance, be replaced by an inverse distance weighted average function.
Breiman [24] introduced a variation of nearest neighbour classifiers
that combines several k-Nearest Neighbour into an ensemble classi-
fier, using bagging (bootstrap aggregating). This is analogous to the
formation of random forests from decision trees. Thus, the output of
the bagged k-NN (b-NN) is the mode of its constituent k-NN estima-
tors for a classification task. A probability estimate can be obtained
in the same manner as for the classRF random forest [133].
decision trees In recent publications dealing with the applica-
tion of machine learning to trustworthiness assessment tasks [31, 129],
decision trees have been used for classification tasks. There are several
decision tree algorithms that can perform regression and are suitable
for trustworthiness assessment. Specifically, we will test CART [26]
and M5 [166] decision tree algorithms on the dataset.
Decision trees offer white box behaviour and interpretability of the
generated models. They are also reasonably robust, performant and
can deal with different scale types as input data.
Another popular class of estimators, support vector machines (SVM),
are omitted because they do not guarantee universal consistency [133].
In Section 5.2.3 supervised methods are tested on a real-world
dataset – with regard to their capability to predict reputation scores
from features. Intentionally this evaluation of the prediction methods
is not done on synthetic data. The power of the machine learning
methods described above, i.e., random forests, k-NN estimators and
decision trees is well-established. Generating synthetic data to show
the discriminatory qualities of these methods would thus be only a
replication of work. For an application of probability machines to
benchmarking datasets, the interested reader is referred to [133].
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Scale Type Feature
Nominal ID, City
Binary Payment Options:
Master, Visa, AmEx
Hotel Ammenities:
Laundry Service, WiFi, Restaurant, Bar, Bistro and Cafe,
Steam Bath, Elevator, Special Access, Gym, Sauna, So-
larium
Room Ammenities:
Telephone, TV, Radio, AC, Safe, Minibar, Desk, Hair
Dryer, Bath Tub
Ordinal Hotel Stars
Ratio Aggregate Recommendation, Number of Recommenda-
tions
Distances to next:
Airport, Highway Access, Railway Station, Commuter
Station
Number of Rooms:
Total, Single, Double
Price
Table 10: Scale Types and Features for the Hotel Dataset
5.2.3 Application of Supervised Predictors to Data
Hotel booking and ranking sites represent a real-world application
of reputation systems that combine both electronic availability of the
reputation data, as well as physical service provisioning in a mature
and regulated market. The records furnished by hotel booking sites
actually guide real customers to make a trust decision and, through
their rating feature, provide a feedback mechanism. They provide the
user not only with reputation scores for hotels, but also with col-
lections of features, that are standardised, complete and verifiable
to some extent. The physical nature of the service provisioning and
the correspondingly required monetary collateral (e.g., costs of realty,
furnishings, personnel, etc.) justify assumptions of slow concept drift
and market persistence of individual hotels.
In order to test regression machines for trustworthiness assessment,
a dataset of 3, 006 hotel records for hotels in 9 major European cities
from a German hotel booking site was acquired. Each record consists
of an ID, an aggregated rating score, the number of individual bi-
nary ratings that were aggregated into the rating score, as well as 33
features of various scale types (Table 10).
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The aggregate rating score represents the average probability of a
good outcome in a binary setting; that is, when rating a hotel, raters
were asked ‘Would you recommend this hotel?’ and could answer either
yes or no – individual ratings, therefore, are binary. Rating aggrega-
tion into an aggregate recommendation score is achieved via simple
averaging. Ratings are only available as aggregate scores, that is, no
time series of individual ratings was available. Furthermore, raters
were only able to rate hotels that they had booked through the book-
ing site. This curbs malicious or fake positive reviews by increasing
the transactional cost a false review carries [139, 140], supposedly
making the reviews more honest overall and leading to a more exact
regressand.
Overall, raters contributed 199, 168 ratings, of which 151, 868 (≈
76%) were positive and 47, 300 (≈ 24%) were negative ratings. Of the
3, 006 hotels in the dataset, 356 (≈ 11.8%) have not been rated yet. Of
those 2, 650 hotels that have been rated, the mean number of ratings
per hotel is 75.16 – the median, however, is considerably lower at 25
(for a summary, see table 11). Figures 28a, 28b show histogram infor-
mation of aggregate recommendations, clearly displaying the peaked-
ness of the empirical distribution and the effect of the excess positive
individual and aggregate ratings (see also Table 11). The histograms
show the count for hotels in twenty 5 percentile bins, that is, in cate-
gories 0 to 5 per cent positive ratings, 5 to 10 percent positive ratings,
and so on. Additionally, unrated hotels are accumulated on the left
hand side of the histograms. The particular choice of bin width was
made to provide a visualisation that is both sufficiently clear and de-
tailed. Diagrams 28a to 28d are reproduced, in a larger format, in
Appendix E.
Figure 28c shows a long-tailed distribution of the number of rec-
ommendations per hotel, i.e., a small number of hotels have a high
number of recommendations, while the vast majority of hotels have
a comparatively small number of recommendations. Figure 28d plots
the distribution of the recommendation score against the number of
recommendations. The distribution evident in these figures hints at
preferential attachment processes that are induced by the decision mak-
ing and feedback mechanisms of the reputation system.
In next Section (5.2.3.1), the off-the-shelf regression machines de-
scribed in Section 5.2.1 are applied to the hotel dataset. The general
learning procedure leverages the non-parametric regression function
f(x) = E(y|x) = P(y = 1|x), where x is a vector of features (regressors).
The aggregate recommendation score is used as regressand, while the
33 features listed in Table 10 (omitting ID and Number of Recommenda-
tions) will serve as regressors. The aggregate recommendation score
is assumed to be an adequate surrogate for the unobservable true
trustworthiness of each trustee (i.e., hotel), which is justified by the
arithmetic mean being a consistent and stable estimator.
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Figure 28: Aggregate recommendations in the hotel dataset.
5.2.3.1 Results
The estimators that were introduced in Section 5.2.1 are designed to
reveal correlations between the features and the regressand variable.
In order to see whether or not such correlations exist and can be
detected by the supervised estimators, the estimators are tested in
two different settings. First (Section 5.2.3.2), the random forest, k-NN,
CART and M5 decision tree algorithms are applied in a regression
scenario with the aggregate recommendation scores as unmodified
regressands y ∈ [0; 1]. In addition, logistic regression [89], a very basic
supervised learning method, was also applied to the data to provide
a baseline. Second (Section 5.2.3.3), the probability estimation capa-
bilities of the estimators were evaluated in a classification scenario
(i.e., in a dichotomous regression scenario with values 0 or 1, with
the estimators operating as probability machines). For this, we gen-
erated dichotomous outcomes from the aggregate recommendation
scores. For each hotel, a new dichotomous response variable y was
computed by using a binomial random number generator with the
hotel’s recommendation score as the corresponding probability. Ran-
dom forests, k-NN, b-NN, CART and M5 decision tree estimators were
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trained using the new binary response variable and the 33 features of
the hotel dataset as regressors. The estimators were not presented
with the recommendation scores or the number of ratings per hotel.
Estimator training was repeated 50 times, the reported results for
the quality of the estimators represent the mean of the repeated train-
ing process. During each repeat, the dichotomisation procedure was
reapplied.
In both cases, the area under the curve (AUC) was computed against
the dichotomised binary response, based on the receiver operating
characteristics (ROC) [53]. The ROC plots the fraction of true positives
out of the total actual positives, i.e, the true positive rate (also called
sensitivity or recall), against the fraction of false positives out of the to-
tal actual negatives, i.e., the false positive rate (which is 1−specificity),
at various cutoff levels. Thus, the ROC is a measure of the perfor-
mance of an estimator in a binary setting. The integral underneath
the ROC, i.e., the AUC, is a single value representation of the estima-
tor performance.
For goodness-of-fit (gof ) evaluation, random bootstrap samples were
drawn, and used to train the estimators on the in-bag samples and
evaluate the performance using out-of-bag (OOB) samples. Addition-
ally, 10-fold cross validation (CV) was performed to check for overfit-
ting. None of the estimators exhibited tendencies towards overfitting
the data and the goodness-of-fit gof did not vary noticeably between
random forest OOB estimates, standard holdout and CV. We evalu-
ated gof according to several standard error measures (see Table 12)
[150] based on the difference between the estimates Pˆ(y = 1) and
the recommendation score, which we assume to represent the true
trustworthiness P(y = 1). The measures presented in Table 12 are
(according to Moriasi et al. [150]):
• Mean Error (ME): the mean of the differences between the ob-
served values, i.e., recommendation scores, and their correspond-
ing estimates;
• Mean Absolute Error (MAE): the mean of the absolute difference
between the observed values, i.e., recommendation scores, and
their corresponding estimates;
• Mean Squared Error (MSE): the mean of the squared difference
between the observed values, i.e., recommendation scores, and
their corresponding estimates;
• Root Mean Squared Error (RMSE): the square root of the mean
of the squared difference between the observed values, i.e., rec-
ommendation scores, and their corresponding estimates – the
RMSE, conveniently, has the same units as the estimand;
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• Normalised Root Mean Squared Error (NRMSE): the RMSE nor-
malised by dividing by the standard deviation of the observa-
tions – in Table 12 given in percent, i.e., multiplied by 100.
Aside from these measures, describing the first and second mo-
ments of the error function, the following standard measures are also
given:
• Percent Bias (PBIAS): a measure giving the difference between
the estimators expected value and of the observations, multi-
plied by 100 as percent; it gives the tendency of the estimates to
be either larger or smaller than the observations;
• Ratio of RMSE to the Standard Deviation of the Observations (RSR):
the RMSE normalised by the standard deviation of the obser-
vations, providing an error statistic ranging from the optimal
value 0 to large values. A value close to 0 signifies a good model
fit;
• Ratio of Standard Deviations of Estimates and Observations (rSD): an
error index indicating the dispersion of the estimates relative to
that of the observations;
• Nash-Sutcliffe Efficience (NSE) and Modified NSE (mNSE): nor-
malised statistics that indicate the ratio of noise to information;
• Modified Index of Agreement (md): a standardised measure that
indicates the degree of agreement between estimates and obser-
vations, ranging from 0 (no agreement) to 1 (complete agree-
ment).
Mathematical definitions of the gof measures is given in Appendix
F.
In the following, the model fit will mainly be discussed in terms of
the MSE and its derivatives. The mean squared error (MSE), that is, the
average squared difference between estimates and observations, pro-
vides an analytically tractable foundation for measuring the goodness
of an estimator. It is of particular interest, because it simultaneously
measures the variability of an estimator, i.e., its precision, as well as its
bias, i.e., its accuracy [35].
In the following let O = (o1,o2, . . . ,on) be a vector of observed
values and Sˆ = (sˆ1, sˆ2, . . . , sˆn) a vector of corresponding estimates.
Then the MSE is defined as follows:
Definition 42 (Mean Squared Error (MSE)).
MSE =
1
n
n∑
i=1
(sˆi − oi)
2
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However, as in Chapter 3.1.2, p. 52, we would like to represent the
quality of the estimator with a parameter that is expressed in the same
units as the estimand value. Using the MSE as a basis, the root mean
squared error (RMSE) provides a goodness-of-fit measure that meets
this requirement.
Definition 43 (Root Mean Squared Error (RMSE)).
RMSE =
√√√√ 1
n
n∑
i=1
(sˆi − oi)2
Furthermore, the distribution of the estimand parameter within the
data should be accounted for. If the deviation of the estimand parame-
ter is low, that is, if the realisations of estimand parameter are consid-
erably clustered, the generalisation qualities of the estimator cannot
be guaranteed. This problem is evident in the hotel data set, Figure
28, p. 195, where the observations are strongly clustered around a
value of 0.75.
Because the supervised estimators used for the estimation task typ-
ically optimise the MSE, a strongly unbalanced data set – that is, a
data set in which one category is considerably over-represented– such
as the hotel data set (considerably more positive 1-ratings than nega-
tive 0-ratings), can lead to good MSE scores but poor generalisability.
This is caused by the estimators learning the distribution of the es-
timand parameter instead of the discriminatory capabilities of the
presented feature set. Particularly when paired with feature sets with
low discriminatory power, the unbalanced nature of the data and the
resulting low variance of the estimand parameter make it advanta-
geous to the estimator to place all estimates close the mean of the
observations. In order to account for this behaviour, the RMSE can
be normalised by a measure for the variability of the estimand, for
instance the standard deviation of the observations. This yields the
normalised root mean square error (NRMSE).
Definition 44 (Normalised Root Mean Squared Error (NRMSE)).
Let sd(oi) denote the standard deviation of the observed values O.
NRMSE =
√
1
n
∑n
i=1(sˆi − oi)
2
sd(oi)
An alternative formulation of the NRMSE uses a different normal-
sation criterion: Let omax be the largest, omin the smallest element
of O.
NRMSE =
√
1
n
∑n
i=1(sˆi − oi)
2
omax − omin
Because the standard deviation (sd) is a more robust measure of the
variability of the estimand, it is preferred as a normalisation factor.
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The NRMSE is a more conservative a measure than the RMSE. Ta-
bles 12, p. 200, and 14, p. 202, illustrate this for the hotel data set. For
this particular data set, when comparing the RMSE to the NRMSE,
given as the percentage NRMSE% = 100 ·NRMSE, the difference is
considerable, with the two error estimates varying by a factor of ≈ 7.
Combined with the shape of the absolute error curve in Figure 29b,
p. 203, this leads to the conclusion that the available data and the
discriminatory power of the feature set are insufficient for making re-
liable standalone trustworthiness estimates. For the integration into
the prior of an experience-based Bayesian Trust model, the following
mapping is provided; in principle any measure of the prediction error
can be used. For the reasons outlined above, the NRMSE was chosen
in Defintion 46.
Random forest estimators were applied in regression mode (regRF,
to both recommendation score and class label regressands) and clas-
sification mode (classRF, to class label regressand). For each of these,
two distinct configurations were chosen: one that guarantees consis-
tency (according to [133]), in which individual trees were not fully
grown, and one that grows the individual trees to their full extent, ac-
cording to the default settings [25] for regRF and classRF. Note that in
the latter case, universal consistency of the random forest estimator
cannot be guaranteed [133].
5.2.3.2 Regression to Recommendation Score
When running the estimators in regression mode, the regressand is a
recommendation score in [0; 1]. The estimate is also in [0; 1]. Goodness
of fit measures were computed accordingly from these two.
The results of applying the regression machines can be seen in Ta-
ble 12, in terms of various goodness of fit measures (for a documen-
tation of the measures, see [208] and Appendix F). The normalised
root mean square error (NRMSE, see definition 44) indicates that the
random forest estimators perform marginally better than the decision
trees. As per the mapping presented in the discussion section (Section
5.2.4), a prediction is considered informative if the percentage NRMSE
(NRMSE%) is smaller than 100. While all tree-based estimators (re-
gRF, M5, CART) achieve an NRMSE% < 100, nearest neighbour and
logistic regression return no informative results.
When considering the AUC, as per Table 13, the random forests out-
perform the other estimators. However, the margin between the dif-
ferent methods is small, and the overall performance of all methods
is slightly but statistically significantly better than random guessing,
which would correspond to an AUC of 0.5).
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avg AUC MIN MAX ± SD
regRF (cons) 0.590*** 0.563 0.604 ± 0.012
regRF (def) 0.585*** 0.565 0.599 ± 0.014
M5 0.582*** 0.565 0.6 ± 0.012
CART 0.56*** 0.543 0.575 ± 0.01
k-NN 0.547*** 0.543 0.55 ± 0.01
logit 0.582*** 0.563 0.603 ± 0.014
Table 13: Average classification performance with recommendation score as
regressand (***: p value (95 % confidence interval) of one-sided
Wilcoxon test, AUC prediction vs. guessing, i.e. µ = 0.5, p < 0.001).
5.2.3.3 Regression to Class Label
In the second scenario, the regressands used for training the esti-
mators are class labels in {0; 1}, however the resulting estimates are
still estimates in the interval [0; 1]. In order to produce class label
regressands, the recommendation scores of the hotel data set were
dichotomised. The procedure for doing so is straightforward: as the
recommendation score is known, as well as the total number of recom-
mendations for each hotel, a corresponding number of {0; 1} ratings
can be generated. That is, per hotel there exist as many dichotomised
ratings as the total number of recommendations for that hotel. Mul-
tiplying the recommendation score by the total number yields di-
chotomised 1-ratings, while subtracting the number of 1-ratings from
the total number of recommendations yields the dichotomised 0-ratings.
Learning from class labels is useful in cases in which no distinguish-
ing identifiers are available, aside from the feature vectors.
When operating the estimators as probability machines, results of
the probability estimation (Tables 14 and 15) are qualitatively broadly
similar to those of the regression machines in Section 5.2.3.2. Goodness-
of-fit of the probability estimates and classification performance (as
AUC) are even weaker, however. Only the consistent regRF and the
two nearest neighbour approaches achieve a NRMSE% < 100.
Figure 29 shows the predictive performance and absolute error of
the best performing (in terms of AUC) estimator, a consistent regRF
trained on recommendation score regressands. The distribution of the
prediction versus the actual recommendation score and the distribu-
tion of the error indicate the limited ability of the estimator to create
a good prediction model. Predictions are centred around the mean
recommendation score, thereby decreasing the goodness of the pre-
diction the further the actual recommendation score deviates from
this mean. Majority class undersampling was performed to check
if this was solely induced by the distribution of the recommenda-
tion score. However, undersampling did not lead to improved perfor-
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avg AUC MIN MAX ± SD
regRF (cons) 0.568*** 0.552 0.585 ± 0.013
regRF (def) 0.547*** 0.523 0.579 ± 0.019
classRF (cons) 0.529*** 0.503 0.545 ± 0.012
classRF (def) 0.55*** 0.527 0.579 ± 0.02
M5 0.554*** 0.523 0.584 ± 0.019
CART 0.529*** 0.505 0.544 ± 0.012
k-NN 0.548*** 0.529 0.564 ± 0.014
b-NN 0.541*** 0.505 0.564 ± 0.024
logit 0.557*** 0.535 0.583 ± 0.016
Table 15: Average classification performance with class label as regressand
(***: p value (95 % confidence interval) of one-sided Wilcoxon test,
AUC prediction vs. guessing, i.e. µ = 0.5, p < 0.001).
mance, leading to the conclusion that the features presented to the
probability machines have too little discriminatory power.
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Figure 29: Predictive performance and absolute errors for regression ran-
dom forest (regRF, consistent, ntree=10%).
5.2.4 Discussion of Prediction Results
The dataset presented in Section 5.2.3 illustrates peculiarities that are
caused by the presence of reputation systems in service selection. The
data exhibits a strong disproportion of positive ratings over negative
ones (Figures 28a and 28b). Assuming that ratings are, for the most
part, authentic, this may be attributed to two main reasons.
1. The type of service provided is physical in nature, rather than
virtual, and has a long and established tradition, and is well-
regulated by social norms, as well as economic and legal bodies.
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Thus, providing a service as advertised is strongly encouraged
by the environment of service provisioning. At the same time,
there are established expectations what a customer can expect
from the service provider/hotelier, leading to positive expecta-
tion confirmation. Simply put, providing a physical service as
advertised is simply the social and legal norm, while at the same
time the customer knows what to expect from a 3-star hotel at
a given price point.
2. More interesting, from a data-centric perspective, is a tendency
towards preferential attachment that is visible from the data.
Considering Figures 28c and 28d, we can observe
a) a long-tailed distribution signifying that only a small num-
ber of hotels have many ratings, reminiscent of a power
law distribution; and
b) high numbers of ratings are considerably more frequent
among hotels with higher recommendations scores.
Because hotels with good ratings are preferentially selected – as
a risk minimisation strategy – and because hotels with a good
rating can be considered to be more likely to provide satisfac-
tory service, reputation systems contribute to the skewed dis-
tribution observable from the data. By design, reputation sys-
tems dissolve the independence of service selection and feed-
back – a fact that is both indicative of and contributes heav-
ily to their success as a soft security control instrument. Well-
behaving providers are rewarded by building a good reputa-
tion and attracting more customers, while badly performing
providers are effectively eliminated from the selection process.
Thus, the dataset reflects the success of a functioning reputation
system in a real-world application scenario, in which transaction costs
are non-negligible. At the same time, however, the effects of preferen-
tial attachment that are driven by the reputation system also pose
challenges. Exploitative service selection is encouraged over explo-
rative selection, which leads to established markets and market en-
try issues for new hotels. Not only that, but because presumably bad
providers are very quickly eliminated from the market, by not being
selected, and because these presumably bad providers only have a
low number of bad ratings, feature-based trustworthiness prediction
methods are limited in their effectiveness. The number of negative
samples is simply not sufficient to build accurate predictive models.
Consequently, the features presented on the selected hotel book-
ing website encode a hotel’s trustworthiness to a very limited degree.
This limits the usefulness of stereotyping approaches in service selec-
tion scenarios, because the data foundation that is used for machine
learning is necessarily skewed by the selection process. However, the
performance of the regression machines is still significantly (Tables
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13, 15) better, statistically speaking, than pure guessing and therefore
can (and should) be harnessed.
5.2.5 Supervised Estimation to Opinion Mapping
The goodness-of-fit of the supervised estimators evaluated in Section
5.2.3.1 does not warrant building a standalone trust management sys-
tem around them. The features of the hotel dataset do not provide
sufficient discriminatory power to build accurate models from the
skewed data and do not yield reliable trust scores. However, the re-
gression and probability machines still provide if not an accurate fit
of the trustworthiness, then at least an indication of how trustworthy
a particular hotel is. As such, they can still be of value within a trust-
worthiness estimation ensemble (Definition 45). They can be used in
a supplementary role, for instance as input to the base rate or initial
expectation of an experience-based Bayesian model.
Definition 45 (Trustworthiness Estimation Ensemble). A trustworthi-
ness estimation ensemble is any estimation mechanism that combines
several individual estimators to produce a trustworthiness estimate.
The meaningful combination of different trustworthiness estima-
tors and the logical inference over their output require a framework
for reasoning. Subjective Logic [113] is a popular choice for reasoning
under uncertainty that is inherent in the estimation process. Certain-
Logic [175] is more recent but similar framework, which is derived
from and fully isomorphic to Subjective Logic.
We model the integration of trust estimating regression machines
with other estimators, e.g., reputation-based trust models, using Cer-
tainLogic. This choice is governed primarily by the fact that the opin-
ion representation of CertainTrust, which CertainLogic extends, corre-
sponds more intuitively to the outputs and error estimates of the re-
gression machines. Choosing CertainLogic over Subjective Logic should
not be understood as a reflection on the capabilities of each; rather,
the use of the CertainTrust opinion representation is hoped to ease
understanding.
In Chapter 4.3, extensions of those CertainLogic operations that are
required for enabling trustworthiness estimation ensembles have been
presented. More complex ensembles that necessitate the use of logi-
cal operators, such as AND and OR, can be assembled by leveraging
the bijection between the CertainTrust opinion representation and the
evidence space, represented as sufficient statistics over the samples,
e.g., sum of successes and sum of failures for binary samples.
CertainLogic is derived from Subjective Logic, which is rooted in be-
lief theory [183]. As such, it allows not only for the modelling, combi-
nation and inference over probabilities, but over CertainTrust opinions.
Recall that CertainTrust opinions allow explicitly expressing any pos-
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sible uncertainty regarding the probabilities (see Chapter 3). Binomial
CertainTrust opinions are ordered triples ω = (t, c, f), where:
• t ∈ [0; 1] is a probability estimate that y = 1.
• c ∈ [0; 1] is a certainty estimate that the probability estimate t is
correct.
• f ∈ [0; 1] is a dispositional parameter, modelling an a-priori as-
sumption, thus encoding a Bayesian Prior.
In experience-based Bayesian trustworthiness prediction, such as
CertainTrust [108, 174], the probability estimate t generally corresponds
to a point estimate of the expectation value of the posterior Beta dis-
tribution, such as the proportion of good ratings (y = 1) to all ratings
a truster has with regard to a specific trustee (see Chapter 3). The
certainty estimate c is typically a function of the number of such
ratings. In Chapter 3.1.2, a more sophisticated pair of certainty esti-
mators (Definitions 10 and 12), was introduced that also takes into
account the variance of the posterior Beta distribution. Establishing
the certainty estimate in this manner is made possible by leverag-
ing basic model assumptions of Bayesian prediction, in particular the
convergence of the posterior mean to the true expectation value with
increasing evidence.
Experience-based Bayesian trustworthiness assessment represents
a fully realised model for the prediction of future performance based
on past performance. This model is a sound statistical prediction
model, for which estimators for expectation value and variance are
readily available. The convergence of the estimate to the true value,
and therefore the certainty parameter, can be derived from the vari-
ance of the posterior distribution. Due to the rigid nature of the em-
ployed statistical model, experience-based Bayesian trustworthiness
assessment does not lend itself to feature-based generalisation, how-
ever.
Conversely, regression machines try to create a prediction model
from the data they is presented during training. This prediction model
is then used to make predictions based on a presented feature vector,
thereby providing generalisation. How well such a model generalises
is highly dependent on the data that is available for training. Conse-
quently, the certainty parameter c cannot be estimated by leveraging
convergence properties that can be derived from model assumptions.
When using regression machines, mapping the probability estimate
t is trivially achieved by using the prediction value, as in Bayesian
models. Certainty estimation, however, has to be done in a different
manner, due to different characteristics and purposes of the predic-
tion paradigm.
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5.2.5.1 Estimator Quality as Certainty
Since the main goal of introducing supervised learning methods is to
add feature-based generalisation to trustworthiness assessment, the
quality of the generalisation has to form the basis for the certainty es-
timation. A number of error measures are conventionally used to ex-
press the performance of supervised learning approaches. As a basis,
any increasing function of the absolute distance between observations
and corresponding predictions serves as a measure of the goodness
of an estimators [35].
In binomial trustworthiness assessment, which essentially repre-
sents a probability estimation task, the scale of estimand is identically
distributed for any individual trustworthiness estimation task, that is,
the scale of the trust score does not differ when estimating the trust-
worthiness of trustee P1 from that estimating the trustworthiness of
another trustee P2; neither does it change from truster A to truster B.
Therefore, the use of a scale-dependent quality measure is possible, as
the estimand is always on the scale [0; 1]. In other words, comparisons
are always made with regard to the same variable.
Definition 46 (Supervised Estimator to CertainTrust Opinion Map-
ping). The mapping from estimator output to CertainTrust opinion
space is given as:
• t = P(y = 1|x)
• c = 1− (min(NRMSE, 1))
• f ∈ [0; 1], representing prior information.
The mapping of c = 1 − (min(NRMSE, 1)) may be considered
somewhat ad-hoc. In principle any measure of the gof that scales be-
tween 0 and 1 may be used. However, since the NRMSE is a reliable,
widely used and standardised measure of the goodness of a model
fit, it is a reasonable choice. A closer investigation of which particular
measure to choose in order to guarantee optimal performance of the
trustworthiness prediction is relegated to future work.
The provided mapping enables the integration of regression ma-
chines in trustworthiness assessment ensembles. Using different fu-
sion operators (see [77, 104]), different estimation paradigms can be
flexibly combined, thereby enabling ensembles that can leverage the
respective strengths of the different estimation paradigms.
5.2.5.2 Supervised Prediction as Initial Trust Value
As pointed out earlier, the discriminatory power of the features exhib-
ited in the hotel data set is limited. This makes the use of stereotype-
based trustworthiness estimation – as the only way to compute the
trustworthiness t of a trustee – for this data set infeasible. However,
the information contained within the data set can still be leveraged by
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using the feature-based prediction as input for the initial trust value
f of the CertainTrust model.
In order to determine the effect of instantiating the CertainTrust ex-
pectation value computation, E = c · t+ (1− c) · f, using the feature-
based prediction as input for the parameter f, an experiment was set
up as follows. For each hotel in the data set, a time series of binary
observations was generated by instantiating a binary random number
generator with the hotel’s reputation score. From these observations,
the trust estimate t = pˆ = xn can be computed at each point n in time
in the time series, where x is the number of successes observed until
point n. Obviously, x 6 n. The parameter c is computed as the Wilson
Interval Certainty Estimator introduced in Chapter 3.1.5, Definition 12,
p. 64. For each hotel, the supervised prediction result from the top
performing random forest estimator (regRF, see, Table 12) was deter-
mined. Supervised predictions were generated using leave-one-out
crossvaligdation.
The instantiation of parameter f was tested with four different val-
ues:
• f = 0.5: instiantiating f with its CertainTrust default value to
provide a baseline;
• f as the supervised prediction result: instantiating f with the
probability estimate to assess the impact feature-based predic-
tion;
• f as the expectation value of the supervised prediction: instan-
tiating f as the CertainTrust expectation value of the supervised
prediction result, utilising the mapping in Definition 46;
• f as the mean of the training set: instantiating f as the average
reputation of all hotels to determine the discriminative quality
of the feature set.
Plotting the convergence of the trustworthiness estimation to the rep-
utation scores of the hotels using different instantiations of f over
time will reveal the actual informativity of the initial trust value. As
time progresses, the effect of the initial trust value f diminishes, while
early on when information is scarce, it dominates the prediction. Ide-
ally, using supervised prediction methods in order to determine the
initial trust value f yields an individual informative prior for each
hotel. If the discriminative power of the feature set used for learning
is sufficient, using the supervised prediction result to instantiate f
should minimise the overall error and yield exact informative priors.
However, as outlined above, the discriminative power of the features
in the hotel data set is low. In the absence of discriminative features,
the supervised learning machines used for the estimation tend to min-
imise the prediction error by approximating the mean value of the
target scores in the training set.
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In light of the low discriminative power of the features, it is to
be expected that the mean absolute error for instantiating f as the
output of the supervised estimator is highly similar to instantiating
f with the mean value of the reputation scores in the training set.
Similarly, instantiating f as the expectation value of the supervised
prediction is expected to be similar to the default instantiation f =
0.5, as the certainty value used in the mapping in Definition 46 is
utilising the NRMSE, which at 0.896 (Table 12, p. 200), leads to a
low certainty value of only c = 0.104. Overall, a significant difference
between the former two methods and the latter two can be expected,
with the methods taking the distribution of the reputation scores into
account (mean of reputation score in sample and the direct output of
the supervised estimator) over the other two methods.
Figure 30 shows the overall effect of using different instantiations
of the initial trust value f in CertainTrust. The figure depicts the mean
absolute error between the CertainTrust expectation value and the rep-
utation score averaged over all hotels in the data set. The expecta-
tions are largely confirmed, in that the instantiation of f with either
the mean of the recommendation scores in the training set or the
output of the supervised estimator significantly outperforming the
other methods for instantiation (Wllcoxon test for significance [203],
p < 0.001). A non-significant trend is observable that indicates that
the instantiation of f based on the supervised estimator outperforms
the instantiation with the mean of the training set; however, this ad-
vantage is minute.
The results are indicative of the low discriminative power of the
feature set. The slight advantage of the supervised methods over the
instantiation with the mean of the training shows that the sample of
hotels in the data set, the observed features and the distribution of
both regressand recommendation scores and regressor features are
not yielding a significant advantage. Given the distribution of the rec-
ommendation scores for the hotels in Figure 28, p. 195 and Table 11,
p. 194, the features are required to be highly discriminative, given the
low number of hotels with a low recommendation score. Nonetheless,
a marked performance advantage can be observed for instantiating f
with an informative prior instead of a non-informative one.
This, however, does not mean that it is generally advisable to use
the average recommendation score in the sample as an instantiation
for f. As a matter of fact, a closer investigation of the impact of the
overall distribution of the reputation scores in the sample on the
achieved performance is warranted. To do so, the hotel data set was
subdivided into quartiles according to recommendation scores (Fig-
ure 31, p. 211).
As can be seen in Figure 29b, p. 203, the predictive quality de-
creases almost linearly with its distance to the mean of the recom-
mendation score. This is a clear indication that supervised estimator
210 extensions for practical trustworthiness estimation
0.05
0.10
0.15
0.20
100 200
M
ea
n 
Ab
so
lu
te
 E
rr
or
Time 3000
0.00
0.25
Default (f=0.5)
Es�mator Predic�on
Expecta�on of Es�mator Predic�on
Mean of Training Set
1
2
4
3
1
42
3
Figure 30: Impact of initial trust values f on predictive performance.
has minimised its error function by simply learning the mean value
of the recommendation scores. This behaviour is expected to mani-
fest itself in a poor predictive performance in the first quartile when
instantiating f with the supervised estimator predictions. The second
and third quartiles are clustered around the mean, while the fourth
quartile is still reasonably close to the mean, when compared to first
quartile (consult Table 11, p. 194).
As can be seen from Figure 31a, hotels in the first quartile are con-
siderably overestimated with regard to their recommendation score
when instantiating f with the supervised prediction. The resulting
mean absolute error for hotels in the lowest quartile is significantly
higher for instantiations with an informative than with a non-informative
prior f ≈ 0.5. This corroborates the expectation that the supervised es-
timator is unable to identify hotels with a low recommendation score,
given the data set at hand.
Given the inability of the supervised estimator to correctly identify
low scoring hotels, the initial assessment of hotels is biased towards
the mean of the data set’s recommendation scores. This leads to an
overestimation of the recommendation score of low scoring hotels.
This reveals problems in the general stereotyping approach, yet, it is
also informative. Specifically, the application of supervised methods
(and stereotyping approaches) requires careful analysis of the data set
at the core of the model creation of the supervised learner. Without
a representative data set, the prediction model will yield incorrect
generalisations and consequently inaccurate estimates of the target
variable.
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(d) 4th Quartile
Figure 31: Impact of initial trust values f on predictive performance (by
quartile).
In the given data set, the regressand variable is clustered compara-
tively tightly around its mean value. The left-hand tail of its distribu-
tion is relatively light, with only a few instances below a value of 0.5.
Thus, only very few hotels with bad recommendation scores exist for
learning, while at the same time these hotels have comparably few
recommendations that make up their low scores. This raises the ques-
tions whether or not the low ratings are actually justified, as the mean
score for each of these has a comparatively high probability of being
caused by sampling error (or even manipulation). As mentioned be-
fore, this behaviour likely stems from preferential attachment and
selection processes that weed out bad performing hotels quickly. This
effect is somewhat desirable in reputation systems, it can, however,
limit the capabilities of such a system to yield a representative data
set for supervised learning and stereotyping trust models. It is there-
fore important to ascertain the discriminative quality of the available
features.
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5.2.5.3 General Observations on the Application of Supervised Learning
to Reputation Data
Determining whether or not the features in a particular data set re-
quires a statistical analysis of the the and training the supervised
estimator. While a simple analysis of the data set can establish the
unsuitability of a data set for supervised learning in some simple
cases, training an estimator with the data set (or a representative sub-
set thereof) is required most of the time. Thus, determining the suit-
ability of supervised methods in a specific scenario typically already
yields the trained estimator.
Therefore, once the feasibility of supervised learning is to be checked,
supervised estimators are – typically – already being trained. Depend-
ing on the quality of these trained estimators, three different possibil-
ities for their use exist:
1. use as a standalone estimator in a stereotyping trust model,
which is feasible only if the estimator has very good predictive
performance;
2. use as a supplementary estimator in a feedback-based trust
model, for instance by instantiating the initial trust value (i.e.,
an informative prior) with the estimator output;
3. discarding of the supervised estimator if its predictive perfor-
mance is unsatisfactory.
While the quantification of what constitutes a very good predictive per-
formance is subjective, very low error values are of course desirable.
Clearly, with NRMSE values of close to 0.9, the estimators trained on
the hotel data set do not perform particularly well. Given the range
of the regressand, [0; 1], RMSE values of close to zero are necessary
to consider a supervised estimator fit for use in stereotyping trust
models.
For intermediate performance, the integration of supervised meth-
ods with (Bayesian) feedback-based models offers a way of leveraging
feature-based supervised methods. The potential advantage over the
standard instantiation f = 0.5 can be observed in Figure 30, p. 210.
However, a closer examination of the prediction results is still neces-
sary, even if overall predictive quality is good. In the hotel data set,
it becomes obvious (Figure 31a) that the supervised predictor fails to
correctly identify bad hotels. This can, of course, lead to unwanted se-
lection and bad experiences, countering the elimination effect of the
reputation system. However, since this quick weeding-out of under
performers, which tends to be highly exploitative, as can be seen in
Figure 28d, p. 195, results in bad hotels having only very few ratings,
thereby increasing the chance of unfair elimination. From a systemic
point of view, it might be desirable to keep those hotels in the selec-
tion process longer, in order to build a more representative data set
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– even though doing so increases the risk of falsely selecting poorly
in specific instances. This trade-off between system-wide increased
predictive performance and loss due to poor selection presents an
interesting avenue for future research.
A look at other data sets appears to indicate that data sets gener-
ated from reputation systems appear to have distributional proper-
ties that make their use in supervised prediction difficult. In partic-
ular, strong class imbalances, similar to those in the hotel data set,
can be observed in a many real world reputation systems. Hu et al.
[91] report asymmetric bi-modal distributions for many product re-
view sites; for instance, the reputation system of the car-sharing site
BlaBlaCar5 generated a data set of approximately 190,000 ratings that,
from a five-categorial rating scale, yielded 1.1 per cent of ratings in
category one (lowest) and 98.9 per cent of ratings in category five (high-
est), with the intermediate categories being unrepresented6. A rating
score distribution that is similar to the hotel data set can be found in
the Netflix Prize data set of movie ratings7, containing almost 500,000
members’ ratings for about 18,000 movies[11]. In the five-categorial
rating system, the lowest two categories account for only 4 and 9 per
cent of the ratings, while categories three, four and five account for
28, 33, and 26 per cent, respectively. Apparently, effects are at play,
which hint at the distribution observed in the hotel data set not to be
a mere fluke. Rather, systemic effects might be culpable, for instance
selection or confirmation bias. For the development of stereotyping
approaches it is therefore a mandatory next step to investigate those
effects on data set generation, and where possible compensate for
their potentially negative influence on prediction quality.
5.2.6 Section Summary
In the previous section, the application of powerful supervised ma-
chine learning methods to a real-world data set was investigated. The
goal of this was to determine, how and to what extent features pro-
vided for instance in a hotel booking and rating website can be used
to enable generalised trust estimations. In a first step, the require-
ments for the application of supervised machine learning methods,
so-called regression machines, to trustworthiness assessment were
outlined. The impact, on a real-world dataset, of exploitative selec-
tion on the data generation process and how this affects predictive
performance, was discussed. Subsequently, a mapping from estima-
tor output to a belief logic representation that enables the use even of
weak predictive results within the framework of trust assessment en-
5 http://www.blablacar.com
6 see also:
http://tomslee.net/2013/09/some-obvious-things-about-internet-reputation-systems.
html, retrieved August 2014.
7 http://www.netflixprize.com/
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sembles was presented. Predictive results of the application of feature-
based supervised methods within the framework of CertainTrust have
been evaluated, as they have been generated from the hotel rating
data set acquired for testing purposes. This data set shares properties
with other data sets of user ratings generated by reputation systems,
for instance, the Netflix Prize data set.
Using reputation systems in service selection, particularly when
non-negligible resources are at stake, reinforces a trend towards ex-
ploitation. This has effects on the data that is generated and available
for future trust assessment. The resulting complex adaptive system
of trust assessment, selection and data generation merits closer atten-
tion in the future. For this, a data-centric, rather than a model-centric,
approach to investigating the dynamics of trust and reputation sys-
tems is necessary. Developing flexible, component-based trust man-
agement approaches, standardised evaluation methodologies and a
systematic collection and analysis of trust related datasets, in the form
of a publicly available reference library for testing, are important next
steps. In case of the hotel data set, the prediction result show that the
set of selected features – even the data set as a whole – is of insuf-
ficient quality to guarantee the applicability of stereotyping schemes
by themselves.
The particular distribution of the regressand values in the data set
have a considerable impact on the ability of the supervised learn-
ers when building a model that can be used for stereotyping. Conse-
quently, the straightforward application of relatively simple machine
learners proposed in a number of stereotyping trust models (for in-
stance, [32, 52, 92, 129]) is likely to be insufficient when faced with
real-world data. Rather, significant effort has yet to be expended to
make such models applicable, particularly with regard to data gener-
ation and the selection of meaningful features.
5.3 chapter summary
In this chapter, possibilities for extending the generalisability of the
trust model introduced in Chapter 3 and Chapter 4 by using feature-
based supervised prediction were presented. For one, the dedicated
modelling of particular roles and the trust delegation between them
was shown to be principally possible as an extension to existing feedback-
based trust models (Section 5.1, p. 162). For another, a more general
approach for feature-based generalisation using model-free, super-
vised machine-learners, was introduced in Section 5.2, p. 183.
Generally speaking, the primary goal of the methods introduced
and applied in this chapter is to imbue generalisability into feedback-
based trust models. That is, to allow an estimation of trustworthi-
ness of a trustee based on features said trustee exhibits and that can
be observed by a truster. The basic principle applied is the delega-
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tion of trust – with the exception of the insurance case in Section 5.1,
which simply minimises risk. To facilitate the delegation, entities are
grouped according to some role or set of features they possess. In
Section 5.1, three such roles were defined, together with rules on how
to transfer trust to the trustee: certifiers, insurers and coalition partners.
The features that a trustee exhibits in the context of Section 5.1 is the
association with a certifier, insurer or coalition partner. The delega-
tion of trust in this scenario occurs from the certifying, insuring or
coalition partners to the trustee, that is, from one group of entities
to another, by the means of roles and rules hardcoded into the trust
model. Similar rules can be created for delegation within a group of
trustees, for instance, transferring trust among trustees sharing one
or more specific features, such as geographic origin.
This is partially derived from the social practice of learning stereo-
types and (pre-)judging or discriminating according to these. Once a
stereotype is learned, it can be transferred from existing and known
trustees to new and unknown ones, in the process transferring trust
from an entity level to a more abstract and general plane. Hardcod-
ing stereotypes into trust models is infeasible because of the poten-
tially very large number of features a trustee can exhibit. Additionally,
stereotypes can arise from combinations of features and the correla-
tions between them, making explicit, human-driven modelling un-
practical.
Section 5.2 uses non-parametric, model-free supervised machine
learners to explore how such learners can be used for trustworthi-
ness estimation by implicitly extracting stereotypes from a real-world
data set. In a subsequent step, a mapping from the output of the
machine learner to CertainTrust opinions is given that permits their
flexible integration with feedback-based trust models. The difficulty
of applying stereotyping methods, in the form of sophisticated su-
pervised machine learners, to a data set generated from a real-world
reputation system, is illustrated and the results are discussed. The
relatively modest success achieved by the application of powerful ma-
chine learners raises the question to what extent stereotyping trust
models are practicable when using reputation scores as a basis for
their training. While related work on stereotyping trust models has
focussed on modelling, the results obtained in this chapter from a
data set that shares representative qualities with other data sets from
reputation systems, present a new research direction for stereotyping
trust models, to be tackled in future work: How model assumptions
hold in the face of real-world data and how stereotyping can be use-
fully applied to reach generalisability and benefit the truster. Specific
contributions in this chapter include:
• Trust model extensions to offer limited generalisability lever-
aging specific roles and relations that can be encountered in
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e-commerce interactions. Three specific examples were chosen
to show the principal practicability of such extensions:
– certifiers, which certify the service quality, and hence the
trustworthiness, of a certified trustee. A trust delegation
mechanism is provided for partially transferring trust in a
certifier onto the certified trustee.
– insurers, which provide assurance against loss potentially
incurred from an untrustworthy trustee. A trust delegation
mechanism is provided that influences decision trust, that
is, the expected utility of an interaction with the insured
trustee.
– coalition partners, which are associated with the trustee in a
(semi-)permanent fashion. A trust delegation mechanism
is provided for partially transferring trust in coalition part-
ners onto the trustee partner in a coalition.
• Application and evaluation of powerful supervised machine
learning approaches to a real-world data set with a regressand
value generated from a reputation system. The distribution of
the regressand value follows a distribution that is both typical
of those from a reputation system and is adverse to the success-
ful application of supervised methods. The predictive results
suggest that the model-centric approach taken in the design of
existing stereotyping trust models needs to be complemented
by a data-centric analysis and that idealised simulations are in-
sufficient to ascertain feasibility.
• A mapping from the output of supervised machine learners
to CertainTrust opinions, enabling the integration of supervised
learning with feedback-based trust models. Thereby, generalis-
able information contained in the features of a given data set
can be harnessed, even if the prediction quality is only mediocre.
The prediction of the estimator is mapped directly to the Cer-
tainTrust trust parameter t, while a statistical measure of the
prediction quality – in this case, the normalised root mean squared
error (NRMSE) – is mapped to the certainty parameter c.
The goal of introducing the advances discussed in this chapter was
to overcome negative aspects inherent to purely feedback-based trust
and reputation system, namely, newcomer discrimination, sole re-
liance on potentially scarce feedback information and foregoing of
information encoded in observable features. By hardcoding indica-
tors of trustworthiness, specific features of interactions can be explic-
itly modelled and introduced into trust-based decision making. The
three presented indicators (certificates, insurance, and coalitions) can,
in the future, be expanded into a toolset of trust-building extensions
for feedback-based trust and reputation systems. By investigating the
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application of supervised machine learners to a real-world dataset
and providing a mapping to CertainTrust opinions, a flexible way of
integrating feature-based stereotyping and feedback-based trust mod-
els was established. However, one key finding when applying super-
vised learners was their dependence on representative and discrimi-
natory feature sets, that may not always be available. Thus, stereotyp-
ing, as it has been proposed in the literature, may not be as effective
in real world applications as it appears in simulations. By integrating
stereotyping into the computation of the initial trust value parame-
ter f of the CertainTrust model, a way was provided, however, to also
leverage feature sets that are only weakly discriminatory. As a result,
the strengths of feedback-based and feature-based/stereotyping ap-
proaches can now be combined.
Overall, in this chapter methods for improving the generalisability
of feedback-based trust models have been proposed. From hardcod-
ing indicators of trustworthiness, the approach has been extended to
flexibly include stereotype-like results from non-parametric, model-
free supervised learners. Particularly the results gathered from the
application of the latter points at a further need for researching trust
models not just from a model-centric, but rather also from a data-
centric point of view.

6
C O N C L U S I O N A N D O U T L O O K
Over the course of the previous chapters, a trust model was sequen-
tially developed (and evaluated) from a core trust estimation model,
built upon point and interval estimation techniques for binomial and
multinomial proportions. The core estimation model was augmented
with methods for trust propagation, the combination of trust sources
and a mapping for the integration of stereotype-based supervised
estimators. This chapter summarises the main contributions and find-
ings of this thesis and presents an outlook.
6.1 conclusion
This thesis contributed advanced methods for trustworthiness esti-
mation that in their entirety constitute the Multinomial CertainTrust
model, a considerable extension of the binomial CertainTrust model
introduced by Ries [173]. The statistics of trustworthiness estimation
were given a particular focus, by first explicating the assumptions be-
hind the trust and trustworthiness estimation in Chapter 2.1.3. Next,
in the design of the core estimation model in Chapter 3, appropri-
ate statistical methods were used to improve and extend the state of
the art in trustworthiness estimation, both in the binomial and multi-
nomial case. The focus on statistically sound methods is maintained
in Chapter 4, where hypothesis testing leveraging exact test meth-
ods is introduced to support trust propagation and to cope with non-
stationary. Finally, in Chapter 5, the integration of methods for gen-
eralising from features and stereotypes in trustworthiness estimation
is discussed.Thus, a complete trust model for binomial and multino-
mial feedback is presented that can also integrate stereotype-based
trustworthiness predictions.
In particular, the Multinomial CertainTrust model meets the require-
ments postulated in Chapter 2.2.1:
• Requirement 1 (Probabilistic Computation, Representation and
Interpretation of Trust and Certainty): Multinomial CertrainTrust
extends state-of-the-art models (for instance, [107, 173, 194]) by
offering a complete probabilistic trustworthiness estimation model
that extends the foundations of Bayesian estimation from just
the trustworthiness estimate to the computation of certainty
scores. Both trust and certainty are computed using estimators
that harness the Bayesian posterior distribution of the trustwor-
thiness estimate. The methods leveraged to achieve statistically
well-founded certainty estimation are based on interval esti-
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mation techniques; while Teacy’ in TRAVOS [189] and Wang
& Singh [197] also base their certainty estimators on proper-
ties of the posterior distribution of the trustworthiness estimate.
However, the certainty estimators of the Multinomial Certain-
Trust model, by being derived from interval-based estimators
that model the potential dispersion of the trustworthiness esti-
mate, are by design capable of being extended to the multino-
mial case – a capability not shared by either TRAVOS or Wang
& Singh’s model.
• Requirement 2 (Binomial and Multinomial Estimation Model):
Multinomial CertainTrust is capable of handling both binary and,
more generally, m-categorical feedback, m ∈ N,m > 2. The
estimation model provides estimation techniques for binomi-
ally and multinomially distributed feedback that extend to both
trustworthiness and certainty estimation. The Bayesian methods
used, relying on Beta and Dirichlet posteriors, are applied and
adapted, guaranteeing adherence to this requirement by build-
ing on established statistical methods.
• Requirement 3 (Trust Propagation and Combining Trust Sources):
By extending discounting, consensus and fusion operations from
the original CertainTrust [173] and CertainLogic [77, 175] to the
multinomial case, Multinomial CertainTrust has capabilities for
trust propagation and combining trust sources that are similar
in functionality to Subjective Logic [103]. By also providing ad-
vanced fusion methods, that is, weighted and conflict-aware fu-
sion, for both binomial and multinomial models, progress over
the start of the art is achieved.
• Requirement 4 (Integration of Non-Frequentist Information): Multi-
nomial CertainTrust has at its heart an estimation model founded
upon Bayesian statistics. The Bayesian prior allows for a straight-
forward integration of subjective, non-frequentist information.
Additionally, the use of fusion operations also provided in this
thesis over another avenue for the integration of information.
An example for this is the use of stereotyping-derived trustwor-
thiness estimates that can be integrated either in the prior or via
a mapping presented in Chapter 5.2.
• Requirement 5 (Changing Trustee Behaviour): The standard ap-
proach to dealing with changing behaviour, in the form of changes
in the unobservable true trustworthiness of a trustee, is by ap-
plying ageing or fading to the collected evidence, thereby dimin-
ishing the impact of older information and favouring newer ev-
idence. Ageing is supported by Multinomial CertainTrust. How-
ever, ageing puts a limit on the achievable accuracy of the trust-
worthiness estimate, thus bounding the certainty estimate. In or-
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der to deal with this, change point detection was introduced to
the field of trustworthiness estimation and shown to be effective
in discovering behavioural changes. When combined with con-
servative ageing, it increases the responsiveness to change ex-
hibited by the estimation model significantly. This gives Multino-
mial CertainTrust advanced capabilities to deal with non-stationarity
of the estimand parameter.
By fulfilling the listed requirements, Multinomial CertainTrust pro-
vides a comprehensive model for trustworthiness estimation from bi-
nary or m-categorical evidence. The estimation model introduced in
Chapter 3 is built on a foundation of well-proven methods from the
field of statistics, permitting a probabilistic interpretation of all esti-
mates the model provides. In its multinomial form, Multinomial Cer-
tainTrust is, to the best of our knowledge, the only evidence-based
trust model capable of providing statistically-derived (from a Bayes-
ian Dirichlet prior) certainty estimates for each of its m > 2 estimates
in a multinomial,m-categorical setting. Other models either only sup-
port the binomial case of trustworthiness estimation, which does not
allow for adjustments in the granularity of the desired feedback cat-
egories when deploying the model as part of a real-world trust or
reputation system, or do not offer sophisticated certainty estimation
methods. Among the former are advanced binomial trust models like
TRAVOS [189] and Wang & Singh’s model [197], the latter category
is epitomised primarily by the otherwise comprehensive Subjective
Logic [103]. Most models, however, offer neither properly statistically-
derived certainty estimates nor multinomial trustworthiness estima-
tion.
Beyond the estimation model, Chapter 4 provides additional func-
tionality for processing trust-relevant information. The most basic
functionality is the support for trust propagation, a staple of trust
models in the state of the art. Standard methods and robustness
improvements from the original CertainTrust were retained and ex-
panded to be applicable to the multinomial case. The state of the art
was advanced by exact methods for comparing distributional infor-
mation to benefit the assessment of the reliability of recommenders
and change point detection for detecting non-stationarity in trustee
behaviour. In both applications, exact test methods compared favourably
to the state-of-the-art.
Considering trust models with a closer look at the statistical meth-
ods that are and can be used in their design, has revealed gaps in the
state-of-art, but has at the same time provided the tools for develop-
ing methods to close these gaps. The work that has been presented
and evaluated in this thesis is considered to be valuable and signifi-
cant contributions in field of evidence-based trust models.
In Chapter 5, methods for extending trustworthiness estimation be-
yond the purely Bayesian approach were addressed. The first part on
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hardcoding indicators of trustworthiness into evidence-based trust
models represented a proof of concept and illustrates the general fea-
sibility of indicators that are not directly linked to the past perfor-
mance of a particular trustee. The second part of Chapter 5 addresses
the use of supervised learning in stereotyping trust models and how
they can be integrated into evidence-based models. Here it has been
shown that the assumptions regarding the distributions of both the
trust estimates and the features, as well as the discriminatory power
of these features, made in state-of-the-art stereotyping models [31, 52],
tend to be too optimistic. Testing of powerful machine learners, such
as various Decision Trees and Random Forests, against real-world data
revealed that, while some information can be extracted, stereotyping
alone proves insufficient and offers only marginal improvements.This
suggests that stereotyping approaches serve best in a supporting role
to evidence-based models. Most importantly, however, the findings of
Chapter 5.2 stress the need to look at trustworthiness estimation not
only from a modelling perspective, i.e., by discussing methods that
can be applied to the problem and then verifying the data in ideal
simulations, but also from a data perspective that considers the data
that is used for inference by (stereotyping) trust models.
6.2 outlook
This thesis has provided a comprehensive trust model capable of han-
dling binomial and multinomial feedback, using advanced methods
for trustworthiness estimation and the processing of trust-relevant in-
formation. Nonetheless, numerous aspects for further research still
remain.
One of the assumptions made for the estimation model presented
in this thesis is categorical feedback. This assumption is made in
order to apply Bayesian statistics and estimators that have a well-
defined behaviour. By demanding categorical feedback, Beta and Dirich-
let priors can be enforced, considerably simplifying the process of es-
timating trustworthiness and interpreting it in a probabilistic manner.
Continuous feedback, however, might be preferable in some appli-
cations. Here, distributional assumptions cannot be enforced so eas-
ily and the ready accessibility of conjugate priors may not be given.
Rather, the prior distribution itself would have to be estimated. The re-
lated work that uses continuous ratings, such as FIRE [93, 94], simply
assumes Gaussianity of the underlying distribution. An assumption
that may not be warranted. This leaves room for future research on
both the distribution of continuous feedback in a number of applica-
tion areas and estimation methods fit for modelling such feedback.
In Chapter 5.1, expected utility theory was briefly discussed as a
decision making tool. The integration of trustworthiness estimation
and utility, as well as general decision theoretic aspects of trust and
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trusting choices deserve closer investigation. This can extend from a
system model to determining user behaviour under the influence of
a trust and reputation system.
data-centric approach to trust and reputation systems
: Aside from decision theoretic aspects, the feedback behaviour of
users of trust and reputation systems leads to specific patterns in the
data generated by these systems (see [91]). Various social biases might
be responsible for generating specific distributions of trust and rep-
utation scores, as may be the role that trust and reputation systems
play to weed out badly behaving trustees, as a soft security mecha-
nism. The distribution of the regressand trust and reputation scores
can considerably affect the performance of supervised, stereotyping
trust models. For instance, in some application fields, feedback may
only be given in case of trustee defection, resulting in overwhelm-
ing negative feedback. Conversely, in well-governed (social) systems,
regulation may enforce quality standards that are generally followed,
resulting in a majority of positive feedback. Either case impacts the
predictive quality of a trust model. Therefore, a data-centric investiga-
tion of trust and reputation systems and trustworthiness estimation
techniques is warranted.
trust context and transfer between contexts :Another
aspect that was not explicitly addressed in this thesis is the notion of
context. Trust is dependent on context and trustees may behave differ-
ently in different contexts, depending on their abilities and agendas;
the capabilities of trusters to evaluate their interactions with trustees
may also vary from context to context. Thus, the impact of context
on trust formation is an interesting area of future research, as is the
transfer of trust between contexts.
privacy-enabled trust and reputation systems : As is
evident from the methods for collecting trust-relevant information,
that is, recording past behaviour and correlating observable features
with behaviour, trustworthiness estimation may be privacy-invasive.
Privacy-friendly trustworthiness estimation is still a little researched
field. Developing technologies that allow a user to demonstrate its
trustworthiness in a privacy-friendly manner would help to curb the
desire to collect evermore data to increase the certainty of a trustee’s
good intentions. Combining approaches for a minimisation of data
revealed and used for trust estimation with accurate trustworthiness
estimators promises to be an interesting field for future research.
integration of certificate-based trust and computational
trust : The combination of trusted computing and computational
trust still remains a field with considerable room for research. Inte-
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grating probabilistic approaches with certificate-based security mech-
anisms may cure at least some of the problems encountered in todays
internet security infrastructure, such as the Web-PKI. Establishing the
trustworthiness of certificates is a challenging task that has room for
future work, as is the computation of a trustee’s trustworthiness from
certificates it can provide. Similarly, when demanding trustworthy
systems, computational trust and trusted computing methods may be
integrated fruitfully. Both approaches can, conceivably, complement
each other when determining and guaranteeing a (minimum) level of
trustworthiness required for a particular (inter)action.
computational trust for security : Aside from integrating
security mechanisms and computational trust to evaluate and guar-
antee the trustworthiness of systems, computational trust can also be
applied to determine the trustworthiness of particular security mech-
anisms. This permits not only the assignment of trustworthiness esti-
mates to, for instance, an encryption method for establishing a secure
communication channel, but also gives an insight into how crucial
this specific mechanism is to guarantee a trustworthy end-to-end in-
teraction.
These and numerous other challenges remain in the field of compu-
tational trust modelling. With the increasing proliferation of internet
access and the speed at which the real and the virtual converge, build-
ing and estimating trust in this emerging environment will remain a
challenging task in the future.
A P P E N D I X
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A
D E F I N I T I O N S O F T R U S T
Trust has been researched by a multitude of researchers active in dif-
ferent fields of study. Due to the broad manner in which the term
trust can be interpreted and the wide acceptance of the concept’s pos-
itive effects, such fields range from the social sciences (in particular
history, psychology, sociology) and economics to computer science
and engineering. The following listing, without claiming complete-
ness, comprises several popular definitions of the term trust by schol-
ars from these diverse disciplines.
Trust is an important lubricant of a social system. It is extremely effi-
cient; it saves a lot of trouble to have a fair degree of reliance on other
people’s word.
– Arrow [7]
[Trust is ] a state involving confident positive expectations about an-
other’s motives with respect to oneself in situations entailing risk.
– Boon and Holmes [21]
On-line trust is an attitude of confident expectation in an online situa-
tion of risk that one’s vulnerabilities will not be exploited.
– Corritore, Kracher and Wiedenbeck [37]
[Trust is] the decision to rely on another party (i.e. person, group or
organization) under a condition of risk.
– Currall and Inkpen [39]
Trust is the confidence that one will find what is desired from another
rather than what is feared.
– Deutsch [44]
Trust is a normative notion in the sense that an essential ingredient in
all cases of trust and trustworthiness is the existence of a set of norms
that provide the motivation to cooperate.
– Elgesem [51]
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Trust is the expectation that arises within a community of regular, honest,
and cooperative behavior, based on commonly shared norms, on the part
of other members of that community.
– Fukuyama [61]
Trust (or, symmetrically, distrust) is a particular level of the subjective
probability with which an agent assesses that another agent or group of
agents will perform a particular action, both before he can monitor such
an action (or independently of his capacity ever to be able to monitor it)
and in a context in which it affects his own action.
– Gambetta [64]
Trust is a qualified belief by a trustor with respect to the competence,
honesty, security and dependability of a trustee within a special context.
– Grandison and Sloman [73]
[Trust is the] undertaking of a risky course of action on the confident
expectation that all persons involved in the action will act competently
and dutifully.
– Lewis and Weigert [127]
[Trust is] an effective form of complexity reduction.
– Luhmann [132]
Trust, in general, is taken as the belief (or measure thereof) that a person
(the trustee) will act in the best interest of another (the truster) in a given
situation, even when controls are unavailable and it may not be in the
trustee’s best interest to do so.
– Marsh and Dibben [136]
[Trust is] the willingness of a party to be vulnerable to the actions of
another party based on the expectation that the other will perform a
particular action important to the trustor, irrespective of the ability to
monitor or control that other party.
– Mayer, Davis and Schoorman [138]
Trust is a willingness to be vulnerable based on the expectation that the
other party is reliable, open, competent and compassionate.
– Mishra [147]
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Trust is a subjective expectation an agent has about another agent’s fu-
ture behavior.
– Mui [151]
To trust is to accept or neglect the possibility that things will go wrong.
To have trust in the narrow sense, or “real” intentional trust, is to accept
or neglect the possibility that a partner will utilize opportunities for
opportunism even if it is in his interest to do so.
– Nooteboom [158]
Trust is a bet about the future contingent actions of others.
– Sztompka [188]
Figure 32: Trust Definitions, Timeline

B
P R E - C O M P U T E D TA B L E S F O R C J ; (100 ·z )% ( x , n )
x n= 2 n= 3 n= 4 n= 5 n= 6 n= 7
0 0.333 0.465 0.555 0.621 0.67 0.708
1 0.122 0.215 0.312 0.394 0.461 0.515
2 0.333 0.215 0.246 0.304 0.363 0.417
3 — 0.465 0.312 0.304 0.334 0.373
4 — — 0.555 0.394 0.363 0.373
x n= 8 n= 9 n= 10 n= 11 n= 12 n= 13
0 0.738 0.762 0.783 0.8 0.815 0.827
1 0.56 0.598 0.63 0.657 0.681 0.701
2 0.464 0.505 0.541 0.573 0.6 0.624
3 0.414 0.452 0.487 0.518 0.547 0.572
4 0.398 0.427 0.457 0.485 0.512 0.537
5 0.414 0.427 0.447 0.47 0.492 0.515
6 0.464 0.452 0.457 0.47 0.486 0.504
7 0.56 0.505 0.487 0.485 0.492 0.504
x n= 14 n= 15 n= 16 n= 17 n= 18 n= 19
0 0.838 0.848 0.857 0.865 0.871 0.878
1 0.719 0.736 0.75 0.763 0.774 0.785
2 0.646 0.665 0.683 0.698 0.713 0.726
3 0.595 0.616 0.635 0.652 0.668 0.682
4 0.56 0.581 0.6 0.618 0.634 0.649
5 0.536 0.556 0.575 0.592 0.609 0.624
6 0.522 0.54 0.558 0.574 0.59 0.605
7 0.518 0.533 0.548 0.563 0.577 0.591
8 0.522 0.533 0.544 0.557 0.57 0.582
9 0.536 0.54 0.548 0.557 0.567 0.578
10 0.56 0.556 0.558 0.563 0.57 0.578
x n= 20 n= 21 n= 22 n= 23 n= 24 n= 25
0 0.883 0.889 0.893 0.898 0.902 0.905
1 0.795 0.803 0.812 0.819 0.826 0.832
2 0.738 0.748 0.758 0.768 0.776 0.784
3 0.696 0.708 0.719 0.729 0.739 0.748
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4 0.663 0.676 0.688 0.699 0.71 0.72
5 0.638 0.651 0.664 0.675 0.686 0.696
6 0.619 0.632 0.644 0.656 0.667 0.678
7 0.605 0.617 0.629 0.641 0.652 0.662
8 0.595 0.607 0.618 0.629 0.64 0.65
9 0.589 0.6 0.61 0.621 0.631 0.64
10 0.587 0.596 0.605 0.615 0.624 0.633
11 0.589 0.596 0.604 0.612 0.62 0.629
12 0.595 0.6 0.605 0.612 0.619 0.626
13 0.605 0.607 0.61 0.615 0.62 0.626
x n= 26 n= 27 n= 28 n= 29 n= 30 n= 31
0 0.909 0.912 0.915 0.918 0.92 0.923
1 0.838 0.844 0.849 0.854 0.858 0.862
2 0.792 0.799 0.805 0.811 0.817 0.822
3 0.757 0.765 0.772 0.779 0.786 0.792
4 0.729 0.737 0.745 0.753 0.76 0.767
5 0.706 0.715 0.724 0.732 0.739 0.746
6 0.687 0.697 0.705 0.714 0.721 0.729
7 0.672 0.681 0.69 0.699 0.707 0.714
8 0.659 0.669 0.678 0.686 0.694 0.702
9 0.65 0.659 0.667 0.676 0.683 0.691
10 0.642 0.651 0.659 0.667 0.675 0.682
11 0.637 0.645 0.653 0.66 0.668 0.675
12 0.634 0.641 0.648 0.656 0.663 0.67
13 0.633 0.639 0.646 0.652 0.659 0.665
14 0.634 0.639 0.645 0.651 0.657 0.663
15 0.637 0.641 0.646 0.651 0.656 0.661
16 0.642 0.645 0.648 0.652 0.657 0.661
x n= 32 n= 33 n= 34 n= 35 n= 36 n= 37
0 0.925 0.927 0.929 0.931 0.933 0.935
1 0.866 0.87 0.874 0.877 0.88 0.883
2 0.827 0.832 0.837 0.841 0.845 0.849
3 0.798 0.803 0.808 0.813 0.818 0.823
4 0.773 0.779 0.785 0.791 0.796 0.801
5 0.753 0.76 0.766 0.772 0.777 0.782
6 0.736 0.743 0.749 0.755 0.761 0.767
7 0.721 0.728 0.735 0.741 0.747 0.753
8 0.709 0.716 0.723 0.729 0.735 0.741
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9 0.698 0.705 0.712 0.718 0.725 0.731
10 0.689 0.696 0.703 0.709 0.716 0.722
11 0.682 0.689 0.695 0.702 0.708 0.714
12 0.676 0.683 0.689 0.695 0.701 0.707
13 0.672 0.678 0.684 0.69 0.696 0.702
14 0.669 0.675 0.68 0.686 0.692 0.697
15 0.667 0.672 0.678 0.683 0.688 0.693
16 0.666 0.671 0.676 0.681 0.686 0.691
17 0.667 0.671 0.675 0.68 0.684 0.689
18 0.669 0.672 0.676 0.68 0.684 0.688
19 0.672 0.675 0.678 0.681 0.684 0.688
x n= 38 n= 39 n= 40 n= 41 n= 42 n= 43
0 0.936 0.938 0.94 0.941 0.942 0.944
1 0.886 0.889 0.892 0.894 0.897 0.899
2 0.853 0.856 0.86 0.863 0.866 0.869
3 0.827 0.831 0.835 0.838 0.842 0.845
4 0.805 0.81 0.814 0.818 0.822 0.826
5 0.787 0.792 0.797 0.801 0.805 0.81
6 0.772 0.777 0.782 0.786 0.791 0.795
7 0.758 0.764 0.769 0.774 0.778 0.783
8 0.747 0.752 0.757 0.762 0.767 0.772
9 0.736 0.742 0.747 0.752 0.757 0.762
10 0.727 0.733 0.738 0.743 0.748 0.753
11 0.719 0.725 0.73 0.735 0.74 0.745
12 0.713 0.718 0.723 0.729 0.733 0.738
13 0.707 0.712 0.718 0.723 0.727 0.732
14 0.702 0.708 0.713 0.718 0.722 0.727
15 0.699 0.704 0.708 0.713 0.718 0.722
16 0.696 0.7 0.705 0.71 0.714 0.719
17 0.694 0.698 0.702 0.707 0.711 0.716
18 0.692 0.696 0.701 0.705 0.709 0.713
19 0.692 0.696 0.7 0.703 0.707 0.711
20 0.692 0.696 0.699 0.703 0.706 0.71
21 0.694 0.696 0.7 0.703 0.706 0.709
22 0.696 0.698 0.701 0.703 0.706 0.709
Table 17: Certainty from 1-Width of the 95 per cent Jeffreys prior interval.

C
A U X I L I A RY P R O O F S
Proof for E(Beta(pˆ ·n+α0, (1− pˆ) ·n+β0)) = E(t, c, f).
E(Beta(pˆ ·n+α0, (1− pˆ) ·n+β0))
= pˆ·n+α0pˆ·n+(1−pˆ)·n+α0+β0
= x+α0n+α0+β0 ‖ pˆ = xn
=
x+f·(1−C(n,pˆ))· n
C(n,pˆ)
n+(1−C(n,pˆ))· n
C(n,pˆ)
‖ Def. 15, p. 70
=
C(n,pˆ)·x+C(n,pˆ)·f·(1−C(n,pˆ))· n
C(n,pˆ)
n ‖ Expand fraction by C(n, pˆ)
=
C(n,pˆ)·x+f·(1−C(n,pˆ))·n
n
= C(n, pˆ) · xn + f · (1−C(n, pˆ))
= C(n, pˆ) · t+ (1−C(n, pˆ)) · f ‖ xn = pˆ = t
= E(t, c, f)
Proof of the Aggregation Property of Dirichlet Distributions (reproduced from [60]).
Any Dirichlet distribution can be represented as a normalised set
of Gamma distributed random variables. The Gamma distribution
Γ(κ, θ) is given by the probability density function
f(x; κ, θ) = xκ−1 · e
− xθ
θκ · Γ(κ)
with shape parameter κ > 0, scale parameter θ > 0 and Γ(y) =∫∞
0 t
y−1 · e−tdt. For the Gamma distribution the following property
holds: If Xi ∼ Γ(κi, θ) for i = 1, 2, . . . ,n are independent Gamma
distributed random variables of the same scale but different shapes.
Then S =
∑n
i=1 Xi ∼ Γ(
∑n
i=1 κi, θ). Let zi =∼ Γ(αi, 1), qi =
zi∑k
i=1 zi
for
i = 1, 2, . . . ,k.
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First, it has to be shown that (q1, . . . ,qk) ∼ Dir(α1, . . . ,αk). Consider{zi}k1
be given, and consider z,q1, . . . ,qk−1 as new variables. We relate
them using the transformation T :
(z1, . . . , zk) = T(z,q1, . . . ,qk−1) =
(
z · q1, . . . , z · qk−1, z ·
(
1−
k−1∑
i=1
qi
))
The Jacobian matrix, i.e., the matrix of the first derivatives, of this
transformation is :
J(T) =

q1 z 0 0 · · · 0
q2 0 z 0 · · · 0
q3 0 0 z · · · 0
...
...
. . .
...
qk−1 0 0 0 · · · z
1−
∑k−1
1 qi −z −z −z · · · −z

J(T) has determinant Zk−1.
The change-of-variables formula gives the density f of (z,q1, . . . ,qk−1)
as f = g ◦ T × |det(T)|, where the joint density g of the original, inde-
pendent random variables is given by
g(z1, z2, . . . , zk;α1, . . . ,αk) =
k∏
i=1
zαi−1i
e−zi
Γ(αi)
Substituting this into the change-of-variables formula yields
f(z,q1, . . . ,qk−1)
=
(∏k−1
i=1 (z · qi)αi−1 e
−zqi
Γ(αi)
)[(
z
(
1−
∑k−1
1 qi
))αk−1
e
−z(1−
∑k−1
1
qi)
Γ(αk)
]
zk−1
=
(∏k−1
i=1 q
αi−1
i
)
(1−
∑k−1
i=1 qi)∏k
i=1 Γ(αi)
z(
∑k
i=1αi)−1e−z
Integrating over z yields the marginal distribution of {qi}k−1i=1
f(q1, . . . ,qk−1)
=
∞∫
0
f(z,q1, . . . ,qk−1)dz
=
(∏k−1
i=1 q
αi−1
i
)
(1−
∑k−1
i=1 qi)∏k
i=1 Γ(αi)
∞∫
0
z(
∑k
i=1αi)−1e−z
=
Γ(
∑k
i=1αi)∏k
i=1 Γ(αi)
(∏k−1
i=1 q
αi−1
i
)(
1−
∑k−1
i=1 qi
)αk−1
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which is a Dirichlet density. Thus, a normalised set of Gamma dis-
tributed random variables represents a Dirichlet distribution.
f(q1, . . . ,qk−1)
=
∞∫
0
f(z,q1, . . . ,qk−1)dz
=
(∏k−1
i=1 q
αi−1
i
)
(1−
∑k−1
i=1 qi)∏k
i=1 Γ(αi)
∞∫
0
z(
∑k
i=1αi)−1e−z
=
Γ(
∑k
i=1αi)∏k
i=1 Γ(alphai)
(∏k−1
i=1 qiöαi − 1
)(
1−
∑k−1
i=1 qi
)αk−1
We can now proof the aggregation property of the Dirichlet distri-
bution using this and relying on the property of the Gamma distribu-
tion that if Xi ∼ Γ(κi, θ) for i = 1, 2, . . . ,n are independent Gamma
distributed random variables of the same scale but different shapes,
it follows that S =
∑n
i=1 Xi ∼ Γ(
∑n
i=1 κi, θ).
Suppose (Q1,Q2, . . . ,Qk) ∼ Dir(α1, . . . ,αk). Then we know that
Qi =
Zi∑k
i=1Zi
, where Zi ∼ Γ(αi, θ) are independent. Let {A1,A2, . . . ,Ar}
be a non-trivial partition of {1, 2, . . . ,k}. Then,(∑
i∈A1 Qi,
∑
i∈A2 Qi, . . . ,
∑
i∈Ar Qi
)
= 1∑k
i=1Zi
(∑
i∈A1 Zi,
∑
i∈A2 Zi, . . . ,
∑
i∈Ar Zi
)
∼ 1∑k
i=1 Γ(αi,1)
(
Γ(
∑
i∈A1 αi, 1), Γ(
∑
i∈A2 αi, 1), . . . , Γ(
∑
i∈Ar αi, 1)
)
∼ Dir
(∑
i∈A1 αi,
∑
i∈A2 αi, . . . ,
∑
i∈Ar αi
)
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S Y B I L R E S I S TA N T C O N S E N S U S
In [173], Ries presented a Sybil resistant extension to the consensus
operator for binomial opinions. This extension is reproduced in the
following and extended to the general multinomial case. Ries’ ap-
proach introduces two additional parameters in the consensus opera-
tion that limit the maximum influence a single recommender (a single
recommendation/opinion) can have on the resulting composite opin-
ion:
1. Normalisation parameter NR: When the total number of observa-
tions reported in a recommendation exceeds NR, an opinion is
normalised, in the general multinomial case, by Nr∑m
i=1αi
.
2. Threshold parameter tS: A parameter that limits the impact of an
opinion, based on the relative rank of the recommender report-
ing that opinion.
The Sybil resistant consensus operator is then, in its multinomial ex-
tension, given as
Definition 47 (Sybil Resistant Extended Consensus). Let the trust of
A in recommenders R1, . . . ,Rn be given in opinions oAR1 , . . . ,o
A
Rn
. Let
δARi be the discounting factor assigned to recommender Ri by A based
on opinion oARi , according to Definition 33, p. 126. Furthermore, let
recommenders R1, . . . ,Rn provide opinions o
Ri
Pj
as recommendations
on potential trustee Pj. For each o
Ri
Pj
, let 0 6 (αRiPj )1 + . . .+ (α
Ri
Pj
)m 6
NR; if
∑m
k=1(α
Ri
Pj
)k > NR, the opinion is normalised accordingly, by
computing:
norm((α1, . . . ,αm)α) =
 (α1, . . . ,αm)α if
∑m
i=1 αi 6 NR
( NR∑m
i=1αi
·α1, . . . , NR∑m
i=1αi
·αm)α else
Additionally, let the individual recommenders be ordered according
to their trustworthiness estimates, so that i, the rank of Ri, is deter-
mined by E(oARi) and Ri < Rk if E(o
A
Ri
) > E(oARk). Let ts denote the
threshold for Sybil attacks. Then the Sybil Resistant Extended Cons-
esus operation is defined as:
consensusts(o
A
R1
, . . . ,oARn ;o
R1
Pj
, . . . ,oRnPj ) = [o
A
R1
,oR1Pj ]⊕ˆ . . . ⊕ˆ[oARn ,o
Rn
Pj
]
=
(∑n
i=1min(δ
A
Ri · (α1)RiPj , (1− ts) · (δARi)i ·
NR∑m
k=1(αk)
R
i Pj
· (α1)RiPj)
, . . . ,∑n
i=1min(δ
A
Ri · (αm)RiPj, (1− ts) · (δARi)i ·
NR∑m
k=1(αk)
R
i Pj
· (αm)RiPj)
)
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The parameters αk represent the sufficient statistics sum of observations
in category k, where (αk)
Ri
Pj
is the sum of observations in category k
observed by entity Ri in interactions with entity Pj.
Sybil resistant consensus aggregation of truster A’s opinion on
trustee Pj, oAPj , with recommendations o
R1
Pj
, . . . ,oRnPj from recommenders
R1, . . . ,Rn is thus achieved by computing the basic consensus (Defi-
nition 29, p. 113) of oAPj and the recommendations aggregated using
the the Sybil resistant consensus operation:
consensus
(
oAPj , consensusts(o
A
R1
, . . . ,oARn ;o
R1
Pj
, . . . ,oRnPj )
)
= oAPj ⊕
(
[oAR1 ,o
R1
Pj
]⊕ˆ . . . ⊕ˆ[oARn ,oRnPj ]
)
E
F I G U R E S
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Figure 33: Patterns of changes in data over time (outlier not concept drift)
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Figure 34: Average accuracy, in terms of Root Mean Squared Error (Monte-
Carlo simulation of a stationary Bernoulli Process, randomised p,
n = 2, 000, 10, 000 repeats).
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Figure 35: Aggregate recommendations in the hotel dataset.
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Figure 36: Aggregate recommendations in the hotel dataset.

F
G O O D N E S S - O F - F I T M E A S U R E S
Goodness-of-Fit measures according to [150] used for evaluation by
using the HydroGOF R-package [208].
In the following, let O = (o1,o2, . . . ,on) be a vector of observed
values and Sˆ = (sˆ1, sˆ2, . . . , sˆn) a vector of corresponding estimates.
Let omax be the largest, omin the smallest element of O.
mean error (me)
ME =
1
n
n∑
i=1
(sˆi − oi)
mean absolute error (mae)
MAE =
1
n
n∑
i=1
|sˆi − oi|
mean squared error (mse)
MSE =
1
n
n∑
i=1
(sˆi − oi)
2
root mean squared error (rmse)
RMSE =
√√√√ 1
n
n∑
i=1
(sˆi − oi)2
normalised root mean squared error % (nrmse%)
NRMSE% = 100 ·
(√
1
n
∑n
i=1(sˆi − oi)
2
)
nval
with nval a normalisation value:
nval =
{
sd(oi) Standard Deviation of the observations (default)
omax − omin
247
248 goodness-of-fit measures
percent bias (pbias)
PBIAS = 100 ·
∑n
i=1(sˆi − oi)∑n
i=1 oi
ratio of rmse to the standard deviation of the observa-
tions (rsr)
RSR =
RMSE
sd(oi)
ratio of standard deviations between estimates and ob-
served values (rsd)
rSD =
sd(sˆi)
sd(oi)
nash-sutcliffe efficiency (nse)
NSE = 1−
∑n
i=1(sˆi − oi)
2∑n
i=1(oˆi − o¯)
2
where
o¯ =
1
n
n∑
i=1
oi
modified nash-sutcliffe efficiency (mnse)
NSE = 1−
∑n
i=1 |sˆi − oi|
j∑n
i=1 |oˆi − o¯|
j
where
o¯ =
1
n
n∑
i=1
oi
and j = 1 as the package default setting in HydroGOF.
index of agreement (d)
d = 1−
∑n
i=1(sˆi − oi)
2∑n
i=1(|sˆi − o¯|+ |oˆi − o¯|)
2
where
o¯ =
1
n
n∑
i=1
oi
goodness-of-fit measures 249
modified index of agreement (md)
md = 1−
∑n
i=1(sˆi − oi)
j∑n
i=1 |sˆi − o¯|+ |oˆi − o¯|öj
where
o¯ =
1
n
n∑
i=1
oi
and j = 1 as the package default setting in HydroGOF.
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