Note on structured indefinite perturbations to Hermitian matrices  by Du, Kui
Journal of Computational and Applied Mathematics 202 (2007) 258–265
www.elsevier.com/locate/cam
Note on structured indeﬁnite perturbations to Hermitian matrices
Kui Dua,b,∗
aSchool of Mathematical Sciences, Fudan University, Shanghai, 200433, PR China
bKey Laboratory of Nonlinear Science, Fudan University, Education of Ministry, PR China
Received 13 October 2005; received in revised form 20 February 2006
Abstract
In a recent paper, Overton and Van Dooren have considered structured indeﬁnite perturbations to a given Hermitian matrix.
We extend their results to skew-Hermitian, Hamiltonian and skew-Hamiltonian matrices. As an application, we give a formula for
computation of the smallest perturbation with a special structure, which makes a given Hamiltonian matrix own a purely imaginary
eigenvalue.
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1. Introduction
In [5], Overton and Van Dooren presented a readily computable formula for the complex passivity radius. They ob-
tained the formula through considering structured additive perturbations and structured multiplicative perturbations of
a given HermitianmatrixH. In this note, we extend their results to skew-Hermitian, Hamiltonian and skew-Hamiltonian
matrices. Both structured additive perturbations and structured multiplicative perturbations are considered. As an ap-
plication, we give a formula for computation of the smallest perturbation with a special structure, which makes a given
Hamiltonian matrix own a purely imaginary eigenvalue.
Throughout this note, I is the identity matrix with compatible dimension,
 :=
[
I 0
0 I/
]
and  is real and positive. ‖ · ‖2 denotes the matrix spectral norm. The spectral norm is also referred to as the 2-norm.
For an n× n matrix A, we denote the spectrum, the determinant and the conjugate transpose of A by (A), det(A) and
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A∗, respectively. Denote the ordered eigenvalues of the m × m Hermitian matrix M by 1(M) · · · m(M). Deﬁne
(M) := min
i
{i (M) : i (M)> 0},
(M) := min
i
{−i (M) : i (M)< 0},
where we adopt the convention that minimization over the empty set yields ∞, and deﬁne
(M) := max
i
{i (M) : i (M)> 0},
(M) := max
i
{−i (M) : i (M)< 0},
with the convention that maximizing over the empty set yields −∞.
Next, we review the main results of [5]. Let
H =
[
S R
R∗ T
]
, H =
[
0 R
∗R 0
]
, (1.1)
where S and T are n × n Hermitian matrices.
Lemma 1.1 (Overton and Van Dooren [5]). Let H be a nonsingular Hermitian matrix. Then there exists an additive
perturbation H of the type (1.1) such that det(H − H ) = 0 if and only if the matrix[
S 0
0 −T
]
is not (positive or negative) deﬁnite.
Let
H :=
[
2S R
R∗ T/2
]
= 
[
S R
R∗ T
]
.
The result for the additive perturbation problem may now be stated as follows:
Lemma 1.2 (Overton and Van Dooren [5]). Let H be a nonsingular Hermitian matrix. Then the smallest perturbation
H with the structure given in (1.1) such that det(H − H ) = 0 has 2-norm given by
min ‖H‖2 = min
{
sup

(H), sup

(H)
}
when the right-hand side is bounded, and there is no solution otherwise.
The multiplicative perturbation results are similar. The main result for multiplicative perturbations is as
follows.
Lemma 1.3 (Overton and Van Dooren [5]). Let H be a nonsingular Hermitian matrix. Then the smallest perturbation
H with the structure given in (1.1) such that det(I − HH) = 0 has 2-norm given by
min ‖H‖2 = 1/max
{
inf

(H), inf

(H)
}
,
when the denominator on the right-hand side is nonzero.
Note that if S and T have different dimensions, Lemmas 1.1, 1.2 and 1.3 are still valid.
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2. Main results
In this section, we extend the main results of [5] to skew-Hermitian, Hamiltonian and skew-Hamiltonian matrices.
2.1. Structured perturbations to skew-Hermitian matrices
Let
H =
[
S R
−R∗ T
]
, H =
[
0 R
−∗R 0
]
, (2.1)
where S and T are skew-Hermitian matrices, i.e., S∗ = −S and T ∗ = −T . Then
™H =
[
™S ™R
−™R∗ ™T
]
, ™H =
[
0 ™R
−™∗R 0
]
,
where ™ = √−1.
Since det(H − H ) = 0 ⇔ det(™H − ™H ) = 0 and ™H = (™H)∗, ™H = (™H )∗, then from Lemma 1.2, we have
the following theorem.
Theorem 2.1. Let H be a nonsingular skew-Hermitian matrix and (™H) = (™H). Then the smallest perturbation
H with the structure given in (2.1) such that det(H − H ) = 0 has 2-norm given by
min ‖H‖2 = min
{
sup

((™H)), sup

((™H))
}
when the right-hand side is bounded, and there is no solution otherwise.
Since
I − HH =
[
I 0
0 I
]
−
[
0 R
−∗R 0
] [
S R
−R∗ T
]
=
[
I 0
0 I
]
−
[
0 −™R
™∗R 0
] [
™S ™R
−™R∗ ™T
]
,
then from Lemma 1.3, we have the following theorem.
Theorem 2.2. Let H be a nonsingular skew-Hermitian matrix and (™H) = (™H). Then the smallest perturbation
H with the structure given in (2.1) such that det(I − HH) = 0 has 2-norm given by
min ‖H‖2 = 1/max
{
inf

((™H)), inf ((™H))
}
when the denominator on the right-hand side is nonzero.
2.2. Structured perturbations to Hamiltonian matrices
Let
J =
[
0 I
−I 0
]
, H =
[
A G
Q −A∗
]
, H =
[
A 0
0 −∗A
]
, (2.2)
where G and Q are n × n Hermitian matrices.
Since det(H − H ) = 0 ⇔ det(JH − JH ) = 0 and JH = (JH)∗, JH = (JH )∗, then from Lemma 1.2, we have
the following theorem.
K. Du / Journal of Computational and Applied Mathematics 202 (2007) 258–265 261
Theorem 2.3. Let H be a nonsingular Hamiltonian matrix and (JH) = (JH). Then the smallest perturbation H
with the structure given in (2.2) such that det(H − H ) = 0 has 2-norm given by
min ‖H‖2 = min
{
sup

((JH)), sup

((JH))
}
when the right-hand side is bounded, and there is no solution otherwise.
The following corollary is a direct result of Theorem 2.3.
Corollary 2.4. Let (H) ∩ ™R = ∅, 	 ∈ R, H(™	) = ™	I − H and (JH(™	)) = (JH(™	)). Then the smallest
perturbation H with the structure given in (2.2) such that (H − H ) ∩ ™R 
= ∅ has 2-norm given by
min ‖H‖2 = min
	
{
min
{
sup

((JH(™	))), sup

((JH(™	)))
}}
(2.3)
when there exists 	0 such that min{sup ((JH(™	0))), sup ((JH(™	0))) is bounded, and there is no solution
otherwise.
Since
I − HH =
[
I 0
0 I
]
−
[
A 0
0 −∗A
] [
A G
Q −A∗
]
=
[
I 0
0 I
]
−
[
A 0
0 −∗A
] [
0 −I
I 0
] [
0 I
−I 0
] [
A G
Q −A∗
]
=
[
I 0
0 I
]
−
[
0 −A
−∗A 0
] [
Q −A∗
−A −G
]
,
then from Lemma 1.3, we have the following theorem.
Theorem 2.5. Let H be a nonsingular Hamiltonian matrix and (JH) = (JH). Then the smallest perturbation H
with the structure given in (2.2) such that det(I − HH) = 0 has 2-norm given by
min ‖H‖2 = 1/max
{
inf

((JH)), inf ((JH))
}
when the denominator on the right-hand side is nonzero.
2.3. Structured perturbations to skew-Hamiltonian matrices
Let
J =
[
0 I
−I 0
]
, H =
[
A G
Q A∗
]
, H =
[
A 0
0 ∗A
]
, (2.4)
where G and Q are n × n skew-Hermitian matrices, i.e., G = −G∗ and Q = −Q∗.
Since det(H − H ) = 0 ⇔ det(™JH − ™JH ) = 0 and ™JH = (™JH)∗, ™JH = (™JH )∗, then from Lemma 1.2, we
have the following theorem.
Theorem 2.6. Let H be a nonsingular skew-Hamiltonian matrix and (™JH)=(™JH).Then the smallest perturbation
H with the structure given in (2.4) such that det(H − H ) = 0 has 2-norm given by
min ‖H‖2 = min
{
sup

((™JH)), sup

((™JH))
}
when the right-hand side is bounded, and there is no solution otherwise.
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The following corollary is a direct result of Theorem 2.6.
Corollary 2.7. Let (H) ∩ R = ∅, 	 ∈ R, H(	) = 	I − H and (™JH(	)) = (™JH(	)). Then the smallest
perturbation H with the structure given in (2.4) such that (H − H ) ∩ R 
= ∅ has 2-norm given by
min ‖H‖2 = min
	
{
min
{
sup

((™JH(	))), sup

((™JH(	)))
}}
when there exists 	0 such that min{sup((™JH(	0))), sup((™JH(	0))) is bounded, and there is no solution
otherwise.
Since
I − HH =
[
I 0
0 I
]
−
[
A 0
0 ∗A
] [
A G
Q A∗
]
=
[
I 0
0 I
]
−
[
A 0
0 ∗A
] [
0 ™I
−™I 0
] [
0 ™I
−™I 0
] [
A G
Q A∗
]
=
[
I 0
0 I
]
−
[
0 ™A
−™∗A 0
] [
™Q ™A∗
−™A −™G
]
,
then from Lemma 1.3, we have the following theorem.
Theorem 2.8. Let H be a nonsingular skew-Hamiltonian matrix and (™JH)=(™JH).Then the smallest perturbation
H with the structure given in (2.4) such that det(I − HH) = 0 has 2-norm given by
min ‖H‖2 = 1/max
{
inf

((™JH)), inf ((™JH))
}
when the denominator on the right-hand side is nonzero.
3. Level set method for the two-parameter optimization problem in Corollary 2.4
The expression (2.3) is a two-parameter optimization problem.We propose to solve this using an iterative procedure,
which is called a level set method. The principle of this method is just similar to the ones used to compute the real
structured stability radius [6,7], an upper bound on the -norm [4] and the complex passivity radius [5]. So we do not
list the details. Next, we give a numerical example to illustrate the efﬁciency of this method. Before we proceed further,
we give a succinct explanation of the quantities in Table 1. Let J and H be the matrix in (2.2). Let
d = min
	

(	), = argmin
	

(	), 	0 = 0
Table 1
Results showing convergence of the level set method
Index k 0 1 2 3 4 5
Sk (−∞,+∞) [0, 0.92643] [0.46321, 0.63180] [0.53842 0.54751] [0.54296, 0.54326] [0.54311, 0.54314]
	k 0 0.46321 0.54751 0.54296 0.54311 0.54313
|	k −| 9.2 × 10−1 4.6 × 10−1 8.4 × 10−2 4.5 × 10−3 1.5 × 10−4 1.7 × 10−5
	k 0.87195 0.92302 0.96222 0.95979 0.95952 0.95952
k 0.38851 0.11148 0.10130 0.10127 0.10127 0.10127
|k − d| 3.9 × 10−1 2.8 × 10−1 1.0 × 10−2 3.1 × 10−5 3.1 × 10−8 4.4 × 10−10
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where

(	) = min
{
sup

((JH(™	))), sup

((JH(™	)))
}
.
At iteration k(=0, 1, . . .), let
k := 
(	k) = min
{
sup

((JH(™	k))), sup

((JH(™	k)))
}
= min{((JH(™	k))	k ), ((JH(™	k))	k )}.
All the Sk (k=0, 1, . . .) are the so-called level sets in which we can ﬁnd. The mid-point rule [4,7] is used throughout
to select the next point 	k .
Example 3.1. Let
A =
⎡
⎢⎢⎢⎣
0.4387 + 0.5077™ 0.3200 + 0.3803™ 0.7446 + 0.0000™ 0.6833 + 0.4282™
0.4983 + 1.6924™ 0.9601 − 1.0091™ 0.2679 − 0.3179™ 0.2126 + 0.8956™
0.2140 + 0.5913™ 0.7266 − 0.0195™ 0.4399 + 1.0950™ 0.8392 + 0.7310™
0.6435 − 0.6436™ 0.4120 − 0.0482™ 0.9334 − 1.8740™ 0.6288 + 0.5779™
⎤
⎥⎥⎥⎦ ,
G =
⎡
⎢⎢⎢⎣
0.0403 0.1498 + 0.0817™ 0.3437 − 0.2900™ 0.1838 + 0.0266™
0.1498 − 0.0817™ −0.2959 −0.5802 − 0.0694™ 0.2825 + 0.0245™
0.3437 + 0.2900™ −0.5802 + 0.0694™ 1.4435 0.2950 − 0.1743™
0.1838 − 0.0266™ 0.2825 − 0.0245™ 0.2950 + 0.1743™ −0.9921
⎤
⎥⎥⎥⎦ ,
Q =
⎡
⎢⎢⎢⎣
0.6085 0.3013 − 0.3032™ 0.3670 − 0.1026™ 0.3160 + 0.1250™
0.3013 + 0.3032™ 0.0576 0.5301 − 0.2306™ 0.4924 + 0.0078™
0.3670 + 0.1026™ 0.5301 + 0.2306™ 0.0841 0.3040 − 0.0002™
0.3160 − 0.1250™ 0.4924 − 0.0078™ 0.3040 + 0.0002™ 0.6756
⎤
⎥⎥⎥⎦ .
Fig. 1 contains three -curves (blue) and three -curves (red) for	=0, 0.46321, 0.54313, showing that the minimum
(0.1013) of min	
(	) occurs at 	 ≈ 0.5431 and  ≈ 0.9595. We show various quantities of interest in Table 1.
10-1 100 101
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
γ
ω=0
ω=0.46321
ω=0.54313
d=0.10127
----
-.-.-.
Fig. 1. -curves (blue) and -curves (red).
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Fig. 2. Plot of ‖(™	I − H)−1‖−12 .
As a comparison, we consider the smallest perturbation E so that (H + E) ∩ ™R 
= ∅, where E is a general n × n
matrix. We refer to Byers [3], Benner and Kressner [2] and Tisseur and Higham [8] for computation of this problem.
Our computation shows that the smallest perturbation E, which satisﬁes that the intersection of the boundary of the
pseudospectra of H and the imaginary axis is not the empty set, is min ‖E‖2 ≈ 0.1010<min	
(	). See Fig. 2.
In Example 3.1, d and min ‖E‖2 do not differ very much: at most by an order of magnitude. It is easy to construct
other examples where the difference is much greater. For example, take
H =
[
1 
0 −1
]
,
where ?0. Then from Theorem 7.2 of [1], we should have min ‖E‖2 ∼ 1/ as  → +∞, while d = 1.
4. Concluding remarks and future work
In this note, we study a special structured perturbation problem.As an application, we give a formula for computation
of the smallest perturbation with a special structure, which makes a given Hamiltonian matrix own a purely imaginary
eigenvalue. It is natural to ask whether we can extend the results to other structured perturbations. Two cases are
important. The ﬁrst is the perturbation which makes the perturbed matrix own the same structure with the original
matrix. The other is the perturbation which is restricted to be real if the original matrix is real. And the related
structured pseudospectrum problems are also interesting. They will be future research topics.
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