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Abstract
A homomorphism α :A → B between abelian groups A,B is called a localization of A if for
each ϕ ∈ Hom(A,B) there is a unique ψ ∈ End(B) such that ϕ = ψ ◦ α. It is well known that if
A = Z, then B is an E-ring and α(1) is the identity of B. We investigate localizations of rank-1
groups A = L ⊂ Q of type τ . It turns out that localizations of L can be surprisingly complicated.
If α :L → M is a localization and L is a subring of Q, then M is simply an E-ring that is also an
L-module. If L is not a subring, things get more complicated. If M = M(τ), then tensor products of
L and E-rings come into play. It is possible that M = M(τ), and we can say very little in this case.
Another topic under consideration are localizations of E-rings. Frequently, localizations of E-rings
are E-rings again, but we find examples where this is not the case.
 2004 Elsevier Inc. All rights reserved.
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1. Introduction
All groups in this paper are (torsion-free) abelian groups. If α :A → B is a homomor-
phism from the group A into the group B and C another group, then we say that α is per-
pendicular to C, i.e., α ⊥ C, if for each ϕ ∈ Hom(A,C) there is a unique ψ ∈ Hom(B,C)
such that ϕ = ψ ◦ α. The group B is called a localization of A if α ⊥ B . Localizations
have received a lot of attention recently, see, for example, [2] or [8]. Each localization
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into the reflective subcategory α⊥ of all groups X such that α ⊥ X, cf. [3]. There is a
canonical homomorphism ηY :Y → Lα(Y ) such that ηY ⊥ X for all X ∈ α⊥ and ηA = α.
The homomorphism ηY is called the coaugmentation map of Y , cf. [8]. These notions
arose in general category theory, but were recently studied in the context of groups and
modules, cf. [2,4], or [8]. See [10] for localizations of torsion abelian groups. In [4] it
was shown that localizations of torsion-free abelian groups exist in abundance. One spe-
cial case goes back to 1977. It was shown in [1] that α :Z → H is a localization if and
only if H is the additive group of an E-ring and α(1) is the identity of the ring H . Note
that the multiplication of H is induced by the composition in End(H) = H, the set of
all left multiplications by elements of H . Note that if R is a ring with identity element
1 ∈ R, then R is an E-ring if and only if Hom(R+/〈1〉,R+) = 0, where R+ is the additive
group of the ring R. If α :Z → H is a localization with E-ring H , then we set α = ηH
and Lα = LH . There is a nice description of the functor LH in [9]: Set E(H) = α⊥H . This
is the class of all E(H )-modules. For any H -module X, let ΣH(X) be the intersection
of all submodules Y of X such that X/Y ∈ E(H). It turns out that ΣH(X) is the small-
est submodule of X such that X/ΣH (X) ∈ E(H). For any abelian group G, one has that
LH (G) = (G⊗H)/ΣH(G⊗H), cf. [9, Proposition 3.6]. This description of α⊥H and LH
is quite satisfactory for any E-ring H .
In this paper we will investigate localizations α :L → M where L is a subgroup of
the additive group of rational numbers Q and M is torsion-free. It turns out that these
localizations can be surprisingly complex. Let τ denote the type of L and M(τ) = {g ∈ M:
τ  ‖g‖}, where ‖g‖ denotes the type of g in G. The structure of M is quite different
depending on the fact if M = M(τ) or M = M(τ). If G is a torsion-free group, we consider
G embedded in its divisible hull, and we let G′ = {g ∈ G: gL ⊆ G}. We will prove the
following:
• If L is a subring of Q, then M is the additive group of an E-ring H such that H is an
L-module. Moreover, if G = G(τ), then Lα(G) = LH(G). If G = G(τ) then Lα(G)
is the pushout of the inclusion G(τ) ↪→ G and the coaugmentation map η :G(τ) →
Lα(G(τ)). Therefore, in the case of subrings L of Q, the localization α :L → H and
the functor Lα are fairly well understood. Note that if G(τ) = {0}, then Lα(G) ≈ G.
From now on, things get more complicated.
• If M = M(τ), then there exists an E-ring H that is an End(L)-module and M ≈ L⊗H .
If G(τ) = G, then Lα(G) ≈ L ⊗ LH (G′). In Theorem 4 we state some conditions
that allow us to determine Lα(G) as a pushout of G(τ) ↪→ G and ηG(τ) :G(τ) →
Lα(G(τ)) in the case G = G(τ). On the other hand, we have an example of a group G
for which Lα(G) is not of this form. As a matter of fact, we do not know what Lα(G)
is for this particular group G.
• We have an example of a localization α :L → M such that M = M(τ), the map
α :L → M(τ) is not a localization, M is a finite-rank Butler group and not a ten-
sor product by some E-ring. It seems to be a very hard problem to find a description of
the groups in α⊥ in this case.
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will present an example of an E-ring S and injective localization α :S+ → H+ such
that H is not an E-ring.
It was shown in [2] that if L is some localization functor and M is an R-module, then
L(M) is canonically an R-module. Moreover, L(R) is a ring and L(M) is canonically an
L(R)-module as well. We concern ourselves with the following question: if S is an E-ring
and α :S → H is a localization (of abelian groups), when is H again an E-ring? We find
sufficient conditions for a positive answer. In general, it turns out that H is an E(S)-algebra,
i.e., an S-algebra such that EndS(H) = H. Moreover, End(H) = H ⊕ {ϕ ∈ End(H):
ϕ(1)= 0}. We will show that if S is a pure subring of the ring Ẑp of all p-adic integers for
p prime, then H is always an E-ring.
2. Localizations of rank-1 groups
First we collect some elementary facts of torsion-free groups L of rank 1, i.e., subgroups
L of Q. Recall that ‖L‖ denotes the type of L.
Lemma 1. Let M be a torsion-free group and 1 ∈ B,L ⊆ Q.
(1) Suppose that ‖L‖  ‖B‖. Then there is a natural number k such that 1/k ∈ L and
kL ⊆ B .
(2) M(‖L‖) =∑ϕ∈Hom(L,M) ϕ(L).
(3) Let R ≈ End(L) be the maximal subring of Q contained in L such that L = YR with
1 ∈ Y ⊂ Q locally free. Assume M = M(‖L‖). Then M ≈ Y ⊗Z Hom(L,M) and
Hom(L,M) is an R-module.
(4) Let R be as in (3) and H a torsion-free group such that H = H(‖R‖) is an R-module.
Then End(H ⊗L) = End(H)⊗ Z ≈ End(H).
Proof. (1) For any prime p, let ep = hLp(1) and gp = hBp (1) be the p-height of 1
in L, respectively B . Let P = {p: ep > gp}. Since ‖L‖  ‖B‖, we have that P is fi-
nite and ∞ > ep > gp for all p ∈ P . Let k =∏p∈P pep−gp ∈ N. Clearly, kL ⊆ B and
1/pep−gp ∈ L for all p ∈ P . Let βp =∏q∈P−{p} qep−gp . Then there exists αp ∈ Z such
that
∑













(2) Clearly, ∑ϕ∈Hom(L,M) ϕ(L) ⊆ M(‖L‖). Let m ∈ M(‖L‖) and mL′,1 ∈ L′ ⊆ Q, be
the pure subgroup of M generated by m. Then ‖L‖ ‖L′‖ and by (1), there is some k ∈ N
such that kL ⊆ L′ and 1/k ∈ L. Define ϕ :L → mL′ ⊆ M(‖L‖) ⊆ M by ϕ(y) = mky for
all y ∈ L. This is well defined, since kL ⊆ L′. Moreover, 1/k ∈ L and thus ϕ(1/k) =
mk(1/k) = m ∈ ϕ(L).
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ϕ ∈ Hom(L,M). Since L = RY and M = M(‖L‖), the image of σ in M is an R-module.
By (2) it follows that σ is surjective. Let w ∈ Ker(σ ). Then there is some y ∈ Y and
ϕ ∈ Hom(L,M) such that w = y ⊗ ϕ and 0 = σ(w) = σ(y ⊗ ϕ) = ϕ(y). If ϕ = 0, then ϕ
is injective and it follows that y = 0. In either case, w = 0.
(4) Note that End(H ⊗ L) ≈ Hom(H,Hom(L,H ⊗ L)), cf. [7]. Moreover H ⊗Z L =
H ⊗R L = H ⊗ZY . Let ϕ ∈ Hom(L,H ⊗L) and ϕ(1) = h1 ⊗1/k where h1 ∈ H,1/k ∈ Y .
We may assume that any prime factor of k does not divide h1 in H , in particular 1/p /∈ R.






= h1 ⊗ 1
npep
∈ H ⊗ Y
and we obtain the contradiction 1/pep+1 ∈ L. This shows ϕ(1) = h1 ⊗ 1 for some h1 ∈ H
and we infer Hom(L,H ⊗ L) ≈ H . Thus End(H ⊗ L) ≈ Hom(H,Hom(L,L ⊗ H)) ≈
Hom(H,H) = End(H) such that End(H ⊗ L) = End(H ⊗ Y ) = End(H) ⊗ End(Y ) =
End(H)⊗ Z ≈ End(H). 
The following can be found in the literature, cf. [2,8].
Proposition 1. Let α :A → B be a localization, i.e., B ∈ α⊥. Then α gives rise to an
idempotent functor Lα from the category of (torsion-free) abelian groups onto the class
α⊥ such that B ≈ Lα(A) and α is an augmentation map. If θ :X → Y is a homomorphism
such that Y ∈ α⊥ and θ ⊥ W for all W ∈ α⊥, then Y ≈ Lα(X) and θ is an augmentation
map.
We call two localizations α :A → B and α′ :A′ → B ′equivalent if there exist isomor-
phisms µ :A → A′ and β :B → B ′ such that α ◦ β = α′ ◦ µ. If H is a ring, H+ is the
additive group of H . We will now determine the localizations of rank-1 groups L whose
co-domain have inner type larger or equal to ‖L‖.
Theorem 1. Let 1 ∈ L ⊆ Q and α :L → M be a localization such that M(‖L‖) = M .
Let R = End(L). Then there exists an E-ring H such that M ≈ L ⊗ H+ and H+ is an
R-module and α is equivalent to α′ :L → L ⊗ H+ where α′(1) = 1 ⊗ 1. Conversely, any
such α′ is a localization of L. Moreover, for any torsion-free group X we have X ⊥ α if
and only if X(τ) ≈ L⊗ K where K is an E(H)-module.
Proof. By Lemma 1(3) we may assume that M = L ⊗ H such that H is an R-module.
By Lemma 1(4) we have that End(L ⊗ H) = Z ⊗ End(H). Let h ∈ H . Define h# :L →
L ⊗ H by h#(x) = x ⊗ h for all x ∈ L. Since α is a localization, there exists a unique
h∗ ∈ End(L ⊗ H) such that h# = h∗ ◦ α. By Lemma 1(4), we have that h∗ = idL ⊗ h˜ for
some unique h˜ ∈ End(H). This shows that H ≈ H˜ = {h˜: h ∈ H } ⊆ End(H). Note that
1 ⊗ h˜(h1) = h∗(1 ⊗ h1) = h∗(α(1)) = h#(1) = 1 ⊗ h, i.e., h˜(h1) = h. Let ϕ ∈ End(H)
such that ϕ(h1) = 0. Then 0 = (idL ⊗ ϕ)(1 ⊗ h1) = [(idL ⊗ ϕ) ◦ α](1), which implies that
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is the additive group of an E-ring, which we will denote by H .
Conversely, let H be some E-ring such that H+ is an R-module and consider α :L →
L ⊗ H+ where α(1) = 1 ⊗ 1. By Lemma 1(4), we have that End(L ⊗ H+) = ZidL ⊗ H
and Hom(L,L ⊗ H+) = ZidL ⊗H . It easily follows that α is a localization.
To show the last claim, we assume that α :L → L ⊗ H+ with α(1) = 1 ⊗ 1 such that
H is an E-ring that is also an R-module. Assume that M is torsion-free and M ⊥ α. Let
τ = ‖L‖. It is easy to see that M ⊥ α if and only if M(τ) ⊥ α. From now on we assume
that M = M(τ) and we set M ′ = {m ∈ M: mL ⊆ M}. Note that M ′ is a subgroup of M
such that M/M ′ is torsion. Trivially, we have that LM ′ ⊆ M .
We will show that M = LM ′: Let m ∈ M . Then ‖m‖  τ = ‖L‖. Let mX be the pure
subgroup of M generated by m. By Lemma 1(1) there is some k ∈ N such 1/k ∈ L and
mkL ⊆ mX ⊆ M . Thus m ∈ mkL = (mk)L ⊆ M ′L, i.e., M = LM ′ ≈ L ⊗Z M ′.
We will show that M ′ is an H -module: Let ϕ ∈ Hom(L,M). Then ϕ(L) = ϕ(1)L, i.e.,
ϕ(1) ∈ M ′. On the other hand, if m ∈ M ′, then there is ϕ ∈ Hom(L,M) with ϕ(x) = mx
for all x ∈ L. Note that Hom(L ⊗ H,M) is a natural H -module with (ϕs)(y) = ϕ(ys) for
all y ∈ L ⊗ H and s ∈ H . Define π : Hom(L ⊗ H,M) → M ′ by π(ϕ) = ϕ(1 ⊗ 1) ∈ M ′
by the above argument. Since M ⊥ α we have that π is an isomorphism of abelian groups.
For x ∈ M ′, s ∈ H , define xs = π[{π−1(x)}s]. Associativity is the only thing that needs
checking: For x ∈ M ′, s, t ∈ H , we compute:
(xs)t = π({π−1[xs]}t)= π({π−1[π[{π−1(x)}s]]}t)= π{[π−1(x)s]t}
= π{[π−1(x)](st)}= x(st).
This shows that M ′ is an H -module. Next we will show:
M ′ is an E(H)-module: Let ϕ ∈ Hom(H,M ′). Then idL ⊗ ϕ ∈ Hom(L⊗H,L⊗M ′),
where M = L ⊗ M ′. Define ψ :L ⊗ H → M by ψ( ⊗ s) =  ⊗ ϕ(s) −  ⊗ ϕ(1)s for all
 ∈ L and s ∈ H . Then ψ ◦ α = 0 and we infer ψ = 0. Thus ϕ is H -linear and M ′ is an
E(H )-module. The last claim in this proof is the following:
If F is an E(H )-module, then α ⊥ L⊗F : Let ϕ ∈ Hom(L,L⊗F). As seen in the proof
of Lemma 1(4), ϕ(1) = 1 ⊗ f for some f ∈ F and thus ϕ() = ⊗ f for all f ∈ F . Now
define ψ ∈ End(L ⊗ F) by ψ( ⊗ s) =  ⊗ f s for all  ∈ L and s ∈ H . Then ϕ = ψ ◦ α.
Moreover, ψ is unique, since Hom(L⊗H,L⊗F) = idL ⊗Hom(H,F ) and F is an E(H )-
module. 
Let us summarize what we have seen so far. If L is a rank-1 group of type τ and
α :L → M is a localization with M torsion-free and M = M(τ), then we have that
M = L ⊗ H for some E-ring H that is also an End(L)-module. If αH :Z → H is the
localization with αH (1) = 1 ∈ H, then Lα(L) = L ⊗ LH (Z). Moreover, G ∈ α⊥ if and
only if G(τ) = L ⊗ F with F ∈ α⊥H . This, of course, begs the question if all localizations
of rank-1 groups are of the form α as above with M = M(τ). Our next result will show
that this is not the case.
Theorem 2. Let L be a rank-1 group of type τ and R = End(L) has type less than τ .
Let R ⊂ Ri , 1  i  3, be rank-1 groups such that {L,R1,R2,R3} is a rigid system and
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α :L → M a localization such that α :L → M(τ) is not a localization.
Proof. Let B = {ei : 1 i  n} be a basis of a free abelian group F of rank n. We define
R-submodules of V = (F × F)Q as follows. Let M0 = FL × {0}, M1 = {0} × (FR1),
and M2 = {(x, x): x ∈ F }R2. Let σ be the endomorphism of FQ such that σ(en) = e1
and σ(ei) = ei+1 for all 1  i < n. We identify σ with the cycle σ = (1,2,3, . . . , n) and
define M3 = {(x, σ (x)): x ∈ F }R3 and M =∑3i=0 Mi ⊂ V . It is easy to see that M is a
torsion-free Butler group of rank 2n and M(τ) = M0 and all Mi are fully invariant in M .
Define α :L → M by α(x) = (e1x,0) for all x ∈ L. Note that α :L → M(τ)= M0 is not a







where ϕ ∈ End(FQ).
Moreover, ψ(M3) ⊆ M3 implies that ϕσ = σϕ. Let ϕ = [tij ], tij : ejQ → eiQ. Routine
computations show that ϕσ = σϕ is equivalent to tij = tσ (i),σ (j) for all 1 i, j  n, i.e.,
the matrix ϕ is determined by the entries in its first column. Let η :L → M be a homo-
morphism. Then η(1) = (∑ni=1 eisi,0) ∈ M0. Note that si ∈ R for all 1 i  n. Define a







[ s1 sn sn−1 · · · s2 ]







such that η = ψ ◦ α and ψ is unique with that property. This shows that α is a localiza-
tion. 
Any localization α :A → B gives rise to a localization functorLα such thatLα(G) ∈ α⊥
and Lα(A) ≈ B . Let H be a (torsion-free) E-ring and αH :Z → H be the homomorphism
with αH (1) = 1 ∈ H . Let LH be the localization functor induced by αH . The following
may be found in [9, p. 228]: Define ΣH(G) = ⋂{X ⊆ G: G/X is an E(H)-module}.
Then LH(G) ≈ (G⊗ H)/ΣH(G⊗ H). We will prove a similar result for localizations of
rank-1 groups. First we recall that if 1 ∈ L ⊂ Q is a rank-1 group and ‖L‖  ‖g‖ for all
g ∈ G, then we define G′ = {g ∈ G: L ⊆ G}. We have already seen that G = LG′.
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and an End(L)-module. If ‖g‖ < τ for all 0 = g ∈ G, then Lα(G) ≈ G. If ‖g‖ τ for all
g ∈ G, then Lα(G) = L ⊗LH (G′).
Proof. Assume ‖g‖ τ for all g ∈ G. Let η :G′ → LH(G′) be the natural map. We define
µ :G→ L⊗LαH (G′) by µ(x) = ⊗ η(g) whenever x = g with  ∈ L, g ∈ G′. It is easy
to verify that µ is well defined. Let M ∈ α⊥. We need to show that M ⊥ µ. Since ‖g‖ τ
for all g ∈ G, we may assume that ‖m‖  τ for all m ∈ M . By Theorem 1, we have that
M = L ⊗ F where F is an E(H )-module. We have that G = LG′. Let ϕ ∈ Hom(G,M)
and note that ϕ(G′) ⊆ 1 ⊗ F . Since F ⊥ η, there is a unique ψ ∈ Hom(LH (G′),F ) such
that ϕ(x) =  ⊗ ϕ(g) =  ⊗ ψ(η(g)) whenever x = g with  ∈ L and g ∈ G′. Since L ⊗
LH (G′) ∈ α⊥ by Theorem 1 and µ ⊥ M for all M ⊥ α, we infer thatLα(G) = L⊗LH (G′)
by [8, p. 222].
If ‖g‖ < τ for all 0 = g ∈ G, then Hom(L,G) = 0 = Hom(L⊗H,G). This shows that
G ⊥ α and Lα(G) ≈ G since the functor Lα is idempotent. 
Now we have a satisfactory description ofLα(G) in the case that G(τ) = G. The general
case seems to be more involved.








where j is the natural embedding and σ is the augmentation map. It is tempting to conjec-
ture that F is isomorphic to Lα(G), but we are able to prove this only in special cases.
Theorem 4. If, in the above diagram (∗), we have that
(a) (G/G(τ))(τ )= {0}, or
(b) the map σ preserves p-heights for almost all primes p for which τp < ∞,
then we have that F ≈ Lα(G).
Proof. To shorten notation, let denote J = Lα(G(τ)). Then we have that F = (G⊕J )/K ,
where K = {(g,−σ(g)): g ∈ G(τ)}. Define J = δ(J ) = (J + K)/K and G = γ (G) =
(G + K)/K . We want to show that F(τ) = J . Let (g, j) + K ∈ F(τ). Assume that (a)
holds. Then g + G(τ) ∈ (G/G(τ))(τ ) = {0} by our hypothesis. Thus g ∈ G(τ) and it
follows that (g, j) + K ∈ J . Assume that (b) holds and let (g, j) + K ∈ F(τ). Let p be
a prime such that hJp(j)  τp < ∞. For almost all such primes, σ preserves p-heights.
Assume hGp (g) < τp. Then there is some x ∈ G(τ) such that hG⊕Jp (g + x, j −σ(x)) τp .
This implies that hGp (g) = hGp (x) < τp and hJp(σ (x))  τp > hGp (x). The primes p such
that τp = ∞ are easy to deal with and we see that g ∈ G(τ).
Note that δ is injective since j is injective. Let ϕ ∈ Hom(L,F ). Then ϕ(L) ⊆ J and
there is a unique ψ ∈ Hom(Lα(L), J ) such that ψ ◦ α = δ−1 ◦ ϕ and δ ◦ ψ is the unique
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unique homomorphism ψ :J → W such that ψ ◦ σ = ϕ ◦ j , and thus ker(γ ) = ker(σ ) ⊆
ker(ϕ). Define µ :F → W by µ(g + j) = ϕ(g) + ψ(j). In order to show that µ is well
defined, assume g+ j = 0. This implies that g ∈ G(τ) and j = −σ(g) and ϕ(g)+ψ(j) =
ϕ(g) − ψ(σ(g)) = ϕ(g) − ϕ(j (g)) = 0. This shows that µ is well defined. Note that for
any g ∈ G we have (µ ◦ γ )(g) = µ(g) = ϕ(g), i.e., µ ◦ γ = ϕ. Let µ′ :F → W be another
map such that µ′ ◦ γ = ϕ. Then µ′G = µG as well as µ′J = µJ , which shows that
µ = µ′. By Proposition 1, this shows that F ≈ Lα(G) and γ :G → F is an augmentation
map. 
The following example is to illustrate that some hypotheses are needed in Theorem 4.
Example 1. We use the above notations. We will construct an example of a torsion-free
group G such that the group F constructed above is not isomorphic to Lα(G).
Proof. Let Π be the set of all prime numbers and Π = P1












: p ∈ P1
〉
, and P2 = {pi : i  1}.
Moreover, Ln = 〈1/p: p ∈ Π − {pn}〉 ≈ L. Let τ denote the type of L and τ1 the type of















Then ‖e0‖ = τ1 < τ , G(τ) =⊕n1 enLn, and G(τ)′ =⊕n1 enpnZ. Thus Lα(G(τ)′) =⊕
n1(enpnZ)⊗H ≈
⊕
ω H is p-divisible for all p ∈ P2. It is easy to see that G/G(τ) =
(e0 + G(τ))L is a rank-1 group of type τ . We now compute the type of (e0,0)+ K in F .
The element e0 is divisible by all p ∈ P1 and for any pn ∈ P2, we have that e0 + en ∈ pnG
and σ(en) ∈ pnJ , because J is pn-divisible by all n 1. This shows that ((e0,0) + K)L
is the pure subgroup of F generated by w = (e0,0)+K .
Claim. F /∈ α⊥.
To prove the claim, define ϕ ∈ Hom(L,F ) by ϕ(x) = xw for all x ∈ L. Let π :F →
F/J ≈ G/(G ∩ J) ≈ e0L and ϕ′ = π ◦ ϕ. By way of contradiction, assume that there
is a unique ψ ∈ Hom(L ⊗ H,F) such that ϕ = ψ ◦ α. For ψ ′ = π ◦ ψ , we have that
ψ ′ ∈ Hom(L ⊗ H,π(w)L), which splits because we have the map η :π(w)L → L with
η(π(w)) = 1 ⊗ 1 with ψ ′ ◦ η = idπ(w)L. This shows that (1 ⊗ 1)L is a direct summand of
L⊗ H , a contradiction to L ⊗H ∈ α⊥. This shows that F is not isomorphic to Lα(G).
It remains open to determine what Lα(G) actually is. 
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H + G ⊗ 1 ⊂ G ⊗ H . Unfortunately e0 ⊗ 1 ∈ F #(τ ): For pn ∈ P2 we have e0 ⊗ 1 =
(e0 + en)⊗ 1 − enpn ⊗ (1/pn) ∈ pnF #, i.e., e0 ⊗ 1 has type τ and a very similar argument
as the one given in the above proof shows that F # /∈ α⊥.
3. Localizations of additive groups of rings
First we recall some results that can be found in [2]. We include an elementary, algebraic
proof:
Proposition 2 [2]. Let α :A → B be a localization of abelian groups and S a ring. If A is a
right (left) S-module, then B is a right (left) S-module and α is an S-linear map. Moreover,
if A is an S-bimodule, then so is B .
Proof. First we assume that A = AS is a right S-module. For any s ∈ S, let sr denote
the right multiplication by s on A, i.e., sr (x) = xs for all x ∈ A. Then there is a unique
s∗ ∈ End(ZB) such that s∗ ◦ α = α ◦ sr . Now define · :B × R → B by b · s = s∗(b) for
all s ∈ S,b ∈ B . Then (b · s) · t = (t∗ ◦ s∗)(b) and t∗ ◦ s∗ ◦ α = t∗ ◦ α ◦ sr = α ◦ tr ◦ sr =
α ◦ (st)r = (st)∗ ◦α. By the uniqueness clause, we infer t∗ ◦ s∗ = (st)∗ and thus (b · s) · t =
(t∗ ◦ s∗)(b) = (st)∗(b) = b · (st). It is now very easy to verify that B = BS is a right
S-module. Note that α(as) = α(sr (a)) = s∗(α(a)) = α(a) · s for all a ∈ A, s ∈ S and α is
S-linear. Now assume that SA = A is a left S-module. For s ∈ S, define s# ∈ End(ZB) by
the equation s# ◦α = α ◦ s, where s is the left multiplication by s on A. Now define s ·b =
s#(b) for all b ∈ B . Routine computations show that this turns B into a left S-module. If
A is an S-bimodule, then t ◦ sr = sr ◦ t for all s, t ∈ S. We have (s · b) · t = t∗(s#(b)) =
(t∗ ◦ s#)(b) and t∗ ◦ s# ◦ α = α ◦ tr ◦ s = α ◦ s ◦ tr = s# ◦ t∗ ◦ α and uniqueness implies
that t∗ ◦ s# = s# ◦ t∗, which means that (s · b) · t = (t∗ ◦ s#)(b) = (s# ◦ t∗)(b) = s · (b · t)
and B is an S-bimodule. 
Another result [2, Theorems 3.9 and 3.10] states that the localization of the additive
group of a ring is either zero or is again the additive group of a ring such that the augmen-
tation map is a ring homomorphism. Theorem 3.7 in [2] states that any localization of Z
is an E-ring H with augmentation map αH :Z →H , such that αH (1) = 1 ∈ H . This result
also appears in [1]. If R is a ring, we define R = {x → ax: a ∈ R} to be the set of all left
multiplications by elements of R, and Rr is the set of all right multiplications. If the ring R
is an S-algebra for some ring S, then we call R an E(S)-algebra if HomS(H+) = H. Our
next result will show that localizations of S+, where S is a commutative ring, is always an
E(S)-algebra.
If S is a ring, then Sop denotes the opposite ring of S and S+ is the additive group of S.
We will now show that localizations of additive groups of rings are again additive groups
of rings.
Theorem 5. Let S be a ring, 1 ∈ S, and α :S+ → H a localization of abelian groups. The
following hold:
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(2) H supports two rings H ∗ = (H,+,∗) and H # = (H,+,#) such that End(SH) =
(H #) and End(HS) = (H ∗). Moreover, H # = (H ∗)op and α :S → H ∗ is a ring ho-
momorphism such that h ∗ α(s) = hs and h#α(s) = sh for all s ∈ S, h ∈ H .
(3) If S is a commutative ring, then H ∗ = H = H # and sh = hs for all s ∈ S,h ∈ H , i.e.,
H is an S-algebra. Moreover, H is a commutative ring and an E(S)-algebra.
Proof. (1) follows from Proposition 2 because the ring S is a bimodule. We will now prove
(2) using the same notations as in the proof of Proposition 1. Let s, t ∈ S and h,h1, h2 ∈ H
be arbitrary elements. Recall the equations:
(i) s∗(h) = hs and s∗ ◦ α = α ◦ sr .
(ii) s#(h) = sh and s# ◦ α = α ◦ s.
We define maps h˜, ĥ :S → H by
(iii) h˜(s) = s#(h) and ĥ(s) = s∗(h).
Then there exist unique endomorphisms h˜∗, ĥ# of H such that
(iv) h˜# ◦ α = h˜ and ĥ∗ ◦ α = ĥ.
We also define ‘multiplications’ on H by setting
(vi) h1 ∗ h2 = h˜1#(h2) and h1 # h2 = ĥ1∗(h2).
First we show that the map ĥ∗ :HS → HS is S-linear. Consider the additive map
ϕs :H → H defined by ϕs(x) = ĥ∗(xs) − ĥ∗(x)s for all x ∈ H , s ∈ S. For t ∈ S, we
have
(ϕs ◦ α)(t) = ĥ∗
(
α(t)s
)− [ĥ∗(α(t))]s = ĥ∗(α(ts))− [ĥ∗(α(t))]s
= (α ◦ ĥ )(ts) − (α ◦ ĥ(t))s = α(h(ts))− α(ht)s
= α(h(ts))− α((ht)s)= 0
since α is S-linear. Thus ϕs ◦α = 0 = 0 ◦α and, by the uniqueness clause, we infer ϕs = 0;
therefore ĥ∗ is S-linear. A similar argument shows that h˜# ∈ End(SH). Let 1 be the identity
element of S and ψ ∈ End(HS). Define h = (ψ ◦ α)(1). Then (ψ ◦ α)(t) = (ψ ◦ α)(1t) =
[(ψ ◦ α)(1)]t = ht = ĥ(t) and thus ψ ◦ α = ĥ = ĥ∗ ◦ α, which implies that ψ = ĥ∗. This
shows that End(HS) = {̂h∗: h ∈ H }. In a similar fashion one can show that End(SH) =
{h˜#: h ∈ H }.
Now we will show that H ∗ = (H,+,∗) and H # = (H,+,#) are rings. Note that
(ĥ1
∗ ◦ ĥ2∗)(α(t)) = ĥ1∗(h2t) = [ĥ1∗(h2)]t = (ĥ1 ∗ h2)(t) = (ĥ1 ∗ h2)∗(α(t)), which im-
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isomorphism, which implies that H ∗ is a ring. A similar argument works for H #.
Note that α(s) ∗ α(t) = α̂(s)∗(α(t)) = α̂(s)(t) = α(s)t = α(st). On the other hand,
α(s)#α(t) = α˜(s)#(α(t)) = α˜(s)(t) = tα(s) = α(ts). This shows that α :S → H ∗ is a
ring homomorphism as well as α :Sop → H #. By (vi) we have End(HS) = (H ∗) and
End(SH) = (H #).
We want to show that H # = (H ∗)op. To this end, let s ∈ S and h ∈ H . Then
h ∗ α(s) = ĥ∗(α(s)) = ĥ(s) = s∗(h) and s∗ satisfies equation (i). On the other hand,
α(s) # h = α˜(s)#(h) and for any t ∈ S we have α˜(s)#(α(t)) = α˜(s)(t) = t#(α(s)) =
α(t(s)) = α(ts) = α(sr (t)) and therefore α˜(s)# ◦ α = α ◦ sr = s∗ ◦ α, which implies
α˜(s)
# = s∗. This shows that α(s) # h = h ∗ α(s). Now consider the map ηh :H → H de-
fined by ηh(x) = x#h − h ∗ x . We just saw that ηh ◦ α = 0 for all h ∈ H , which implies
that ηh = 0 and it follows that H # = (H ∗)op.
To prove (3), assume that S is commutative. Then sr = s for all s ∈ S as well as s∗ = s#.
This implies h˜ = ĥ and h˜# = ĥ∗ for all h ∈ H and it follows that H ∗ = H # and sh = hs
for all s ∈ S, h ∈ H . Let H denote the ring H ∗ = H # and let h ∈ H .
We want to show that hr ∈ End(SH) = {h: h ∈ H } = H. Consider the additive map




)= hr(sα(t))− shr(α(t))= (sα(t)) ∗ h − s(α(t) ∗ h)
= ŝα(t)∗(h)− s#(α̂(t)∗)(h) = [α̂(st)∗ − s# ◦ α̂(t)∗](h).
Now we consider the map φ = α̂(st)∗ − s# ◦ α̂(t)∗. For y ∈ S, we compute:
φ(α(y)) = [α̂(st)∗ − s# ◦ α̂(t)∗](α(y))= α̂(st)∗(α(y))− [s# ◦ α̂(t)∗](α(y))
= α̂(st)(y)− s#(α̂(t)(y))= y∗(α(st))− s∗(y∗(α(t)))
= α((st)y)− α(s(ty))= 0,
which implies φ = 0 and therefore θs = 0 and hr ∈ End(SH) = H. We infer that hr = h′
for some h′ ∈ H . Since H ≈ End(SH) has an identity, it follows that h = h′ and H is
commutative. 
Corollary 1. Let S be a ring, 1 ∈ S, and S+ a subgroup of the abelian group H such that
the embedding S+ ↪→ H is a localization. If Hom(S+/〈1〉,H) = {0}, i.e., HomZ(S,H) =
HomS(S,H), then H and S are E-rings. Moreover, if H is an E-ring, then S is an E-ring
and Hom(S/〈1〉,H) = {0}.
Proof. We have Hom(S+/〈1〉, S+) = {0} since S+ is contained in H and therefore S is
an E-ring. Thus H is a commutative ring by Theorem 5(3). Moreover, End(H)= H ⊕ K
where K = {ϕ ∈ End(H): ϕ(1) = 0}. Let ϕ ∈ K . Then ϕS induces a homomorphism from
S/〈1〉 into H . This shows ϕS = 0, which implies that ϕ = 0 since H is a localization
of S+. This shows that K = {0} and End(H) = H, i.e., H is an E-ring. To show the
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is a unique ψ ∈ End(H) such that ψS = ϕ. Since ϕ(1) = ψ(1) = 0, we infer that ψ = 0
which implies that ϕ = 0. This shows that S is an E-ring and Hom(S/〈1〉,H) = {0}. 
Corollary 2. Let S be an E-ring and S+ be a subgroup of H such that the embedding
S+ ↪→ H is a localization and H can be embedded in a cartesian product of copies of S.
Then H is an E-ring.
Proof. Since S is an E-ring, we have that Hom(S+/〈1〉, S+) = {0}, which implies
Hom(S+/〈1〉,H) = {0}. Now apply Corollary 1. 
If one uses a typical Black Box construction as in [4, Theorem 3.4] to construct an
S-algebra H , then H will be an ℵ1-free S-module. As the next corollary shows, this will
force any such localization H to be an E-ring.
Corollary 3. Let S be a torsion-free, countable E-ring and S ↪→ H be a localization such
that H is an ℵ1-free S-module. Then H is an E-ring.
Proof. Our hypothesis implies that HomZ(S,H) = HomS(S,H). By Corollary 1, H is an
E-ring. 
As an immediate consequence of a slight modification of the proof of Theorem 4(b) and
Theorem 5, we obtain the
Corollary 4. Let L be a subring of type τ of Q. Then α :L → H is a localization if and
only if H is an E-ring that is also an L-module and α(1) is the identity of H . If G is
a torsion-free abelian group, then Lα(G) is the pushout of the embedding G(τ) ↪→ G
and the coaugmentation map η :G(τ) → Lα(G(τ)) such that (Lα(G))(τ ) = Lα(G(τ)) =
LH (G(τ)).
The following example will show that the situation described in Corollary 1 occurs
frequently.
Example 2. Let p be a prime and Jp the ring of p-adic integers. Moreover, let S be any
pure subring of Jp of rank larger than 1. Let α :S+ → H be a localization of abelian groups
with H torsion-free. Then H is reduced and therefore Hom(S+/〈1〉,H) = {0}. Thus H is
an E-ring by Corollary 1. This shows that pure subrings of rings of p-adic integers are a
class of E-rings all of whose torsion-free localizations are again E-rings.
We will now present an example of an E-ring S and a injective localization α :S+ → H+
such that H is not an E-ring. Of course, by Theorem 5 we know that H is a commutative
S-algebra with EndS(H) = H. We need an E-ring S such that J = S/〈1〉∗ is cotorsion-
free, where 〈1〉∗ is the pure subgroup of S generated by 1. There are numerous examples
of such E-rings. For example, pick an element π ∈ Ẑ5 the ring of 5-adic integers such that
π2 = −1. This irrational 5-adic integer π exists, because 22 ≡ −1 mod 5. Let S be the
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0 and J = S/〈1〉 ≈ {z/5n: z ∈ Z, n ∈ N}, which is cotorsion-free. Now define S˜ = Z ⊕ J
such that 1 ∈ Z is the identity of S˜ and JJ = J 2 = {0}. Then S˜ is a commutative ring with
identity such that S˜+ is cotorsion-free. We are now ready for our
Example 3. Let S be a cotorsion-free E-ring such that S ⊗Z (S/〈1〉∗) is cotorsion-free.
Then there exists an injective localization α :S → H such that the S-algebra H is not an
E-ring.
Proof. Let J = S/〈1〉∗. In [4, Theorem 3.4, Corollary 3.5], we constructed E-rings R
such that the natural map α :S → S ⊗Z R is a localization and R is contained in the p-adic
completion of some large polynomial ring Z[xi : i ∈ I ]. The only fact needed about Z is that
S ⊗Z is cotorsion-free. As in [5] or [6], the E-ring R can be constructed being sandwiched
between a polynomial ring S˜[xi : i ∈ I ] and its Z-adic completion. Let H = S ⊗Z R. By
our construction in [4], the map α :S → H with α(x) = x ⊗ 1 is a localization of S+. Now
consider the surjective map ϕ :S → J ⊂ H such that ϕ(x) = 1 ⊗ (x + 〈1〉∗) ∈ J for all
x ∈ S. Then there exists a unique homomorphism ψ :H → H such that ϕ = ψ ◦ α. Note
that 0 = ϕ(1) = ψ(α(1)) = ψ(1 ⊗ 1) with 1 ⊗ 1 the identity of the S-algebra H . This
shows that Hom(H/〈1〉,H) = {0} and thus H is not an E-ring. 
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