Abstract. The Singular Asymptotics Lemma by Brüning and Seeley and the Push-Forward Theorem by Melrose lie at the very heart of their respective approaches to singular analysis. We review both and show that they deal with the same basic problem, giving solutions that emphasize different aspects of it. This also points to a possible common extension.
An Example
As a simple example, consider f : R 2 + → R + , (x, y) → xy.
(1.1)
The level lines {f = c} of f are shown in Figure 1 . As c tends to 0, the corresponding level line approaches the boundary {0} × R + ∪ R + × {0} (where we write R + = [0, ∞)).
We wish to integrate a compactly supported smooth density over the level lines of f , i.e. to compute the push-forward of u dxdy under f , for some u ∈ C for t > 0. In other words: Already the innocent constant 1 (cut off by ρ ε (x)ρ ε (y)) produces a logarithmic singularity, when pushed forward under the seemingly innocent f . Note that f * u ε (t) tends to − ln t pointwise as ε tends to 0, and also in the distributional sense. Therefore, f * u 0 (t) = − ln t, where u 0 is the characteristic function of [0, 1] 2 . This raises the following questions:
• What happens for more general u?
• What happens for more general f ?
The Push-Forward Theorem (PFT) answers these questions by describing the type of asymptotic behavior of the push-forward which can occur when f is a b-fibration and u is a polyhomogeneous conormal distribution on a compact manifold with corners.
1 Recall that the push-forward of a distribution (under a smooth proper map) always exists as a distribution, and that the push-forward of a smooth function may be non-smooth. On the other hand, the pull-back of a smooth function is always smooth, but not every distribution can be pulled back under smooth proper maps.
In the following we identify densities with functions by using the standard (Lebesgue) measure on R 2 and R, as we did already in (1.3).
Another way to look at (1.3) is to interpret it as integration of asymptotics: Set σ(x, ζ) = u x, 1 ζ 1 ζ (1.5) and z = 1/t, then
, the asymptotic behavior of σ(x, ζ) for small x and for large ζ is given by the Taylor expansion of u(x, y) at x = 0 and at y = 0. One might ask whether this asymptotic expansion can be integrated to get the asymptotic behavior of f * u(t) for small t, i.e. to get an expansion of (1.6) for large z. For u ≡ u 0 as above, i.e. σ(x, y) = 1/y on [0, 1] × [1, ∞) and σ(x, y) = 0 otherwise, one recovers the logarithmic singularity, of course.
This raises the following questions:
• What happens for more general u (or σ)?
• What is the structure of the coefficients in the expansion?
The Singular Asymptotics Lemma (SAL) answers these questions by computing the coefficients in terms of derivatives and generalized integrals of σ, for σ having quite general asymptotics. In Section 2 we review the SAL and in Section 3 the PFT. In Section 4 we analyze the example above from both the SAL and PFT point of view. In Section 5 we drop the assumption of compact y-support for u and allow more general asymptotics as y → 0. This is essentially the generality treated by SAL. We construct the corresponding PFT setting and show that the 'integrability conditions' in SAL and PFT correspond. A short summary and some remarks in Section 6 on the different perspectives of SAL and PFT conclude the paper.
The Singular Asymptotics Lemma
This lemma was set up in [BS85] and used to study singular differential operators defined by the Friedrichs extension of −∂ 2
, where a is smooth and a ≥ − 1 4 , |a(x)| ≤ C(1 + x). In the sequel this has been used to determine heat trace asymptotics for conical singularities ([BS87]), which corresponds to allowing a to be a family of unbounded operators. For this, and further references, as well as generalizations to operators of higher orders, we refer to [Les97] , which we follow closely in this section. We outline the main ideas, but do not reproduce the proofs.
To state SAL's assertion about the coefficients appearing in the expansion we need to define a regularized integral. We do this for functions having finite asymptotic expansions in the L 1 -sense:
, where R × + = (0, ∞), to be the set of functions f for which there are complex numbers α j , β j ∈ C and (nontrivial) polynomials p αj , q βj ∈ C[ln x] such that
We assume that the real parts ℜα j are increasing and ≤ p − 1, and that ℜβ j is decreasing and ≥ −q − 1. Furthermore, we define the set of exponents as
Finally we assume that all α j are distinct and set, for arbitrary α ∈ C, p α ≡ p αj if α = α j and p α ≡ 0 if there is no such α j (analogous for q β ). Now, the shortest way to define the regularized integral of functions in L p,q (R × + ) is by using the following limit in the mean:
In other words: the limit in the mean is defined as the constant term in the asymptotic expansion.
Definition and Proposition
We define the regularized integral − f of f by
• A more conceptual approach is to use the Mellin transform
As it turns out, functions f ∈ L p,q (R × + ) still have a well-defined Mellin transform which is meromorphic for 1 − p < ℜz < 1 + q, and has at most poles of order deg p α +1 in −α for α ∈ spec 0 (f ), and poles of order deg q β +1 in −β for β ∈ spec ∞ (f ). Then it is natural to regularize by defining − f to be the zeroth order residuum of Mf (z) at z = 1. This leads to the same definition as above.
• An easy calculation shows − ∞ 0 x α ln k x dx = 0, since the contributions at 0 and at ∞ just cancel.
From the definition, − shares the linearity properties with . But a fundamental difference appears in the substitution rule:
and Q −1 (ξ) := ξ 0 q −1 (s) ds for the coefficient polynomials p −1 , q −1 from the asymptotic expansions (2.1a) and (2.1b). Then
By applying this lemma to a function ϕ(tx)f (x), where f is as above and ϕ is a Schwartz function (and therefore has asymptotics given by its Taylor series), we arrive at the first SAL-like result:
(2.6)
The poles from spec 0 (f ) produce additional terms if we study ϕ(x)f ( x t ) by applying the substitution lemma to the previous proposition:
Corollary 2.7. Let ϕ, f be as above. Then, as t → 0,
(2.7)
If we pass now from ϕ ⊗ f to more general functions σ of two variables, then it is easy to derive Theorem 2.8 (Singular Asymptotics Lemma). Let C be the sector {ξ ∈ C × | | arg ξ| < π − ε} for some ε > 0. Assume that σ : R × C → C fulfills the following properties for some p:
1. σ is (p − 1)-times continuously differentiable in the first variable x, and 
Here, we defined P α (x, ln ζ) = ln ζ 0 p α (x, s) ds; and, for p ∈ S(R)[ln ζ], we write p(x, ln ζ) where ln ζ denotes the polynomial variable.
The value of SAL's statement clearly depends on the function f p appearing in the estimates (2.9a)-(2.9b'). In the original work [BS85] f p was constant. In some situations, even on cones (see [Les97] ) one needs to relax this, by using the following criterion:
Proposition 2.9 (supplement to SAL). Assume that we have for some ϕ ∈ C([0, 1]), ε > 0, T > 0, the estimates
This represents the case "p = 0" in SAL and allows to identify terms in the asymptotics up to order ln t.
The Push-Forward Theorem
Since the b-calculus is covered already in another contribution in this volume [Gri00] we will keep this section short compared to the previous one. The main sources for this section are [Mel90, Mel92] .
Let X be a manifold with corners. An index set is a non-empty discrete set 
The index set at 0 (resp. ∞) corresponds to the α j (resp. −β j ) and the exponents of the polynomials p αj (resp. q βj ), and a set of such exponents generates an index set by "completion" according to (3.1).
Now we define several types of maps between manifolds with corners: If H is a boundary face of codimension k we can choose local coordinates x 1 , . . . , x k , y 1 , . . . , y n−k of X such that x j ≥ 0, and H = {x j = 0} near a pointx. We do the same 'in prime' nearx ′ = f (x), if f is a map X → Y between manifolds with corners. Then, f is called b-normal if these coordinates can be chosen so that
for some disjoint I j ⊂ {1, . . . , k}. Here, the nonnegative integers e(r, j) define the exponent matrix of f . f is called b-submersion if the coordinates can be chosen so that
f is called b-fibration if both (3.3a) and (3.3b) can be achieved simultanuously. See [Gri00] for a more geometric characterization and motivation of this definition.
The push-forward of an index family is defined as follows:
Definition 3.1. If f : X → Y is a b-fibration and K is an index family for X then the index family f # K for Y is defined by
The extended union used in the previous definition is the following: Let K, I be index sets, then
Finally, we define the nullset null(e f ) of f :
Theorem 3.2 (Push-Forward Theorem). If f : X → Y is a b-fibration between compact manifolds with corners, and if K is any index family for X with
then push-forward under f gives a mapping
(See Section 5 for the meaning of b Ω, i.e. b-densities.) There is also a version with finite asymptotics, and for partially polyhomogeneous functions. Clearly, the theorem extends to non-compact X when pushing forward only compactly supported densities.
The Push-Forward Theorem shows that additional logarithmic terms at a hypersurface H ⊂ Y may be produced in f * ω if there are two different hypersurfaces G 1 , G 2 ⊂ X with e f (G j , H) = 0, j = 1, 2, (i.e. both G 1 and G 2 are mapped into H by f ), and if the same power occurs in the expansions of ω at G 1 and G 2 (at least for generic such ω)
4 . This explains the occurence of logarithmic terms when pushing forward densities with purely polynomial asymptotics (e.g. smooth densities).
The Example Revisited
Let us now apply the theorems from the previous sections to our introductory example (1.1), if we push forward smooth densities. Remember σ(x, y) = u(x, 
1 ζ , and P α (x, ln ζ) = p α (x, 0) ln ζ from the definitions. Thus, the expansion given by SAL is:
(4.3)
In particular, we reproduce the result for u ≡ u 0 , the characteristic function of [0, 1] 2 , from the introductory section.
5
In the language of the b-calculus, X = R 2 + has two boundary hypersurfaces (xand y-halfaxis), Y = R + has one (the point 0). The map f is a b-fibration: Near the corner (0, 0) we can use cartesian coordinates, near the hypersurface {x = 0} (resp. {y = 0}) we can use coordinates xy and y (resp. xy and x) to see that it is a b-fibration, and that the exponent map is 1. If u is smooth the corresponding index set is K = {(n, 0) | n ∈ N 0 } for both hypersurfaces. The union is K ∪K = K of course, but the extended union is
from (3.5). This is the b-explanation for the logarithmic terms.
Equivalences
In the previous section we compared SAL and PFT in the following special situation: The function u on R 2 + to which PFT is applied is smooth and has compact support. Correspondingly, the function σ(x, ζ) to which SAL is applied has the special asymptotics (4.1) as ζ → ∞ and vanishes whenever x > C or ζ < c, for some positive numbers c, C. The assumptions of SAL allow more general σ: There is no restriction on the support, and the asymptotics may be more general.
In this section we construct a setting for PFT which corresponds to this. In particular, we will see that the integrability conditions (2.9) of SAL correspond to condition (3.7) of PFT. For simplicity, we only consider the case of complete asymptotic expansions, i.e. p = ∞ in SAL. Also, we assume that σ has compact support in x, the extension to non-compact support in x (but Schwartz function behavior as expressed in (2.8)) being straightforward.
We need to find a manifold with corners X and a b-fibration F : X → R + such that integration σ(x, xz) dx corresponds to a pushforward by F and the asymptotics z → ∞ corresponds to the conormal expansion at 0 ∈ R + . The latter suggests introducing t = 1/z as before. Integration h(x, t) dx of a function h on R 2 + is just the push-forward under the map π 2 : R 2 + → R + , (x, t) → t. In our case, h(x, t) = σ(x, x/t) behaves badly at (0, 0), and the occurence of x/t here suggests blowing up this point. Thus, set
where β : X → R 2 + is the blow-down map 6 . See Figure 2 for the level sets of F . Referring to Figure 2 for notations (where G 1 , G 2 , G 3 denote the boundary lines and A = G 1 ∩ G 3 , B = G 2 ∩ G 3 the corners), we see that (x, y) provide a local coordinate system for X near A (i.e. that they extend smoothly and with independent differentials to X \ G 2 and that x, y are boundary defining functions for G 3 , G 1 respectively), and that (ζ, t) are coordinates near B (i.e. extend to X \ G 1 and define G 2 , G 3 respectively).
We now use b-densities on X since there is no 'canonical' density to identify functions with densities and since PFT is formulated in terms of b-densities (rather than densities). By definition, a b-density u ∈ F(X, b Ω) (for some function space F ) on X can be written To finish the description of the PFT-setting, we define index sets for the three boundary faces of X: Let K 1 and K 2 be any index sets and K 3 = {(n, 0) : n = 1, 2, 3, . . . } be the index set of smooth functions vanishing to first order at G 3 . Note that for the map F above we have (e F (G i , H)) i=1,2,3 = (1, 0, 1) where H = {0} is the only boundary face of R + . Therefore, F is a b-fibration and null(e F ) = {G 2 }, so we have (3.7) is satisfied ⇔ ℜK 2 > 0. The correspondence between SAL and PFT can then be expressed as follows:
Proposition 5.1. Define X and F as in (5.1). Let u be a compactly supported b-density on X, smooth in the interior 
⇐⇒ condition (3.7) of the PFT is satisfied for u.
Remark 5.2. Roughly speaking, (B) and (C) say that conditions 3. and 4. of SAL correspond to conditions on the behavior of u near A and B. More precisely, the first halves of (A), (B) and (C) are analogues of 1.+2., 3. and 4. in SAL for the case p = ∞, when σ has compact x-support and f p =const, for the case of real ζ (but SAL 4 is a little weaker than (5.7) plus polyhomogeneity, see below).
In (C) we assume that K 2 is the 'minimal' index set for u, i.e. that the coefficients in the corresponding expansion are non-trivial. (B) Polyhomogeneity of u near A means asymptotic expansions at the interiors of G 1 , G 3 (i.e. for y → 0 with x bounded away from 0 and ∞, and vice versa), plus uniformity ('joint asymptotics') as both x, y approach zero. By definition, this means that, for all N ,
the space of N times differentiable functions (in x ≥ 0, y ≥ 0) vanishing to order N at G 1 = {y = 0}, with u αk ∈ A K3 (G 3 ). Since y = 1/ζ, it is easily seen that this is equivalent to (5.6).
(C) From (5.3) and (5.4) we have u B (ζ, t) = ζt σ(ζt, ζ).
Setting v B (ζ, t) = u B (ζ, t)/t and taking t-derivatives, we get Remark 5.3. In the proof of (C) very little of the polyhomogeneity at G 2 was used. Condition 4 of SAL indicates the precise sense in which this condition in PFT could be weakened.
Remark 5.4. The setup of Sections 1 and 4 corresponds to the special case where u is supported in X \ G 2 and smooth.
Conclusion
The basic problem behind both the Singular Asymptotics Lemma and the Push-Forward Theorem is to determine the asymptotics of integrals like (1.3) as t → 0 (or equivalently (1.6) as z → ∞), under certain assumptions on the asymptotics and support of u (resp. σ).
In the PFT these integrals are interpreted as the push-forward of u under the map f in (1.1) (resp. F in (5.1) when the y-support of u is not compact). The singular nature of this push-forward operation -evident from the creation of additional log-terms in the asymptotics of f * u -stems from the fact that f (resp. F ) is not a fibration (df is not surjective at (0, 0), dF at A). The PFT shows that for a certain general class of maps f (b-fibrations) between manifolds with corners, which fail to be fibrations in a controlled way, the asymptotic type of f * u can be predicted (or rather 'estimated from above') from that of u. The additional log-terms are predicted from the geometry of the map f .
The SAL deals with the integral ∞ 0 σ(x, zx) dx directly and therefore gives a more explicit result; the singular nature of this integral is reflected in the existence of two 'regimes' (x > Cz −1 , x < Cz −1 ) in which the integrand behaves in different ways.
