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Atmospheric boundary layer flows around wind turbines distributed in a large
wind farm can be examined by the use of large eddy simulation (LES), which is based on
the assumption that large eddies in the flow are anisotropic and depend on the mean flow
and the configuration geometry, while smaller eddies are isotropic and homogeneous, and
can be modeled via subgrid scale models. In this thesis, a pseudo-spectral LES code with
inflow conditions imposed through a precursor concurrent simulation is utilized to model
the flow around a single wind turbine or a large wind farm operating in thermallystratified conditions. The effect of the wind turbines on humidity is monitored through an
additional scalar convection equation. It is found that on average, the effect of an
individual wind turbine on the humidity is less than 1%, while the effect of the wind farm
on humidity can reach 1-2% in the cumulative wakes.
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INTRODUCTION
1.1

Thesis organization
The thesis is structured into five chapters: in chapter 1 an introduction into the

field of wind energy and a description of the effect of the wind farms on the environment
are included; in chapter 2, a literature review about the atmospheric boundary layer and
large eddy simulations is presented; chapter 3 proceeds with the description of the
mathematical model and the numerical algorithm utilized to obtain the results. In chapter
4, a description of the simulation cases and various results along with a discussion are
included. Finally, chapter 5 outlines the conclusions and provides suggestions in regard to
potential future research in the area.
1.2

Introduction
Several countries are looking forward to reduce the polluting type of energy

production in favor of sustainable energy. The latter, also called green energy, contributes
to the preservation of the environment. Wind energy in particular has a very low
environmental impact compared to fossil fuels, since no air pollutant is emitted. The
number and size of wind farms are increasing considerably nowadays, and they can be
found onshore and offshore across the globe. The 2012 Q3 Report [75] claimed that
“U.S” wind power installed capacity supplies 3% of the nation's electricity. In order to be
more efficient, they need to be widespread on different geographical areas with high
1

winds, which motivated different research groups to analyze their potential impact on the
communities or on the environment. Studying wind turbines can help achieve a better
understanding of the effect that they may have on the atmospheric boundary layer. The
purpose of this study is to gain a better understanding about how a large wind farm can
influence humidity in the atmosphere. Results from Baidya Roy and Traiteur [7] show
that wind farms affect near surface fluxes of heat and momentum.
Because of their size, large wind farms have a direct impact on the atmospheric
boundary layer physics and ultimately, on the local weather. Since a large number of
wind turbines are in motion, their rotors generate turbulent wakes that contribute
significantly to mixing and exchanges of heat and momentum in the vertical direction.
Over the years, multiple studies were conducted by different research groups; Taylor
[96], Cleijine [25], Jensen et al. [44] and Barthelmie et al. [10] used experimental field
measurements, Elliot [32] and Chamorro and Porté-Agel [22] used wind tunnel testing
and Barthelmie et al. [11] and Ivanell [42] employed computational fluid dynamics
models in order to evaluate and analyze all aspects of the effects of individual wind
turbines or wind farms. A case study conducted in Indiana by Henschen et al. [41]
suggested that different results are obtained during day and night times; as the wind goes
through the turbine rotor, the air temperature and humidity are increased overnight, while
the opposite happens during the day. The same conclusion was reached during the
Wangara experiment as reported in Clark et al. [24] who found that the level of water
vapor in the atmosphere varied with respect to the stratification. But also, with the
numerical study included in Baidya Roy et al. [8], where the authors used the Regional
Atmospheric Modeling System (RAMS) solver and find out that wind farms slow down
2

the wind at the turbine hub height, and that the impact of wind turbines on the
atmospheric turbulence is more powerful in early hours due to the low level jet that
happens during the night.
It is desirable to build numerical tools that will allow scientists and engineers to
acquire accurate data and perform rapid predictions of the flow around wind turbines.
Numerical studies concerning the flows around wind farms have been proposed and
tested over the years. Based on the level of accuracy, numerical models applied to
turbulent flows can be broadly classified in Direct Numerical Simulation (DNS),
Reynolds Averaged Navier Stokes (RANS) and Large Eddy Simulation (LES). DNS
resolves all flow scales from the large eddies that produce most of the energy in the flow
to the small eddies that are responsible for dissipation. Because the Reynolds number in
the atmospheric boundary layer is very high (in the order of 107 -108 ), the use of DNS
would require an immense mesh implying a large number of degree of freedoms (scaling
with Re9/4 ). This exceeds the computational resources that are available today. To solve
wake turbulence, the most promising techniques are RANS and LES, but for further
deepening in the analysis of anisotropic flows and the swirling regions that exist in the
wake, LES is the most suitable technique. In addition, by being the most efficient method
to resolve the large eddies in a given flow, LES gives also a trade-off between the cost
and storage.
Since the atmospheric boundary layer is an important contributor to the dynamics
of the entire atmosphere, it is analyzed in details from many perspectives. Over the last
decades, LES has been an important tool, starting with the pioneering study of neutral
and unstable boundary layers by Deardorff [28]. He investigated eddy shapes, which
3

helped to comprehend the mean quantities profile in the ABL. Later LES studies (see, for
example, Wyngaard and Brost [103] and Moeng [60], [61]) estimated pseudo-random
turbulent structures in time and space and examined the boundary layer turbulence; the
models helped in improving turbulence modeling. Atmospheric stability effects on wind
farms in Denmark were analyzed by Barthelmie and Jensen [10], where the authors
investigated the power loss and efficiency due to the turbine wakes.
In this work, LES simulations are performed to study the effect of large wind
farms on humidity budget in the atmospheric boundary layer. An LES code-solving for
the incompressible Navier-Stokes equations is employed where the humidity is modeled
using an additional scalar convection equation. We consider fully-developed and fully
stationary conditions in lateral direction for our wind farm, which is a specific ideal case,
since real wind farms can be located on complex terrain and have different behavior
depending on their surroundings.

4

ATMOSPHERIC BOUNDARY LAYER
The atmospheric boundary layer (ABL), also known as the planetary boundary
layer, is the lowest level of the Earth atmosphere where turbulence is important. ABL can
be divided into regions aligned along the vertical direction depending on the local time of
the day: the convective mixed layer (unstable boundary layer) can measure between
800m and 1.5 km, residual layer, and stable boundary layer can measure between 300m
and 500m. Its properties are entirely influenced by its contact with the ground and thus
affects different variables, such as velocity, temperature, or moisture.

Figure 2.1

Diagram of different layer of the atmosphere from Stull [91]

To be able to study turbulence, we have to consider the flow behavior along both
horizontal and vertical directions because different quantities characterize the boundary
layer. The vertical direction is dominated by turbulence, which comes in different order
of magnitude; it helps the boundary layer to deal with the surface forcing that are
5

constantly changing. The heat and moisture fluxes are induced by external forcing and
can change the boundary layer state. Many types of analysis methods have been directed
to study the boundary layer, such as wind tunnel measurements, numerical simulations of
turbulence, and theoretical techniques.
The global understanding of the stably-stratified atmospheric boundary layer has
been a subject of discussion in numerous books (see, for example, Garratt [33]). Mason
and Thompson [54] simulated neutral boundary layers using LES to study the turbulence
and the mesh resolution effects on the results. The outcomes from their study showed that
the production and loss of turbulent kinetic energy are equal at a certain height. From the
experiments performed by Albertson et al. [2], it was shown that the strong gradients in
the ABL produce abundant turbulent kinetic energy in consideration of the dissipation. A
comparison of the performance in simulating the neutral regime was done by Andrén et
al. [5], [4]; the codes used in their study showed the same accuracy from the resolved
part, but the results differed in terms of the sub-grid models used. For the stable ABL
case, the use of LES was not pertinent at that time due to the damping motion imposed by
the gravitational force. This inconvenience did not prevent several researchers to use LES
and obtain acceptable results, for example Coleman et al. [26]. Haywood and Sescu [39]
studied the interaction between the ABL flow and objects and demonstrated that their
effect is directly linked to the key features of the ABL, creating turbulent regions in the
ABL. These regions were observed by the experimental work of Augstein et al. [6] in the
Atlantic Trade Wind Experiment (ATEX). Other various studies can be enumerated, such
as Mason and Derbyshire [55] who performed LES of ABL and made comparisons with
field measurements conducted by Derbyshire [31]. In his dissertation, Albertson [1] gave
6

a literature review that encompasses all major development in both LES and ABL fields.
The convective boundary layer, where the largest eddies have sizes in the order of
magnitude as the depth of the ABL, was studied by Garratt [33], Sorbjan [87], Panofsky
and Dutton [69] and Wyngaard [102].
Wind power is a remarkable alternative renewable energy, experiencing an
exceptional growth over the last decades. There are concerns that very large wind farms
that are being installed may impact the climate at a regional or even global scale.
Exchanges of sensible heat and humidity between the ground and the overlying
atmospheric boundary layer may directly impact the near surface atmospheric
temperature and moisture. These, in turn, may affect the turbulence levels in the
atmosphere and the growth of the atmospheric boundary layer and modify the
entrainment of air from above layers. At the global scale, Keith et al. [46] describes a
series of simulations using community Global Circulation Models (GCMs) to predict the
effects of massive implementations of wind farms. Potential impacts of large wind farms
on weather were also explored by Barrie and Kirk-Davidoff [9].
At a smaller scale, Baidya-Roy et al. [8] conducted an analysis of the effect of
wind turbine arrays on the local meteorological conditions of a certain region. Crespo and
Hernandez [27] performed a more detailed modeling of the turbulence at a smaller scale,
using analytical expressions for the turbulent kinetic energy and dissipation rate for the
far- and near- wake of the wind turbine. Ivanova and Nadyozhina [43] used a related
boundary layer model to calculate the wind and turbulence characteristics inside a wind
farm. Meyers and Meneveau [56] performed LES of arrays of wind turbines in the
atmospheric boundary layer.
7

Calaf et al. [19, 20] performed a suite of large eddy simulations of atmospheric
boundary layer interacting with a fully-developed wind farm, in which wind turbines are
modeled using the classical actuator disk concept in order to quantify the vertical
transport of momentum and kinetic energy across the boundary layer. The outcome of
these simulations led to the development of a new parameterization of the momentum
roughness scale for wind farms. The extension of this parameterization to thermallystratified conditions was carried out by Sescu and Meneveau [82].
Much insight about the interaction of wind farms and the atmospheric boundary
layer has been acquired by combination of wind tunnel experiments, field observations,
and numerical simulation studies (Porté-Agel et al. [73, 74], Lu and Porté-Agel [51],
Chamorro and Porté-Agel [23], Wu and Porté-Agel [104], Zhang et al. [105], or Smith et
al. [79]). In Porté-Agel et al [73], for example, the LES results were validated using
experimental data, where three types of models were employed to characterize the rotorinduced forces.
Few studies were focused on monitoring the effect of large wind farms on
humidity in the atmosphere or, more importantly, about the effect on the agriculture.
Some studies focused on field measurements; one example is the Crop/Wind-energy
Experiment (CWEX) [76] performed in 2010 and 2011 in Iowa at a utility-scale wind
farm that was installed in the proximity of an agricultural site. Based on some
observations, it was concluded that the wakes generated by the wind turbines may delay
the dew duration knowing that a high level of dew means more moisture in the air, which
would suggest that wind farms decrease the near-surface humidity. This has not been
verified numerically. One of the objectives of this research is to determine the effect of
8

individual wind turbines or wind farms on humidity using large eddy simulations with
low-order modeling (actuator disk model) of the rotor disk forcing.

9

LARGE EDDY SIMULATION
LES is an important tool in turbulence research, and it has several benefits
compared to RANS or DNS technique it is more accurate than the former and less
computational demanding than the latter. LES relies on the hypothesis that most of the
energy of the flow is contained in the large scales of turbulence, while the low scales tend
to be isotropic. This suggests that the large scale structures must be resolved by the
numerical method, while the low scale structure need to be modeled using various
subgrid scale modeling methods. Since the Reynolds number in the ABL is very large,
the use of DNS would become very expensive (beyond the reach of today’s
computational resources). LES combined with wall modeling; however, is a promising
tool, and it was found that it provides a reasonable comprehension of wind farm
aerodynamics and their physics (see Mehta et al. [57]).
In LES, the large eddies depend on the gross flow characteristics and are resolved,
while the smaller ones are modeled in terms of resolved scales of motion. Because of the
incomplete solution, the equations must be modified since the cascading energy would
have a different outcome. Depending on the level of accuracy, different types of eddies
are resolved by LES: the large eddies that transport most of the flow’s energy and not
influenced by the molecular viscosity, and the intermediate ones that are not influenced
by the large scales and boundary conditions. The smaller eddies, which are not resolved
10

by the numerical method, are modeled using subgrid scale models (SGS). LES can be
split into two classes depending on the way the subgrid scale is approached: implicit LES
which uses the numerical dissipation to deal with the SGS (Sagaut [77] and Grindstein et
al. [36]); and explicit LES that includes an explicit SGS model (the original Smagorinsky
model is one of the simplest explicit SGS model). All large eddies that fall in the LES
resolved range of analysis are covered by the grid, which suggest a spatial filtering of the
Navier Stokes equations in order to remove the unresolved scales. In the next section, the
LES framework that is applied in this work is described.
Using a pseudo spectral finite difference LES code, Moeng [61] simulated the
convective flow in the ABL and compared the outcome with the experimental data. In a
later study, Wyngaard and Brost [104] investigated the vertical profiles of a scalar
transported by the wind using LES. It gave insight into the scalar variance relation to the
surface flux. Other researchers used the LES methodology proposed by Moeng (see for
example Hechtel et al. [40]) to investigate the effect of nonhomogeneous temperature at
the surface boundary on the mixed layer. Hadfield et al. [37] found that the mean
horizontal wind is capable of diminishing the circulation. Nieuwstadt [66] and van Haren
and Nieuwstadt [97] work had a significant implication on the comprehension of the
transport of water vapor at the earth’s surface. Schumann [81] used large eddy simulation
to investigate the turbulent transport of nonreactive and reactive species in the convective
ABL and found that diffusivity is dependent on the buoyancy. In another work, Schmidt
and Schumann [79] examined the coherent structures in the unstable atmospheric
boundary layer. Sorbjan [88] examined the convective boundary layer growth using an
LES code. The same applies to Mason’s work [53], where not only the convective
11

boundary layer was studied, but also the mesh characteristics (size of the domain, mesh
resolution) effects on the simulation outcomes. Different LES results obtained by
different research groups have been compared in Andrén et al. [5] in order to address the
differences and the accuracy among them. Aforementioned studies only considered the
flat terrain; several researchers studied wavy terrain surface effects on the atmospheric
boundary layer. Schumann [81] showed that the length scales associated with vertical
velocity and velocity variance are not influenced by the wavy aspect of the land surface.
Walko et al. [100] investigated how the convective atmospheric boundary layer is
affected by hilly terrain. Shaw and Schumann [84] studied the ABL within a forest using
LES to understand regional scale surface fluxes behavior.
3.1

Governing equations
Navier-Stokes equations are derived from the conservation principles of mass,

momentum and energy and in the most general case they describe the motion of a
compressible, Newtonian fluid. In this thesis, the incompressible version of NavierStokes equations is utilized after a filter was applied to remove the small scales of
turbulence that is not resolved by the grid:
∂ũ i
∂xi
∂ũ i
∂t

∂ũ

=0

∂p̃ * ∂τ̃

+ũ j ∂xi =- ∂x - ∂xij +δi3 g
j

j

i

∂θ̃

(3.1)

̃-〈θ〉
θ
θ0

∂θ̃

∂πθ

j

i

+fc εij3 (ũ j -ugj )+Fi

+ũ j ∂x =- ∂xi +Fθ
∂t
∂q̃

∂q̃

∂π

q

+ũ j ∂x =- ∂xi
∂t
j
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i

(3.2)
(3.3)
(3.4)

where the tilde 0̃ and the angle brackets 〈𝜃〉 represent the spatial filtering and the
horizontal average, respectively; ũ i is the velocity vector field with components in the
streamwise direction, lateral direction, and vertical direction; 𝜃̃ and 𝜃0 are the resolved
potential temperature and the reference temperature, respectively; 𝑓𝑐 is the Coriolis
parameter; g is the gravitational acceleration; 𝛿𝑖𝑗 is the Kronecker delta; 𝑝̃∗ is the
effective pressure divided by reference density; 𝜀𝑖𝑗𝑘 is the alternating unit tensor; Fθ is
the temperature forcing term; 𝐹𝑖 is a forcing term modeling the effect of the wind
θ ̃
turbines. The subgrid-scale (SGS) stress, heat and humidity fluxes:τij =ũ
̃u
i uj -u
i ̃,
j πj =uj θ-

̃ q j q-ũq
ũθ
j ̃ , are modeled via the Lagrangian scale-dependent SGS model as
j , πj =ũ
developed by Bou-Zeid et al. [15] where the required averages are accumulated in time.
The scale-dependent Lagrangian model was shown to have good dissipation
characteristics. The Reynolds number is very large in the atmospheric boundary layer,
therefore the flow at the ground is modeled using the Monin-Obukhov similarity theory
Monin and Obukhov [64] and Obukhov [67]; because of the magnitude of the Reynolds
number, the molecular viscous diffusion term in the momentum equation is neglected.
In LES equations, a division into solved and unsolved parts of the dependent
variables is made because the grid resolution is not capable of resolving all the turbulence
scales in the atmosphere. The unresolved part includes the small-scale fluctuations only,
while the solved part includes the mean and large-scale fluctuations. By applying a filter
to the original incompressible Navier-Stokes equations, we separate the resolved part
from the unresolved one Leonard [49], Aldama [3] or Pope [71].
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In order to evaluate the potential temperature (𝜃) and humidity (q), the LES
equations also include the transport equations of these two scalars:
∂0 S+Uj ∂j S=DS ∂j ∂j S

(3.5)

where 𝐷 𝑆 is the constant molecular diffusivity of scalar S in air. The filtering process was
applied here again to obtain the transport of the resolved scalar field.
3.2

Subgrid Scale Modeling
In this section, a brief discussion of the SGS models that are based on the original

eddy-viscosity Smagorinsky model is included. Turbulence simulation and modeling are
extremely important for aerodynamic and fluid dynamics applications, and SGS
modeling within LES makes no exception. A comprehensive description of the SGS
modeling is given in the article of Meneveau [58]. As discussed previously, the range of
small scales in the fluid motion cannot be resolved by the governing equations; as a
result, the use of subgrid scale modeling is necessary because the effects of these
unresolved small eddies are taken into account through additional energy dissipation
terms in the governing equations. To this end, a filtering is applied to the Navier-Stokes
equations Leonard [49], which separates the large and small scales. Since the small scales
introduce additional unknowns in the equations, modeling is required to link them to the
other flow variables. Next, several SGS models are discussed, starting with the simplest
one and finishing with the most complex.
3.2.1

Smagorinsky model
This model is the first eddy-viscosity type model as introduced by Smagorinsky

[85], and it is considered the most popular and most efficient SGS model. It continues to
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be used because of its effective energy transfer technique going from large scales to
smaller scales until the energy dissipates into the viscous scales. Deardorff [29], as
mentioned before, was the pioneer in the turbulence and eddies investigation. For the
purpose of his research, he used Large Eddy Simulation proposed by Smagorinsky. All
the following SGS models take origin and are based on the Smagorinsky model. The
model was first introduced by Smagorinsky [85] in the framework of modeling the
atmospheric turbulence, and it is based on the concept of mixing length; according to this
model, the SGS stress tensor is represented as follow:
τSMAG
=-2νT S̃ ij =-2(cS,∆ ∆)
ij

2|S̃ |S̃ ij

(3.6)

̃ij is the strain-rate
̃ij S
where νT is the eddy viscosity, Δ is the filter width, |S̃ |=√2S
magnitude, S̃ij =0.5(δj ũi +δi ũj ) is the resolved strain rate tensor and cs,Δ is the Smagorinsky
coefficient, a non-dimensional parameter. Because, the Smagorinsky coefficient (Cs )
depends on the boundary conditions and grid mesh aspect ratio, a version involving wall
damping functions was proposed by Mason and Thompson [54]. However, in his paper
Lilly [50] concluded that the constant Cs =0.17 which was found to be accurate for
isotropic turbulence. Other scholars employed different values, such as Deardorff [29],
who used Cs =0.1. The variation of the Smagorinsky parameter from one application to
the other by different authors revealed some drawbacks of the classical model. Multiple
papers noted the deficiencies of this model and these limitations were also verified
through experimental studies Tao et al. [95]. In Moin et al. [63], the authors discussed
some of the defects that were encountered while using the model such as:
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1.

The optimal Cs is variable for the different types of turbulent flows, since
it is only an a priori parameter.

2.

The model is over dissipative close to the solid wall and the eddy viscosity
does not fade in a laminar flow.

3.

The model does not account for backscatter of energy from small scales to
large scales.

4.

The model excludes compressibility effects.

By recognizing the shortcoming of Smagorinsky model, scholars developed new
models that are more accurate and encompass complex flow characteristics. Various
papers showed the contrast between these eddy viscosity SGS models for various
applications; Bou-Zeid et al. [14] compared them for flows around rough walls, while Ma
et al. [52] made this type of comparison for turbulent flows in water turbine. Andrén et al.
[5] performed the same investigations to confirm these deficiencies.
3.2.2

Dynamic model
Over the years, various versions of the eddy-viscosity Smagorinsky model were

proposed to avoid the deficiencies of the original model. The dynamic Smagorinsky
model was introduced by Germano et al. [34]; this new model was identified as a
significant improvement, as it addressed some of the most important Smagorinsky model
limitations. In the dynamic model, the Smagorinsky coefficient is determined from the
smallest resolved scales. To show this we define:
Lij =Tij -τ̃ij =u̅̅̅̅̅
̃ i ũ j -u̅
̃i u̅
̃j

(3.7)

̅
̅=2∆ , Lij is the
where Tij =u̅̅̅̅̅
̃
̃i u̅
̃j corresponds to the stress at a test filter scale ∆
i uj -u
̃
̃ |S
̃ij , TD
̅ )2 ̅̅̅̅
resolved stress tensor, τ̃ij =-2(cs,Δ Δ)2 |S
|S̃ | ̅̅̅
S̃ ij , α=2 the superscript, D
̅∆
ij =-2(cs,∆
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expresses the deviatoric (trace free) part of the tensor; if we replace it in 𝐿𝑖𝑗 equation, it
will generate the error from the use of the Smagorinsky model:
2

2 ̃
D
D 2
D 2
̃ ̃ cS,2Δ ̃
̃ ̃
eij =LD
ij -(Tij -τ̃ij )=Lij -cs,Δ 2Δ [|S|Sij -4 c2 |S|Sij ]=Lij -cs,Δ Mij
s,Δ

(3.8)

2

<L M >
̃
̃
̃ |S
̃ij -4 cS,2Δ
̃ |S
̃ij ] and c2s,Δ = ij ij
where Mij =2Δ2 [|S
|S
c2
s,Δ

<Mij Mij >

This model has its disadvantages as well. Vreman et al. [99] raised an important
question about the values modification of the Smagorinsky coefficient; they found that
the sign of the coefficient has a great importance for the dissipation of kinetic energy,
which assumes only positive values. Ghosal et al. [35] proposed a new version of the
dynamic model that rectifies the utility of the model and broadens its application to
inhomogeneous flows.
The dynamic model is suitable for flow domains with at least one homogenous
direction, because it involves spatial averaging along these directions. This makes the
model ineffective when complex geometries are involved. To deal with this issue, wall
adapting local eddy viscosity model (WALE) was developed by Nicoud and Ducros [65]
for complex geometries. The planar-averaged scale-dependent dynamic model was used
when the scale dependence parameter was measured where c2s,Δ =
and

<Qij Nij >

̂
̂i ũ
̂j
, Qij =ũu
̃
i ̃j -u

<Nij Nij >

2

̂
̃
̃ |S
̃ij -16 cS,2Δ
̃ |S
̃ij ].
Nij =2Δ2 [|S
|S
c2
s,Δ

A very interesting approach was proposed by Meneveau et al. [59] who
introduced an alternative Lagrangian averaged scale invariant SGS model. Here, the
averaging is performed in time by following the fluid streamline. This model is a great
substitute of the preceding models, since it can be applied for heterogeneous flows while
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having the same advantages; it also shows Galilean invariance. Within this model, the
weighted time average can be represented as following:
t

E= ∫-∞ eij [z(t'),t']eij [z(t'),t']W(t-t')dt'

(3.9)

where z (t’) are the precedent positions of the fluid elements, W(t) is a relaxation
function. Then, we can obtain the coefficient by varying E in function of c2s,Δ :
∂E
∂c2s,Δ

∂e

𝑡

= ∫−∞ 2eij ∂c2ij W(t-t')dt'=0
s,Δ

(3.10)

t

∫-∞ Lij Mij [z(t'),t']W(t-t')dt'
J
c2s,Δ = t
= LM
∫-∞ Mij Mij [z(t'),t']W(t-t')dt' JMM

(3.11)

Other manipulations have been proposed in the literature in order to obtain the relaxation
transport equations. An example of application of this model in complex domains is
Haworth et al. [38] who used the model to investigate flows inside combustion engines.
3.2.3

Scale dependent dynamic model
Porté-Agel et al. [74] developed the scale dependent dynamic model (SDDM) and

implemented it in a LES framework of neutral atmospheric boundary layer. This model
corresponds to an improvement of the dynamic model proposed by Germano by
overcoming some of its drawbacks. SDDM approach is based on adding a second scale
test filtering which gives the advantage of evaluating dynamically the coefficient from
the simulation, while the scale varies as a function of the resolved flow, without requiring
any parameters regulation.
Bou-Zeid et al. [15] introduced the Lagrangian dynamic model with the scale
dependent parameterization, which is a combination of two existing ones. This model
showed a significant improvement in simulation results. The general approach consists of
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the first and second test filtering operations with the implementation of the coefficient
dynamically. Because the Lagrangian averaging method is known to be slightly more
expensive, an easier method has been formulated by introducing a series of manipulations
in order to accommodate the test filter scale and by taking into account the coefficient
sensitivity near the wall. Using the same idea for the planar averaged coefficient we have:

c2s,Δ =

<Lij Mij >/<Mij Mij >
(

<Qij Nij ><Mij Mij >
)
<Nij Nij ><Lij Mij >

In this thesis, the scale dependent Lagrangian dynamic model plus scalar
parameterization is employed, in order to obtain more accuracy for the results. We refer
to the works of Stoll et al. [90] and Calaf et al. [20] here since they described this SGS
model with some details. The SGS scalar flux is represented as follow:
2

C Δ
ν
ri =- PrSGS ∂i θ̃ =- s,ΔPr
sgs

2

|S̃ |

sgs

∂i θ̃ =-D2s,Δ Δ2 |S̃ |∂i θ̃

(3.12)

̃ij were previously defined in the
where Δ is the filtering length scale, |S̃ | and S
̃
̃ |S
̃ij ; Ds,∆ is evaluated using the Scale dependent
Smagorinsky model; τ̃ij =2(cs,Δ Δ)2 |S
Lagrangian dynamic model. We get therefore the resolved scalar flux as follow:
̃̃ -ũ
̃i θ̃ =Ri -r̃i
Ki =ũθ
i

(3.13)

2̃
̃
̃|∂i 𝜃̃ being the SGS scalar flux at scale 2Δ and r̃=-D
̃ ̃
with Ri =-Ds,2Δ (2Δ)²|𝑆
i
s,Δ Δ |S|∂i θ

An error can be deduced from the previous equation:
2 ̃
2
2
̃
̃ ̃ Ds,2Δ |S
̃ |∂i 𝜃̃]
ei =Ki -(Ri -r̃)=K
i
i -Ds,Δ Xi =Ki -Ds,Δ Δ [|S|∂i θ-4 D
s,Δ

It is also assumed that: β =

Ds,2Δ
Ds,Δ

(3.14)

=1 , thus
D2s,Δ =

t

∫-∞ Ki Xi [z(t'),t']W(t-t')dt'
t

∫-∞ Xi Xi [z(t'),t']W(t-t')dt'
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(3.15)

3.3

Boundary conditions
The governing equations depend on the initial and boundary conditions. We

assume that there is horizontal homogeneity of turbulence in the atmospheric boundary
layer in the lateral direction, thus periodic boundary conditions are employed. In the
streamwise direction, a precursor concurrent simulation method is applied to impose an
inflow condition (Stevens et al. [89], Haywood and Sescu [39]); this precursor method
will be explained in details in the section 3.5.
At the top surface, we assume that the vertical gradients of velocity and scalars,
and the vertical component of velocity are zero. For the simulations of the convective
atmospheric boundary layer dynamics, a capping inversion layer is imposed at the top
portion of the domain. A generic equation with the damping term is δt ϕ= ℒ(ϕ) +r(z) (ϕ〈ϕ〉) H(z-zb ) where ℒ() is a spatial differential operator, ϕ is a prognostic variable, H(x) is
Heaviside step function, and zb is the elevation where the sponge layer starts. The
relaxation term r(z) (ϕ-〈ϕ〉) dampens fluctuations at time scales larger than a prescribed
1

relaxation time scale τ = r ; this was demonstrated in Sorbjan [88]. In this work, the
relaxation function is given as r(z) = r0 /2{1-cos[π(z-zb )(zt -zb )]}, where r0 is a given
relaxation constant of order of 0.01s-1 , and zb indicates the top of the computational
domain.
At the bottom surface, the Monin-Obukhov similarity theory is utilized, which
can model the flow near the boundary but also the fluxes near it, such as the
instantaneous wall stress, in the form:
2
ũ
τi3 |z=0 =-u2* Vi

f

=- [

κVf

z
ln( )-ΨM
z0

]

ũi
Vf

with i=1,2
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(3.16)

τ13 |z=0 and τ23 |z=0 are the instantaneous local wall stress components, u* is the
friction velocity, z0 is the effective roughness length, 𝜅=0.4 is the von Karman constant,
0.5
ΨM is the stability correction function for momentum, and Vf = [𝑢
̃(Δz/2)²+
𝑢
̃(Δz/2)²]
1
2

is the local filtered horizontal velocity at the first vertical level in the grid. The surface
heat flux is computed as
〈w'θ'〉𝑧=0 =

̃)
u* κ(θs -𝜃
z
)-ΨH
z0s

ln(

(3.17)

where θs is the imposed surface potential temperature, θ̃ denotes the resolved potential
temperature at the first vertical level, z0s is the roughness length for scalar (its value is
ς

0.1z0 ), ΨH (ς)= ∫0 [1-ϕH (ς')dς'/ς'] is the stability correction function for heat flux (ς=z/L) ,
and ϕH is given as ϕH (ς)=Prt +βς where the Prandtl number Prt =0.74 , β=5 for stable
conditions and ϕH (ς)=Prt (1-γς)-0.5 where γ=16 for unstable conditions.
Due to the injection and extraction of heat coming and leaving the surface layer, it
is difficult to keep the horizontal averaged temperature profile stationary. Therefore, a
source of heat above the atmospheric boundary layer is imposed in the top portion of the
ABL (z=300m) to keep a prescribed thermal stratification Sescu and Meneveau [82] have
discussed in details this control algorithm in their paper. The added term is described as
follow: Fθ =S(x3 ,t)[H(x3 -x3b )-H(x3 -x3t )] where H(x) is Heaviside step function, the
subscript t and b are the top and bottom of the region where we applied the heat source,
the heat source S(x3 ,t+m∆t)=S(x3 ,t)+U(x3 ,t) and U(x3 ,t) is the PI controller.

21

3.4

Wind Turbine Parameterization
Due to grid requirements and the computational cost involved, the details of the

flow around wind turbines cannot be directly solved by the LES. Therefore, proper
parameterizations of the wind turbine must be employed consisting of simplified models
that describe the effect of the turbine thrust on the atmospheric flow. The wind turbine
parameterization is very important since it will provide us with more knowledge about
wakes and their effect on the ABL. There are different types of models: actuator disk
model, actuator disk model with rotation and actuator line model. Over the years, various
studies have focused on wind turbine wakes; to enumerate few, Crespo and Hernández
[27] investigated the effect of atmospheric turbulence on wind turbines wakes and
compared their results with experimental data; Vermeer et al. [98] were interested in the
farness fading process of the wake and its effect on the turbines, and Chamorro and
Porté-Agel [22] used wind tunnel measurements to study the wind turbine wake.
Next, we need to understand the turbine model and how it modifies the flow and
creates a wake. Several researchers used the actuator disc principle where the energy and
momentum are evaluated through a control volume approach that consists of a tube that
includes the disk. This theory has been introduced by Lanchester [47] and further
developed for wind turbines by Betz [13] afterwards.
Okulov and van Kuik [68] explained in their paper the efficiency of an ideal wind
turbine and introduced the idea that the load on the wind turbine rotor can be represented
by a pressure distribution. This approach has been used, for example, by Jimenez et al.
[45], where the authors investigated the spectral coherence of turbulence in the wake and
in Calaf et al. [19], [20]. According to the actuator disk method, the total drag force
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acting on the flow in the streamwise direction is spread across the disk region on all grid
points and is represented as follows:
π

Ft =-0.5ρCT U2∞ D2

(3.18)

4

where D is the rotor diameter, CT is the thrust coefficient and U∞ is the upstream velocity.
It would be correct to use U∞ for the case of a singular wind turbine since there can be no
interaction or perturbation with other wind turbines. Nevertheless, another equivalent
formulation that can be used in case of a large number of wind turbines, such as in a wind
farm, should be established which takes into account the drag disk approach.
U

d
U∞ = (1-a)

(3.19)

where a is called the induction factor. We will rewrite the total thrust force with
velocity average because of the interaction of the wind turbine blades and the fluid; the
thrust force is, therefore, as follow:
π

Ft =-0.5ρC'T 〈𝑢̃𝑇 〉2d D2

(3.20)

4

C

T
where 〈ũ t 〉d is the averaged time filtered disk velocity and C'T = (1-a)²
.

We will refer to the literature for the thrust coefficient values: Burton et al. [16]
4

proposed CT =0.75 and a= 0.25, giving C'T = 3. In our work, we will be using different
values for C'T in order to compare between the cases.
3.5

Numerical Algorithm
In the present study, the numerical tool is based on the LES code originally

developed by Albertson [1] at John Hopkins University, and extensively used in various
papers, such as Calaf et al. [19], Calaf et al. [20] and Sescu and Meneveau [82]. The
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domain is represented by a box where all side faces have either inflow-outflow or
periodic boundary conditions, the top of the box has a zero gradients of velocity and
scalars, and at the bottom of the box the Monin-Obukhov similarity theory is applied.

Figure 3.1

Atmospheric Boundary Layer domain

A Cartesian uniformly-spaced grid is considered owing to the wall modeling used
at the ground modeling (the viscous dissipation is not resolved but modeled).
Lx
d
0Δx= N

x

Ly

L

y

z

, 0dΔy= N , 0dΔz= N z-1

(3.21)

In the vertical direction, a staggered grid is considered, where different variables
are stored on different locations: the vertical velocity component is shifted half a location
(grid point) up; it is principally used for incompressible flows. By applying it, we will
avoid the discretization errors due to velocity-pressure decoupling.
This is a convenient way since we are using a second order accurate finite
centered difference in the vertical direction because of non-periodic boundary conditions
in the vertical direction.
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In the horizontal directions, we use a pseudo spectral method that involves Fast
Fourier Transform (FFT); details of this method are given in Canuto et al. [21]. The
following x and y partial derivatives are applied for all variables that we will name (𝛼):
̃ i (x,y,z)
∂α
∂x

i(kxx+kyy)
= ∑'kx ∑'ky [α̃(k
i x ,ky ,z)(ikx )]e

(3.22)

i(kxx+kyy)
= ∑'kx ∑'ky [α̃(k
i x ,ky ,z)(iky )]e

(3.23)

̃ i (x,y,z)
∂α
∂y

For the vertical direction (z), since they are not homogeneous, we will use a finite
centered difference for the derivatives. We will apply it for all variables as well (𝛼):
̃𝑖
∂𝛼
∂z

(x,y,z)=

̃(x,y,z
𝛼
+
𝑖

Δz
)2

̃(x,y,z
𝛼
𝑖

Δz

Δz
)
2

(3.24)

In the pseudo spectral method, aliasing may occur because of the difference
between discrete and continuous Fourier coefficients. These errors that appear mainly in
the nonlinear convective terms (momentum and scalars) are readjusted with the zeropadding 3/2 rule as explained in Canuto et al. [21].
A precursor simulation is used in the streamwise direction in order to apply
realistic turbulent inflow conditions. In this thesis, we use the concurrent precursor
method that was first introduced by Stevens et al. [89] in the context of wind farms and
further applied it for flows around a box by Haywood and Sescu [39]. The principle of
the concurrent precursor method is to run two simultaneous simulations at the same time:
wind turbines are included in one flow domain that is called the main simulation, and the
other simulation (termed precursor) considers the free atmosphere. Variables in a section
from the precursor simulation are blended into the main simulation.
For the time advancement, an Adams-Bashforth method is used, which is an
explicit multistep method. The scheme is given as follows:
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3 ̃𝑡 1 t-Δt
At+Δt =At +Δt [ 𝑔
- g ]
2

2

(3.25)

The pressure variable is determined by solving a Poisson equation to preserve the
divergence-free condition for the velocity field.
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RESULTS AND DISCUSSION
4.1

Simulation cases
In terms of wind turbines arrangements, two main LES cases are considered: a

single wind turbine in the streamwise direction and a wind farm (consisting of 4x4
turbines). It must be mentioned that the case with a single wind turbine in the actual flow
domain is in fact an infinite row of turbines in the y-direction, while the case with 4x4
turbines represents four infinite rows of turbines because periodic boundary conditions
are used in the y-direction. For each of these 2 cases, 8 and 6 sub-cases are considered,
respectively, where 2 parameters are varied: the thrust coefficient (C’T ) that corresponds
4*b

to CT '= 1-b where b=0.16 or b=0.333 and the wind velocity (Ug ). The following tables
enumerates and summarizes all the LES cases where ST stands for “Single Turbine” and
WF for “Wind Farm.”
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Table 4.1

Table 4.2

LES cases for a single wind turbine
Cases

C’T

Ug (m/s)

ST1

0.761

6

ST2

0.761

8

ST3

0.761

10

ST4

0.761

12

ST5

1.997

6

ST6

1.997

8

ST7

1.997

10

ST8

1.997

12

LES cases for a (4x4) wind farm

Cases

C’T

Ug (m/s)

WF1

0.761

6

WF2

0.761

8

WF3

0.761

10

WF4

1.997

6

WF5

1.997

8

WF6

1.997

10

The number of grid points in the three spatial directions are Nx =128, Ny =64,
Nz =96. The grid spacing is constant from top to bottom and along the vertical direction
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because at the wall, the Monin-Obukhov similarity theory is applied as the wall model,
and no grid clustering is required. Along the horizontal directions, the spacing is constant
as well because the equations are discretized using the pseudo spectral method. The hub
height is located at Zh =100m from the ground, and the wind turbine diameter is the same
for all LES cases configuration, D=100 m. The thermal stratification for all cases
is ∆θ=θt -θs =0.4, where θs is the ground surface temperature and θt is the temperature at
the top of the atmospheric boundary layer. In the case of the wind farm, the spacing
between wind turbines is Sx =1256.6 m for the longitudinal distance and Sy =392.5 m for
the lateral distance.
4.2

Single wind turbine
The domain for the single wind turbine is a rectangular box measuring 2000m in

the streamwise, 500m in the spanwise and 400m in the vertical direction. The wind
turbine is located at 250m in the y direction and 300m in the x direction. Two values of
thrust coefficient associated with the wind turbine rotors (1.997 and 0.333) and four
values of the wind velocity (6, 8, 10 and 12 m/s) are considered. For the stable
stratification conditions considered in this study, the code was running for six physical
hours to allow the flow to fully develop.
Figures 4.1 and 4.2 represent contour plots of the instantaneous velocity through
z=100m horizontal section for a single wind turbine with thrust coefficient Ct=1.997 and
for the different velocities. These contour plots show the wake developing in the
downstream of the rotor (the blue region); the spatial extent of the wake seems to
increase with velocity, and all parts of the figure show that the wake dissipates in the
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downstream. We can also remark that for higher velocities (U=10m/s and U=12m/s),
more turbulence is visible through the wiping motion of the wake that releases the
vortices. The same idea can be deduced from the contour plots along the y direction that
are shown in Figure 4.2. We can remark that below the wind turbine location there is an
area of high velocity fluid that gets pinched back into the wake, above the wind turbines
we can remark especially for lower velocities cases (6m/s and 8m/s) the flow above the
wind turbine going into the upper atmosphere where it will experience mixing. We can
see bigger structures in the far wake for lower velocities U=6m/s and U=8m/s.
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Figure 4.1

Contour plot of the instantaneous velocity of the single wind turbine cases
with Ct=1.997 at z=100m.
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Figure 4.2

Contour plot of the instantaneous velocity of the single wind turbine cases
with Ct=1.997 at y=250m.

Figures 4.3-4.7 represent the contour plots of the time-averaged streamwise
velocity, humidity and temperature, respectively, in sections through the domain at
elevations of z=50m (below the hub), z=100m (through the hub) and z=150m (above the
hub). From these figures, we can remark the behavior of wake behind the wind turbine:
there is a velocity deficit behind the wind turbine, which persist for long distances in the
downstream. There is also a decrease in the humidity below the hub height and an
increase above, and the humidity wake seems to split into two branches further in the
downstream (about 3-4 diameters); finally, the variation in temperature is very weak.
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Figure 4.3

Contour plot of the average humidity of the single wind turbine cases with
Ct=1.997 at z=50m.
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Figure 4.4

Contour plot of the average temperature of the single wind turbine cases
with Ct=1.997 at z=50m.
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Figure 4.5

Contour plot of the average velocity of the single wind turbine cases with
Ct=1.997 at z=100m.
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Figure 4.6

Contour plot of the average humidity of the single wind turbine cases with
Ct=1.997 at z=150m.
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Figure 4.7

Contour plot of the average temperature of the single wind turbine cases
with Ct=1.997 at z=150m.

Next, Figure 4.8 shows clearly the wake developing and fading in the downstream
of the rotor; the wake is characterized by a velocity deficit and a shear layer that
generates turbulence. The dissipation of the wake at the end of the domain is not
physical, but the outcome of imposing flow conditions from the precursor simulations
using a blending region.
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Figure 4.8

Contour plot of the average velocity of the single wind turbine cases with
Ct=1.997 at y=250m.

Next, we should discuss the velocity profiles along the vertical (z) direction and
lateral (y) direction. Then, we will move the discussion to the temperature profiles along
the lateral direction, and finally, we will discuss the humidity profiles along the lateral
direction and the variation of the specific humidity along the vertical direction.
In the following cases, the same range has been used between each graph tick
values to be able to compare the results among them. This way allowed us to be able to
perform comparisons both qualitatively and quantitatively.
Velocity profiles:
The following figures represent profiles of the averaged velocity along the
vertical z- and lateral y-directions:
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Figure 4.9

Vertical profiles of U/Ug for constant Ct=0.761 for different velocities.

In red wake at 1.5D, in blue wake 2.5D and black the front of the wind turbine.

Figure 4.10

Vertical profiles of U/Ug for constant Ct=1.997 for different velocities.

In red wake at 1.5D, in blue wake 2.5D and black the front of the wind turbine.
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Figure 4.11

Lateral profiles of U/Ug for constant Ct=0.761 for different velocities.

Thin line: upstream, bold line: at 1.5D in the wake. In red at hub height 100m.
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Figure 4.12

Lateral profiles of U/Ug for constant Ct=1.997 for different velocities.

Thin line: upstream, bold line: at 1.5D in the wake. In red at hub height 100m.

As the wind turbine blades are spinning, a portion of the momentum and energy
from the surrounding flow is transferred to the wake. As the thrust coefficient is
increased, a high quantity of momentum and energy is transferred to the blades. This
observation can be seen in Figures 4.9 and 4.10 above where the increase of the thrust
coefficient shows the decrease of the velocity due to the transfer of the large quantity of
kinetic energy. Secondly, as we go down stream, the wake velocity starts to return to the
upfront velocity values, and this is due to the wake dissipating into the atmosphere. The
shape of the curve is kept the same for all the velocities used, but as we increase the
velocity (example case U=10m/s or U=12m/s) we can see that the acceleration below the
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hub is reduced. However, this acceleration area is present both above and below the hub,
but it is more visible below due to the presence of the solid ground.
In Figures 4.11 and 4.12, time-averaged velocity distribution is plotted along the
lateral y-direction at 1.5 diameters from the hub, including the profile upstream of the
hub (at one diameter upstream). Along the lateral direction, we will focus mainly on the
wake curves (bold line) since the change happens in the wake mostly. One can notice that
for higher velocities (U=10m/s and U=12m/s) the velocity in the wake increases. We can
see that an increase of the thrust coefficient decreases considerably the velocity in the y
direction. Along the lateral direction, we can notice the area of acceleration across the
wind turbine. The velocity of the flow decreases from case to case at the hub height due
to the extraction of momentum from the surrounding flow. These observations are
complementary with the ones found in the profiles along the vertical direction (z
altitude).
4.3

Temperature profiles:
The following figures represent the temperature profiles along the lateral

direction:
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Figure 4.13

Lateral profiles of the temperature for constant Ct=0.761 for different
velocities.

Thin line: upstream, bold line: wake at 1.5D. In red at hub height z=100m, in blue above
the hub height z=150m and black below the hub height z=50m.
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Figure 4.14

Lateral profiles of temperature for constant Ct=1.997 for different
velocities.

Thin line: upstream, bold line: wake at 1.5D. In red at hub height z=100m, in blue above
the hub height z=150m and black below the hub height z=50m.

As shown in Figures 4.13 and 4.14, a variation of the temperature is mainly
present below the hub and above it, and this change in the potential temperature is very
small between downstream and upstream. We can also add that the potential temperature
below the hub decreases in the wake. These almost steady curves can be explained by the
stratification being a constant. The velocity of a cool fluid is higher than a hot fluid, a
high level of mixing occurs with the increase in the velocity. By increasing of the thrust
coefficient, the variation of temperature between the wake and the upstream value is
higher.
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4.4

Humidity profiles:
The following profiles represent the specific humidity along the y- and z-direction,

where the percentage of the specific humidity change for the vertical direction is reported.

Figure 4.15

Lateral profiles of humidity for constant Ct=0.761 for different velocities.

Thin line: upstream, bold line: wake at 1.5D. In red at hub height z=100m, in blue above
the hub height z=150m and black below the hub height z=50m.
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Figure 4.16

Lateral profiles of humidity direction for constant Ct=1.997 for different
velocities.

Thin line: upstream, bold line: wake at 1.5D. In red at hub height z=100m, in blue above
the hub height z=150m and black below the hub height z=50m.

From the previous figures, the variation of the humidity along the lateral direction
is calculated, and the values are listed in the next table.
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Table 4.3

Variation of the specific humidity for all single wind turbine cases.

CASES
SINGLE WIND
TURBINE

BELOW

ABOVE

ST1
ST2
ST3
ST4
ST5
ST6
ST7
ST8

-1.43 %
-1.33%
-0.37%
-0.28%
-0.81%
-0.749%
-0.57%
-0.48%

+0.85%
+0.50%
+0.11%
+0.19%
+0.405%
+0.308%
+0.271%
+0.253%

Figure 4.17

VARIATION OF SPECIFIC HUMIDITY %

Vertical profiles of the variation of the specific humidity for constant
Ct=0.761 for different velocities.

In red: wake at 1.5D and blue: wake at 2.5D.
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Figure 4.18

Vertical profiles of the variation of the specific humidity for constant
Ct=1.997 for different velocities. In red: wake at 1.5D and blue: wake at
2.5D.

For the humidity profiles plotted in Figures 4.17 and 4.18, we can remark that the
effect of the wind turbine wake on the humidity is almost the same in both streamwise
locations (the largest humidity change was found to occur at 1.5 diameters from the hub).
Below the hub height, the variation is felt more than above because of the ground effect.
As we compare the variation of the specific humidity according to the different
velocities, we can see that for velocities of 10 m/s and above there is a smaller variation in
the specific humidity close to the ground, which can be explained if we go back to the
definition of the specific humidity; as the velocity increases, the temperature decreases;
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therefore, colder air cannot hold more water. The same pattern can be seen above the hub
at 150m from the ground: higher velocities provide low variation of the specific humidity.
The thrust coefficient affects principally the wind velocity which only confirms the pattern
for the variation of the specific humidity. The wind turbine acts as an inflection point that
modifies the behavior between the above and below the hub.
4.5

Wind farm
After discussing the case of a single turbine in the previous section, we will move

to the case of a wind farm (4x4). The domain extents in the streamwise, span wise and
vertical direction are: 2000π m, 500π m and 400 m. The first wind turbine of the first row
is located at x=600m and y=180m with respect to the inflow boundary and the lateral
boundary, respectively. Two values of thrust coefficient associated with the wind turbine
rotors (1.997 and 0.333) and three values of the wind velocity (6, 8 and 10 m/s) are
considered.
The three following contour plots figures show contour plots of the instantaneous
and average streamwise velocity, specific humidity and potential temperature in sections
through the domain at z=50m (below the hub), z=100m (through the hub) and z=150m
(above the hub).
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Figure 4.19

Contour plot of the instantaneous velocity of the wind farm cases with
Ct=1.997 at z=100m.

Figure 4.20

Contour plot of the instantaneous velocity of the wind farm cases with
Ct=1.997 at y=180m.
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Figure 4.21

Contour plot of the average humidity of the wind farm cases with Ct=1.997
at z=50m.
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Figure 4.22

Contour plot of the average temperature of the wind farm cases with
Ct=1.997 at z=50m.
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Figure 4.23

Contour plot of the average velocity of the wind farm cases with Ct=1.997
at z=100m.
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Figure 4.24

Contour plot of the average humidity of the wind farm cases with Ct=1.997
at z=150m.
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Figure 4.25

Contour plot of the average temperature of the wind farm cases with
Ct=1.997 at z=150m.

Figure 4.26

Contour plot of the average velocity of the wind farm cases with Ct=1.997
at y=180m.

In the instantaneous contour plots of the velocity shown in Figures 4.19 and 4.20,
one can notice the turbulence wakes shedding from the wind turbines and how each wake
interacts with the wake generated by the upstream wind turbine. We can remark from the
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set of contour plots following the instantaneous snapshots the deficit of the flow velocity
in the wake, and how it can affect the next wind turbine located upstream in the same
direction. We can also notice the wakes shedding from the wind turbines and how the
wake of first turbines is transferred into the following one located downstream, which can
have an accumulating effect. From these contours - especially the velocity contour plot
along the y direction - we can observe that the flow behind the wind turbine disk is
pinched back in front of the next wind turbine. Below the wind turbine around 50m from
the ground, we can remark clearly the flow being pushed back in front of the next wind
turbine due to the proximity to the solid ground. Above the wind turbine around 150m, it
is not as visible because the flow can go to the upper atmosphere and experience mixing.
4.6

Velocity profiles:

The following figures represent the velocity along the vertical and lateral direction:
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Figure 4.27

Vertical profile of the average velocity along z for Ct=0.761 with different
velocities.

Black: upstream, blue: wake 1st turbine, red: wake 2nd turbine, magenta: wake 3rd turbine,
green: wake 4th turbine.
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Figure 4.28

Vertical profiles of U/Ug for Ct=1.997 with different velocities.

Black: upstream, blue: wake 1st turbine, red: wake 2nd turbine, magenta: wake 3rd turbine,
green: wake 4th turbine.
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Figure 4.29

Lateral profiles of U/Ug for Ct=0.761 for U=6m/s.

Thin line: upstream, bold line: wake at 1.5D. In red at hub height z=100m.
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Figure 4.30

Lateral profiles of U/Ug for Ct=0.761 for U=8m/s.

Thin line: upstream, bold line: wake at 1.5D. In red at hub height z=100m.
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Figure 4.31

Lateral profiles of U/Ug for Ct=0.761 for U=10m/s.

Thin line: upstream, bold line: wake at 1.5D. In red at hub height z=100m.
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Figure 4.32

Lateral profiles of U/Ug for Ct=1.997 for U=6m/s.

Thin line: upstream, bold line: wake at 1.5D In red at hub height z=100m.

62

Figure 4.33

Lateral profiles of U/Ug for Ct=1.997 for U=8m/s.

Thin line: upstream, bold line: wake at 1.5D. In red at hub height z=100m.
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Figure 4.34

Lateral profiles of U/Ug for Ct=1.997 for U=10m/s.

Thin line: upstream, bold line: wake at 1.5D. In red at hub height z=100m.

The velocity profiles along the vertical and lateral direction show how the wakes,
different velocities and different thrust coefficients modify the behavior of the flow.
From Figures 4.27 and 4.28, we can see that for U=6m/s the wake is spreading more than
the two other velocities as the shape of the curve is taller (especially for Ct=1.997). As
discussed in the single wind turbine section, the acceleration below the hub is clearly
visible with the highest thrust coefficient. We can remark from the figures of the profiles
along the lateral direction that at hub height there is a significant deceleration of velocity
in the wakes of the turbines. We can also notice from the lateral profiles, a region of
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acceleration between wind turbines that increases as we go downstream and as we
increase the velocity.
4.7

Temperature profiles:

The following figures represent the potential temperature along the lateral direction:

Figure 4.35

Lateral profiles of the temperature for Ct=0.671 for U=6m/s.

Thin line: upstream, bold line: wake at 1.5D. In red at hub height z=100m, in blue above
the hub height z=150m and black below the hub height z=50m.
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Figure 4.36

Lateral profiles of the temperature for Ct=0.671 for U=8m/s.

Thin line: upstream, bold line: wake at 1.5D. In red at hub height z=100m, in blue above
the hub height z=150m and black below the hub height z=50m.
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Figure 4.37

Lateral profiles of the temperature for Ct=0.671 for U=10m/s.

Thin line: upstream, bold line: wake at 1.5D. In red at hub height z=100m, in blue above
the hub height z=150m and black below the hub height z=50m.
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Figure 4.38

Lateral profiles of the temperature for Ct=1.997 for U=6m/s.

Thin line: upstream, bold line: wake at 1.5D. In red at hub height z=100m, in blue above
the hub height z=150m and black below the hub height z=50m.
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Figure 4.39

Lateral profiles of the temperature for Ct=1.997 for U=8m/s.

Thin line: upstream, bold line: wake at 1.5D. In red at hub height z=100m, in blue above
the hub height z=150m and black below the hub height z=50m.
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Figure 4.40

Lateral profiles of the temperature for Ct=1.997 for U=10m/s.

Thin line: upstream, bold line: wake at 1.5D. In red at hub height z=100m, in blue above
the hub height z=150m and black below the hub height z=50m.

We can remark from the figures above that the temperature at the hub height has a
very small variation due to the wake. However, a higher variation of the potential
temperature between the upstream and downstream regions can be visible below and
above the hub height. The heat is carried with the flow and a mixing between hot (from
the previous wake) and cold fluid (from the pinched flow) happens. The curves are
squeezed together as we increase the velocity. The variations decrease as we increase the
velocity and the variation between the downstream and upstream region increases as we
go downstream for each individual case. It gets hotter above the hub height. We can also
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remark an overall heating of the wakes and in the vicinity of the wind turbines since the
flow from the previous wind turbine is transferred into the next one.
4.8

Humidity profiles:

Figure 4.41

Lateral profiles of the humidity for Ct=0.671 for U=6m/s.

Thin line: upstream, bold line: wake at 1.5D. In red at hub height z=100m, in blue above
the hub height z=150m and black below the hub height z=50m.

71

Figure 4.42

Lateral profiles of the humidity for Ct=0.671 for U=8m/s.

Thin line: upstream, bold line: wake at 1.5D. In red at hub height z=100m, in blue above
the hub height z=150m and black below the hub height z=50m.
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Figure 4.43

Lateral profiles of the humidity for Ct=0.671 for U=10m/s.

Thin line: upstream, bold line: wake at 1.5D. In red at hub height z=100m, in blue above
the hub height z=150m and black below the hub height z=50m.
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Figure 4.44

Lateral profiles of the humidity for Ct=1.997 for U=6m/s.

Thin line: upstream, bold line: wake at 1.5D. In red at hub height z=100m, in blue above
the hub height z=150m and black below the hub height z=50m.
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Figure 4.45

Lateral profiles of the humidity for Ct=1.997 for U=8m/s.

Thin line: upstream, bold line: wake at 1.5D. In red at hub height z=100m, in blue above
the hub height z=150m and black below the hub height z=50m.
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Figure 4.46

Lateral profiles of the humidity for Ct=1.997 for U=10m/s.

Thin line: upstream, bold line: wake at 1.5D. In red at hub height z=100m, in blue above
the hub height z=150m and black below the hub height z=50m.
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Table 4.4
CASES
WIND
FARM

Variation of the specific humidity for all wind farm cases.
VARIATION OF SPECIFIC HUMIDITY
WT 1

WT 2

WT 3

WT 4

B

A

B

A

B

A

B

A

WF1

-1.45%

+1.525%

-1.29%

+0.958%

-1.61%

+1.21%

-1.53%

+1.052%

WF2

-0.75%

+0.49%

-0.56%

+1.027%

-0.56%

+0.587%

-0.65%

+0.49%

WF3

-0.67%

+0.344%

-0.623%

+0.40%

-0.62%

+0.394%

-0.56%

+0.296%

-1.75%

+1.427%

WF4

-0.90%

+0.515%

-1.04%

+1.36%

WF5

-0.88%

+0.813%

-1%

+0.90%

-1.18%

+0.692%

-1.20%

+0.751%

WF6

-0.77%

+0.59%

+0.74%

-0.76%

+1.26%

-0.90%

+0.653%

Figure 4.47

-0.69%

-2.07%

+1.025%

Vertical profiles of the variation of the specific humidity for constant
Ct=0.761 for different velocities.

In red: 1st wake, blue: 2nd wake, black: 3rd wake and magenta: 4th wake.
77

Figure 4.48

Vertical profiles of the variation of the specific humidity for constant
Ct=1.997 for different velocities.

In red: 1st wake, blue: 2nd wake, black: 3rd wake and magenta: 4th wake.

For the humidity profile, we will calculate the variation of the specific humidity
below and above the wind turbine, since at the hub height we can remark that the
variation between the upstream and downstream region is very small and can be
negligible. The hub location acts as an inflection point where the behavior below the
wind turbine is opposite from above. From figures of the humidity along the lateral
direction, we can see that it is less humid as we go downstream in the single wind turbine
case. Since the amount of water is not modified, the heated flow from the previous wind
turbine is injected in the following one. We can remark from Table 4.4 that as the
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velocity increases, the variation of the specific humidity decreases. Below the wind
turbine, we can remark that the negative variation decreases as we increase the velocity;
the same pattern can be seen above the wind turbine. Along the streamwise direction, we
can remark that the specific change is roughly the same for all the successive wind
turbines, meaning that the position of the wind turbine does not affect the humidity. The
same pattern has been deduced from the case of the single wind turbine.
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CONCLUSION
A large eddy simulation (LES) investigation has been performed in this thesis to
determine the effect of individual wind turbines or wind farms on the specific humidity in
the atmospheric boundary layer. To parameterize the wind turbine, the actuator disk
model was employed due to grid and computational cost requirements. The numerical
tool was a pseudo-spectral incompressible LES algorithm with Adams-Bashforth timematching integration. The pressure was determined by solving the Poisson equation.
Monin-Obhukov similarity theory was used to quantify the momentum, humidity and
heat flux at the wall within a wall-modelling framework. The SGS were modeled using a
Lagrangian scale-dependent model for scalars. In order to apply realistic turbulence at the
inflow, a concurrent precursor simulation method was employed.
Two simulation cases have been studied here: a single wind turbine and a wind
farm (4x4 turbines) with different velocities and different thrust coefficients. The
simulation results - consisting of contour plots and profiles along the lateral and vertical
direction of the instantaneous, time-averaged velocity, specific humidity and potential
temperature - showed that the wind turbine slows down, heats the flow and modify the
specific humidity distribution with an increase above and a decrease below the wind
turbine. Namely, the specific humidity variation is concentrated below and above the hub
height of the wind turbines (it remains approximately the same at the hub height) due to
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the behavior the flow around the wind turbine. The thrust coefficient has an impact on the
velocity, potential temperature and specific humidity: a higher Ct has more effects on the
flow than a lower one because it poses more of an obstacle to the flow. The same pattern
can be seen in the single wind turbine or wind farm.
A future work will focus on implementing the actuator disk model with rotation to
increase the accuracy associated with the effect that a wind turbine wake can have on the
atmospheric boundary layer. In addition, the work will focus on finding the optimal
positioning of wind turbines in large wind farms in order to increase their efficiency and
benefit the agricultural crops located near them.
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