We consider Backward Stochastic Di erential Equations with convex constraints on the gains (or intensity-of-noise) process. Existence and uniqueness of a minimal solution are established in the case of a drift coe cient which is Lipschitz-continuous in the state-and gains-processes, and convex in the gains-process. It is also shown that the minimal solution can be characterized as the unique solution of a functional stochastic control-type equation. This representation is related to the penalization method for constructing solutions of stochastic di erential equations, involves change of measure techniques, and employs notions and results from convex analysis, such as the support function of the convex set of constraints and its various properties.
Introduction
The standard theory for Stochastic Di erential Equations (SDE) of the type dX(t) = ?f(t; X(t))dt + 0 (t; X(t))dB(t); 0 t T (1.1) with initial condition X(0) = x 2 R, driven by the d-dimensional Brownian motion B( ), was developed by Itô (1942 Itô ( , 1946 Itô ( , 1951 . It asserts that the equation (1.1) has a pathwise-unique solution X( ), a measurable process on the given probability space ( ; F; P) that satis es E sup 0 t T jX(t)j 2 ] < 1 (1.2) and is adapted to the ltration F generated by the driving Brownian motion B( ), provided that the drift f : 0; T] R ! R and dispersion : 0; T] R ! R d coe cients satisfy appropriate Lipschitz and growth conditions; see, for instance, Karatzas & Shreve (1991) , section 5.2.
In a very interesting paper, Pardoux & Peng (1990) developed recently a similar theory for equations analogous to (1.1), but in which one speci es a terminal rather than initial condition. More precisely, with f( ; ) and ( ; ) as above and with a square-integrable and F(T)?measurabe random variable, they showed that there exists a unique pair of F?adapted processes (X( ); Y ( )) that satisfy (1. In other words, one tries to \steer" the state-process X : 0; T] ! R to the speci ed terminal condition X(T) = at time t = T, while keeping it adapted to the ltration F generated by the driving Brownian motion B( ). The abilility to accomplish this depends crucially on the freedom to choose the \gains", or intensity-of-noise, process Y : 0; T] ! R d , again in a non-anticipative manner. Indeed, one could try to solve the SDE (1.1) using a time-reversal, that is, for the processX(s) := X(T ? s); 0 s T starting with the conditionX(0) = X(T) = ; but the resulting state-process X( ) would then be adapted to and is the minimal solution of (1.6) with these properties (meaning that for any other such triple (X( );Ỹ ( );K( )) that satis es the system (1.2), (1.3), (1.5)-(1.7) we have X( ) X ( ), a.s.). The Constrained Backwards Stochastic Di erential Equation (CBSDE) of (1.6), (1.7) is the focus of this paper. In order to simplify things and help focus attention on the constraint (1.7), we have taken 0 throughout. Using notions, tools and results from convex analysis, and ideas from our earlier papers Cvitani c & Karatzas (1992 Karatzas ( , 1993 ) that dealt with constrained optimization and hedging problems in the special context of mathematical nance, we discuss rst the case of Constrained Backwards Stochastic Equations (CBSE), that is, with 0 and f( ; ) replaced by an F?adapted process g( ) in (1.6) (section 2).
Next, we develop in section 3 the solvability and properties of the \penalized" version X n (t) = + Z T t f(s; X(s))ds ?
Z T t Y n (s) 0 dB(s) + C n (T ) ? C n (t); 0 t T (1.8) of (1.6) with 0 and C n (t) := n Z T t (Y n (s))ds; (y) := dist(y; K); again with the help of tools from convex analysis. We put then together the theory of section 2 and the properties of the penalization scheme (1.8), to study the CBSDE (1.6) in the case of general Lipschitz-continuous drift function f(t; !; ) via martingale and stochasticcontrol methods. A crucial element of our approach, developed in section 4, is the functional stochastic-control-type equation
; 0 t T; (1.9) 3 which seems to be encountered and studied in this paper for the rst time. Here (z) = sup y2K (z 0 y) is the support function of the set K of (1.7), D is the class of bounded, F?adapted processes ( ) with values in the e ective domainK := fx 2 R d = (x) < 1g of ( ), and E denotes expectation with respect to the auxiliary probability measure P (A) := E expf
; A 2 F(T) for every \adjoint variable" process ( ) in D. We show in section 4 that the equation (1.9) admits a unique solution X ( ) with the property (1.2); this process is dominated by the state-process of any solution to the constrained BSDE of (1.6), (1.7) leading, as we demonstrate, to the minimal solution of this equation. In sections 5 and 6 we show how to extend those results to the case of a drift coe cient f(t; x; y) which depends also on the current value Y (t) = y of the gains process, but in a convex fashion, and to the case of a re ecting lower-barrier for the state-process X( ); each of these cases necessitates the introduction of an additional \adjoint variable" (a process ( ), or a stopping time , respectively). In subsequent work we expect to be able to extend the methodology of this paper, to cover the case of general dispersion (t; x) and drift f(t; x; y) coe cients. Related existence results are obtained by Buckdahn & Hu (1997) for the special, onedimensional case (d = 1), but in a more general context of BSDEs with a lower-barrier process, driven by both a Brownian motion and a Poisson random measure. These authors do not use a stochastic control approach, or representations of the type (1.9).
Backwards Stochastic Di erential Equations were apparently rst studied in the context of the stochastic version of Pontryagin's \maximum principle" for the optimal control of di usions (see Saksonov (1989) , Arkin & Saksonov (1979) , Peng (1990 Peng ( , 1993 , Elliott (1990) ; as well as Haussmann (1986) , Bensoussan (1981) , Bismut (1978) , and the references therein, for earlier work). They also arose in the context of \recursive utility" for mathematical economics, in the work of Du e & Epstein (1992). Since their formal and systematic study by Pardoux & Peng (1990) Buckdahn & Hu (1996 
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In the interest of readability and completeness, we recall here the main results from CK'93] related to this problem, modi ed and adapted to our framework. First, we notice that for any solution to the BSE of (2.6), we have is Brownian motion under the probability measure P of (2.4).
Proposition 2.1 For any triple (X( ); Y ( ); C( )) that solves the constrained BSE of Problem 2.1, the process
is a P ?supermartingale with RCLL paths. Proof: It is easily seen from (2.6) and (2.10) that
for all 0 t T. The stochastic integral on the right-hand side is a P ?martingale, since
we are using here the boundedness of the process ( ), the assumption Y ( ) 2 H 2 d , and the Cauchy-Schwarz inequality. Here and in the sequel, E denotes the expectation operator under the probability measure P of (2.4). The statement of the proposition follows then from (2.12), after noting that C( ) Let us show that the two assumptions are indeed equivalent: If (X( );Ỹ ( );C( )) is a solution of Problem 2.1, then we can take :=X(0) + R T 0Ỹ 0 (u)dB(u) and obtain the inequality (2.14) from (2.6) with t = 0: Conversely, given as in the inequality (2.14), We state now a result which is analogous to Proposition 6.3 of CK'93], and has a similar proof (sketched in the Appendix). Proposition 2.3 The processX( ) of (2.13) can be considered in its RCLL modi cation; then, the processX(t) + R t 0 g(u) ? ( (u) 
The process on the right-hand side is a martingale in the space S 2 1 , by Doob's maximal inequality. On the other hand, (2.13) and Assumption 2.1 implŷ
The process on the right-hand side is also in S 2 1 , and we are done. Let Q := sup 0 t T jQ(t)j, q(t) := E Q jF(t)]. Moreover, for every k 2 N, let k := infft 2 0; T)=Ĉ(t) kg^T. These are F?stopping times, and we have k " T as k ! 1, In order to prove this result, we need a property of the support function ( ) in (2.1). almost surely. Thus we obtain the a.s. equality of (3.6), rst for xed t 2 0; T], and then for all 0 t T simultaneously, from the continuity of its left-hand-side X n ( ) and the right-continuity of its right-hand-side (recall (3.5) and Proposition 2.3, respectively). 2
We now embark on the problem of nding and characterizing the limit of the sequence fX n ( )g n2N . The standard comparison theorem for BSDEs (see EPQ], p. 23) implies that X n (t) X n+1 (t); 0 t T (3.9) holds almost surely for all n 2 N, since n ( ) (n + 1) ( We conclude from (3.9) and Lemma 3.2 that the limit X (t) := lim n!1 X n (t); 0 t T (3.10) exists almost surely. In the next section we prove that the limit-process X ( ) leads to the minimal solution of the constrained BSDE of Problem 3.1.
4 Constrained BSDE and a stochastic equation
We shall impose throughout this section the Assumption 3.1, and establish with its help the following main result. We want to show that the last term on the right-hand side of (4.5) tends to zero, as n ! 1. First, recall that M n ( ) of (4.4) is an (F; P n )?supermartingale, and integrate by parts to obtain
: (4.6) Suppose now that 0; since M n ( ) is nonnegative, the right-hand side of (4.6) is bounded from above by e t M n (t), which converges to zero as n ! 1. If, on the other hand, > 0, then we have In conjunction with (4.6), and letting n tend to in nity, we conclude that almost surely. The reverse inequality follows as in the previous section ( rst part in the proof of Proposition 3.1), after noting that the triple (e tX (t); R t 0 e u dĈ(u); e tŶ (t)) solves the BSDE (3.3), with the terminal condition replaced by e T , with f(t;X(t))) replaced by e t G(t), and with the constraintŶ (t) 2 K replaced by e tŶ (t) 2 e t K, 0 t T.
We conclude that the representation (4.2) holds almost surely, rst for t 2 0; T] xed, and then for all 0 t T simultaneously, thanks to the RCLL regularity of both sides in (4.2) (recall Proposition (2.3)).
Proof of Theorem 4.1: Existence: We have to show that the process X ( ) of (3.10) solves the stochastic equation .2), and observe that the function x 7 ! F(s; x) = ? x + e s f(s; e ? s x) of (4.7) is then nonincreasing. Using Proposition 4.1, we obtain e tX (t) e t X (t) = ess sup We shall refer to this modi ed problem as Problem 3.1 0 . We shall be able to study the modi ed problem with minimal extra e ort, but under the following assumption. Following EPQ], we introduce the dual functionf(t; !; x; ) of the convex function f(t; !; x; ) byf (t; !; x; ) := sup As in EPQ], one can show that each (t; !; x)?section ofÕ, denoted asÕ t;!;x , is included in a bounded setR in R d , independent of (t; !; x). Moreover, we have the following result.
Lemma 5.1 For any given (t; !) 2 0; T] , the setÕ t;!;x does not depend on x.
Proof: Let 2Õ t;!;x for some (t; !; x) 2 0; T] R. Let x 0 2 R be arbitrary. There exists a sequence fy n g n2N 2 R d attaining the (possibly in nite) supremum in the de nition off(t; !; x 0 ; ). We havẽ f(t; !; x 0 ; ) ?f(t; !; x; ) lim n on its state-process, in addition to (2.6) and (2.7). Similarly, consider the analogue of Problem 3.1 where, along with (3.3) and (3.4), we impose the lower-bound (6.1) on the state-process.
In both these so-modi ed problems, denoted henceforth as Problem 2.1 00 and Problem 3.1 00 , respectively, we treat L( ) as a lower-barrier that the state-process X( ) is not allowed to cross on its way to the terminal condition X(T) = L(T). As before, we seek a minimal solution to each of these problems (assuming, of course, that at least one solution exists).
For the unconstrained case K = R d , these problems were discussed thoroughly by EKPPQ]. In our setting, it is not hard to modify the theory developed in sections 2-4 in order to take into account the imposition of the lower bound (6.1). For instance, the minimal solution to Problem 2.1 00 is given aŝ X(t) = ess sup Notice here the need to introduce a double optimization problem, of mixed stochastic control/stopping type, in order to represent this minimal solution. The maximization over control processes ( ) ensures that the constraint (2.7) on the gains-process is observed; whereas the optimization over stopping times guarantees that the state-process X( ) satises the constraint (6.1). In other words, ( ) and play the roles of \dual (adjoint) variables" that enforce the constraints (2.7) and (6.1), respectively.
By analogy with Theorem 4.1 and its Corollary, there is now a unique process X ( ) in the space S for 0 t T, and this X ( ) is the state-process of the minimal solution to Problem 3.1 00 . As in section 3, it is constructed through a penalization scheme which now takes a more complicated form due to the presence of the \re ecting lower-barrier", namely: for 0 t T. This supremum is attained by the pair ( ; ) = ( n ( ); n ( )), where n ( ) satis es (Y n ( ))+Y 0 n ( ) n ( )+ ( n ( )) = 0 a.e. on 0; T] as in the proof of Proposition (3.1), and n (t) := inffu 2 t; T) = X n (u) = L(u)g^T;
One can also show that the limit-process X (t) := lim " X n (t), 0 t T is the minimal solution of Problem 3.1 00 .
The details of these derivations are more-or-less straightforward, with the possible exception of the proof of the change-of-variable formula e tX (t) = ess sup 2D 2S t;T E 1 f =T g + L( )1 f <Tg + Z t e u g(u) ? X (u) ? ( (u))]du F(t) ; (4:2) 00 valid for every 2 R, for the processX( ) of (2.13) 00 (analogue of Proposition (4.1)). This formula plays again a crucial role in establishing the existence and uniqueness of solution to the stochastic functional equation (4.1) 00 . We shall leave these details to the care of the diligent reader. The equality of these two decompositions leads to the identities of (2.19) and (2.20), whereas (2.21) follows from the P o -decomposition ofQ( ).
Consider now the product set F := f(t; !)= ( (t; !) < 0 (t; !)Ŷ (t; !)g, and suppose that, for some process ( ) in D, we have ( P)( 
