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the scope of automated driving, for great workshops including fruitful discus-
sions and for also making this thesis possible. My work was founded in part by
Volkswagen AG.
I also wish to thank all my colleagues of the AI Group, i.e., Applied Computer
Science and Stochastic Group, for an awesome time. In particular, I thank my
seat neighbors, Robin Chan and Pascal Colling, for proofreading this thesis.





Parts of this thesis have already been published in the following works:
• K. Maag, M. Rottmann, and H. Gottschalk, Time-dynamic esti-
mates of the reliability of deep semantic segmentation networks, IEEE Inter-
national Conference on Tools with Artificial Intelligence (ICTAI), (2020),
pp. 502–509. c© 2020 IEEE
• K. Maag, M. Rottmann, S. Varghese, F. Hüger, P. Schlicht,
and H. Gottschalk, Improving video instance segmentation by light-
weight temporal uncertainty estimates, IEEE International Joint Conference
on Neural Networks (IJCNN), (2021). c© 2021 IEEE
Parts of these publications are incorporated in Chapters 2, 3 and 4.
• K. Maag, False negative reduction in video instance segmentation using un-
certainty estimates, IEEE International Conference on Tools with Artificial
Intelligence (ICTAI), (2021). c© 2021 IEEE








2 Review of Basic Material and Related Work 5
2.1 Neural Networks . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2.1.1 Feed Forward Neural Networks . . . . . . . . . . . . . . . 6
2.1.2 Convolutional Neural Networks . . . . . . . . . . . . . . . 16
2.1.3 Semantic Segmentation . . . . . . . . . . . . . . . . . . . . 21
2.1.4 Instance Segmentation . . . . . . . . . . . . . . . . . . . . 23
2.1.5 Depth Estimation . . . . . . . . . . . . . . . . . . . . . . . 26
2.1.6 Evaluation Metrics . . . . . . . . . . . . . . . . . . . . . . 28
2.2 Uncertainty Quantification . . . . . . . . . . . . . . . . . . . . . . 31
2.3 Object Tracking . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
2.3.1 Related Work . . . . . . . . . . . . . . . . . . . . . . . . . 35
V
CONTENTS
2.3.2 Evaluation Methods . . . . . . . . . . . . . . . . . . . . . 36
2.4 Classification and Regression Methods for the Prediction of the IoU 39
2.4.1 Linear Regression . . . . . . . . . . . . . . . . . . . . . . . 40
2.4.2 Gradient Boosting . . . . . . . . . . . . . . . . . . . . . . 40
2.4.3 Shallow Neural Networks . . . . . . . . . . . . . . . . . . . 42
2.4.4 Performance Measures . . . . . . . . . . . . . . . . . . . . 42
2.5 Datasets . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
3 Time-Dynamic Estimates of the Reliability of Deep Semantic Seg-
mentation Networks 45
3.1 Related Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
3.2 Method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
3.2.1 Tracking Segments over Time . . . . . . . . . . . . . . . . 48
3.2.2 Segment-wise Metrics and Time Series . . . . . . . . . . . 51
3.2.3 Prediction of the IoU from Time Series . . . . . . . . . . . 53
3.3 Numerical Results . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
3.3.1 VIPER Dataset . . . . . . . . . . . . . . . . . . . . . . . . 56
3.3.2 KITTI Dataset . . . . . . . . . . . . . . . . . . . . . . . . 61
3.4 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
4 Improving Video Instance Segmentation by Light-weight Temporal
Uncertainty Estimates 69
4.1 Related Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
4.2 Method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
4.2.1 Tracking Method for Instances . . . . . . . . . . . . . . . . 73
4.2.2 Temporal Instance-wise Metrics . . . . . . . . . . . . . . . 74
4.2.3 IoU Prediction . . . . . . . . . . . . . . . . . . . . . . . . 77
4.3 Numerical Results . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
4.3.1 Evaluation of our Tracking Algorithm . . . . . . . . . . . . 78
4.3.2 Meta Classification and Regression . . . . . . . . . . . . . 80
VI
CONTENTS
4.3.3 Advanced Score Values . . . . . . . . . . . . . . . . . . . . 86
4.4 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
5 False Negative Reduction in Video Instance Segmentation using
Uncertainty Estimates 91
5.1 Related Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
5.2 Method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
5.2.1 Detection Algorithm . . . . . . . . . . . . . . . . . . . . . 95
5.2.2 Metrics . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
5.2.3 Meta Classification . . . . . . . . . . . . . . . . . . . . . . 100
5.3 Numerical Results . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
5.3.1 Meta Classification . . . . . . . . . . . . . . . . . . . . . . 103
5.3.2 Evaluation of the Detection Method . . . . . . . . . . . . . 105
5.4 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
6 Conclusions & Outlook 113
List of Figures 117
List of Tables 120
List of Algorithms 122






In recent years, neural networks have demonstrated outstanding performance
in computer vision tasks like image classification [154, 156], object detection
[129, 130], semantic segmentation [25, 141], instance segmentation [13, 59], face
recognition [26, 27] and depth estimation [142, 165]. In 2012, the approach of Alex
Krizhevsky et al. [83] achieved such impressive results in the ImageNet Large-
Scale Visual Recognition Challenge (ILSVRC-2012) for image classification that
consequently research on neural networks was further intensified. Their deep con-
volutional neural network won the competition with a test error rate of 15.3%
compared to 26.2% obtained by the second-best method. The application areas
of computer vision tasks are diverse, such as in sports performance analysis [114],
agriculture [153] as well as in safety critical ones like medical diagnosis [77] and
automated driving [24]. Over the last years, more and more technical assistance
systems have been developed which customer can choose to install in their vehi-
cles. These systems include for example traffic sign recognition, adaptive cruise
control and lane keeping assistance. In automated driving, the human driver be-
comes less necessary and the vehicle is guided by the system. To this end, infor-
mation of the environment is extracted from different sensors like camera, radar or
LiDAR. Computer vision tasks like object detection, semantic segmentation and
instance segmentation are usually applied to monocular images, but several cam-
eras are attached to the vehicle to increase the field of vision. These tasks serve as
important tools for scene understanding. State-of-the-art approaches are mostly
based on convolutional neural networks. However, neural networks as statistical
models produce probabilistic predictions, which are therefore prone to error with
a certain probability. A well-known failure in the perception of an automated
vehicle is the Uber accident from 2018 [115]. A 49-year-old pedestrian crossing
the street was not detected by the system and thus, struck by the ego car. The
different sensors identified this pedestrian a few seconds before the accident as car,
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bicycle or other, i.e., something that has been detected but does not belong to any
predefined class. As a result of these class changes, the path of the person could
not be clearly determined and the speed was incorrectly estimated as the person
was predicted to be a vehicle. The accident occurred due to the failed perception.
This example demonstrates the importance of understanding and minimizing the
errors of neural networks. For this reason, the reliability of neural networks in
terms of prediction quality estimation [33, 136] and uncertainty quantification
[44] is of highest interest, in particular in safety critical applications like medical
diagnosis [120, 169] and automated driving [70, 87]. Furthermore, two different
errors arise when using object detection methods, namely false positive and false
negative object predictions, respectively. False positives are objects predicted by
the neural network which do not appear in the image, and false negatives are
objects which are overlooked by the network and thus, not detected.
In this thesis, we propose methods for prediction quality rating and performance
improvement in terms of accuracy by using time-dynamic uncertainty estimates.
In particular, we present a false positive detection method and a reduction ap-
proach minimizing non-detected objects of a neural network. We consider the
problems of semantic segmentation, i.e., the pixel-wise classification of image
content, and instance segmentation, which consists of categorizing as well as lo-
calizing objects by predicting each pixel that corresponds to a given instance.
Our methods serve as post-processing steps, applicable to any semantic or in-
stance segmentation network, which we test on different datasets and networks.
The main focus of our methods lies on the application of automated driving. Using
the availability of image sequences, we obtain further information of predictions
without much effort for enhancing our approaches.
For the first time, the tasks of temporal meta classification and meta regres-
sion for semantic and instance segmentation are presented, which were previously
introduced only for single frames and semantic segmentation in [136]. Meta clas-
sification refers to the task of predicting whether a predicted segment/instance
intersects with the ground truth or not. As performance measure for prediction
quality, the commonly used intersection over union (IoU ) is considered which
quantifies the degree of overlap of prediction and ground truth [72]. In semantic
segmentation, an object is called false positive if the IoU is equal to zero and in
instance segmentation, if the IoU is less than 0.5. Hence, the meta classification
task corresponds to (meta) classifying between IoU = 0 and IoU > 0 for every
predicted segment and to classifying between IoU < 0.5 and IoU ≥ 0.5 for every
predicted instance, respectively. Meta regression is the task of predicting the IoU
for each predicted segment/instance directly. This prediction of the IoU serves
as a performance estimate. Therefore, both meta classification and regression are
able to reliably evaluate the quality of a segmentation obtained from a neural
network. For learning both tasks, segment/instance-wise metrics are constructed
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characterizing uncertainty and geometry of a given object. By tracking objects
over time, time series of single-frame metrics are generated. To this end, we in-
troduce a light-weight tracking approach for predicted segments/instances. Our
tracking algorithm matches objects based on their overlap in consecutive frames
by shifting objects according to their expected location in the subsequent frame
predicted via linear regression. For instance segmentation, we extend this set of
single-frame metrics by novel and truly time-dynamic ones. These metrics are
based on survival time analysis, on changes in the shape, on expected position
of instances in an image sequence and on depth estimation. From the respective
set of metrics, we estimate the prediction quality on segment/instance-level by
means of temporal uncertainties.
Moreover, we employ meta classification to improve the network performance in
terms of accuracy for instance segmentation networks. These networks provide
for each instance a confidence value, also called score, which is not well calibrated
[53]. These scores can have low values for correctly predicted instances and high
ones for false predictions. During inference of instance segmentation networks,
all instances with score values below a threshold are removed. This is done to
balance the number of false positive and false negative instances. Nevertheless, it
can happen that correctly predicted instances disappear, while many false posi-
tives remain. For this reason, meta classification is used as advanced score value
improving the networks’ prediction accuracy by replacing the score threshold by
the estimated probability of correct classification during inference.
Furthermore, we focus on the reduction of non-detected objects by an instance
segmentation network. In applications like automated driving, the detection of
road users, i.e., the reduction of false negatives, is of highest interest. In other
words, it is preferable to predict road users incorrectly to missing them. We use a
relatively small score threshold value during inference and apply our light-weight
false negative detection algorithm to these remaining instances to find possible
overlooked ones. This approach is based on inconsistencies in the time series of
tracked instances such as a gap in the time series or a sudden end and uses this
information of previous frames to detect these cases. Subsequently, new instances
are constructed that the neural network may have missed. Since the sensitivity
toward predicting instances of road user can be greatly increased by our algorithm
to reduce false negatives, we use meta classification as false positive detector. As
a result, our fused approach reduces the number of false negative instances and
improve the networks’ performance.
This thesis is structured as follows. In Chapter 2, we present the basics on neural
networks containing semantic segmentation, instance segmentation, depth esti-
mation, the motivation as well as related work on uncertainty quantification. In
addition, the object tracking task and related work are introduced. The basics
also include different methods for meta classification and regression. Following
3
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in Chapter 3, we describe our prediction rating method for semantic segmenta-
tion. In more detail, our method consists of the tracking algorithm for segments,
the construction of segment-wise metrics using uncertainty and geometric infor-
mation as well as temporal meta classification and regression. We conclude this
chapter with numerical results and a brief discussion. We proceed analogously in
Chapter 4 for instance segmentation and explain the differences to segments, the
time-dynamic metrics as well as how we use meta classification to improve the
networks’ performance. Subsequently in Chapter 5, we propose and evaluate our
temporal false negative detection approach consisting of a detection step fused
with uncertainty based meta classification. Finally, in Chapter 6, we discuss the
results of this thesis and provide an outlook on interesting extensions.
4
Chapter 2
Review of Basic Material and Related
Work
This chapter gives an overview of basic material that is employed in the remainder
of this thesis. Firstly, in Sec. 2.1, we introduce the basics of neural networks
including feed forward and convolutional neural networks, respectively, which
are mainly based on the textbook [51]. In addition, the network architectures for
semantic segmentation, instance segmentation and depth estimation are described
as well as associated performance metrics. Afterwards, it is explained why the
uncertainty evaluation of neural networks is of high interest and the related work
on this topic is presented in Sec. 2.2. Secondly, we turn to object tracking, which is
an essential task in video applications and the basis for the methods developed in
this thesis. Related work and evaluation tools for object tracking are introduced
in Sec. 2.3. Next, in Sec. 2.4, we discuss classification and regression methods
which we use for our meta classification and regression tasks. Finally, the details
of datasets used in this thesis are given in Sec. 2.5.
2.1 Neural Networks
Deep learning is a subset of machine learning in artificial intelligence, which is
motivated by the functionality of the human brain. The function of the brain can
be imitated by creating similar patterns to make decisions on given data. Neural
networks form a particular type of deep learning models and have applications in
computer vision, for example for automated driving and medical diagnosis.
5
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input hidden output
Figure 2.1: A feed forward neural network with input neurons (blue), neurons in the
hidden layers (pink), output neurons (green) and bias units (yellow) is shown.
2.1.1 Feed Forward Neural Networks
The origins of artificial neurons date back to 1943 [106]. At this period, simplified
models of a (McCulloch–Pitts) neural network were used for the computation
of logical and arithmetic functions. The feed forward neural networks (FFNs)
or multilayer perceptrons are originated by this McCulloch–Pitts neural network
model and are the basis for deep learning models. An exemplary network structure
of a FFN is shown in Fig. 2.1. A neural network consists of an input and output
layer as well as hidden layers, whose number may vary. In addition, there are bias
units that do not receive any input themselves. If there is a connection between
all neurons of consecutive layers, the network is called fully-connected, as depicted
in Fig. 2.1. The power of the connection between two neurons is expressed by
weights. Neural networks learn through weight adjustments. If the network is
only passed through from input to output, it is called a feed forward network
(as the name says). The output of the network can be determined by a chain of
functions based on the order of the layers
f(x,w) = (f (l′) ◦ f (l′−1) ◦ . . . ◦ f (1))(x,w) (2.1)
with a number of layers l′ as well as given input data x and weights w. So each
layer l represents a function of the previous layer l − 1
h(l) = f (l)(h(l−1)) = φ(l)(W (l)h(l−1) + b(l)) = φ(l)(a(l)) ∀ l = 1, . . . , l′ (2.2)
where h(l) ∈ RN(l) is the output using f (l) : RN(l−1) → RN(l) , φ(l) : RN(l) → RN(l)
the activation function applied on activation a(l) ∈ RN(l) with N (l), the number
6
2.1 Neural Networks
of neurons in layer l. The weight vector of the bias unit of layer l is denoted
by b(l) ∈ RN(l) and the weight matrix between neurons of layer l − 1 and l by
W (l) ∈ RN(l)×N(l−1) .
In addition to feed forward neural networks, other well-known architectures are
considered, such as recurrent neural networks (RNNs) [104]. These networks are
designed to handle a series of inputs with no predefined size limit (in comparison
to FFNs). During training, RNNs use additional information from prior inputs
influencing the production of the current output. The networks’ output is affected
by weights applied on inputs and additionally by a hidden state vector provid-
ing the context based on prior input. In [163], the time-delay neural networks
(TDNNs) are introduced which are able to recognize relationships between time-
delayed events. To obtain time-invariants, the inputs of multiple time steps are
applied simultaneously by the TDNN. A typical application for these networks
is speech recognition. Furthermore, spiking neural networks (SNNs) have also
become widely known [102]. These networks are more similar to biological neu-
ral networks than FFNs. Using bio-inspired neuron and synapse models, SNNs
mimic the functionality of the human brain. The main difference between both
networks is that the neurons of the SNN (in comparison to those of a FFN) do not
transfer information during every propagation cycle but only when a membrane
potential attains a certain threshold. Reaching this threshold, the neuron gives a
signal to the other neurons which as a result decrease or increase their potentials.
Universal Approximation Theorem The question in deep learning is how accu-
rate the function f(x,w) obtained by a neural network approximates the function
f ∗ : Rn → R. Given the input data x and labels y, we assume that there is a
correct labeling function, i.e., f ∗(x) = y. The universal approximation theorem
states that feed forward neural networks are able to approximate (f(x,w) ≈ y)
any continuous function to any degree of accuracy on a closed and bounded subset
of Rn (see [67]). To fulfill the property, the FFN requires at least one hidden layer
and a non-linear activation function. A proof for the sigmoid activation function
is introduced in [31]. In a more recent work [151], the universal approximation
property for the ReLU function is also shown.
Activation Function The activation functions are applied to the hidden layers
and the output layer. The choice of activation functions in neural networks de-
pends on the type of function that is approximated. If a nonlinear function is to
be approximated, a nonlinear activation function is required in the hidden layers.
In Fig. 2.2 three different activation functions are shown, which are explained in
the following. The sigmoid function and its derivative are defined by
s(a) = 11 + e−a and s
′(a) = e
−a
(1 + e−a)2 . (2.3)
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Figure 2.2: Activation functions.
This function is differentiable which is relevant for the training of a neural network.
The output of a network is compared with the true labeled data (ground truth)
and the resulting difference should be minimized. The rapidly flattening ends of
the sigmoid function lead to the vanishing gradient problem [65], which means
that the gradients of the weights in early layers decrease towards zero, causing
numerical problems. An improvement is the hyperbolic tangent which is described
by a scaled sigmoid function
tanh(a) = e
a − e−a
ea + e−a with tanh
′(a) = 4 · e
−2a
(1 + e−2a)2 . (2.4)
At the origin the derivative has higher values resulting in faster convergence than
using the sigmoid function, however, at the edges the same vanishing gradient
problem occurs [7]. A solution is to use the rectified linear unit (ReLU) defined
by the function
g(a) = max{0, a} , (2.5)
which outperforms sigmoid and tanh in practice [101]. The ReLU activation
function is inspired by the human brain where the percentage of active neurons
at the same time is rather low, i.e., for all negative inputs ReLU returns zero [50].
Meanwhile and due to the piece-wise linear parts of ReLU, the computation of its
derivative is very efficient and can prevent the vanishing gradient problem. Note,
the non-differentiability in zero is not a problem in practice.
The presented activation functions can be used in the hidden layers as well as in
the output layer. If a binary classification problem is considered, the sigmoid or
tanh functions are suitable choices as activation functions for the output layer.
Both functions return a value in [0, 1] which can be interpreted as probability for a
8
2.1 Neural Networks
binary variable having the value 1. However, for example in image segmentation,
more classes are needed and thus, we want to obtain a probability distribution
over c different classes. A possible activation function is the softmax function
[19] which is used in the last layer to provide a probability distribution over pre-







∈ (0, 1) , (2.6)
that indicates the probability of predicting the input of the neural network be-
longing to class i. We obtain ∑ci=1 softmax(ai) = 1.
Loss Function First, we introduce the theoretical basics of learning models in
general [146]. We define the input set X , the label set Y and the training data
S = ((x(1), y(1)), . . . , (x(n), y(n))) with n examples. The training data is generated
by a probability distribution D over X representing the environment. Moreover,
we assume a correct labeling function f ∗ : X → Y with y(i) = f ∗(x(i)) ∀ i. The
learner shall construct a prediction rule rS : X → Y to classify the examples. By
A(S), we denote the rule returned by a learning algorithm A after receiving the
training data S. The error of rS corresponds to the probability that rS(x) is not
equal to f ∗(x) on a random example x generated by the distribution D. More
formally, the error of the prediction rule is defined by
LD,f∗(rS) = D({x : rS(x) 6= f ∗(x)}) (2.7)
where D(A) describes how likely an observation of example x ∈ A is with A =
{x ∈ X : π(x) = 1}, π : X → {0, 1}. The goal of the learning algorithm is to find
a rS(x) minimizing the error. In general the correct labeling function f ∗ and the
probability distribution D are unknown, information can only be extracted from
the training data. For this reason, we consider the empirical error (also called
risk) over the training examples defined by
LS(rS) =
|{i ∈ {1, . . . , n} : rS(x(i)) 6= y(i)}|
n
. (2.8)
As the training data is available and depicts a small representation of the environ-
ment, it is useful to employ them for the training error. This paradigm is called
Empirical Risk Minimization (ERM) [161].
Minimizing the empirical risk may lead to an overfitting problem of the ERM
learning rule [75], i.e., the performance on the training set is very high, while the
performance on the true environment is poor. A solution would be to restrict the
set of classifiers (hypothesis class) before actually presenting the training data
9
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to the learner. This restriction is called inductive bias. Consequently, the errors
made during learning can be divided into the estimation and the approximation
error [118]. The latter depends on the inductive bias, so this error is determined
by the chosen hypothesis class. The estimation error is caused due to the fact
that the empirical risk is only an estimate of the true risk. As the total error shall
be reduced, the bias-complexity trade-off [47] occurs. If the size of the hypothesis
class is increased, the approximation error decreases on the one hand and the
estimation error increases on the other hand.
Maximum likelihood estimation [3] is the task of estimating distribution param-
eters w based on the training set S for modeling the underlying distribution Pw.
The maximum likelihood estimator is an empirical risk minimizer for the log loss
function
− log(Pw(x)) (2.9)
given parameters w and input x. This formula is also called negative log-likelihood
of input x under the condition that the data is independently and identically










is equivalent to the maximum likelihood principle. Then, the true risk of param-
eter w is given by





















= DKL(P(x)||Pw(x)) +H(P(x)) (2.13)
where we assume that the data is distributed as P(x), not necessarily Pw(x). The
true risk corresponds to the combination of the (Shannon) entropy H(P(x)) [147]
and the Kullback–Leibler divergence DKL(P(x)||Pw(x)) [84]. The latter measures
the divergence between two probabilities.
In practice, after calculating the output of the neural network, this value is com-
pared with the ground truth value. This is done by means of the loss function.
The error should be as small as possible, so the loss function has to be minimized.
We consider the multi-class classification problem with c classes. For this, we de-
fine the one-hot-encoded label vector y(x) ∈ {0, 1}c consisting of zeros, only at
the position i it has the value 1, if i corresponds to the true class of the input
x. Let ŷi := softmax(ai) be the output of the softmax function in the last layer.
Thus, we define the cross-entropy (see (2.11)), a commonly used loss function, by
L(ŷ, y) = −
c∑
i=1
yi log(ŷi) . (2.14)
10
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In multi-class classification problems, the predicted probabilities ŷ shall converge
to the original probability distribution y, and this is accomplished by minimizing
the cross-entropy loss, which measures the difference between these two proba-
bility distributions. Furthermore, minimizing the cross-entropy achieves a faster
convergence and more robustness during training with noisy examples (general-
ization) compared to other loss functions, see [73].
Stochastic Gradient Descent Algorithm The loss function is minimized us-
ing the stochastic gradient descent (SGD) algorithm [14]. We start with initial
weights, descend by a learning rate ε in the direction of the minimum and ad-
just the weights accordingly. This process is repeated until a stopping condition
is met, e.g. a local minimum is reached or a predefined number of iterations is
exceeded. Descending by the learning rate ε, i.e., the step in the direction of the
steepest descent, is described by
w := w − ε · ∇wL̄ (2.15)






L(ŷ(i), y(i)) . (2.16)
In practice, we do not use all n examples from the training dataset, instead so-
called minibatches are considered using only m  n training examples. Note,







∇wL(ŷ(i), y(i)) . (2.17)
In each weight update, different randomly sampled minibatches are created. For
convex problems, the gradient of the minibatch ∇wL is an unbiased estimator for
gradient ∇wL̄:
E[∇wL] = ∇wL̄ . (2.18)










= E[∇wL(ŷ(i), y(i))] (2.20)
= ∇wL̄ . (2.21)
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shall be satisfied [133]. In applications, it is common that the learning rate is
reduced over the number of iterations. To study the corresponding convergence
rate, the error between the loss function after k iterations Lk(ŷ, y) and the minimal
possible loss L∗(ŷ, y) is considered. If we apply the SGD to a convex problem,
this error is O( 1√
k
) and for a strongly convex problem O( 1
k
) [15].
Learning (descending) can be comparatively slow in the SGD, for this reason,
various methods have been developed to speed up learning, such as the method
of momentum [126]. This method collects an exponentially decreasing average
of past gradients ν (called velocity) and moves in this direction, i.e., the former
gradients gain less importance. The update of the weights is modified to
ν := αν − ε · ∇wL (2.23)
w := w + ν (2.24)
where α ∈ [0, 1) denotes a hyperparameter determining how fast the contribution
of the former gradient decays exponentially. The step size increases if many
consecutive gradients have the same direction. The SGD with momentum is
often used in segmentation networks, e.g. instance segmentation [13, 59].
A modified version of the momentum method is introduced in [155], called Nes-
terov momentum, which is also considered in segmentation tasks like semantic
segmentation [24]. The weight update remains the same and only the position
where the gradient is evaluated varies. The gradient is evaluated at new position
wintermediate = w + αν (2.25)
after the current velocity is deployed. This modification works like a correction
step. When the momentum leads into the wrong direction, the gradient can
correct this during the same update iteration.
Another gradient descent method is the adaptive moment estimation (Adam)
[80]. The learning rates are adjusted depending on the estimation of the first and
second moments of the gradient. This optimizer is also well-known in the field
of deep learning and is for example commonly-used in depth estimation [90]. In
summary, all optimization algorithms presented are widely used, and there is no
consensus on which optimizer to choose. We refer to [143] for a comparison of
different optimization methods for different learning tasks.
Backpropagation The gradients used by the stochastic gradient descent algo-
rithm (or other gradient based optimization methods) are determined by back-
propagation [139]. The architecture of neural networks allows for efficient com-
putation of gradients by making use of already-computed derivatives of weights.




– Initialization of weights w
– Input x is propagated forward through the network
– Calculation of ŷ
2. Error calculation:
– Error is determined using the loss function L(ŷ, y)
3. Backward propagation:
– Error is propagated back through the network (from output to input)
– Weights are changed depending on the effect on the error
– Computation of the gradients
For a deeper understanding, we consider an example of applied backpropagation.
We denote by w(l)i,j the weight of neuron i in layer l − 1 to neuron j in layer l, by
a
(l)
j the activation and by h
(l)
j the output of neuron j in layer l using the activation
function φ : R→ R (the same in all hidden layers). We compute the gradient of





















by δ(l)j which is referred to as the error of neuron


















k ) = h
(l−1)
i (2.27)
where N (l−1) is the number of neurons in layer l− 1. Using this equation and the





= δ(l)j · h
(l−1)
i ∀ i = 1, . . . , N (l−1) ∀ j = 1, . . . , N (l) (2.28)
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k ∀ i = 1, . . . , N (l−1) ∀ j = 1 . . . , N (l) .
(2.32)
Regularization Previously, we have focused on the training of neural networks,
although the algorithms have to achieve good results even with new input. The
error caused by new input is called generalization error. Overfitting describes
the gap between this error and the training error. Regularization refers to any
change made to the learning algorithm to prevent overfitting and thus, reduce
this generalization error.
One possibility to regularize is to add a penalty parameter Ω(w) with hyperpa-
rameter λ ∈ [0,∞) to the loss function
L̃ = L+ λ · Ω(w) . (2.33)
Typically the weights of the bias unit are not penalized, here w describes all
weights except the ones from the bias unit. A commonly used regularization is







The loss function and its derivative are modified to
L̃ = L+ λ2w
>w (2.35)
∇wL̃ = ∇wL+ λw (2.36)
and the weight update changes to
w := w − ε(∇wL+ λw) (2.37)
= (1− ελ)w − ε∇wL (2.38)
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(here, for simplification the SGD update rule). Using this penalty term, the
weight vector shrinks by a constant factor in each iteration multiplicative by the
learning rate ε. As a result, the model capacity is reduced which can help to
prevent overfitting. However, we obtain non-sparsity as the weights are non-zero
(are only decreased and maybe close to zero), and this regularization is not robust
to outliers due to the squared term.
Similar to weight decay, the `1-penalization [157] can be considered for regular-
ization
Ω(w) = ‖w‖1 = |w| . (2.39)
We rewrite again the loss function and its derivative
L̃ = L+ λ|w| (2.40)
∇wL̃ = ∇wL+ λ · sign(w) . (2.41)
By `1-regularization, a sparse solution is obtained as weights are forced to be zero
during the training process. The associated features are no longer considered
which can be interpreted as feature selection. One drawback is the piece-wise
non-differentiable solution resulting in a more expensive computation since it is
not solvable in terms of matrix measurement [134].
Another method preventing overfitting is early stopping [11]. The intuition is that
training too much can also lead to overfitting. To this end, the training set is
split into two disjoint sets, the training and the validation set. The latter has
the task of estimating the generalization error. The training error is expected to
decrease steadily over time, while the validation error begins to rise again after
a certain time. For this reason, we want to stop training when the validation
error is small and has not measurably improved for a number of epochs. The
problem of which criterion is used for stopping is addressed in [127]. Using this
early stopping during training, the generalization error shall be reduced. This
method is widely employed due to its effectiveness, ease of use and the reduced
computational effort as the number of training epochs is decreased. There is just
one problem if the amount of training data is very limited since not all available
training data can be used by employing early stopping.
Dropout is another regularization method where neurons drop out randomly [64].
For each training iteration, independent mask vectors are formed deciding whether
a neuron (of the input or a hidden layer) is switched off or not. We denote by
N = ∑l′−1l=0 N (l) the number of neurons of the input and all hidden layers where
N (l) is the corresponding number of neurons in layer l and l′ the number of
layers. By µ ∈ {0, 1}N , we define the mask vector. The probability for a neuron
dropping out is a hyperparameter which is chosen before training. Typically,
the probability for an input neuron to stay on is 80% and for neurons in the
hidden layers 50%. Dropout training consists of neurons dropping out, forward
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and backward propagation performed by the reduced network, a weight update,
followed by the application of dropout again (the previously dropped out neurons
turn on with their weights from the previous iteration). The goal of this training
is to minimize Eµ[L] receiving the mask parameter µ. Although, this expectation
includes an exponential number of terms (2N), we get an unbiased estimate of
the gradient by sampling values of µ. In practice, 10 to 20 mask are sufficient.
Each reduced model defined by µ outputs a probability distribution p(y|x, µ).
Computing the arithmetic mean over all masks∑
µ
p(µ) · p(y|x, µ) (2.42)
with p(µ) denoting the probability distribution used for sampling µ, we obtain
the output of the neural network including dropout. In summary, dropout is an
effective method for reducing overfitting and yields large improvements over other
regularization approaches in various computer vision tasks [152]. There is just
one drawback, dropout increases the training time in comparison to a standard
neural network of the same architecture.
2.1.2 Convolutional Neural Networks
In fully-connected feed forward networks, the number of parameters and thus,
the computing effort increases rapidly with the complexity of the model. The
convolutional neural networks (CNNs) [88] offer a solution by replacing the matrix
multiplication by convolution operations in at least one layer. Convolutions reduce
the connections between neurons and decrease the number of parameters. A
convolutional layer consists of a convolution, a nonlinear activation function (like
ReLU) and in general a pooling step.
In Sec. 2.1.1, we have introduced the universal approximation theorem for feed
forward neural networks. Analogously, in [180, 189] a universal approximation
theorem for CNNs is formulated. Any continuous function can be approximated
(up to an arbitrary accuracy) by a CNN if the depth of the neural network is
large enough.
Convolution The convolution operation [18] for two functions o1 : Z → R and
o2 : Z→ R in the discrete case is defined by
(o1 ∗ o2)(p) =
∑
η
o1(η) · o2(p− η) ∀ p ∈ Z (2.43)
where ∗ denotes the convolution. The function o1 is referred to as input, the

















Figure 2.3: An example of convolution with a kernel size of 2× 2 and stride of 1.
image, the kernel is also two-dimensional and the convolution is changed to





o1(η1, η2) · o2(p− η1, q − η2) ∀ (p, q) ∈ Z2 . (2.44)
We can equivalently rewrite this equation to





o1(p− η1, q − η2) · o2(η1, η2) ∀ (p, q) ∈ Z2 (2.45)
as the convolution is a commutative operation. In case of an RGB image a third
dimension is added







o1(p− η1, q− η2, d) · o2(η1, η2, d) ∀ (p, q) ∈ Z2 . (2.46)
The commutative property of convolution (see (2.44) and (2.45)) is obtained by
kernel flipping, i.e., the kernel is flipped relative to the input. Kernel flipping
is only of interest from a theoretical perspective and thus, in the application of
neural networks cross-correlation is used





o1(p+ η1, q + η2) · o2(η1, η2) (2.47)
which is the same as a convolution, without flipping the kernel. An example is
shown in Fig. 2.3. The number of pixels by which the kernel is moved on the
image is called stride. If the stride is smaller than the dimension of the kernel,
many parameters of the previous equation are jointly used, which is also visible
in Fig. 2.3. Convolutions reduce the dimension of the image and support the
network to become invariant to small translations of the input.
Pooling Pooling is the last step in the convolutional layer. Pooling summarizes
different regions of the input image (or feature maps) and replaces the output
with a summarized statistic of adjacent outputs. This operation reduces the
number of parameters and improves statistical efficiency. There are different
17
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Figure 2.4: Example of max pooling with a kernel size of 2× 2 and stride of 2.
pooling methods, such as max pooling [190], which is the most commonly used
one. Max pooling chooses the maximum of neighboring values, see Fig. 2.4.
Similar to the use of convolutions, a reduction of parameters and dimensions is
caused by the application of pooling. Other well-known pooling functions are
averaging, applying the `2-norm and the weighted average based on the distance
from the center pixel [16]. The idea of pooling is that the exact position of a
feature is not so important, rather the position in relation to other features.
Zero Padding The convolution (Fig. 2.3) and pooling (Fig. 2.4) examples are
called valid, i.e., the kernel size and the stride are adjusted such that the ker-
nel does not cross the boundary. Zero padding adds zeros to the input image
(or feature maps) to ensure validity and to reduce dimensional shrinkage due to
convolutions and pooling. We consider a gray scaled image as input with size of
gx× gy, a kernel with size kx×ky and stride s̃. The resulting output after passing












(see [36]). For validity, it is required that both fractions result in integer values.
Zero padding describes the approach to add a boundary of new entries with a
value of zero to the input image. An example is given in Fig. 2.5 (left). The
output size is modified to(











using zero padding where p defines the number of boundaries with zero entries by
which the input image is extended. As before, the fractions have to be integers.
By using zero padding, valid input images with arbitrary kernel sizes and strides
can be obtained. A problem, which can be solved by zero padding, is the reduction
of the dimensionality. This reduction decreases the computational effort and the
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Figure 2.5: Left: An example of deconvolution with an input size of 4×4 (pink), a kernel
size of 2×2, stride of 1 and zero padding of 1. The operation results in an output of size
5× 5 (green). Right: Another example with an input size of 2× 2 (pink), a kernel size
of 2× 2, stride of 1, zero padding of 1 and one row with zeros. The operation results in
an output of size 4× 4 (green).
number of parameters, however, it can happen that the output is reduced down to
a size of 1×1. Reducing the size of the filters also prevents this problem, although
small filters provide less information. Therefore, zero padding counteracts the
reduction and allows the application of multiple stacked convolutional layers, in
turn allowing the construction of ever deeper neural networks.
Deconvolution The deconvolution [131] undoes a convolution. While the con-
volution operation combines multiple feature inputs to a single output, the de-
convolution operation associates a single input to multiple outputs. The input
and output dimensions are switched. Thus, the deconvolution operation provides
a method for increasing the output dimension. We need this dimensionality in-
crease for networks in which the input and output dimension shall be equal. One
possibility of deconvolution is zero padding. Using zero padding, the input di-
mension is kept or increased with several zero padding levels. In Fig. 2.5 (left)
an example is shown in which the dimension is increased. Another variant of
deconvolution is to add zeros between the single entries of the input image. This
method is additionally combined with zero padding in Fig. 2.5 (right). Note,
these operations are also called transposed [36] or backward convolutions, since
they can be reformulated as convolutions with padding.
Unpooling Unpooling is another method of increasing output dimensions [184].
Instead of summarizing information from areas as in pooling, unpooling uses
information to extend a value to an area. As an example, the max unpooling
(complement to max pooling) is given in Fig. 2.6. In a network, max pooling is
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f (x,w) + x
ReLU
Figure 2.7: Architecture of a residual block. Input x is feet into a weight layer, followed
by ReLU activation and another weight layer. The resulting output of these stacked
layers is added to identity x (using the shortcut connection).
applied first and the pooling indices of the maximum values per area are stored.
After further different layers, the max unpooling is used and the current values
are placed at the previously stored indices, while the empty values are filled with
zeros (or densified by convolutions). The dimension of the input in max pooling
has to be equal to the dimension of the output in max unpooling and vice versa.
There are further unpooling methods, e.g. nearest neighbor, where the areas are
not filled up with zeros, instead the current values are copied.
Residual Block In many works on visual recognition tasks very deep models,
i.e., a high number of used layers, show great performance improvements com-
pared to the the use of more shallow neural networks [48, 49, 96]. However,
as depth increases, accuracy becomes saturated and then quickly degrades [60].
This degradation problem is tackled in [61] by introducing deep residual learn-
ing. While in common neural networks each layer feeds its output into the next
layer, in networks using residual blocks each layer additionally is merged with
the output of stacked layers, see Fig. 2.7. These shortcut connections do not add
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encoder decoder
Figure 2.8: Architecture of a semantic segmentation network with an RGB image as
input. The convolutional layers (blue) are followed by a pooling step (pink) during
downsampling, while the pooling indices are passed to the unpooling step (yellow)
during upsampling. Last, the semantic segmentation is obtained using the softmax
function (green).
identity mapping. We can perform an identity mapping directly by relying only
on skip connections. The stacked layers do not directly fit a desired underlying
mapping R(x), instead these layers explicitly fit a residual mapping of
f(x,w) = R(x)− x (2.50)
where the original mapping is modified to f(x,w) + x. It is easier to optimize
the residual mapping than the original one. As the outputs from previous layers
are added to the outputs of stacked layers using skip connections, the training of
very deep networks becomes possible. Note, the network architectures presented
in [61] using these shortcut connections are called ResNets.
2.1.3 Semantic Segmentation
A fully convolutional network (FCN) is a neural network in which all fully-
connected layers are replaced by convolutional layers [96]. The benefits of the FCN
compared to feed forward neural networks are the reduced number of weights and
the arbitrary dimension of the input. FCNs first perform downsampling (convo-
lution, pooling) for dimension reduction, followed by upsampling (deconvolution,
unpooling) to restore the input dimension. Semantic image segmentation is the
pixel-wise classification of image content within a pre-defined label space. The ob-
jects contained in the image are of interest as well as their position. Fig. 2.8 shows
an exemplary network architecture for a semantic segmentation. The pooling in-
dices are stored during downsampling and passed to corresponding unpooling
layer in the mirrored upsampling step. The pixel-wise classification as output is
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obtained by applying the argmax function pixel-wise to the softmax layer. Dur-
ing training, the cross-entropy loss is applied pixel-wise to prediction (after the
softmax layer) and ground truth, and afterwards averaged. This pixel-wise ap-
proach corresponds to the assumption that the presence of a class in a pixel is
independent of the other pixels.
Since information is lost during downsampling, a possible solution is the use of
skip layers. Skip layers combine upsampling with the output of previous layers
to retain information of shallow layers for the upsampling step, for example con-
cerning the position of objects. Another development, which is used in many
efficient neural network architectures [25, 141, 186], are the so-called depthwise
separable convolutions. This convolution replaces a full convolution operation by
splitting the convolution into two separate layers. The first layer is given by a
depthwise convolution where a single convolution kernel is used per channel. The
second layer consists of an 1× 1 convolution (pointwise convolution). The depth
of this kernel corresponds to the number of channels of the input. The pointwise
convolution creates linear combinations of the input channels as new features.
Contrary, in a full convolution operation the kernel consists of as many channels
as the number of dimensions. Due to this split into two layers, the computing
effort can be reduced and the networks can be made more efficient.
The MobilenetV2 [141] and the Xception65 network, a modified version of Xcep-
tion network [25], use this depthwise separable convolutions and are used as back-
bone networks for the DeepLabv3+ [24], which is a semantic image segmentation
network. The architecture of the DeepLabv3+ network is shown in Fig. 2.9.
Atrous convolution (also known as dilated convolution [183]) generalizes the stan-
dard convolution operation and is used to extract features obtained by the back-
bone network, a deep CNN, with arbitrary resolution by adding space between
the values in a kernel. It is defined for each location q by
(o1 ∗r̃ o2)(q) =
∑
k
o1(q + r̃k) · o2(k) (2.51)
where o1 denotes input, o2 the kernel and r̃ the atrous rate which corresponds
to the stride using to sample the input. For the standard convolution r̃ = 1 is
valid. The principle of depthwise convolution can also be applied to atrous convo-
lutions. Consequently, the computing effort can be significantly reduced, and the
MobilenetV2 as well as the Xception65 network can be used as a backbone. The
DeepLabv3+ backbone is followed by the application of the Atrous Spatial Pyra-
mid Pooling module consisting of an 1× 1 convolution, three atrous convolutions
with different rates and image pooling. Combining with a pointwise convolution,
an atrous separable convolution is applied. The decoder module concatenates
the upsampled encoder features with the low-level features from the backbone
network. Due to the large number of channels in the low-level features, an 1× 1
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Figure 2.9: Architecture of the DeepLabv3+ network. The input image is feed into a
deep CNN (backbone network) including atrous convolutions followed by the Atrous
Spatial Pyramid Pooling module. In the decoder, the encoder features are upsampled
and concatenated with the low-level features extracted by the backbone network. To
obtain the semantic segmentation, a convolution and an upsampling are applied before.
refine the features, 3× 3 convolutions are used followed by upsampling to obtain
the semantic segmentation.
2.1.4 Instance Segmentation
Object detection describes the task of identifying and localizing objects of a set of
given classes. With respect to image data, state-of-the-art approaches are mostly
based on convolutional neural networks. On the one hand, localization can be
performed by predicting bounding boxes. This corresponds to ordinary object
detection [48, 129, 130]. On the other hand, localization can be done by predicting
each pixel that corresponds to a given instance. This is also known as instance
segmentation, which is an extension of object detection. For this reason, in some
instance segmentation networks an already existing object detection model is
extended by adding a mask branch [13, 59]. We distinguish between one-stage and
two-stage instance segmentation networks. An example of a two-stage network,
the Mask-R CNN [59], architecture is given in Fig. 2.10. This network extends
Faster R-CNN [130], an object detection network, by adding a branch for the
mask prediction to the branch for recognition using bounding boxes. An input
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class & box mask
Figure 2.10: Architecture of a two-stage instance segmentation network. The image
serves as input for the backbone network (including a FPN) and results in a feature
map. Using the feature map, the RPN and ROI pooling, ROIs are obtained. For each
ROI there is a branch for the class and box prediction as well as a branch for the mask
prediction.
image is fed into the backbone consisting of a standard feature extraction pyramid
(for example ResNet50 or ResNet101 [61]) and a feature pyramid network (FPN).
The FPN is an improvement over the standard pyramid, which takes the high
level features from the first pyramid and passes them to the lower layers. Thus,
the features on each level have access to the lower and higher level features.
The resulting feature map is scanned by the region proposal network (RPN)
that locates areas containing objects, also called regions of interest (ROIs). ROI
pooling describes the step of cropping a part of the feature map and resizing it
to a predefined size. Then, for each ROI, in one branch the class and bounding
box coordinates and in another branch the mask representation is predicted by a
CNN and merged into an instance segmentation. On the resulting instances the
non-maximum suppression (NMS) is applied to reduce the predicted instances of
one instance to the one with highest confidence. Then a confidence threshold is
chosen to discard instances with low confidence values. The detection confidence,
also called score value, corresponds to the estimated class probability given an
instance. During the training, a multi-task loss function is defined for each ROI
L = Lcls + Lbox + Lmask . (2.52)
The class loss Lcls corresponds to the log loss for the true class. For the bounding
box loss Lbox a robust `1-loss is applied to the difference of the bounding box











Figure 2.11: Architecture of an one-stage instance segmentation network. An image
serves as input for the backbone network consisting of a feature extraction pyramid
and a FPN. One branch predicts the prototypes and the other one predicts the mask
coefficients and applies a NMS. Both outcomes are merged together and results in the
instance segmentation.
truth [48]. The robust `1-loss is less sensitive to outliers and given by
smooth`1(x) =
0.5x
2, if |x| < 1
|x| − 0.5, otherwise .
(2.53)
The mask loss Lmask is defined by the pixel-wise binary cross-entropy between
prediction and ground truth.
The presented network structure is a two-stage instance segmentation method. In
the first step, ROIs are generated and in the second step, these ROIs are classified
and segmented. To obtain real-time speed, an one-stage instance segmentation
approach is introduced in [13], the YOLACT network, where the localization step
is omitted. While the YOLO network [129] is well-known for its real-time speed
in object detection, the YOLACT network fulfills this property analogously for
instance segmentation. The architecture of this one-stage network is given in
Fig. 2.11. The instance segmentation is divided into two simpler and parallel exe-
cutable tasks after the backbone. The first branch uses a fully convolutional net-
work to produce a set of prototype masks (similar semantic segmentation masks)
of the same size as the input image. Visually and spatially similar instances are
depicted in the prototypes which number is independent of the number of classes.
In contrast to semantic segmentation, this model has no loss on the prototypes,
instead the loss function L (2.52) is applied to the final mask after assembly. The
second branch adds a prediction of a mask coefficients vector for each prototype
to an object detection (bounding box and class prediction). Afterwards, a NMS
is applied. The instance masks are formed by linear combinations of prototypes
and coefficients. The resulting instance segmentation is obtained by using a con-
fidence threshold. This confidence (score) value reflects how confident the model
is about its instance prediction with corresponding class probability and how well
the predicted instance fits the ground truth instance.
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2.1.5 Depth Estimation
Depth estimation is another computer vision task where the goal is to obtain a
representation of the spatial structure of a scene, reconstructing the appearance
and the three-dimensional shape of objects in the image. Applications of depth
estimation are for instance in automated driving [56], scene understanding and
robotics [34]. For measuring the distance relative to a camera, monocular or stereo
images are often considered using supervised, semi-supervised or self-supervised
methods. We focus on supervised depth estimation from monocular images. The
seminal work for this task is [142]. The depth is estimated from monocular cues,
like size and texture, in images by supervised learning minimizing a regression
loss.
Using neural networks for depth estimation is gaining popularity. The depth is
predicted by learning depth cues through gradient-based methods. An example of
a deep CNN for supervised depth estimation from monocular images is presented
in [90]. This network utilizes Local Planar Guidance (LPG) layers at multiple
stages of the decoding phase for an effective guidance of densely encoded fea-
tures. The network architecture is shown in Fig. 2.12. The backbone network is
used as a dense feature extractor (DFE) and followed by a denser version [177]
of the Atrous Spatial Pyramid Pooling module (see Sec. 2.1.3) with dilation rates
r̃ ∈ {3, 6, 12, 18, 24}. In general, the encoding-decoding scheme reduces the fea-
ture map resolution to h/8 and then returns to the original resolution h for dense
prediction. During the decoding phase, LPG layers are employed to locate ge-
ometric guidance to the desired depth estimation at each stage. For the finest
estimation, an 1 × 1 reduction layer is used. The outputs of the different lay-
ers are concatenated and fed to a convolutional layer to produce the final depth
estimation.
The main idea for the Local Planar Guidance layer is to define direct and explicit
relations between the final output and the internal features in an effective way.
This layer is not intended to directly estimate the depth values for the particular
scale, instead in combination with the other LPG layers and the reduction, each
output contributes to the final depth estimate through the last convolutional
layer. A k × k LGP layer starts with 1× 1 convolutions to obtain a feature map
of size h/k × h/k × 3. To create a unit normal vector (n1, n2, n3), the first two
channels of this feature map are considered as the polar θ and azimuthal φ angles
and converted by
n1 = sin(θ) cos (φ) , n2 = cos (φ) , n3 = sin(θ) sin (φ) . (2.54)
The last channel of the feature map defines the perpendicular distance n4 between





































Figure 2.12: Architecture of a depth estimation network. The input image is fed into
the feature extractor which is followed by a Atrous Spatial Pyramid Pooling (ASPP)
module for contextual information extraction. In the decoding phase, the LPG layers
output estimations with full spatial resolution h which are concatenated for final depth
estimation. In addition, skip layers (dashed lines) link the base network and internal
outputs with corresponding spatial resolutions.
coefficient estimations ni, i = 1, . . . 4, are adopted to k× k local depth cues using
the ray-plane intersection
n4
n1uz + n2vz + n3
(2.55)
where (uz, vz) are k × k normalized and patch-wise coordinates of pixel z. This
results in locally-defined relative depth estimations by using only four parameters.
As features at the same spatial position in different stages are used to predict the
final depth, the global shapes can be learned at coarser scales and local details at
finer scales to obtain an efficient representation.













log ŷz − log yz)2 (2.56)
where Z denotes the number of pixels of an image having valid ground truth
values, yz the depth ground truth and ŷz the depth prediction per pixel z. This
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definition is specific for a single image. For an overall silog metric, the mean
over all training images is considered. Higher values of λ focus the network on
minimizing variance of the error (here λ = 0.85 is used) since the loss can be
reformulated to the sum of the variance and a weighted squared mean of the




since scaling of the loss function range improves convergence and the final training
result. Note, the silog also serves as performance measure for the quality of
depth estimation networks. The definition of this measure corresponds to the loss
function (2.56) without the parameter λ.
2.1.6 Evaluation Metrics
There are different evaluation metrics for neural networks. In semantic segmenta-
tion, the mean intersection over union and in object detection as well as instance
segmentation, the mean average precision are often used as performance mea-
sures. These metrics are possibilities to assess the prediction quality of neural
networks.
Intersection over Union The intersection over union (IoU , also known as Jac-
card index [72]), is a commonly used performance measure for semantic segmen-
tation. The IoU ∈ [0, 1] quantifies the degree of overlap of prediction and ground
truth, it is equal to zero if and only if any predicted pixel does not intersect with
the ground truth. In Fig. 2.13 the object-level definition of the IoU is given,
as well as a few examples. To evaluate the prediction performance of a neu-
ral network in semantic segmentation, the mean IoU is used. To this end, the
IoU is calculated for each class on pixel-level (not, as shown in the examples, on
object-level) and then averaged over classes.
Mean Average Precision The calculation of the average precision [40] is illus-
trated by the following example. In Fig. 2.14, different ground truth and predicted
objects are given in two images. In object detection, each predicted object re-
ceives a score value. This value describes the confidence of the network prediction
for an object. The score values associated with the predicted objects are given
in Table 2.1. The predicted objects are sorted by the score value and matched
in this order with ground truth objects using the IoU on object-level. The pre-
diction p4 has an IoU value equal to or greater than 0.5 with ground truth g3
and thus, p4 is considered as a true positive with matched ground truth g3. The







IoU = 0.93 IoU = 0.19
Figure 2.13: Intersection over union on object-level. Green boxes correspond to ground
truth (provided by humans) and red boxes to predictions obtained by neural networks.








Figure 2.14: Two input images for average precision calculation. Green boxes correspond
to ground truth objects gi, i = 1, 2, 3, and red boxes to predicted objects pi, i = 1, . . . , 4.
the ground truth object is matched, it cannot be matched with other predictions.
Therefore, p3 is treated as false positive. To match a prediction with a ground
truth object, the IoU has to be greater than or equal to a threshold, here 0.5.
To calculate the precision and recall in the next step, the true and false positives
are accumulated. The precision is the percentage of correct positive predictions
to all predicted objects and is given by
precision = true positivesall predicted objects . (2.58)
The recall is the percentage of true positive objects detected to all ground truth
objects
recall = true positivesall ground truth objects . (2.59)
Plotting the precision and recall values for varying thresholds, we are able to
measure the degree of detection ability, and the resulting precision-recall curve
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Table 2.1: From left to right the following data is given: image number, predicted
object, associated score value, matched ground truth object, IoU , true positive or false
positive, accumulated true positives, accumulated false positives, precision and recall.
image prediction score gt IoU tp/fp acc tp acc fp precision recall
2 p4 0.97 g3 ≥ 0.5 tp 1 0 1 0.33
2 p3 0.86 g3 ≥ 0.5 fp 1 1 0.5 0.33
1 p2 0.73 g1 ≥ 0.5 tp 2 1 0.67 0.67
1 p1 0.57 – < 0.5 fp 2 2 0.5 0.67
































Figure 2.15: Left: The precision and recall values are given by asterisks and the corre-
sponding precision-recall curve corresponds to the blue line. The pink line represents
the interpolation of this curve. Right: The area under the curve is divided into two
areas, A1 and A2.
is shown in Fig. 2.15 (left). The precision-recall curve evaluates the performance
of an object detection network. A strong performance is achieved when both
measures are high, and to provide an overall measure of different networks, the
area under precision-recall curve (AUPRC ) is calculated. The average precision
can be interpreted as an approximated AUPRC by interpolating the given points.
The intention is to reduce the effects of wobbling in the curve. The n points of
the curve are interpolated as follows
∑
n
(rn+1 − rn) max
r̂≥rn+1
p(r̂) (2.60)
where p(r̂) is the corresponding precision value to recall r̂. By applying this
equation, we obtain the two areas that are given in Fig. 2.15 (right) as estimated
AUPRC . By calculating the total area, we achieve an average precision value of




Figure 2.16: Top: Pixel-wise entropy heatmap obtained by the softmax output of a
semantic segmentation network. Bottom: Two predictions of an instance segmentation
network.
2.2 Uncertainty Quantification
Semantic segmentation, i.e., the pixel-wise classification of image content, and
instance segmentation, i.e., the identification and localization of objects of a set
of given classes represented by pixel-wise masks, are important tools for scene un-
derstanding. With respect to image data, state-of-the-art approaches are mostly
based on convolutional neural networks. In recent years, CNNs have demon-
strated outstanding performance for these two tasks. There is the drawback that
neural networks as statistical models produce probabilistic predictions prone to
error, and it is necessary to understand these errors. Prediction quality estimates
[33, 136] as well as uncertainty quantification [44] of neural networks are of highest
interest in safety critical applications like medical diagnosis [120, 169] and auto-
mated driving [70, 87]. However, semantic segmentation networks do not provide
uncertainty values by default. In Fig. 2.16 (top), the pixel-wise entropy applied to
the softmax output of a semantic segmentation network is shown providing pixel-
wise uncertainties. We observe segment filling dispersion caused by a misspecified
loss function as neighboring pixels are assumed to be independent. This results
in a non-convergence of the uncertainty. In instance segmentation networks such
as YOLACT [13] as well as Mask R-CNN [59] uncertainty estimations are given,
however, these are not well adjusted. In [53], it is observed that an increasing
model capacity and a lack of regularization are correlated with the miscalibration
of the model. The instance segmentation networks provide a confidence value
(the opposite of uncertainty), the score value, for each instance which can have
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high values for false predictions and low ones for correct predictions. In Fig. 2.16
(bottom left), an uncertain prediction of a rider is shown where many instances
are predicted, but only with low confidences. In contrast, in Fig. 2.16 (bottom
right), an example of the overconfidence of a neural network is given. The stand
with bags is predicted to be a person with a score value of 95%, while the real
person in the background has a confidence of only 30%. During inference of in-
stance segmentation networks, all instances with score values below a threshold
are removed. It can happen that correctly predicted instances disappear, while
many false positives remain. For these reasons, different methods are developed
which provide uncertainty estimates for segmentation neural networks.
We distinguish between two types of uncertainty, epistemic uncertainty caused
by a lack of knowledge and aleatoric uncertainty due to inherent randomness
[71]. Aleatoric (also called statistical) uncertainty refers to the variability in the
outcome of an experiment that is due to inherent random effects. A typical
example of aleatoric uncertainty is coin flipping. Even the best fitting model
cannot provide a definite answer, head or tail, only the probabilities of both
outcomes can be determined. As a consequence, this type of uncertainty cannot be
reduced by any additional source of information due to the stochastic component.
On the other hand, epistemic (also called systematic) uncertainty is caused by
a lack of information, e.g. about the best fitting model. For instance, when
asked about the meaning of the italian word “testa”, the possible answers can be
head or tail, same as for the coin flipping. In contrast to uncertainty caused by
randomness like coin flipping, in this example the uncertainty can be reduced by
using additional information. Consequently, epistemic uncertainty refers to the
reducible part of uncertainty and is considered throughout this work.
Related Work A very important type of uncertainty is the model uncertainty
resulting from the fact that the ideal model parameters are unknown and have
to be estimated from data. Bayesian models are one possibility to consider these
uncertainties [103]. Therefore, different frameworks based on variational approxi-
mations for Bayesian inference exist [4, 37]. Recently, Monte-Carlo (MC) Dropout
[44] as approximation to Bayesian inference has aroused a lot of interest. In classi-
fication tasks, the uncertainty score can be directly determined on the network’s
output [44]. Threshold values for the highest softmax probability or threshold
values for the entropy of the classification distributions (softmax output) are com-
mon approaches for the detection of false predictions (false positives) of neural
networks, see e.g. [63, 93]. Uncertainty metrics like classification entropy or the
highest softmax probability are usually combined with model uncertainty (MC
Dropout inference) or input uncertainty, see [44] and [93], respectively. Alterna-
tively, gradient-based uncertainty metrics are proposed in [119], and an alterna-
tive to Bayesian neural networks is introduced in [86] where the idea of ensemble
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learning is used to determine uncertainties. Some of these uncertainty measures
have also been transferred to semantic segmentation tasks, such as MC Dropout
[89], which also achieves performance improvements in terms of segmentation ac-
curacy [78]. The works presented in [76] and [169] also make use of MC Dropout
to model uncertainty and filter out predictions with low reliability. This line of
research is further developed in [70] to detect spatial and temporal uncertainty
in the semantic segmentation of videos. Based on MC Dropout, structure-wise
metrics are presented in [138] as well as voxel-wise uncertainty metrics based on
maximum softmax probability in [66]. In semantic segmentation tasks, the con-
cepts of meta classification and meta regression are introduced in [136]. Meta
classification refers to the task of predicting whether a predicted segment inter-
sects with the ground truth or not. To this end, the object-wise intersection over
union, as performance measure for semantic segmentation, is considered. The
meta classification task corresponds to (meta) classifying between IoU = 0 and
IoU > 0 for every predicted segment. Meta regression is the task of predicting
the IoU for each predicted segment directly. The main aim of both tasks is to
have a model that is able to reliably assess the prediction quality of a seman-
tic segmentation obtained from a neural network. As input both methods use
segment-wise metrics extracted from the segmentation network’s softmax output.
This idea is extended in [137] by adding resolution dependent uncertainty, also
applied to semantic segmentation, and in [144] to object detection. Similar works
on a single object per image basis are introduced in [33] and [68], instead of hand
crafted metrics they utilize additional CNNs. In [39], performance measures for
the segmentation of videos are introduced, these measures are also based on image
statistics and can be calculated without ground truth. Some methods for uncer-
tainty evaluation are transferred to object detection, such as the MC Dropout
[81]. False positive detection is presented based on MC Dropout and an ensemble
approach in [120]. In [87], false positive objects are assigned high uncertainties
using two methods, loss attenuation and redundancy with multi-box detection.
Based on a dropout sampling approach for object detection [110], the work of
[112] investigates the semantic and spatial uncertainty in instance segmentation.
In object detection and instance segmentation, the problem of miscalibrated score
values (gap between prediction confidence and network accuracy) is addressed by
confidence calibration [53]. For single object localization, a Platt scaling [125]
inspired method is introduced in [124] where the predictions are recalibrated in
a post-processing step. A modification of the standard softmax layer varying
the probabilistic confidence score is presented in [117] for the object detection
task. In [85], additional information of the regression output is employed to
estimate calibrated confidences with respect to image location and bounding box
size. An uncertainty-aware neural network is proposed in [185] using smoothed
labels with respect to pixel-wise uncertainty and a relaxed sigmoid function to
produce calibrated output. For long-tailed (many categories with few training
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Figure 2.17: Multiple object tracking. Object detection is performed in frame t as well
as in t+ 1 and a tracking algorithm is applied to the objects found (here pedestrians).
The objects in frame t assign random IDs (given by different colors). In the right panel
the results of the tracked objects are shown.
samples) object detection and instance segmentation, a post-processing method
reweighs the predicted scores of each class by its training sample size to obtain
calibrated confidence scores [121]. The task of medical image segmentation is
tackled in [107] which is based on model ensembling for confidence calibration of
fully convolutional networks using batch normalization.
2.3 Object Tracking
While most works, like those presented before, focus on uncertainty quantification
for single frames, there is often video data available. To use the benefit of videos
over single frames, object tracking methods can be applied. Object tracking is an
essential task in video applications, such as automated driving, robot navigation
and many others [109]. The task of object tracking consists of detecting objects
and then propagating the location of objects to subsequent frames, eventually
studying their behavior [182]. There are two levels of object tracking, single object
tracking (SOT) and multiple object tracking (MOT). In SOT, the appearance of
the object is known and the task is to track this object using the information
from previous frames, while MOT requires the detection of multiple objects in the
frames, also objects which leave or enter frames. An illustration for two frames is
given in Fig. 2.17. The main difficulty in tracking multiple objects simultaneously
is caused by occlusions and interactions between objects. An example is shown in
Fig. 2.18. The objects are represented by bounding boxes and pixel-wise masks.
The individual IDs of the objects are given by the different colors. For single as
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Figure 2.18: An example of multiple object tracking, where pedestrians are tracked.
well as multiple object tracking different methods are proposed.
2.3.1 Related Work
In this section, we discuss different approaches for single and multiple object
tracking.
Single Object Tracking In most works, the target object is represented as an
axis-aligned [170] or rotated [82] bounding box such as in the following approaches.
A popular strategy for single object tracking is the tracking-by-detection approach
[5]. A discriminative classifier is trained online while performing the tracking
to separate the object from the background only by means of the information
where the object is located in the first frame. Another approach for tracking-
by-detection uses adaptive correlation filters that model the targets appearance,
the tracking is then performed via convolution [12]. In [32] and [160], the track-
ers based on correlation filters are improved with spatial constraints and deep
features, respectively. Another object tracking algorithm [113] combines Kalman
filters and adaptive least squares to predict occluded objects where the detector
shows deficits. In contrast to online learning, there are also tracking algorithms
that learn the tracking task offline and perform tracking as inference, only. The
idea behind these approaches [10, 62] is to train a similarity function on pairs of
video frames offline instead of training a discriminative classifier online. In [10],
a fully-convolutional siamese network is introduced. This approach is improved
by making use of region proposals [91], angle estimation and spatial masking [58]
as well as memory networks [178]. Another approach for single object tracking
with bounding boxes is presented in [179] where semantic information is used for
tracking. Most algorithms and also the ones described here use bounding boxes,
mostly for initializing and predicting the position of an object in the subsequent
frames. In contrast, [28] uses coarse binary masks of target objects instead of rect-
angles. There are other procedures that initialize and/or track an object without
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bounding boxes, since a rectangular box does not necessarily capture the shape
of every object well. In [74], a temporal quad-tree algorithm is applied, where the
objects are divided into squares getting smaller and smaller. Other approaches
use semantic image segmentation such as [55], where the initialization includes
a segmentation for predicting object boundaries. A segmentation-based tracking
algorithm is presented in [35] based on an adaptive model. The approaches pre-
sented in [6] and [150] are also based on segmentation and use particle filters for
the tracking process. There is also a superpixel-based approach [181] that creates
binary masks and starts from a bounding box initialization.
Multiple Object Tracking The tracking task (association problem) in [191],
[149] and [187] is solved by dual matching attention networks, a CNN using
quadruplet losses and a CNN based on correlation filters, respectively. Another
approach for object association involves finding a network flow via backpropa-
gation [145]. The previously described algorithms use one model for the object
detection and another for the association problem. The work of [168] presents a
shared model for both tasks. A focus on the improvement of long-term appear-
ance models is demonstrated in [79] based on a recurrent network. Most works,
including those described here, work with bounding boxes, while there are other
methods that use a binary segmentation mask representation of the object [166].
Starting from a bounding box initialization, binary masks are created based on
a fully-convolutional siamese approach [166]. In [2] and [123], segmentation and
tracking are jointly solved using a pixel-level probability model and a recurrent
fully convolutional network, respectively. To perform the detection, segmentation
and tracking tasks simultaneously, the Mask R-CNN network is extended by a
tracking branch [176], by 3D convolutions to incorporate temporal information
[162] and by a mask propagation branch [9]. In contrast, the sub-problems classi-
fication, detection, segmentation and tracking are treated independently in [97].
Another work for multiple object tracking is based on the optical flow and the
Hungarian algorithm [20].
2.3.2 Evaluation Methods
There exists different metrics for the evaluation of object tracking methods, some
of them are described in the following. These metrics are designed to evaluate
not only the tracking process, but also the prediction of the objects by the neural
network. To this end, we define for each frame t of an image sequence (with a
length of T ) the ground truth objects by {g1, . . . , gn} and the predicted objects
by {p1, . . . , pm}. In Fig. 2.19 some cases for matches and non-matches between
ground truth and predicted objects are shown. Mismatches are incremented as
the associated predicted object changes. The same applies to switches between
36
2.3 Object Tracking





















Figure 2.19: Optimal matches and error measures between ground truth and predicted
objects. (a): False positives. (b): False negatives. (c): Matched ground truth g2 and
predicted object p2 (true positives). The zoom shows the distance between the geometric
centers of the two objects. (d): Mismatch error. First, g3 and p3 are matched. After
two frames, there is another match with p4 and after another three frames, it switches
back to p3. We count two mismatch errors in this case. (e): First, g4 and p5 are matched
for one frame. In the next two frames, the objects are not close enough to be a match
before they are matched ones again. There are two cases of a switch between matched
and non-matched for the ground truth object g4.
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matched and non-matched, it will count up after the first match as soon as the
status changes.
For the tracking evaluation metrics, we define some terms in frame t:
• gtt: number of ground truth objects
• fnt: number of false negatives
• fpt: number of false positives
• tpt: number of true positives
• mmet: number of mismatch errors
• smnt: number of switches between matched and non-matched
• dit: distance between geometric centers of the ground truth object gi and its
associated predicted object











is the distance between geometric centers of matched pairs of ground truth and




t=1(fnt + fpt + mmet)∑T
t=1 gtt
(2.62)
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relates the true positives to all ground truth objects [182]. The F-measure [22] is
a combination of recall and precision, defined by
F-measure =
∑T
t=1 2 · tpt∑T
t=1(2 · tpt + fnt + fpt)
. (2.68)
The FAR metric [109] is a different representation of the sum of false positives





· 100 . (2.69)
These described measures are summed up over all frames of an image sequence.
The metrics described in the following do not describe the ground truth objects
frame-wise, instead a ground truth object can occur in several frames and is
assigned a common ID. We define by GT all ground truth objects of an image
sequence which are identified by different IDs. We divide these ground truth
objects into three cases: mostly tracked MT , partially tracked PT and mostly
lost ML (see [109]). An object is mostly tracked if it is tracked for at least 80% of
frames, out of the total number of frames in which it appears. It is independent
whether the ground truth object is matched with one same predicted object or
different predicted objects. An object is mostly lost if it is only tracked for less
than 20% and the other cases are partially tracked. We focus on the object
tracking metrics described here as these are well-known.
2.4 Classification and Regression Methods for the
Prediction of the IoU
For the quality evaluation of neural networks, which we discuss in detail in Chap-
ter 3 and Chapter 4, we use the object-wise intersection over union as a perfor-
mance measure. In Chapter 3, we consider the task of (meta) classifying between
IoU = 0 and IoU > 0 for every predicted object obtained by a semantic segmen-
tation to identify false positive segments. In Chapter 4, we consider the problem
of instance segmentation and thus, we classify between IoU < 0.5 and IoU ≥ 0.5
for every predicted instance. Moreover, we predict the IoU for each predicted ob-
ject directly (meta regression) to evaluate the quality of a segmentation obtained
from a neural network. In the following, we consider different classification and
regression methods, such as linear models, gradient boosting as well as shallow
neural networks with corresponding evaluation metrics [57].
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2.4.1 Linear Regression
A general linear regression model is given by
y = xβ + ε (2.70)
where y denotes the true IoU values, x the input variables, β the coefficients and
ε the error term. The task of fitting a linear model is to minimize the residual
sum of squares and thus, to estimate the coefficients
min
β
(‖y − xβ‖22 + λ · Ω(β)) . (2.71)
To prevent overfitting a regularization term Ω(β) with parameter λ is added (see
Sec. 2.1.1, paragraph Regularization). Using `1-penalization, the coefficient vector
is thinned out, i.e., coefficients are set to zero, while using the `2-penalization,
large coefficients are reduced.
A linear model to binary classification is the logistic regression. The logistic






−yi log(ϑ(β>xi))− (1− yi) log(1− ϑ(β>xi))) (2.72)
where
yi =
0, if IoU = 01, if IoU > 0 , (2.73)
xi denotes the ith input variable and ϑ(·) the logistic function (equal to the sigmoid
function, see (2.3)). The least absolute shrinkage and selection operator (LASSO






−yi log(ϑ(β>xi))− (1− yi) log(1− ϑ(β>xi)) + λ‖β‖1) (2.74)
where λ denotes the regularization parameter. The LASSO method investigates
the predictive power of different combinations of input variables and serves as
feature selector [128, 158, 167]. Besides the standard LASSO method, there exists
also modifications such as using Bayesian models [122] or support vector machines
[135].
2.4.2 Gradient Boosting
Gradient boosting is a learning technique for classification and regression tasks
that generates a prediction model in the form of an ensemble of weak prediction
models [42, 43, 105]. Typically, binary decision trees are used as models. Decision
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Algorithm 2.1: Gradient boosting






for m = 1, . . . ,M do2





fit a regression tree to the pseudo-residuals rim giving regions6
Rjm, j = 1, . . . , Jm
for j = 1, . . . , Jm do7




L(yi, fm−1(xi) + β)
8
end9
update fm(x) = fm−1(x) +
Jm∑
j=1
βjm · I(x ∈ Rjm) where
10
I(x ∈ Rjm) = {1 if x ∈ Rjm, 0 else }
end11
output f̂(x) = fM(x)12
trees form a hierarchical structure from a set of training data with as few decision
paths as possible. This is done in a recursive way, starting at the root of the
tree, until the best and distinct class assignment is found based on the features.
Gradient boosting creates a strong learner by means of additive base learners like
decision trees. The approach is described in Algorithm 2.1. At each iteration
m, m = 1, . . . ,M , a subsample {(xi, yi)}i=1,...,N is randomly generated of the
training data. The gradients of the loss function L to be minimized are called
pseudo-residuals. Then the regression tree is fitted to these pseudo-residuals. The
decision tree is partitions into Jm disjoint regions {Rjm}j=1,...,Jm where the number
Jm depends on each iteration m. By minimizing the loss function, the coefficients
β for the individual regions are obtained. Subsequently, the model can be updated
using these coefficients β. In summary, gradient boosting constructs an additive
regression model by fitting base learners in each iteration. For classification and
regression tasks, different loss functions are applied. For example, logistic loss can
be used for classification and squared loss for regression tasks. The possibility to
optimize different loss functions and the various hyperparameters available allow
gradient boosting to be quite flexible. Furthermore, this method can work with
different data like categorical or numerical values and also handle missing data.
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2.4.3 Shallow Neural Networks
In Sec. 2.1, neural networks are introduced. Neural networks can be applied to
different tasks, especially shallow neural networks can be used for classification
and regression. In the following, we focus on the architectures considered for meta
classification and regression. For classification, the network contains only one hid-
den layer with a small number of neurons (50 ones). As activation function the
sigmoid function is used and as regularization a `2-penalization. The shallow neu-
ral network considered for regression also contains only one hidden layer (with 50
neurons). A ReLU activation function is applied as well as `1- and `2-penalization,
respectively. Classification and regression are simple problems compared to, for
example, object detection and semantic image segmentation. For this reason and
to prevent overfitting, only shallow neural networks are sufficient for these meta
classification and regression tasks.
2.4.4 Performance Measures
For the evaluation of the prediction quality of classification and regression models,
we introduce two metrics for each case.
Classification Measures To evaluate the prediction of a binary classification
model, the accuracy is often considered. The accuracy is the number of correctly
predicted observations divided by the total number of observations.
Another commonly used quality measure for the prediction of classification models
is the area under receiver operating characteristics curve (AUROC ) [41]. To this
end, we apply the true categorized variable yk = {0 if IoU = 0, 1 if IoU > 0} and
the predicted variable
ŷk =
0, if p̂k > s̃1, else (2.75)
where s̃ ∈ [0, 1] is a threshold and p̂k ∈ [0, 1] denotes the predicted probability for
an object k to be a false positive. The AUROC is based on the
sensitivity = number of true positivesnumber of true positives + false negatives (2.76)
(also called true positive rate) and on the
specificity = number of true negativesnumber of true negatives + false positives (2.77)
(also called true negative rate). The ROC is obtained by varying the decision
threshold s̃ in a binary classification problem, here for the decision between IoU =
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0 and > 0 (or IoU < 0.5 and IoU ≥ 0.5). The sensitivity and specificity are
compared, so that in the best case (everything is predicted correctly) the AUROC
reaches a value of 1.
Regression Measures To evaluate the regression model, we use the coefficient
of determination R2 [116]. Let yi be the IoU value of an object i and ŷi the
IoU predicted by the model, with corresponding mean values ȳ and ¯̂y over all








The higher the value of 0 ≤ R2 ≤ 1 is, the more accurate is the fitting of the re-
gression model. R2 = 0 corresponds to the baseline model (each value is predicted
as the mean) and R2 = 1 to a perfect prediction.
Furthermore, for regression models the standard errors σ can be computed as the
square root of the mean squared error.
2.5 Datasets
In this section, we give an overview of the datasets which we consider in our exper-
iments. The KITTI dataset [45, 46] consists of real street scene images from Karl-
sruhe in Germany, and the MOT dataset [109] provides scenes from pedestrian
areas and shopping malls. The synthetic VIsual PERception (VIPER) dataset
[132] is obtained from the computer game GTA V and consists of more than
250K images acquired at different times of the day and under various weather
conditions. We focus on the images from the day category, i.e., bright images
and no rain, for further processing. Examples of raw images of these datasets
are shown in Fig. 2.20. We use these datasets for different tasks like semantic
segmentation, instance segmentation and depth estimation. The detailed infor-
mation about how many images and for which tasks we use the datasets is given
in Table 2.2. We provide the resolution of the images and the number of labeled
images for semantic segmentation, instance segmentation as well as depth estima-
tion. Furthermore, we give the splittings of the images into video sequences. The
KITTI dataset and the VIPER dataset have a framerate of 10 frames per second
(fps) and the MOT dataset of 30 fps. For semantic and instance segmentation,
the number of classes for the specific task are specified. The classes in seman-
tic segmentation cover the categories flat (e.g. road and sidewalk), construction
(e.g. building and wall), nature (vegetation and terrain), vehicle (e.g. car, bus
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Figure 2.20: Top: Two raw images of the KITTI dataset. Center : VIPER dataset.
Bottom: MOT dataset.
Table 2.2: Overview of the datasets including the number of labeled images for the three
different tasks, i.e., semantic segmentation, instance segmentation and depth estima-
tion.
KITTI VIPER MOT
resolution 1,242× 375 1,920× 1,080 1,920× 1,080
640× 480
semantic segmentation 142 (29 videos) 8,740 (33 videos) –
number of classes 19 23 –
instance segmentation 8,008 (21 videos) – 2,862 (4 videos)
number of classes 2 – 1
tracking IDs X – X
depth estimation 24,268 (61 videos) – –
and train), sky, object (e.g. pole and traffic sign) and human (person and rider).
In the VIPER dataset, classes like chair and trash are added. In instance seg-
mentation, the classes correspond to the most important ones, persons and cars.
Since the MOT dataset is dealing with pedestrian areas and shopping malls, only
pedestrians are labeled. For both datasets, multi-object tracking IDs are available
for the instances [162].
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Time-Dynamic Estimates of the
Reliability of Deep Semantic
Segmentation Networks
Semantic segmentation, i.e., the pixel-wise classification of image content, is an
important tool for scene understanding (see Sec. 2.1.3). In recent years, neural
networks have demonstrated outstanding performance for this task. In safety
relevant applications like automated driving [70] and medical diagnosis [169], the
reliability of predictions and thus, uncertainty quantification is of highest interest.
While most works focus on uncertainty quantification for single frames, video
data is often available as well. In this thesis, we study uncertainties by taking
temporal information into account. To this end, we construct metrics that express
uncertainties in single frames. By tracking predicted segments over time, we
obtain time series of metrics that quantify the dynamics of predicted objects
(the prediction of one object instance corresponds to a segment). From this
information, we assess the prediction quality on segment-level.
In this chapter, we elaborate on the meta classification and regression approach
from [136] which provides a framework for post-processing a semantic segmenta-
tion. Our method aggregates pixel-wise uncertainty heatmaps obtained by the
softmax output of a semantic segmentation network on segments, such as pixel-
wise entropy, probability margin or variation ratio. An example of pixel-wise
variation ratio is given in Fig. 3.1 (right). In addition to these metrics, further
quantities derived from the predicted segments are used, for instance various mea-
sures corresponding to the geometry of segments. We extend these segment-wise
and single-frame metrics by taking time-dynamics into account. To this end, we
present a light-weight approach for tracking segments over time, matching them
according to their overlap in consecutive frames. This is accomplished by shifting
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Networks
Figure 3.1: Left: Semantic segmentation predicted by a neural network. Right: Pixel-
wise variation ratio.
segments according to their expected location in the subsequent frame. The time
series of metrics, yielding a structured dataset (metrics in columns and predicted
segments in lines), is presented to meta classifier/regressor to either classify be-
tween IoU = 0 and IoU > 0 or predict the IoU directly. For both prediction
tasks, we study different types of models and their dependence on the length of
the time series. Given the fact that for automated driving image sequences are
available, the proposed light-weight tracking algorithm uses information from con-
secutive frames to improve meta classification and regression performance with
only little additional effort.
A core assumption for our method is that a semantic segmentation network and
a video stream of input data are available. In our tests, we employ the publicly
available DeepLabv3+ network with two different network backbones (Sec. 2.1.3)
and apply them to the VIPER dataset and to the KITTI dataset (see Sec. 2.5).
For the VIPER dataset, there are labeled ground truth images for each frame,
while for the KITTI dataset, for only a few (142) frames ground truth is given. For
this reason, we use alternative sources of information to address the lack of ground
truth by incorporating pseudo ground truth provided by a stronger network. The
source code of our method is publicly available at http://github.com/kmaag/
Time-Dynamic-Prediction-Reliability. Our contributions are summarized as
follows:
• We propose our light-weight tracking approach for segments and the con-
struction of segment-wise metrics using uncertainty and geometry infor-
mation. In addition, we introduce the meta regression and classification
methods including the construction of their inputs consisting of time series
of metrics.
• For the KITTI dataset, we present alternative sources of information to
address the lack of ground truth annotation in video data.
• We perform meta classification and regression to assess the prediction qual-
ity of neural networks on segment-level. Moreover, we study the influence of
time-dynamics on meta classification and regression as well as the incorpo-
ration of various classification and regression methods. For meta regression,
we achieve R2 values of up to 87.51% as well as for the meta classification,
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AUROC values of up to 88.68%. Furthermore, we compare our approach
with different baselines.
The remainder of this chapter is organized as follows. In Sec. 3.1, we demonstrate
the differences to related work. Our method is described in Sec. 3.2. In more
detail, in Sec. 3.2.1, we introduce our tracking algorithm for single-frame based
semantic segmentation networks applied to video data. This is followed by the
construction of segment-wise metrics using uncertainty and geometry information
in Sec. 3.2.2. In Sec. 3.2.3, we describe the meta regression and classification
methods including the construction of their inputs consisting of time series of
metrics. The numerical results are presented in Sec. 3.3. We study the impact of
time-dynamics on meta classification and regression as well as the incorporation
of various classification and regression methods. Finally, we discuss our results
and next steps to improve our methods in Sec. 3.4.
3.1 Related Work
In Sec. 2.3.1, the related work on multiple object tracking is presented. Most works
[5, 10, 12, 32, 58, 62, 82, 91, 113, 160, 170, 173, 178, 179] in the field of object
tracking make use of bounding boxes, while our approach is based on semantic
segmentation. There are some approaches using segmentation masks. However,
only a coarse binary mask is used in [28] and in [55], the segmentation is only used
for initialization. In [2, 35], segmentation and tracking are executed jointly. In
our procedure, a segmentation is inferred first, tracking is performed afterwards
making our method independent of the neural network. In addition to the different
forms of object representations, there are various algorithms for object tracking.
In the tracking-by-detection methods, a classifier for the difference between object
and background is trained and therefore, only information about the location of
the object in the first frame is given [5, 12, 32, 160]. We do not train classifiers
as this information is contained in the inferred segmentations. Another approach
is to learn a similarity function offline [10, 58, 62, 91, 178]. The works of [2, 6,
35, 150, 166] are based on segmentation and they use different tracking methods,
like probability models, particle filters and fully-convolutional siamese networks,
respectively. Our tracking method is solely based on the degree of overlap of
predicted segments in consecutive frames.
The related work on uncertainty quantification is introduced in Sec. 2.2. With
respect to uncertainty quantification, MC dropout is widely used, see [44, 76,
78, 169]. Whenever dropout is used in a segmentation network (we do not use
dropout), the resulting heatmap can be included into our framework. There are
alternative measures of uncertainty like gradient based ones [119] or measures
based on spatial and temporal differences between the colors and movements of
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the objects [39]. We construct metrics based on aggregated dispersion measures
from the softmax output of a neural network on segment level. The works [33, 68]
closest to ours are constructed to work with one object per image, instead of hand
crafted metrics they are based on (post-processing) CNNs. We extend the work of
[136], where meta classification and regression for single frames are introduced, by
a temporal component. The authors post-processed semantic segmentation pre-
dictions in order to estimate the quality of each predicted segment. We construct
time series from the segment-wise uncertainty metrics and further, study addi-
tional methods for the meta classification and regression, e.g. gradient boosting
and neural networks.
3.2 Method
In this section, we present our light-weight tracking method and the construction
of segment-wise metrics based on object’s geometric and dispersion measures.
From this information, we assess the prediction quality on segment-level by means
of meta classification as well as regression. Furthermore, we predict false positive
segments by meta classification.
3.2.1 Tracking Segments over Time
We introduce a light-weight tracking algorithm for the case where semantic seg-
mentation is available for each frame of an image sequence. Semantic image
segmentation aims to segment objects in an image. It can be viewed as a pixel-
wise classification of image content (e.g. Fig. 3.1 (left)). To obtain a semantic
segmentation, the goal is to assign to each image pixel z of an input image x a
label y within a prescribed label space C = {y1, . . . , yc} with c different class la-
bels. Here, this task is performed by a neural network that provides for each pixel
z a probability distribution fz(y|x,w) over the class labels y ∈ C, given learned
weights w and an input image x. The predicted class for each pixel z is obtained
by
ŷz(x,w) = arg max
y∈C
fz(y|x,w) . (3.1)
Let Ŝx = {ŷz(x,w)|z ∈ x} denote the predicted segmentation and K̂x the set of
predicted segments. A segment is defined as a connected component of which all
pixels belong to the same class (set of pixel locations). The idea of the proposed
tracking method is to match segments of the same class according to their overlap
in consecutive frames. We denote by {x1, . . . , xT} the image sequence with a
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length of T and xt corresponds to the tth image. Furthermore, we formulate the





Considering the movement of objects, we also compute geometric centers of pre-
dicted segments. The geometric center of a segment k ∈ K̂xt in frame t is defined
as






where z = (zv, zh) is given by its vertical and horizontal coordinates of pixel z.
Our tracking algorithm is applied sequentially to each frame t, t = 1, . . . , T , and
we aim at tracking all segments present in at least one of the frames. To give
the segments different priorities for matching, the segments of each frame are
sorted by size and treated in descending order. When a segment in frame t is
matched with a segment from a previous frame, it is ignored in further steps,
and matched segments are assigned an unique ID. Within the description of the
matching procedure, we introduce parameters cnear , cover , cdist and clin, the re-
spective numerical choices are given in Sec. 3.3. More formally, our algorithm
consists of the following five steps to match segments k ∈ K̂xt−1 with segments in
frame t:
Step 1 (aggregation of segments). The minimum distance between segment
i ∈ K̂xt and all j ∈ K̂xt \ {i} of the same class is calculated. If the distance is less
than a constant cnear , the segments are so close to each other, they are considered




Step 2 (shift). If the algorithm was applied to at least two previous frames,
the geometric centers (k̄t−2) and (k̄t−1) of segment k ∈ K̂xt−1 are computed. The
segment from frame t − 1 is shifted by the vector (k̄t−1 − k̄t−2) and the overlap
Oj,k with each segment j ∈ K̂xt from frame t is determined. If Oj,k ≥ cover or
j = arg maxi∈K̂xt Oi,k, the segments k and j are matched and receive the same
ID.
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If there is no match found for segment k during this procedure, the quantity
d = min
j∈K̂xt
‖j̄t − k̄t−1‖2 + ‖(k̄t−1 − k̄t−2)− (j̄t − k̄t−1)‖2 (3.4)
is calculated for each available j and both segments are matched if d ≤ cdist . This
allows for matching segments that are closer to k̄t−1 than expected. The first
norm measures the distance of geometric centers while the second norm ensures
that the direction and shift of segment k from frame t − 2 to t − 1 is similar to





If segment k exists in frame t− 1 and not in t− 2, then step 2 is simplified: only
the distance between the geometric center of k ∈ K̂xt−1 and j ∈ K̂xt is computed
and the segments are matched if the distance is smaller than cdist .
Step 3 (overlap). If t ≥ 2, the overlap Oj,k of the segments k ∈ K̂xt−1
and j ∈ K̂xt in two consecutive frames is calculated. If Oj,k ≥ cover or j =




Step 4 (regression). In order to account for flashing predicted segments, either
due to false prediction or occlusion, we implement a linear regression and match
segments that are more than one, but at most nlr − 2, frames apart in temporal
direction. If the ID of segment k ∈ K̂x∗ , ∗ ∈ {t− nlr, . . . , t− 1}, has not yet been
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assigned in frame t and t ≥ 4, i.e., three frames have already been processed, then
the geometric centers of segment k are computed in frames t − nlr to t − 1 (in
case k exists in all these frames). If at least two geometric centers are available, a
linear regression is performed to predict the geometric center (ˆ̄kt). If the distance
between the predicted geometric center and the calculated geometric center of the
segment j ∈ K̂xt is less than a constant value clin, k and j are matched.
• • • • •
k̄t−3 k̄t−2 k̄t−1 ˆ̄kt j̄t
j
d
If no match was found for segment k, segment k ∈ K̂xtmax is shifted by the vector
(ˆ̄kt− k̄tmax), where tmax ∈ {t− nlr, . . . , t− 1} denotes the frame where k contains
the maximum number of pixels. If Oj,k ≥ cover or j = arg maxi∈K̂xt Oi,k applied
to the resulting overlap, k and j are matched.
• • • •
k̄t−3 k̄t−2 k̄t−1 ˆ̄kt
jk
Oj,k
Step 5 (new IDs). All segments j ∈ K̂xt that have not yet received an ID are
assigned with a new one.
In Fig. 3.2 our tracking algorithm is applied to a short image sequence of predicted
segments obtained by a semantic segmentation network. Note, our approach
allows multiple segments in one frame to have the same ID.
3.2.2 Segment-wise Metrics and Time Series
In the previous section, we presented the semantic segmentation and the result-
ing probability distribution fz(y|x,w) for pixel z of an image x and weights w.
The degree of randomness in fz(y|x,w) is quantified by (pixel-wise) dispersion






fz(y|x,w) log fz(y|x,w) , (3.5)
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Figure 3.2: Our tracking method is applied to predicted segments obtained by a semantic
segmentation network in four consecutive frames. Each color corresponds to a different
ID.
the variation ratio
Vz(x,w) = 1− fz(ŷz(x,w)|x,w) (3.6)
and the probability margin
Mz(x,w) = 1− fz(ŷz(x,w)|x,w) + max
y∈C\{ŷz(x,w)}
fz(y|x,w) . (3.7)
A visualization of pixel-wise variation ratio is shown in Fig. 3.1 (right). Note,
that also other heatmaps (like MC Dropout variance) can be processed. To obtain
metrics per segment from these pixel-wise dispersion measures for each segment






where Dz ∈ {Ez, Vz,Mz} and S = |k| denotes the segment size. We further
distinguish between the inner kin ⊂ k, where a pixel z ∈ kin if all eight neighboring
pixels of z are elements of k, and the boundary kbd = k \ kin. At segment level,
the segment size and the mean disperions are provided as metrics, divided into
inner and boundary. From these metrics, additional metrics are derived such as
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the relative segment sizes S̃ = S/Sbd and S̃in = Sin/Sbd as well as the relative
mean dispersions ˜̄D = D̄S̃ and ˜̄Din = D̄inS̃in where D ∈ {E, V,M}. Our set of
metrics per segment is constructed by these measures and the geometric center k̄
(defined in (3.3)) as well as the mean class probabilities for each class y ∈ C





In summary, we use the following set of metrics:
Uk = {D̄, D̄in, D̄bd, ˜̄D, ˜̄Din : D ∈ {E, V,M}}
∪ {S, Sin, Sbd, S̃, S̃in} ∪ {k̄} ∪ {P (y|k) : y = 1, . . . , c} . (3.10)
The separate treatment of inner and boundary in all dispersion measures is moti-
vated by typically large values of Dz for z ∈ kbd (see Fig. 3.1 (right)). In addition,
we find that poor or false predictions are often accompanied by fractal segment
shapes (which have a relatively large amount of boundary pixels, measurable by
S̃ and S̃in) and/or high dispersions D̄in on the segment’s inner. An example of
such a fractal segment is the sidewalk in the front right area of Fig. 3.1 (left). The
presented metrics are single-frame based and the proposed light-weight tracking
method provides the identification of predicted segments in consecutive frames.
Hence, we obtain time series for each of the defined metrics, that are subject to
further analysis.
3.2.3 Prediction of the IoU from Time Series
A measure to determine the prediction accuracy of the segmentation network with
respect to the ground truth is the IoU (see Sec. 2.1.6). To this end, we define
by Kx the set of connected components in the ground truth Sx, analogously to
K̂x (the set of connected components in the predicted segmentation Ŝx). The
corresponding class of k′ ∈ Kx is denoted by yz(x) ∈ C (for any z ∈ k′). For
k ∈ K̂x let Kkx = {k′ ∈ Kx : ŷz(x,w) = yz(x) for z ∈ k ∩ k′ and k ∩ k′ 6= ∅}. For
each k ∈ K̂x the IoU is given by
IoU (k) = |k ∩K
′|
|k ∪K ′|




In our test, we use a slight modification, i.e., the adjusted IoU
IoU adj(k) =
|k ∩K ′|




with Qkx = {q ∈ K̂x : ŷz(x,w) = yz(x), z ∈ q ∩ K ′ and q ∩ K ′ 6= ∅} which
is less prone to fragmented objects. The motivation for adjusting the IoU is
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Figure 3.3: Illustration of the different behaviors of calculated IoU and IoU adj per
segment. Left: Visualization of IoU . Right: IoU adj. Center : Corresponding ground
truth with zooms for the crucial areas. Center top: Zoom for ground truth. Center
bottom: Zoom for predicted segmentation. Green color corresponds to high IoU and
IoU adj values, red color to low ones. The predicted segmentation shows the soil (class
terrain) divided into two segments by a palm tree (class vegetation). The IoU rates the
small segment on the right from the palm tree poor, although the prediction is well.
These problems are solved by the IoU adj.
given in Fig. 3.3. It can happen that a ground truth segment is split into two
or more segments in the prediction. Even if the segments are well predicted, the
IoU values are low. In contrast, the IoU adj does not penalize the prediction of a
segment if the remainder of the ground truth is well covered by other predicted
segments belonging to the same class.
In this work, we perform segment-wise predictions of the IoU adj (meta regression)
comparing different regression approaches and classify between IoU adj = 0 and
IoU adj > 0 (meta classification), both for every predicted segment. Both pre-
diction tasks (meta tasks) are performed by means of the metrics introduced in
Sec. 3.2.2. Note, that these metrics can be computed without the knowledge of the
ground truth. Our aim is to analyze to which extent they are suitable for the meta
tasks and how much we benefit from using time series. For each segment k ∈ K̂xt
in frame t, we have the metrics Ukt and their information in previous frames due
to the segment tracking. Both meta tasks are performed by means of the metrics
Uki , i = t − nc, . . . , t, where nc describes the number of considered frames. An
overview of how the metrics as well as their time series are constructed and then,
used as input for meta classification and regression is shown in Fig. 3.4. For meta
classification, we define yk = {0 if IoU adj(k) = 0, 1 if IoU adj(k) > 0} and we want
to predict this value by three different methods. These methods are the logistic
regression with `1-penalty (LASSO [157]), gradient boosting regression [43] and a
shallow neural network containing only a single hidden layer with 50 neurons. For
meta regression, we compare six different regression methods, this includes plain
linear regression, linear regression with `1- and `2-penalization, gradient boost-
ing and two shallow neural networks – one with `1-penalization and one with `2.
An overview of the different methods for regression and classification is given in





















Figure 3.4: Overview of meta classification and regression. A semantic segmentation is
predicted by a neural network, and the softmax output is considered for the constructed
metrics by means of dispersion measures. By tracking predicted segments, time series
of metrics can be obtained. These serve as input for meta classification and regression.
In addition to the presented time-dynamic components, we extend the approach
from [136] by incorporating further models for meta tasks, i.e., neural networks
and gradient boosting. For this reason, we consider linear models for meta tasks
and single-frame (nc = 0) based metrics as used in [136] as baseline. Another
approach, presented in [33], also performs meta regression, however, it is only
designed for one object per image and on a single-frame basis. As a consequence,
we cannot use this approach as a suitable baseline, since ∼150 (#segments/image)
CNN inferences per image are unfeasible.
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Table 3.1: Overview of meta classification and regression methods. For classification,
we consider LR L1, GB, NN L2 and for regression all of them.
methods
LR linear regression
LR L1 linear / logistic regression with `1-penalization
LR L2 linear regression with `2-penalization
GB gradient boosting
NN L1 neural network with `1-penalization
NN L2 neural network with `2-penalization
3.3 Numerical Results
In this section, we investigate the properties of the metrics defined in the previous
section and the influence of the length of the time series considered. Moreover,
different meta classification and regression methods are studied. We perform
our tests on two different datasets (see Sec. 2.5) for the semantic segmentation
of street scenes where also image sequences are available, the synthetic VIPER
dataset obtained from the computer game GTA V and the KITTI dataset with
real street scene images from Karlsruhe, Germany. In all our tests, we consider
the DeepLabv3+ network (see Sec. 2.1.3) for semantic segmentation for which
we use a reference implementation in Tensorflow [1]. The DeepLabv3+ imple-
mentation and weights are available for two network backbones. First, there is
the Xception65 network, a modified version of Xception [25]. Next, there is Mo-
bilenetV2 [141], a slim architecture designed for mobile devices. Primarily, we
use Xception65 for VIPER and MobilenetV2 for KITTI, for the latter we also
use Xception65 as a reference network to generate pseudo ground truth for the
meta tasks. For tracking segments with our procedure, we assign the parameters
defined in Sec. 3.2.1 with the following values: cnear = 10, cover = 0.35, cdist = 100
and clin = 50. We study the predictive power of our 22 metrics and segment-wise
averaged class probabilities per segment and frame. From our tracking algorithm,
we get these metrics additionally from previous frames for every segment.
3.3.1 VIPER Dataset
The VIPER dataset consists of more than 250K 1,920 × 1,080 video frames and
for all frames there is ground truth available, consisting of 23 classes. We trained
an Xception65 network starting from backbone weights for ImageNet [140]. We
choose an output stride of 16 and the input image is evaluated within the frame-
work only on its original scale (DeepLabv3+ allows for evaluation on different
scales and averaging the results). For a detailed explanation of the chosen pa-
rameters we refer to [24]. We retrain the Xception65 network with 5,147 training
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Table 3.2: Correlation coefficients ρ with respect to IoU adj for the VIPER dataset.
S 0.50219 Ē −0.66755 V̄ −0.80317 M̄ −0.86945 k̄v 0.03538
Sin 0.49912 Ēin −0.66908 V̄in −0.77783 M̄in −0.84164 k̄h −0.04239
Sbd 0.55232 Ēbd −0.27683 V̄bd −0.42808 M̄bd −0.61155
S̃ 0.52080 ˜̄E 0.42459 ˜̄V 0.34224 ˜̄M 0.38094
S̃in 0.52080 ˜̄Ein 0.46122 ˜̄Vin 0.37873 ˜̄Min 0.39900
Figure 3.5: Correlations between rescaled metrics and IoU adj for the VIPER dataset.
images and 847 validation images (during training with different numbers of im-
ages, we found that this number is sufficient). We only use images from the day
category (i.e., bright images, no rain) for training and further processing, achiev-
ing a mean IoU of 50.33%. If we remove the classes mobile barrier, chair and van
which are also underrepresented in the dataset (yielding IoU s below 10%), the
mean IoU rises to 57.38%. The validation set is neither used for early stopping
nor for parameter tuning.
For further experiments, we consider the output probabilities and predictions of
13 video sequences consisting of 3,593 images in total. For each segment in the
segmentations of these images, we compute the IoU adj and the 22 constructed
segment-wise metrics Ukt for each single frame t. To study the prediction power
of the metrics, we compute the Pearson correlation coefficients ρ ∈ [−1, 1] be-
tween IoU adj and each metric. The results are given in Table 3.2. The metrics
are standardized to zero mean and unit standard deviation. Furthermore, we
provide scatter plots of selected metrics relative to IoU adj in Fig. 3.5. The mean
probability margin (M̄ and M̄in) and variation ratio measures (V̄ and V̄in) as well
as the mean entropies (Ē and Ēin) show strong correlations with IoU adj. How-
ever, the geometric center and the relative dispersion measures are less correlated
with IoU adj.
We perform meta classification and regression in order to investigate the predictive
power of the combination of these metrics. From 3,593 images, we obtain roughly
309,874 segments (not yet matched over time) of which 251,368 have non-empty
inner. The latter are used in all numerical tests. We study the influence of time-
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Table 3.3: Results for meta classification and regression for the VIPER dataset and for
the different methods as well as for the naive and entropy baselines. The super script
denotes the number of frames where the best performance and in particular, the given
values are reached. The best classification and regression results are highlighted.
meta classification IoU adj = 0, > 0
naive baseline: ACC = 66.07% AUROC = 50.00%
entropy baseline: ACC = 68.43%± 0.29% AUROC = 74.02%± 0.32%
LR L1 GB NN L2
ACC 75.75%± 0.49%8 77.88%± 0.60%2 76.62%± 0.51%6
AUROC 83.44%± 0.47%7 86.01%± 0.56%4 84.52%± 0.50%11
meta regression IoU adj
entropy baseline: σ = 0.178± 0.000 R2 = 64.18%± 0.34%
LR LR L1 LR L2
σ 0.124± 0.0026 0.124± 0.0027 0.124± 0.0025
R2 82.58%± 0.45%6 82.56%± 0.43%7 82.57%± 0.44%5
GB NN L1 NN L2
σ 0.112± 0.0026 0.118± 0.0024 0.117± 0.0022
R2 85.82%± 0.36%6 84.36%± 0.51%4 84.58%± 0.44%2
dynamics on meta tasks, i.e., we firstly only present the segment-wise metrics Ukt
of a single frame t to the meta classifier/regressor, secondly we extend the metrics
to time series with a length of up to 10 previous time steps Uki , i = t−10, . . . , t−1.
We obtain 11 different inputs for the meta tasks models. The presented results are
averaged over 10 runs obtained by random sampling of the train/validation/test
splitting. In tables and figures, the corresponding standard deviations are given
in brackets and by shades, respectively. Out of the 251,368 segments with non-
empty inner, 85,291 have an IoU adj = 0.
First, we present results for meta classification, i.e., detection of false positive
segments (IoU adj = 0), using 38,000 (randomly sampled) segments that are not
presented to the segmentation network during training. We apply a (meta) train/
validation/test splitting of 70%/10%/20% and evaluate the performance of differ-
ent models for meta classification in terms of classification accuracy and AUROC
(Sec. 2.4.4). The AUROC is obtained by varying the decision threshold in a bi-
nary classification problem, here for the decision between IoU adj = 0 and > 0.
We achieve test AUROC values of up to 86.01% and accuracies of up to 77.88%.
Table 3.3 shows the best results for different meta classification methods, i.e.,
logistic regression, a shallow neural network and gradient boosting, see Table 3.1.
The super script denotes the number of frames where the best performance and
in particular, the given values are reached. We observe that the best results are
achieved when considering more than one frame. This observation is confirmed
in Fig. 3.6 (left) where the results for meta classification AUROC as functions of
the number of frames, i.e., the maximum time series length, are given. Further-
more, significant differences between the methods for meta classification can be
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Figure 3.6: Results for meta classification AUROC and regression R2 as functions of
the number of frames for the VIPER dataset and different methods. Left: Meta classi-
fication. Right: Meta regression.
Figure 3.7: Left: Predicted IoU adj vs. IoU adj for all non-empty segments. The dot size
is proportional to the segment size. Right: Segment lifetime (time series length) vs.
mean inner segment size, both on log scale.
observed, gradient boosting shows the best performance with respect to accuracy
and AUROC .
Next, we predict IoU adj values via meta regression to estimate prediction quality.
For this task, we state regression standard errors σ and R2 values (Sec. 2.4.4). We
achieve R2 values of up to 85.82%. This value is obtained by gradient boosting
incorporating 5 previous frames. For this particular case, the correlation of the
calculated and predicted IoU adj is depicted in Fig. 3.7 (left) and an illustration
of the resulting quality estimate is given in Fig. 3.8. We also provide video
sequences1 that visualize the IoU adj prediction and the segment tracking. Results
for meta regression are also summarized in Table 3.3, the findings are in analogy to
1http://youtu.be/TQaV5ONCV-Y
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Figure 3.8: Bottom left: Ground truth image. Bottom right: Semantic segmentation
obtained by a neural network. Top left: Visualization of the true segment-wise IoU adj
of prediction and ground truth. Top right: IoU adj prediction obtained from meta
regression for the VIPER dataset. Green color corresponds to high IoU adj values and
red color to low ones. For the white regions there is no ground truth available, these
regions are not included in the statistical evaluation.
those for meta classification. Gradient boosting performs best, and more frames
yield better results than a single one. The results for meta regression R2 as
functions of the number of frames are shown in Fig. 3.6 (right). Fig. 3.7 (right)
depicts the correlation of the time series length and the mean inner segment
size. On average, a predicted segment exists for 4.4 frames, however, when we
consider only segments that contain at least 1,000 inner pixels, the average life
time increases to 19.9 frames.
The approach in [136] can be considered as a baseline for meta classification and
regression, since we extend this single-frame based method by time series and
further classification/regression models. The results in [136] have been compared
with the mean entropy per segment as a single-metric baseline and with a naive
baseline which is given by random guessing (randomly assigning a probability
to each segment and then thresholding on it). The classification accuracy is
the number of correctly predicted observations divided by the total number of
observations. It is maximized for the threshold being either 1 if we have more
IoU adj > 0 than IoU adj = 0 segments, or 0 else. The corresponding AUROC
value is 50%. For the entropy baseline, we use single-frame gradient boosting.
Table 3.3 includes these two baselines, both are clearly outperformed just as the
single-frame method using linear models [136] as shown in Fig. 3.6.
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Table 3.4: Train/val/test splitting, different compositions of training data and their
approximate number of segments.
splitting types of data / annotation no. of segments
R real ∼ 3,400
RA real and augmented ∼ 27,000
train RAP real, augmented and pseudo ∼ 27,000
RP real and pseudo ∼ 27,000
P pseudo ∼ 27,000
val real ∼ 500
test real ∼ 1,000
3.3.2 KITTI Dataset
For the KITTI dataset, we use both DeepLabv3+ networks (pre-trained on the
Cityscapes dataset [29], available on GitHub), however, for the evaluation, we
primarily use MobilenetV2. As parameters for the Xception65 network, we choose
an output stride of 8, a decoder output stride of 4 and an evaluation of the input on
scales of 0.75, 1.00 and 1.25 (averaging the results). For the MobilenetV2, we use
an output stride of 16 and the input image is evaluated within the framework only
on its original scale. In our tests, we use 29 street scene videos consisting of 12,223
images with a resolution of 1,242 × 375. Only 142 of these images are labeled.
An evaluation of the meta tasks requires a train/val/test splitting. Therefore,
the small number of labeled images seems almost insufficient. Hence, we acquire
alternative sources of useful information besides the (real) ground truth. First,
we utilize the Xception65 network with high predictive performance, its predicted
segmentations we term pseudo ground truth. We generate pseudo ground truth for
all images where ground truth is not available. The mean IoU performance of the
Xception65 network for the 142 labeled images is 64.54%, for the MobilenetV2 the
mean IoU is 50.48%. In addition, to augment the structured dataset of metrics, we
apply a variant of SMOTE for continuous target variables for data augmentation
(see [17, 159]). SMOTE is an upsampling procedure which is used in cases of
class imbalance. It addresses the problem of imbalance between rare target classes
and most frequent ones. The procedure has been developed for nominal target
variables and is modified in [159] to work with continuous target variables. Data
augmentation is particularly important when only working with the scarce real
ground truth as in our tests, we observe that SMOTE prevents overfitting in
this scenario. An overview of the different compositions of training data and
the train/val/test splitting are given in Table 3.4. The train/val/test splitting
of the data with ground truth available is the same as for the VIPER dataset,
i.e., 70%/10%/20%. The shorthand “augmented” refers to data obtained from
SMOTE, “pseudo” refers to pseudo ground truth obtained from the Xception65
network and “real” refers to ground truth obtained from a human annotator.
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Table 3.5: Correlation coefficients ρ with respect to IoU adj for the KITTI dataset.
S 0.61093 Ē −0.74185 V̄ −0.85079 M̄ −0.90278 k̄v −0.14323
Sin 0.60773 Ēin −0.74343 V̄in −0.83448 M̄in −0.88593 k̄h 0.04568
Sbd 0.67728 Ēbd −0.40583 V̄bd −0.53066 M̄bd −0.66180
S̃ 0.72428 ˜̄E 0.45695 ˜̄V 0.37841 ˜̄M 0.43304
S̃in 0.72428 ˜̄Ein 0.49676 ˜̄Vin 0.41446 ˜̄Min 0.44651
Figure 3.9: Correlations between rescaled metrics and IoU adj for the KITTI dataset.
These additions are only used during training the meta classifier/regressor. We
employ the Xception65 network only for the generation of pseudo ground truth,
all tests are performed using the MobilenetV2. The KITTI dataset consists of 19
classes (4 classes less than VIPER).
To study the predictive power of the metrics, we compute (as for the VIPER
dataset) the Pearson correlation coefficients between IoU adj and each metric, see
Table 3.5. Moreover, we provide scatter plots of a selection of metrics relative to
IoU adj in Fig. 3.9. Similar to the VIPER dataset, the IoU adj is strongly correlated
with the mean dispersion measures, while the correlations between the geometric
center and the relative dispersion measures are rather weak. Compared to the
VIPER dataset, all correlation values are higher and also the metrics based on
the segment’s geometry show high correlations. The KITTI dataset also achieves
greater values for time series length of the segments obtained by the tracking
algorithm compared to the VIPER dataset. On average, a predicted segment
exists for 4.7 frames and when we consider only segments that contain at least
1,000 inner pixels, the average life time increases to 20.2 frames.
From the 12,223 chosen images, we obtain 452,287 segments of which 378,984
have non-empty inner. Of these segments, 129,033 have an IoU adj = 0. A selec-
tion of results for meta classification AUROC and regression R2 as functions of
the number of frames, i.e., the maximum time series length, is given in Fig. 3.10.
The approach of [136] corresponds to the single-frame results in these plots. In
contrast to the single-frame approach using only linear models, we increase the
accuracy by 6.78 percent points (pp) and the AUROC value by 5.04 pp. The
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Figure 3.10: A selection of results for meta classification AUROC and regression R2 as
functions of the number of frames for the KITTI dataset. Top left: Meta regression
for different methods. Top right: Meta classification via a neural network with `2-
penalization for different compositions of training data (see Table 3.4). Bottom left:
Meta classification via gradient boosting. Bottom right: Meta regression via gradient
boosting.
R2 value for meta regression is increased by 5.63 pp. The meta classification
results for neural networks presented in Fig. 3.10 (top right) indeed show, that
an increasing length of time series has a positive effect on the performance. On
the other hand, the results in Fig. 3.10 (bottom left) show that gradient boost-
ing does not benefit as much from time series. In both cases, augmentation and
pseudo ground truth do not improve the models’ performance on the test set and
although, the neural network benefits a lot from time series, its best performance
is still about 1% below the performance of gradient boosting. With respect to
the influence of time series length, the results for meta regression with gradient
boosting in Fig. 3.10 (bottom right) are qualitatively similar to those in Fig. 3.10
(bottom left). However, we observe in this case that the incorporation of pseudo
ground truth slightly increases the performance. Noteworthily, for the R2 values,
we achieve the best results with the training set consisting of real, augmented
and pseudo ground truth in two out of six models (see Table 3.6), demonstrating
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Figure 3.11: Bottom left: Ground truth image. Bottom right: Semantic segmentation
obtained by a neural network. Top left: A visualization of the true segment-wise IoU adj
of prediction and ground truth. Top right: Prediction of IoU adj obtained from meta
regression for the KITTI dataset. Green color corresponds to high IoU adj values and
red color to low ones. For the white regions, there is no ground truth available, these
regions are not included in the statistical evaluation.
that SMOTE helps in this case. Furthermore, gradient boosting trained with
real ground truth and gradient boosting trained only with pseudo ground truth
perform almost equally well. This shows that meta regression can be learned
when there is no ground truth but a strong reference model available. Note,
that this (except for the data augmentation part) is in accordance to our find-
ings for the VIPER dataset. Results for a wider range of tests (including those
previously discussed) are summarized in Table 3.6. As for the VIPER dataset,
significant differences between the methods for meta classification and regression
(see Fig. 3.10 (top left)) can be observed, the linear models achieve the lowest
results and gradient boosting performs best with respect to all evaluation metrics.
For this dataset, video sequences2 are also provided. For meta classification, we
achieve accuracies of up to 81.20% and AUROC values of up to 88.68%. For
meta regression, we obtain R2 values of up to 87.51%. This value is obtained
by gradient boosting incorporating 6 previous frames. For this particular case,
an illustration of the resulting quality estimate is shown in Fig. 3.11. As for the
VIPER dataset, we outperform the analogous baselines (see Table 3.6). Since the
labeled 142 images only yield 4,877 segments, we observe overfitting in our tests
for all models when increasing the length of the time series. This might serve as
an explanation that in some cases, time series do not increase performance. In
particular, we observe overfitting in our tests when using gradient boosting, this
holds for both datasets, KITTI and VIPER. It is indeed well-known that gradient




Table 3.6: Results for meta classification and regression for different compositions of
training data and methods for the KITTI dataset. The dataset for the entropy baseline
is selected such that the baseline performance is maximized. The super script denotes
the number of frames where the best performance and thus, the given value is reached.
The best results for each data composition are highlighted.
meta classification IoU adj = 0, > 0
naive baseline: ACC = 65.95% AUROC = 50.00%
entropy baseline for P: ACC = 68.66%± 1.82% AUROC = 75.81%± 1.68%
LR L1 GB NN L2
R 76.69%± 1.68%10 81.20%± 1.02%4 79.67%± 0.93%10
RA 76.60%± 1.31%7 80.73%± 1.03%9 78.62%± 0.61%11
ACC RAP 76.18%± 1.22%7 79.64%± 1.03%7 77.08%± 1.05%9
RP 76.52%± 0.80%8 78.45%± 0.88%8 76.35%± 0.67%9
P 75.96%± 0.80%11 77.56%± 0.95%5 75.68%± 0.67%11
R 85.13%± 0.84%1 88.68%± 0.80%6 87.42%± 0.75%10
RA 85.00%± 1.05%7 88.47%± 0.73%7 87.00%± 0.81%10
AUROC RAP 85.39%± 0.97%6 87.80%± 0.82%3 86.34%± 0.84%10
RP 85.38%± 0.87%8 87.11%± 0.90%4 85.70%± 0.88%11
P 84.94%± 1.03%6 86.40%± 0.93%5 85.12%± 0.92%11
meta regression IoU adj
entropy baseline for RP: σ = 0.167± 0.006 R2 = 71.05%± 2.58%
LR LR L1 LR L2
R 0.128± 0.0032 0.129± 0.0032 0.128± 0.0032
RA 0.134± 0.0032 0.134± 0.0033 0.134± 0.0032
σ RAP 0.129± 0.0037 0.129± 0.0037 0.129± 0.0037
RP 0.128± 0.0037 0.128± 0.0027 0.128± 0.0037
P 0.128± 0.0037 0.129± 0.0027 0.129± 0.0037
R 83.48%± 0.99%2 83.37%± 0.92%2 83.49%± 0.96%2
RA 82.06%± 0.96%2 82.09%± 0.94%3 82.08%± 0.95%2
R2 RAP 83.38%± 0.89%7 83.35%± 0.90%7 83.40%± 0.92%7
RP 83.62%± 0.91%7 83.54%± 0.88%7 83.61%± 0.91%7
P 83.43%± 0.90%7 83.36%± 0.86%7 83.41%± 0.91%7
GB NN L1 NN L2
R 0.114± 0.0045 0.114± 0.0051 0.113± 0.0051
RA 0.116± 0.0043 0.118± 0.0071 0.116± 0.0051
σ RAP 0.112± 0.0037 0.114± 0.0031 0.114± 0.0051
RP 0.112± 0.0029 0.116± 0.0041 0.115± 0.0032
P 0.114± 0.00211 0.118± 0.0041 0.117± 0.0043
R 87.02%± 1.00%5 86.98%± 1.07%1 87.16%± 1.25%1
RA 86.39%± 1.11%3 85.94%± 1.76%1 86.46%± 1.32%1
R2 RAP 87.51%± 0.61%7 87.03%± 0.71%1 86.97%± 1.10%1
RP 87.45%± 0.72%9 86.51%± 0.88%1 86.69%± 0.85%2
P 86.88%± 0.67%11 86.13%± 0.95%1 86.24%± 0.99%3
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3.4 Discussion
In this chapter, we presented our post-processing methods, the meta classification
and regression, based on time-dynamics for semantic segmentation networks. To
this end, we introduced a light-weight tracking algorithm for semantic segmenta-
tion. From matched segments, we generated time series of metrics and used these
as inputs for the meta classifiers/regressors. The metrics are based on segments
geometry and dispersion measures extracted from the segmentation network’s
softmax output, such as pixel-wise entropy. In our tests, we studied the influence
of the time series length on different models for the meta tasks, i.e., gradient
boosting, neural networks and linear ones. Our results showed significant im-
provements in comparison to those presented in [136]. More precisely, in contrast
to the single-frame approach using only linear models, we increased the accuracy
by 6.78 pp and the AUROC by 5.04 pp. The R2 value for meta regression was
increased by 5.63 pp. We have shown that the time-dynamic method outper-
forms the single-frame approach and achieves good results in the meta tasks. For
meta classification, classifying between IoU adj = 0 and IoU adj > 0, we achieved
AUROC values of up to 88.68% for the KITTI dataset. For meta regression,
the direct prediction of the IoU adj as quality estimate, we obtained R2 values of
up to 87.51%. To further increase the rating measures (like R2 and AUROC ),
truly time-dynamic metrics can be developed, as the presented metrics are still
single-frame based.
An idea for a time-dynamic metric is the shape preservation of tracked segments
in consecutive frames, such as their size, width or height. Large deformations may
indicate poorly predicted segments. Moreover, roughness measures can indicate
the consistency of segments over time. To this end, time series of metrics, like size
or geometric center, are used to predict the size/geometric center of a segment
and compare this with the true value. Large deviations indicate that the segment
is not consistent over time. These proposed time-dynamic metrics are based on
time series of the segment’s geometry. For this, we consider time series of tracked
segments in more detail. In Fig. 3.12, a convex hull of a tracked car is shown.
This is a typical time series of a moving car that drives faster than the ego car and
thus, reduces its size over time. In contrast, the convex hull of a tracked segment
related to class car is given in Fig. 3.13. The unstable shape results of segments
building. At the beginning of the time series, the segment consists of one car
and after further frames, it becomes a large segment of the class car consisting
of several cars. If a segment varies over time, as in the example, it contradicts
the idea of metrics like shape preservation or consistent time series of object’s
geometry. In Fig. 3.14, time series for mean entropy, size and IoU adj of a segment
of class car are shown. On the one hand, the time series are unstable and metrics
vary significantly over time. On the other hand, the cars on the right hand side
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Figure 3.12: Convex hull of a tracked segment of class car in 85 consecutive frames.
There are 25 time steps between the two frames shown here.
are predicted poorly and this reduces the IoU adj and increases the entropy value
for the whole segment, although all other cars are well predicted.
Another idea for a time-dynamic metric is based on survival analysis [111]. The
remaining lifetime of segments can be predicted by information of the lifetimes
of corresponding ground truth segments. Very short survival times suggest un-
certainty. However, the first problem is that for used datasets (as well as for all
other available datasets) ground truth data for multi-object tracking of segments
is not available. For this reason, temporal metrics based on time series of ground
truth data cannot be generated. Another consequence is that no evaluation of our
light-weight tracking algorithm is possible without available ground truth data.
These problems and the unstable time series, due to segments building, lead us
to investigate instances rather than segments in further experiments. In instance
segmentation, phenomena such as those shown in Fig. 3.13 do not appear due to
the different definition of instances and segments.
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Figure 3.13: Convex hull of a tracked segment of class car in 104 consecutive frames.
There are 42 time steps between the two frames shown here.
Figure 3.14: Time series of selected metrics Ē, S and IoU adj. The time series are
constructed by tracking a segment of the class car in a video sequence. This segment is
tracked over 255 frames. Here, two consecutive frames of these time series are shown.
Green color corresponds to a high IoU adj value.
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Chapter 4
Improving Video Instance Segmentation
by Light-weight Temporal Uncertainty
Estimates
Object detection describes the task of identifying and localizing objects of a set
of given classes. With respect to image data, state-of-the-art approaches are
mostly based on convolutional neural networks. Localization can be performed,
for example, by predicting bounding boxes or predicting each pixel that corre-
sponds to a given instance. The latter is also known as instance segmentation
(see Sec. 2.1.4) which is an essential tool for scene understanding and considered
throughout this chapter. An example is given in Fig. 4.1. The reliability of neu-
ral networks in terms of prediction quality estimation [33, 136] and uncertainty
quantification [44] is of highest interest, in particular, in safety critical applica-
tions like medical diagnosis [120] and automated driving [87]. However, instance
segmentation networks such as YOLACT [13] and Mask R-CNN [59] do not give
well adjusted uncertainty estimations [53]. These networks provide a confidence
value, the score, for each instance which can have high values for false predictions
and low ones for correct predictions. Confidence calibration [53] addresses this
problem by adjusting the confidence values to reduce the error between the aver-
age precision (as a performance measure) and the confidence values [85]. During
inference of instance segmentation networks, all instances with score values below
a threshold are removed. It can happen that correctly predicted instances disap-
pear, while many false positives remain. For this reason, we do not use a score
threshold during inference and instead present an alternative based on an uncer-
tainty quantification method that gives more accurate information compared to
the simple score value. We utilize this uncertainty quantification to improve the
networks’ performance in terms of accuracy. Another approach to improve the
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Figure 4.1: Left: Ground truth image with ignored regions (white). Right: Instance seg-
mentation obtained by the Mask R-CNN network. The bounding boxes drawn around
the instances represent the class, blue denotes cars and red pedestrians.
trade-off between false negatives and false positives has been introduced in [23].
Different decision rules are applied by introducing class priors which assign larger
weight to underrepresented classes.
In this thesis, for the first time, we introduce the tasks of meta classification and
meta regression for instance segmentation, which was previously introduced only
for semantic segmentation, see [136] and Sec. 3.2.3. A semantic segmentation
prediction is post-processed in order to estimate the quality of each predicted
segment. Meta classification refers to the task of predicting whether a predicted
instance intersects with the ground truth or not. A commonly used performance
measure is the intersection over union which quantifies the degree of overlap of
prediction and ground truth. In instance segmentation, a predicted object in-
stance is called false positive if the IoU is less than 0.5. Hence, we consider
the task of (meta) classifying between IoU < 0.5 and IoU ≥ 0.5 for every pre-
dicted instance. We use meta classification to identify false positive instances
and to improve the overall network performance compared to the application of a
score threshold during inference. The task of meta regression is the prediction of
the IoU for each predicted instance. Both meta classification and regression are
able to reliably quantify the quality of an instance segmentation obtained from a
neural network. In addition, the prediction of the IoU serves as a performance
estimate. For learning both meta tasks, we use instance-wise metrics as input for
the classifier/regressor. In Chapter 3, single-frame metrics were introduced which
characterize uncertainty and geometry features of a given segment. By tracking
these segments over time, time series of single-frame metrics are generated. In
addition to those metrics applied to instance segmentation, we extend them by
novel and truly time-dynamic metrics. These metrics are based on survival time
analysis, on changes in the shape and on expected position of instances in an
image sequence. From this information, we estimate the prediction quality on
instance-level by means of temporal uncertainties. Additionally, for generating
time series, we propose a light-weight tracking approach for predicted instances.
Our tracking algorithm matches instances based on their overlap in consecutive
frames by shifting instances according to their expected location in the subsequent
frame predicted via linear regression.
In this chapter, we present post-processing methods for uncertainty quantification
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and performance improvement in terms of accuracy. We only assume that a
trained instance segmentation network and image sequences of input data are
available. In our tests, we employ two publicly available networks, the YOLACT
and the Mask R-CNN network (see Sec. 2.1.4). We apply these networks to the
KITTI and the MOT dataset for multi-object tracking and instance segmentation
(see Sec. 2.5). The source code of our method is publicly available at http://
github.com/kmaag/Temporal-Uncertainty-Estimates. Our contributions are
summarized as follows:
• We present a light-weight tracking algorithm for instances predicted by a
neural network and resulting time-dynamic metrics. These metrics then
serve as input for different models for meta classification and meta regres-
sion.
• We evaluate our tracking algorithm on the KITTI and the MOT dataset.
• We perform meta classification and regression to evaluate the quality of
two state-of-the-art instance segmentation networks, the YOLACT and the
Mask R-CNN network. Furthermore, we study different types of models for
meta tasks w.r.t. their dependence on the length of time series and compare
them with different baselines. For meta regression, we obtain R2 values of
up to 86.85% and for meta classification, AUROC values of up to 98.78%
which is clearly superior to the performance of previous approaches.
• For the first time, we demonstrate successfully that time-dynamic meta clas-
sification performance can be traded for instance segmentation performance.
We compare the meta classification performance with the application of a
score threshold during inference. Meta classification reduces the number
of false positives by up to 44.03% while maintaining the number of false
negatives.
This chapter is structured as follows. In Sec. 4.1, we show the differences to related
work on uncertainty estimation and object tracking methods. This is followed by
the presentation of our method in Sec. 4.2. First, the tracking algorithm for
instances is presented in Sec. 4.2.1. Next, we describe our truly time-dynamic
metrics in Sec. 4.2.2 and the meta classification as well as regression models in
Sec. 4.2.3. The numerical results are presented in Sec. 4.3. We evaluate our
light-weight tracking algorithm and investigate the properties of our temporal
metrics. Furthermore, we perform meta regression and classification and study to
which extent false positive detection can be traded for additional object detection
performance. Finally, we conclude with a discussion in Sec. 4.4.
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4.1 Related Work
We presented the related work on uncertainty quantification and confidence cal-
ibration in Sec. 2.2. For instance segmentation, only uncertainty estimation
methods based on dropout sampling [112] exist so far. While MC Dropout
[44, 70, 89, 169] is based on multiple runs of a network, our method can be
applied to any network as a post-processing step using only information of the
network output. In most confidence calibration works, the score value is adjusted
by modifying the network architecture [107, 185] or by using additional informa-
tion like training sample size [121] or bounding box positions [85]. Our method
does not modify the network architecture and uses more information of the net-
work output. In Chapter 3, we have introduced time-dynamic meta classification
and regression for semantic segmentation. In this chapter, meta classification and
regression are applied to instance segmentation. While we only provide time se-
ries of single-frame metrics in Chapter 3, we go beyond that and introduce truly
time-dynamic metrics that quantify temporal changes in geometry and expected
position complemented with quantities derived from a survival analysis. Further-
more, we demonstrate that time-dynamic meta classification performance can be
traded for instance segmentation performance.
Deep learning is widely considered in object tracking approaches as described in
Sec. 2.3.1. Methods for tracking instances are often based on the Mask R-CNN
network extending this network by a tracking branch [176], by 3D convolutions to
incorporate temporal information [162] or by a mask propagation branch [9]. Our
tracking method is solely based on the degree of overlap of predicted instances.
Following the tracking algorithm for segments (see Sec. 3.2.1), we introduce a
method to track instances. Hence, we get away with a simple algorithm and
less matching steps. For example, segments of the same class that are close to
each other are merged to one segment, while this contradicts the idea of instance
segmentation. Due to the lack of data in semantic segmentation, the tracking
performance was not evaluated in Chapter 3. For instance segmentation, we
evaluate our tracking algorithm and compare it with the deep learning approach
presented in [162]. Note, in contrast to tracking methods integrated into object
detection or instance segmentation networks, our approach is independent of the
network and serves as a post-processing step.
4.2 Method
Instance segmentation is an extension of object detection. In both tasks, multiple
bounding boxes with corresponding class affiliations are predicted. In instance
segmentation, an additional pixel-wise mask representation is included. In both
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tasks, first a score threshold is used to remove objects, and thereafter, a non-
maximum suppression is applied to avoid multiple predictions for the same ob-
ject. Our method is based on temporal information of these remaining instances.
We track instances over multiple frames in image sequences and generate time-
dynamic metrics. From this information, we estimate the prediction quality (meta
regression) on instance-level and predict false positive instances (meta classifica-
tion), also in order to improve the networks’ performance in terms of accuracy.
In the following, we describe our tracking approach, the temporal metrics as well
as the methods used for meta classification and regression.
4.2.1 Tracking Method for Instances
In this section, we introduce a light-weight tracking algorithm for predicted in-
stances in image sequences, where instance segmentation is available for each
frame. Since our method is a post-processing step, the tracking algorithm is inde-
pendent of the choice of an instance segmentation network. Each instance i of an
image x has a label y from a prescribed label space C. In Fig. 4.1 (left) a ground
truth image is shown. Therein, the white areas are ignored regions with unlabeled
cars and pedestrians. An evaluation for predicted instances in these regions is not
possible, therefore all instances where 80% of their number of pixels are inside an
ignored region are not considered for tracking and further experiments. Given an
image x, Îx denotes the set of predicted instances not covered by ignored regions.
Following the procedure of the tracking algorithm for segments in Sec. 3.2.1, we
match instances of the same class in consecutive frames as follows: Instances are
matched according to their overlap or if their geometric centers are close to each
other. For this purpose, we shift instances according to their expected location in
the next frame using information from previous frames. We use a linear regres-
sion on tl consecutive frames to match instances that are at least one and at most
tl−2 frames apart in temporal direction in order to account for flashing instances
(temporary false negatives or occluded instances). We define the overlap of two





(according to the formula of IoU ) and the geometric center of instance i repre-







where (zv, zh) describes the vertical and horizontal coordinate of pixel z. We
denote by {xt : t = 1, . . . , T} the image sequence with a length of T . Our tracking
algorithm is applied sequentially to each frame t = 1, . . . , T . The instances in
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frame 1 are assigned with random IDs. Then, the ones in frame t − 1 follow
a tracking procedure to match with instances in frame t. To give priorities for
matching, the instances are sorted by size and passed in descending order. A
detailed description of how an instance i ∈ Îxt−1 in frame t − 1 is matched with
an instance j ∈ Îxt in frame t is described in Algorithm 4.1. This is performed for
every instance i. If the instances i and j are matched, the algorithm terminates
and instance j is excluded from further considerations in order to preserve the
instance uniqueness. When the algorithm has processed all instances i ∈ Îxt−1 ,
the instances j ∈ Îxt that have not been matched (e.g. newly occurring instances)
are assigned with new IDs. Within the description of the tracking algorithm, we
introduce parameters co, cd and cl as thresholds for overlap, distance and distance
after shifting according to linear regression, respectively.
4.2.2 Temporal Instance-wise Metrics
First, we consider the metrics introduced in Sec. 3.2.2 applied to instances. These
metrics are single-frame metrics based on an object’s geometry, like instance size
and geometric center, as well as dispersion measures extracted from the segmen-
tation network’s softmax output, such as an average over an instance’s pixel-wise
entropy. To calculate instance-wise metrics from any uncertainty heatmap (like
pixel-wise entropy), we compute the mean of the pixel-wise uncertainty values of
a given instance. In addition, an instance is divided into inner and boundary. The
ratio of pixels in the inner and the boundary indicates fractal shaped instances
which signals a false prediction. We analogously define uncertainty metrics for the
inner and boundary since uncertainties may be higher on an instance’s boundary.
To this end, for each pixel z, a probability distribution over the class labels y ∈ C,
C = {y1, . . . , yc}, is required. In more detail, if the network provides a probability
distribution per pixel, the set of metrics is given by
U i = {S, Sin, Sbd, S̃, S̃in} ∪ {̄i} ∪ {P (y|i) : y = 1, . . . , c}
∪ {D̄, D̄in, D̄bd, ˜̄D, ˜̄Din : D ∈ {E, V,M}} . (4.3)
If the network does not provide a probability distribution for each pixel, but only
for the instance, we only use a smaller set of metrics presented in Sec. 3.2.2 that
can be computed from the predicted instance mask, i.e.,
U i = {S, Sin, Sbd, S̃, S̃in} ∪ {̄i} ∪ {P (y|i) : y = 1, . . . , c} ∪ {E, Ẽ} . (4.4)
Instead of calculating the mean of pixel-wise uncertainty heatmaps, we compute
the entropy E of the probability distribution for the instance and the relative
entropy Ẽ = ES̃. We denote both sets of metrics by U i independent of the
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Algorithm 4.1: Tracking algorithm
/* shift */1
if t > 2 and instance i exists in frame t− 2 then2
shift instance i from frame t− 1 by the vector (̄it−1 − īt−2)3
if maxj∈Îxt Õi,j ≥ co then4
match instances i and j5
6
else if minj∈Îxt ‖j̄t − īt−1‖2 + ‖(̄it−1 − īt−2)− (j̄t − īt−1)‖2 ≤ cd then7




if t > 1 and i does not exist in frame t− 2 then12
if minj∈Îxt ‖j̄t − īt−1‖2 ≤ cd then13




if t > 1 and maxj∈Îxt Õi,j ≥ co then18
match instances i and j19
end20
/* regression */21
if t > 3 and instance i appears in at least two of the frames t− tl, . . . , t− 122
then
compute geometric centers of instance i in frames t− tl to t− 1 (in23
case i exists in all these frames)
perform linear regression to predict the geometric center (̂̄it)24
if minj∈Îxt ‖j̄t −
ˆ̄it‖2 ≤ cl then25
match instances i and j26
else27
shift instance i ∈ Îxtmax by the vector (̂̄it − ītmax) where28
tmax ∈ {t− tl, . . . , t− 1} denotes the frame where i contains the
maximum number of pixels
if maxj∈Îxt Õi,j ≥ co then29
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network. These metrics serve as a baseline in our tests and as a basis for the
following metrics.
Next, we define six additional metrics mostly based on temporal information
extracted from the tracking algorithm. Instance segmentation, as an extension of
object detection, provides a confidence value for each instance. We add this score
value, denoted by s, to our set of metrics.
The next metric is based on the variation of instances in consecutive frames.
Instance i of frame t − 1 is shifted such that i and its matched counterpart j in
frame t have a common geometric center. Then, we calculate the overlap (4.1)
as a measure of shape preservation f . Large deformations may indicate poorly
predicted instances.
In the following, time series of the previously shown metrics are constructed. For
each instance i in frame t, we gather a time series of the geometric centers īk,
k = t − 5, . . . , t − 1. If the instance exists in at least two previous frames, the
geometric center ˆ̄it in frame t is predicted using linear regression. The deviation
between geometric center and expected geometric center ‖̂̄it − īt‖2 is used as a
time-dynamic measure denoted by dc. We proceed analogously with the instance
size S = |i| and compute the size deviation |Ŝ − S| =: ds. Small deviations dc
and ds indicate that the predicted instance is consistent over time.
The following metric is based on a survival analysis [111] of the instances. All
predicted instances that are matched in the previous 5 frames with the same
ground truth instance are chosen. A predicted instance i and a ground truth
instance g are considered as a match if they have an IoU ≥ 0.5. The associated
survival time of instance i in frame t is described by the number of frames in which
ground truth instance g appears in consecutive frames. By the proposed tracking
method, we obtain time series for each of the previously presented single-frame
metrics U ik ∪ {sk}, k = t− 5, . . . , t. These serve as input for a Cox regression [30]
survival model which predicts the survival times v of instances. A higher value of
v indicates reliable instances, while a lower value suggests uncertainty.
The final measure is based on the height to width ratio of the instances. To this
end, we calculate the average height to width ratio of ground truth instances gc̃









where hg denotes the height and wg the width of an instance g. We separate the
ratio by class, as for instance cars and pedestrians typically have different ratios
of height and width. False predictions can result in deviations of these typical













Figure 4.2: Overview of the metrics’ construction that only requires a sequence of the
softmax outputs. The information is extracted from the softmax output and further
downstream from the instance segmentation and the instance tracking (blue arrows).
The resulting metrics serve as input for the meta classifiers and regressors.
For the calculation of the ratio rGTc̃ and the training of the survival model, only
the ground truth data of the training set is used. Thus, the metrics r and v
for instances in the test dataset can be determined without knowledge of ground
truth. In summary, we use the following set of metrics
V i = {U i} ∪ {s, f, dc, ds, v, r} . (4.6)
An overview of the metrics’ construction is shown in Fig. 4.2.
4.2.3 IoU Prediction
The intersection over union is a measure to determine the prediction accuracy of
segmentation networks with respect to the ground truth. A predicted instance i
is matched with a ground truth instance g if its overlap is the highest compared to
the other ground truth instances and g is not yet matched with another predicted
instance. Each ground truth instance can be matched with at most one predicted
instance. The IoU is then calculated between these two instances i and g. In
this thesis, we perform instance-wise predictions of the IoU (meta regression)
comparing different regression approaches. In addition, we classify between IoU
< 0.5 and IoU ≥ 0.5 (meta classification) for all predicted instances. If the
IoU of a predicted instance is less than 0.5, this instance is considered as a false
positive. The metrics introduced in Sec. 4.2.2 serve as input for both prediction
tasks. Just like for the survival model, we compute time series of these metrics.
We have for an instance i ∈ Îxt in frame t the metrics V it , as well as V it′ from
previous frames t′ < t due to object tracking. Meta classification and regression
are performed by means of the metrics V ik , k = t−nc, . . . , t, where nc describes the
number of considered frames. For regression, we use gradient boosting regression
(GB), shallow neural networks containing only a single hidden layer consisting
of 50 neurons with `1/`2-penalization (NN L1/NN L2) and linear regression with
`1/`2-penalization (LR L1/LR L2) as well as without penalization (LR). Gradient
boosting, a shallow neural network with `2-penalization and logistic regression
with `1-penalization are considered for classification. Details of the used methods
are described in Sec. 2.4. We analyze the benefit from using time series and the
extent to which the additional metrics V i \ U i yield improvements.
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4.3 Numerical Results
In this section, we evaluate our light-weight tracking algorithm and investigate
the properties of the metrics defined in the previous section. We perform meta
regression and classification and study the influence of the length of the time
series considered as well as different methods for the meta tasks. Furthermore,
we study to which extent false positive detection can be traded for additional
object detection performance and thus, serve as an advanced score. To this end,
we compare meta classification with ordinary score thresholds in terms of numbers
of false positives and false negatives. We perform our tests on the KITTI dataset
for multi-object tracking and instance segmentation, which contains 21 street
scene videos from Karlsruhe (Germany) consisting of 1,242 × 375 8,008 images.
Additionally, we use the MOT dataset with scenes from pedestrian areas and
shopping malls, which consists of 2,862 images with resolutions of 1,920 × 1,080
(3 videos) and 640×480 (1 video). For both datasets, annotated image sequences
are available [162]. In contrast to the KITTI dataset, the MOT dataset only
includes labels for the class pedestrian, but not for car. Details of both datasets
are shown in Sec. 2.5. In our experiments, we consider two different networks, the
YOLACT network and the Mask R-CNN which are introduced in Sec. 2.1.4. The
YOLACT network has a slim architecture designed for a single GPU. We retrain
the network using a ResNet-50 [61] backbone and starting from backbone weights
for ImageNet [140]. We choose 12 image sequences consisting of 5,027 from the
KITTI dataset (same splitting as in [162]) and 300 images from the MOT dataset
for training. As validation set, we use the remaining 9 sequences of the KITTI
dataset, achieving a mean average precision (mAP) of 57.06%. The Mask R-
CNN focuses on high-quality instance-wise segmentation masks. As backbone,
we use a ResNet-101 and weights for COCO [95]. We choose the same 12 image
sequences of the KITTI dataset as training set as well as 9 sequences as validation
set achieving a mAP of 89.87%. In the training of both networks, the validation
set is neither used for parameter tuning nor early stopping. We choose a score
threshold of 0 to use all predicted instances for further experiments. For instance
tracking (see Algorithm 4.1), we use the following values: co = 0.35, cd = 100
and cl = 50. In our experiments, we use metrics extracted from the segmentation
network’s softmax output. The Mask R-CNN outputs a probability distribution
per pixel, while the YOLACT network only returns one probability per instance.
For this reason, the set U i consists of more metrics for the Mask R-CNN network.
4.3.1 Evaluation of our Tracking Algorithm
For the evaluation of our tracking algorithm, we use common object tracking met-
rics introduced in Sec. 2.3.2. The following metrics precision, recall, F-measure
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Table 4.1: Mismatch ratio mme and MOTA results obtained by TrackR-CNN and by
our tracking approach.
TrackR-CNN ours
mme MOTA mme MOTA
MOT 0.0117 0.6657 0.0185 0.6589
KITTI 0.0153 0.7993 0.0235 0.7911
and FAR are based on the errors of the object detection like false positive and false
negative objects. Furthermore, the multiple object tracking precision (MOTP)
corresponds to the averaged distance between geometric centers (geo) or bounding
box centers (bb) of matched ground truth and predicted instances. We consider
these metrics as performance measures for object tracking methods. Moreover,
the multiple object tracking accuracy (MOTA) focuses on the tracking of objects
and also of the detection. The MOTA is based on three error ratios, the ratio
of false negatives, false positives and mismatches (mme). A mismatch error oc-
curs when the ID of a predicted instance that was matched with a ground truth
instance changes. In addition, we define by GT all ground truth objects of an
image sequence which are identified by different IDs and divide these into three
cases. An object is mostly tracked (MT ) if it is tracked for at least 80% of frames
(out of the total number of frames in which it appears), mostly lost (ML) if it is
tracked for less than 20%, else partially tracked (PT ).
In [162], the TrackR-CNN is presented which tracks objects and performs instance
segmentation, both by means of a single neural network. To this end, the Mask
R-CNN network is extended by 3D convolutions to incorporate temporal infor-
mation. This method is tested on the MOT dataset and the validation dataset
of KITTI. To compare our approach with the TrackR-CNN method, we use the
instances predicted by this network and apply our tracking algorithm to these
instances to assess only the tracking quality (not the instance prediction quality
of the network). The performance metrics mainly evaluate the object detection,
while object tracking is only evaluated in the ratio of mismatches and MOTA. For
this reason, we consider the latter two performance metrics for our comparison
on the TrackR-CNN instances. The results are given in Table 4.1. We obtain
for the MOT dataset a slightly higher mismatch ratio than TrackR-CNN and a
MOTA value which is only 0.68 pp lower. For the KITTI dataset, the results are
similar. In summary, our results are slightly weaker in tracking performance than
TrackR-CNN, however, our algorithm does not use deep learning and is indepen-
dent of the choice of instance segmentation network which enables us to conduct
time-dynamic uncertainty quantification for any given instance segmentation net-
work.
For further tests, we use the YOLACT and the Mask R-CNN network for instance
prediction. The results of object tracking metrics and performance measures for
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Table 4.2: Object tracking results and performance measures for the KITTI dataset.
precision recall F-measure FAR MOTPbb MOTPgeo
YOLACT 0.3186 0.7211 0.4420 294.20 3.34 2.68
Mask 0.5546 0.9379 0.6970 143.74 2.61 2.39
GT MT PT ML mme MOTA
YOLACT 219 124 75 20 0.0539 −0.8746
Mask 219 204 13 2 0.0564 0.1281
Figure 4.3: Left: Instance lifetime (time series length) vs. mean instance size, both on
log scale. Right: Predicted IoU vs. IoU for all predicted instances. The dot size is
proportional to the instance size.
the KITTI dataset are shown in Table 4.2. Mask R-CNN mainly achieves better
results than YOLACT. This can be attributed to the fact that Mask R-CNN
achieves higher mAP values than YOLACT. In Fig. 4.3 (left) the correlation
between the instance lifetime and the mean instance size is depicted for the Mask
R-CNN. On average, a predicted instance exists for 6.0 frames and when we
consider only instances that contain at least 1,000 pixels, the average life time
increases to 16.0 frames. For the YOLACT network, a predicted instance exists
for 8.8 frames and this can be increased to 16.4 frames.
4.3.2 Meta Classification and Regression
While the KITTI dataset contains 10 frames per second videos of street scenes,
the MOT dataset contains mostly 30 fps videos of pedestrian scenes. Due to
slower motions, the data extracted from the images is very redundant and we get
fewer different instances. As an example, two consecutive frames with an offset
of two seconds are shown in Fig. 4.4. This shows the less variation in the MOT
videos and thus, the redundancy of the images. As a consequence, significant
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Figure 4.4: Two frames of the MOT dataset. Between both frames is a time gap of
two seconds, i.e., 60 frames. Top: Ground truth with ignored regions (white). Bottom:
Instance segmentation obtained by the Mask R-CNN. Each color correspond to an
instance ID.
Table 4.3: Correlation coefficients ρ with respect to IoU for the YOLACT network.
s 0.87603 ds 0.27549 S 0.17161 S̃ 0.26096 E −0.29414
f 0.80331 v 0.81413 Sin 0.17042 S̃in 0.26096 Ẽ 0.25904
dc 0.41061 r 0.74152 Sbd 0.19498 īv 0.07208 īh 0.02051
overfitting problems occur when applying meta classification and regression. Also
downsampling the frame rate is not an option due to the lack of data. Hence,
we only consider the KITTI dataset for further experiments. In the following, we
study the predictive power of the metrics, present the results of the meta tasks
and compare our methods with different baselines.
In order to investigate the predictive power of the metrics, we compute the Pear-
son correlation coefficients ρ between the metrics V i and the IoU . The results
for the YOLACT network are given in Table 4.3. The score value s, the shape
preservation metric f , the survival metric v as well as the ratio r demonstrate a
strong correlation with the IoU . The corresponding scatter plots are shown in
Fig. 4.5. The YOLACT network only provides a probability distribution per in-
stance, while the Mask R-CNN outputs pixel-wise probability distributions. For
this reason, we obtain more metrics for the Mask R-CNN, see Table 4.4. As
for the YOLACT network, the Mask R-CNN demonstrates strong correlations
between the IoU as well as the score value s and the shape preservation met-
ric f . Moreover, high correlations are shown for the mean entropy Ē and the
mean variation ratio V̄ as well as for the mean variation ratio on the boundary
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Figure 4.5: Correlations between metrics and IoU for the YOLACT network. The dot
size is proportional to the instance size.
Table 4.4: Correlation coefficients ρ with respect to IoU for the Mask R-CNN.
s 0.73026 S 0.29241 Ē −0.70813 V̄ −0.61669 M̄ −0.32468
f 0.60332 Sin 0.28913 Ēin 0.00395 V̄in −0.14498 M̄in −0.05736
dc −0.10817 Sbd 0.37846 Ēbd −0.42140 V̄bd −0.61522 M̄bd −0.64857
ds 0.11985 S̃ 0.45847 ˜̄E 0.45809 ˜̄V 0.46154 ˜̄M 0.46599
v 0.20490 S̃in 0.45847 ˜̄Ein 0.45835 ˜̄Vin 0.46349 ˜̄Min 0.46821
r −0.10071 īv 0.15245 īh 0.05788
V̄bd and the mean probability margin on the boundary M̄bd. As a consequence,
the single-frame metrics U i extracted from the network’s output can be used as
a baseline. For details of the construction of these metrics see Sec. 3.2.2. In
comparison to semantic segmentation where typically a cross-entropy loss (2.14)
and a softmax function (2.6) per pixel are used, the Mask R-CNN uses a binary
loss and the sigmoid function (2.3) per pixel. This results in a mask generation
without competition among classes and high values for the dispersion measures
like the pixel-wise entropy (see Fig. 4.6). The differences of the mean entropy
between predicted segments and instances for the KITTI dataset are shown in
Fig. 4.7. For segments, we obtain mean entropy values between 0 and 1 while for
instances these values are greater than 0.9. However, the results are similar in
both cases. For high uncertainty, i.e., high entropy values, the IoU /IoU adj values
are very low and vice versa.
For meta classification (false positive detection: IoU < 0.5 vs. IoU ≥ 0.5) and
meta regression (prediction of the IoU ), we use the KITTI validation set consist-
ing of 2,981 images. In our tests, we choose relatively low score thresholds, i.e.,
0.1 for YOLACT and 0.4 for Mask R-CNN. This is done to balance the num-
ber of false positives, such that the meta tasks obtain enough training data and
the tracking performance is not significantly degraded. As input for the meta
models, we use a combination of the presented metrics and further, study their
predictive power as well as the influence of time series. Firstly, we only present
the instance-wise metrics V it of a single frame t to the meta classifier/regressor,
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Figure 4.6: Left: Instance segmentation predicted by the Mask R-CNN. Right: Corre-
sponding pixel-wise entropy. The missing predictions of the cars are located in ignored
regions and for this reason, not considered.
Figure 4.7: Left: The mean entropy metric for all tracked instances as time series.
Right: Time series for all tracked segments where only time series with a length of at
least 50 frames are included. The instances are predicted by the Mask R-CNN and the
segments by the MobilenetV2 both for the KITTI dataset. The color corresponds to
the average IoU/IoU adj value for each instance/segment, green color for high values
and red color for low ones.
secondly we extend the metrics to time series with a length of up to 10 previ-
ous time steps V ik , k = t − 10, . . . , t − 1. For the presented results, we apply a
(meta) train/validation/test splitting of 70%/10%/20% and average the results
over 10 runs obtained by randomly sampling the splitting. In tables and figures,
the corresponding standard deviations are provided.
For the YOLACT network, we obtain roughly 13,074 instances (not yet matched
over time) of which 4,486 have an IoU < 0.5. For the Mask R-CNN this ratio is
17,211/6,614. For meta classification, we consider as performance measures the
classification accuracy and AUROC (Sec. 2.4.4). For meta regression, we com-
pute the standard errors σ and R2 values (Sec. 2.4.4). In Fig. 4.8 the results
for regression R2 (right) and for classification AUROC (left) as functions of the
number of frames for both networks are given. We observe that the methods
benefit from temporal information, although there are significant differences be-
tween them. The best results (over the course of time series lengths) for meta
classification and meta regression are given in Table 4.5. Gradient boosting shows
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Figure 4.8: Top left: Results for meta classification AUROC as functions of the number
of frames for the YOLACT network. Bottom left: Meta classification results for the
Mask R-CNN. Top right: Results for meta regression R2 as functions of the number of
frames for the YOLACT network. Bottom right: Meta regression results for the Mask
R-CNN.
the best performance in comparison to linear models and neural networks with
respect to all classification and regression measures. For meta classification, we
achieve AUROC values of up to 98.78%. In Fig. 4.9, the influence of the metrics
V i on the meta classification performance for the YOLACT network is shown.
The time series length of used metrics corresponds to the highest AUROC value
achieved by incorporating 5 previous frames for the linear model and 8 previous
frames for gradient boosting. In both plots, the score s, the shape preservation
metric f , the relative entropy Ẽ and metrics based on instance sizes have the most
influence on the performance. Furthermore, the influence gets smaller as the time
series length increases. For meta regression, the highest R2 value of 86.85% for
the Mask R-CNN network is obtained by incorporating 10 previous frames. For
this specific case, the correlation of the calculated and predicted IoU is depicted
in Fig. 4.3 (right) and an illustration of the resulting quality estimate is shown




Table 4.5: Results for meta classification and regression for the different meta classi-
fiers and regressors. The super script denotes the number of frames where the best
performance and in particular, the given values are reached.
YOLACT
meta classification IoU < 0.5,≥ 0.5
LR L1 GB NN L2
ACC 90.22%± 3.06%2 92.62%± 2.48%9 90.49%± 2.34%1
AUROC 95.01%± 1.60%6 96.98%± 0.87%9 95.04%± 1.19%3
meta regression IoU
LR LR L1 LR L2
σ 0.165± 0.0173 0.164± 0.0137 0.165± 0.0173
R2 66.99%± 4.56%3 67.34%± 4.10%7 66.94%± 4.46%3
GB NN L1 NN L2
σ 0.130± 0.0185 0.142± 0.0215 0.141± 0.0212
R2 79.87%± 2.66%5 75.40%± 5.55%5 75.89%± 5.19%2
Mask R-CNN
meta classification IoU < 0.5,≥ 0.5
LR L1 GB NN L2
ACC 93.43%± 1.78%4 95.07%± 1.24%5 94.31%± 1.65%4
AUROC 98.26%± 0.86%3 98.78%± 0.53%6 98.42%± 0.68%6
meta regression IoU
LR LR L1 LR L2
σ 0.168± 0.0176 0.170± 0.0178 0.168± 0.0176
R2 81.75%± 3.87%6 81.36%± 3.76%8 81.75%± 3.95%6
GB NN L1 NN L2
σ 0.142± 0.02011 0.149± 0.0205 0.148± 0.0254
R2 86.85%± 3.96%11 85.52%± 4.19%5 85.84%± 3.94%4
and instance tracking.
In Fig. 4.11 (right), we compare our best results for meta classification and re-
gression for both networks with the following baselines. Our results in Sec. 3.3
are compared with a single-metric baseline as the mean entropy. We apply as
single-metric also the mean entropy per instance as well as the score value using
single-frame gradient boosting. In addition, the approach in [136] can be consid-
ered as a baseline. For this, we only apply the metrics U i for a single frame and
the linear models. For our time-dynamic extension introduced in Chapter 3 as
baseline, the metrics U i are also used, however, as time series and as input for
the best performing meta model. The best results for each method are displayed
in Fig. 4.11 (right). We observe that our method using metrics V i and gradient
boosting outperforms all baselines. In Fig. 4.11 (left), a comparison is shown be-
tween metrics U i, all single-frame metrics (U i plus score and ratio) and all metrics
including the temporal ones. As shown before, the metrics U i are clearly outper-
formed. The single-frame metrics obtain significantly lower R2 values compared
to all metrics V i. This difference can be observed when applying linear models
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Figure 4.9: Left: The weight coefficients for the 15 metrics and predicted class prob-
abilities P (y|i) denoted by Pi, i = 0, 1, computed with LASSO fits (linear regression
with `1-penalization). Right: Feature importance analysis of these metrics obtained by
gradient boosting. For both figures, the time series length corresponds to the number
of considered frames used to achieve the meta classification results in Table 4.5 for the
YOLACT network.
Figure 4.10: Left: A visualization of the true instance-wise IoU of prediction and ground
truth. Green color corresponds to high IoU values and red color to low ones. Right:
Instance-wise IoU prediction obtained from meta regression. Corresponding ground
truth and instance segmentation are shown in Fig. 4.1.
as well as neural networks, whereas it is rather small when using gradient boost-
ing. Gradient boosting has a strong tendency to overfitting and due to the small
amount of data, we suspect that the gap between the performance of different
metrics would also increase with more data. In summary, we outperform all base-
lines by using our time-dynamic metrics as input for meta classifiers/regressors.
We reach AUROC values of up to 98.78% for classifying between true and false
positives.
4.3.3 Advanced Score Values
In object detection, the score value describes the confidence of the network’s
prediction. During inference, a score threshold removes false positives. If the
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Figure 4.11: Left: Meta regression via linear regression with `1-penalization for vari-
ous input metrics and for the YOLACT network. Right: Different baselines for both
networks comparing AUROC and R2 values. From left to right: mean entropy, score
value, single-frame MetaSeg (ms) approach [136] with linear models, our time-dynamic
extension presented in Chapter 3 using metrics U i and the best performing meta model,
our method using metrics V i and also the best performing meta model.
threshold is raised to a higher value, not only false positives are removed, but
also true positives. We study the network’s detection performance while varying
the score threshold. In total, we select 30 different score thresholds from 0.01
to 0.98. Meta classification provides a probability of observing a false positive
given a predicted instance. We threshold on this probability also with 30 dif-
ferent thresholds and compare this to ordinary score thresholding. To this end,
we feed gradient boosting as meta classifier with all metrics V i including 5 pre-
vious frames. In Fig. 4.12 the performance is stated in terms of the number of
remaining false positives and false negatives. Each point represents one of the
chosen thresholds. For the YOLACT network, the meta classification achieves a
lower number of errors, i.e., less false positives and false negatives. In compari-
son to score thresholding, we can reduce the number of false positives by up to
44.03% for the approximate same number of false negatives. This performance
increase is also reflected in the mAP. The highest mAP value obtained by score
thresholding is 57.04% while meta classification achieves 58.22%. In Fig. 4.13,
the mAP values for score and meta classification thresholding are given for the
YOLACT network. The gap between both methods is shown as well as the per-
formance increase by meta classification. When applying the Mask R-CNN, we
can reduce the number of false positives up to 43.33% for the approximate same
number of false negatives. The maximum mAP values for both methods are sim-
ilar. Score thresholding achieves an mAP of up to 89.87% and meta classification
of up to 89.83%. For both networks, we can improve the networks’ performance
by reducing false positives while the number of false negatives remains almost
unchanged. Our method can be applied after training an instance segmentation
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Figure 4.12: Left: Number of false positive vs. false negative instances for different
thresholds for the YOLACT network. Right: Results for the Mask R-CNN.
Figure 4.13: Mean average precision values for different thresholds and the YOLACT
network.
network and does not increase the network complexity. Up to some adjustment
in the considered metrics, this approach is applicable to all instance segmentation
networks.
4.4 Discussion
In this chapter, we proposed post-processing methods for instance segmentation
networks, namely meta classification and meta regression. These methods are
based on temporal information and can be used for both uncertainty quantifica-
tion and accuracy improvement. We introduced and evaluated our light-weight
tracking algorithm for instances, that is independent of the instance segmentation
network. From tracked instances, we constructed time-dynamic metrics (time se-
ries) and used these as inputs for the meta tasks. On the one hand, these metrics
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Figure 4.14: Top: Ground truth of two different images with ignored regions (white).
Bottom: Instance segmentation obtained by the YOLACT network resulting in non-
detected ground truth instances, i.e., false negatives (cyan colored bounding box at the
top).
characterize uncertainty and geometry of instances. On the other hand, we used
truly time-dynamic ones based on survival time analysis, on changes in the shape
and on expected position of instances in an image sequence. In our tests, we
studied the influence of these metrics, various time series lengths and different
models for the meta classification and regression. For meta classification, clas-
sifying between IoU < 0.5 and IoU ≥ 0.5, we obtained AUROC values of up
to 98.78% and for meta regression, direct prediction of the IoU , R2 values of up
to 86.85% which is clearly superior to the performance of the baseline methods.
Using meta classification we also improved the networks’ prediction accuracy by
replacing the score threshold by the estimated probability of correct classification
during inference. We reduced the number of false positives by up to 44.03% while
maintaining the number of false negatives.
If we change the point of view in Fig. 4.12, we can reduce the number of false
negatives by up to 15.70% for the approximate same number of false positives
using meta classification. However, the number of false negatives, especially in
the YOLACT network, is still high with about 3K. In Fig. 4.14, two example
images of an instance segmentation are shown. In one instance segmentation
(left), two pedestrians are not detected. In this frame, both pedestrians are on the
sidewalk, although they may cross the street a few seconds later. For this reason,
the detection of pedestrians at an early stage is important to prevent hazardous
scenarios. In the other instance segmentation (right), the vehicle parking left of
the ego car is not detected, even though the vehicle is close. Due to the non-
detection, an accident can occur if the ego car is going to park on the left side or
moves to the left due to the narrow road. The two examples of the non-detected
instances illustrate the significance of minimizing false negative instances.
Up to now, we have focused on the detection of false positive segments and in-
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stances. This is important since, for example, in automated driving, the flow of
traffic should not be impaired by falsely detected objects. On the other hand, we
have demonstrated in Fig. 4.14 that false negative objects can lead to dangerous
situations and therefore, should be minimized. In the following chapter, we study




False Negative Reduction in Video
Instance Segmentation using Uncertainty
Estimates
Instance segmentation combines object detection, which means the task of catego-
rizing as well as localizing objects using bounding boxes, and semantic segmenta-
tion, i.e., the pixel-wise classification of image content. In instance segmentation,
the localization of objects is performed by predicting each pixel that corresponds
to a given instance. Thereby, instance segmentation provides precise localization
on instances of important classes. State-of-the-art approaches are mostly based
on convolutional neural networks. Neural networks as statistical models produce
probabilistic predictions prone to error. For this reason, it is necessary to under-
stand and minimize these errors. In safety critical applications like automated
driving [87] and medical diagnosis [120], the reliability of neural networks in terms
of uncertainty quantification [44] and prediction quality estimation [33] is of high-
est interest. The prediction quality estimation is also considered in Chapter 4 for
instances. Instance segmentation networks (for example Mask R-CNN [59] and
YOLACT [13]) provide for each object a score (confidence) value. However, these
scores do not correspond to a well-adjusted uncertainty estimation [53] as they
can have low values for correctly predicted instances and high values for false
predictions. This problem is addressed by confidence calibration [85] where the
confidence values are adjusted to improve the prediction reliability. During infer-
ence of an instance segmentation network, a score threshold is applied to remove
all instances with low confidences. This is done to balance the number of false
positive and false negative instances. Nevertheless, this can result in correctly
predicted instances vanishing as well as many false positives remaining. These
errors shall be reduced to improve network performance in terms of accuracy.
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In applications such as automated driving, the detection of road users, i.e., the
reduction of false negative instances, is particularly important. In other words,
it is preferable to incorrectly predict the presence of road users than to missing
them. For this reason, we use a relatively small score threshold value during
inference and apply a light-weight false negative detection algorithm on these re-
maining instances to find possible overlooked ones. Since the number of predicted
instances can be greatly increased by our algorithm to reduce false negatives, we
use false positive detection based on uncertainty estimates to prune them. We
utilize this fused approach to improve the networks’ performance and to reduce
false negatives, i.e., attain a high recall rate, compared to using ordinary score
thresholds.
In this chapter, we introduce a false negative reduction method based on uncer-
tainty estimates for instance segmentation networks. Our approach serves as a
post-processing step applicable to any network. First, the predicted instances
obtained by a neural network are tracked in consecutive frames. Next, our light-
weight detection algorithm is applied which is based on inconsistencies in the time
series of the tracked instances such as a gap in the time series or a sudden end.
We detect these cases and construct new instances that the neural network may
have missed using the information of previous frames. To this end, we create time
series of the instances and shift the pixel-wise mask of a previous frame to the pre-
dicted current position of the new instance via linear regression. By this detection
method, the number of instances can be greatly increased and thus, we deploy
meta classification (see Sec. 4.2.3) to improve also the precision rate. Meta clas-
sification addresses the task of predicting if a predicted instance intersects with
ground truth or not. To quantify the degree of overlap between prediction and
ground truth, we consider the IoU . In object detection, meta classification refers
to the task of classifying between IoU < 0.5 and IoU ≥ 0.5 and in semantic
segmentation between IoU = 0 and IoU > 0. Since instance segmentation is a
combination of both, we classify between IoU < τ (false positive) and IoU ≥ τ
(true positive) for all predicted instances using different thresholds τ between 0
and 0.5. We use meta classification as false positive pruning after the application
of our detection algorithm to improve the overall network performance in compar-
ison to score thresholding during inference. As input for the meta classification
model, instance-wise metrics are constructed. These metrics characterize uncer-
tainty and features of a given instance like instance size, geometric center and
occlusion level. In addition, we apply a depth estimation network which can infer
in parallel to the instance segmentation network. Based on the resulting pixel-
wise heatmap (see Fig. 5.1), we construct further metrics aggregated per instance.
We complete our set of metrics with measures presented in Chapter 4 that are
based on expected position, changes in the shape and survival time analysis of
instances in an image sequence.
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Figure 5.1: Top left: Ground truth image with ignored regions (white). The bounding
boxes drawn around the instances represent the class, red denotes pedestrians and blue
cars. The cyan colored bounding boxes highlight non-detected instances. Top right:
Instance segmentation. Bottom left: A visualization of the calculated instance-wise IoU
of prediction and ground truth. Green color corresponds to high IoU values. Bottom
right: Depth estimation map.
In this chapter, we present a post-processing method for performance improve-
ment and in particular, for false negative reduction based on uncertainty esti-
mates. We only assume that image sequences of input data and a trained in-
stance segmentation network are available. In our tests, we employ two instance
segmentation networks, YOLACT and Mask R-CNN (see Sec. 2.1.4), and deploy
these networks to the KITTI and the MOT dataset for multi-object tracking and
instance segmentation (see Sec. 2.5). The source code of our method is publicly
available at http://github.com/kmaag/Temporal-False-Negative-Reduction.
Our contributions are summarized as follows:
• We introduce a light-weight detection algorithm applied to tracked (by Al-
gorithm 4.1) predictions of an instance segmentation network to detect pos-
sible missed instances of this network. Furthermore, we construct efficient
time-dynamic metrics for meta classification.
• We study the properties of the metrics and the influence of different lengths
of time series which are used as input for the meta classification model.
We perform meta classification to detect false positive instances achieving
AUROC values of up to 99.30%.
• For the first time, we demonstrate successfully that a post-processing false
negative detection method can be traded for instance segmentation perfor-
mance. We compare our approach with the application of a score threshold
during inference. Our detection algorithm fused with uncertainty based
meta classification achieves AUPRC values of up to 98.07%.
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The chapter is structured as follows. The related work on false negative reduction
methods is discussed in Sec. 5.1. In Sec. 5.2, we introduce our method including
the false negative detection algorithm in Sec. 5.2.1, the construction of instance-
wise metrics in Sec. 5.2.2 and meta classification in Sec. 5.2.3. In comparison to
Sec. 4.2.3, we refine the meta classification task using different thresholds and
computation rules. The numerical results are presented in Sec. 5.3. We study the
properties of the metrics and the influence of different lengths of the time series
which serve as input to the meta classifier. Furthermore, we evaluate to which
extent our detection algorithm fused with uncertainty based meta classification
can improve an instance segmentation performance and reduce false negative in-
stances. We conclude in Sec. 5.4.
5.1 Related Work
In this section, we present the related work on methods for false negative reduc-
tion, i.e., recall rate increase. For semantic segmentation, a method to achieve
a higher recall rate is proposed in [171] based on the loss function, classifier and
decision rule for a real-time neural network. The similar approach in [172] uses
an importance-aware loss function to improve the networks’ reliability. In [23],
the differences between the maximum likelihood and the Bayes decision rule are
considered to reduce false negatives of minority classes by introducing class priors
which assign larger weight to underrepresented classes. The following methods
address false negative reduction for the object detection task. In [174], a boosting
chain for learning successive boosting is presented. Using previous information
during cascade training, the model is adjusted to a very high recall rate in each
layer of the boosting cascade. An ensemble based method is proposed in [21]
where the number of false negatives is reduced by the different predictions of
the networks, i.e., some objects that are not detected by one network could be
detected by another one. In addition to false negative reduction, the number of
false positives is also decreased in [52] by training a neural network with differently
labeled images composed of correct and incompletely labeled images. In [164],
a set of hypotheses of object locations and figure-ground masks are generated
to achieve a high recall rate and thereafter, false positive pruning is applied to
obtain a high precision rate as well. For 3D object detection, a single-stage fully-
convolutional neural network is introduced in [175]. Instead of using a proposal
generation step, the model outputs pixel-wise predictions where each prediction
corresponds to a 3D object estimate resulting in a recall rate of 100%. In one work
[92] applied to instance segmentation, a high recall rate is ensured by generating
800 object proposals for any given image. This is followed by the application
of the maximum a-posteriori probability principle to produce the final set of in-
stances. In [188], a recurrent deep network using pose estimation is considered
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to improve instance segmentation in an iterative manner and to obtain a high
recall rate. Another approach [94] constructs a variational autoencoder on top of
the Mask R-CNN to generate high-quality instance masks and track multiple in-
stances in image sequences. To reduce false negative instance predictions, spatial
and motion information shared by all instances is captured.
In comparison to most of the described false negative detection approaches, our
method neither modifies the training process nor the network architecture, in-
stead our detection algorithm serves as post-processing step applicable to any
instance segmentation network. In Chapter 4, we have compared the ordinary
score thresholding during inference of an instance segmentation network with
meta classification as a post-processing step. Instead of using a score threshold,
meta classification, i.e., false positive detection, is used to improve the trade-off
between the number of false positive and false negative instances. However, the
number of detected false negative instances is limited to those predicted by the
network without using a score threshold, since no other instances are generated.
In this chapter, we go beyond this method and present a detection algorithm that
generates instances additionally to the predicted ones and thus, instances that
have been initially missed by the network can be detected.
5.2 Method
In instance segmentation (as extension of object detection), instances represented
as pixel-wise masks are predicted with corresponding class affiliations. During
inference, a score threshold is used to remove instances with low scores followed by
a non-maximum suppression to avoid multiple predictions for the same instance.
On these remaining instances, we apply our tracking Algorithm 4.1 to obtain time
series. Our false negative detection method is based on temporal information of
tracked instances. We detect inconsistencies in the time series and construct
new instances in these cases. As a result, the number of instances can be greatly
increased and thus, we deploy meta classification (false positive detection) to filter
them out. To this end, we present meta classification, which uses time-dynamic
metrics aggregated per predicted instance as input. Our method is intended to
improve the networks’ performance in terms of accuracy. An overview of the
method is shown in Fig. 5.2.
5.2.1 Detection Algorithm
In this section, we introduce our detection method to identify possible non-
detected instances in image sequences. We assume that an instance segmentation
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Figure 5.2: Overview of our approach which consists of false negative detection and false
positive pruning applied to tracked instances. For metrics construction, information is
extracted from instance geometry, instance tracking and depth estimation (blue arrows).
The resulting metrics serve as input for the meta classification.
is available for each frame, as our method serves as a post-processing step and is
independent of the choice of instance segmentation network. An example of an in-
stance segmentation with corresponding ground truth image is shown in Fig. 5.1.
The white areas within the ground truth image are ignored regions R with unla-
beled instances, here cars and pedestrians. All predicted instances where 80% of
their pixels are inside an ignored region are not considered for detection and fur-
ther experiments as an evaluation for these instances is not feasible. This overlap
Oi,j of an instance i with an instance or region j is defined in (3.2). Given an
image x, the set of predicted instances not covered by ignored regions is denoted
by Îx. In addition to instance segmentation, we also assume a tracking of these
instances in the image sequences. To this end, we use our tracking algorithm for
instances (Algorithm 4.1). Instances are matched according to their overlap Õi,j
(4.1) in consecutive frames by shifting instances based on their expected location
in the subsequent frame. The tracking algorithm is applied sequentially to each
frame {xt : t = 1, . . . , T} of an image sequence of length T . A detailed description
of how an instance i ∈ Îxt−1 in frame t− 1 is matched with an instance j ∈ Îxt in
frame t, is given in Sec. 4.2.1.
Our detection method is based on inconsistencies in the time series of the tracked
instances such as a gap in the time series or a sudden end. We detect these
cases and construct new instances that may have been overlooked by the neural
network using the information of previous frames. To this end, time series of the
geometric centers (4.2) of the instances are created and the pixel-wise mask of an
instance of a previous frame is shifted to the predicted position of the new instance
using a linear regression. If tlast < t is the last frame in which instance i occurs,
then we adopt this pixel-wise mask as the representation for the new instance in
frame t. To avoid false positives, we track a lost instance for at most 10 frames
and check if the instance is mostly covered by another one or an ignored region.
A detailed description of our detection method is depicted in Algorithm 5.1.
An example how our detection algorithm works is shown in Fig. 5.3 applied to
the MOT dataset and predictions of the Mask R-CNN. This network does not
predict instances in frames t + 2 and t + 4 resulting in non-detected instances.
Our algorithm shifts the instance of the previous frame (here t+ 1 and t+ 3) into
the following one via linear regression as there is a gap in the time series.
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Algorithm 5.1: False negative detection algorithm
Îdetectxt := {} ∀ t = 1, . . . , T1
/* detect instances */2
for i ∈ ⋃Tt=1 Îxt do3
G := {} /* time series of geometric centers */4
tlast := 0 /* last previous frame in which instance i occurs */5
for t = 1, . . . , T do6
if i exists in frame t then7
G := G ∪ {̄it}8
tlast := t9
end10
if i does not exist in frame t and t− tlast ≤ 10 and |G| ≥ 2 then11
perform linear regression to predict the geometric center (̂̄it)12
using the geometric centers of the previous frames G
shift instance i ∈ Îx
tlast
by the vector (̂̄it − ītlast) and denote the13
resulting instance by ishift




/* check covering */18
for t = 1, . . . , T do19
for j ∈ Îdetectxt do20
if Oi,R < 0.8 and maxk∈Îxt Õj,k ≤ 0.95 then21
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t t+ 1 t+ 2 t+ 3 t+ 4
Figure 5.3: Example of our false negative detection algorithm applied to five consecutive
images of the MOT dataset. Top: Ground truth images with non-detected instances by
the neural network (bounded by a green box). Bottom: Instance segmentation obtained
by the Mask R-CNN. In frames t+2 and t+4 no instances are predicted, both instances
are constructed by our detection algorithm.
5.2.2 Metrics
In instance segmentation, the neural network provides information of the instances
like geometric characteristics or their attached class confidences derived from the
softmax probabilities. For example, a probability distribution over the classes
y ∈ C for each pixel z or only for each instance is provided depending on the
network architecture. However, a probability distribution is not available for
the detected instances and thus, we construct metrics based on information that
is also obtainable for the detected ones. To this end, we use selected metrics
introduced in Sec. 4.2.2 and extend this set of metrics by new ones.
First, we add measures for an instance i introduced in Sec. 4.2.2 to our set of
metrics like the geometric center ī (4.2), the predicted class ĉ and the score value
s which is provided by the instance segmentation network. We calculate the score
value for the detected instances as the average score value from the previous
frames of the respective instance. Furthermore, we use the size S of a whole
instance as well as of the inner Sin and boundary Sbd and the relative instance
sizes S̃, S̃in. The separate treatment of inner and boundary is motivated by poor
or false predictions that often results in fractal instance shapes, i.e., a relatively
large amount of boundary pixels, measurable by the relative measures.
Moreover, we define the occlusion measure o using instances in two consecutive
frames. Instance i of frame t − 1 is shifted such that instance i and its matched
counterpart in frame t have a common geometric center. Then, the occlusion of
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may indicate poorly predicted instances.
Besides an instance segmentation network, we consider a monocular depth esti-
mation network, which uses the same input images as the instance segmentation
network and can run in parallel. The motivation in using the extra depth esti-
mation network is to acquire additional sources of useful information about the
instances. Given an image x, the pixel-wise depth prediction is denoted by Hz(x),







Hz(x), ∗ ∈ { , in, bd} (5.1)
as an additional metric, we also divide the inner and boundary. The relative mean
depth measures are calculated as ˜̄H = H̄S̃ and ˜̄Hin = H̄inS̃in. A lower value of
mean depth indicates reliable instances, while a higher value suggests uncertainty.
Next, for each instance i in frame t, a time series of the mean depth H̄ of the
5 previous frames is constructed. Using linear regression, the mean depth ˆ̄H in
frame t is predicted if the instance exists in at least two previous frames. The
deviation between expected mean depth and mean depth | ˆ̄H − H̄| is used as a
temporal measure denoted by dh. Small deviations dh indicate consistency over
time of the instance.
Finally, we consider five further metrics explained in Sec. 4.2.2. Analogous to
the depth deviation dh, we calculate the deviation of the instance size ds and of
the geometric center dc. For the survival analysis metric v, time series of metrics
are also considered. More precisely, time series of the previously presented single-
frame metrics (̄i, ĉ, s, size and depth metrics) serve as input for a Cox regression to
predict the survival time of an instance i in frame t. A lower value of v indicates
uncertainty. The next metric r is based on the height to width ratio of the
instances. Deviations from this ratio for an instance i suggest false predictions.
The final measure f describes the variation of an instance in two consecutive
frames by calculating the overlap (4.1). Poorly predicted instances can result in
large deformations.
In summary, we use the following set of metrics
U i = {H̄, H̄in, H̄bd, ˜̄H, ˜̄Hin} ∪ {o, dh} ∪ {S, Sin, Sbd, S̃, S̃in}
∪ {̄i, ĉ, s, ds, dc, v, r, f} . (5.2)
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Figure 5.4: Example image for object detection. Green boxes correspond to ground
truth objects gk, k = 1, . . . , 4, and red boxes to predicted objects pk, k = 1, . . . , 4.
Table 5.1: Results of matched ground truth und predicted objects of Fig. 5.4 for the
object detection as well as semantic segmentation perspective. The predicted object/
ground truth is given with matched counterpart, the IoU value and decision of true
positiv or false positive/negative.
object detection semantic segmentation
prediction score gt IoU tp/fp gt IoU tp/fp
p1 0.95 g1 ≥ 0.5 tp g1 > 0 tp
p2 0.83 g1 ≥ 0.5 fp g1 > 0 tp
p3 0.76 – < 0.5 fp g2 > 0 tp
p4 0.51 g4 ≥ 0.5 tp g4 & g3 > 0 tp
ground truth prediction IoU tp/fn prediction IoU tp/fn
g1 p1 ≥ 0.5 tp p1 & p2 > 0 tp
g2 – < 0.5 fn p3 > 0 tp
g3 p4 ≥ 0.5 fn p4 > 0 tp
g4 p4 ≥ 0.5 tp p4 > 0 tp
5.2.3 Meta Classification
Meta classification is used to identify false positive instances provided by a neural
network. A predicted instance is considered as a false positive, if the intersection
over union is less than a threshold τ . The IoU is a commonly used performance
measure that quantifies the degree of overlap of prediction and ground truth.
Meta classification refers to the task of classifying between IoU < τ and IoU
≥ τ for all predicted instances. Note, if an IoU threshold of τ = 0 is considered,
we classify between IoU = 0 and IoU > 0. In object detection, classification is
typically between IoU < 0.5 and IoU ≥ 0.5 and in semantic segmentation between
IoU = 0 and IoU > 0. Besides the IoU threshold, there is another difference in
the calculation procedure between object detection and semantic segmentation.
In Fig. 5.4 an example of ground truth and predicted objects is shown. The
corresponding matches are given in Table 5.1. First, predictions p1 and p2 have
an IoU ≥ 0.5 with ground truth object g1 resulting in a true positive and a false
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positive for object detection as a ground truth object can be matched only once
(in comparison to semantic segmentation). Moreover, prediction p3 and ground
truth g2 are matched only for semantic segmentation due to the IoU threshold. In
semantic segmentation, the IoU is calculated with all ground truth instances that
an object is covering, thus object p4 is matched with ground truth objects g3 and
g4. For this reason, g3 is not considered to be a false negative as it would be the
case in object detection (IoU of p4 with g4 is higher than with g3). In summary,
we obtain less false positives and false negatives in semantic segmentation. In
our experiments, we examine both calculation options for the network’ errors and
additionally threshold on different IoU values. We denote by MOD the one-to-
one matching of predicted and ground truth object (object detection perspective)
and by MSS the many-to-many matching (semantic segmentation perspective).
Note, in Chapter 4, we have performed the evaluations according to the object
detection principle with an IoU threshold of 0.5.
We perform meta classification using the metrics introduced in Sec. 5.2.2 as input
for the classifier, in particular, we apply time series of these metrics. For an
instance i ∈ Îxt in frame t, the metrics U it are obtained as well as U it′ from
previous frames t′ < t due to the tracking of the instances. Meta classification is
conducted by means of these time series of metrics U ik, k = t− nc, . . . , t where nc
describes the number of considered frames. As classifier model, we use gradient
boosting that performs best in comparison to linear models and shallow neural
networks as shown in Sec. 3.3 and Sec. 4.3.2. We study the benefit from using
time series and to which extent meta classification along with our false negative
detection method can improve the overall network performance compared to the
application of a score threshold during inference.
5.3 Numerical Results
In this section, we study the properties of the metrics introduced in the previ-
ous section and the influence of different lengths of the time series which serve
as input to the meta classifier. Furthermore, we evaluate to which extent our
detection algorithm fused with uncertainty based meta classification can improve
an instance segmentation performance and reduce false negative instances. To
this end, we compare this approach with ordinary score thresholds in terms of
numbers of false negatives and false positives, i.e., recall and precision rates.
We perform our tests on two datasets for multi-object tracking and instance seg-
mentation, which we have introduced in Sec. 2.5. The KITTI dataset contains 21
street scene image sequences from Karlsruhe consisting of 8,008 1,242 × 375 im-
ages. The MOT dataset containing 2,862 images with resolutions of 1,920×1,080
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(3 image sequences) and 640×480 (1 image sequence) provides scenes from pedes-
trian areas and shopping malls. For both datasets annotated image sequences,
i.e., tracking IDs and instance segmentations, are available [162]. The KITTI
dataset includes labels for the classes car and pedestrian, while the MOT dataset
only contains labels for the class pedestrian.
In our experiments, we consider the Mask R-CNN and the YOLACT network
(see Sec. 2.1.4). The YOLACT network has a slim underlying architecture and
is designed for a single GPU. For training this network, we use a ResNet-50 [61]
as backbone and pre-trained weights for ImageNet [140]. We choose 12 image
sequences from the KITTI dataset consisting of 5,027 images and 300 images
(extracted from 2 sequences) from the MOT dataset for training. The remaining
9 sequences of the KITTI dataset serve as validation set (same splitting as in
[162] and Sec. 4.3). We achieve a mean average precision of 57.15%. Since we are
using 300 images of the MOT dataset for training, we split 2 of the 4 sequences
into train/validation and remove 90 frames (equal to three seconds) of each at
this splitting point due to redundancy in image sequences. We achieve a mAP of
52.37% on the remaining 2,382 images of the MOT dataset. The Mask R-CNN
is focused on high-quality instance-wise segmentation masks representations. For
training, we use a ResNet-101 as backbone and start from weights for COCO [95].
As training set, we choose the same 12 image sequences of the KITTI dataset and
the validation sets also remain the same. For the KITTI dataset, we obtain a
mAP of 89.79% and for the MOT dataset of 78.99%. During training of both
networks, the validation set is neither used for early stopping nor for parameter
tuning.
For our depth metrics extracted from a depth estimation, we use the network
introduced in [90]. This network utilizes local planar guidance layers at multiple
stages of the decoding phase for an effective guidance of densely encoded features
(see Sec. 2.1.5 for details). As backbone, we consider the DenseNet-161 [69] and
pre-trained weights for ImageNet. We train this network over a maximum of 50
epochs on 20,750 RGB images of the KITTI dataset where annotated depth maps
are available. The model which achieves the lowest scale invariant logarithmic
error (see (2.56)) on 672 validation images is used. This validation silog amounts
to 8.493. We also evaluate on the 9 image sequences of the KITTI dataset, that
we consider for further experiments, achieving a test silog of 9.459 on these 2,891
images (for 90 images no depth ground truth is available).
During inference, a score threshold is used to remove instances with low score
values followed by a non-maximum suppression to avoid multiple predictions for
the same instance. Since we compare our detection method with the application
of different score values, we apply none or a very low score threshold during
the inference. For the KITTI dataset, we choose a score threshold of 0 in both
networks to use all predicted instances for further experiments. For the MOT
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Table 5.2: A selection of correlation coefficients ρ with respect to IoU . For size and
depth measures, the metric with the highest correlation is given.
KITTI S̃in 0.42316 īv 0.08567 o −0.04165 ds 0.11309
& ˜̄Hin 0.56636 ĉ −0.23682 f 0.09413 dc −0.04318
Mask R-CNN s 0.64899 r −0.08192 v −0.27352 dh −0.19601
KITTI S̃in 0.28690 īv 0.02200 o 0.29603 ds 0.08056
& ˜̄Hin 0.38115 ĉ −0.31568 f 0.07016 dc −0.07427
YOLACT s 0.79357 r −0.17465 v −0.14472 dh −0.16114
MOT S̃in 0.51436 īv 0.01569 o −0.15981 ds 0.09812
& ˜̄Hin 0.59056 īh −0.04090 f 0.05827 dc 0.03598
Mask R-CNN s 0.66106 r 0.00896 v −0.25305 dh −0.04048
MOT S̃in 0.69746 īv −0.01964 o −0.21768 ds 0.13392
& ˜̄Hin 0.68968 īh −0.12691 f 0.05930 dc −0.01485
YOLACT s 0.67695 r −0.22188 v −0.03406 dh −0.13630
dataset, we choose relatively low score thresholds, i.e., 0.3 for the Mask R-CNN
and 0.05 for the YOLACT network. In our experiments, we use 9 image sequences
of the KITTI dataset consisting of 2,981 images and 4 sequences of the MOT
dataset containing 2,382 images (equal to the validation sets used for instance
segmentation).
5.3.1 Meta Classification
First, we study the predictive power of the instance-wise metrics, which serve as
input for the meta classifier, by computing the Pearson correlation coefficients ρ
between selected metrics of U i and the IoU , see Table 5.2. For both networks and
both datasets, the score value s shows a strong correlation with the IoU . The
relative instance size S̃in as well as the relative mean depth ˜̄Din demonstrate high
correlations for the MOT dataset (for both networks) and the KITTI dataset in
combination with the Mask R-CNN. Selected scatter plots for the MOT dataset
and the YOLACT network are shown in Fig. 5.5. For meta classification (false
positive detection: IoU < τ vs. IoU ≥ τ), we use the set of metrics U i as input
and investigate the influence of time series. We present this set of metrics U it of
a single frame t to the meta classifier and then, the metrics are extended to time
series with a length of up to 10 previous time steps U ik, k = t − 10, . . . , t − 1.
Furthermore, we use a (meta) train/validation/test splitting of 70%/10%/20%
and average the results over 10 runs for the KITTI dataset and 4 runs for the
MOT dataset by randomly sampling this splitting. For the presented results, on
the one hand, we choose the object detection perspective (MOD) with an IoU
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Figure 5.5: Correlations between metrics and IoU for the MOT dataset and the
YOLACT network. The dot size is proportional to the instance size.
Table 5.3: Number of instances predicted by a neural network (PI), number of detected
instances (DI) using Algorithm 5.1, total number of instances (not yet matched over
time), instances with IoU < 0.5 and IoU = 0.
PI DI PI+DI IoU < 0.5 IoU = 0
KITTI & Mask R-CNN 19,239 11,787 31,026 20,337 13,036
KITTI & YOLACT 25,743 14,694 40,437 32,114 24,961
MOT & Mask R-CNN 36,003 27,374 63,377 45,307 20,146
MOT & YOLACT 22,495 16,400 38,895 26,153 3,736
threshold of τ = 0.5 and on the other hand, the semantic segmentation perspective
(MSS) classifying between IoU = 0 and IoU > 0.
We apply our detection algorithm to the predictions of both instance segmentation
networks for both datasets. The corresponding numbers of predicted instances
and instances obtained by the detection algorithm as well as the number of in-
stances with an IoU < 0.5 and IoU = 0 are provided in Table 5.3. The relatively
high number of false positive instances is the motivation to perform meta clas-
sification after the detection algorithm in order to get rid of false positives. As
performance measures for the meta classification, we consider the classification
accuracy and AUROC . The best results are given in Table 5.4. We achieve
AUROC values up to 99.30%. Higher values are obtained by classifying between
IoU < 0.5 and IoU ≥ 0.5. Furthermore, we notice that gradient boosting bene-
fits from temporal information which can also be observed in Fig. 5.6 where the
AUROC results as functions of the number of frames are given for both dataset
and the object detection calculation approach. For further experiments, we use




Table 5.4: Meta classification results (with corresponding standard deviations) using
IoU thresholds τ = 0.5 (MOD) and τ = 0 (MSS). The super script denotes the
number of considered frames where the best performance and in particular, the given
values are reached.
MOD ACC AUROC
KITTI & Mask R-CNN 95.64%± 0.74%7 99.04%± 0.31%5
KITTI & YOLACT 96.22%± 1.15%7 99.30%± 0.34%7
MOT & Mask R-CNN 93.60%± 3.42%9 98.25%± 0.93%9
MOT & YOLACT 87.66%± 5.45%9 96.22%± 1.22%5
MSS ACC AUROC
KITTI & Mask R-CNN 86.57%± 3.64%4 95.38%± 1.57%3
KITTI & YOLACT 90.75%± 4.41%3 96.20%± 1.86%4
MOT & Mask R-CNN 73.55%± 15.07%7 88.74%± 3.33%7
MOT & YOLACT 93.54%± 0.46%10 90.68%± 3.07%2
Figure 5.6: Left: Results for meta classification AUROC as functions of the number of
frames for the KITTI dataset and MOD. Right: Results for the MOT dataset.
5.3.2 Evaluation of the Detection Method
Our detection method assumes that the instance segmentation by a neural net-
work and tracking IDs are given. We consider our tracking algorithm for instances
introduced in Sec. 4.2.1 where the tracking performance is measured by different
object tracking metrics (see Sec. 4.3.1). In the following, we compute object track-
ing metrics (introduced in Sec. 2.3.2) and apply these to the instances predicted
by a network and the additional instances obtained by our detection method. We
denote by GT all ground truth instances of an image sequence which are identified
by different tracking IDs and divide these into three cases. An instance is called
mostly tracked (MT ) if it is tracked for at least 80% of frames (out of the total
number of frames in which it occurs), mostly lost (ML) if it is tracked for less
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Table 5.5: Object tracking results for the instances obtained by our false negative de-
tection method (including those predicted by an instance segmentation network). The
values in brackets correspond to the outcomes for the predicted instances without using
the detection step.
KITTI MOT
Mask R-CNN YOLACT Mask R-CNN YOLACT
GT 219 219 201 201
MT 205 (204) 129 (124) 123 (120) 45 (42)
PT 12 (13) 71 (75) 72 (75) 92 (92)
ML 2 (2) 19 (20) 6 (6) 64 (67)
smn 186 (189) 352 (379) 797 (824) 552 (597)
than 20%, otherwise partially tracked (PT ). In addition, we compute the num-
ber of switches between matched and non-matched smn, i.e., a switch appears
when a ground truth instance is matched with a predicted instance in frame
t and non-matched in frame t + 1 and vice versa. The results are shown in Ta-
ble 5.5. We observe that our algorithm can increase the number of mostly tracked
ground truth instances and reduce the number of switches between matched and
non-matched for both networks and datasets. Note, the Mask R-CNN mainly
achieves better results than YOLACT which can be observed by Mask R-CNN
achieving higher mAP values than YOLACT.
The score value describes the confidence of the network’s prediction and is chosen
during inference to balance the number of false negatives and false positives.
We select 15 different score thresholds between 0 and 1 to study the network’s
detection performance while varying this threshold. We apply our false negative
detection algorithm to the predicted instances and fuse this with uncertainty
based meta classification. Meta classification provides a probability of observing
a false positive instance and thus, we also threshold on this probability with
15 different values. In our tests, we consider 6 different IoU thresholds τ for
meta classification and both calculation options. We feed the meta classifier
with all metrics U i including the number of previous frames given in Table 5.4
independent of the IoU threshold. We compare ordinary score thresholding with
our method using the AUPRC as performance measure (see Sec. 2.1.6). As our
detection algorithm receives time series of predicted instances as input, certain
ground truth instances cannot be found. For this reason, we exclude ground truth
instances for further testing if the respective instance defined by its tracking ID
is never found by the instance segmentation network and in the frames before the
instance is first detected by the network. On the one hand, our method cannot
be applied to these instances, and on the other hand, the network shall also be
able to predict them, i.e., a ground truth instance defined by its tracking ID
should have been detected at least once. The number of ground truth instances
depends on the respective IoU threshold, i.e., at higher values, more ground truth
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Table 5.6: AUPRC results for score thresholding vs. our false negative detection al-
gorithm fused with meta classification thresholding for MOD and MSS calculation
procedure.
KITTI Mask R-CNN YOLACT Mask R-CNN YOLACT
τ score ours score ours score ours score ours
0.5 91.17% 92.35% 78.58% 81.43% 91.39% 92.67% 79.57% 82.60%
0.4 93.19% 93.81% 81.03% 84.17% 93.53% 94.28% 82.64% 85.95%
0.3 93.98% 94.45% 82.28% 85.83% 94.50% 95.23% 84.53% 88.19%
0.2 94.49% 94.88% 81.83% 85.61% 95.34% 96.08% 85.19% 89.17%
0.1 94.67% 95.08% 82.19% 86.06% 95.84% 96.74% 86.57% 90.29%
0.0 94.99% 95.39% 83.87% 87.78% 97.51% 98.07% 91.80% 93.03%
MOD MSS
MOT Mask R-CNN YOLACT Mask R-CNN YOLACT
τ score ours score ours score ours score ours
0.5 77.45% 79.05% 62.32% 63.73% 77.56% 78.50% 63.72% 64.29%
0.4 82.44% 82.76% 68.39% 69.71% 82.79% 82.62% 71.03% 71.02%
0.3 85.17% 85.02% 71.29% 72.77% 86.17% 85.26% 75.26% 75.11%
0.2 86.94% 86.85% 72.31% 74.22% 88.67% 87.39% 77.31% 77.99%
0.1 88.56% 88.43% 73.89% 76.96% 91.36% 89.49% 80.60% 84.04%
0.0 89.85% 89.48% 76.11% 81.77% 97.27% 94.40% 91.58% 94.81%
instances are not detected. For the KITTI dataset and the Mask R-CNN, at most
0.96% and for the YOLACT network, 13.23% of the ground truth instances are
not found and for this reason, not considered for further evaluations. For the
MOT dataset and the Mask R-CNN, this holds for at most 2.19% and for the
YOLACT network 17.62% of the ground truth instances. The AUPRC results
are given in Table 5.6. Smaller IoU thresholds increase the possibility of matches
between ground truth and predicted instances and consequently the AUPRC value
increases. We observe that our method performs better in most cases compared to
the use of a score threshold (or obtains similar values). Furthermore, the AUPRC
value increases for the MSS calculation option as the possibility of matches is
more likely. We obtain AUPRC values of up to 95.39% for the object detection
perspective and up to 98.07% for the semantic segmentation one. An example for
the precision-recall curves is shown in Fig. 5.7 using IoU thresholds of τ = 0.5
(left) and τ = 0 (right) for MOD and for the KITTI dataset in combination with
the YOLACT network. Each point represents one of the chosen score or meta
classification thresholds. Our detection method achieves a lower number of errors,
i.e., higher recall and precision rates. In particular, we can reduce the number of
false negative instances.
For further experiments, we bin the ground truth instances into different occlu-
sion levels. To this end, we calculate for each ground truth instance the IoU
with the other ones represented as bounding boxes denoted by IoU bb. On the
one hand, for high IoU bb values, the instance can be partially covered by other
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Figure 5.7: Precision-recall curves for different score as well as meta classification thresh-
olds for the YOLACT network and the KITTI dataset. Left: An IoU threshold of
τ = 0.5 is used. Right: IoU threshold τ = 0.
instances or even cover others. On the other hand, for low IoU bb values or a value
of zero, detecting the ground truth instance through an instance segmentation
network is simpler as if the instance is occluded and located in a crowd of in-
stances. In Table 5.7, the number of ground truth instances and AUPRC results
for the different occlusion levels are given for both datasets and the Mask R-CNN
considering an IoU threshold of τ = 0.4 and MOD. For the KITTI dataset,
most of the ground truth instances have an occlusion level of IoU bb = 0.0 and for
the MOT dataset of 0.0 < IoU bb ≤ 0.1 as pedestrian areas and shopping malls
are provided. Our false negative detection approach outperforms ordinary score
thresholding in terms of AUPRC values. Moreover, our method can improve the
instance segmentation also in more difficult cases, i.e., at higher occlusion levels.
Our findings for the YOLACT network, the other IoU thresholds and MSS are
analogous. In Fig. 5.8, the comparison of ordinary score thresholding and our
detection method is shown in terms of the number of remaining false negatives
and false positives considering an occlusion level of 0.5 < IoU bb ≤ 0.6. As before,
each point represents one chosen threshold. We achieve a lower number of false
negative and false positive instances. For an IoU threshold of τ = 0, this error
reduction is also reflected in the AUPRC values. The AUPRC value obtained
by score thresholding is 98.93% while the detection algorithm fused with meta
classification achieves 99.86%. Note, in this case, we can detect up to 198 out of
202 ground truth instances. Remember, for lower IoU thresholds more ground
truth instances can be found by the neural network and thus, more instances are
considered for our evaluation.
In Fig. 5.9, an example of how our detection algorithm works is demonstrated
for a ground truth instance of class car and the KITTI dataset. The time series
of the instance size S and of the IoU between this ground truth instance and
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Table 5.7: Number of ground truth instances and AUPRC results for different occlusion
levels. For both datasets, the Mask R-CNN network, an IoU threshold of τ = 0.4 and
MOD are considered.
KITTI MOT
occlusion level # gt score ours # gt score ours
IoU bb = 0.0 5,207 97.51% 98.29% 5,154 94.66% 96.28%
0.0 < IoU bb ≤ 0.1 2,875 96.96% 98.04% 7,997 90.56% 91.30%
0.1 < IoU bb ≤ 0.2 1,848 97.56% 98.67% 4,301 94.25% 95.67%
0.2 < IoU bb ≤ 0.3 637 97.96% 98.92% 1,842 95.05% 96.81%
0.3 < IoU bb ≤ 0.4 320 98.05% 99.09% 976 95.91% 97.82%
0.4 < IoU bb ≤ 0.5 180 98.28% 99.34% 609 96.17% 98.10%
0.5 < IoU bb ≤ 0.6 62 98.46% 99.52% 194 96.82% 98.75%
0.6 < IoU bb ≤ 0.7 37 98.54% 99.60% 106 96.98% 98.91%
0.7 < IoU bb ≤ 0.8 13 98.69% 99.70% 90 96.98% 98.90%
0.8 < IoU bb ≤ 0.9 1 99.32% 99.86% 6 97.53% 99.20%
instances obtained by the YOLACT network are shown. We observe three areas
where the instance has an IoU = 0 and hence, has not been detected by the
network. Our detection algorithm is applied to the predicted instances, which
also results in time series of IoU denoted by IoU d. Since the procedure requires
at least two geometric centers of an instance to generate further instances, the
first plateau cannot be fixed, although the following two ones can be. Both
images, ground truth (top) and instance segmentation (bottom), represent frame
190 where the instance (bounded by a green box) is not detected by the network,
but by our method. We construct the car labeled with the pink bounding box in
the segmentation image. Noteworthy, though no score threshold is used during
inference, the network has not predicted any instance at this position. Also
note, both images correspond to the zoomed image sections and the ground truth
instance is relatively small which our algorithm can handle. Our false negative
reduction method consisting of the detection algorithm and meta classification
can be applied to any instance segmentation network after training and thus,
does not increase the network complexity.
5.4 Discussion
In this chapter, we proposed a post-processing method applicable to any instance
segmentation network to reduce the number of false negative instances by per-
forming a false negative detection and a false positive pruning step. Our light-
weight detection algorithm is based on inconsistencies in the time series of tracked
instances such as a gap in the time series or a sudden end. We detected these
cases and constructed new instances that the neural network may have missed
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Figure 5.8: Number of false positive vs. false negative instances for different score and
meta classification thresholds for the MOT dataset and the Mask R-CNN network. An
occlusion level of 0.5 < IoU bb ≤ 0.6 is used. Left: IoU threshold τ = 0.4. Right: IoU
threshold τ = 0.0.
using the information of previous frames. Since the number of instances can
be greatly increased, we employed meta classification to reduce false positive in-
stances. As input for the meta classification model, instance-wise metrics were
constructed characterizing uncertainty, geometry and depth of a given instance.
We studied the properties of the metrics, the influence of different time series
lengths on the meta classification model and various IoU thresholds. Further-
more, two different calculation methods for meta classification were considered,
i.e., one-to-one matching of predicted and ground truth object (object detection
perspective) and many-to-many matching (semantic segmentation perspective).
We achieved AUROC values of up to 99.30%. In our tests, we compared our
approach to the application of a score threshold during inference and improved
the networks’ prediction accuracy. We obtained AUPRC values of up to 98.07%.
In particular, the number of false negative instances can be reduced. Moreover,
we studied occlusion levels for the ground truth instances in order to improve the
instance segmentation also in more difficult cases, i.e., we detected instances that
were occluded and located in a crowd of instances.
We have demonstrated that our light-weight detection method can improve in-
stance segmentation performance in terms of accuracy in comparison to ordinary
score thresholds. Especially, we reduce the number of false negative instances,
i.e., achieve higher recall rates. However, our method is limited to image se-
quences as our false negative detection algorithm is based on inconsistencies in
the time series of tracked instances. We use the availability of image sequences
in applications such as automated driving, for the detection of potentially missed
objects by a neural network and in addition, to enhance the meta classification
performance using instance-wise metrics characterizing temporal uncertainties as
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Figure 5.9: Left: Time series of size S for a ground truth instance of the KITTI dataset,
the calculated IoU between this ground truth instance and instances predicted by the
YOLACT network as well as the IoU d after the application of our detection method.
Top right: Corresponding ground truth image in frame 190 including the considered
instance (bounded by a green box). Bottom right: Instance segmentation followed by
our detection algorithm which constructs the car instance with the pink bounding box.
input. In applications, like medical diagnosis, image sequences are not necessarily





In this thesis, we presented methods for the prediction quality rating and perfor-
mance improvements in terms of accuracy for semantic and instance segmentation
networks using time-dynamic uncertainty estimates. In particular, we increased
the recall rates, i.e., reduced the number of non-detected objects of the network.
Our methods serve as post-processing steps applicable to any semantic or instance
segmentation network and were tested on different datasets and networks demon-
strating their efficiency and improved performance. Furthermore, we used the
availability of image sequences to obtain more information of the neural networks
without additional computational overhead for enhancing our methods.
For semantic segmentation networks, we proposed a time-dynamic variant of meta
classification and meta regression. The first one tackles the task of false positive
detection and the second one serves as prediction quality estimate for neural net-
works. To this end, we constructed single-frame metrics based on dispersion and
geometry properties of segments extracted from the segmentation network’s soft-
max output, such as pixel-wise entropy. To obtain time series of these metrics, we
introduced a light-weight tracking algorithm for segments of the same semantic
class. Note, this tracking approach is also independent of the semantic segmen-
tation network. From matched segments over time, we generated time series of
metrics which served as inputs for the meta classifiers/regressors. In our tests, we
studied the influence of the time series length as well as different models for meta
tasks like gradient boosting, neural networks and linear ones. We observed that
gradient boosting performs best in comparison to the other methods and that our
results benefit from time series. More precisely, in contrast to the single-frame
approach [136] using only linear models, we increased the accuracy by 6.78 pp
and the AUROC by 5.04 pp for classification. For meta regression, the R2 value
was increased by 5.63 pp. Our time-dynamic method showed significant improve-
ments in comparison to the single-frame approach achieving improved results in
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the meta tasks. For meta regression, the direct prediction of the IoU adj as quality
estimate, we obtained R2 values of up to 87.51% for the KITTI dataset. For
meta classification, classifying between IoU adj = 0 and IoU adj > 0, we achieved
AUROC values of up to 88.68%.
In a next step, our intention was to develop further metrics, truly time-dynamic
ones, to increase the rating measures since the metrics for segments are still
single-frame based. Due to the properties of segments (connected components of
a certain class), we obtained unstable time series, for example, in cases where a
segment size increases over time since it contains more and more objects. This
unstable preservation of shape due to enlarging segments contradicts the idea of
constructing metrics based on shape preservation and object characteristics over
time. In addition, ground truth data for multi-object tracking of segments is not
available. For this reason, the construction of metrics based on ground truth data
and an evaluation of our light-weight tracking algorithm are not possible. This
led us to instance segmentation.
We transferred the tasks of meta classification and meta regression to the pre-
dictions obtained by an instance segmentation network. As input for the meta
models, we used metrics characterizing uncertainty and geometry of instances
(similar to those for segments). We adapted our light-weight tracking algorithm
to instances for temporal metrics and evaluated our method by different object
tracking metrics. From tracked instances, we obtained time series of single-frame
metrics as well as truly time-dynamic ones based on survival time analysis, on
changes in the shape and on expected position of instances in an image sequence.
In our tests, we studied the influence of these metrics on the meta tasks, various
time series lengths and different meta models. For meta regression, direct predic-
tion of the IoU , we achieved R2 values of up to 86.85% and for meta classification,
classifying between IoU < 0.5 and IoU ≥ 0.5, AUROC values of up to 98.78%
which is clearly superior over the performance of the baseline methods (like mean
entropy or score as single-metric and the single-frame approach of [136]). More-
over, we used meta classification as advanced score value improving the networks’
prediction accuracy by replacing the score threshold by the estimated probability
of correct classification during inference. We reduced the number of false positives
by up to 44.03% while maintaining a constant number of false negatives.
Changing the perspective, we decreased the number of false negatives by up to
15.70% for the approximate same number of false positives using meta classifica-
tion. However, the number of non-detected instances in the considered datasets
is still high which may cause safety issues. For this reason, the detection of road
users, i.e., the reduction of false negative instances, is of highest interest and we
also focused on this problem.
We proposed a temporal post-processing method applicable to any instance seg-
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mentation network to attain a high recall rate (low number of false negatives).
First, we used our light-weight false negative detection algorithm which is based
on inconsistencies in the time series of tracked instances such as a gap in the time
series or a sudden end. Using the information of previous frames, these cases were
detected and new instances were constructed that the neural network may have
initially missed. Our false negative detection method increases the sensitivity to-
wards the prediction of instances, possibly yielding an increased number of false
positives. In order to prune those mentioned false positives, we employed meta
classification. As input for the meta classifier, we used selected metrics charac-
terizing uncertainty and geometry as well as the depth of a given instance. We
studied the properties of the metrics, the influence of different time series lengths
on the meta classification model (here gradient boosting) and various IoU thresh-
olds considered for the evaluation. In our tests, we obtained AUROC values of up
to 99.30%. Furthermore, we compared our approach consisting of the detection
and false positive pruning step with the application of a score threshold during in-
ference improving the networks’ prediction accuracy. We achieved AUPRC values
of up to 98.07% and in particular, reduced the number of false negative instances.
In addition, we studied different occlusion levels for the ground truth instances
observing that our approach can enhance the instance segmentation also in more
difficult cases, e.g. we detected also instances that were occluded and located in
a crowd of instances.
As an extension of our work, it might be interesting to develop further metrics
for meta classification and meta regression based on the respective network struc-
ture. For example, we consider the YOLACT instance segmentation network [13]
where the instance masks are formed by prototypes and associated coefficients.
We did not use this provided information, instead we only considered the softmax
probability distribution per instance given by the network. Based on the infor-
mation typical of the network, new metrics could be created which might improve
the performance of our meta tasks which are able to reliably evaluate the quality
of a semantic or instance segmentation obtained from a neural network. More-
over, we focused on street scene images for automated driving in view and on
scenes from pedestrian areas and shopping malls. It could also be of interest to
investigate other applications, e.g. medical diagnosis. The Multimodal Brain Tu-
mor Image Segmentation (BRATS) dataset [108] consists of multi-contrast MR
scans of glioma patients and provides image sequences of these scans. On such a
dataset our time-dynamic methods for prediction quality rating and performance
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Throughout this thesis, the following abbreviations and notations are used across
all chapters:
x input (image)
y label of input x
C label space
c number of classes
w learned weights of a neural network
z pixel
fz(y|x,w) probability distribution per pixel z
ŷz(x,w) predicted class per pixel z
Ŝx predicted segmentation
K̂x / Îx the set of predicted segments/instances
Sx ground truth segmentation
Kx the set of segments in the ground truth
T number of frames
xt t
th image
Oj,k overlap of object k with object j
Õj,k overlap of two objects j and k
k̄t / īt geometric center of segment k/instance i in frame t
Ez(x,w) pixel-wise entropy
Vz(x,w) pixel-wise variation ratio
Mz(x,w) pixel-wise probability margin
D̄ mean dispersion
Hz(x) pixel-wise depth estimation
H̄ mean depth
S segment/instance size
kin the inner of a segment
kbd the boundary of a segment












U, V set of metrics
IoU intersection over union
IoU adj adjusted IoU
mAP mean average precision
ACC accuracy
AUROC area under receiver operating characteristics curve
AUPRC area under precision-recall curve
σ standard error
R2 coefficient of determination
τ IoU threshold for meta classification
MOTP multiple object tracking precision
MOTA multiple object tracking accuracy
mme mismatch ratio
smn number of switches
GT number of ground truth objects
MT number of mostly tracked objects
PT number of partially tracked objects
ML number of mostly lost objects
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