, to the character value, X. The frequency of the character value is given by F(X) and has mean m. W,(X) is the fitness function with truncation selection in which all individuals with X above C have fitness W,,,., whereas all below this value have fitness 0. W2(X) shows a less extreme function of directional selection. W3(X) shows selection for an intermediate optimum, with X,,p designating the value of X with optimum fitness.
W is the mean fitness; and the prime denotes differentiation.
With truncation selection s, = AIAC)/ W, in which F(C) is the ordinate at the culling level and W is the proportion saved; this does not depend on any assumption about the distribution of FIX). If the character is normally distributed, si = AiI/ a 2, in which I is the selection differential and a2 is the variance of the character distribution. Finally, if the logarithm of the fitness is proportional to the squared deviation from the optimum and the character is distributed normally, s1 = AiK(X0, -m), in which XEp is the optimum value of the character, m is the mean value, and K is a constant determined by the variances of the fitness function and the frequency function. Truncation is the most efficient form of directional selection in the sense ofproducing the maximum gene frequency change for a given effect of the gene on the character, but fitness functions can depart considerably from sharp truncation without greatly reducing the efficiency.
Milkman (1) and Wills (2) , following earlier work by King (3) , Sved et al. (4) , and Milkman (5), have argued that "soft selection" (6, 7) can account for a high degree of polymorphism without excessive selection or segregation load. This theory assumes a linear ranking of value for some character that, along with the environment, determines individual fitness. The mean fitness is determined by the total reproductive capacity and the carrying capacity of the environment. The severity of the environment may greatly alter individual and average fitnesses, but is assumed not to change the rank order. Milkman (1) has termed the character scale "fitness potential" and the kind of selection thus implied is designated by Wills (2) weighted by the number of GC alleles carried, exceed the population average for the character is Ai =Xi-m. [6] Following Fisher (8) [8] in which pi = 2jPij. Thus, s1 is a direct measure of the effect of selection in bringing about a change in the frequency of gene Gi. We now seek a relationship between si and Ai. Assume that the effect of an allele replacement at the G locus is very small relative to the range of X values. This may be because many loci contribute to the character, or because environmental effects are large, or both. The distribution of individuals carrying a GC allele will then be the same as the population distribution except for a small displacement, as illustrated in Fig. 2 . Increasing the character valuelX by an amount A1 is equivalent to assigning a fitness of W(X) to character value X -Ai. Alternatively, it is equivalent to giving the character X a fitness of W(X + A1). These lead to two alternative equations for WI,
[9b]
Note that dominance can be arbitrary. With a more elaborate model, epistasis and linkage disequilibrium could be included, but here we assume additivity between loci.
For small Ai, using the Taylor expansion
If terms in A2 and higher order are ignored, we have two approximate expressions for the selection coefficient,
[lOb]
If X is a quantitative character such that F(X) is differentiable at all but a finite number of points, then Eq. lOa is appropriate. There is then no restriction on the fitness function. It need be neither continuous nor nondecreasing; for example, the maximum fitness may be at an intermediate value of X, or the function could even be multimodal. On the other hand, Eq. lOb is more useful when the phenotype is discontinuous. This might be true of a meristic trait, such as vertebra or bristle number, or of a rank-order character for which the ranking is .by discontinuous classes. In this case, however, W(X) must be differentiable. Truncation selection on a continuous character For truncation selection, as is practiced by an animal or plant breeder who selects all individuals above a certain culling level, C, and rejects the rest, W(X) = Wr for X > C and W(X) = 0 for X < C. From Eq. lOa we immediately obtain A1W = = A F(C) Six=Jc F'(X)dX [11] in which W Wmax
In words, the selection coefficient of a gene (or genotype) is its effect on the character (average excess) multiplied by the ratio of the ordinate at the truncation point to the proportion selected. This principle is well known (9-12), but is customarily derived by assuming that the character is normally distributed. No such assumption is needed; the only requirements are that the gene effects on the character be additive between loci, the individual effects be small, and the character distribution be differentiable.
Phenotype normally distributed Most quantitative characters are approximately normally distributed or may be transformed to be so. If normal distribution can be assumed, a further simplification occurs. Let Using Eqs. 14 and 3, the selection differential, I, is
From Eqs. 1Oa, 13, and 15 we obtain Ai I Si [12] [13]
[14]
[15] Genetics: Kimura and Crow [11] 6170 Genetics: Kimura and Crow character by selection in terms of selection differential and heritability. The requisite assumption is normality on the character scale, which is roughly equivalent to the linearity of regression usually assumed in deriving the heritability formula.
Eqs. 16 are equivalent to s -ig of Milkman (1), but our derivation shows that it is not necessary to assume that the fitness function be nondecreasing. Optimum phenotype selection The formulas given above are not restricted to directional selection. As an example of stabilizing selection, assume that the quantitative character has an optimum for fitness at X = XOP.
Assume further that the logarithmic fitness decreases in proportion to the squared deviation from the optimum, so that W(X) = Wmaxe-k(X-Xop)2
[18] in which k is a positive constant (Fig. 1) . This is essentially the same model as used by Lande (13) [21b]
From Eq. 18 it is apparent that 2k is the reciprocal of the variance, p2, of the fitness function. Therefore we can write Eq. 21bas I XOp or I(XOP-m), [22] in which R = o2/p2. Then from Eq. 16b
Si R = R xOp [23] As expected, the ratio of the selective advantage of an allele to its effect on the character increases as the optimum phenotype diverges from the mean. When the optimum and mean coincide, the selection differential, I, becomes zero and there is no tendency for the gene Gi either to increase or decrease. Also, from Eq. 23 we see that the selective advantage increases as R increases; the greater the ratio of the variance of the character distribution to that of the fitness distribution, the more effective is selection.
If the mean and optimum nearly coincide, the average fitness of a population is mainly determined by the variance of X. The most important selection is not to shift the mean but to remove outliers. The efficiency of selection to reduce the variance with different fitness functions is also of interest and we hope to treat it later.
Directional selection less extreme than truncation A natural intermediate between selection in which fitness is simply proportional to the character and the extreme of truncation selection is an S-shaped curve such as W2(X) in Fig. 1 . This can be represented by the integrated normal distribution. Let W(X) = Wmax V/-£ e-k(Y-C)2dY.
[24]
As X increases W(X) approaches Wl,.a As k increases this approaches truncation at X = C. [27] in which R = 2kU2 is the ratio of the variance of the frequency function to that of the normal distribution that, when integrated, gives the fitness function.
We can compare the efficiency of truncation selection to less extreme alternatives by noting that with truncation selection R/(1 + R) = 
