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1. INTRODUCTION 
One of the fundamental issues in the implementation of logic programs as a 
knowledge base query language is: how to take advantage of bound variables that 
appear in the program. A program in this setting is typically a selection applied to 
a recursively defined relation. If the query denoted by the program is nonrecursive, 
i.e., expressible by some first-order formula, then there are well-known methods for 
propagating selection into this first-order formula, [27]. In fact, “performing the 
selections before the joins” is the recurrent theme of database query optimization 
folklore. Much work has been done recently on the more general question of 
selection propagation into recursive queries. This work has been a major part of 
adapting database techniques to the more expressive setting of logic programs (e.g., 
[ 19,281). We refer to [6] for a survey and performance comparison of the various 
evaluation methods, whose essence is the propagation of selections. 
The first sufficient conditions for commuting recursion (in the form of least 
fixpoint operators) and selection were introduced by Aho and Ullman in [2]. This 
approach does not consider other possibilities of equivalence transformations on 
the program, beyond a syntactic rewriting of the selection operation into the recur- 
sion. The magic set strategy described in [S], and refined in [23], adopts a more 
general view of selection propagation. It propagates the information of the query 
bindings by computing sets of constants (from these bindings and less costly recur- 
sive rules) which are then used to prune the computation of useless recursive rule 
applications. Like the strategy of [Z], these techniques are syntactic in nature. They 
transform the logic program by adding predicates to already existing (typically 
binary recursive) rules. These additional predicates are computed using less costly 
(typically monadic recursive) rules. 
It is possible to devise strategies that go beyond syntactic rewriting. It suffices to 
realize that semantic equivalence, i.e., that the set of answers be identical, can be 
used to rewrite a wider class of programs. Our contribution is the derivation of 
lower bounds for selection propagation based on notions of semantic equivalence. 
We will try to motivate our definitions using the canonical example of computing 
ancestors. 
EXAMPLE 1.1. Consider the task of computing the ancestors of j&n given a 
binary relation for parents. The following four programs written in PROLOG like 
notation, but using the DATALOG semantics of [4, lo] are alternative definitions 
for the set of ancestors ofjohn: 
Program A: ?anc(john, Y) Program B: ?anc(john, Y) 
anc(X, Y) :- par(X, Y) anc(X, Y) :- pur(X, Y) 
anc(X, Y) :- unc(X, Z), pur(Z, Y) unc(X, Y) :- pur(X, Y), unc(Z, Y) 
Program C: ?unc(john, Y) Program D: ?ancjohn( Y) 
unc(X, Y) :- par(X, Y) uncjohn( Y) :- pur(john, Y) 
unc(X, Y) :- unc(X, Z), unc(Z, Y) uncjohn( Y) :- uncjohn(Z), pur(Z, Y) 
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All of these programs are semantically equivalent but are treated differently by 
the various selection propagation methods. Program D represents the truly eflicient 
form since the recursion is defined over monadic and not binary (derived) relations. 
This emphasis on monadic vs binary recursion is one of the critical heuristics iden- 
tified in the performance study of [6]. Program A is the simplest to rewrite into 
Program D, this rewriting is in fact the “naive” propagation of the binding of X to 
j&n. Magic sets for Programs A and B do well in restricting the computation to the 
computation performed by Program D, although they produce a more complicated 
syntactic form. Magic sets do not succeed in significantly simplifying Program C, 
although the extension proposed in [7] does succeed with such nonlinear recursive 
programs. 
Each one of the binary recursive programs A, B, C can be naturally associated 
with a context-free grammar, to see this just ignore the variables of the rules and 
think of ant as a nonterminal and par as a terminal [20]. Program A corresponds 
to left linear grammar {ant + par, ant + ancpar}, B to right linear grammar 
{ant + par, ant -+ par ant}, and C to nonlinear grammar {ant + par, ant + 
ant ant}, however, all of these grammars define the same language (par} +. This 
equality of languages defined reflects the semantic equivalence of the programs. The 
regularity of the language is associated with the existence of a left linear grammar 
and the possibility of “naive” propagation, provided that the program has been 
transformed into a left linear recursive form. In general, one may understand the 
various heuristics as attempts to discover this left linear recursive form, or an 
approximation to it (if this form does not exist because of language non- 
regularity). 1 
Generalizing from Example 1.1, we postulate that: the task of selection propaga- 
tion is one of transforming a given logic program into an equivalent program with 
derived relations of smaller arity. The motivation for this definition comes both from 
the practical conclusions of [6] and the theoretical foundations of fixpoint widths 
[ 111 or dimension of inductive definitions [ 14,211. 
We examine queries expressible using a syntactically restricted language for logic 
programs [4] popularly known as DATALOG (or more formally as Horn clause 
query programs [lo], recursive rule query programs [6, 123, and logical query 
programs [29]). We study the class of chain DATALOG programs. Chain 
programs are defined and used in [29]. They have interesting connections to 
context-free languages, as indicated by the study of their equivalence in [25] and 
their parallelizability in [ 1, 291. Successful selection propagation here corresponds 
to identifying an equivalent monadic DATALOG program, i.e., one in which all 
derived relations are monadic. Our formal definitions are in Section 2. 
For first-order queries, selection propagation is as defined by our postulate above 
and is always possible in principle [27]. Our main result and the theorem in this 
paper (Theorem 3.3) is a complete characterization of the chain programs for which 
selection propagation is possible. A chain program H is naturally associated with 
a context-free language L(H) (see Example 1.1 above). The selection in H could be 
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one of the live forms, p(c, Y), p(X, c), p(c, ci), p(c, c), p(X, X), where c,ci are con- 
stants. Our characerization has two parts and is parametric, in the sense that the 
value of the constants does not matter. (1) If the selection in H involves a constant, 
then H is equivalent to a monadic program iff L(H) is regular; (2) if the selection 
in H is the restriction p(X, X), then H is equivalent to a monadic program iff L(H) 
is finite. 
The “if” direction of our characterization is an easy application of properties 
from context-free and regular language theory. The statement of our theorem and 
the parts of the proof related to context-free language theory are in Section 3. The 
“only if” direction is the harder part, because we have to reason about all possible 
monadic DATALOG programs applied to finite structures. For this direction we 
use three different proof techniques, respectively in Sections 4, 5, and 6. 
Many tools of mathematical logic are not directly applicable to reasoning about 
databases and logic programs. This is because databases are finite structures and 
mathematical logic was developed primarily for reasoning about infinite structures. 
For example, in order to prove the well-known result that: “transitive closure is not 
first-order expressible over finite structures,” special purpose techniques had to be 
developed (e.g., [2, 16, 181). A contribution of this paper is the use, in the selection 
propagation setting, of two important tools developed for finite structures and 
monadic programs: the weak second order theory of one successor (WSlS) of 
Buchi and Elgot [9, 15,261 and the monadic generalized spectra (MGS) of 
Fagin [ 161. 
In Section 4, we prove our characterization for selection p(c, Y), using an infinite 
structure ZG and elementary reasoning. The use of this infinite structure for 
studying DATALOG programs on finite structures is made precise in Section 3 
(Proposition 3.1) and might be of independent interest. We then provide, in 
Section 5, a proof of our characterization (part 1) using WSlS. This proof extends 
to monadic programs that have negation and interpreted successor relations. 
Finally, in Section 6, we prove our characterization (part 2) using MGS together 
with symmetry properties of DATALOG. As shown in Example 6.3, this technique 
does not extend to monadic programs with negation. 
The undecidability of testing a context free language for regularity and the 
decidability of testing it for finiteness make part (2) of our characterization 
effective, but part (1) of our characterization noneffective. These lower bounds 
show the limitations as well as the importance of developing heuristic frameworks 
for selection propagation, such as [7,22]. In Section 7 we further clarify the 
language analogy for one of these heuristics, the magic sets of [S]. 
Parallelizability and selection propagation are not the only problem areas, where 
the structure of chain programs can be used to advantage. In Section 8 we explore 
two more applications. In Proposition 8.1 we generalize some of the results of 
[12, 24,251 for the problem of containment and equivalence of uniform chain 
programs; for this we use the result of [8] on context-free grammar sentential 
forms. Bounded recursion is another property of logic programs, that has received 
a fair amount of attention (see [ 13, 171 for definitions and recent developments in 
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the area). In Proposition 8.2 we show that: (a query expressible using a chain 
program is first order expressible over finite structures) iff (the recursion of the 
chain program is bounded) iff (L(H) is finite). This extends the transitive closure 
results in [2, 16, 183. 
Section 9 has our conclusions and open questions. 
2. BASIC NOTIONS 
2.1. Databases and Logic Programs 
Database queries. Let our domain be the countably infinite set {c, c,, . ..}. A 
relation b of arity a is some finite subset of (domain)” (a is a nonnegative integer) 
and its elements are tuples of domain elements. A database of arity (a., , . . . . ak) is a 
k-vector of relations B = (6,) . . . . bk), such that, relation b; has arity ai, i= 1, . . . . k. 
Thus, in the terminology of mathematical logic a database is a finite structure. 
A query of arity (a,, . . . . ak) to (a) is a function from databases of arity (a,, . . . . ak) 
to databases of arity (a). For a = 0 we have a boolean query, i.e., its output is either 
the empty set (i.e., false) or the set consisting of the empty tuple (i.e., true). A query 
is expressed using a program written in some database query language. In this 
paper we use the DATALOG query language, whose syntax and semantics we now 
describe. 
DATALOG syntax. We assume we have three disjoint, countably infinite sets of 
symbols: constants {c, c,, . ..}. uariabZes {X, Y, Z, X,, . ..}. and predicates of all 
arities (p, pl, . . . . b, b,, . . . }. (Note that whether the symbols c, b, and p are used as 
syntactic or semantic concepts will alwlays be clear from the context.) 
An atom is an expression of the form r(u), where r is some predicate of arity a 
and u is some a-vector of variables and/or constants. A ground atom is an atom 
without variables. Let r(u), r,(ul), . . . . r,(u,) be atoms, then a rule is an expression of 
the form: 
r(u) :- r,(u,), . . . . r,(u,). 
We call r(u) the head and r,(u,), . . . . r,(u,) the body of this rule; for n=O the body 
is empty. A DATALOG program H consists of a finite set of rules and a special 
atom called the goal of H, whose predicate appears at the head of some rule of H. 
Predicates that appear in the head of some rule of H are called IDBs; we will use 
the symbols {p, p,, . . . } to denote them. Predicates appearing only in bodies of rules 
of H are called EDBs; we will use symbols {b, b,, . ..} to denote them. We now 
define two sublanguages of DATALOG: 
(1) A chain DATALOG program (chain program for short) is a DATALOG 
program all of whose rules are chain rules. A chain rule is a rule of the form: 
4X Y) :- rlW, Xl), r2Wl, x2), . . . . r,W,- 1, Y). 
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The predicates r, r,, . . . . rn in this rule have arity two and are not necessarily distinct. 
The variables X, X,, . . . . X,_ , , Y are distinct variables, and n > 0. There are six 
possible forms that the goal of a chain program could have, namely, p(X, Y), 
P(X n P(C, n P(K cl, P(C, Cl), P(G c). 
(2) A monadic DATALOG program is a DATALOG program all of whose 
IDBs are monadic, i.e., have arity at most one. Note that EDBs need not be 
monadic and rules might contain constants. 
DATALOG semantics. Let H be a DATALOG program with IDBs 
{P, PI 9 . ..1 p,} and with EDBs {b,, . . . . bk}. The arities of the EDBs are a,, . . . . ak, 
respectively. Let H have goal p(u), where vector u contains exactly a distinct 
variables. The semantics of H is a query of arity (a,, . . . . ak) to (a). The input to the 
query denoted by H is a database B = (b,, . . . . bk). Each EDB bj in H is interpreted 
as database relation b,, i = 1, . . . . k. Also constants c, c,, . . . . in H respectively denote 
elements c, cl, .,. of our domain. Each derived predicate p, pl, . . . . pm of H is inter- 
preted as relation p, pl, . . . . pm of the minimum model M(B, H) (defined in the next 
paragraph). The output of the query denoted by H is the relation of arity a, which 
we get by performing the selections described by goal p(v) on the interpretation of 
predicate p. 
Given a DATALOG program H and a database B, the minimum model M(B, H) 
is defined as follows: Consider the set of all possible ground atoms that can be 
constructed using the predicates in H and the constants in H and B. This is the 
Herbrand base of H and B, and it is finite because H and B are finite. For example, 
tuple v in relation r of database B corresponds to ground atom r(u) in the 
Herbrand base. The minimum model M(B, H) is the least, under set inclusion, 
subset of the Herbrand base containing B and satisfying each rule of H; where each 
rule is interpreted as a universally closed Horn clause. 
The above minimum model semantics can also be defined operationally using 
derivation trees. The operational and the minimum model semantics are equivalent 
(we refer to [4, lo] for the complete development). A ground atom r(v) is in 
M(B, H) iff there is a derivation tree for r(v) from database B and program H. Such 
a derivation tree is a tree, where each node is labeled by a ground atom, that has 
two properties. (1) The label of each leaf is in B. (2) For each internal node there 
is a rule of H that can have its variables instantiated so that, the head becomes the 
ground atom labeling that node and the body becomes the set of ground atoms 
labeling its children. 
Query, Equivalence and Selection Propagation. Let H, h be two DATALOG 
programs with the same EDBs. H and h are finite query equivalent, if they both 
denote the same query, i.e., on equal input databases they produce equal outputs. 
H is finite query contained in h, if for each input database the output of H is 
contained in the output of h. 
Based on query equivalence, we now define selection propagation for chain 
programs. Let H be a chain program whose goal is in one of the five forms p(X, X), 
p(c, Y), p(X, c), p(c, c,), p(c, c). This is an instance of selection applied to a chain 
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program. We say that we can success fully propagate selection into H if there exists 
a monadic DATALOG program h such that H and h are finite query equivalent. 
In Section 8 we will define and investigate some more properties of programs, 
namely: program uniformity, program boundedness, and first-order expressibility of 
a query denoted by a program. 
Finite structures vs. infinite structures. In the description above we have 
emphasized the fact that databases are finite structures. The same definitions can be 
used if we extend our notion of database to be either a finite or an infinite structure. 
The syntax and the semantics of DATALOG are identical, the only difference being 
that the Herbrand base and the minimum model can be infinite. We use the 
terminology unrestricted query equivalence and unrestricted query containment for 
query equivalence and query containment on both finite and infinite structures. For 
programs written in general database query languages, unrestricted query contain- 
ment and equivalence imply finite query containment and equivalence. The 
converse ‘is not true in general. However, for DATALOG programs, it is known 
that finite query containment (equivalence) implies unrestricted query containment 
(equivalence). 
2.2. Finite Structures and Weak Monadic Second-Order Logic 
We assume familiarity with the definitions and notation for (formal) languages, 
i.e., sets of strings. In particular, we will use context free grammars, context free 
languages, and regular languages [20]. Recall that a context free language is regular 
iff it can be generated by a right linear (or, equivalently, a left linear) grammar. 
A second-order theory with fundamental connections to regular languages is the 
weak monadic second-order theory of one successor (WSlS) [9, 151; see [26] for a 
review of weak monadic second-order theories. The study of-monadic generalized 
.spectra (MGS) was motivated by the spectrum problem of mathematical logic 
and by the complexity of computations, see [16]. The formal definitions are 
summarized below. 
WSIS. The language LwSIS consists of: 
first-order variables: X, Y, Z, X,, . . . ranging over the nonnegative integers 
monadic second-order variables: w, w, , . . . ranging over the finite subsets of the 
nonnegative integers 
interpreted binary predicate: succ (succ(X, Y) means Y successor of X) 
formulas: the usual atomic formulas X= Y, w(X), succ(X, Y), . . . . and if 4 and 4, 
are formulas then so are 4 A 41, 14, 3X& 3~4. 
sentences: are those formulas without free first- or second-order variables. 
WSlS consists of the sentences of LwSIS which are true for the infinite structure 
of nonnegative integers with succ interpreted as the successor binary relation. It is 
weak second-order monadic because it has second order quantification over finite 
monadic relations (i.e., finite subsets) of the nonnegative integers. Other connectives 
(e.g., v, a, =) and quantifiers (e.g., V, there-is-a-unique denoted 3!) can be 
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expressed using the above minimal set of formation rules. Also 0 may be expressed 
as the only element which is not the successor of any element. 
The only free predicate symbols in Lwsls sentences (and thus in WSlS) are = and 
succ. In Lwsls formulas we also have free monadic predicate symbols. Let 4 be a 
L WSlS formula with free monadic predicate symbols wi, . . . . wk and no free first-order 
variables. We say that a k-vector of finite sets of nonnegative integers (interpreting 
these monadic predicate symbols) satisfies 4 if 4 is true for the structure of non- 
negative integers augmented with this vector of finite sets. We use Models(&) for the 
set of all k-vectors of finite sets of nonnegative integers satisfying c#. There are many 
ways to encode such vectors; in [9, 15,261 each vector is encoded as a string. Thus 
Models(4) is encoded as a language Language(d). A fundamental property is that 
Language(#) is a regular language for each 4. 
MGS. Let our vocabulary consist of: (1) bl, b,, . . . a set of predicates, (2) c,, c2, . . . 
a set of constants, and (3) wi, w2, . . . a set of monadic predicates. We use cr to 
denote some first-order sentence (with equality) built using this vocabulary. A set 
JZ of finite structures is a MGS (over b,, . . . . b,, c,, . . . . c,) if there is a 0, such that: 
J%! = {B 1 for sentence 0 (over vocabulary wi, . . . . w,, b,, . . . . b,, c,, . . . . c,) 
the finite structure B = (b,, . . . . bk, ci, . . . . cn) satisfies 
the existential second-order sentence 3w, ... 3w,a}. 
EXAMPLE 2.2.1. Monadic generalized spectra were studied in [16], where it was 
shown that the set of connected undirected graphs is not a MGS over b (where b 
is the edge relation). As noted in [16], the set of disconnected undirected graphs 
is a MGS over b. To see this, first note that it is easy to write a first order sentence 
characterizing the undirected graphs. Adding it to the following second-order 
sentence characterizes the disconnected ones: 
3w(3Xw(x) A 3X lw(X) A VXVY(b(X, Y) z- (w(X) = w( Y)))). 
The basic idea here is partitioning the nodes into two nonempty sets with no edges 
between them. In Cl43 these results have been extended to show that, connected 
undirected graphs with a successor function are not a MGS over b and SUCC. 
EXAMPLE 2.2.2. The techniques in [16] apply to connected undirected graphs, 
but not to graphs with two distinguished nodes c1 (the source) and c2 (the sink), 
such that, there is a path from c1 to c2. The question of selection propagation 
examined in this paper is much closer to characterizing source-sink reachability, 
than it is to graph connectivity. 
First let us note that source-sink undirected nonreachability is a MGS over 
b, cl, c2. The proof is almost identical with graph disconnectivity in Example 2.2.1, 
i.e., we use a partition of the nodes of the graph. A similar proof suffices to show 
that source-sink directed nonreachability is a MGS over b, c,, c2. 
One can also argue that source-sink undirected reachability is a MGS over 
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b, cl, c2. The basic idea is that there exists a path between source and sink with a 
minimum number of edges. For undirected graphs the subgraph of the original 
graph induced by the nodes on this path is the path itself. In this subgraph every 
node has exactly two undirected edges incident to it, except for the source and sink 
that have exactly one. These constraints can be expressed as a MGS. Note that for 
directed graphs the induced subgraph could be more complex. 
The status of source-sink directed reachability is an interesting question. Is it a 
MGS? As we argued above its complement is a MGS. Moreover, from Example 1.1 
(Program D), it follows that a monadic DATALOG program suffices to charac- 
terize source-sink directed reachability.’ 
EXAMPLE 2.2.3. Our final example is that directed graphs with directed cycles 
are a MGS over b. A directed graph is cyclic iff it has a minimum length cycle iff 
it has a subset of nodes, such that, in the subgraph induced by this subset every 
node has indegree exactly 1 and outdegree exactly 1, 
3w VXw(X) =t- (3!Y 3!Zw( Y) A b(X, Y) A w(Z) A b(Z, A-)). 
As we shall see in Section 6, directed acyclic graphs are not a MGS over 6. This 
will be useful1 in characterizing propagation of selections of the form p(X, X). 
3. SELECTION PROPAGATION AND THE LANGUAGE ANALOGY 
Given a chain program H we can associate with it a context free grammar G(H) 
and language L(H). With each EDB predicate b we associate a terminal symbol b 
and with each IDB predicate p we associate a nonterminal symbol p. Now, we 
replace all occurrences of predicates in the rules by the associated grammar symbols, 
delete the variables, the parentheses and the commas, and turn := into +. The 
resulting expressions are the productions of G(H). Finally, the nonterminal of the 
predicate in the goal of H is chosen as the start nonterminal of G(H). The context 
free grammar G(H) defines a context free language L(H). First note that, because 
we assumed chain rules have nonempty bodies, the family of languages produced 
using this transformation is exactly the context free languages not containing the 
empty string. Also note that, on the surface, this transformation could be applied 
to any program with binary predicates; our results however are valid only for chain 
programs. 
Our intention is to study selection propagation for a chain program. Our first 
step is to construct a certain infinite structure ZG, which we will use as bridge 
between the strings world of the grammar and the relations world of the programs. 
Let chain program H have EDBs b,, . . . . bk and goal p(c, Y). The structure ZG is 
a directed infinite graph, with root c. It has one distinguished node, its origin, 
1 Ajtai and Fagin [3] have recently shown that source-sink directed reachability is not a MGS over 
h, c,, c2. This provides a nontrivial distinction between undirected and directed graphs. 
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corresponding to the constant c. We will also refer to this node as c. Each node has 
precisely k edges going out of it, labeled with symbols from ,X = {b,, . . . . bk}. Each 
node except c has precisely one incoming edge, and the infinite graph contains only 
the nodes that are reachable from c. From the definition of IG we immediately 
obtain that for each node of ZG there is precisely one directed path from the origin 
c to that node. Thus, there is a one-to-one correspondence between the nodes of ZG 
and the set of strings C*. 
ZG is an infinite structure with k binary relations of nodes, where 6,, i= 1, . . . . k 
contains exactly the directed edges labeled b,. We call ZG the inf-model over C. As 
described in Section 2.1 the semantics of applying a DATALOG program H or h 
on ZG are well defined. We define ZZ(ZG) and h(ZG) to be the sets of strings 
corresponding to the nodes, that are in the output of H and h applied to ZG. The 
following proposition provides the connection between grammars and chain 
programs. 
PROPOSITION 3.1. Let H be a chain program with goal p(c, Y) and h a 
DATALOG program that is finite query equivalent to H. We have that: 
h(ZG) = H(ZG) = L(H). 
Prooj The first equality would be immediate if h and H were unrestricted 
query equivalent. All one has to note therefore is that finite equivalence implies 
unrestricted equivalence for DATALOG programs. Lemma 3.2 sumarizes this 
known fact about DATALOG. There is a clear one-to-one correspondence between 
finite derivation trees of the chain program H, on ZG, and finite derivation trees of 
the grammar G(H). This gives us the second equality in the theorem. 1 
LEMMA 3.2. A ground atom is in the output of a DATALOG program with input 
ZG $f it is in the output qf a DATALOG program with input a finite subset of ZG. 
We now describe the main theorem of this paper: 
THEOREM 3.3. Let H be a chain program. (1) We can successfully propagate a 
selection of the form p(c, Y), p(X, c), p(c, c,), p(c, c) into H zjjf L(H) is regular. (2) 
We can successfully propagate a selection of the form p(X, X) into H iff L(H) is 
finite. 
ProofI “If (part 1)” Let us consider the p(c, Y) case; the other cases are similar. 
We assume L(H) is regular. Thus it can be generated by a left linear grammar Cleft. 
We transform this Cleft into a program H,,ft in the obvious syntactic way. The input 
to a DATALOG program can be considered as a labeled directed graph, whose 
labels are the EDBs. 
Claim. If H is a chain program and B an input finite labeled directed graph 
then: pi(c,, c2) is in the minimum model M(B, H) iff there is a path from ci to c2 
in graph B, labeled with a string generated by nonterminal pi (from the productions 
of grammar G(H)). 
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This claim can be easily shown by induction on derivations trees and has been 
used in [ 1,251. By this claim and the fact L(H) = L(H,,,) we have that, chain 
program H with goal p(X, Y), is finite query equivalent to chain program Hleft with 
goal p(X, Y). Now consider the constant c. The outputs on equal inputs and goal 
p(c, Y) are the same because we take the same selection on equal relations. 
We have to produce from chain program Hlen, with goal p(c, Y), a finite query 
equivalent monadic DATALOG program h. This is done by naively rewriting the 
constant into the leftmost predicate in each rule (as in Example 1.1 from Program 
A to Program D). 
“If (part 2).” Assume L(H) is finite. Then it follows that H is finite query equiv- 
alent to a union of tagged untyped tableaux queries (see [27]). For these queries 
selection propagation, for any form of selection, is always possible. 
“Only if.” This is the more interesting direction of the theorem. It is harder than 
the “if” direction, because we need to argue about all possible monadic DATALOG 
programs. In the following three sections we present three different types of 
arguments for such reasoning. For part (1) we use WSlS properties. This part of 
the proof is presented in Section 5, as Lemma 5.1. For part (2) we use MGS 
properties. This part of the proof is presented in Section 6, as Lemma 6.1. 
For part (1) and selection p(c, Y) we can also use a proof from first principles 
based on the structure ZG. By Proposition 3.1 it would suffice to show that for 
every monadic DATALOG program h we have that h(ZG) is regular. The finite 
query equivalence of h and H would imply that H(ZG) = L(H) is regular. This 
argument is presented in Section 4, as Lemma 4.1, and can be extended to the other 
forms of selection with constants. 1 
COROLLARY 3.4. Let H be a chain program. If the goal contains a constant, the 
problem of deciding whether we can successfully propagate selection is unsolvable. 
If the goal does not contain a constant, the problem of deciding whether we can 
successfully propagate selection is solvable. 
4. A BOUND BASED ON IG 
LEMMA 4.1. Let H be a chain program with goal p(c, Y) and IG be the inf-model 
over its EDBs. Let h be a DATALOG program that is finite query equivalent to H. 
If h is monadic then h(ZG) is a regular language. 
We need some terminology about the nodes in infinite graph IG. An i-circle of 
a node denotes the set of all nodes which are at most i edges way from it. An i-cone 
of a node is the subset of its i-circle containing the nodes that can be reached from 
it by using outgoing edges only. For the origin c, the two are equal. We will also 
refer to the cone of a node, meaning the nodes that can be reached from it by 
outgoing paths of arbitrary length. 
Constraints on h. First note that h need not contain any other constants than the 
constant c. Only constant c appears in ZG. Also without any loss of generality all 
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the IDB predicates of h have arity one; predicates of arity zero can be simulated by 
new predicates of arity one and the constant c. Let us assume for now that: (1) h 
has no rules with empty bodies and (2) that all variables appearing in the body of 
a rule of h are connected to the variable in its head through a chain of EDB 
predicates. These constraints will be removed at the end of the proof. 
Consider the monadic DATALOG program h and its computation on ZG. We 
can associate a color with each monadic IDB predicate. The effect of the program 
can be viewed as starting with a blank infinite graph and adding colors to nodes. 
Since a node can be a member of more than one predicate, it has associated with 
it a set of colors. A program step may add a color to the set associated with a node, 
but once a color is added it is never deleted. This is because of the monotonicity 
of DATALOG queries and would not be true in the presence of a negation 
primitive. The step uses one rule of the program, and the decision to add the color 
is based on the existence of a certain neighborhood of the node with some colors 
in specified positions. This is because of the constraints imposed on h above. The 
output of the program is the set of nodes that receive the color of the goal 
predicate. The corresponding set of strings is h(ZG). We show that this set can be 
recognized by a finite state automaton. 
Such an automaton can be viewed as traversing ZG, starting at c, going along the 
path to some node, and entering the accept state iff this node has the goal predicate 
color among its colors. Our automaton simply keeps track of the topology of the 
graph up to a fixed distance from the path it follows. If this distance is large enough 
(i.e., it is some m) then it suffices to compute the colors on this “corridor” only, in 
order to compute the correct colors for the path. If m is a constant, this computa- 
tion can be carried out in finite state memory. The essence of the proof of 
Lemma 4.1 will be to show that such a constant m exists. 
The automaton simulates program h by computing the colors for an i-circle 
around each node on the path of interest. This simulation proceeds by finite 
approximations. For a node x, consider a l-circle around x and compute the colors 
for the nodes in this circle, using h, without considering nodes outside the circle. In 
general, after h is applied to all the nodes in a i-circle around x until no change 
occurs, the radius of the circle is enlarged by one and the process is repeated. Note 
that a i-circle around a node x defines a finite structure, so the computation of any 
program on such a circle terminates in a finite number of steps. First let us show 
that these finite approximations can compute the colors of a node. 
LEMMA 4.2. For each node x of ZG there exists an integer i, such that if h is 
applied to the ix-circle around x, then it computes the same set of colors for x as when 
it is applied to ZG. 
ProoJ By Lemma 3.2, for each color that is associated with the node x in a 
program’s computation on ZG there exists a finite derivation tree. We choose a 
circle that contains the nodes used in this derivation tree. 1 
If the integer i, mentioned in Lemma 4.2 were the same for all nodes, then the 
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proof would be complete, because the automaton would only need to simulate these 
fixed size computations. However, that need not be the case. In particular, since ZG 
has an origin, it is possible that the circle for each node needs to contain c. 
Proof of Lemma 4.1. By the previous discussion it suffices to show that the 
colors for a node x can be correctly computed by starting from the origin c, and 
while going along the path to X, computing a m-corridor around the path for some 
fixed m. This will be proved by induction on the distance of x from c. After this we 
will remove the original constraints on h. 
As stated above, each rule considers a finite neighborhood of a node to determine 
if a color should be added to it. Let i, be a bound on the radius of all such 
neighborhoods. That is, a rule is never influenced by nodes that are outside the 
&,-circle around the node under consideration. We can now state the basis and 
inductive claims. The proof of the basis claim follows immediately from Lemma 4.2. 
Basis claim. There exists a positive integer m, such that, if the program is applied 
to all the nodes of the m-cone of c, until no further changes occur, then the correct 
colors are computed for all nodes of the &-cone of c. 
Inductive claim. Assume that for each of a node’s predecessors the colors for a 
&,-circle have already been correctly computed. Then there exists a constant m, that 
does not depend on the node, such that if the program is applied to all the nodes 
of the m-cone of the node, until no changes occur, then the colors for a &-circle of 
the node are correctly computed. 
Let x be the given node. By Lemma 4.2, after a big enough circle around x has 
been computed, the colors for the circle under consideration will have been com- 
puted. This obviously remains true if instead of starting with blank nodes, we start 
the computation with some nodes (those in the &-circles of x’s predecessors) 
already colored by their correct colors. Now, note that the colors of all the nodes 
that can be reached from x by at most iO steps, the first one being a backward step 
(i.e., those in the &-circle but not in the &-cone) have by our assumption been com- 
puted correctly and will not change any more. Since a rule looks only at a &-circle 
of a node, the computation for any node in x’s cone is not influenced by changes 
to the colors of any node that can only be reached by going backwards from x. In 
other words, the correct colors for the &-circle of x can be computed by applying 
the program to a large enough cone of x. Our next goal is to show that there exists 
a uniform bound on the radius of the cone that needs to be considered. 
At any time, a node can have one of a finite set of colors. The number of such 
sets is bound by some constant, say j,. It follows that if we consider &-circles 
around a node, with the various possibilities for attaching sets of colors to the 
nodes, then there are at most j, such circles, for some constant j,. Let us call such 
a circle around a node, with colors, a determinant for the node. Now, assume that 
we have applied our program to a m-cone of x, for some m, until no changes occur, 
and we then increase the radius by one. Pick any number m, less or equal to m. 
A first change to the set of colors of some node inside the m 1 -cone must arrive from 
the outside, i.e., there must exist a node that lies outside the ml-cone, but close 
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enough to it, such that its set of colors is changed first, and then an application of 
a rule adds a color to a node (say y) inside the cone. Let the distance of such a 
node y from the boundary of the m,-cone be ii. Obviously, i, is less or equal to 
i0 since a change depends only on a &-circle of a node. It follows that we can 
characterize the first change to a node inside the m i -cone by the determinant of the 
changed node and by i, its distance from the boundary. There is a fixed number, 
j3, of such characterizations. Now, if m is large enough, then there must exist m, 
and m2, such that, i, < m2 cm, <m and the set of characterizations for a belt of 
width i, at the boundary of the m2-cone is the same as that for the belt of the same 
width at the boundary of the m,-cone (by the familiar pigeonhole principle). Let y, 
be the first node in the m, belt whose set of colors is changed. There exists a node 
y, in the m, belt with the same characterization. Since the computation in a cone 
can be influenced only by the determinant of its root, but not by whatever happens 
to other nodes outside the cone, whatever happens in the cone of y, must also have 
happened previously in the cone of y,. This includes the change which is now to 
occur, a contradiction, since such a change should have arrived first to y,, and then 
its determinant would have been different. It thus follows that if m is large enough, 
then no changes to the &-circle of x will occur if the radius is increased to be larger 
than m. Clearly, the integer m is independent of the node’s position. This completes 
the proof of the inductive claim. 
Contraints on h remoued. First, for rules of the form p,(X) :- add pi’s color to all 
the nodes. This does not change any of our arguments, so our results hold even if 
such rules are allowed. Next, assume that a rule contains some variable that are not 
connected to the variable in its head. Then these variables appear in a part of the 
rule body that states the existence of a certain pattern. For such a rule to apply, 
it suffices that such a pattern appears once, and this pattern may appear anywhere 
in the graph. If such a pattern is to appear, it will appear at a finite distance from 
a given node x. We can change the program as follows: We add a new monadic 
predicate, whose role is to tell us that the pattern has appeared somewhere in the 
graph. We move the pattern from the rule where it now appears to a new rule, with 
the new predicate at the head, where the head variable is one of the variables in the 
pattern. We also add rules to the effect that if the new predicate holds for a node, 
it holds for its immediate neighbors. Finally, in the rule where the pattern was 
removed, we add the new predicate applied to the head variable. It is easy to see 
that the new program is equivalent to the old one, at least on IG, and it has one 
occurrence less of such a pattern. 1 
5. A BOUND BASED ON WSlS 
Of the four possible goals in Theorem 3.3 (part 1) p(c, Y), p(X, c), p(c, c, ), 
p(c, c), it suffices to examine the more restricted goal p(c, c); the other cases are 
easier constructions along the same lines. It is interesting to note that this proof 
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does not make full use of WSlS, but only of formulas with a prefix of universal 
weak second-order monadic quanttfiers. 
LEMMA 5.1. Let H be a chain program with goal p(c, c) and L(H) the language 
defined by H. Let h be a DATALOG program that is finite query equivalent to H. 
If h is monadic then L(H) is a regular language. 
Proof The proof of this lemma will proceed as follows. We first produce two 
finite query equivalent programs H, and h, from H and h, whose EDBs will be 
monadic except for one predicate next (next will simulate succ on the nonnegative 
integers). The second step is to write a LWSIS formula &, whose models correspond 
exactly to the finite strings over a k symbol alphabet. The third step is to transform 
h, and 4, into a LWSIS formula 4, whose models correspond to the finite strings in 
L(H). This last step is the only step involving universal weak second order quan- 
tification. The regularity of L(H) will follow from well known properties of WSlS. 
Once again, it is easy to see that h need not have any other constant but c. Also, 
without loss of generality, the IDBs of h all have arity one (zero-ary predicates can 
be replaced by arity one predicates and constant c). Let w, w,, . . . . w, be the IDBs, 
b 1, . . . . b, the EDBs, and w(c) the goal of h. The finite query equivalence of h and 
H must also hold in the domain of nonnegative integers and for c interpreted as 
integer 0 (recall 0 is WSlS expressible). 
If in both programs we replace each occurrence of b,(X, Y) by the conjunction 
of two atoms wi+,JX), next(X, Y) we still get two equivalent programs (note that 
we similarly have to replace occurences of bi with instantiated arguments). The 
program resulting from h after this transformation (say h, ) is monadic with IDB 
predicates w, w,, . . . . w,, EDB predicates w1 +,,,, . . . . w~+~, next, only constant 0, and 
goal w(0). Let us call program resulting from H after this transformation H,. 
Because of our hypothesis of equivalence of h and H, and because the above 
rewriting preserves equivalence h, and H, are finite query equivalent. 
Construct the LWSIS formula 4 with free variables exactly the monadic predicates 
w l+m, “.Y Wk+m as follows, from formulas di, i = 1, . . . . 6, 
(I) dl(x)=w,+m(X)v .” ” Wk+m(X). 
(2) & is the conjunction of all VXw,+,(X)* lww+,Jt), where i, j distinct 
and i,j= 1, . . . . k. 
(3) q&=qs,(O) A 42 A 3!X3!Y(q5,(X)A 14,(Y)/\ succ(X, Y)). 
Now consider the LWSIS formula & and Models(&) (see Section 2.2). Each vector 
of finite sets of nonnegative integers which satisfies & consists of sets 
W I tm, ‘.., wktm that form a partition of a complete initial segment of the non- 
negative integers into k disjoint blocks. By (3) 0 is in this segment, by (3) this is 
a complete initial segment because it is finite (by the finiteness of the database) and 
ends at a unique point. By (2) it is a partition into k disjoint blocks. 
Represent each member of Models(&) as a string over k symbols, that describes 
to which block of the partition each nonnegative integer belongs. It is easy to see 
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that there is a one-to-one correspondence between Models(&) and the finite strings 
over k symbol alphabet {b,, . . . . bk}, where symbol bi represents membership in 
Wi+m. 
(4) b4 is the conjunction of all the rules of h, viewed as first-order universally 
quantified Horn clauses. There is a minor technical condition at this point. In the 
first-order universal quantification we wish to restrict attention to those non- 
negative integers that are elements of an input EDB to the query defined by hi. 
This safety condition can be guaranteed by assuming that the variables in the heads 
of these rules appear in their bodies; if not the program can be easily modified to 
correct that. This is a common transformation for DATALOG programs. Note the 
qb4 is not a Lwsls formula only because of the presence of the predicate next. 
(5) ti5 is d4 with every occurrence of the next predicate replaced with a L,,,, 
formula. Replace occurrence next(X, Y) (and similarly instantiated occurrences of 
next) by the disjunction of formula (4i(X) A di( Y) A succ(X, Y)) and formula 
(#l(X) A Y=O A vz(succ(x, Z)* 1$41(Z))). 
(6) cj6 is the only Lwsls formula where we use weak second order quantifica- 
tion. The quantification is limited to universal. This formula expresses the semantics 
of program h, on databases restricted by &: 
VW VW, . ..vW.(& * W(0)) A &. 
If 4 = d(w1 +M, . . . . w k+m) = ti6 then Models(d) can be used to define a language 
L, of finite strings over k symbol alphabet b,, . . . . b,. To see this first note that 
Models(4) are a subset of Models(4,). Recall that there is a one-to-one corre- 
spondence between Models(&) and the finite strings over the above k symbol 
alphabet; L, consists of the strings corresponding to members of Models(d). 
LEMMA 5.2. L, = L(H). 
ProoJ: Each database satisfying 4 corresponds to a cycle starting at 0, going 
through a complete initial segment of the integers and returning to 0 (this in the 
function next). Each node along this cycle belongs to a unique block of the parti- 
tion induced by witm, i= 1, . . . . k. Label each node in the partition block of wit,,, 
by bi, i= 1, . . . . k. Because of the equivalence of h, with H, the string of these labels 
must belong to L(H). Also for every string in L(H) must correspond to a database 
satisfying 4. 1 
LEMMA 5.3. L, is a regular language. 
Proof: The language L, is an encoding of the family of finite structures satis- 
fying 4. We now will use the regularity of encodings of vectors of finite sets that 
satisfy Lwsls formulae. Let us use the encoding proposed in [26, Theorem 14, and 
Lemma 16, pp. 75-783 to produce Language(b) (Section 2.2). One can see that the 
strings of Language(@) are the same as the strings of L, modulo an isomorphism 
on symbol names. It follows from [9, 15,261 that L, is a regular language. 1 
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From Lemmas 5.2 and 5.3 we have that L(H) must be a regular language. This 
completes the proof of Lemma 5.1. l 
An important issue to raise at this point is: how restrictive is monadic 
DATALOG? For example, a richer language for monadic recursion would result by 
allowing the interpreted succ predicate in the bodies of DATALOG rules. There is 
no “negation” in DATALOG. The monadic fixpoint programs of [ 1 l] form a 
possible database query language for “monadic recursion and negation.” 
Theorem 3.3 (part 1) still holds, even if we allow different definitions of monadic 
programs. For example, the WSlS proof of Lemma 5.1 can be easily modified so 
show that: 
COROLLARY 5.4. Let H be a chain program with goal p(c, c) and L(H) the 
language defined by H. Let h be a fixpoint program of [ 1 l] that is finite query 
equivalent to H. Zf the fixpoints in h are monadic then L(H) is a regular language. 
For the proof of this corollary both universal and existential weak second-order 
quantification are used, since we can have negations of monadic fixpoints. 
6. A BOUND BASED ON MGS 
We have characterized the propagation of selection in chain programs H with all 
possible forms of goal but one, namely goal p(X, X). One can make two simple 
observations about such goals. First, if L(H) is not regular by the proof of 
Theorem 3.3. part (1) there is no equivalent monadic program. Furthermore, if 
L(H) is finite, the query expressed by H is a first-order query and there is an 
equivalent monadic program. In this section we complete the characterization. 
LEMMA 6.1. Let H be a chain program with goal p( X, X) and L(H) the language 
defined by H. Let h be a DATALOG program that is finite query equivalent to H. 
Zf h is monadic then L(H) is a finite language. 
We first need a variant of the results shown in [16] about monadic generalized 
spectra. 
LEMMA 6.2. The set directed acyclic graphs is not a MGS. 
Proof The main idea is to use the Ehrenfeucht-Fraisse game technique of [ 161 
for second-order existential quantification over finite structures. The purpose of this 
technique is to show that no formula can be used to characterize the set of directed 
acyclic graphs as a MGS. So given a formula 4 = 3w, ... 3w,(r we construct two 
structures depending on this formula: the first structure is a path and the second 
structure is this path together with a disjoint cycle. The structures form the initial 
position of an asymmetric game (i.e., it matters which structure is first). The goal 
is to show that that the formula 4 cannot distinguish between these structures and 
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this is proved by analysing the game. If the formula 4 cannot distinguish between 
the structures then 4 cannot be the second-order weak monadic formula charac- 
terizing the MGS. 
Theorem 3 in [16] deals with a cycle as first structure and this cycle together 
with a disjoint cycle as a second structure. The arguments of [16] still go through 
with a path as first structure. We can now state, in informal terms, the version of 
this theorem we use and refer to [16] for the detailed arguments. 
“Let 4 be formula 3w, ... 3w,o and let P be a path of length at least IZ, where 
n is a fixed computable function of 4s size. There exists a positive number no such 
that: for every positive number k the formula 4 cannot distinguish between P alone 
and P with a disjoint cycle of length kn,.” m 
Proof of Lemma 6.1. One can easily see that it suffices to show that, if L(H) is 
regular but infinite then there is no equivalent monadic program. We first show 
that this is true for the language of all strings over a unary alphabet. 
Consider the following boolean query expressed in DATALOG. Its input is a 
directed graph b and its output is all nodes of b that are on cycles. 
Program cYcLE:?p( X, X) 
PK Y) :- b(X Y) 
A-K Y) :- PK Z), W, Y) 
We will argue, based on Lemma 6.2, that Program CYCLE cannot be expressed by 
any monadic program. 
For this assume CYCLE is finite query equivalent to some monadic program h 
with goal w(X). Add the rule {w,, :- w(X)} to h and change its goal to ?w,. Now 
the zero-ary predicate w0 is true iff b has a cycle. Transform the augmented h into 
a second-order formula with weak monadic universal quantification, as was done in 
steps (4) and (6)’ of the proof of Lemma 5.1. Let this formula be 4. Note that succ 
does not appear in this formula, since it is not introduced by either new step (4) 
or (6). Here we have made use of the syntax and semantics of DATALOG. The 
absence of negation implies only weak universal quantification. The negation of 4 
is in the form 3w, 3w . . .o’, where 0 is a first-order sentence in the vocabulary 
{ wO, w, . . . . b). This implies the set of acyclic directed graphs would form a MGS; 
and it contradicts Lemma 6.2. Thus no monadic h exists that is equivalent to 
CYCLE. 
The argument used for the program CYCLE generalizes to chain programs H 
with a single EDB b, i.e., language L(H) being over a unary alphabet. To see this 
we have to examine two cases. 
*The new steps (4) and (6) are simpler versions of those used in Lemma 5.1. Namely: we first 
construct 4, to be the conjunction of the rules viewed as first-order universally quantified Horn clauses 
and then we construct 4 to be VW, VW.. . Vw,((, a wo). 
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Case a. L(H) contains all strings (over a unary alphabet) with length larger 
than some finite number. Add the rule { w0 :- p(X, X)} to such a chain program 
and change its goal to w,,. The answer to the resulting boolean query would be yes 
iff the graph b would have a cycle of length equal to the length of a string in L(H). 
We use the version of Theorem 3 from [16] that we outlined in Lemma 6.2. Note 
that kn, can be made large enough, so that the cycle that is disjoint from path P 
has length equal to the length of a string in L(H). The rest of the argument is 
similar to that used for the CYCLE program. 
Case b. L(H) does not contain all strings (over a unary alphabet) with length 
larger than any finite number. Recall that L(H) is infinite. In this case we will not 
be using MGSs, but only certain symmetry properties of DATALOG programs. 
Construct two EDBs. One is a cycle, whose length equals the length of a string in 
L(H), and the other is a cycle, whose length is different from that of any string in 
L(H). Clearly program H distinguishes between these two structures. Any monadic 
program h cannot distinguish between these two structures, provided the cycles are 
large enough. This can be shown by straightforward induction and symmetry 
arguments, on the derivations of h on these two cycles. 
To see this, consider the computation of monadic program h (with EDB b) on an 
input database that is a directed cycle C. Associate a different color with each 
different monadic IDB of h. The computation of h can be thought of as assigning 
colors to the nodes of C. 
First note that: “the computation of h assigns the same set of colors to all the 
nodes of C.” If an application of a rule assigns a color to node x and y is a node 
different from x, then there is another application of the same rule that assigns the 
same color to y. This is because of the symmetry of the nodes of the cycle (it is 
obvious for the first rule application when no colors have been assigned and, in 
general, is provable by induction on the number of rule applications). 
Let C, and C2 be two directed cycles that are larger than the total number of 
symbols in h. Start computing with program h on C, and let p be an applicable rule 
(where p is applicable when its body is satisfied by valuating variables to nodes of 
the cycle). Now it is easy to see that the same rule p is applicable when we start 
computing with program h on C2 (because C, and C2 are sufficiently large). From 
this observation and from the observation of the previous paragraph, if p is 
applicable then the color it assigns will be assigned to all nodes of cycles C1 and 
C,. Thus, symmetry is preserved in each rule application and it follows by induction 
that: “a monadic program h cannot distinguish between two cycles larger than the 
total number of symbols in h.” 
Assume monadic h is equivalent to H and then pick the cycles to be large enough 
so that they are distinguished by H and not by h. This is possible because of our 
assumption about L(H). It leads to the desired contradiction on the existence of h. 
We can now examine the general chain programs H with many EDB predicates. 
Here a simple observation suffices. Replace all EDB predicates in H and in its linite 
query equivalent monadic h with one EDB predicate b. The result is two new finite 
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query equivalent programs H, and h, with a single EDB, where h, is monadic. Also 
L(H) is infinite iff L(H, ) is infinite. This reduces the problem to cases (a) and (b) 
above, and completes the proof of Lemma 6.1. 1 
Although acyclic graphs are not a MGS, cyclic graphs are a MGS (this was 
shown in Example 2.2.3). The following example shows that the results in 
Lemma 6.1 do depend on the absence of negation from DATALOG. 
EXAMPLE 6.3. Let us augment our monadic language by allowing first-order 
formulas in the bodies of the clauses that are monotone in the head predicate. For 
instance, consider the rule: 
w(X) :- w(X) v VY. b(X, Y) * w( Y). 
The minimal model of this rule is constructed by first marking all nodes of graph 
b that have outdegree 0, then marking all nodes whose children have been marked 
etc. Thus the output is all nodes of b that are not on some cycle. The graph b has 
a cycle if there are unmarked nodes when this process terminates. Taking the 
difference of the marked nodes from all the nodes of the graph is an operation that 
can be performed by a first order query. In summary, we can express the cyclicity 
query using the monadic lixpoint programs of [ 111. 
7. DISCUSSION: MAGIC SETS AND LANGUAGE QUOTIENTS 
The quotient of a context-free language L by a regular language R is: 
L/R = {x ) string x is such that there is a string y in R and string xy is in L}. 
A nontrivial program transformation was proposed in [S] for the partial 
propagation of selections. The idea of the transformation becomes clearer when we 
specialize it to chain programs. L(H) is the language associated with the given 
chain program H and Ri is a regular language produced from the syntax of each 
rule i in a special way. It often happens that the quotients L(H)/R, are regular. In 
that case they correspond to monadic programs, whose evaluation can help prune 
the evaluation of H of useless rule applications. Let us try to make the above 
intuition more precise. 
Let chain program H have goal p(c, Y). The input database can be thought of 
as a directed graph whose edges are labeled by the base predicates. The output 
contains a node iff there is a “witness” path from node c of this graph to this node 
such that the string of labels of this path is in language L(H). 
An application of a rule of H is useful if it produces part of a “witness” path. 
Magic sets provide a necessary condition for an application to be useful, in other 
words, if the magic set condition is not true the path cannot be useful and the 
wasteful application should be avoided. By putting the magic sets as conditions in 
the bodies of rules the wasteful applications are avoided. 
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Now consider a rule in H and its corresponding grammatical production. 
G, Y) :- r,(X x, ), . . . . r,v,- 1, Y) and Y -9 r,, . . . . r,. 
From the grammatical production produce a regular expression by starting with * 
(* is a do not care character), ending with *, and replacing every nonterminal with 
*. Note that the terminals are left intact. This regular expression defines a regular 
language R. Take the magic set for X, the first variable in the rule, to correspond 
to the quotient L(H)/R. Similar constructions can be made for the other variables 
in the rule. For the cases investigated in [S] these quotients happen to be regular. 
Thus selections can be propagated for computing magic sets. 
Let us illustrate this discussion with a typical example: 
MC, Y) 
P(X Y) :- b,K J-11, f&(X1 7 Y) 
P(K Y) :-b,(X x,1, PGf,, Y,), MY,, Y). 
A string is in L(H) if it has a positive number of b,‘s followed by the same number 
of b,‘s. The two regular expressions corresponding to the two rules above are *b, b; 
and *b: b:, respectively. Both quotients are the regular language that consists of a 
positive number of b,‘s. The transformed program becomes: 
MC, Y) 
magic(c) :- 
magic(Y) :-magic(X), b,(X, Y) 
AX Y) :- magic(X), b,(X X, 1, h(X,, Y) 
p(X Y) :- magic(Jl b,(X Xl 1, AXI, Y, 1, bA Y,, Y). 
The first two rules in the new program define the magic predicate corresponding to 
the quotient. 
The above transformation can be useful even if the quotient L(H)/R is not 
known to be regular. Employ an approximation: let L(H) be contained in a regular 
language R(H), instead of L(H)/R use R( H)/R. Of course, the quality of this 
approximation depends on the tightness of the containment of L(H) by the “regular 
envelope” R(H). 
8. UNIFORMITY, BOUNDEDNESS, F. 0. EXPRESSIBILITY, AND THE LANGUAGE ANALOGY 
The analogy of chain programs and context-free grammars has facilitated the 
analysis of many of their properties (e.g., containment, equivalence, selection 
propagation, parallel&ability). In this section we refine some of these results. 
Uniformity. A uniform DATALOG program is a DATALOG program in which, 
for every TDB p there is an associated EDB b of the slame arity, such that, b 
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appears exactly in one special program rule and in no other rule, namely, 
p(X, . ..) Y) :- b(X, . ..) Y). A uniform chain program is a chain program that is also 
uniform. 
Uniformity can be defined for programs as was done above or, in equivalent 
ways, on minimal models [24]. Uniformity is an interesting condition, because it 
allows us to factor out the difficulty of containment problems. More precisely, for 
uniform programs Sagiv has shown in [24] that, if the output is assumed to be the 
entire minimum model then containment and equivalence are decidable (the single 
IDB case was shown in [12]). 
In [25] it was shown that finite query containment and equivalence of chain 
programs is undecidable, by reducing context-free language containment and equiv- 
alence to them. If we restrict ourselves to uniform chain programs and use the same 
argument, then we reduce containment and equivalence of context-free language 
sentential forms to the program containment and equivalence problems. 
Undecidability follows from [S]. Decidability of the single IDB case follows from 
[ 12, 241. 
PROPOSITION 8.1. Finite query containment and equivalence of uniform chain 
programs are undecidable. They are decidable for uniform chain programs with a 
single IDB. 
Note that there is no contradiction with the results of [24], because for finite 
query containment we are only interested in a part of the minimal model. The mini- 
mal model is the output plus the input in the single IDB case. An open puzzle here 
is deciding containment of single IDB chain programs, that are not necessarily 
uniform. This corresponds to cfl containment, where the given grammars have a 
single nonterminal. 
A property of DATALOG programs that is related to selection propagation in 
[ 171 is boundedness. 
Boundedness. Let H be a DATALOG program, we say that it is bounded with 
respect to its goal wen there is a constant m independent of the input such that for 
any input B each ground atom of the output has a derivation tree of size m. 
Whereas boundedness is a syntactic condition on derivation trees, the condition 
of f.o. expressibility is a related semantic condition. 
F,O, expressibility. The query expressed by a DATALOG program H is Iirst- 
order expressible over finite structures if there exists a first-order formula that is 
finite query equivalent to H. 
We can show that for chain programs boundedness w.r.t. -to the goal and 
Iirst-order expressibility coincide. An analogous correspondence between Eo. 
expressibility and boundedness is conjectured to be true for DATALOG programs 
in general.3 Proposition 8.2 follows ‘directly from the proofs of Lemmas 5.1 and 6.1. 
3 This conjecture has been recently shown to be true by M. Ajtai and Y. Gurevich (Datalog versus 
first order, Proc. 30th IEEE FOCS (1989), 142-148). 
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PROPOSITION 8.2. Let H be a chain program, the following are equivalent: 
(1) the query expressed by H is $0. expressible over finite structures 
(2) H is bounded w.r.t. its goal 
(3) L(H) isfinite. 
9. CONCLUSIONS AND OPEN QUESTIONS 
We have provided a complete characterization of selection propagation in chain 
programs. The language analogy is a potential tool for use in the study of heuristics 
for general DATALOG program evaluation. A precise analysis or even a general 
framework for these methods is still a topic of research. The work in [7,22] 
represents some progress in this direction. 
Non-chain DATALOG programs are often harder to deal with than chain 
programs. For example, bounded recursion is undecidable for these programs (see 
[17]) although it is decidable for chain programs. In [17] it is also shown 
that classes of programs with undecidable bounded recursion problems have 
undecidable selection propagation problems. Note that our undecidability results 
do not follow from this analysis. 
For non-chain programs the context-free language analogy can sometimes 
serve as a useful approximation for the development of algorithms (see [7]). An 
interesting dual approach for general programs is followed in [22], where one- 
sided-recursions are defined as the analog of chain program regularity. 
The language analogy is not only useful for chain programs or heuristics. In [ 131 
the analogy is used, in a different fashion, to show that bounded recursion is 
decidable for monadic DATALOG programs without constants. 
Finally, some interesting technical issues remain open. From Section 6, Exam- 
ple 6.3, we saw that negation does interact with monadic lixpoints in nontrivial 
ways. It would be interesting to characterize the expressive power of the various 
monadic formalisms known. 
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