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CubeSats and small satellites have become popular methods of performing space
research. Accordingly, interest has also grown in designing micropropulsion systems to
increase the lifespan of these satellites. This work describes the framework for analyzing
the effects of imperfect attitude determination and control when quantifying the on-orbit
performance of a micropropulsion system. The Gauss variation of parameters equations
were implemented to model the orbital mechanics, with perturbing models for the zonal
harmonics, atmospheric drag, and solar radiation pressure included. Two common sources
for imperfections in a spacecraft’s attitude were considered. The first was to consider the
effect of the spacecraft having poor pointing, done by varying the direction of the thrust
due to attitude control errors. The second was to consider the effects of the accuracy of the
attitude determination method, by incorporating sensor noise to the magnetometer and the
Sun sensors used in the Quaternion Estimator (QUEST) algorithm.
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1. INTRODUCTION
Small satellites and CubeSats have created the opportunity for the design of simpler
mission concepts that would be impractical to implement on large satellites. As technology
improves CubeSat mission design is becoming more complex, including the options of
formation flights and swarms of small satellites. To perform these missions requires these
satellites to have precise attitude knowledge and a means of performing maneuvers to create
the desired formation. Arcsecond level attitude accuracy can be achieved through the use
of star trackers [1], however star trackers are generally costly, making them difficult to
purchase for budget-limited CubeSat programs. Another means to determine the attitude
of a satellite is to use two or more sensor measurements and solve Wahba’s problem. This
method typically provides attitude accuracy to within a degree [2].
The fidelity of an attitude solution is also dependent on the degree of perturbations
that are considered in the model. While on orbit there are many perturbing forces that
produce torques that affect a spacecraft’s attitude, such as the gravity gradient, the magnetic
dipole, atmospheric drag, and solar radiation pressure. While the torques produced by these
perturbations is inherently small, they are often important to consider. Developing high
fidelity models for these perturbations can be difficult due to the nonlinear nature of the
perturbations and that they are often dependent on the physical properties of the spacecraft.
With the growing interest in performing formation flight missions, new propulsion
systems are being designed specifically for CubeSats [3]. These new propulsion systems
must be capable of performing maneuvers to place the CubeSats into the desired formation
as well as performing smaller station-keepingmaneuvers tomaintain the formation. Electric
propulsion systems can meet both of these requirements. However, quantifying an electric
propulsion system’s performance is difficult with ground-based testing because a vacuum
environment is needed for the thruster to operate efficiently [4], as well as being unable to
2reproduce the micro-gravity environment that would be experienced on-orbit. Therefore,
to quantify the thrust produced by an electric propulsion system requires that it be operated
on-orbit to accurately characterize its capabilities. This thesis study considers the effects of
attitude pointing error on determining thrust from on-orbit GPS and IMU telemetry.
1.1. LITERATURE REVIEW
Extensive research has been done to characterize the thrust of spacecraft micro-
propulsion systems by performing ground-based testing [5]-[8]. These types of ground-
based tests are typically performed using either test stands, pendulum balances, or torsional
balances in vacuum environments to simulate on-orbit performance. However, only a
limited number of studies were found in the available literature verifying that the ground-
based testing results and the performance of the thruster on-orbit show consistent thrust
estimates.
The most direct method of determining the thrust of a maneuvering spacecraft is to
measure the thrust with an accelerometer [9]. However, most low-cost accelerometers are
not adequately accurate to measure the low thrust of an electric propulsion system, and the
ones that can are very expensive. Another method of thrust determination is to perform
orbit determination before and after the maneuver. By computing the change in the orbit,
the required change in velocity (∆V) can be determined, and by extension the thrust [10].
Both of these methods of thrust determination were compared against each other in the
SERT II mission [11], where it was found that the thrust could be measured within 1% by
the accelerometer and within 5% for the orbit changing maneuver.
A third method of thrust determination can be done by performing an attitude
changing maneuver. By offsetting the thruster from the center of mass of the spacecraft a
slewingmaneuver can be performed to increase the angular velocity of the spacecraft, which
can be measured directly with a gyroscope. With the change in angular velocity (∆ω) and
the length of the maneuver known, the thrust can be determined. This method was used by
3[12] to determine the total ∆V produced by a micropropulsion system and [13] proposed a
modification of the method to reduce noise effects, improving the thrust estimates to within
6% for simulations using 1µN thrust.
1.2. ADVANCED PROPULSION EXPERIMENT (APEX)
CubeSats follow a standard form factor where one unit is 10 × 10 × 10 cm3. When
designing a CubeSat the most common limitations are size, weight, and power (SWaP).
Because of these limitations many components that would typically be found on a con-
ventional satellite are difficult to include; an example of this is propulsion systems that
often require a large portion of the total mass and volume when integrated into a CubeSat.
To overcome this limitation the Missouri University of Science and Technology’s Satellite
Research team is developing the Advanced Propulsion Experiment (APEX), a 6U CubeSat
that hosts a new multi-mode micropropulsion system [14]. APEX is being designed as
part of the University Nanosatellite Program (UNP)’s tenth cycle (NS-10). The current
prototype version of APEX is shown in Figure 1.1. In this work APEX is described using
the body-fixed frame shown in the bottom-left corner. The circle located in the middle of
the panel that is aligned with the b2−b3 plane represents the thruster of the micropropulsion
system. For the majority of this work the thruster is assumed to be stationed at this location
so that the thrust is applied through the geometric centroid of APEX.
The multi-mode micropropulsion system is capable of switching between high-
thrust/low specific impulse (chemical) and low-thrust/high specific impulse (electric) modes
[15]. The system uses the same propellant, feed system, and emitters for both modes of
operation. The total mass and volume of this new system is approximately the same as either
a chemical or electric propulsion system, while incorporating the thrusting capabilities of
both.
4Figure 1.1. Prototype Design of APEX
Due to APEX’s capability to execute both high and low thrust maneuvers it was
chosen as a case study for this research. The primary goal of this research is to determine
the effect attitude has on quantifying the performance of the multi-mode propulsion system
in both chemical and electric modes.
1.3. THESIS ORGANIZATION
Section 2 discusses two-body and J2 system dynamics, and shows a derivation
of the Gauss variation of parameters for both systems. The attitude dynamics, and the
perturbation models for atmospheric drag and solar radiation pressure are given as well.
Section 3 shows a derivation of an analyticmethod for thrust determinationwhen performing
an orbit changing maneuver and an attitude changing maneuver. Section 4 shows the
derivations for Davenport’s q-method and the quaternion estimator (QUEST) method of
attitude determination. Section 5 describes the simulations created to perform an orbit
changing and an attitude changing maneuver for the case study APEX. Section 6 discusses




The Gauss variation of parameter (VOP) equations define the rate of change of
the Keplerian orbital elements when acted upon by a perturbing force. Because the VOP
equations are evaluated in terms of the Local Vertical Local Horizontal (LVLH) frame,
perturbations acting on the spacecraft can be relatively easily accounted for as the summation
of the perturbing forces. The LVLH frame axes are defined as rˆ , θˆ, and hˆ, as shown in Figure
2.1, where rˆ is along the radial direction, hˆ is normal to the orbit plane, and θˆ completes the
right-handed triad (for circular orbits θˆ coincides with the velocity direction). From Battin
[16] the Gauss VOP equations can be written as a function of the perturbing accelerations
















p sin(ν) fr +
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p cos(ν) fr − (p + r) sin(ν) fθ
]
(2.6)
where r is the orbital radius, p is the semi-parameter, h is the specific angular momentum,
and θ is the argument of latitude, given by
r =
a(1 − e2)
1 + e cos ν
p = a(1 − e2) h =
√
µa(1 − e2) θ = ω + ν
6Figure 2.1. Local Vertical Local Horizontal (LVLH) Frame
The Earth Centered Inertial (ECI) frame is a commonly used inertial frame in orbital
analyses. Specifically, this work uses the J2000 epoch to fix the axes for which the x-
axis aligns with the vernal equinox, the z-axis aligns with the North Pole, and the y-axis
completes the right-handed triad. The J2000 epoch is defined from the Julian Date for
January 1, 2000, at noon Terrestrial Time. As seen in Vallado [17] the Julian date for the
J2000 epoch is exactly 2451545.0 Terrestrial Time and can be determined from
















60h + m + s/60∗
1440
(2.7)
where INT denotes "flooring" (truncating) the value to the nearest integer and 60∗ denotes
using 61 seconds for days with a leap second. An example of how to calculate the Julian
date for April 30, 2019, at noon Terrestrial Time is provided:
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=2462139.0 − INT {3535}
=2458604.0
When using multiple coordinate frames it is convenient to define direction cosine
rotation matrices between them. To transform coordinates from the ECI to the LVLH frame
the following equations can be used:
rˆ =
®r
| |®r | | hˆ =
®r × ®v
| |®r × ®v | | θˆ = hˆ × rˆ
where ®r is the position vector and ®v is the velocity vector of the spacecraft with respect to








To transform coordinates from the LVLH to the ECI frame is simply the transpose of the
previous matrix






The attitude of a spacecraft can be defined through many different vector or ma-
trix representations. This author chose to use quaternions because they are a minimum-
component attitude representation that avoids singularities. A quaternion q is the combina-












Because quaternions are a four-component representation of a three-dimensional space,
they are subject to a single constraint that they must maintain the unit norm
‖q‖2 = ‖q1:3‖2 + q24 = 1 (2.11)
An important property to consider when using quaternions is that they cannot be directly
added together because they are an attitude representation. To be able to take the product
of two quaternions requires a special operation defined as
q¯ ⊗ q =

q4q¯1:3 + q¯4q1:3 − q¯1:3 × q1:3
q¯4q4 − q¯1:3 · q1:3
 (2.12)
Quaternions can also be expressed as a 3 × 3 attitude matrix given by
A(q) =

q21 − q22 − q23 + q24 2 (q1q2 + q3q4) 2 (q1q3 − q2q4)
2 (q2q1 − q3q4) −q21 + q22 − q23 + q24 2 (q2q3 + q1q4)
2 (q3q1 + q2q4) 2 (q3q2 − q1q4) −q21 − q22 + q23 + q24

(2.13)






Due to perturbations the attitude of a spacecraft is generally not inertially fixed, therefore it
is useful to know how the quaternion changes with respect to time. The kinematic equation
for a quaternion rate of change can be defined by representing the angular velocity vector
ω as a pure quaternion w i.e.
Ûq = 1
2





In this work, the quaternion represents the rotation from the spacecraft body frame
to the LVLH frame.
2.3. PERTURBATIONS
2.3.1. Zonal Harmonics. A significant source of perturbations in low Earth orbit
are effects of nonspherical gravitational harmonics. The disturbing potential function for
these nonspherical effects, R, is modeled as



















P`,m[sin(φgc)][C`,m cos(mλ) + S`,m sin(mλ)]
] (2.15)
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where R⊕ is the radius of the Earth, J` are the zonal harmonic coefficients, C`,m and
S`,m are the gravitational coefficients, φgc is the spacecraft geocentric latitude, λ is the
spacecraft longitude, P`,m[sin(φgc)] are the associated Legendre functions, and ` and m are
the Legendre polynomial degree and order. For reference the zonal harmonics are defined
for when m = 0 and examples for ` = 2 through 5 can be seen in Figure 2.2 [17].
Figure 2.2. Zonal Harmonics for ` = 2 through 5, m = 0 (taken from [17])
The disturbing potential function summations account for all of the nonspherical
variations in the shape of the Earth, however it is often approximated by considering only
the term for the oblateness of the Earth, J2. This reduction to only use the J2 term can be
done by defining ` = 2, m = 0 and neglecting the sectoral and tesseral harmonic terms,
resulting in







This equation can be rewritten in Keplerian elements as
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Now the disturbing potential function for J2 can be directly applied to the Gauss VOP
equations by taking the vector gradient of the function in spherical coordinates to acquire






































































cos i sin i sin θ
)
(2.20)
2.3.2. Atmospheric Drag. For spacecraft in low Earth orbit atmospheric drag is
often the largest source of external perturbing torque. To model the atmospheric drag the
spacecraft is assumed to be composed of a series of flat plates with the force being applied to
the center of pressure of each plate. For CubeSats this is often a reasonable representation
of the actual spacecraft due to their simple geometry. For larger spacecraft this is not always
the case because of the likelihood of having more complex geometry, for which a flat plate
is an inaccurate representation. For the flat plate model the aerodynamic force experienced




ρcD ‖vrel‖ vrelBSi cos θidrag (2.21)
where ρ is the atmospheric density, cD is the drag coefficient, vrel is the relative velocity with
respect to the Earth (because the atmosphere is assumed to rotate with the Earth), S is the
area of the plate, and θdrag is the angle of the relative velocity to the normal of each plate. It
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is important to note that at any given time only the three leading faces of the spacecraft will
experience a drag force. Therefore when cos θdrag is negative the drag force for that plate is
set to zero. The drag coefficient was chosen as 2.2, as this is often approximately the value
when using a flat plate model for spacecraft in upper atmosphere [17]. The atmospheric
density ρ was modeled using a fully static, exponentially decaying model that can be found
in [18]. This model has no time dependence and is purely a function of the current height








where x, y, and z are ECI coordinates of the spacecraft, ω⊕ = 0.000072921158553 rad/s is
the Earth’s angular speed, and AT is the rotation matrix from the LVLH to the body frame.



















ri × Fidrag (2.25)
where ri the position vector from the center of mass of the spacecraft to the center of
pressure of each plate.
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2.3.3. Solar Radiation Pressure. Solar radiation pressure (SRP) is another per-
turbation source, though in low-Earth orbit it is much less of a concern compared to
atmospheric drag. It is not until an altitude of approximately 800 km that SRP has more of
an effect than atmospheric drag [18]. An important consideration is that when the spacecraft
is shadowed by the Earth the SRP is zero. Similar to the atmospheric drag, to define the
SRP, the spacecraft is modeled as a series of flat plates with the SRP force being applied to





















where i denotes a specific plate in the series, and the variables are the solar radiation pressure
P, the area of the plate S, the diffuse reflection coefficient Rdiff, the specular reflection
coefficient Rspec, the outward normal in the body coordinate frame nB, the spacecraft-to-Sun
unit vector in the body frame s, and the angle between the Sun vector and the normal to the
plate cos θSRP . To determine the solar radiation pressure it is necessary to determine the
position of the Sun relative to the spacecraft; the procedure to do so follows from [18]. The
first step is to determine the mean longitude, φ, and the mean anomaly of the Sun, M, in
degrees as
φ = 280.460◦ + 36,000.771 TUT1 (2.27)
M = 357.5277233◦ + 35999.05034 TUT1 (2.28)
where TUT1 is the Julian centuries past J2000
TUT1 =




When determining both φ and M they should be reduced to the range 0◦ to 360◦. With
these values the longitude of the ecliptic in degrees is
φecliptic = φ + 1.914666471◦ sin(M) + 0.019994643 sin(2M) (2.30)
The obliquity of the ecliptic is
ε = 23.439291◦ − 0.0130042 TUT1 (2.31)
With the longitude and the obliquity of the ecliptic known the unit vector direction from the








The distance between the Earth and the Sun in Astronomical Units (AU) is
r⊕ = 1.000140612 − 0.016708617 cos(M) − 0.000139589 cos(2M) (2.33)
By converting the spacecraft’s position from km to AU the spacecraft’s position with respect
to the Sun is given by
rsat = r⊕ − r (2.34)













where F ≈ 1363 W/m2, the solar constant, is the flux density of the solar radiation at a
distance of 1 AU from the Sun, and c = 299,792,458 m/s is the speed of light. The solar
constant can be approximated as the specified value, however, it does vary depending on
current solar activity [19].
Because the position vector of the spacecraft and the position vector of the Earth are
known it is possible to determine when the spacecraft is in the Earth’s shadow. A simplistic
approach was used where the Earth’s shadow is assumed to be a cylindrical projection of
the Earth’s diameter along the direction of the Sun to Earth vector [18]. Therefore, the
spacecraft is in the Earth’s shadow if
r · e⊕ < −
√
r2 − R2⊕ (2.37)














The total torque on the spacecraft due to SRP is the summation of the torques experienced




ri × FiSRP (2.40)
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2.3.4. Summation of Perturbations. By summing the components of the perturb-
ing accelerations the total fr , fθ , and fh are found to be
fr = fr,τ + fr,J2 + fr,drag + fr,SRP (2.41)
fθ = fθ,τ + fθ,J2 + fθ,drag + fθ,SRP (2.42)
fh = fh,τ + fh,J2 + fh,drag + fh,SRP (2.43)
where the τ subscript denotes the acceleration components from the applied thrust. Simi-
larly, the total torque that affects the spacecraft’s attitude is
L = Lτ + Ldrag + LSRP (2.44)
It should be noted that this work neglected to include the orbital effects of third-
body perturbations such as from the Sun and the Moon, the effect on attitude from J2,
and the torque that would be generated from the existence of a magnetic dipole within the
spacecraft.
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3. ANALYTIC THRUST DETERMINATION
3.1. TWO-BODY RAAN MANEUVER
The Gauss VOP equations can be integrated over a short time span to estimate the
thrust of a spacecraft performing an orbit changing maneuver. This is most easily seen
in either Equation 2.3 for the inclination rate of change, or Equation 2.4 for the RAAN
rate of change. Based on the results found in Morton [20], this study’s author made the
choice to focus on the spacecraft performing a RAAN changing maneuver. By making
the assumptions that the orbit is circular (e = 0), the thrust is constant in direction and
magnitude, and the change in inclination is negligible, then the equation for the RAAN rate







r fh sin θ
h sin i
















Ω f −Ωi = r
3 fh
h2 sin i
[cos θi − cos θ f ] (3.1)
where the subscripts i and f denote the values at the start and end of the maneuver
respectively. The thrust Fh can then be found by solving the equation for fh the perturbing





(Ω f −Ωi)h2 sin i
r3[cos θi − cos θ f ]
Fh =
(Ω f −Ωi)h2m sin i
r3[cos θi − cos θ f ] (3.2)
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In this study the mass is assumed to remain constant during the maneuver. Because
the mass of propellant expended to perform the maneuver is negligible compared to the
total mass of the spacecraft, this is a reasonable assumption.
3.2. TWO-BODY RAAN MANEUVER INCLUDING J2
Of the perturbations included in the analysis, J2 is the only perturbation that is strictly
dependent on only the orbital position of the spacecraft; atmospheric drag and SRP are also
dependent on the attitude of the spacecraft. While atmospheric drag and SRP effects could
be included, to do so would require making many assumptions. From a preliminary analysis
it was found that at an altitude of approximately 400 km the drag and SRP forces were 10−3
and 10−4 magnitudes less than the estimated electric mode thrust force along the hˆ direction
respectively, and were therefore assumed to have a negligible effect on thrust determination.
To consider the perturbing acceleration effects due to J2, the same assumptions were made























fh,J2 sin θdθ (3.3)
where fh,τ is the perturbing thrust acceleration along the hˆ direction and fh,J2 is the perturbing
J2 acceleration along the hˆ direction.
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Because fh,J2 is time varying it cannot be taken out of the integral, however by




































(θ − sin θ cos θ)
] θ f
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Ω f −Ωi =






θ f − sin θ f cos θ f − θi + sin θi cos θi
]






r3(cos θi − cos θ f )
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r3(cos θi − cos θ f )
{




θ f − sin θ f cos θ f − θi + sin θi cos θi
]}
(3.4)
3.3. IDEAL ATTITUDE MANEUVER
Another approach to thrust determination is to perform an attitude changing ma-
neuver. By offsetting the thrust line of action from the center of mass the spacecraft can
intentionally be slewed and the measured change in angular velocity can be used to deter-
mine the an estimate of the thrust. For this maneuver option consider the spacecraft with
the body-frame shown in Figure 3.1. For an ideal maneuver the assumption was made that
the thrust would be applied in the b1 − b3 plane, i.e. the thrust would have no offset in the
b2-direction.
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(a) 3-D View (b) Top-down Projection
Figure 3.1. Spacecraft Body Frame Example
The thrustF = Fbˆ1 is directed entirely along the bˆ1-direction and is offset−dbˆ1+`bˆ3
from the origin. The torque is the cross product of the forces vector position from the center
of mass (origin for an ideal rectangular prism) and the force vector i.e.
Lτ = (−dbˆ1 + `bˆ3) × Fbˆ1 = `Fbˆ2 (3.5)
For an ideal symmetric rectangular prism-shaped spacecraft the moment of inertia tensor








If the angular velocity is defined as, ω = Ûθ bˆ2, then the angular momentum and its rate of
change can be written as





Lτ =⇒ I2 Üθ bˆ2 = `Fbˆ2 (3.8)
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By assuming that the thrust is constant Equation 3.8 can be integrated over the duration of







I2[ Ûθ(t f ) − Ûθ(ti)] = `F[t f − ti]
F =
I2[ Ûθ(t f ) − Ûθ(ti)]
`[t f − ti] (3.9)
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4. ATTITUDE DETERMINATION METHODS
One of the earliest three-axis attitude determination algorithms was Black’s TRIAD
algorithm [21]. The TRIAD algorithm is a very simple, deterministic method for attitude
determination, however, to be deterministic, it must first “discard” a portion of one of
the measurements for a solution to be computed.1 The greatest drawback to the TRIAD
algorithm is that it can only incorporate twomeasurements. For modern spacecraft there are
often multiple sensors that can provide measurements for attitude determination including
star trackers, Sun sensors, horizon sensors and magnetometers. While more than two
measurements could be utilized with the TRIAD algorithm, it would be cumbersome and
computationally expensive.
To determine the attitude of a spacecraft using two or more vector measurements and
allow weighting of the measurements has commonly been referred to as Wahba’s problem
[22]. Specifically, Wahba’s problem is to find the orthogonal matrix A (i.e., the attitude





wi | |bi − Ari | |2 (4.1)
where bi are sensor unit vector measurements in terms of the spacecraft’s body frame, ri are
the corresponding unit vector measurements in a reference frame, and wi are the arbitrary
non-negative weights.
1Suppose two linearly independent sensor unit vector measurements are known in both the spacecraft
body frame and in some reference frame of interest. From the norm constraint each unit vector provides two
independent components of scalar attitude information, and only three components of information are required
to fully determine the attitude. Therefore, the problem is overdetermined when two measurements are known
and one of the components from one of the measurements needs to be “discarded” for a deterministic solution
to be computed.
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4.1. DAVENPORT’S Q METHOD
The first practical solution to Wahba’s problem was Davenport’s q method, the




WiAVi + constant terms (4.2)










WiAVi ≡ tr(WT AV) (4.4)












... · · · ... Vn
]
(4.6)
By substituting Equation 2.13 into Equation 4.4 the modified loss function can be written
in terms of the quaternion q as
L′(A(q)) = qTKq (4.7)
where K is a 4 × 4 matrix given by
K =



















wi(bi × ri) (4.10)
The best attitude estimate of the spacecraft can then be found by finding the quaternion that
maximizes Equation 4.7. By applying the unit norm quaternion constraint of Equation 2.11
through the method of Lagrange multipliers [24], a new gain function g(q) can be defined
as
g(q) = qTKq − λqTq (4.11)
where λ is the Lagrange multiplier and is chosen such that it satisfies the normalization
constraint. By differentiating Equation 4.11 with respect to qT and setting the result equal
to zero, an eigenvector equation is obtained as
g(q) = Kq − λq = 0
Kq = λq (4.12)
where λ is an eigenvalue of K and the quaternion that maximizes Equation 4.7 is an
eigenvector of K . By substituting Equation 4.12 into Equation 4.7 it can be seen that
L′(A(q)) = qTKq = qTλq = λ (4.13)
Thus, the best attitude estimate is found when L′(A(q)) is maximized, which is when the
quaternion is the eigenvector corresponding to the largest eigenvalue of K .
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4.2. QUATERNION ESTIMATOR (QUEST)
While Davenport’s q-method was used on some spacecraft, it was unable to provide
attitude estimates with adequate frequency for other spacecraft missions, due to the limi-
tations of computers at the time. To compute attitude estimates more frequently Shuster
developed the QUEST algorithm, which was first published as the combination of two
different papers by Shuster and Oh [25]. To date QUEST has become a widely used method
for solving Wahba’s problem. The procedure shown to implement QUEST follows from
[18].
By defining qˆ as the “optimal” quaternion, then Davenport’s eigenvalue condition
can be defined as
04 = H(λ)qˆ (4.14)
where
H(λ) = λI4×4 − K =

(λ + trB)I3×3 − S −z
−zT λ − trB
 (4.15)
and
S = B + BT (4.16)
Then Equation 4.14 is equivalent to the equations
(ρI3×3 − S)qˆ1:3 = qˆ4z (4.17)
(λmax − trB)qˆ4 − zT qˆ1:3 = 0 (4.18)
where
ρ = λmax + trB (4.19)
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where α is determined by the normalization of qˆ. By substituting Equation 4.20 into
Equation 4.18 an implicit equation for the maximum eigenvalue is given by
(λmax − trB)det(ρI3×3 − S) − zTadj(ρI3×3 − S)z = 0 (4.21)
which is the characteristic equation of K . An explicit equation for λmax is found by making
use of the definitions of the adjoint and the determinate to write
adj(ρI3×3 − S) = adjS + ρS + ρ(ρ − trS)I3×3 (4.22)
det(ρI3×3 − S) = ρ3 − ρ2trS + tr(adjS)ρ − detS (4.23)
The adjoint expression can be further simplified by applying the Cayley-Hamilton Theorem,
which states that a constant matrix satisfies its own characteristic equation [26], to thematrix
S and after some algebra gives
adjS = S2 − StrS + tr(adjS)I3×3 (4.24)
By making these substitutions Equation 4.21 can be written as a quartic equation for λ as
0 = ψ(λ) =[λ2 − (trB)2 + tr(adjS)] [λ2 − (trB)2 − ||z| |2]
− (λ − trB)(zTSz + detS) − zTS2z
(4.25)
where the largest root of the equation is λmax, which can be used to find the optimal
quaternion in Equation 4.20.
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In this work the QUESTmethod is used for attitude determination. Sensor measure-
ments were generated for a magnetometer and for multiple Sun sensors on different faces
of the spacecraft to ensure that at least two sensors readings would be generated (unless
the spacecraft was eclipsed). The magnetometer measurement was generated using the
World Magnetic Model shown in Appendix A. It is noted that magnetometer measurements
are known to exhibit some inaccuracies due to the secular variations present in the Earth’s
magnetic model, particularly when measuring the field near the magnetic North and South
poles. However, for the inclination considered in this work (i = 45◦) the magnetometer
measurements are believed to provide a reasonably accurate and reliable level of attitude
determination throughout the orbit. The Sun sensor measurements were generated using the
procedure shown in Section 2.3.3. A complication occurs when the spacecraft is eclipsed
because Sun sensor measurements can no longer be generated. In this situation, the most
recent attitude state is propagated using Euler’s method with one second time intervals until
new Sun sensor measurements can be taken.
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5. SIMULATION MODEL
The Missouri University of Science and Technology satellite APEX was chosen as
a case study to demonstrate the effect attitude has on thrust determination. To accomplish
this goal a simulation was designed that imposed specific attitude and orbital requirements
before a maneuver could be performed. The attitude requirement was that APEX needed
to achieve and maintain its desired attitude state by reducing the magnitude of its angular
velocity to less than 10−3 rad/s with respect to the ECI frame. The orbital requirement
was that the location of the maneuver needed to be centered about θ = 90◦ to maximize
the (small) change in RAAN for thrust determination purposes (to ensure the orbit changes
could be accurately sensed by APEX’s GPS receiver). Because APEX’s launch vehicle and
orbit were unknown at the time of this study, an arbitrary set of initial conditions (shown in
Table 5.1) were selected based on common low Earth orbits.
Table 5.1. Initial Keplerian Orbital Elements
a (km) e i (deg) Ω (deg) ω (deg)
6787.072 0.005 45 45 90
Along with the orbital elements, an arbitrary initial attitude quaternion and quater-
















where the quaternion rate was calculated using an initial angular velocity of 3 deg/s along
each body frame axis. This angular velocity was based off of expected tip-off rates when
deployed from a CubeSat dispenser [27].
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To reach andmaintain a desired attitude can be achieved through the use of actuators,
which are used to drive the attitude rate to near zero. The most commonly used actuators are
thrusters, reaction wheels, control moment gyros, and magnetorquers. Of these potential
actuators, APEX will likely have reaction wheels and magnetorquers for attitude control,
however for this study only reaction wheels were considered. Because reaction wheels are
an angular momentum transfer device, there is a maximum amount of angular momentum
they are able to store before they saturate. Without another type of actuator to dissipate the
stored momentum, control of the spacecraft can be lost once the reaction wheel reaches its
saturation state. In this study the reaction wheels were assumed to never saturate.
5.1. REACTIONWHEEL CONTROL LAW
To know if the spacecraft has reached the desired attitude state, qc, an error quater-
nion, δq, can be defined as
δq = q ⊗ q−1c (5.2)
This makes use of the quaternion multiplication property where a quaternion multiplied
by the inverse of itself will be equal to the identity quaternion. Therefore when the error
quaternion equals the identity quaternion the desired attitude state has been achieved.
However, to maintain the desired attitude the angular velocity of the spacecraft must be
driven towards zero. This can be done by defining a feedback control law for reaction wheel
torques such as [18]
L¯ = −kpsign(δq4)δq1:3 − kdω (5.3)
where kp and kd are positive gains. Because attitude quaternions are not unique the
possibility exists for a “short” and a “long” path to the desired attitude state. However,
by multiplying the error quaternion by the sign of its scalar component it can be ensured
that the control law will always take the shortest path to reach the desired attitude state.












kp(1 − δq4)2 ≥ 0 (5.4)
where it is shown that ÛV ≤ 0, proving the closed-loop system is stable.
By considering the perturbing torques discussed in Section 2 and the reaction wheel
control law, from [18] the rotational dynamics of the spacecraft can be represented as
J Ûω = −[ω×]Jω + L¯ + Lτ + Ldrag + LSRP (5.5)
Ûh = −[ω×]h − L¯ (5.6)
where Lτ, Ldrag, and LSRP are perturbing torques, L¯ is an effective reaction wheel torque
input, J is the spacecraft’s inertia tensor, Ûh is the reaction wheel torque, h is the reaction
wheel’s angular momentum, and [ω×] is a skew-symmetric matrix of the spacecraft’s








By propagating the rotational dynamics model of APEX given by Equations 5.5 and 5.6 a
truth state for the attitude can be acquired.
5.2. SIMULATION PROCESS
The simulation was created entirely in MATLAB. The built-in function ode113 was
used to numerically integrate the Gauss VOP equations (2.2-2.6) and APEX’s rotational
dynamics (5.5, 5.6) with an absolute error tolerance of 10−14 and a relative error tolerance of
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10−12. For each simulation it was assumed that APEX receives a perfect GPS measurement
at one second intervals, therefore APEX was able to perfectly know its position, velocity,
and Keplerian elements.
When performing a RAAN changing maneuver APEX’s ideal body frame to LVLH








this attitude aligns APEX’s body frame such that the thrust is entirely directed along the
LVLH frame hˆ-direction and has the GPS antenna pointed away from the Earth (so that it
always receives a signal). To begin to determine the effects of imperfect attitude control
on thrust determination, the desired attitude state was rotated about the rˆ-axis of the LVLH
frame, as shown in Figure 5.1 and Equation 5.9. This redirects the thrust from being entirely
along the hˆ-direction of the LVLH frame to being offset by an angular amount α, so that





0 − sinα cosα

Aideal (5.9)
Therefore, the angle α is the attitude pointing error from the ideal body frame alignment.
The desired attitude matrix Ades is the attitude that the control law is driving the state
towards. Because the controller is unaware of the angle α, the controller always “thinks”
that it is driving the system to the ideal attitude Aideal , when it is actually driving the system
to the rotated attitude Ades. For example when α = 15◦ the controller will try to maintain
an angular offset of 15◦ about the rˆ-axis of the LVLH frame for the entire simulation.
This angular offset also results in the thrust acceleration term, fτ,θ , being nonzero, which






Figure 5.1. Thrust Angular Offset
parameters (Equations 2.2-2.6). The rotation about the rˆ-axis was arbitrarily selected as
an initial study into how imperfect attitude determination effects thrust determination. It is
acknowledged that attitude error will be exhibited along all three axes with the errors also
time-varying, and that further research should be done to include such cases.
Another consideration to account for is that the thruster is aligned with the geomet-









in its current prototype configuration. Because the thruster is not aligned with the center
of mass this will create a small torque bias that will rotate APEX away from its desired
attitude. The effects of this bias torque on the thrust determination can be seen in the results
for the true attitude state.
However, when on-orbit a spacecraft will not know its true attitude, it will only able
to estimate its attitude through sensor readings. Therefore, it is useful to quantify the effects
the attitude determination system has on thrust determination. To do this the simulation
using the true attitude was modified to use the QUEST algorithm. To verify the accuracy
of the QUEST algorithm, the sensor measurements were first generated without noise. By
33
not including noise the system is expected to perform very similar to when using the true
attitude. Then by adding noise to the sensor measurements, the effects of the accuracy of
the attitude determination system can be evaluated. A flow chart outlining the simulation
process is provided in Figure 5.2.
A partial verification of theMATLAB simulationwas performed using Systems Tool
Kit (STK) and is shown in Appendix B. For the verification the simulations were performed
with perfect pointing for the entire maneuver, by making the assumption that the thrust
would be acting through the center of mass of APEX. The only perturbation considered in
the verification was the effect of the zonal harmonic J2 on the orbital elements.
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Figure 5.2. Simulation Flow Chart
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6. RESULTS AND DISCUSSION
6.1. RAAN CHANGING MANEUVER
The RAAN-changing maneuver was designed to integrate with the concept of op-
erations for the APEX mission. Hence, after launch vehicle deployment APEX begins in a
tumbling state and moves along its orbit until it has reduced its angular velocity to near zero
and has reached its desired attitude state with near zero error. A RAAN-changing maneuver
is then performed (i.e., numerically simulated) centered about an argument of latitude (θ)
of 90◦ where the direction of the thrust is determined from the true attitude state or the
estimated attitude from QUEST. Maneuver durations of 5 seconds and 1500 seconds were
chosen for the chemical and electric modes respectively. During the maneuver the analytic
thrust determination method given in Section 3.2 is performed at every integration interval
(1 second intervals) to estimate the hˆ component of the thrust, Fh,est. In the simulations
the true thrust’s magnitude was held constant and its direction in terms of the LVLH frame
could be determined by







where Atrue is the true attitude matrix for the rotation from the body frame to the LVLH
frame and FBtrue is the true body frame thrust vector. Atrue is based on the initial quaternion
and is propagated at every integration interval, the only time it is known by APEX is in the
true attitude simulation. The error in the thrust estimate was taken with respect to the true






where a negative percent error denotes that the estimated thrust is less than the true thrust.
All of the figures for the thrust estimates begin with one second having elapsed since the
thruster began producing a force. The decision to omit the zero thrust value at the zero
seconds elapsed point was made to better show to scale the small changes in the values of
the thrust estimate.
6.1.1. True Attitude Results. In this section the results shown are for the case
where the simulation was run with APEX perfectly knowing its “truth” attitude state. This
method shows the effect the attitude has on performing thrust determination, independent
of attitude determination errors. For this simulation the spacecraft was rotated away from
the desired pointing to replicate imperfect active attitude control.
6.1.1.1. Chemical mode (high thrust, 0.25 N). The chemical mode maneuver is
able to very accurately estimate the thrust of APEX because for this mode the change in
RAAN is larger and is easier for the system to detect. Surprisingly, as the initial α angle
increases and the desired pointing rotates further away from the hˆ-direction the error in the
thrust estimate decreases, as shown in Figure 6.2. This is likely due to the method for thrust
determination overestimating the thrust produced during the maneuver, which is believed
to be caused by the J2-induced variations in the Keplerian elements, especially inclination.
Figure 6.1 shows that as the maneuver continues the estimate for the thrust decreases. The
thrust estimate decreases as the maneuver continues because the angle α increases due to
the disturbing torque from the thruster not being perfectly aligned with the spacecraft center
of mass, and is shown in Figure 6.3 for the initial α = 0◦ case. As the maneuver continues
the thrust rotates away from the hˆ-direction of the LVLH frame. This same change in the
angle α is present for all of the initial α values. Despite this rotation away from the ideal
hˆ-direction, for all of the initial α angles considered the estimate for the thrust is expected
to be within 0.14% of the true thrust. For the high thrust of the chemical mode imperfect
attitude appears to have little to no effect on performing thrust determination when the true
attitude state is known.
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Figure 6.1. Thrust Estimates for Chemical Mode using True Attitude
Figure 6.2. Thrust Percent Errors for Chemical Mode using True Attitude
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Figure 6.3. Change in the Angle α During Chemical Mode
6.1.1.2. Electric mode (low thrust, 0.25 mN). As expected, for the electric mode
as the initial α angle value increases the error in the thrust estimate also increases. Because
the thrust for this maneuver is magnitudes smaller than the chemical mode it requires a
much longer maneuver duration to measure a change in RAAN. An issue with a longer
maneuver is that the measurement is also affected by the J2-induced secular variations in
RAAN, as evident in Figure 6.5. As the maneuver continues the estimate for the thrust
increases to a maximum after 705 seconds have elapsed. At this maximum is where the
largest error in thrust estimation occurs with the error being 55.66% for the α = 0◦ case and
57.62% for the α = 15◦ case. Among the range of α angles considered the difference in
error does not exceed 3% at any point. Figure 6.7 shows the change in α over the duration
of the maneuver for the initial α = 0◦ case. An interesting aspect is that the control law
is able to return APEX to a stable attitude despite the disturbing torque from the thrust
misalignment. However, this stable attitude is not the desired attitude, as it converges to an
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α value of approximately 4.715◦. This is believed to be due to a limitation in the amount of
torque that the reaction wheels are able to generate. By using this method for control, more
error is being introduced to the thrust determination. Therefore, a new method for control
should be considered to reduce these errors. From these results it can be concluded that if
the true attitude is known then the effects of having an imperfect attitude will be small.
While the effects of having an imperfect attitude may be small, the general error in
thrust determination for the electric mode is large. To ensure that this error was not due
to the assumptions made when deriving Equation 3.4 for analytic thrust determination, a
simulation was ran for the electric mode about θ = 90◦ where the thrust estimate was also
found by numerically integrating Equation 3.3. By numerically integrating the thrust the
assumptions made to derive the equation were effectively removed and a comparison of the
two methods could be performed. This comparison of the two methods for determining
thrust can be seen in Figure 6.4, where it is shown that the thrust is near identical for the two
methods. This shows that the assumptions are not the cause of the error and that Equation
3.4 is a valid method for determining the thrust.
After showing that the error was not due to the assumptions made in deriving the
thrust equation, it was believed to be caused by the variations in RAAN and it was then of
interest to see how RAAN changes over the duration of the entire simulation. Figure 6.8
shows the change in RAAN and argument of latitude, where the vertical dashed-lines denote
the start and the end of the maneuver when it is centered about θ = 90◦. This shows that
by centering the maneuver about θ = 90◦ the maneuver is also centered about the largest
changes in RAAN due to the secular variations caused by J2. From the previous results, it
was concluded that the performance of the thrust estimate for the electric mode might be
improved by moving the location of the maneuver to a section where RAAN plateaus in
Figure 6.8. These plateaus in the secular variations in RAAN are located at the ascending
node θ = 0◦ and the descending node θ = 180◦.
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Figure 6.4. Comparison of Analytic Method and Numerically Integrating to Solve for
Thrust
Figure 6.5. Thrust Estimates for Electric Mode using True Attitude Centered about θ = 90◦
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Figure 6.6. Thrust Percent Errors for Electric Mode using True Attitude Centered about
θ = 90◦
Figure 6.7. Change in the Angle α During Electric Mode
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Figure 6.8. Change in RAAN (Ω) and Argument of Latitude (θ) over the Entire Simulation
For this study it was chosen that the simulationmaneuverwould be centered about the
location of the descending node θ = 180◦. As shown in Figures 6.9 and 6.10 the performance
of the thrust determination improved by a significant amount. For this maneuver the
maximum error seen was ±25%, this error is less than half of the error for the maneuver
centered about θ = 90◦ . Also it can be seen that the error caused by having an imperfect
attitude had less of an effect when the maneuver location was moved, that among the range
of α angles considered the error in thrust was within 1% for all cases.
6.1.2. QUEST Attitude Estimate Results. In this section results are presented
for cases where the thrust determination was performed using QUEST attitude estimates
with no sensor measurement uncertainty to test the accuracy of the method. At this point
another requirement was defined that a maneuver could only occur if the spacecraft was not
eclipsed. This was necessary because if the spacecraft was eclipsed the Sun sensors could
not take measurements and QUEST would be unable to estimate the attitude.
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Figure 6.9. Thrust Estimates for ElectricMode using TrueAttitude Centered about θ = 180◦
Figure 6.10. Thrust Percent Errors for Electric Mode using True Attitude Centered about
θ = 180◦
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Figure 6.11. Thrust Estimates for Chemical Mode using QUEST
6.1.2.1. Chemical mode (high thrust, 0.25 N). As expected, when the sensor
measurements have no measurement uncertainty the system performs nearly identically to
the true attitude simulation because the errors in attitude determination are near-zero.
6.1.2.2. Electric mode (low thrust, 0.25 mN). As in the case of the chemical
mode, the electric mode results are nearly identical to the simulation using the true attitude
for the maneuver centered about θ = 90◦ and θ = 180◦. Having the same results as the truth
method verifies the accuracy of using QUEST as an attitude determination system.
6.1.3. QUEST Attitude Estimate Results with Uncertainty. The results pre-
sented in this section include sensor measurements for the magnetometer and the Sun
sensors with noise added to make the simulation more realistic. The noise was added to
every measurement the sensors took during the simulation with standard deviations of
σmag = 1667 nT σsun = 1 deg
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Figure 6.12. Thrust Percent Errors for Chemical Mode using QUEST
Figure 6.13. Thrust Estimates for Electric Mode using QUEST Centered about θ = 90◦
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Figure 6.14. Thrust Percent Errors for Electric Mode using QUEST Centered about θ = 90◦
Figure 6.15. Thrust Estimates for Electric Mode using QUEST Centered about θ = 180◦
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Figure 6.16. Thrust Percent Errors for ElectricMode usingQUESTCentered about θ = 180◦
The standard deviations were chosen as slightly larger than typical noise values for common
CubeSat sized sensors to emphasis the effect attitude determination has on performing thrust
determination. The simulation was then run with QUEST using the noisy measurements
to estimate the attitude of the spacecraft. This estimated attitude was used in the control
law to approach the desired attitude and for the propagation of the orbital elements in the
Gauss VOP equations during the maneuver. As with the simulation without uncertainty the
additional requirement of the maneuver only being performed when not eclipsed was used.
6.1.3.1. Chemical mode (high thrust, 0.25 N). Adding sensor measurement un-
certainty had a significant impact on the results for the chemical mode maneuver. Figure
6.17 shows that the estimate for the thrust is more variable when the measurement uncer-
tainty is included. However, the thrust still follows the same trend as the simulation without
measurement uncertainty. The chemical mode thrust determination error is less than ±3%
for all cases considered as shown in Figure 6.18.
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Figure 6.17. Thrust Estimates for Chemical Mode using QUEST with Measurement Un-
certainty
Figure 6.18. Thrust Percent Errors for Chemical Mode using QUEST with Measurement
Uncertainty
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Figure 6.19. Thrust Estimates for ElectricModeManeuver usingQUESTwithMeasurement
Uncertainty Centered about θ = 90◦
6.1.3.2. Electric mode (low thrust, 0.25 mN). As expected the estimate for the
thrust followed the same trend as the simulation with no measurement uncertainty. As
before the simulation was run with the maneuver centered about θ = 90◦ and θ = 180◦ to
determine if adding noise would have the same effect on both maneuver locations. It is
shown in Figure 6.20 that adding the noise had the greatest effect during the first 500 seconds
of the simulation. For the different cases as the rotation from the hˆ-direction increases so
does the amount the thrust estimate varies. As an example, for the α = 0◦ rotation case the
thrust percent error varies within 6% between time-steps, whereas for the α = 15◦ rotation
it varies up to 10% between time-steps at the beginning of the maneuver. At the end of the
maneuver the thrust percent error varies by less than 2% for all cases.
For themaneuver centered about θ = 180◦ the error caused by attitude determination
noise does decrease. Surprisingly, the variation in the error shows the opposite effect from
the maneuver centered about θ = 90◦. At the beginning of the maneuver the error varies by
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Figure 6.20. Thrust Percent Errors for Electric Mode Maneuver using QUEST with Mea-
surement Uncertainty Centered about θ = 90◦
less than 1.5% for all cases. As the maneuver continues the errors caused by noise increase,
for the ideal α = 0◦ case the error varies by 2% whereas for the worst α = 15◦ case the
error varies by 6%. A possible reason for this error is from the sensor readings of the
magnetometer, that the secular variations in the Earth’s magnetic field are greater at those
locations increasing the total error.
6.1.4. Summary. From the results, it can be concluded that having an imperfect
attitude has a small effect on performing thrust determination for a RAAN changing ma-
neuver. For the chemical mode when the true attitude is known the percent error was
surprisingly largest for the ideal case, α = 0◦, though for all cases the percent error was
less than 0.14%. For the electric mode case having an imperfect attitude had a larger effect
though it was also dependent on where the maneuver was centered. When the maneuver
was centered about θ = 90◦ the percent error was at most 4% larger for the α = 15◦ case
than for the ideal case α = 0◦, and when it was centered about θ = 180◦ the percent error
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Figure 6.21. Thrust Estimates for Electric Mode using QUEST Centered withMeasurement
Uncertainty about θ = 180◦
Figure 6.22. Thrust Percent Errors for Electric Mode using QUEST Centered with Mea-
surement Uncertainty about θ = 180◦
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was within 1% for all cases. The largest effect was from noise being added to the attitude
determination system. For the chemical mode the thrust error increased to be within ±3
for all cases. For the electric mode the thrust error varied between 1% to 10% between
time-steps depending on the size of the angle α and the location of the maneuver.
6.2. ATTITUDE CHANGING MANEUVER
Based on the results for the orbit changing maneuver, it was decided that an attitude
maneuver should be considered as a way of reducing the error in estimating the thrust in
the electric mode. To perform an attitude maneuver requires offsetting the thruster from
the center of mass to slew the spacecraft. When the thruster is aligned directly with the
negative x-axis of the body frame the center of mass and moment of inertia tensor for the















The thruster was parametrically offset from the negative x-axis by 1 cm increments
along the positive z-axis direction to a maximum of 10 cm. The maximum value was chosen
due to physical constraints on the size of APEX. It should be noted that while the location
of the thruster was being changed, the center of mass and moment of inertia tensor were
kept constant. Ideally the center of mass and moment of inertia matrix would have been
updated to reflect the new position of the thruster, however creating a physically realistic
structure for each thruster location within APEX was impractical.
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Using this method the angular velocity can be directly measured with a gyroscope
or an inertial measurement unit (IMU). From the simulation the angular velocities for the
array of different offset amounts can be seen in Figures 6.23 and 6.24 for the chemical and
electric thrust modes respectively. The thrust estimate and the percent thrust error can be
seen in Table 6.1 for chemical mode and Table 6.2 for electric mode. The thrust estimates
for both modes are very accurate with errors less than 0.6%.
However, the complication with this maneuver type is that the change in angular
velocity is exceptionally large for a CubeSat when performing the chemical modemaneuver.
CubeSat-sized reaction wheels are not be able to store the required amount of angular
momentum to return the CubeSat to a desired attitude after performing the maneuver.
Because one of the goals of this work is to determine a single type of maneuver that can
accurately quantify the performance of both modes of the propulsion system, an attitude
changing maneuver was not considered a viable option unless an actuator can be integrated
that is capable of returning the spacecraft back to zero angular velocity after the maneuver.
Figure 6.23. Change in Angular Velocity during Chemical Mode Maneuver
54
Table 6.1. Thrust Estimates and Percent Errors for Chemical Mode Attitude Maneuver












Figure 6.24. Change in Angular Velocity during Electric Mode Maneuver
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Table 6.2. Thrust Estimates and Percent Errors for Electric Mode Attitude Maneuver















A study of spacecraft attitude determination and control error effect on quantifying
thrust for an experimental micro-propulsion system was performed. An orbit propagator
was developed using the Gauss variation of parameters, which included common sources
of orbital perturbations when in low Earth orbit. Particular attention was given to the zonal
harmonic, J2, which was included in the derivation for the analytic thrust determination.
Two types of maneuvers were considered to perform thrust determination, a RAAN
changing maneuver and an attitude changing maneuver. For the RAAN changing maneuver
it was found that varying the direction of the thrust marginally affected being able to
accurately perform thrust determination. This is evident in the simulation for the low thrust
electric maneuver, where the percent error in the thrust estimate was slightly larger when the
thrust direction was oriented away from the hˆ-direction than when the thrust was entirely
in the hˆ-direction.
Amore directmethod of performing thrust determinationwas derived for the attitude
changing maneuver. It was found that this method was very accurate in determining the
thrust. However, this maneuver also increased the angular velocity beyond a CubeSat’s
capability of being able to recover its three-axis attitude control for the chemical mode.
From these findings this work could not recommend performing an attitude changing
maneuver unless the magnitude of the chemical mode thrust is decreased or an alternative
method of reducing the angular velocity is implemented.
Two methods for quaternion-based attitude determination, Davenport’s q-method
and the quaternion estimator (QUEST) were discussed. This work chose to implement
QUEST because it is the most common approach to performing attitude determination.
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With no measurement uncertainty using the results from the QUEST algorithm were nearly
identical to the results when the true attitude state was used. Whenmeasurement uncertainty
was added to the sensors the error in thrust determination increased moderately. As the
pointing for the thrust angled away from the desired hˆ-direction the amount of error in the
thrust determination increased as well.
7.2. FUTUREWORK
When deriving the equations for the analytic thrust determination a few assumptions
were made, i.e. that the orbit is circular (e = 0), the thrust is constant in direction and
magnitude, and the change in inclination is negligible. However, to perform the propagation
of the orbit trajectory it was necessary to use a small eccentricity because the Gauss VOP
equations are undefined for circular orbits. This meant that the radius r and the angular
momentum h would not be constant during the maneuver, especially for the electric mode
where the maneuver lasts for approximately one fourth of a revolution of the orbit. By
relaxing this assumption it could improve the accuracy of the thrust determination estimates
that were over-estimating the thrust for the electric mode.
The other assumption that should be relaxed is that the change in inclination is
negligible. This assumption was made because the location of the maneuver was originally
chosen to be about θ = 90◦, where the change in inclination was minimized. However,
centering about this location led to large errors in estimating the thrust, so the maneuver
was moved to be about θ = 180◦. At this new location the change in inclination would now
be maximized, and the assumption that the change in inclination is negligible may no longer
be valid. By removing this assumption the accuracy of the thrust estimate could change
when performed about the location θ = 180◦. It is also of significant interest to determine
the reason why thrust errors are increased when the maneuver is executed near θ = 90◦.
This determination could have a significant impact on how APEX’s Concept of Operations
are finalized.
58
In addition to the previous suggestions, more work can be done to relax the assump-
tion that the reaction wheels cannot saturate. To do this another type of actuator should
be included to desaturate the reaction wheels as necessary and a new control law would
need to be defined that includes both actuators. This would also be beneficial because as
was shown in Section 6.1.1.2 the current control law is unable to produce enough torque
to hold the correct pointing during the electric mode maneuver. More work could be done
by considering attitude errors about all of the LVLH frame axes, as opposed to just the rˆ-
direction considered in this study. This could be done by creating a Monte Carlo simulation
to compare the effects of attitude error about any single axis and combinations of all the
axes. The QUEST algorithm’s attitude estimate can be improved by incorporating different
types of attitude sensors and by appropriately weighting the sensor measurements. Another
method of improving QUEST’s attitude estimate would be to add a sensor measurement
filter to reduce the effect of the measurement uncertainty. Higher-fidelity models could be
implemented to increase the precision in the perturbing forces, as well as creating a more
complex model for the external surfaces that the perturbing forces are acting upon.
APPENDIX A.
WORLD MAGNETIC MODEL 2015
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The World Magnetic Model (WMM) 2015 is an approximation for modeling the
Earth’smagnetic field and is possible through the collaboration ofmany different researchers
[28]. The procedure shown here to implement the magnetic model follows from their report.
In order to implement the magnetic model requires using specific model coefficients that
can be found at the National Oceanic and Atmospheric Administration (NOAA) website
[29]. NOAA also provides software in both C and Fortran to calculate the magnetic field.
The magnetic field Bm is described by seven elements: the three field vector compo-
nents (X the northerly intensity,Y the easterly intensity, and Z the vertical intensity (positive
downwards)) and four more quantities derived from the vector components (H the horizon-
tal intensity, F the total intensity, I the inclination angle, and D the declination angle). All
of the variables adhere to the following unit conventions: the field vector components and
the intensities are in nano-Teslas (nT), angles are in radians, lengths are in meters, and times
are in years.
The magnetic field is a potential field which can be written in geocentric spherical
coordinates (longitude λ, latitude ϕ′, and radius r) as the negative gradient of a scalar
potential
Bm(λ, ϕ′,r, t) = −∇V(λ, ϕ′,r, t) (1)
The potential can be expanded in terms of spherical harmonics as








(gmn (t) cos(mλ) + hmn (t) sin(mλ))P˘mn (sin ϕ′) (2)
where N = 12 is the degree of the expansion of the WMM, a (6,371,200 m) is the
geomagnetic reference radius, and gmn (t) and hmn (t) are the time-dependent Gauss coefficients
of degree n and order m describing the Earth’s main magnetic field. For any real number µ
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(n + m)!Pn,m(µ) if m > 0
P˘mn (µ) = Pn,m(µ) if m = 0
(3)
where Pn,m are the same associated Legendre functions used to calculate the zonal harmonics
in Section 2.3.1.
To determine the magnetic field at a specific time and location, the first step is to
transform the geodetic coordinates (longitude λ, geodetic latitude ϕ, and height h above the
WGS 84 ellipsoid) into spherical geocentric coordinates. The WGS 84 ellipsoid is defined
by the semimajor axis A, the reciprocal flattening 1/ f , the eccentricity squared e2, and the
radius of curvature of the prime vertical Rc at a given latitude as




e2 = f (2 − f ) (6)
Rc =
A√
1 − e2 sin2 ϕ
(7)
In the transformation from geodetic to spherical geocentric the longitude λ is the same in
both coordinate systems and the latitude and the radius can be found from
p = (Rc + h) cos ϕ (8)
z = (Rc(1 − e2) + h) sin ϕ (9)
r =
√






The second step is to determine the Gauss coefficients gmn (t) and hmn (t) for a desired
time as
gmn (t) = gmn (t0) + (t − t0) Ûgmn (t0)
hmn (t) = hmn (t0) + (t − t0) Ûhmn (t0)
(12)
where the time t is given in decimal years, t0 = 2015.0 , gmn (t0) and hmn (t0) are the main field
coefficients, and Ûgmn (t0) and Ûhmn (t0) are the secular variation coefficients.
The third step is to find the field vector components X′, Y ′, and Z′ in geocentric
coordinates that are computed as











































(gmn (t) cosmλ + hmn (t) sinmλ)P˘mn (sin ϕ′)
(15)
The secular variation of the field vector components can be found using


















































= (n + 1) (tan ϕ′) P˘mn (sin ϕ′) −
√
(n + 1)2 − m2 (sec ϕ′) P˘mn+1 (sin ϕ′) (19)
The field vector components can be rotated into the ellipsoidal reference frame using
X = X′ cos (ϕ′ − ϕ) − Z′ sin (ϕ′ − ϕ)
Y = Y ′
Z = X′ sin (ϕ′ − ϕ) + Z′ cos (ϕ′ − ϕ)
(20)
Similarly, the secular variations of the vector components are rotated using
ÛX = ÛX′ cos (ϕ′ − ϕ) − ÛZ′ sin (ϕ′ − ϕ)
ÛY = ÛY ′
ÛZ = ÛX′ sin (ϕ′ − ϕ) + ÛZ′ cos (ϕ′ − ϕ)
(21)




















where performing a quadrant check and avoiding division by zero results in a range for the
declination of −pi to pi and a range for the inclination of −pi/2 to pi/2. The secular variations
of these elements ÛH, ÛF, ÛI, and ÛD are calculated using
ÛH =X
ÛX + Y ÛY
H
ÛF =X
ÛX + Y ÛY + Z ÛZ
F
ÛI =H
ÛZ − Z ÛH
F2
ÛD =X
ÛY − Y ÛX
H2
(23)




To verify the accuracy of the models implemented in this study, analogous scenarios
were created in the program Systems Tool Kit (STK) developed by Analytic Graphics, Inc.
The same initial state was used in all of the STK scenarios and was chosen based on the
Keplerian elements at the time of the start of the maneuvers in the MATLAB models.
This was to ensure that both STK and the MATLAB models were using the same initial
conditions, which are shown in Figure 1. Along with the initial conditions all of the STK
scenarios used the Astrogator propagator with the “Earth J2” propagator model chosen for
the central body that the satellite would orbit. This model assumes a two-body propagation
and includes the perturbing effects of the zonal harmonic J2. A few of the constants from
the “Earth J2” model are shown in Table 1.
Figure 1. Initial Conditions for STK Scenario
Table 1. STK Parameters for Earth
Radius Gravitational Parameter Zonal Harmonic, J2
6378.14 km 398600 km3/sec2 0.00108263
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The first STK scenario created to verify the MATLAB models was purely a time
propagation without a maneuver to verify adding the J2 perturbation to the Gauss variation
of parameters. To do this the simulations were propagated for 10 hours and in STK the
Earth J2 setting was chosen for the central body to only include the perturbations from the
zonal harmonic J2. Figures 2-8 show the propagation of the Keplerian elements for both
the STK scenario and the MATLAB model on the left and the difference between the STK
and MATLAB values is shown on the right. From the difference plots it can be seen that
there is a small discrepancy between the propagation of the Keplerian elements from the
two programs, however this is believed to be from rounding errors when converting the
STK propagation from Cartesian to Keplerian for plotting purposes. The spikes that occur
in the difference plot for Figure 7 are because the true anomaly crossed from 360◦ to 0◦ at
different intervals in STK and MATLAB.
(a) Comparison (b) Difference
Figure 2. Propagation Comparison and Difference for Semimajor Axis
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(a) Comparison (b) Difference
Figure 3. Propagation Comparison and Difference for Eccentricity
(a) Comparison (b) Difference
Figure 4. Propagation Comparison and Difference for Inclination
(a) Comparison (b) Difference
Figure 5. Propagation Comparison and Difference for Right Ascension of Ascending Node
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(a) Comparison (b) Difference
Figure 6. Propagation Comparison and Difference for Argument of Periapsis
(a) Comparison (b) Difference
Figure 7. Propagation Comparison and Difference for True Anomaly
(a) Comparison (b) Difference
Figure 8. Propagation Comparison and Difference for Argument of Latitude
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The second STK scenario created was to simulate the change in the orbital elements
when performing an electric mode (0.25 mN thrust) maneuver centered about an argument
of latitude of 90◦, with the thrust pointing in the hˆ-direction of the LVLH frame for the
entire maneuver. The results for this maneuver are shown in Figures 9-15. Similar to the
no maneuver case, there are small differences in the Keplerian elements between the STK
scenario and the MATLABmodels. The largest differences are in the argument of periapsis
and the true anomaly, where the differences nearly reach a value of 0.05◦. These larger
differences seen when performing a maneuver are believed to be because STK considers the
change in mass from burning propellant, whereas the MATLAB models consider the mass
to be constant for the entire simulation. Overall, the differences in the Keplerian elements
between the STK scenario and the MATLAB models are very small for an electric mode
maneuver.
(a) Comparison (b) Difference
Figure 9. Electric Mode Maneuver Comparison and Difference for Semimajor Axis
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(a) Comparison (b) Difference
Figure 10. Electric Mode Maneuver Comparison and Difference for Eccentricity
(a) Comparison (b) Difference
Figure 11. Electric Mode Maneuver Comparison and Difference for Inclination
(a) Comparison (b) Difference
Figure 12. Electric Mode Maneuver Comparison and Difference for Right Ascension of
Ascending Node
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(a) Comparison (b) Difference
Figure 13. Electric Mode Maneuver Comparison and Difference for Argument of Periapsis
(a) Comparison (b) Difference
Figure 14. Electric Mode Maneuver Comparison and Difference for True Anomaly
(a) Comparison (b) Difference
Figure 15. Electric Mode Maneuver Comparison and Difference for Argument of Latitude
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A final STK scenario was created to test an extreme case where the satellite would
hypothetically produce 10 Newtons of thrust. This thrust force is realistically impossible for
the satellite APEX to produce, however this thrust was included as a method of analyzing
the MATLAB models to an extreme degree. Except for the change in the thrust value, all
of the initial conditions and the maneuver were held the same as the previous comparison.
The results from this maneuver are shown in Figures 16-22. For this maneuver all of the
Keplerian elements are fairly different by the end of the maneuver. This is again believed to
be because STK considers the change in mass for the satellite as the maneuver continues. To
produce the large thrust would require having a larger mass flow rate ( Ûm = 0.000255 kg/s),
meaning the total change in mass would be 0.382 kg for the entire maneuver. Clearly, this
change in mass is too large to be considered negligible. Because the MATLAB model
maintains constant mass for the duration of the maneuver this is believed to be the reason
for the large differences. To confirm the change in mass as the cause for the differences, the
STK scenario was performed a second time with a larger mass flow rate ( Ûm = 0.0102 kg/s).
When comparing this run of the scenario to theMATLAB results the differences in all of the
Keplerian elements were significantly larger. For example by the end of the maneuver the
difference in RAANwas −8.394◦ for the larger mass flow rate, whereas for the smaller mass
flow rate the difference was −1.136◦. By performing this scenario with the two different
mass flow rates the differences between STK and MATLAB were confirmed to be due to
the change in mass.
Based on these results, it is believed that theMATLAB simulation accuratelymodels
APEX’s orbital motion. Attitude model verification still needs to be performed as of this
time.
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(a) Comparison (b) Difference
Figure 16. 10 N Thrust Maneuver Comparison and Difference for Semimajor Axis
(a) Comparison (b) Difference
Figure 17. 10 N Thrust Maneuver Comparison and Difference for Eccentricity
(a) Comparison (b) Difference
Figure 18. 10 N Thrust Maneuver Comparison and Difference for Inclination
75
(a) Comparison (b) Difference
Figure 19. 10 N Thrust Maneuver Comparison and Difference for Right Ascension of
Ascending Node
(a) Comparison (b) Difference
Figure 20. 10 N Thrust Maneuver Comparison and Difference for Argument of Periapsis
(a) Comparison (b) Difference
Figure 21. 10 N Thrust Maneuver Comparison and Difference for True Anomaly
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(a) Comparison (b) Difference
Figure 22. 10 N Thrust Maneuver Comparison and Difference for Argument of Latitude
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