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Cover conjecture . 3 2 $C_{n,FB},\cdot(P)$
. 4 3 $R_{\tilde{Z}}^{(n)}=\alpha R_{Z_{1}}^{(n)}$ $+\beta R_{Z_{2}}^{(n)}$
$\tilde{Z}$
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Cover and Pombra[5] .
Proposition 1(Cover and Pombra [5]) $\epsilon>0$ $n=1,2,$ $\ldots$
$n$
$2^{n(C\prime n.FB,Z(P)-\epsilon)}$ $narrow\infty$ $Pe^{(n)}arrow 0$







$0<r_{1}\leq r_{2}\leq\cdots\leq r_{n}$ $R_{Z}^{(n)}$ $k(\leq n)$ $nP+r_{1}+r_{2}+\cdots+r_{k}>$
$kr_{k}$ .
$C_{n,FB,Z}(P)$






Theorem 1 (Cover-Pombra [5])
$C_{n,FB,Z}(P) \leq\min\{2C_{n,Z}(P), C_{n,Z}(P)+\frac{1}{2}\mathrm{l}\circ \mathrm{g}2\}$ .
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Theorem 2 (Chen-Yanagi [1])
$C_{n},z(2P) \leq\min\{2C_{n},z(P), C_{n,Z}(P)+\frac{1}{2}\log 2\}$.
Theorem 3 (Chen-Yanagi [1])
$C_{2,FB,Z}(P)\leq C_{2,Z}(2P)$ .
3 2
Definition 1 $\alpha,$ $\beta\geq 0(\alpha+\beta=1)$ $Z_{1},$ $Z_{2}$
$R_{\tilde{Z}}=\alpha R_{Z_{1}}+\beta R_{Z_{2}}$ . $\tilde{Z}$
.
2
$C_{n,FB,\tilde{Z}}(P)\leq\alpha C_{n,FB,Z_{1}}(P)+\beta C_{n,FB,Z_{2}}(P)$ ?
.
Theorem 4 (Yanagi-Chen-Yu [16])
$C_{n,\tilde{Z}}(P)\leq\alpha C_{n,Z_{1}}(P)+\beta C_{n,Z_{2}}(P)$.
Theorem 5 (Yanagi-Chen-Yu [16]) $P=\alpha P_{1}+\beta P_{2}$ $P_{1},$ $P_{2}\geq 0$
$C_{n,FB,\tilde{Z}}(P)\leq\alpha C_{n,FB,Z_{1}}(P_{1})+\beta C_{n,FB,Z_{2}}(P_{2})$ .
.
Theorem 6(Yanagi-Chen-Yu [16]) (a) (b)
2 .
(a) $R_{Z_{1}}$ $n$ $n$ $R_{Z_{2}}$ .
(b) $\tilde{Z}$ . $R_{\tilde{Z}}$ .
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4 3
3 $P_{1},$ $P_{2}\geq 0$ $\alpha,$ $\beta\geq 0(\alpha+\beta=1)$
$\alpha C_{n,FB,Z_{1}}(P_{1})+\beta C_{n,FB,Z_{2}}(P_{2})$
$\leq C_{n,FB,\tilde{Z}}(\alpha P_{1}+\beta P_{2})+\frac{1}{2n}\log\frac{|R_{\tilde{Z}}|}{|R_{Z_{1}}|^{\alpha}|R_{Z_{2}}|^{\beta}}$ ?
.
Theorem 7(Chen-Yanagi [3]) $Z_{1}=Z_{2}$ . $C_{n,FB,Z}(\cdot)$
.
$\alpha C_{n,FB,Z}(P_{1})+\beta C_{n.,FB,Z}(P_{2})\leq C_{n,FB,Z}(\alpha P_{1}+\beta P_{2})$ .
Theorem 8(Yanagi-Yu-Chao [17]) $P_{1}=P_{2}$ .
$\alpha C_{n,FB,Z_{1}}.(P)+\beta C_{n,FB,Z_{2}}(P)\leq C_{n,FB,\tilde{Z}}(P)+\frac{1}{2n}\log\frac{|R_{\tilde{Z}}|}{|R_{Z_{1}}|^{\alpha}|R_{Z_{2}}|^{\beta}}$ .
Theorem 9(Yanagi-Yu-Chao [17])
$\alpha C_{n,FB,Z_{1}}(P_{1})+\beta C_{n,Z_{2}}(P_{2})\leq C_{n,FB,\tilde{Z}}(\alpha P_{1}+\beta P_{2}^{\cdot})+\frac{1}{2n}\log\frac{|R_{\tilde{Z}}|}{|R_{Z_{1}}|^{\alpha}|R_{Z_{2}}|^{\beta}}$ .
Theorem 10 (Yanagi-Yu-Chao [17])
$\alpha C_{n,FB,Z_{1}}(P_{1})+\beta C_{n,FB,Z_{2}}(P_{2})\leq C_{n,\tilde{Z}}(\alpha P_{1}+\beta P_{2})+\frac{1}{2}\log 2+\frac{1}{2n}\log\frac{|R_{\tilde{Z}}|}{|R_{Z_{1}}|^{\alpha}|R_{Z_{2}}|^{\beta}}$.
Theorem 11 (Yanagi-Yu-Chao [17])
$\alpha C_{n,FB,Z_{1}}(P_{1})+\beta C_{n,FB,Z_{2}}(P_{2})\leq 2C_{n,FB,\tilde{Z}}(\alpha P_{1}+\beta P_{2})+\frac{1}{2n}\log\frac{|R_{\tilde{Z}}|}{|R_{Z_{1}}|^{\alpha}|R_{Z_{2}}|^{\beta}}$ .
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5
Proof of Theorem 10. Since $Rs.\cdot+z_{:}\leq 2(Rs_{:}+R_{z_{:}})(i=1,2)$ , we have the
following.
$\alpha R_{S_{1}+Z_{1}}+\beta R_{S_{2}+Z_{2}}$ $\leq$ $2\alpha(R_{S_{1}}+R_{Z_{1}})+2\beta(R_{S_{2}}+R_{Z_{2}})$
$=2(\alpha R_{S_{1}}+\beta R_{S_{2}}+\alpha R_{Z_{1}}+\beta R_{Z_{2}})$ .
Then





$\leq$ $\frac{1}{2n}\log\frac{|R_{\tilde{S}}+R_{\tilde{Z}}|}{|R_{\tilde{Z}}|}+\frac{1}{2}\log 2+\frac{1}{2n}\log\frac{|R_{\tilde{Z}}|}{|R_{Z_{1}}|^{\alpha}|R_{Z_{2}}|^{\beta}}$ .
Therefore
$\alpha C_{n,FB,Z_{1}}(P_{1})+\beta C_{n,FB,Z_{2}}(P_{2})$
$\leq$ $C_{n,\tilde{Z}}( \alpha P_{1}+\beta P_{2})+\frac{1}{2}\log 2+\frac{1}{2n}\log\frac{|R_{\overline{Z}}|}{|R_{Z_{1}}|^{\alpha}|R_{Z_{2}}|^{\beta}}$.
$\square$
Proof of Theorem 11. Since
$R_{S_{1}Z_{1}}=R_{S_{1}}^{1/2}VR_{Z_{1}}^{1/2}$
$R_{S_{2}Z_{2}}=R_{S_{2}}^{1/2}WR_{Z_{2}}^{1/2}$ ,
we have the following.
$\alpha R_{S_{1}+Z_{1}}+\beta R_{S_{2}+Z_{2}}$
$=$ $\alpha Rs_{1}+\beta Rs_{2}+\alpha Rz_{1}+\beta Rz_{2}+\alpha Rs_{1}z_{1}+\beta Rs_{2}z_{2}+\alpha Rz_{1}s_{1}+\beta Rz_{2}s_{2}$
$=$ $R_{\overline{S}}+R_{\overline{Z}}+\alpha R_{S_{1}}^{1/2}VR_{Z_{1}}^{1/2}+\beta R_{S_{2}}^{1/2}WR_{Z_{2}}^{1/2}+\alpha R_{Z_{1}}^{1/2}V^{t}R_{S_{1}}^{1/2}+\beta R_{Z_{2}}^{1/2}W^{t}R_{S_{2}}^{1/2}$
$=$ $R_{\overline{S}}+R_{\tilde{Z}}+(\alpha Rs_{1})^{1/2}V(\alpha Rz_{1})^{1/2}+(\beta Rs_{2})^{1/2}W(\beta Rz_{2})^{1/2}$
$+(\alpha Rz_{1})^{1/2}V^{t}(\alpha Rs_{1})^{1/2}+(\beta Rz_{2})^{1/2}W^{t}(\beta Rs_{2})^{1/2}$.
104
It follows from $\alpha Rs_{1}\leq R_{\tilde{S}}$ that
$(\alpha R_{S_{1}})^{1/2}=R_{\tilde{S}}^{1/2}L$ , $|\lfloor L||\leq 1$ .
Similarly,
$(\beta R_{S_{2}})^{1/2}=R_{\tilde{S}}^{1/2}M$ , $||M||\leq 1$ ,
$(\alpha R_{Z_{1}})^{1/2}=R_{\tilde{Z}}^{1/2}T$, $||T||\leq 1$ ,
























$\leq$ $2C_{n,FB,\tilde{Z}}( \alpha P_{1}+\beta P_{2})+\frac{1}{2n}\log\frac{|R_{\overline{Z}}|}{|R_{Z_{1}}|^{\alpha}|R_{Z_{2}}|^{\beta}}$ .
3 .
4 $P_{1},$ $P_{2}\geq 0$ $\alpha,\beta\geq 0(\alpha+\beta=1)$
$\alpha C_{n,FB,Z_{1}}(P_{1})+\beta C_{n,FB,Z_{2}}(P_{2})$
$\leq 2C_{n,\tilde{Z}}(\alpha P_{1}+\beta P_{2})+\frac{1}{2n}\log\frac{|R_{\overline{Z}}|}{|R_{Z_{1}}|^{\alpha}|R_{Z_{2}}|^{\beta}}$ ?
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