Symmetric and self-adjoint Toeplitz operators on multiply connected plane domains  by Pincus, Joel & Xia, Jingbo
JOURNAL OF FUNCTIONAL ANALYSIS 59, 397444 (1984) 
Symmetric and Self-Adjoint Toeplitz Operators 
on Multiply Connected Plane Domains 
JOEL PINCUS* AND JINGBO XIA 
Mathematics Department, State University of New York at Stony Brook, 
Stony Brook, New York I 1794 
Communicated by C. Foias 
Received November 11, 1982 
I. INTRODUCTION 
Let D be a bounded plane domain with boundary consisting of the union 
of n + 1 analytic nonself-intersecting Jordan curves To U . . . U r,. We take 
r, to be the outer boundary, and we denote the interior of To by D, and the 
exterior of Ti by Di. 
Let o be harmonic measure for D relative to a fixed point c E D. Set 
H’(D) equal to the closure in L’(r, o) of the set A of continuous functions 
on r with analytic extensions into D. Denote the orthogonal projection from 
L*(I’, W) onto H*(D) by P. 
For a, a real valued element of Lm(I, w), we form the Toeplitz’operator 
T, = PM, on H*(D). Where M,x = rpx for x E L *(I, w). 
This paper will study spectral properties of T, and especially the 
relationship between these Toeplitz operators and the pair {T, @ I, M,} on 
P(r, 0). 
The starting point of our investigation is the fact that [I”, @ I, M,] E C, . 
Thus the following result, for which a constructive proof in terms of symbols 
is given in [ 11, is applicable. 
THEOREM A (Carey and Pincus). If N = x, + ix, is a bounded normal 
operator, and Y is a bounded self-adjoint operator with [N, Y] in trace class. 
Then trace [F(xl , x2, Y), H(x, , x2, Y)] = [G](dF A dH), where the current 
[G] = (SF’ L Z) A ng. Z is an X2 measurable and (SF*, 2) rectiJiable subset 
of R3, n is an Z2L C summable 2-vector field which is X2 almost 
everywhere simple and is such that the tangent space tan’*’ (o?‘* L Z, x) is 
associated with n(x). We can take ]] n(x)]] = 1 a.e. with respect to 3” L Z, 
two dimensional Hausdorf measure in R 3 restricted to Z, and the principal 
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function, g, is X2 L Z summable. Furthermore, this can be done so that 
c c a(N) x u(y). 
The functional calculus is essentially the same as that introduced in Carey 
and Pincus [2], but is now for three self-adjoint operators. 
The depth of this theorem lies in the fact that the condition [N, Y] E C, is 
enough to imply the rectifiability of Z. (No assumptions need be made about 
the spectrum of the normal operator N.) For our Toeplitz application 
simplifications occur since N is the position operator on L 2(r, w); a(N) = r; 
and Z is a subset of the “cylinder” r X R. The principal current is quite 
simple and just integrates two-forms with respect to surface measure and the 
natural orienting vector field of the cylinder (the outer piece TO x R has inner 
normal orientation) with a weight given by the principal function g. 
The current does not depend upon the choice of the base point < in the 
harmonic measure, and the principal function is explicitly calculated. It is an 
equivalence class of functions with a version given by: For (7, v) E o(N) x R 
we have 
g(7, v> =1 for 1 < v < q(7), 
g(7, v) = - 1 for q(7) < v < 1, 
g(7, v> = 0 all other cases. 
For real rp in L”O(T, w) we show in Section III that the essential discon- 
tinuity set of the principal function on r x R gives the joint essential 
spectrum of {M,, TV @ 1 }. 
This result is closely related to the following general index result of Carey 
and Pincus [ 1 ] which is stated here to orient the reader. 
THEOREM B. Suppose that the spectral multiplicity functions for the 
absolutely continuous parts of x, , x2, and Y are all Lebesgue summable. 
Then [G] is a normal current, and g is integer valued. 
Furthermore, if F is an operator given by the functional calculus from a 
smooth function which does not vanish on the joint essential spectrum of 
‘?l(N, Y)/K then 
Index F = [i?G] 
Here, Q is an Z’ measurable and (Z’, 1) rectifiable subset of the support 
of [8G], r is an 3’ LQ summable l-vector field which is simple with 
]]q(x)]] a positive integer and tan”‘(~Z’ L Q, x) is associated with q(x). 
Furthermore, aG = (R’ L f2) A r. 
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The natural decomposition of the principal current [G] into pieces 
supported on Ti x R corresponds to a decomposition of the C*-algebra 
2qT,OUM,}. 
By the Caratheodory version of the Riemann mapping theorem, there is a 
homeomorphism Iii from the unit disk d onto DiUTi which gives a 
conformal equivalence between A and Di. 
If v, E L”(T, w) we can define vi = q 0 rri in L”O(aA, p) with p being 
normalized Lebesgue measure on the unit circle. 
B. Abrahamse proved the following result in his 1971 thesis [3]. 
THEOREM. Let I”(HF) be the C*-algebra generated by {T,: q E 
Lm(r, co)}. Let F(Hi) be the C*-algebra of operators on Hi generated by 
(T,: (oE L’(aA,,u)}. There is a *-isometric isomorphism between the 
commutative quotient algebra g(Hi)/Kr and @YE, g(HA,)IKDi which takes 
the coset [T,] = T, + compacts to the sum of the cosets [ TVi] = T,, + 
compacts. 
But we need a stronger esult. Let Ai be the subalgebra of C(T) consisting 
of analytic functions on Di with continuous extension to Ti. Let xi be the 
characteristic function of Ti. Define Hf to be the L2(T, o) closure of xiAi. 
Let Qi be the orthogonal projection Qi: L2(r, w) -+ Hf and let 
Ji : Hf + L’(T, o) be the injection operator. Define Pi in i”(L2(T, co)) to be 
Ji Qi . Define Tk = P,M, Pi. 
We will prove the following fact. 
THEOREM. T, @ 0 - @YE 0 (T’, @ 0) is a trace class operator and 
Ii T,@O- 6 (TLOO) <constant ~~~~~~~~~~~~~ i=O II 1 
where II 11, is the trace norm on L,(T, o) and the constant only depends on IY 
This estimate leads to an immediate decomposition of the principal current 
[G] into a sum of currents [Gil with disjoint supports corresponding to 
cylinders erected on the bases Ti, and gives the spectral multiplicity of T,,,,. 
It is also the starting point for our investigation of unbounded symmetric 
Toeplitz operators with symbols o in L’(T, w). For such operators we extend 
in Section IV the results about symmetric Toeplitz operators in [4, 51 to the 
multiply connected situation, and we compute deficiency indices. 
In Section V we give a sufficient condition, from the doctoral dissertation 
of the second author, for T,, v, E La(I’, w) to have purely absolutely 
continuous spectrum. 
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We do not explicitly discuss algebras of singular integral operators in this 
paper. But, because we show in Section II.1 that the self-adjoint projector of 
H*(r, o) and the Cauchy projector differ by a trace class operator, our 
results obviously imply index results and trace formula-as in Theorems A, 
B-for the class of singular integral operators produced by replacing the self- 
adjoint projector P by 9, the Cauchy projector. 
We will assume some standard information. It is well known that there is 
an isometric isomorphism f-f * from H’(D) onto H*(aD) such that, for 
ZED, 
Furthermore it is known that harmonic measure transforms by 
composition under a conformal map. We also need the classical relationship 
between harmonic measure, arc length on 30, and the Green’s function Y’ of 
D with pole at c; namely Jdzl = 27r(Z5Y/&z-’ &U(Z). Here n is the interior 
normal to D. It is known that LX?/& > 0 on ~30; and if aD consists of 
analytic curves, then Y is harmonic in a neighborhood of BD. 
We will not need quite so much smoothness. Any condition on aD which 
guarantees that (Z/an)-’ is twice continuous differentiable will suffice for 
all the theorems in this paper. 
We remark, in this connection that D could always be mapped confor- 
mally onto a domain D’ bounded by closed analytic curves, and we 
could-if we wished-then consider the induced current map [G] + [G’] 
corresponding to the (unitarily equivalent) Toeplitz operator on H2(D’) and 
the multiplication by position operator M, on L2(P, 0’). 
We also record here an additional decomposition which will be used in 
Sections III and IV. 
If N denotes the space of finite regular Bore1 measures on r which 
annihilate A +A, then it is known [3] that each measure in N is absolutely 
continuous with respect o o and the dimension of N is n. 
If A, is the subspace of A consisting of those functions whose analytic 
extensions into D vanish at [, and if Hi(r) is the L*(w) closure of A, then 
we have what we will call the “standard” decomposition 
It is also known that there exists a function D analytic and locally 
univalent in IwI < 1 whose range is D and which is invariant under a group 
G of linear fractional maps of the disk onto itself and is such that n(O) = [, 
52’(O) > 0. The pair (I w I < 1, J2) is called the universal covering surface of D 
and G is the group of automorphisms of 8. 
TOEPLITZ OPERATORS ON PLANE DOMAINS 401 
The map f(z) -fGW) is an isometric isomorphism of H’(D) onto the 
subspace of HZ invariant under G. We denote this space by Ha. 
We will refer to this map as the “canonical” unitary transformation. 
Under this canonical map, we have 
where N consists of bounded functions with noninvariant conjugate 
harmonic extensions, and Hi,0 = {u E Hi u(O) = 0). 
If P, is the orthogonal projection from L* to N we will have 
P,x=P,(l -P,)x for xEL~, 
and because Hi c H*, HL,, c i?i we will have 
P&B) = &,,, (’ -rP$(r) ds 
1 ZZ- 
2ni 
(pNx)(r)& 
5.1 T-P 
= Fxtjl) - (FPNX)(u), 
where F is the orthogonal projection from L2(S1) onto HZ. Thus, for 
u E Hi, we have 
caL2IH;= T,..IH~-~~N~vonlH;. 
Thus, &&‘,..I,;= fv on Hi is unitarily equivalent o T, on H2(r, w). 
II 
II. 1. The D@erence between Self-adjoint and Nonself-adjoint Projections 
There is a natural projection from L*(T) onto H*(r), i.e., the Cauchy 
projection .P. For any u E L*(r, w), consider the Cauchy projection, 
(.9(u)(C) = &P . V. 5, 2 dt + + u(C). 
For different harmonic measures, the inner product and the norm of L*(r) 
may be different, but as a set L*(T) does not depend on the harmonic 
measure. It is difficult to give an explicit form for the orthogonal projection 
P from L*(I’, o) to H*(r). But the following result suggest hat P “looks 
like” 9. For simplicity assume now that r consists of analytic curves. 
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THEOREM 11.1. P - 9 is a trace class operator. Furthermore, there 
exists a constant L which only depends on the contour P such that for any 
a, E L”O(I’, w), M,(P - 9) and (P - %P) M, are trace class operators and 
Proof It is easy to see P and .9 satisfy the following relations: 
.PP = P, P.9 = 9, P=PY”, .y* = p*p s . 
so 
(P-.P)M,=P(<Y*-.P)M,, 
M,(P-9)=M,(P-9*)+M,(9*-P) 
= [P(9* -Y)M,]“- [(<V*-.,qM,j*. 
We require two elementary facts. 
LEMMA 11.2. Let K(t, A) E P(rx I) and define the operator 
on L ’ (I’, CJJ). Then for any v, E L m (T, o), KM, is a trace class operator and 
there exists L > 0 such that 
ProojI Let 
Kj(r, 2) = XrJA) K(r, A), j = 0, 1,. .., n, 
and let 
then it suffices to prove that K,M, is a trace class operator and 
IlKjMqIl1 <L (I~lf~*~j=%-~n. 
Fix Aj E rj. Let ~~(a, A) be the characteristic function of the positive arc 
between Aj and ,J on rj. We use a/an to denote the tangential derivative on 
rj. Then 
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Define the operators 
and the function 
Then, as operators 
Hence 
k,(T) E Kj(Z, lj) E L2(r> w)* 
Kj=K,Xj+ l@kj. 
KjMv = (K;)(XjM,) + u, @ kj. 
Since Xj(r, A) E L”(T x r), we have 
Obviously, K; is a Hilbert-Schmidt operator. Hence KjM, E C, and 
LEMMA 11.3. .P* - .P can be represented as an integral operator with 
C” kernel on r x IY 
Proof: Since harmonic measure is equivalent to the arc length measure, 
the principal value integral is a bounded operator on L*(T, W) and we denote 
this operator by PV. As linear operators the principal value integral and the 
Cauchy projection are related by the formula 
.P=$+PV, 9” =+z+ PV”. 
Therefore, 9 - .P* = PV - PV *. Hence it suffices to show that PV - PV* 
is an integral operator with C” kernel. 
r=r,v . . . u r,, consists of Jordan curves. Hence, there exists a smooth 
embedding 
aj : [o, fi4(rj)] + c 
so that Ia,f(t)I E 1 and aj[O, M(Tj)] = rj, j = O,..., n, where M is the arc 
length measure. 
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For any u E Cm(r), we have 
= lim 0,24(A) 
n+* 
for all A, 
where 
with A, = R\[-( l/n), (l/n)]. Then 
Since dM(7)/do = s(7) for s(7) = 2n(8p/L?t). Note that s is C” on r. Set 
Similarly, if u E C”, {/IQ,* ullco} is bounded and therefore, 
(24, PV”v) = (PV 24, u) = hif (Q,u, v) 
= lim (24, Qzv). 
n+m 
So for u, v E C”O, 
((PV - PV*) 24,~) = lim (.Q,u - a,* 24 v), n+m 
that is, 
n,u(n)-n:u(~)=~l,xd,(lr-iI) 
[ 
P(7) s(7) _ lT(n) 42) 
7-A Z-1 1 u(7) dw(7) 
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Hence IIQnuII, is bounded by the supremum norm of u and u’, where by U’ 
we mean the tangential derivative. 
By the Lebesgue dominated convergence theorem, we conclude that 
for any u E Coo(r) and u E L*(r, 0). 
On the other hand, by the parametrization aj, we have 
dt =/3,(t) dM(z) on rj, 
where /l,(z) = ail(t), if t = aj(t). Let /3(r) = pj(r), where r E l-j. We will 
redefine the function 
K(T, A) = 
L 
P(r) S(T) Pm 0) -~ 
t-A r-X Ii 2ni 
on the diagonal so that it is a C” function on r x IY Then for U, v E C”, 
((PV 24 - pv* U), u) 
= li K(z, A) u(t) dw(t) v(l) do(l). r r 
Since C” is dense in L’(I’, w), the above equation holds for any u, 
v E L*(I’, o) and therefore K(r, A) is the kernel of PV - PV*. For r # A, 
The first term can be naturally extended to the diagonal since s is smooth. 
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Now, fix A E rj and let ai = A and aj(f) = t. By definition, P(r) = a;(t) 
and /?(A) = a;(s). C onsider the Taylor expansion of aj: 
(1) ai = aj(s) + aj’(s)(t - s) + iaj(s)(t - s)’ + p(f, s)(t - s)3, 
(2) aj(s) = ai + ai(t)(s - t) + $a/(t)(s - t)’ + ~(t, s)(s - t)3, where 
p,, I,YEC”O and q(t,s), v(t,s)+O as It--sl+O. 
BY (11, 
aj(t) - aj(s) = aj’(s)(t - s) 
I 
1 + - ; f$ (t - s) t (t - s)‘$9(t, s)] . 
J 
Hence 
iv”> a;(s) 1 
L 
ajYs> -1 
-- - f 1 -=- - - t-s a;(t) a;(s) I 1 + 2 a;(s) (t-s)t(t-s)*~(t,s) 1 . 
By the identity 
1 a2 - b(1 - a) 
1tatb 
=1-a+ I+atb > 
we have 
$+=++[I-gg) (t-s)t(l-S)2B,(l-s)~, 
where q~, E C”. Hence 
(3) &L)/f- ;i = l/(t - s) - f(aj”(s)/aj’(s)) + (t - s) @-,(t - s). 
By (2), we can similarly derive 
(4) P(T)/T - A = l/(t - s) t j(ay(t)/aj(t)) t (t - s) y,(t - s). 
From (3), (4), it follows that 
with some @ E C”. So if K(r, A) is defined to be 
aj(t) = t, 
on the diagonal, then K E Cm(r X r). This completes the proof. 
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11.2. The Decomposition Theorem 
Suppose that 
K(7> z, = I K,(7, t> K*(t, z> do(t) + t h(7) gj(z)T r j=O 
where K, , K, E Lm(T x r) and &, gj E L”(T), j = 0 ,..., n. Let (Kf)(7) = 
J-,47, z>f(z> d w z ( > on L*(T). Then for any v, E L 2(r), KM, and M, K are 
trace class operators. For 
KC79 z) v(z) = j K,(T t>IK& z> co(z)1 d4t) 
r 
+ 2 fiC7) gjtz) rPtz>, 
j=O 
~47) KC73 z) = j kd4 K,(73 t>l K& z) do(t) 
r 
+ 2 cP(7)fj(r>gj(z>, 
j=O 
and q(7) K,(z, t), K2(t, z> VP(Z) E L*(T X r>, and V(Z) Sj(Z>, d7)&(7> E L*(T); 
and 
IIKM+ll, < lIK1II2 lIK,ll, IlK2vll2 G llK1ll2 IlK2t.3 *)Ilmlivll~~~ 
where 
Hence there exists a constant C independent of q such that 
IWKII, G CIldL~~ IlK~,l/, G C lldl~ 
Let xi be the characteristic function of Ti. Regarded as an operator on 
L2(C o), 
TX, Tvxj 0 0 = PM,,PM,,P 
= PM,((P - 9) M,,P f PM,9M,,P 
= PMxIP(9* - ,9) M,,P + P[Mxi9 - .PM,] M,P, 
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since M#,, = 0. MI,9 - 9MXi is a trace class operator with C” kernel 
Hence there exists a C > 0 such that 
Taking the adjoint, we see that 
Therefore, 
= T& Txj +c CTxiTvx, + T&,Txi - T,jL,T,) 
izi 
and 
II Tqxj- TxjT,,TxjIl, G 2nC Il~ll~ 
Let Yi be the L* closure of A i and let Hf be the L*-closure of xiAi. We 
denote the projection onto Hf by Pi (considered as an operator on L*(T, w)) 
and the projection onto Yi by Pyi (considered as an operator on L'(T, w)). 
TqOO== 2 TxjTJxjOOtK, 
j=O 
where K, E C, and llK:,lll < C, 11~11~~. 
Tx,T,TxjO 0 =PM,PM,PM,P 
for any f E Yi, 
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for z E exterior (interior) Di if i # 0 (i = 0). If j # i, then 
PMxjPPyiM, = PM,PyiM, = PMo(Py, - 4.) M, + PM,$MM, 
= PM,P,.$Y,T - 3$ M, + PMxi~.M,, 
where 
because Pyi = PyiYT and Pyi.z = cq. Mxi3 can be regarded as an operator 
on Hf and 
is a trace class operator on L2(Ti, uILi) with C” kernel since 9: - cq and 
[Mxi,.P] are in trace class. Also, 
PMxjPyi(9’: - 9) M, = 1 PMxjP,I(9”” M, - M,$) M, 
k#i 
Hence for i +j, 
IIPM,PPyiM,II, < const. IIdIL2. 
On the other hand, 
PM,PPyjM, = PM,PyjM, = P(Mxj - 1) P,,M, + PyjM, 
= P(Mxj - 1 )(Py, - q) M, + P(M, - 1) TM, + P,/M, 
= P(Mx, - 1) PYI(TT - 3) Mq + P 1 (-MaTj) M, + PyjMrp 
k#ti 
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Thus, 
Hence 
IIPM,PPs~M, - 6ijpyjMqll* G const. IlVlL~~ 
M, PyiPM, = M,(P,? - <Pi”) M, + M, cP,* Mx, 
= M,($ - 9)) PsiM, f M,.9; M, 
M, P,,PMxj = M, Py,(Mxj - I) + M, Pyj 
= M,(P,,-.Y,T)(M,- 1) + M,.YT(M,- I) + M,Pyj. 
so 
MaPYiP,., = M,(Pyi - 3;) Pyi + M,sT”i” P,, 
= M,($ - 9;) P,,P,, + M,(Ti” - 3$ P,, + M,.qP,, 
= M&q - 97) PygPyj + M&P,* - cq) Pyj 
+ Mo..q(PYj- ,Yj*) + M,.?<Tj+ 
= M,(tc - Yj(o Py;Py, + M,(\?T - .q) Pyi 
+ M,,F$(.$ - ~9:) Pyj + M,.$.YF . 
But, 2$9j = 0 and 3,$* = .5$MxicY~, and Mxi,Yr = ($MM,)* = 0, 
M,PyiPyj = M,(.$ - .Y”i*)(P,s, - 1) Py.j. 
Therefore, M, PyiP,, E C, and 
lIM*pY,ps,lII G const. ll(DlIL~~ 
Similarly, 
psi = 2: M,P,,iP,, I 
j+i 
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Let PO = Y,,..., pm = Y, 0 [Y, n (Tot -.a t em_,)], pmc Y,. And 
H*(I’, w) = 5 t -.. + Y, = p,, t ... t ym. Let 9’,..., 3”” be the projections 
onto yo,..., Y,, respectively, corresponding to the decomposition. Then 
Pyj,Yj = 9”j and 
Hence 
Thus, 
and 
Txi T, Txj 0 0 = PM,/PM, PM,P 
=PMxj 
( 
P- i PYk 
k=O 
+ pM,,pyjM, PM,/P. 
Hence, II TxjT, Txj - Py,MwPYjIll < cona. llvllL2; 
f'if'yjMv = Pi(Pyj - MxjPy/) Mq + PiMxjPyjMw 
= Pi(Pyj - MxjPyJ M, t aijJ'y,Mq. 
From these calculations we conclude that 
hence 
580/59/3-2 
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and 
M, P,jPj = Ma(Pyj - 97) Pj + M,yFPj 
= M,(Yj - 97) PyjPj + M,(YjX - 3) Pj + M,yjPjy 
M,~Pj=M,(~-Pj)PjtM,Pj. 
For any f E xiAj, 
Let 
Then K E C, and JjK(I, < const. I((pllL2, 
M,(,Yj - Pj) Pj = KP,, 
SO M,(Tj - Pj) Pi E C, and \\M,(YjPj) Pill, < const. )\(pJJLI, 
IIMqPyjPj -M,Pjll, < const. lldlL** 
Hence 
IlM,f’i - M,P,iJI1 < const. Il(~1L.z~ 
Now we can conclude that 
T,@O- =f PjM,P,/EC, 
.j=o 
and 
II T,@O- t PjM,Pj 0 f conk (1 rp lIL2. j=O 1 
PjMwPj = TL, so we have derived the following theorem. 
THEOREM 11.4. T,@O-(p,@O)@... @ (T$ @ 0) is a trace class 
operator and 
(IT, 0 0 - (c @ 0)O -.. 0 (Tz 0 0)111 < const. II(PL 
where II . II 1 is the trace norm and the constant depends only on the contour r. 
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11.3. Construction of the Principal Current 
The proof of Theorem A in [ 1 ] is a direct construction in terms of 
symbols, together with certain estimates which connect rectifiability and the 
trace hypothesis. The simplicity of the present geometry makes the estimates 
unnecessary, and for convenience, we will outline the construction as given 
in [l]. 
The proof is based on results presented in [lo]. Let X, Y, and A be 
bounded self-adjoint operators on a Hilbert space H. Assume that the 
commutator [X, Y] = 0, and that [X, A ] and [Y, A ] are in trace class. 
Consider the bilinear functional tr [F(X, Y, A), H(X, Y, A)], where F and H 
are in a suitable space of smooth functions i$? defined in [lo]. We will let X 
and Y denote M, and M, multiplication by the real and imaginary parts of 
the coordinate z on H. A is r, @ 1 on L*(r, w) = H’(D) 0 [H’(D)]1; a 
Toeplitz operator defined by a real symbol $. 
We form a direct integral diagonalizing space for IV,, 
H= 
i 
0 H,44), 
u(M,) 
where ,D is a spectral measure for X. Since [M,, MY] = 0, we can set 
(Yf)(n) = Y(n)f(A), wheref(2) E HA and fE H. 
If T is any operator with [A, T] in C,(H), it was proved in [2] that the 
strong limits S + (A ; T) = s-lim eita Te-lfA P,,(A) exist, that ,!?+(A, TS) = 
S, (A; 7) S, (A; S), and that the kernels of these symbols contain the 
compact operators. 
Since the operators ,S,(X,A) are in the commutant of X, these operators 
can be decomposed in the direct integral representation of X, as above. Thus, 
we may write (S, (X, A)f)(A) = S, (X; A)(l)f(n), where S, (X; A)(A) are 
bounded operators on the spaces HA of the direct integral representation 
above. 
Since [S,(X,A), Y] = 0, we can also conclude that S,(X, A)(A) 
commutes with Y(i). Now let c@) denote an eigenvalue of Y(A), with FA,a(Aj 
denoting the projector to the corresponding eigenspace in HA. This 
eigenspace is invariant under the actions of the symbols S, (X, A)(J). 
It was proved in earlier work of Carey-Pincus that S+(X; A)(1) - 
S-(X; A)(1) is in C,(H,). Thus, as observed in [lo], there exists a phase 
shift for the perturbation problem 
for almost all L. We will denote this function by r(3L, a(1), .). 
In exactly the same way, we can decompose the Hilbert space into a direct 
diagonalizing integral for fi namely H = joey) @ K, dv([). Then X = 
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j”@ X(c) dv(c), and S,(Y;A) = (0 S,(Y;A)([) dv(z). Then for each p(c) in 
the point spectrum of X(r), we let E,,,,,, be the projection from K, to the 
eigenspace associated with p(C). 
The phase shift constructed in [lo] for the perturbation problem 
S-(Y;A)(C)E,,,,,,-t S-(Y;A)(C)E,o,,s is denoted by W(C), L e>. 
With 
J,,(F, H) = cYF/ax aH/k% - aHfax cYF/Lb 
and 
a theorem of [lo] gives the formula 
trace[F(X, Y, A), H(Z Y, A) 1 
i 
=- 7‘ 
2?t a(A)E;ww 
J,,(F, H)(& a(L), v) r(L, a(A), v) d2 dv 
The idea is simply that this rather complicated expression has a canonical 
meaning, and this is what is shown in general in [ 11. Here it is easily seen 
that a(A) and p(c) g ive a local parameterization of the boundary curves. 
We decompose r into a disjoint union of curves A, U A, U ..e U A, such 
that both coordinate functions x and y are one to one on each Aj. Then we 
let xj = xlAj, yj = ylAj and it can easily be seen that 
/c- 
dr j I*~ 27l R x(Aj) J,,(F, H)(L, yj 0 Xi ‘(A), v) r(L, yj 0 Xl’ ‘(A), v> dA dv 
+ 
II 
J,,(F, H)(xj 0 y,’ ‘(C)y L v> h(xj 0 Yj ‘(C)y (3 v) di dv * 
R x(A$ 
We take counterclockwise orientation for r, and denote the positive 
tangential derivative on r by a/at. Let 
A+ = (z: c?X/&(z) > 0}, A- = {z: aXl&(z) < O} 
while 
.z+ = {z: aY/ar(z) > O}, z- = {z: aupqz> < 0). 
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It is quite easy to see that the invariance principle of Birman and Kato 
implies that 
and 
where xE denotes the operator of multiplication by the characteristic function 
of E. 
This is really the only new fact beyond [ 11 that we need for the explicit 
calculation here. We can see the essentials most easily by simply doing the 
calculation on the unit circle, and we will imagine now that we have this 
simpler situation. 
We could have certainly reduced the calculation to the case where r 
consists of a single contour, for 
T,=(p,O 1)t -t(T”,@l)tK for K E C,(H). 
Then we could take the Riemann mapping ~7, of the unit disk to the exterior 
(interior) of rkr and note that a unitary map from L2 (r,, o irk) to L, (S ’ ) 
is induced by rrk. 
We break up the unit circle into a disjoint union of curves on which the 
position functions x and y give homeomorphisms to real intervals, and we 
can take A in one of these intervals and there is a unique r on the unit circle 
such that r = x(1). Then define a&) = y(r). This gives a local 
parameterization of the circle (or of r,) in the form A + iak(lz), and a&) is 
an eigenvalue for M,(A) (the representation of the Y operator in the direct 
integral space for X). 
Now let S, be the real part of the bilateral shift, S. We form the symbols 
corresponding to a symbol perturbation problem on the unit disk: S _ (S, ; 
Ti @ I)+ S+(S,; Ti @ l), and we calculate the corresponding phase shift 
by a map to the interval [O, 2~1. Take, on S’, the circle, v(t) = arg(t), and let 
M,, denote the multiplication operator on L ‘(S’) obtained by multiplying 
by v. 
Then 
S*(M,; Tk,) = slim S”‘TiS-“’ 
I?+03 
Thus, if e,(r) = r’ on S’ we have for m large enough that SPme, E Hz’. Thus 
S”(T”, @ 1) S” e, = S” e,-,, and S+(M,; T”, @ 1) = 1. On the other hand 
if we take #k=CCjkej, and we note that (Tit l)e,P,=TiS-mel for 
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sufficiently large m < 0, we must have ,!_ (M, ; T”, @ 1) = Mmk, multi- 
plication by q5k. 
Now, if u E C’(O,2n), we have that M, oy has absolutely continuous 
spectrum, and we can use the invariance principle to get S,(M, TV ;
Tt @ 1)= S,(M,; T”, @ l)EA+ + S&M,; T”, 0 l)E,-, where E,+ are the 
spectral projections of the multiplication operator M, corresponding to the 
sets 
A +(-) = {A: u’(A) > (<) 0). 
We think of A, as carrying the orientation produced by the Riemann map 
from S’, and think of x on A, as arising from a composite map from the 
circle. 
Since the perturbation problems of the symbols are one dimensional, we 
see at once that 
while 
where r(3, t i[, v) = r(k <, v), I@. t iL v) = h(A, C, v), and xa =x[~,~~ 
It is immediate now that 
i =- - 
II 27I RI- 
(dF A dH, G) dM(v) dr, 
where G(r, V) = g(r, v) d/a7 A a/i%, 
g(7, v) = 1 for 1 < v < 4(7), 
=- 1 for Q(7) < v < 1, 
= 0 all other cases, 
and dM is arc length measure. 
This completes our calculation of the principal current. 
The reader should be aware that we could have calculated the density of 
the principal current in a simpler way. Existence has previously been 
established, and the actual calculation of the principal function g on the 
cylinder can be accomplished in terms of commutative structure (i.e., in 
terms of a local parameter-which could even be taken globally in the 
present simple geometry) using the transformation properties of principal 
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currents established in [ 11. Thus, we could consider an operator function of 
the two generators whose symbol gives a map from the “spectrum” on the 
cylinder to the complex plane, and relate the principal function on the 
cylinder to the ordinary index of this operator. 
III. THE JOINT ESSENTIAL SPECTRUM 
THEOREM III. 1. The joint essential spectrum of (M,, T, @ 1) is the set 
of essential discontinuities of the principal function of this pair. 
Here, we speak of the set of points on the cylinder, where the principal 
function is not approximately continuous relative to surface measure on the 
cylinder. 
This theorem is of some interest because we study a joint essential 
spectrum for a pair of operators with a high rank commutator. Nevertheless, 
the calculation is reduced to the calculation of the joint essential spectra of 
II + 1 unitary pairs having one dimensional range commutators. For such 
pairs the joint essential spectrum has been found (6). It is known how 
Toeplitz operators on H*(d) change when the measure on H*(d) is altered. 
(This is due to Foias.) 
If A, is the set of functions analytic in A and continuous on d, form 
H’(v), then L*(v) is the closure of A, with respect to the finite Bore1 measure 
v on S’. Let P,: L*(v) -+ H*(v) be the orthogonal projector, and define the 
Toeplitz operator P&f,(f) = Tif on H*(v). 
If v G ,u, Lebesgue measure, on S’ and log(dv/&) E L ‘@) there is a 
unitary operator V: H*(v)-+H*(A) such that Tt; = VP’ T, V for all 
BE LyB). 
V is constructed in the following way: There is an outer function fE Hi 
for which If I2 = dv/dp a.e. The map x + fx from L’(v) to L ‘@) is an 
isometry and, because fAd is dense in Hi, is unitary on H2(v). We define 
Vx =fx for x E L*(v). 
Now let Ai be the subalgebra of C(T) composed of functions analytic in 
Di which extend continuously to Di . Let xi be the characteristic function of 
aD, = ri. Recall that Hf is the L*(T, w) closure of xiAi, and that Tk in 
Y(Hf) is the operator QiM,Ji, where Qi: L*(T, w) --) Hf is the orthogonal 
projection and Ji is the injection operator of H-f into L*(T, co). 
Let xi denote a homeomorphism from A onto Di UTi which is a 
conformal equivalence between A and Di. Define vi = rp 0 rci and the Toeplitz 
operators rVi on H*(A). 
We set vi = w 0 r+ on S’ and let Wi:xiL2(T, w) + L*(Vi) be the unitary 
operator W,(X) = x 0 rti. Then Wi(H:) = H2(vi) and we define Ui to be the 
restriction of Wi to Hf. 
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Set Vi to be the operator Y above for v = vi. Then, for all ~1 E L”O(T, w) 
we have 
Vi&T;= TqiViUi. 
But, we observe also that the operator Mzi on L*(S’) given by 
M,iY=7rio Y, YEL2(S’) is unitarily equivalent-under the same unitary 
transformation Vi W,-to multiplication by z on L*(T,, cc)--i.e., M,/L2(r,W,. 
For, we have for x E xr,L*(T, w), Vi WiM, =Afkfni(X 0 7Zi). 
Now, consider the C*-algebra, &(M,, T, 0 l), generated by M, and 
T, @ 1. Suppose q is not constant, then we have 
LEMMA 111.2. s$‘(M,, T, 0 1) is irreducible and contains a nonzero 
compact operator. 
Proof Let H, be a reducing subspace for -“P(M,, T, @ 1). Then since 
the commutant of the algebra of multiplication operators in A consists of 
multiplication operators of the form M, with f in L”O(T, o), we have 
H, =xEL2(T, w) for some Bore1 set E of r since &(M,, T, 0 1) contains 
M, * Obviously, T, _ 1 OOEd(M,,T,@ 1) and (T,-,@O)H,c 
H2(T,o)n~eL2(T,co). But if M(IjE)#O, H*(T,o)fl~~L*(r,o~)= (O), 
since a function in H*(r, w) which vanishes on a set of positive measure 
must vanish identically. 
Hence we have either A=& therefore H,=H*(T,w), or (T,-,@O)H,= 
(0). The latter implies that PH, c ker T,- i, where P is the projection from 
L*(T, w) onto H2(T, w). By Theorem IV.1 1, PH, is a finite dimensional 
subspace of H*(T, o). We prove now this is possible only if o(A) = 0. 
According to the standard decomposition L *(T, o) = H*(I’, o) @ N @ 
Hi(T, w), for every x E xEL2(T, w), there exist f, E H’(r, o), v, E N, 
g, E H#, w) so that 
x=f,+v,+g,. 
But we also have 
x = (f, -f,(C)> + v, + (g, +.7x)>, 
so 
2 = k +L(r>> + v;+ ux -f,(O). 
Hence 
PL*(A, o) 1 {Qx - (x, 1): x E xEL2(T, o)}, 
where Q is the projection from L *(T, w) onto H@, w). Since dim N = n, if 
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w(d) # 0, then one of PL*(d, w), QL*(d, w must be of infinite dimension. ) 
So dim xEL2(T, o) = co if w(d) # 0. This proves the irreducibility. 
We know that [M,, T, @ 1 ] E C, . Hence to prove the second conclusion 
it suffices to show that [M,, TO 0 l] # 0. If it were true that 
[M,, T, @ I] = 0, then T, 0 1 would belong to the cornmutant of M, and 
therefore there would be a v E Lm(T) such that T, @ 1 = I’M*. So 
T m-lOO=Mo-l. For any uEHt(T,o), 
(i,-l)u=(M,p,)u=(T,-,@O)u=O. 
So w - 1 = 0 and w = 1. This is a contradiction and completes the proof. 
By a familiar lemma due to Dixmier, 
COROLLARY 111.3. d(M,, TV @I 1) contains all the compact operators 
on L *(I-, co). 
Thus it makes sense to talk about the joint essential spectrum of the pair 
(M,, T, @ l), as the maximum ideal space of &‘(A4,, T, @ I)/K(L*(I’, w)). 
To explicitly calculate the joint essential spectrum, we need the following 
decomposition of the quotient algebra .&(M,, T, @ 1)/K. 
LEMMA 111.4. ~~(M,,T,O1)/K=O1=,.,~(MZ,T~O1)/Ki, where Ki= 
K(L ‘(ri > w)). 
Proof Since M, E L”P(M,, T, @ l), we have MXi E .Fp(Mz, T, @ 1). 
Therefore Ta@ 1 =M,((T,@ l)M,,+trace class operator E &‘(Mz, T,@ 1). 
Thus we can form the natural inclusion 
which is obviously surjective. Hence 
d(kf,, T,O l)/~= 6 d(M,, T;O l)/~~. 
i=O 
Thus, we can write the maximal ideal space of ycS(M,, To @ 1)/K as a union 
of the maximal ideal spaces of yc4(M,, Ta 0 l)/Ki. But these latter maximal 
ideal spaces can be identified with the maximal ideal spaces of 
M’(Mni, Tvi@ 1) because of the unitary equivalence established above. 
These spaces are easily computed by results in Pincus [5] and Carey and 
Pincus [6]. According to these references, the joint essential spectrum xi of 
Icy”, (Tqi - ol(TQi - 1) 0 I}, where 9 is the bilateral shift on L2(S1) and 
Im I# 0, is the essential discontinuity set of Y(r, a), the characteristic 
function of the positive arc on S’ x S’ from 1 to (pi(r) - o/(rpi(t) - I). Since 
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(Tqi-- I)/(Tqi- I) 0 1 is a function of T,(, we see that the joint essential 
spectrum ~$9, Tvi@ 1) of the pair (9, Tvi 0 1) is ((7, I) E S’ x R: (7, 
(7 - r>m - 0) E Gil. 
Similarly, another change of generator by a smooth map gives us 
u(ni(-i”), Tvi@ ~)={(~~(~),~)E~XRI(~,~)EU(~, T,@ 1)). 
This is exactly the essential discontinuity set of the principal function for 
{M,,T,@l}lyir~gonT~~R. 
IV 
IV.l. The Existence of Weak Limits, and the Corresponding Symmetric 
Operators 
LEMMA IV.l. Let {Ak} be a sequence of bounded self-adjoint operators 
on a Hilbert space H and let {Bk} be a sequence offinite rank operators on 
H such that the weak limit 
R(1) = ylig(Ak -A)-’ 
exists for any II E G\iR, and 
-iw-lim ,uR (ip) = 1 cu E R); u-cc 
and such that rank B, < M and s-lim, loo B, = B. 
Then there exists a nowhere dense countable set S c C\IR such that 
sup{lImAl:A E S} < a3 
and for each ,I E (C\lR)\S, 
exists and 
-iw-lim ,uZZ(ip) = 1. 
L(+m 
Proof We prove the lemma by using induction on the rank of B,. 
Suppose the lemma is true for m-rank operators {Bk}. Let {u,}, {vk} c H 
such that 
!iz 1) uk - u 11 = 0, lim 11 vk - v I/ = 0. --t k-m 
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Then it is easy to see that 
(A,+B,+u,@v,-I)-‘= [l +(Ak+Bk-~)-lUkOVLI(Ak+Bk-~)-l. 
For 3, large enough, we have 
(A,+B,+u,@v,-A)-’ 
= T (-l)“[(A,+B,-~)-‘u,Ov,]*(A,+Bk-~)~’ 
lU=O 
=(Ak+Bk-A)-‘+ 2 (-l)“[((A,+B,--)v,,u,)]“~ 
IT=1 
X(Ak+Bk-~)-‘Uk@vk(‘4k+Bk-~)-‘=(Ak+Bk-~)-’ 
1 
l+ ((A,+B,-yv,,u,) 
(A,+B,-~)~‘u,Ov,(A,+B,-;1)~‘. 
Hence for x, y E H, 
((A,+B,+u,Ov,-~)~‘x,y) 
= ((.4k+Bk-k)-1X,y) 
1 
1 +((A,+B,-A)-‘v,,u,) 
((Ak + B, - W’x, uk) 
x ((Ak + B, -A>- * v,,Y) = g&I). 
Since s-limk+co uk = U, s-limk+oo vk = v, (Ak + B, -A)-’ is uniformly 
bounded for [Im AI large enough, it is easy to see that 
exists and is equal to 
lim ((Ak + B, - A)-‘x,y) - 
1 
k+m 
1 +f(n) k’lz (@k +Bk - n)-‘x, u> 
where 
f(n) = ,Ji”, ((Ak + B, -1)-b, u). 
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Since the lemma is true for (Bk}, we have 
Hence s, = {A(f(A) = -11 is at most a countable subset of C\lR. 
By the induction hypothesis, lim,,, ((A k + B, - A)- ‘x, y) exists and is 
analytic on C\R)\s,, where s, is some countable nowhere dense set. 
Therefore, lim,,, g,+(A) exists for A E (C\lR)\(s, U s,) and obviously the 
limit, the function g(n), is holomorphic on (C\R)\(s, U s,). Let 
and 
.9(A) = w;liz (Ak + B, -A)-‘, 
+ 
,~1(~) = w;liE (Ak + B, t uk @ uk - A)-‘. + 
Then it is easy to see that 
The lemma is proved. 
Let II/ E L* be a real function. Define 
v/k(r) =v(r), Iw(r>l Gk, 
=o otherwise. 
It is shown in [5] that 
exists for all A E C\lF? and 
-iw-lim ,d(ip) = 1. 
Ll+m 
By (31, the subspace N consists of bounded functions. Let {e, ..., e,} be a 
basis of N, then 
PNMak = c (w,e,,> 0 e,. 
j=l 
Hence s-lim k+m PNMBk exists. 
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By the lemma above, it is immediate that 
exists for A E (C\lR)\ s, where s is a countable subset and 
--iw-lim ,&(ip) = 1. 
U’oo (1) 
Since {TO,,} are self-adjoint operators on Hi, 
II(f$,,-~>-‘lI< l/lIm~l. 
Therefore all the singularities of (g(A) x, y) off the real axis are removable. 
In other words, the weak limit 
(2) 
actually exists for any A E C\R. 
By Naimark’s extension theorem, there exists a Hilbert space fi 3 Hi and 
a self-adjoint (possibly unbounded) operator a on fi such that g(A) is the 
compression of (A - 1) ’ to Ha. Let P be the orthogonal projection from fi 
to Hi, then we can define the deficiency operator as in [4; 51: 
N,=~(a-;i)-l(a-n)-‘~--((;i)R(~) 
on Ha. &(A) ker NJ is independent of A. In fact, let x E N,, then 
]](a -A)-‘xl] = ]]R^(A)x]l= ]]lj@ -A)-‘xl] and therefore (a -A))‘x= 
R^(A)xEH~.Lety=(~--A’))ly=(&A))lxEH~impliesthat 
P(a-nl)-‘y=(a-~I)~‘y. 
Hence y E ker N; and 
i(A’)y=F(A -A’)-‘y= (A -A)-‘x=i(A)x. 
We denote by $ the domain R(A) ker NA. 
For any real v, E L2(r, o), the set {u E H*(I’, co): pu E L’(T, o)} is dense 
in H2(r, w). Hence, by the unitary identification, if w = cp 0 rr, the set 
{wEH&ovEL;)=!& 
is also dense in Hi. 
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LEMMA IV.2. a,,~&. 
Proof: Let u E a,,, then v = P,(II/ - A) u E Hi. We show that v E ker NA 
and x(A) v = U. In fact, for any k, 
24 E G0 implies 
v=P,(y/,-~)u+P,(~--wk)u 
= @Ok - 1) u + P,(w - WjJ u; 
Hence 
as k--+ co. This implies that II(1 + (A-~)R^(A))vll =IIvII =[I(1 + (A-n) 
(a - A))‘) v II and therefore 
R(A) v = (A - nyv. 
So v E ker NA and g(A) v = U. 
By this lemma, &’ is dense in Hi. For each x E $ = &(A) ker N,, there is 
a unique v;” E ker NA such that x =&(A) vt. Suppose v:, U$ E ker NA are 
such that 
z?(A) u; = x = &(A) U;I) 
then &(A)(vi - u$) = 0. But vt, ui E ker N,, so 
(A - 1) - yv; - u;l) = R^(A)(u; - 24;) = 0 
and it is immediate that vi = ut. 
Define L?,:&-+Hi by s,:x++v$. Let mA= 1 +(A-1)2(A) and let 
~*=(M,-;i)S,/(n-q 
be defined on $. 
LEMMA IV.3. F,, is symmetric and independent of A E G\R. 
ProoJ fA = [ 1 + U?(A)] ,!% For x, y E 68, 
F.aX,Y) = ((1 + ww v;‘,y) 
= (v;“, *(I) v;> + qx, y) 
= (x, v; + GqI?) z$) = (x, Txy). 
Hence FA is symmetric if it is independent of A. 
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Let x = (a -A)-‘ui E $, then it is easy to see that 0:’ = (a -A’) 
(A - l)-‘u~ = (2 - ,I’) x. Hence 
=(n-n’)x+n’x++n,++(aq~)+ l)v; 
Since fA is independent of 1, let us drop the subscript 1 and simply denote 
it by i? This symmetric operator f is, in some sense, the generalized limit of 
( fO,,}. Such limits were introduced in [4]. Recall that @ 2 GO and we can 
calculate explicitly how F acts on go. 
LEMMA IV.4. For any u E GO, 
fu = P, lp.4. 
Proof: For u E &JO, P,(yl - A) u E ker N,, . It is already known that 
Z?(A) P,(yl- A) u = u. Hence 
h= [l +UqA)]P,(lf-A)u=P,(~-qu+Au=P,~u. 
This lemma explains why f should be called the “limit” of {Fe’,,}. 
Now back to H*(T, o), we can state all the results above in H*(r, CO). 
THEOREM IV.5. Let a, E L*(T, w) be a real function and let 
$%(7)=(0(7) ld7>IGk 
=o otherwise. 
Then the weak limit 
w;liz (TWk -A>-‘=R(A) + 
exists for all A E C\lR, and furthermore, 
-iw-limfiR(ip) = 1 01ER). u+m 
Therefore there exists Hilbert space H and self-adjoint operator A on 
H 3 H*(r) such that 
R(l) = PHz&I -A>-’ I H*(T), 
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where PHzCrJ is the projection onto H*(r). Let 
N,=PH2,,,(A -$‘(A -n)-‘IH*(r)--R(ji)R(A). 
Then a = R(A) ker NA is independent of 1 and this domain is dense in 
H*(r). R(A) has an inverse on .%J and 
T=(l +AR(~))R(~)-‘I2 
is symmetric and independent of A. Furthermore 9J,, = (u E H*(r): 
quEL*(~,~)}c93 and for uEgO, Tu=Pqm. 
IV.2. Dejiciency Indices 
LetK,=T,@O- [P,@O]@... @ [TG@O]. Then 
(T,~O-~)~‘-([~~O]~... @ [T”,@O]-A)-’ 
=(T,oO-~)-I(-K,)([~,OO]O~.. O[T;OO]-A)-’ 
so 
Let p E L*(r) and let 
Then 
v,(7) = P(7) I47(7>l <my 
=o M7>l > m. 
Suppose A is compact and w-lim,,, B, = B. Then 
s-lim AB, 
m-m 
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exists and is equal to AB. In fact, 3 A4 > 0 such that 11 B, 11 < M, [I B (1 < M. 
For any x(llxII = 1) and g iven E > 0, 3 a finite rank operator A, such that 
IlABx -AB,xll G II (A -AJBxll + llA@-B,>xll 
+ II@,-A)B,xlI ,<2&/3 + llA,(B-BJxll- 
Suppose A, = Cj”= 1 xj 0 vj, then 
A,(B-B,)x=: ((B-B,)x,xj)yj. 
j=l 
Hence 3 K > 0 such that m > K implies 
IIAeP - B,Jxll 4 43. 
Therefore if m > K, then 
/IA@-B,,,)xll<~. 
Now suppose we have a sequence of compact operators {A,} such that 
[IA,,, -A I/ -+ 0. Then we also have that 
s-lim A,B, 
mb+m 
exists and equals AB. In fact, 
II ABx - A,B,xIl G IIAP - B,) XII + II (A - AnJBmxll 
< IlAP-B,>xll+ IIA -Amll IIBAI~ 
Let 
Then 
=K,.W”(L)@ . . . @S”(L)@ 
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and 
s-lim (Tp, 63 0 -A)-’ 
m-* [ 
K,,(P,, -I>-’ 0 
Hence 
exists iff 
exists iff 
s-lim (T,,@O-A)-’ 1 +K,9°(~)@~.-@9’“(~)@ -+ X 
m-m [ i 11 
exists. Let WA = 1 + K,9?O(A) @ ... @.9’(I) @ (-l/A), then W, is inver- 
tible if 1k1 is large enough. Also, 
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so S?(A)D, Is dense in L’. Let 
DA= y: s-lim (T,,@O-A)-iyexists , 
I m-m I 
DA= x:s-lim ([TO~,OO]O...OIT~mOO]-~)-‘xexists , 
I m-m ! 
then WAD,=D,.Let9(A)=w-lim,,,(TVm@O-L))’andlet 
T, = 1 + (A - j) .%‘(A). 
Then D, is the domain on which TA is an isometry and D, is just the null 
space of NA. 
Let 9 = (1 - TA) D, , then GC is independent of 2 and on 53 we can define 
a symmetric operator 
T= (A -/lT,)(l - T,J’. 
(T-A) CY = D, and dim(L’(T) 0 D.i) is the deficiency index. This 
deficiency index is the same as the deficiency index of the symmetric 
operator 
TV = w-lim TV,. 
m-cc 
Since W, d, = D, , we have dim(L2(A) 0 DA) = dim(L’(T) 0 DA). Hence 
the deficiency index is equal to the sum of the deficiency indices of 
Tj, = w-lim Tim. 
m+m 
It is shown in 14; 51 that the deficiency indices of the symmetric Toeplitz 
operators TV--which we have seen are equivalent to T&-are computed by 
looking at the phase shifts 
6j”(eie) = $ arg(pi(eie) - r) 
defined for fixed nonreal 1 so that 0 < &“(eie) < 1. 
The deficiency indices of T,. are obtained as (dim L2(pi, s), 
dim L2(‘ppi, s)), where ,u,, s is the singular part of the positive Bore1 measure 
defined from the equation 
exp 1 cy(r)& 1 +/3(,)J @,(r) r--- Itl= 1 Irl=l t-2 
with )z) < I, /3(I) is a certain constant also determined by this relation. 
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Deficiency is produced by points on S’ at which the oscillation of the 
phase shift is of magnitude one. 
It is now easy for us to recognize points f on r where deficiency is 
produced. Finite deficiency indices are produced if there are a finite number 
of points fi such that 
where 6,(r) = (l/z) arg((o(t) - r) is defined to have values in [0, 1 ] and 
r+(ri) (r-(ii)) is a positive (negative) arc in r emanating from fi. Thus, 
deficiency is produced by the “same” geometry on r X R that produced 
deficiency on S’ x R. 
IV.3. Self-adjoint Dilations 
The spectral multiplicity of the self-adjoint dilation of a symmetric 
Toeplitz operator on H*(S’) is easily obtained from the results in [5]. 
For rp E L*(S’), there is a Hilbert space HI H*(S’) and self-adjoint 
operator A on H such that 
w-lim (Tq. -n)-‘=P,,,2(,&4 -wllHqSl)~ 
n+m 
where PH,HZ is the orthogonal projection from H onto H*(S ‘). 
For nonreal L E 6, 1 + (2 - L)(A - A)- ’ is the minimal unitary dilation of 
R(A)-so that the dilation space H is the least reducing space of (A - A)- ’ 
containing H*(S ‘). 
A has purely absolutely continuous spectrum, for 
((A - W’k,, k,) = @‘(A> k,,k,) = (2(A) k,, k,) 
= F(L a> $4 a) 
l-la)* ’ 
where 
s(t, z) = exp 
,if + z 
- log(a(e”) - A) dt If e -z 
and 
k(z)=&, IZI < 1. 
TOEPLITZ OPERATORS ON PLANE DOMAINS 431 
The absolute continuity of the measure p defined by setting 
is then easily obtained. See, for example, [7]. Since the linear combinations 
of {k, : ]a! 1 < I} are dense in Hz, we will have H,,(A) 2 HZ. 
Thus H,,(A) contains the subspace containing H* and reducing all 
(A -A)-‘. This is H. 
Breaking the “splitting kernel” of A defined by 
into a bilinear sum as in [7 or 81 then gives us a version of the spectral 
multiplicity function of A. ’ 
THEOREM IV.6. m(l) the van-Neumann spectral multiplicity function of 
A is equal to n if {r E S’ Iv(z) < c} is (essentially) n but not n - 1 arcs; 0 if 
this set is empty or is all of S’; and co if this set is not empty and is not a 
finite union of arcs. 
We will derive a corresponding result in H*(T). T,@ 0 and 
(To,@O)@ .a. @ (Tz @ 0) have the same domain. Now we show that 
T, 0 0 - (pq 0 0) 0 . . . @ (Tz @ 0) is in trace class. Let 9(A) = 
w-lim m~oo (TV, - A)-’ @ (-l/A) and let 
V(A)= 1 + (/CQR(A) on D, 
and 
Then by definition, 
T, @ 0 = (-,?V-(L) + ;i)(l - v(A))-‘, 
(To,~O)~...O(T~OO)=(-iP(~)+;i)(l-~(~))-’. 
‘The spectral multiplicity of bounded self adjoint Toeplitz operators was first found by R. 
S. Ismagilov, who was followed by M. Rosenblum [ 71. These results are actually special cases 
of the multiplicity theory of singular integral operators found previously by Pincus as part of 
a theory of pairs of self adjoint or unitary operators with a rank one commutator. See [5] in 
this connection. 
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We denote the common domain of T, @ 0 and (r”, 0 0) @ .. . @ ($0 0) 
by ~8. ~=(l-~(jl))B,=(l-~(~))~A. For anyyEg, 3xED, such 
that 
y = .a@)x = sP(/l)(l + K,9(A))x, 
= [(ii - /I)(1 - v(L))-’ + A] y 
=M(l +K,S(A))x+ (X-11)(1 - v(A))-’ Jg (1 + &9(A)) x 
=n9?(i)x+ [I +K,9(L)]x=~y+x+KK,y, 
(To,@O)@..,@(T;@O)y 
= [(ii - A)(1 - P(A))-’ + A] y 
Hence 
This gives us the spectral multiplicity of the absolutely continuous part of 
the self-adjoint dilation A, of T, on H’(r, w), We make use of the unitary 
equivalence between Ti and T,.. Then, combining the decomposition above 
with the Kato-Rosenblum theoiem and the spectral multiplicity calculation 
for the Awi in Theorem IV.6, we have 
THEOREM IV.7. The spectral multiplicity function for the absolutely 
continuous part of the self-adjoint operator A,which comes from the minimal 
unitary dilation of w-lim,,, [ 1 + (1- I) 9,,(l)] is the sum of 
the spectral multiplicity functions for the se!Cadjoint operators ADi which 
come from the minimal unitary dilations of the w-lim,,, [ 1 + 
(I-o(Tg’-I)-‘]. 
This result is easily recast into its proper geometric form, i.e., we intersect 
the cylinder TX 9 with a plane parallel to the base r and at height 
v E u,,(A,) and count the number of arcs which compose the intersection 
with the support of the principal function for the pair {M, , T, @ 0). 
Now we verify that T, is really a Toeplitz operator. Let 
LB0 = {u: u E P(r), fpu E L2(r)}, 
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then go c C2 = the domain of T, = w-lim,,, Tq,. In fact, for each u E %JO, 
s-lim,,, P(q - rp,) u = 0. Hence 
s-lim (Tvm -A)-‘P(yl-I)u 
m+m 
= s-lim [(Tqm 
m+m 
-A)-‘(To,-Iz)u + (T,,-J)-‘P(~,-v)&] 
= u + s-lim (TV, - A) - l P(a, - cp,) u. 
m-to0 
Hence u = lim,,, (T,,--13)-‘P(a,-,l)uE% and 
T,u=[~+(~-~)(~-V(~))-‘]U 
=hl+ (I-1)(1 - v(/l))-%yA)P((L-qu 
=i..+(~-i)(l-V(I))-‘~p(.-1),=~~~. 
Hence T, is really defined as a Toeplitz operator on Gw. 
IV.4 The Automorphism Group and Point Spectrum 
Let q E L 2(1’, w) be a real function and let li/ = a, 0 Q E L ‘(S’). Then the 
symbol w produces a symmetric operator d on Hz. On the other hand, the 
bounded Toeplitz operators TV, on Hz@‘) also produce a symmetric operator 
T on H*(r). By the canonical unitary transformation, T is unitarily 
equivalent o a symmetric operator p on Hi. 
Let the domains of p and a be DC and 8, respectively. Then we claim 
that 
and 
Z+ = (a - PP,M,)I DC. 
In fact, for any n, as we have already seen 
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Therefore, 
Let R’(A) = w-lim “+,(q, -A)-‘. For 1 E C such that ]Im I] is large 
enough, we can assume that 1 + PP,,,M,RG(;l) is invertable. Let u E Hi be 
such that the strong limit 
s-lim (c’, - A)-‘# 
n+cc 
exists. Then 
R’(A) u = s-lim (k$+ - A)-‘[ 1 t PP,M,R’(A)] 24 
n+m 
= 9(3L)[ 1 + PP,M,P(A)] 24. 
Because 
11 (tctin - A)-‘[ 1 t PP,M,RG(A)] U - RG(A) U]] 
<II(q+-‘[1 tPPNMI,(T~“-IZ)-l]U-RG(~)UI/ 
l II~~“-~~-‘~~~,~,“~~~“-~~-l-~G~~~J~lII 
~II(~,-n)-‘u-RG(~)UII tIIPP,M,.{(~,-IZ)-lU-RG()L)U}II. 
This proves that DC = Hi n a. 
TGRG@) 24 = [ 1 + W(n)] U = {nS(n)[ 1 t PP,M,RG(A)]} U 
= (1 + nS(n)[ 1 + PP,M,P(A)] 24 - PPNMORG(A) 24 
= 8&‘(/I)[ 1 + PP,M,RG(A)] u - PPNM,RG(A) u 
= K-R’@) u - PPNMoRG@) u. 
Hence p = (E- - PP,M,)] DC. p, tF h ave self-adjoint extensions AC; d 
on space HG 2 Hi and RX H2, respectively. 
Now, we try to identify HG as a subspace of A? and AC as a restriction of 
&’ on HG. Let K = PP,M, @ 0 corresponding to the space decomposition 
There exists a countable set E c C\R such that 2 c E implies 
(d -K - A) is invertable. Define 
H, = V{(d -K-,I,)-‘1 . . . (d-K-Ak)-“~H;:Ai&E,n>O}. 
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Obviously, H, is invariant under (-pP -K - A)-‘. Let 
Ho= 5 (d-K-A{)-’ 
1 
..’ (~-K-~~~-‘Uj=UjEH~, 
j=l 
###I;; if(i,j)+ (i’,j’) and {Ai: i,j} f~ {xi: i,j} =0}. 
- 
Then H, = H, . 
For any x=C;=, (d-K-l’,)-’ ... (d-K-lZjki)-lUj, by Partial 
fraction we have 
(d’-K-A)-‘x,x) 
= 5 ((d-K-A)-‘(d-K-#-l ... (A’ -K - A$‘uj, 
p,i= 1 
(d-K-l;)-’ ... (sd - K -/I$,)-‘u,) 
= i 5 2 u~;~((~-K-~~)-‘~~,(~-K--~)-~u~) 
pj= 1 SC0 *= I
= f ‘+ 2 u;$(d - A;)-‘(1 - KB(l;)) uj, 
p,j=l se0 *=I 
(A--;)-I(1 -KB@~))u,). 
Since ,I: # If, and range KC H* (again by partial fractions), we see that the 
above equals 
= . . . = (AC-y 5 (AC -/I',)-' . . . (A"4pj]) 
j=l 
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Hence in particular we have 
So if we let 
then U extends to a unitary operator from H, onto HG and 
((A’-A)-‘Ux,Uy)=(@‘-K-A)-‘x,y). 
Hence (A? -K -A)-’ IH, = U*(AG - A)-‘U. Therefore, 
(JY-K-;1)-‘IH, 
is the resolvent of a self-adjoint operator. By the inversion formula, that self- 
adjoint operator must be 
(M-K)/(&-K-l))‘H,. 
It is already known that 
((~4’ -K -A)-%, v) = (R’(l) u, v) 
for u, u E H2G. Hence we have proved 
THEOREM IV.8. The self-adjoint extension AC is the restriction of 
Yap -K to the span 
V{(d-K-A,)-“’ .a. (&-K--JnkH;}. 
Since the spectrum of ~2 is absolutely continuous, each eigenvalue of AC has 
multiplicity at most n. 
We therefore also have 
THEOREM IV.9. Let rp E L’(T, w) be a real function, then the symmetric 
operator T produced by R(A) = w-lim,,, (T,” - ,I-’ has multiplicity at most 
n at each point of its point spectrum. 
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Proof. T is symmetric, so each eigenvalue of T is real. Therefore, the 
point spectrum of T is included in the point spectrum of A, the self-adjoint 
extension of T and the eigenvectors are the same. 
We also get the following results. 
THEOREM IV. 10. No self-adjoint Toeplitz operators have purely singular 
continuous spectrum. 
Proof If T, has pure singular spectrum, the results above imply that the 
absolutely continuous part of T, is empty. Hence a, is a constant on each ri. 
Thus the essential spectrum of T, consists of at most n points. Therefore T, 
does not have singular continuous spectrum. 
THEOREM IV. 11. Let a, be a nonconstant real function in L”(r). Then 
dim ker T, < n. 
ProoJ By subsection IV.4, T, is unitarily equivalent to 
q = (Kw - P P,M,)) Hi. 
By [ 71, ker(gO]Ii) = (0). Hence 
ker c = ker(Kv - PP,M,) 1 Hi c PP,M, Hi. 
P, is an n-rank operator. The theorem follows immediately. 
This theorem shows that if 1 is an eigenvalue of T,, then its multiplicity is 
not greater than n, the number of holes. 
V. A CONDITION FOR ABSOLUTE CONTINUITY 
If a real v, E L2(S’) takes on semi-bounded values, then the results in [4] 
show at once that the corresponding Toeplitz operator T, on HZ has 
deficiency indices (0,O). For the oscillation of the phase shift 
6,(eie) = (l/n) arg(rp(eie) - Z) ’ b is ounded away from one. Here, we will argue 
differently, and we will show that H”O(T) is a core for a Toeplitz operator 
with positive symbol on H2(r, 0). Then we will employ familiar results of 
Putnam [9] to establish the following result from the thesis of the second 
author. 
THEOREM V.l. Let v/ = x + iy E H2(T, o) be such that x E L “O(r, CO) 
and y is semi-bounded, then the spectrum of TX is purely absolutely 
continuous. 
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First, let us establish that W“(T) is a core if v, > 0. Let (D E L*(S’) be a 
real function such that 
For this rp, define 
Then the sequence of Toeplitz operators {TV,} has a generalized “limit” T, 
which is a symmetric operator constructed as in 141. 
For any 1 E C\iR, let 
R(A) = w-lim (T,, - A)-‘. 
m-r* 
Then the domain of T, is 
R(A) ker NA = 23, 
where 
ker NA = 
I 
x : x E Hz, s-lim (T, - A)-‘x exists . 
m-m ! 
For 
u=R(A)xEGJ with x E ker NA, 
T,y = x + AR (A) x = x + Au. 
Now, for any x E HZ 
s-lim (TV, + 1))‘~ 
m-m 
exists. We have rp, + , > rp,, so 
(TQm+I + l)= (Tip,+ 1 + T “fS7+l-“fll > 
= (Tern+ 1)“2[1 + (Tqm+ l))“‘(TV,+,- T,JT,,+ 1))1’2] 
x (TV,+ 1)“2. 
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Hence 
(T,,+,+ 1)-l = (Tom+ 1)-I’*(1 +(T,,+ 1)-l”(T,,+,-cp,)(T,m+ 1>-“‘> 
x (TV, + 1)p < (T,, + 1)-l. 
LetA,=(T,,+l)~l,thenA,~A,~...~A,~...,andform~n, 
II(~*-~n)Xl12 ~IldFTI12 IImxll* 
=II\/A-A,II*((~m-~n)x~x). 
Hence s-lim ,,,(T,, + l)-‘x = R(-1)x exists for any x E HZ. 
If 1 is suffkiently close to -1, then 
(T,,-A)-‘= (1- (1 +i)(Tqm+ l)-‘)pl(Tqm+ 1)-’ 
In fact, 
At; (1 - (1 +Iz)(Tv,+ 1)-1)x= (1 - (1 +A)R(-l))px. 
Because for any x and E > 0, 3 N such that 
(I 
,ip I(1 + 4(TQm + l>W - (1 - (1 +4(Lm + l))-‘~~ G 43(ll4l+ 1) 
for any m. So 
II (1 - (1 + 4vvm + w- lx- (1 - (1 +A)R(-1))~‘XII 
G ,io [Cl +4&, + W’l’- (1 - (1 +fwvm+ 1)-l)-‘// llxll II 
+ 
II 
f [(l +A)R(-1)]-‘- (1 - (1 +A)R(-l))plII llxll 
j=O 
+f (1 +#II{[(T,,+ l)-‘I’-R(-ly’}xll 
j=l 
<E/3 + 2 (1 +Ay’ 
j-l 
c II [(qm + l>-‘yk((T,,+ 1)-l 
./=I k=O 
- R(-l))R(--l)kxll. 
Hence 
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for all x. Therefore, ker NA = HZ and 
l+(I-;i)R(+=W(q 
is an isometry on Hz and therefore T, is self-adjoint, 
T,=(AW(+;i)(W(I)- 1)-l. 
Also 
@ = R(-i) H2. 
For any x E g, x = R(-i) u with some u E H2. Let 
k,(z) = l/(1 - Ez). 
Then 
u=L2- lim F cj”k,g=L’ 
P+m j=, 
- lim u,. 
P’W 
Let x,=R(-l)u,Eg, then 
where 
N 
xp = y cj” 5(-l, a;) ~(-1, .) kah 
j= I I 
s(&z)=exp -’ 
c i’ 
n e”log(yl(t)-d)dt . 
7t -n elf-z i 
Since (o > 0, log(p(e”) + 1) > 0, it follows that 
Is(-1, z>l< 1, 
and therefore, xp E Ha, 
T,x, = up - R(-1) up = up - xp. 
Hence 
lim 11 T,x, - T,u 1) = ,“z /I 
P-m 
up - R(-1) up -u + R(-I) uII = 0. 
+ 
Therefore, H”O is a core for T, . Now, let rp E L ‘(T, w) be a positive function 
and let To, denote the corresponding Toeplitz operators on H’(r, o) and let 
Let 
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then 
where 
and T, is self adjoint. Let u E Hj”, then 
u(z) = u,(t) + V(T), 
where 
and 
Hence 3% E P, where again ,P:L’(T, w)+ H’(T) is the Cauchy 
projection. But 
SO 
u E H”O(T) @ H*(r)+ 
Since HF @ a.. @ HF @ [Hi @ .a. @ Hf]’ is a core for pV @ 0, 
Ha(T) @ H’(r)l is a core for T, @ 0 and therefore Ha(T) is a core for T,. 
Let x E Lm(T) n N’ be a real function such that the conjugate of the 
harmonic extension of x is positive. In other words, 3 real y E Lm(T, w) such 
that 
y/=x+iyEH*(l-) 
with y > 0. 
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Let u E H”O(r). Then since u is in a core for T,,, we have 
-2i[(T,u, T,,u) - (Tp, Txu)] 
= =2i[ (Pxu, Pyu) - (Pxu, Pyu)] 
= [ (zyx + iy) 24, P(x + iy) u) - (P(x - iy) u, P(x - iy) u> 1 
= /I (x + iy) ul)2 - IIP(x - iy) ul12 > 0. 
Since H”O(T) is a core of T,, 
-i[(Txu, T,J) - (Tyu, T,u)] 2 0 
is true for any u E Q*,. 
We also have 
-i[(T,u, (Ty t 1) u) - ((T, t 1) u, T,u)] > 0. 
Hence for any u E H2(ZJ. 
-i[(T,(T, t I)-%, u) - (v, T,(T, t 1))‘II)] > 0. 
Let 
D = -i[(T, t l))‘, TX], 
then D > 0. 
H,,(T,) contains the least subspace that is reducing for both TX and 
(T, t 1)-t and that contains range D. Denote this subspace by K. We now 
prove that K = H2(I’). 
Let L = H’(T) 0 K, then L is invariant for TX and (T, t 1))‘. Let u EL, 
then (T, t I)-‘u = v E gry; 
T,,o=Ty(Ty+ 1)-‘u=u-(T,+ 1))‘u=u-v. 
Hence 
(Txu, T,v) - (Tyu, Txu) 
= (T,v, u - U) - (u - u, T,u) 
= (Txu, u) - (u, T,v) = (TJT, + 1)-k, u) 
- (u, T,.(T, t 1))‘~) = i(Du, u). 
Since K 3 range D, L c ker D. So 
(T,u, Tp) - (Tyu, T,u) = 0. 
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From this, it easily follows that 
II(T, + iq VII2 - II (TX - ‘TJ VII2 = 0. 
Since W”(T) is a core for T,, there exists a sequence 
{~/PI1 c Hrn(T) 
such that lim, -m /I u, - u II= 0 and lim,,, /I Tyvm - T,v )I = 0. But 
Ty v,,, = P,,v,,, since v, E Hm(r). Hence 
lim m-+co [llP(x + i.) u,/l* - IIP(x - iy) u,II*] = (I (TX + iTJ 011’ 
-li(T,-iT,,)vl(*=O. 
On the other hand 
Therefore 
2xv = !yrn 2x21, = $I [(x + iy) v, + (x - iy) urn] 
= J?m {P[(x + iy) v, + (x - iy) v,] + (1 - P)(x - iy) u,I. 
Since II (1 - P)(x - iy) 0, II -+ 0, we have xu E H*(r) and therefore 
xv = T,v E L. So for u E L, 
x(T,, + 1)-k = T,.(T, + 1)-b EL. 
But T,(T, + l)-‘u = (T, + l)-‘T,u for u EL, so 
(T, + 1)-‘T,u = T,(T, + 1)-b =x(Ty + 1)-b. 
Therefore, x(T, + I)-‘u E 53 and 
(T,, + l)x(T, + 1)-k = T,u. 
For any n, we also have 
T!$ = (T, + l)x”(T, + 1)-b 
580/59/3-4 
444 PINCUS AND XIA 
and therefore 
x”(T, + I)-‘24 = (r, + 1)-‘T$. 
so 
p(x)(T, + 1)-k = (r, + 1)-‘P(T,) u EL c*> 
for any polynomial p. There are constants a and b so that -((x((, < 
a < b < I/X//~, and such that the sets X-I[--JJxJJm,a), x-‘(b,IJxllo,,] have 
positive measure. Let f be a continuous function which is equal to one in 
[-IIxllm, a], which d ecreases to zero smoothly in [a, b], and which is zero 
on [b, Ilxllco]. Let {p,,} be a sequence of polynomials that converges to S 
uniformly on [-IIxllco, ilxllm]. It is a consequence of (*) that f(x(s)) 
[(T, + I)-‘u](z) = [(T, + I)-‘f(7’,)u](z), where (r, + I)-‘f(7’Ju E L c 
H’(r). On x-l@, IIxlloo), the left-hand side is 0, so (T,,+ l)-‘f(T,)u=O. 
Butf(x(z)) is 1 on x-’ [-IIxllm, a]; hence we have 
[(T, + I)-‘u](r) = [(T, + l)-‘f(T,) U](?) = 0 
for z E x-‘[-IIxII,, a]. H ence (r, + l)- ‘U = 0. It follows immediately that 
L = {O). 
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