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Introduction
Artificial Neural Networks (ANN) have been quite popular in many areas of science for describing various phenomena and forecasting them. They have also been used in forecasting macroeconomic time series and financial series, see Kuan and Liu (1995) for a successful example on exchange rate forecasting, and Zhang et al. (1998) and Rech (2002) for more mixed results. The main argument in their favour is that ANNs are universal approximators, which means that they are capable of approximating arbitrarily accurately functions satisfying only mild regularity conditions. The ANN models thus have a strong nonparametric flavour. One may therefore expect them to be a versatile tool in economic forecasting and adapt quickly to rapidly changing forecasting situations. Recently, Ahmed et al. (2010) conducted an extensive forecasting study comprising more than 1000 economic time series from the M3 competition Makridakis and Hibon (2000) , and a large number of what they called machine learning tools. They concluded that the ANN model that we are going to consider, the single hidden-layer feedforward ANN model or multi-layer perceptron with one hidden layer, was one of the best or even the best performer in their study. A single hidden-layer ANN model is already a universal approximator; see Cybenko (1989) and Hornik et al. (1989) .
A major problem in the application of ANN models is the specification and estimation of these models. A large number of modelling strategies have been developed for the purpose. It is possible to begin with a small model and increase its size ("specific-to-general", "bottom up", or "growing the network"). Conversely, one can specify a network with a large number of variables and hidden units or "neurons" and then reduce its size ("generalto-specific", "top down" or "pruning the network"). Since the ANN model is nonlinear in parameters, its parameters have to be estimated numerically, which may be a demanding task if the number of parameters in the model is large. Recently, White (2006) devised a clever strategy for modelling ANNs that converts the specification and ensuing nonlinear estimation problem into a linear model selection problem. This greatly simplifies the estimation stage and alleviates the computational effort. It is therefore of interest to investigate how well this strategy performs in macroeconomic forecasting. A natural benchmark in that case is a linear autoregressive model.
Quite often, application of White's strategy leads to a situation in which the number of variables in the set of candidate variables exceeds the number of observations. The strategy handles these cases without problems, because it essentially works from specific to general and then back again. We shall also consider a one-way variant from specific to general in this study. One may want to set a maximum limit for variables to be included in the model to control its size.
There exist other modelling strategies that can also be applied to selecting the variables. In fact, White (2006) encouraged comparisons between his method and other alternatives, and here we shall follow his suggestion. In this work, we consider two additional specification techniques. One is Autometrics by Doornik (2009) , see also Krolzig and Hendry (2001) and Hendry and Krolzig (2005) , and the other one is the Marginal Bridge Estimator (MBE), see Huang et al. (2008) . The former is designed for econometric modelling, whereas the latter one has its origins in statistics. Autometrics works from general to specific, and the same may be said about MBE. We shall compare the performance of these three methods when applying White's idea of converting the specification and estimation problem into a linear model selection problem and selecting hidden units for our ANN models. That is one of the main objectives of this paper.
The focus in this study is on multiperiod forecasting. There are two ways of generating multiperiod forecasts. One consists of building a single model and generating the forecasts for more than one period ahead recursively. The other one, called direct forecasting, implies that a separate model is built for each forecasting horizons, and no recursions are involved. For discussion, see for example Teräsvirta (2006) , Teräsvirta et al. (2010, Chapter 14) , or Kock and Teräsvirta (2011) . In nonlinear forecasting, the latter method appears to be more common, see for example Stock and Watson (1999) and Marcellino (2002) , whereas Teräsvirta et al. (2005) constitutes an example of the former alternative. A systematic comparison of the performance of the two methods exists, see Marcellino et al. (2006) , but it is restricted to linear autoregressive models. Our aim is to extend these comparisons to nonlinear ANN models.
Nonlinear models can sometimes generate obviously insane forecasts. One way of alleviating this problem is to use insanity filters as in White (1995, 1997a,b) who discuss this issue. We will compare two filters to the unfiltered forecasts and see how they impact on the forecasting performance of the neural networks.
In this work the ANN models are augmented by including lags of the variable to be forecast linearly in them. As a result, the augmented models nest a linear autoregressive model. It is well known that if the data-generating process is linear, the augmented ANN model is not even locally identified; see for example Lee et al. (1993) , Teräsvirta et al. (1993) or Teräsvirta et al. (2010, Chapter 5) for discussion. A general discussion of identification problems in ANN models can be found in Hwang and Ding (1997) . It may then be advisable to first test linearity of each series under consideration before applying any ANN modelling strategy to it. But then, it may also be argued that linearity tests are unnecessary, because the set of candidate variables can be (and in our case is) defined to include both linear lags and hidden units. The modelling technique can then choose among all of them and find the combination that is superior to the others. We shall compare these two arguments. This is done by carrying out pretesting and only fitting an ANN model to the series if linearity is rejected. Forecasts are generated from models specified this way and compared with forecasts from the ANN models obtained using White's method and the three automatic modelling techniques.
The main criterion of comparing forecasts is the Root Mean Square Forecast Error (RMSFE), which implies a quadratic loss function. Other alternatives are possible, but the RMSFE is commonly used and thus even applied here. We rank the methods, which makes some comparisons possible. Furthermore, we also carry out Wilcoxon signed rank tests but principally for descriptive purposes, so the tests are not used as an ex post model selection criterion; see Costantini and Kunst (2011) for a discussion.
It might be desirable to compare White's method with modelling strategies which are not based on linearising the problem but in which statistical methods such as hypothesis testing and nonlinear maximum likelihood estimation are applied. Examples of these include White (1995, 1997a,b) , Anders and Korn (1999) and Medeiros et al. (2006) . These approaches do, however, require plenty of human resources, unless the number of time series under consideration and forecasts generated from them are small. This is because nonlinear iterative estimation cannot be automated and the algorithms left to their own devices. Each estimation needs a nonnegligible amount of tender loving care, and when the number of time series to be considered is large, ANN model building and forecasting tend to require a substantial amount of resources.
In this paper we investigate the forecasting performance of the above techniques. We first conduct a small simulation study to see how well these techniques perform when the data are generated by a known nonlinear model. The economic data sets consist of the monthly unemployment and consumer price index series from the 1960's until 2009.
The plan of the paper is as follows. The neural network model is presented in Section 2 and estimation techniques in Section 3. The recursive and direct forecasting methods are discussed in Section 4 and the results are summarized in Section 5, while Section 6 concludes.
The model
We begin by briefly introducing the Artificial Neural Network (ANN) model and reviewing some of its properties. The techniques for specifying the structure of the model and estimating the parameters will be considered in the next section. Our model is the so-called single-hidden-layer feedforward autoregressive neural network model or single-hidden-layer perceptron
.., γ jp ) and ε t ∼ iidN (0, σ 2 ). The weak stationarity condition of (1) is the same as that of the corresponding linear AR(p) model. The ANN model is a so-called universal approximator in the following sense. Suppose there is a functional relationship between y and z: y = H(z). Then under appropriate regularity conditions for any δ > 0 there exists a positive integer q < ∞ such that H(z) − q j=1 β j (1 + exp{γ ′ j z}) −1 < δ where · is an appropriate norm. This indicates that (1) is a very flexible functional form and thus in principle capable of satisfactorily approximating various nonlinear processes.
Before forecasting with the model (1), the number of logistic functions or hidden units q has to be specified and its parameters estimated. Various specification techniques have been proposed in the literature. One possibility is to begin with a large model (large q) and reduce the size of the model, that is, to prune the network. Another possibility is to begin with a small model and add hidden units, which is called 'growing the network'. Either way, one also has to estimate the parameters of the model which, given that it is heavily nonlinear, may be numerically demanding, in particular when q is large. For discussion, see for example Fine (1999, Chapter 6) , Goffe et al. (1994 ), or Simon (1999 .
Nevertheless, if the parameter vectors γ j , j = 1, ..., q, are known, the model is linear in parameters. This opens up the possibility to combine specification and estimation into a single linear model selection problem. White (2006) suggested this technique for specifying and estimating artificial neural network models. The linear model selection problem encountered is the one of choosing a subset of variables from the set
Since the quality of the estimates depends on the size of S, the number of variables in a typical macroeconomic application is likely to exceed the number of observations. Model selection techniques that can handle such a situation are discussed in the next section. The neural network model (1) is not the only possible universal approximator for this application. White (2006) mentions ridgelets, Candès (1998 Candès ( , 2003 , as an alternative. Polynomials would probably in this context not be the best possible class of universal approximators. The fit of the estimated polynomials often deteriorates at both ends of the series they describe, which is not a desirable feature in forecasting economic variables such as growth rates. Another universal approximator, the Fourier Flexible Form (FFF), is discussed in Gallant (1984) . In applying the FFF, the problem of constructing the variables would have two aspects. One would have to choose the linear combinations γ ′ j z t , but one would also have to decide the number of frequencies in the sum of trigonometric components. We settle for the ANN model, because it is, alongside the polynomials, probably the most commonly used universal approximator, and because QuickNet was originally designed to solve the specification and estimation problem for this model.
Modeling with three automatic model selection algorithms
We consider three model selection algorithms that apply to our modelling problem, in which the number of variables exceeds the number of observations. They are Autometrics, constructed by Doornik (2009) , Marginal Bridge Estimator (MBE), see Huang et al. (2008) , and QuickNet, White (2006) . Autometrics is built on the principle of moving from general to specific, which means beginning with a large model and gradually reducing its size. QuickNet may be characterised as a specific-to-general-to specific procedure, although we shall also report results on a simplified specific-togeneral version. The starting-point of MBE also involves all variables, but the process of selecting the final model is very different from Autometrics. We shall now describe these three techniques in more detail, beginning with Autometrics.
3.1. Autometrics. Modelling begins with a linear model called the General Unrestricted Model (GUM). When the number of variables is less than the number of observations the GUM contains all candidate variables. The model is subjected to significance tests. If all variables have statistically significant coefficient estimates, the GUM is the final model. Otherwise, because there is no unique way of going from general to specific, the algorithm searches simpler models using different search paths. It does that by removing variables with insignificant coefficients. When the model cannot be reduced any more, it is subjected to diagnostic tests. If it passes the tests, it is called a terminal model. Since there are many search paths, there will in general be several terminal models as well.
After reaching this stage, Autometrics forms the union of the terminal models and tests the terminal models against it. The union of the models that pass the tests form a new GUM. The general-to-specific testing procedure is then repeated and a new set of terminal models obtained. If all models in this set are rejected against the new union model, the union will be the final model. Otherwise, modelling restarts with yet another GUM and continues until a final model has been reached.
In our case, the number of variables exceeds the number of observations. We follow Hendry and Krolzig (2005) and divide the variables into subsets, each of which contains fewer variables than observations. This implies that at the outset there exists more than one GUM. Each of these GUMs now forms a starting-point for Autometrics and the algorithm yields a set of terminal models for each GUM. The terminal models derived from all subsets of variables or all GUMs are merged to form a single union model. If the number of variables in this model is less than the number of observations, which happens in our application, model selection proceeds from this union model as described above.
Autometrics is partly a black box. The user can, however, affect the outcomes by selecting a number of settings, such as the significance level of the tests the algorithm relies on.
3.2.
Marginal Bridge estimator. MBE is designed for situations often occurring in statistical and genomic applications in which there is a large number of candidate variables but only a small subset of these may belong to the model. Following Huang et al. (2008) , consider first the Bridge estimator (BE). This is a shrinkage estimator for a linear regression model
., x ipn ) ′ is a p n × 1 observation vector (p n may increase in n but p n < n,) and α = 0 without loss of generality. Furthermore, ε i ∼ iid(0, σ 2 ). BE estimates β by minimizing
where γ > 0 and λ n > 0 determines the size of the penalty. Let the true parameter vector be β 0 = (β ′ 10 , β ′ 20 ) ′ with β 10 having no zero entries, β 20 = 0, and letβ n = (β ′ 1n ,β ′ 2n ) ′ be the corresponding estimator from (4). BE minimizes the OLS objective function plus a penalty for parameters different from zero. Hence, it shrinks esimates towards zero . Huang et al. (2008) showed that under regularity conditions parameters are i) estimated consistently (β n → β n in probability), ii) the truly zero parameters are set to zero P (β 2n = 0) → 1 and iii) the asymptotic distribution of the estimators of nonzero parameters is the same as if only these had been included in the model. This means that the parameters of the nonzero coefficients are estimated (asymptotically) as efficiently as if only the relevant variables had been included in the model from the outset.
For BE to possess this property one needs p n < n. When this condition no longer holds, MBE is applicable. The idea is to run a series of 'mini' or 'marginal' regressions, with a penalty on parameters that differ from zero. The function to be minimized equals (5). Under regularity conditions and 0 < γ < 1, (a) the estimator β 2n = 0 with probability converging to one, and (b) P ( β 1nk = 0, β 1nk ∈ β 1n ) → 1, as n → ∞. Property (a) is similar to ii) for the BE. According to (b), the elements of β 1n converge to nonzero values. Thus, (a) and (b) jointly can be expected to efficiently separate the relevant variables from the rest.
Of the conditions underlying the above result the so-called partial orthogonality condition is problematic in a time series context. It states that the correlation between the relevant and irrelevant variables is not allowed to be too high. This condition can be violated if the explanatory variables are lags and functions of lags of the dependent variable as in our case. However, as we shall see in Section 5, MBE works quite well even in our context.
3.3. QuickNet. QuickNet (QN) resembles an earlier modelling device called RETINA, see Perez-Amaral et al. (2003) . The idea of RETINA is to find the explanatory variables that in absolute terms are most strongly correlated with y t . The most correlated variable is selected first, and the following ones one by one thereafter. QuickNet differs from RETINA in that the set of candidate variables is different, as is the model selection criterion used for final selection. QuickNet works as follows. First, the set of candidate variables S, see (2), is constructed. The variables have to be such that they show sufficient variation in the sample and are not perfectly linearly correlated; see White (2006) for details. This set of candidate variables is also used when Autometrics and MBE are applied. Once this has been done, a predetermined number of variables, q, are added to the model from the set S, according to the rule that selects the variable with the strongest (positive or negative) correlation with the residuals of the previously estimated model. Then a model selection criterion is applied to choose a subset of the q variables. We used 10-fold cross validation as suggested by Hastie et al. (2009) .
We also experiment with a simplified unidirectional version of this method. The variables are selected one at a time as before, but the significance of the the added variable is tested at each step. Parsimony is appreciated, so the significance level of the tests is decreased as the number of variables the model increases. Adding variables is terminated at the first non-rejection of the null hypothesis, so this is a pure specific-to-general strategy. In the empirical section, we apply this method such that the significance level of the first test in the sequence equals 0.2. Beginning with this value, the significance level is then halved at each step. In reporting results in Section 5, this method is called QN-SG. To compare the forecasts of the neural network models to genuinely nonparametric ones, direct Nadaraya-Watson kernel regression forecasts (NP) are generated. Finally, no change forecasts (NC), which forecast that the variable of interest takes the same value at any future point in time as it does at the time of forecasting, are computed and compared with the others.
Forecasting
4.1. Two ways of generating multiperiod forecasts. There are two main ways of creating multiperiod forecasts. One can either generate the forecasts recursively, or one may apply direct forecasting. In the former case, one and the same model is used for all forecast horizons. Direct forecasting implies that a separate model is built for each forecast horizon. In the empirical section of the paper we shall compare results from these two approaches. A brief discussion of these two techniques follows next. 4.1.1. Recursive forecasts. In order to illuminate recursive forecasting, consider the model (1) with p = q = 1. These restrictions are for notational simplicity only. Assuming the information set F T −1 = {y T −j , j ≥ 1} is independent of future error terms, the one-period-ahead forecast made at time T equals
The corresponding conditional mean y T +2|T , that is, the two-period forecast, becomes
where φ(z) is the density of the N (0, σ 2 ) random variable. The integral in (6) can be computed by numerical integration. Note that it becomes a multiple integral when the forecast horizon h > 2. It is therefore better to calculate its value by simulation or by bootstrapping the residuals of the model, because this remains a computationally feasible method even when h > 2. Some authors bypass this complication altogether by setting ε T +1 = 0 in the logistic function, and as a result their forecasts are biased estimates of the conditional mean.
In this work we apply the bootstrap. It has the advantage over simulation that unconditional heteroskedasticity of unknown form is allowed in the error process. More discussion about recursive forecasting can be found in Teräsvirta (2006) , Kock and Teräsvirta (2011) or Teräsvirta et al. (2010, Chapter 14) among others. 4.1.2. Direct forecasts. In direct forecasting, the conditional mean estimate arises from a different model for each time horizon. Given the information set F T , the forecast for T + h made at T equals
where g h is a function of y T and its lags. In our case, model selection is made using the three aforementioned techniques, but there is a 'gap' in the model in that y T +h−1 , ..., y T +1 do not enter the equation. The advantage of the direct method lies in its computational simplicity: no recursions are needed. But then, a separate model has to be specified for each forecast horizon. 4.1.3. Forecasts based on differences and forecast errors. The forecasts based on differences are obtained in the following way. When forecasting recursively first differences ∆y t = y t − y t−1 are being modelled and forecast. The p lags of the left hand side variable are thus ∆y t−1 , ..., ∆y t−p To get an hperiods-ahead forecast, which is of y T +h , the first-difference forecasts have to be cumulated 1 :
The corresponding forecast error is
The estimated model yields direct estimates of the conditional mean.
The measure of performance in this work is the root mean square forecast error (RMSFE). It is calculated for each time series from out-of-sample forecasts for the forecasting period beginning at T 0 and ending at T − h max , where T is the last available observation and h max is the maximum forecast horizon. Thus,
Insanity Filters.
Nonlinear models may sometimes generate forecasts that are deemed unrealistic in the light of the hitherto observed values of the time series. This has prompted forecasters to introduce precautions in order to avoid excessive forecast errors. The idea is to replace an unrealistic forecast with a more conventional and believable one. It has been applied, among others, by White (1995, 1997a,b) who call the procedure the insanity filter, Stock and Watson (1999) and Teräsvirta et al. (2005) . We shall make use of two insanity filters. The first one works as follows: If the h-step ahead predicted change exceeds the maximum h-step change observed during the estimation period, the most recently observed value of the variable to be predicted is the forecast. Hence, in the words of Swanson and White (1995) we "replace craziness by ignorance". We shall call this filter the Swanson and White (SW) filter. In the second filter, the extreme predicted change is replaced by a forecast from our benchmark linear autoregressive model: craziness is replaced by linearity.
Results
The above techniques are applied to the monthly Consumer Price Index (CPI) and unemployment series for the G7 countries as well as the four Scandinavian countries. Before considering these macroeconomic series a small Monte Carlo experiment is conducted. As mentioned in the introduction, the purpose of this exercise is to see how the three modelling procedures perform under controlled circumstances when the data generating process is known and contained in the linear span of S and thus is possible to select. 5.1. General methodology and data. The technique for generating the potential hidden units for the ANN model (1) is described in the Appendix. We have modified the original White (2006) technique somewhat to make it more suitable to our modelling problem. For QuickNet and MBE we used 10-fold cross validation as in Hastie et al. (2009) to determine the number of hidden units to be included. We also used the hv-Cross Validation procedure of Racine (2000) but this did not improve the results, so they are omitted. Following the suggestion of White (2006) , the maximum number of variables in the ANN models was set to ten.
The macroeconomic series are obtained from the OECD Main Economic Indicators. Most series begin in the 1960s and end in December 2009 or January 2010. The CPI series were transformed to logarithms before modelling them, and the forecast errors discussed in the paper are errors in forecasting the transformed series.
Monte Carlo.
For our simulation study we chose a strongly nonlinear model from Medeiros et al. (2006) . These authors took the well-known annual Wolf's sunspot number series and, after transforming the observations using the Box-Cox transformation as in Ghaddar and Tong (1981) , fitted an ANN model (1) with two hidden units to the transformed series. The model is:
where the two hidden units are
and ǫ t ∼i.i.d.N(0,1). We generate 500 time series of 600 observations from this model. The set of potential variables consists of G 1 , G 2 , 1000 other hidden units, and ten lags of y t . The number of variables thus greatly exceeds the number of observations. The forecast horizons are one, two, and five years, and the maximum number of variables per each selected model equals ten. We report RMSFE ratios such that the denominator is the RMSFE of forecasts from (8), computed from the 500 replications. Table 1 contains these ratios for the recursive forecasts. The first three entries in the column named DGP contain the RMSFE for the forecasts from the true model (8). As expected, all RMSFE ratios exceed unity. Autometrics-selected models generate by far the most accurate forecasts of the alternatives to the DGP, indicating that the method works well when there is a true model that can be selected from the set of variables available for the purpose. The other methods lead to models whose forecasts are of more or less the same quality. The forecasts from MBE-selected models do not need filtering but are nevetheless slightly more inaccurate than the other (filtered) ones.
The performance of direct models is reported in Table 3 . Average ranks based on the absolute forecasts errors. For each procedure for which forecasts are carried out recursively as well as directly the forecasts from the two alternatives are identical at the 1-month horizon. Hence, the comparison is only made across the DGP forecasts and the direct forecasts at the 1-month horizon and by construction the ranks are the same for the recursive counterparts.
because the shortest lag (two-year model) or lags (five-year model) of y t cannot be used, and Autometrics clearly suffers from this. Note the good performance of the nonparametric model forecasting five years ahead. The kernel autoregression seems to make most of the available information, and the forecasts hardly need filtering. In fact, the SW filter has a negative effect on the accuracy of the forecasts from this model. As may be expected, the No Change forecast does not perform well in predicting these strongly cyclical realisations.
We also compare the methods by calculating the average ranks of the absolute forecast errors. Only the results for the AR filtered forecasts are reported since the ranks obtained from the SW filtered ones are similar.
The ranks can be found in Table 3 . As can be expected from the RMSFE results, the forecasts from the DGP have the lowest ranks. However, the ranks of the recursive forecasts by Autometrics are not much higher and even as low as the DGP ones at the five year horizon. Of the remaining neural network procedures MBE forecasts have the highest ranks while the No Change forecasts are by far the least accurate overall. This is not surprising due to the cyclical nature of the series to be forecast. The nonparametric forecasts perform about as well as the ANN-based procedures at the shortest horizons and better than them at the five year horizon.
Another robust way of considering the results is to use Wilcoxon's signedrank test (Wilcoxon (1945) ) for comparing forecasts from the DGP with the others. The null hyothesis is that the absolute forecast error of the DGP and that of the other model have the same mean whereas the alternative is that the alternative model has a lower mean absolute forecast error. The tests are carried out separately for each horizon. The results are reported in Table  4 . A normal approximation has been used in calculating the p-values. This is appropriate due to the large number of forecasts (500). Small p-values indicate that the alternative model produces more accurate forecasts than the DGP. If the alternative hypothesis is that the forecasts from the DGP have the lowest mean, one simply subtracts the reported p-values from one Recursive Hor. AR QN MBE Autom. QN-SG and obtains the p-values of this test. All tests are based on the AR-filtered forecasts 2 .
As can be seen from Table 4 , the results in Tables 1 and 2 accord with those from the Wilcoxon test. It is not possible to reject the hypothesis that the absolute forecast errors of the DGP forecasts and those from the alternative model have the same mean if the alternative hypothesis is that the alternative model has a lower mean. If the alternative hypothesis is that the DGP forecast errors have a lower mean, the null of equal means is rejected with a single exception: the recursive five-year forecasts from the Autometrics-selected ANN model. Table 5 offers some background to the results in Tables 1 and 2 . It contains information about the size and variable types in the nonlinear models for recursive forecasting. The average number of variables in every type of model is larger than the size of (8) which is six variables as the intercept is not counted. It is worth noting that Autometrics, while selecting the largest models, picks up elements of the true model more frequently than the other model selection techniques. This is probably the most important factor in explaining its success in forecasting. Moreover, Autometrics on 2 Alternatively, one could consider the Giacomini-White test (Giacomini and White (2006) ) which includes the Diebold-Mariano test (Diebold and Mariano (1995) ) as a special case. The Giacomini-White test, however, relies on a rolling window. The Giacomini-White test was also carried out but most often the conclusions were the same as for the Wilcoxon test and so the results are not reported here.
average chooses more linear lags than the other models, although fewer than their number in the true model. The average number of linear lags in the other models is rather small. The specific-to-general QN-SG is clearly more parsimonious than QuickNet, but this result is not invariant to the choice of significance levels in the test sequence. QuickNet-based recursive forecasts are somewhat more accurate than QN-SG ones at one-and five-year horizons.
5.3. Macroeconomic forecasts. The CPI and unemployment series are forecast at the 1, 3, 6, and 12-month horizons. The CPI series are transformed into logarithms, and 240 forecasts based on an expanding window are generated for each horizon 3 . Forecasts from models of differenced series are formed as described in Section 4.1.3. The pool of variables contains 600 hidden units with p = 6 in (1) and the first six linear lags of the dependent variable.
The models are respecified every six months. This is because of Autometrics is quite slow: otherwise respecification could easily be done every month. Pretesting linearity and letting the nonlinear model selection operate only if the linearity hypothesis was rejected did not on average improve the performance of the nonlinear models. This may be due the fact that linear lags are included into the pool of hidden units which makes it possible to select a linear model anyway.
5.4.
Consumer Price Index. The RMSFE ratios for recursive CPI forecasts from models of differenced series can be found in Table 6 . The denominator in the RMSFE ratio is now the RMSFE of the recursive linear AR forecasts. It is seen that filtering the forecasts is necessary. All four model selection techniques lead to ANN models that generate some very inaccurate forecasts. This is the case already for one-month forecasts and is due to the fact that some models contain very strongly correlated variables. A pair of them typically has large (in absolute value) coefficients with opposite signs. Forecasting with such a model yields inaccurate forecasts and cumulating them in forecasting more than one month ahead makes the situation even worse. This is clearly seen from the table. Furthermore, all ratios exceed one, which means that on average no ANN model, not even after filtering, generates more accurate recursive forecasts than the linear AR model. Models selected by MBE perform slightly better than the other nonlinear models.
These results may be compared with the ones in Table 7 . This table contains the RMSFE ratios for direct forecasts from models built using differenced series. Models built using QuickNet and Autometrics still generate a few forecasts that require filtering, whereas MBE-based forecasts do not. After filtering the six-and 12-month forecasts from the ANN models are more accurate than the benchmark ones. This is also the case for forecasts from direct linear AR models. Their RMSFE ratios are comparable to those obtained from models built by MBE which is the best-performing model selection technique. The forecasting performance of the nonparametric model Recursive Hor. AR QN MBE Autom. QN-SG 1 1 16.82 1.02 257.9 1.043 NF 3 1 5 · 10 4 2 · 10 6 2 · 10 9 1.052 6 1 4 · 10 5 1 · 10 6 6 · 10 9 2.411 12 1 1 · 10 6 1 · 10 6 1 · 10 10 3 · 10 5 1 1 1.040 1.020 Table 7 . Average root mean square forecast error ratios for the direct forecasts of the CPI series based on differences. NF: No Filter, SW: Swanson-White filter, AR: Insane forecasts replaced by linear autoregressive ones.
is below average, and the 'no change' forecasts are less accurate than even the corresponding recursive ones.
The RMSFE ratios in Table 8 refer to recursive forecasts from models built on CPI levels. Filtered forecasts are more accurate on average than the corresponding forecasts in Table 6 . MBE-based forecasts are the most accurate ones and models built by QN-SG generate the least accurate recursive forecasts: all ratios remain above one. Recursive linear AR models built on levels are somewhat superior to ones built on differences. The RMSFE ratios lie below one for the two longest horizons but are greater than the corresponding ratios for forecasts from models obtained by MBE, QuickNet and Autometrics. Table 9 contains the RMSFE ratios for direct forecasts from models specified and estimated from the level series. It appears that MBE is the best model-building method when the criterion is the RMSFE. The ratios are even smaller than the ones found in Tables 6-8. Direct models selected by QuickNet also perform better than the recursive ones, whereas the same cannot be said of models based on Autometrics or QN-SG. In the light of these results, going from specific to general and back again (QuickNet) is a better idea than going from specific to general only (QN-SG), but this finding cannot be generalized. It may be noted that the nonparametric model built on levels generates much less accurate forecasts than the same model estimated from differenced series. Its RMSFE ratios are remarkably larger than any other ratio. Summing up, it seems that direct forecasts are on average more accurate than the recursive ones. Exceptions do exist: compare Autometrics-based six-and 12-month RMSFE ratios in Tables 8 and  9 . It should be pointed out that these results are general ones and do not necessarily hold for all 11 countries. As was the case for the simulation study we also compare the forecast performance of the methods applied by considering their ranks. This is done for all countries and forecast horizons. Furthermore, forecasts from models built on differences and the ones based on levels are included in the same comparison. Table 10 . Average ranks based on the absolute forecasts errors. For each procedure for which forecasts are carried out recursively as well as directly the forecasts from the two alternatives are identical at the 1-month horizon. Hence, the comparison is only made across the direct forecasts at the 1-month horizon and by construction the ranks are the same for the recursive counterparts.
The results can be found in Table 10 . At the 1-month horizon absolute forecast errors from the ANN procedures have ranks very close to each other, which is in accordance with the findings from Tables 6-9. The nonparametric and No Change forecasts have considerably higher ranks than the other procedures. This is true for the forecasts based on differences as well as the ones based on levels. In particular the high ranks for the nonparametric forecasts are no surprise in the light of the high relative RMSFE in Table  9 . In general, the direct methods have the lowest average ranks. This is the case in particular for the forecasts based on the differences of the series. The overall winner at the 12-month horizon is the QN-SG method based on differences while the MBE-based forecasts come in second. This again agrees with the results reported in Tables 6-9. Similarly to the simulated example, we conduct Wilcoxon's signed-rank test for pairs of absolute forecast error series. The benchmark, the recursive linear AR forecast, is always one of the forecasts in the pair. As already discussed, the null hypothesis of the test is that the means of the absolute forecast errors are equal, and the alternative is that the absolute forecast errors of the 'other model' have the smaller mean of the two. The upper panel of Table 11 contains p-values of the test for recursive forecasts from differenced models. Most of them are close to one, which means that the null hypothesis is rejected in the opposite direction. This accords with the information in Table 6 , where all RMSFE ratios were greater than one. The MBE-based forecasts at horizons up to six months constitute the only exception.
The lower panel contains the p-values for direct forecasts. They are mostly close to zero for long forecasting horizons. The no change forecast is the only exception: all p-values are large. Direct forecasts can thus be deemed superior to recursive ones when the models are built on differenced CPIseries. This strengthens conclusions that emerge from Tables 4 and 5.  Table 12 contains p-values of the same test and null hypothesis when the forecasts are obtained using models built on CPI series in levels. Results in the upper panel show that the null hypothesis is rejected in favour of the recursive linear AR forecasts when compared to the model selected by QN-SG. The other methods generate ANN models that yield more accurate recursive forecasts than the linear AR model (p-values are close to zero) or forecasts for which the null hypothesis is not rejected (QuickNet and Autometrics one-month forecasts). The lower panel shows that QN-SGbased direct models do not perform well either. The same can be said about the nonparametric model and the 'no change' forecasts. Considering all four horizons at once, MBE emerges as the best-performing model selection criterion for direct models when Wilcoxon's test is used as the yardstick.
As in the simulated example, it is interesting to see whether the size of the model and the accuracy of the forecasts from it have to do with each other. Table 13 contains information about the size and composition of models based on differenced series. When forecasting recursively, it is seen from the left panel that QN-SG selects the most parsimonious models which do not, however, yield the most accurate forecasts. MBE selects somewhat less parsimonious models that on average yield the most accurate recursive forecasts. It also chooses the largest fraction of linear lags, although their average number remains below one. Models selected by Autometrics are by far the largest ones. There does not seem to be a clear connection between the model size and forecast accuracy. The right-hand panel of Table 13 contains the average size and composition of models based on differenced series and selected by MBE for direct forecasting. The average number of variables is halved when one moves from six-to 12-month models, whereas the share of linear lags of the total increases up to six-month models and remains about the same for 12-month ones. Table 14 contains the same information for models built on levels. All methods now select more linear variables than in the previous case. QN-SG is still the most parsimonious technique, and even QuickNet selects fewer variables than MBE. As Tables 9 and 12 indicate, forecasts from MBE are still the most accurate ones on average. The use of Autometrics leads to largest models. They perform better than QN-SG-selected models but less well than ones specified using MBE. The right panel of the table shows that MBE select a large number of linear lags for all direct models. In fact, every MBE-model built for the two longest horizons contains all six lags and only a small number of hidden units. A comparison of the RMSFE ratios in Tables 6 and 8 on the one hand and Tables 7 and 9 on the other (indirectly) suggests that direct models based on level data and selected by MBE may be slightly superior to the same type of model, selected by the same technique, but based on differenced series. Whether or not this is due to the larger amount of linear lags in the former models is not clear, however.
Individual countries.
To shed light on some of the cross-country variation in the results that cannot be seen in the summary tables we now consider results for some individual countries, Italy, Japan, and the US. They are selected because there are interesting differences between them. The remaining country-specific RMSFE are available at http://econ.au.dk/ research/research-centres/creates/research/research-papers/ supplementary-downloads/rp-2011-28/. Tables 15 and 16 show the RMSFE ratios for the US CPI forecasts based on differences (only the results for the AR-filter are presented). It is seen that it is indeed possible to improve upon the linear AR model even when forecasting recursively, although this is not true for all three methods. In fact, only MBE outperforms the linear autoregression at all horizons, which again indicates it may be superior to QuickNet and Autometrics in forecasting the CPI series. The Wilcoxon tests were also carried out on the individual countries. Based on these, the above findings are significant since at no horizon does one observe a higher p-value than 0.044 when testing the AR forecasts against the recursive MBE ones.
On average MBE selects seven variables of which 3.38 are linear lags. It is more parsimonious and includes a higher number of linear lags than the other procedures.
A comparison of Tables 15 and 16 shows that for the US the the recursive forecasts are less accurate than the corresponding direct ones. The differences in the RMSFE are, however, less pronounced than in Tables 6 and 7. The finding that the direct forecasts are more accurate than the recursive ones is uniform across all countries. All ANN models, independent of the variable selection procedure, work well in direct forecasting. However, for the US they are at the longest horizons outperformed by the nonparametric model and perform less well than they do in general. For the direct forecasts MBE is again the most parsimonious procedure whereas Autometrics on average selects the largest models. MBE-based models also contain the largest number of linear units.
The averaged results for the forecasts based on levels also sometimes hide differences between the individual countries. To illustrate this, Tables 17 and 18 present RMSFE ratios for Italy, Japan, and the US (only the results based on the AR-filter are shown). Table 17 shows that there can be considerable variation in the performance of the variable selection procedures. MBE is the most stable procedure and the only one which has RMSFE ratios below unity for all three countries at all horizons 4 , but for each country a different variable selection procedure is dominant. The relative stability of MBE is most likely due to the fact that for all three countries this procedure selects the largest number of linear units. For Italy and the US it includes all six linear units and for Japan it chooses a purely linear model every time (though not the AR (6)). Nevertheless, MBE is outperformed by Autometrics which generally chooses only a small fraction of linear lags. However, MBE includes unusually few linear units (3.6) for Japan, so it may still argued that models with a high number of linear units combined with a few nonlinear ones perform well on average.
A comparison of the results in Table 17 with the ones in Table 18 indicates that that the direct forecasts are superior to their recursive counterparts. This accords with the overall results. Moreover, the nonparametric model generates very inaccurate forecasts for these three countries, which is also in line with the general results. The direct MBE forecasts again have RMSFE ratios below unity. The performance of Autometrics varies quite remarkably. In forecasting 12 months ahead, Autometrics-based forecasts are an excellent choice for Japan, a mediocre one for the US, and are definitely not to be recommended for forecasting the Italian CPI. The situation is the same if recursive forecasts in Table 17 are considered. Autometrics-based forecasts are much better than the recursive AR ones for Japan, except at the onemonth horizon, still acceptable for the US, and very inaccurate for Italy.
Results on forecasting the CPI series sugest that forecasts based on levels are superior to their counterparts based on differences. Furthermore, direct 4 Recall, however, that the benchmark is the AR(6) model forecasted recursively based on differences of the time series. But even then, it still illustrates the rather stable performance of MBE. Its relative RMSFE are actually below one for the recursive level based forecasts for all countries at all horizons except for the UK and Denmark for which the 1-month forecasts have ratios above one. accurate nonlinear forecasts, and they do not need filtering. Autometricsselected models are, even after filtering, the most inaccurate ones. Table 20 indicates that on average, direct forecast are not superior to recursive ones. This is true for both linear and nonlinear forecasts. Nonparametric forecasts do not require much filtering but are less accurate than the ones from the MBE-forecasts.
In the case of unemployment series, the models built on levels do not produce forecasts superior to their counterparts from models based on differences. Table 21 contains the RMSFE ratios for recursive forecasts. Again, MBE-selected models seem to generate more accurate forecasts than the others, whereas model selection using Autometrics leads to models with most inaccurate forecasts. The most striking feature of Table 22 is that the nonparametric forecasts, which need no filtering, are nevertheless on average distinctly more inaccurate than forecasts generated by any other model or 24 ANDERS BREDAHL KOCK AND TIMO TERÄSVIRTA Recursive Hor. AR QN MBE Autom. QN-SG 1 0.9994 2 · 10 5 1.007 1.302 1.048 NF 3 1.010 3 · 10 5 1.028 1 · 10 8 1.076 6 1.024 5 · 10 6 1.041 8 · 10 8 1.087 12 1.016 9 · 10 6 1.036 1 · 10 9 1.065 method. It can also be noted that direct linear forecasts from linear AR models built on untransformed series have RMSFE ratios close to one, while no filtering has been necessary. The 'no change' forecasts are somewhat less accurate as the ones generated by QuickNet-selected models but better than Autometrics-ones. Table 23 contains the average ranks of the models based on the absolute forecasts errors. In this comparison ANN forecasts from Autometricsselected models have the highest ranks. In accordance with Tables 19-22, MBE is the best performing ANN selection method. However, none of them has a lower average rank than the linear AR model. The performance of the nonparametric forecasts is highly dependent on whether the models are built on differences or levels. In the former case the ranks are much lower than in the latter, which are by far the highest overall. This accords with the RMSFE results in Table 22 . Table 23 . Average ranks based on the absolute forecasts errors. For each procedure for which forecasts are carried out recursively as well as directly the forecasts from the two alternatives are identical at the 1-month horizon. Hence, the comparison is only made across the direct forecasts at the 1-month horizon and by construction the ranks are the same for the recursive counterparts. Table 24 contains p-values of Wilcoxon's signed-rank test of absolute forecast errors for AR-filtered forecasts from models based on differenced unemployment series. The null hypothesis of equal means is mostly rejected (the p-value is close to unity) in favour of the linear recursive AR absolute forecast errors having a smaller mean than the ones from the other model. MBE forecasts three months ahead are the only ANN-exception. For direct linear three-and six-month forecasts the null hypothesis of equal means is not rejected either. Table 25 contains the same information with the difference that the alternative model is built on levels instead of differences. In this case, the null hypothesis is never rejected for MBE-based direct models, but it turns out that at longest horizons, direct linear AR forecasts have smaller absolute errors than the recursive AR ones (the corresponding p-values in Table 25 are close to zero). The result for 12-month forecasts requires an explanation. In Table 22 , the 12-month RMSFE ratio of the direct linear AR forecasts equals 1.008, which does not indicate superiority of these forecasts over the recursive linear ones. Even after filtering, the direct linear 12-month model generates, however, a couple of large absolute forecast errors. This has a considerable effect on the RMSFE but a lesser one on the signed-rank statistic, in which the size of a particular error weighs less than in the RMSFE. The direct 12-month AR forecasts do have a smaller RMSFE ratio than the other methods in Table 22 , which is in accord with the information in Table  25 .
Statistics on the size and composition of the ANN models for forecasting based on differenced CPI series can be found in Table 26 . When forecasting recursively MBE generates the smallest models and Autometrics the largest ones. QuickNet and QN-SG lie in between. Most of the selected variables are hidden units. The average size of the MBE-based direct models decreases slightly with the forecasting horizon. It appears that there is positive correlation with the size of the model and its forecasting performance. In Table 19 and 20 models selected by MBE have the smallest RMSFE ratios, whereas Autometrics-based models have the largest ones. Models chosen using QuickNet and QN-SG lie in the middle. and even QuickNet-based models have a smaller average size than the ones chosen by MBE. The share of linear lags is now appreciably greater than in Table 26 , and this is the case for all four procedures. Autometrics selects the largest direct models, whose average size is practically the same as it is in the models for recursive forecasting. It appears that in this case, leaving out lags does not affect the average size of the model. The correlation between the size of the model and the accuracy of the forecasts is weaker than in the previous case. A look at Table 21 shows that MBE-selected models still have the smallest RMSFE ratios, although they do not have the smallest size. Note, however, that they contain the largest number of linear lags, which may have affected the outcome. The position of Autometrics is unchanged: largest models and largest RMSFE ratios.
All models for direct forecasting contain more linear terms when the models are in levels than when they are in differences. They share this feature with the corresponding models built for forecasting the CPI. 5.5.1. Individual countries. The average results for the unemployment series are indicative of the results for the individual countries. No large differences can be found on the country level. However, to illustrate that not all relative RMSFE ratios are close to unity we discuss a few individual country results. The tables with the relative RMSFE for each individual country can be found at http://econ.au.dk/research/research-centres/creates/ research/research-papers/supplementary-downloads/rp-2011-28/.
For example the direct forecasts on the differences of the Italian unemployment series are around ten percent more precise than the recursive forecasts from the linear autoregression. Similarly to the average results MBE delivers the most accurate forecasts of the ANN procedures while Autometrics is the most imprecise in particular at the short horizons. In fact these two observations are both very stable across all eleven countries emphasizing the fact that the average results reflect the results for the individual countries rather well.
The direct forecasts on the levels of the German unemployment series are another example of a country for which it is possible to outperform the recursive linear autoregressive model on the differences. These forecasts are also an instance of a series for which the SW-filter produces more accurate forecasts than the AR-filter. MBE is again the most successful nonlinear model.
Conclusions
In this paper we consider macroeconomic forecasting with a flexible nonlinear model, the single-hidden layer feedforward neural network model that is a universal approximator. We apply the idea of White (2006) of transforming the specification and estimation problem of this model to a linear model specification problem. This leads to a situation in which the number of candidate variables to choose among vastly exceeds the number of observations. Three modelling techniques, White's QuickNet among them, that can handle this difficulty are compared and the models selected are used for forecasting.
The benchmark in our forecast comparisons is, with one exception, the linear AR model with recursive forecasts. It is turns out to be difficult to improve upon its forecasting precision using recursive forecasting, while the direct method seems to be a more successful approach. It appears that the Marginal Bridge Estimator of Huang et al. (2008) yields the best performing ANN models overall, but the results do vary from one country to the other. Autometrics of Doornik (2009) selects models with excellent forecasting performance when there is a well-fitting model to be discovered but does poorly when no potential model fits the data well. QuickNet selects models whose average forecasting performance lies between that of the two others. Parsimony plays a role since MBE often selects models with the fewest variables of the available alternatives. The purely nonparametric model generates relatively accurate forecasts for inflation series but is much less successful in forecasting unemployment rates. The performance of the models may also vary as a function of the forecasting horizon.
All three techniques often produce models that yield some very erroneous or 'insane' forecasts, which makes filtering them necessary. The two insanity filters considered in this paper perform almost equally well, although the AR filter may have a slight edge over the filter that Swanson and White (1995) introduced. Multicollinearity is the main reason for insane forecasts, and it might be a good idea to develop all three modelling strategies further in order to reduce the probability of the outcomes in which the final model contains very strongly linearly correlated variables.
We find that that testing linearity before variable selection does not help in choosing useful models. It may do so for certain countries and variables but may lead to weakened forecasting performance in some others. For this reason it cannot be recommended as a part of any of the three modelling strategies under consideration.
Forecasts are generated using both the recursive and the direct method. Overall, direct forecasting is somewhat superior to the recursive technique, but it does not dominate the latter. The results vary from one country and variable to the other. This is true also in comparing the accuracy of recursive and direct forecasts from linear AR models: on average direct forecasts are more accurate than the recusive ones.
When it comes to choosing between models based on first differences of the series and ones specified and estimated using levels it turns out that in forecasting the CPI models built on levels tend to generate more accurate forecasts on average than the corresponding models constructed using first differences. It is not clear why that is the case. In forecasting unemployment rates the outcome is less clear: the models based on levels cannot be viewed as superior to models built on first differences.
A general conclusion is that the ANN model can be useful in macroeconomic forecasting, but that the linear AR model is a serious competitor. In practice, the forecaster may experiment with several models and methods between settling for one, if the final goal is to find a model with the best performance for a given country and variable. Another possibility left for further work would be to combine recursive and direct forcasts obtained with various linear AR and ANN models.
Finally, the purpose of this work has not been to compare the forecasting performance of different nonlinear models. Doing so in a satisfactory fashion would require a vast amount of resources. It would also shift the focus away from our main aim: comparing different modelling techniques for the singlehidden layer ANN model made possible by the work of White (2006) , and has not been attempted here.
