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The use of electronic academic data processing makes the administrative job 
easy. These academic data has also been used as the basis of decision making 
and when doing a research. The purpose of this study was to analyze existing 
information in available academic data to produce new information. One of 
common research using these academic data is a study on prediction of students’ 
achievement index. Yet, with the various data used as the input variables for 
prediction of achievement. 
The main thing to be achieved is to find out a model with data mining technique 
by using the back propagation neural network that can learn the data available 
and determine the variables that can be used in predicting students’ achievement 
index. This model will determine the variables from the available data and test 
the determined data variables. The result of this study showed that the variables 
produced were different. Based on the data used and the result of the test done, it 
was found out that by using the determination of these variables, the percentage 
of prediction increased even though the data of students of Faculty of Engineering 
had less variables compared to the data of students of Faculty of Mathematics 
and Natural Science and Faculty of Law. 
 Keywords: Data Mining, Prediction, Artificial Neural Network, Back 
Propagation   
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1. Pendahuluan  
Mahasiswa sebagai produk universitas dapat memberikan gambaran 
keberhasilan pendidikan dan manajemen pendidikan yang berlangsung di 
dalamnya. Banyak hal dilakukan untuk menunjang terwujudnya pendidikan dan 
manajemen yang baik. Sistem  informasi manajemen telah banyak dikembangkan 
untuk mendukung hal tersebut dengan pengumpulan dan penyimpanan data 
akademik secara elektronik.  
 
Data akademik yang tersimpan dapat digunakan untuk menganalisa 
hubungan antar data yang ada seperti hubungan antara prestasi dan asal sekolah, 
prestasi dan asal daerah, jumlah mahasiswa berprestasi dan asal program studi, 
jarak kelulusan mahasiswa dengan diterima bekerjanya mahasiswa dan asal 
program studi, dan banyak hal lainnya. Data akademik ini dapat disajikan dalam 
bentuk tampilan grafik maupun persentasi. Penyajian data dengan model grafik 
dan persentasi cukup banyak digunakan untuk membantu mendukung 
pengambilan keputusan dan dapat digunakan untuk membantu memecahkan 
masalah yang mungkin atau sedang terjadi dalam kegiatan akademik, misalnya 
masalah menurunnya indeks prestasi mahasiswa. 
 
Penurunan indeks prestasi mahasiswa dapat mengakibatkan menurunnya 
indeks prestasi kumulatif mahasiswa. Hal ini menurut pengamatan awal tidak 
dapat diamati secara langsung oleh dosen wali. Bila penurunan indeks prestasi ini 
tidak diperhatikan dapat mengakibatkan  mahasiswa drop-out. Apabila dosen wali 
diberikan perkiraan indeks prestasi yang mungkin diperoleh mahasiswa pada 
semester yang akan diambil, hal ini diharapkan dapat memberikan peringatan dini 
bagi mahasiswa. 
 
Sejumlah penelitian telah dilakukan terkait dengan prediksi indeks prestasi 
kumulatif mahasiswa [1,2,3,4] dan memprediksi nilai mahasiswa [5,6,7]. 
Beberapa penelitian yang dilakukan dengan menggunakan artificial neural 
network sebagai metode pada data mining [1,4] untuk memprediksi IPK 
kelulusan menunjukkan hasil yang lebih baik dibandingkan metode lain yang 
pernah diteliti. Namun variabel yang digunakan  dalam memprediksikan indeks 
prestasi mahasiswa tidak seragam pada masing-masing penelitian. Tidak semua 
penelitian tersebut dapat diimplementasikan pada institusi pendidikan lainnya 
[2,5,8,9]. Hal ini disebabkan karena perbedaan ketersediaan data yang dimiliki 
oleh setiap institusi pendidikan.  
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2. Metode dan Bahan 
2.1 Data Mining 
 
Data mining sebagai bentuk dari penelusuran dengan analisis data, 
merupakan proses yang otomatis melakukan pengumpulan bentuk dan relasi dari 
sekumpulan data yang besar dibandingkan dengan melakukan percobaan hipotesa 
tanpa rumus [10], bahkan beberapa teknik data mining menggunakan metode 
validasi silang yang merupakan teknik sampling [11] Pada Gambar 1. 
ditunjukkan bahwa proses tersebut diawali dengan preprocessing yang terdiri atas 
pengumpulan data untuk menghasilkan data mentah (raw data) yang dibutuhkan 
oleh  data mining, yang kemudian dilanjutkan dengan transformasi data untuk 
mengubah data mentah menjadi format yang dapat diproses oleh data mining, 
misalnya melalui filtrasi atau agregasi. 
 
 
Gambar 1 Proses Data Mining [10] 
Data mining memiliki 4 tipe relasi [11] yakni:  
1. Kelas, data dikelompokkan dalam kategori oleh pengguna, 
2. Klaster, data dikelompokkan dalam group, berdasarkan relasi logika, 
3. Asosiasi, data digunakan untuk menemukan relasi antar data set, 
4. Bentuk sekuensial, data digunakan untuk menentukan perilaku dan trend. 
 
2.2 Neural  Network 
 
Neural network atau jaringan syaraf tiruan(JST) merupakan prosesor tersebar 
paralel yang sangat besar yang memiliki kecendrungan untuk menyimpan 
pengetahuan yang bersifat pengalaman dan membuatnya siap untuk digunakan 
[12].  
 
Jaringan syaraf tiruan  merupakan suatu sistem pemrosesan informasi yang 
mempunyai karakteristik menyerupai jaringan syaraf manusia. Jaringan syaraf 
tiruan tersusun dari sejumlah besar elemen yang melakukan kegiatan analog  
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dengan fungsi-fungsi saraf biologis yang paling mendasar. Jaringan syaraf tiruan 
menyerupai otak manusia dalam dua hal [12]: 
1. Pengetahuan diperoleh jaringan melalui proses belajar 
2. Kekuatan hubungan antar sel syaraf yang dikenal sebagai bobot sinaptik 
digunakan untuk menyimpan pengetahuan 
3. Jaringan syaraf tiruan dapat melakukan pembelajaran dari pengalaman 
sebelumnya, 
4. melakukan generalisasi,  
 
Gambar 2 menunjukkan susunan dari sebuah jaringan syaraf tiruan dengan 1 
lapisan tersembunyi dengan 1 Lapisan Tersembunyi [13] 
 
Gambar 2. Sebuah Jaringan Syaraf Tiruan  
2.3 Mengaktifkan Jaringan Saraf Tiruan 
 
Mengaktifkan jaringan saraf tiruan berarti mengaktipkan setiap neuron yang 
dipakai pada jaringan tersebut. Banyak fungsi yang dapat dipakai sebagai 
pengaktif, seperti fungsi-fungsi goniometri dan hiperboliknya, fungsi unit step, 
impulse, linier, sigmoid, dan lain sebagainya [14].  
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Gambar 3. Fungsi Pengaktif 
Fungsi sigmoid merupakan fungsi aktivasi yang umum digunakan dalam 








Fungsi sigmoid memiliki keunikan yakni bila dilakukan pengaturan nilai σ pada 
persamaan diatas, maka fungsi sigmoid akan memiliki karakteristik menyerupai 
fungsi step ataupun linier. Pengaruh pengaturan  σ pada karakteristik fungsi 
sigmoid dapat dilihat pada Gambar 4. 
 
Gambar 4. Pengaruh Pengaturan σ Pada Karakteristik Fungsi Sigmoid 
 
Bila nilai σ mendekati 0, maka karakteristik fungsi sigmoid menyerupai fungsi 
linier, dan bila nilai σ mendekati tak hingga, maka karakteristik fungsi sigmoid 
menyerupai fungsi step. 
 
2.4 Jaringan Syaraf Tiruan Back Propagation 
 
Model JST merupakan pengembangan dari model perceptron. Arsitektur ini 
pertama kali di kemukakan oleh Rumellhart dan Mc Clelland tahun 1986.  Ciri 
utama jaringan syaraf ini adalah dipunyainya tiga tipe lapisan jaringan yang 
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terhubung penuh, yakni: jaringan penerima masukan, jaringan tersembunyi dan 
jaringan keluaran. Pelatihan jaringan dilakukan dengan cara memberikan vektor 
masukan dan vektor keluaran (himpunan data pelatihan). Untuk lebih jelasnya 
arsitektur JST back propagation dapat dilihat di Gambar 5.  




Gambar 5. Arsitektur JST Back Propagation 
Pelatihan pada JST back propagation, umpan maju dilakukan dalam 
rangka perhitungan bobot sehingga pada akhir pelatihan akan diperoleh bobot-
bobot yang baik. Hubungan antara bobot ini ditunjukkan seperti pada Gambar 6. 
 
Gambar 6. Hubungan Antara Bobot Pada JST 
Selama proses pelatihan, bobot-bobot diatur untuk meminimumkan 
kesalahan yang terjadi. Sebagian besar pelatihan untuk jaringan umpan maju 
menggunakan gradien dari fungsi aktivasi untuk menentukan bagaimana 
mengatur bobot-bobot dalam rangka meminimumkan kinerja. Algoritma 
pelatihan standar back propagation akan menggerakkan bobot dengan arah 
gradien negatif. Prinsip dasar dari algoritma back propagation adalah 
memperbaiki bobot-bobot jaringan dengan arah yang membuat fungsi aktivasi 
menjadi turun dengan cepat. 
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3. Perancangan Sistem 
3.1 Data Mining 
 
Proses data mining umumnya terdiri dari 3 bagian yakni persiapan data, data 
mining dan hasil dari data mining yang dapat berupa informasi. Pada penelitian 
ini, informasi ataupun hasil yang ingin didapatkan adalah variabel-variabel apa 
yang cukup memiliki kedekatan dengan nilai indeks prestasi, sehingga bila 
digunakan sebagai masukan pada prediksi indeks prestasi dapat memberikan nilai 
prediksi yang baik. Persiapan data dibagi menjadi pengumpul data, pembobotan 
data, penyusunan kelas data dan penyusunan variabel. Untuk proses data mining 
dilakukan dengan melakukan prediksi indeks prestasi dengan memanfaatkan data 
yang telah melalui proses persiapan data sebelumnya. Hasil data mining 
merupakan informasi kedekatan data variabel dengan data keluaran. Informasi ini 
akan dikelompokkan dan dilakukan pengujian dengan  memanfaatkan jaringan 
syaraf tiruan untuk mengetahui apakah pengelompokan variabel dengan 
menggunakan data mining dapat dilakukan 
 
3.2 Pembobotan Data 
 
Sebelum melakukan pemrosesan data, data yang akan akan digunakan dalam 
latihan dan prediksi disusun dalam nilai bipolar. Nilai bipolar merupakan   nilai 
yang mengkondisi-kan nilai 0 menjadi -1 dan 1 tetap sebagai 1. Penggunaan data 
masukan dan keluaran dalam kode bipolar digunakan untuk mendapatkan 
kesalahan prediksi yang lebih rendah [17]. Proses pembobotan dilakukan untuk 
semua variabel yang akan digunakan sebagai data pelatihan dan data ujicoba. 
Diagram aktivitas pembobotan dapat dilihat pada Gambar 7. 
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Gambar 7. Diagram Aktivitas Pembobotan Data 
 
Algoritma pembobotan data adalah sebagai berikut: 
a. Melakukan pemeriksaan data pada tabel variabel untuk memperoleh jumlah 
data yang tersedia. 
b. Untuk setiap data variabel, data dikelompokkan berdasarkan nilai masing-
masing variabel. 
c. Untuk setiap pengelompokkan nilai variabel, diberikan pengurutan dari 0 
sampai jumlah maksimum pengelompokan data. 
d. Lakukan pemberian bobot untuk setiap  data berdasarkan urutan data. 
e. Untuk setiap nilai bobot, dilakukan konversi menjadi nilai bipolar.  
f. Untuk setiap kelompok data dengan nilai bobot yang sudah ditentukan, data 
variabel dikonversi menjadi nilai binner.  
Mengambil Jumlah Variabel
Mengambil rekod variabel
Mengelompokkan nilai data pada variabel
Mengurutkan Kelompok Variabel
Mengambil Jumlah kelompok variabel
Mengambil Nilai kelompok variabel
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Dengan memanfaatkan algoritma pembobotan yang telah disusun, diperoleh data 
dengan pembobotan -1 dan 1. Hasil pembobotan beberapa data ditunjukkan pada 
Tabel 1. 
Tabel 1 Hasil Pembobotan 






1,-1, 1 1 
2.79 0000000010 
-1,-1,-1,-1,-1,-1,-1,-
1, 1, 1 2 
2.45 0000000011 
-1,-1,-1,-1,-1,-1,-1, 
1,-1, 1 3 
 
3.3 Klasifikasi Data 
 
Klasifikasi data dilakukan dengan memanfaatkan kemampuan metode back 
propagation pada jaringan syaraf tiruan untuk melakukan prediksi indeks 
prestasi. Model klasifikasi akan terdiri dari 4 bagian yakni: bagian yang 
melaksanakan pengelompokan, bagian yang melaksanakan  pengambilan data, 
bagian yang melakukan prediksi, dan bagian yang melakukan penentuan apakah 
variabel dapat dipergunakan sebagai data prediksi. Diagram aktivitas klasifikasi 
data dapat dilihat pada Gambar 8. 
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Gambar 8. Diagram Aktivitas Klasifikasi 
 
Pengelompokan data dilakukan dengan menggabungkan data yang seragam 
dengan batasan jumlah. Dengan pengelompokan data diperoleh kelas-kelas data. 
Pada Tabel 2 diperoleh pengelompokkan data dengan jumlah kelompok minimal 
(N) adalah 300. 
Tabel 2 Pengelompokan Dengan N=300 
No. Ip Terkecil Ip Terbesar Jumlah 
1 0 2.21 303 
2 2.22 2.54 300 
3 2.55 2.77 303 
4 2.78 2.96 304 
5 2.97 3.14 300 
6 3.15 3.32 300 
7 3.33 4 490 
 
Pengambilan data dilakukan dengan menggunakan query data secara langsung ke 
database dengan menggunakan batasan yang dibatasi oleh kelas yang ditentukan 
oleh proses pengelompokan. 
Pelatihan dan prediksi dilakukan menggunakan jaringan syaraf tiruan dengan 
menggunakan metode back propagation. Untuk dapat menggunakan metode ini, 
diperlukan jaringan yang telah dilatih dan pengujian jaringan. Proses seleksi data 
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pada Gambar 7. 
Parameter yang digunakan dalam melakukan pelatihan jaringan syaraf tiruan 
adalah nilai pelatihan Lrate dan nilai sigmoid Asigmoid. Pada penelitian yang 
dilakukan [18], dilakukan pengujian menggunakan beberapa nilai pembelajaran 
yang hasilnya ditunjukkan pada Tabel 3.  
 
Tabel 3 Hasil Penelitian Berdasarkan Nilai Pembelajaran [18] 
Lrate Jumlah Pelatihan Persentase Akurasi 
100 3,017 25.63% 
50 3,282 24.70% 
10 1,955 29.21% 
5 4,821 38.66% 
1 1,817 56.14% 
0.5 160 59.96% 
0.1 7 64.86% 
0.05 9 66.62% 
0.01 14 68.71% 
0.005 39 69.04% 
0.001 242 69.48% 
0.0005 473 69.47% 
0.0001 2,252 69.43% 
0.00005 5,913 69.47% 
0.00001 18,595 69.46% 
 
Nilai alpha sigmoid yang umum digunakan dalam pengujian adalah 0.5,1,2 
dimana nilai ini mewakili fungsi sigmoid, yakni nilai alpha sigmoid 0.5 
memberikan karakteristik yang mendekati fungsi linier, nilai alpha sigmoid 1 
memberikan karakteristik fungsi sigmoid, dan nilai alpha sigmoid 2 memberikan 
karakteristik mendekati fungsi step. 
 
Penentuan variabel berdasarkan pada valid atau tidaknya sebuah variabel 
sesuai dengan hasil pengujian penentuan jumlah neuron dan persentasi prediksi. 
Prediksi menggunakan data pengujian, dan setelah prediksi dilakukan, data hasil 
prediksi dibandingkan dengan hasil sebenarnya. Variabel yang memiliki 
persentasi prediksi tertinggi merupakan hasil dari bagian klasifikasi variabel ini 
dan akan digunakan untuk menentukan apakah model ini dapat digunakan untuk 
membantu dalam proses pemilihan variabel bila terdapat sejumlah variabel yang 
menurut pengamatan memiliki pengaruh yang cukup signifikan dalam 
memberikan prediksi yang lebih baik. 
 
Hasil dari klasifikasi variabel akan digunakan untuk melakukan pelatihan 
dan prediksi. Dari hasil prediksi indeks prestasi, akan dihitung persentasi prediksi 
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4. Pengujian Sistem 
 
Pengujian dilakukan dengan mengunakan data yang diperoleh dari database SIA, 
yakni data mahasiswa Fakultas Hukum dan Fakultas MIPA semester ganjil 
2008/2009, genap 2008/2009, dan ganjil 2009/2010 berjumlah 2300 sedangkan 
untuk pengujian digunakan data mahasiswa semester genap 2009/2010 dan ganjil 
2010/2011.  
 
Variabel yang akan digunakan untuk melakukan prediksi indeks prestasi 
berjumlah 16 yakni: 
a. Asal Kota, 
b. Asal SMTA, 
c. Jumlah Saudara, 
d. Jumlah Tanggungan Ortu, 
e. Jalur Masuk, 
f. Pendidikan Terakhir Ayah, 
g. Pendidikan Terakhir Ibu, 
h. Pekerjaan Ayah, 
i. Pekerjaan Ibu, 
j. Jumlah nilai A, 
k. Jumlah nilai B, 
l. Jumlah nilai C, 
m. Jumlah nilai D, 
n. Jumlah nilai E,  
o. Jumlah kehadiran, 
p. Persentasi kehadiran. 
 
Untuk data pembanding digunakan data Fakultas Teknik semester ganjil 
2008/2009, genap 2008/2009, ganjil 2009/2010, dan genap 2009/2010 berjumlah 
2292 dan pengujian menggunakan data mahasiswa semester ganjil 2010/2011 dan 
genap 2010/2011. 
 
Variabel yang digunakan untuk data mahasiswa Fakultas Teknik berjumlah 14, 
yakni: 
a. Asal Kota, 
b. Asal SMTA, 
c. Jumlah Saudara, 
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d. Jumlah Tanggungan Ortu, 
e. Jalur Masuk, 
f. Pendidikan Terakhir Ayah, 
g. Pendidikan Terakhir Ibu, 
h. Pekerjaan Ayah, 
i. Pekerjaan Ibu, 
j. Jumlah nilai A, 
k. Jumlah nilai B, 
l. Jumlah nilai C, 
m. Jumlah nilai D, 
n. Jumlah nilai E. 
 
Data kehadiran dan persentasi kehadiran tidak terdapat pada database Fakultas 
Teknik. 
 
Kelengkapan data merupakan hal yang utama, sebab bila cukup banyak variabel 
yang akan digunakan dalam pengujian bernilai kosong, maka akan sangat 
mempengaruhi keakuratan hasil prediksi indeks prestasi mahasiswa. Pengaruh 
keakuratan prediksi indeks prestasi dapat membuat variabel yang diikutsertakan 
dalam klasifikasi tidak memiliki potensi untuk digunakan dalam menentukan 
indeks prestasi mahasiswa. 
 
Keakuratan pengujian juga sangat dipengaruhi oleh parameter pembentukan 
jaringan. Parameter seperti  nilai pembelajaran (Lrate) dan nilai alpha sigmoid 
Asigmoid membantu menentukan kenaikan bobot dari setiap neuron yang menjadi 
penentu keluaran dari jaringan syaraf tiruan. Jumlah neuron yang ada juga sangat 
berpengaruh dalam memberikan prediksi yang baik. 
 
Adapun parameter yang akan digunakan dalam pelatihan jaringan syaraf tiruan 
dan prediksi adalah sebagai berikut: 
a. Jumlah pengelompokan data N yakni 300,500,700 
b. Nilai pembelajaran Lrate yakni 0.01, 0.05, 0.1 
c. Nilai alpha sigmoid Asigmoid yang digunakan yakni 0.5,1, 2 
 
5. Hasil dan Analisis 
5.1 Pengujian Pelatihan & Prediksi 
 
Pada pengujian dengan penentuan jumlah neuron,  rata-rata jumlah neuron yang 
digunakan dalam menyusun jaringan yang valid adalah 37 pada N=300, 17 pada 
N=500 dan 4 pada N=700 seperti ditunjukkan pada Tabel 4. 
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Lrate   
0.1  
300 0.5 34 40 40 37 
 1 0 0 0 0 
 2 0 0 0 0 
500 0.5 17 17 19 38 
 1 17 26 22 22 
 2 0 11 0 11 
700 0.5 3 3 3 3 
 1 3 3 5 4 
 2 3 7 6 5 
 
 
Dengan memperhatikan pembentukan kelas pada Tabel 3.2,3.3, dan 3.4,  pada 
Tabel 4.1 ditunjukkan bahwa semakin sedikit jumlah keluaran, maka nilai 
kedekatan data antara masukan dan keluaran prediksi indeks prestasi dapat 
semakin baik, namun dengan semakin sedikitnya kelas keluaran indeks prestasi 
yang diprediksi, maka rentang indeks prestasi pada kelas menjadi cukup besar 
sehingga akan menurunkan ketelitian prediksi.  
 
Dari hasil pengujian secara keseluruhan, terlihat bahwa jaringan yang terbentuk 
bervariasi pada setiap parameter. Dengan memanfaatkan data tersebut, diperoleh 
data hasil pelatihan jaringan syaraf tiruan  untuk setiap kelompok variabel dan 
kelas seperti pada Tabel 5, dimana K merupakan urutan pengelompokan variabel.  
 
Tabel 5. Rangkuman Hasil Pelatihan  
a. Dengan menggunakan Data Mahasiswa Fakultas MIPA dan Hukum 
K 
Jumlah Jaringan Valid 
N=300 N=500 N=700 Total 
1 3 6 9 18 
2 3 7 9 19 
3 3 7 9 19 
4 3 6 9 18 
5 3 6 9 18 
6 3 6 9 18 
7 2 6 9 17 
8 3 6 9 18 
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9 3 6 9 18 
10 3 7 9 19 
11 3 7 9 19 
12 3 7 9 19 
13 3 7 9 19 
14 3 7 9 19 
15 3 7 9 19 
16 3 6 9 18 
 
b. Dengan menggunakan Data Mahasiswa Fakultas Teknik 
K 
Jumlah Jaringan Valid 
N=300 N=500 N=700 Total 
1 4 7 9 20 
2 5 6 9 20 
3 3 6 9 18 
4 3 6 9 18 
5 3 6 9 18 
6 3 6 9 18 
7 3 6 9 18 
8 3 6 9 18 
9 3 6 9 18 
10 3 8 9 20 
11 3 7 9 19 
12 3 7 9 19 
13 3 8 9 20 
14 3 6 9 18 
 
Dari hasil pengujian valid atau tidaknya sebuah jaringan dengan menggunakan 
data mahasiswa Fakultas MIPA dan Hukum, diperoleh variabel-variabel yang 
memiliki kedekatan data antara data variabel dan indeks prestasi mahasiswa sbb: 
 
a. Asal SMTA, 
b. Jumlah Saudara, 
c. Jumlah nilai A, 
d. Jumlah nilai B, 
e. Jumlah nilai C, 
f. Jumlah nilai D, 
g. Jumlah nilai E,  
h. Jumlah kehadiran. 
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Sedangkan dari hasil pengujian valid atau tidaknya sebuah jaringan dengan 
menggunakan data mahasiswa Fakultas Teknik, diperoleh variabel-variabel yang 
memiliki kedekatan data antara data variabel dan indeks prestasi mahasiswa sbb: 
 
a. Asal Kota, 
b. Asal SMTA, 
c. Jumlah nilai A, 
d. Jumlah nilai D, 
e. Jumlah nilai E. 
 
Untuk memberikan perbandingan, selain menggunakan database yang berbeda, 
maka akan dilakukan perbandingan dengan menggunakan variabel yang memiliki 
jumlah keberhasilan pembentukan jaringan yang 1 jaringan valid lebih sedikit 
dari jumlah maksimum jaringan valid yang ada, yakni untuk pengujian 
menggunakan data mahasiswa Fakultas MIPA dan Hukum, diperoleh variabel 
sbb: 
 
a. Asal Kota, 
b. Jumlah Tanggungan Ortu, 
c. Jalur Masuk, 
d. Pendidikan Terakhir Ayah, 
e. Pekerjaan Ayah, 
f. Pekerjaan Ibu, 
g. Persentasi kehadiran. 
 
Sedangkan dari hasil pengujian dengan menggunakan data mahasiswa Fakultas 
Teknik, variabel yang digunakan sebagai perbandingan pengujian adalah: 
 
a. Jumlah nilai C, 
b. Jumlah nilai D. 
 
5.2 Pengujian Variabel 
 
Dari proses data mining diperoleh informasi variabel yang dapat digunakan 
berdasarkan analisa klasifikasi yang telah dipaparkan sebelumnya. Untuk 
memastikan apakah variabel yang diklasifikasikan memberikan hasil prediksi 
indeks prestasi yang baik, maka akan dilakukan pengujian dengan menggunakan 
penggabungan data variabel yang dikelompokkan diatas, yakni variabel dengan 
jumlah jaringan valid sebanyak 19 dan 18 untuk pengujian menggunakan data 
Fakultas MIPA dan Hukum, dan variabel dengan jumlah jaringan valid sebanyak 
20 dan 19 untuk pengujian menggunakan data Fakultas Teknik.   
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Pengujian variabel dilakukan dengan parameter yang sama yakni sesuai dengan 
pelatihan dan pemilihan, kemudian dilakukan prediksi indeks prestasi, melakukan 
perbandingan dengan nilai indeks prestasi sebenarnya, dan dilakukan perhitungan 
persentasi prediksi. Dari hasil pengujian dengan variabel yang masing-masing 
memperoleh jumlah jaringan valid sejumlah 19(VA) dan 18(VB) dengan 
menggunakan data Fakultas MIPA dan Hukum diperoleh data seperti Tabel 6 dan 
Tabel 7  dan pengujian dengan variabel yang masing-masing memperoleh jumlah 
jaringan valid sejumlah 20(VC) dan 19(VD) dengan menggunakan data Fakultas 
Teknik diperoleh data seperti Tabel 8 dan Tabel 9.  
 
Tabel 6. Hasil Pengujian Pelatihan Data VA 
Asigmoid Lrate 
N=300 N=500 N=700 
Nn I E Nn I E Nn I E 
0.5 0.01 88 10211 0.068% 19 41078 80.27% 10 699 81.38% 
0.5 0.05 88 15244 0.068% 17 6304 80.78% 10 303 82.52% 
0.5 0.1 88 9221 0.068% 24 4998 80.06% 10 143 82.33% 
1 0.01 88 13947 0.085% 88 12500 0.085% 10 1325 82.33% 
1 0.05 88 12557 0.068% 20 4711 80.53% 11 643 83.58% 
1 0.1 88 12578 0.068% 28 15537 81.99% 10 450 82.28% 
2 0.01 88 13211 0.068% 88 1031 0.068% 11 478 80.82% 
2 0.05 88 27087 0.068% 88 7215 0.068% 11 2470 80.78% 
2 0.1 88 19895 0.068% 88 20780 0.068% 12 4594 82.59% 
 
Tabel 7. Hasil Pengujian Pelatihan Data VB 
Asigmoid Lrate 
N=300 N=500 N=700 
Nn I E Nn I E Nn I E 
0.5 0.01 77 11013 0.068% 77 21422 0.005% 77 36624 0.068% 
0.5 0.05 77 5202 0.068% 77 24552 0.005% 77 20599 0.068% 
0.5 0.1 77 13414 0.068% 77 21121 0.053% 77 13044 47.19% 
1 0.01 77 25854 0.085% 77 25479 0.137% 77 24592 0.068% 
1 0.05 77 23584 0.068% 77 26094 0.085% 77 25147 0.068% 
1 0.1 77 39206 0.068% 77 11013 0.085% 77 15743 0.085% 
2 0.01 77 14543 0.068% 77 10910 0.068% 77 10298 0.068% 
2 0.05 77 9867 0.068% 77 18916 0.068% 77 26687 0.068% 
2 0.1 77 9875 0.068% 77 14104 0.068% 77 27271 0.068% 
 
Tabel 8. Hasil Pengujian Pelatihan Data VC 
Asigmoid Lrate 
N=300 N=500 N=700 
Nn I E Nn I E Nn I E 
0.5 0.01 67 9663 0.29% 67 10001 0.92% 67 10001 1.45% 
0.5 0.05 67 7069 0.09% 67 10136 12.58% 23 629 80.05% 
0.5 0.1 67 5855 0.09% 55 1521 80.02% 67 10029 24.77% 
1 0.01 67 1602 0.09% 67 10001 0.72% 35 833 82.75% 
1 0.05 67 6036 0.14% 67 12377 25.69% 23 381 80.24% 
1 0.1 67 3716 0.21% 67 10001 19.76% 67 10001 23.57% 
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2 0.01 67 4067 0.05% 67 10001 0.77% 67 10001 0.67% 
2 0.05 67 3894 0.29% 48 1410 76.19% 23 1193 80.14% 
2 0.1 67 605 0.06% 67 7884 0.84% 67 10001 22.99% 
 
Tabel 9. Hasil Pengujian Pelatihan Data VD 
Asigmoid Lrate 
N=300 N=500 N=700 
Nn I E Nn I E Nn I E 
0.5 0.01 50 634 0.43% 50 430 13.25% 50 344 6.89% 
0.5 0.05 50 352 0.43% 50 575 39.95% 50 982 1.3% 
0.5 0.1 50 2163 10.36% 50 2835 0.48% 50 10001 20.29% 
1 0.01 50 7108 0.48% 50 1918 0.48% 50 296 32.53% 
1 0.05 50 5187 18.07% 50 1789 40.24% 50 1381 4.67% 
1 0.1 50 2069 0.19% 50 10003 14.41% 50 10004 19.71% 
2 0.01 50 817 0.24% 50 2816 25.49% 50 268 31.28% 
2 0.05 50 381 0.77% 50 656 28.1% 43 1833 60.19% 
2 0.1 50 9547 1.27% 50 10029 18.7% 50 10001 34.99% 
 
Pada pelatihan jaringan syaraf tiruan, rata-rata persentasi prediksi indeks 
prestasi jaringan syaraf tiruan yang valid dengan menggunakan data 








 = 60.63834 % 
 
Sedangkan bila menggunakan data mahasiswa Fakultas Teknik, rata-rata 









Setelah menggunakan variabel yang ditentukan dengan menggunakan model 
klasifikasi ini, diperoleh rata-rata persentasi prediksi indeks prestasi dengan 








 = 81.589% 
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dan rata-rata persentasi prediksi indeks prestasi dengan menggunakan data 








 = 79.9% 
Pada pelatihan dan pengujian variabel untuk kelompok variabel VB, tidak ada 
jaringan yang valid walaupun terdapat 1 pengujian dengan tingkat prediksi 
yang cukup besar pada nilai 47.19%. Hal ini menunjukkan bahwa data yang 
dipergunakan dalam pelatihan ini tidak memiliki keterkaitan antara data 
masukan dengan data keluaran yakni indeks prestasi mahasiswa. Namun pada 
pengujian variabel untuk kelompok variabel VD, terdapat 1 jaringan yang 
valid degan menggunakan nilai Asigmoid=2 dan nilai Lrate  0.05. Namun 
persentasi prediksi tidak menunjukkan peningkatan dari hasil pengujian 
sebelumnya. 
 
Dari hasil pengujian dan pelatihan jaringan syaraf tiruan  dan prediksi indek 
prestasi dengan menggunakan data mahasiswa Fakultas MIPA dan Hukum, 
diperoleh bahwa nilai prediksi meningkat dari rata-rata prediksi pada saat 
pemilihan variabel pertama 60% menjadi 81%  dan bila menggunakan data 
mahasiswa Fakultas Teknik meningkat dari 64% menjadi 79.9% dengan 




Berdasarkan hasil pengujian dan analisa penelitian ini diperoleh bahra proses 
pemilihan, pengelompokan, dan pengklasifikasian sebagai proses dari data 
mining ditunjukkan dalam pengujian ini memberikan hasil yang cukup 
memuaskan, dimana berdasarkan pengujian yang dilakukan, model pemilihan 
variabel dengan memanfaatkan data mining, dengan menggunakan jaringan 
syaraf tiruan bermetode pembelajaran back propagation memiliki kemampuan 
dalam melakukan pemilihan variabel.  
Dari hasil pemisahan variabel, dan penentuan variabel dengan menggunakan 
data mahasiswa Fakultas MIPA dan Hukum, diperoleh peningkatan prediksi 
indeks prestasi mahasiswa dari rata-rata 60% menjadi 81% dimana variabel 
yang digunakan adalah   asal SMTA,  jumlah saudara, jumlah nilai A, jumlah 
nilai B, jumlah nilai C, jumlah nilai D, jumlah nilai E, dan jumlah kehadiran. 
Sedangakan bila menggunakan data mahasiswa Fakultas Teknik, diperoleh 
peningkatan prediksi indeks prestasi mahasiswa dari rata-rata 64% menjadi 
79.9% dimana variabel yang digunakan adalah asal kota, asal SMTA, jumlah 
nilai A, jumlah nilai D, jumlah nilai E. 
Untuk pengembangan pengujian selanjutnya, dapat menggunakan jumlah data 
yang cukup banyak dan memiliki keterkaitan yang cukup dekat dengan indeks 
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prestasi mahasiswa seperti nilai TPA, TOEFL, IQ dan variabel yang 
menggambarkan kemampuan akademik mahasiswa lainnya.  Selain hal ini 
juga dirasa perlu suatu penelitian lebih lanjut mengenai efektivitas 
pemanfaatan metode jaringan syaraf tiruan ini sebagai bagian pemilih variabel 
pada data mining dibandingkan dengan metode klasifikasi data yang lainnya, 
disebabkan waktu pelatihan yang dilakukan untuk mendapatkan parameter 
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