Many real world applications can be framed as multi-objective optimization problems, where we wish to simultaneously optimize for multiple criteria. Bayesian optimization techniques for the multi-objective setting are pertinent when the evaluation of the functions in question are expensive. Traditional methods for multi-objective optimization, both Bayesian and otherwise, are aimed at recovering the Pareto front of these objectives. However, in certain cases a practitioner might desire to identify Pareto optimal points only in a particular region of the Pareto front due to external considerations. In this work, we propose a strategy based on random scalarizations of the objectives that addresses this problem. While being computationally similar or cheaper than other approaches, our approach is flexible enough to sample from specified subsets of the Pareto front or the whole of it. We also introduce a novel notion of regret in the multi-objective setting and show that our strategy achieves sublinear regret. We experiment with both synthetic and real-life problems, and demonstrate superior performance of our proposed algorithm in terms of flexibility, scalability and regret.
Introduction
Bayesian optimization (BO) is a popular recipe for optimizing expensive black-box functions where the goal is to find a global maximizer of the function. Bayesian optimization has been used for a variety of practical optimization tasks such as hyperparameter tuning for machine learning algorithms, experiment design, online Preprint. Work in progress.
advertising, and scientific discovery (Snoek et al., 2012; Hernández-Lobato et al., 2017; Martinez-Cantin et al., 2007; Parkinson et al., 2006; González et al., 2015) .
In many practical applications however, we are required to optimize multiple objectives, and moreover, these objectives tend to be competing in nature. For instance, consider drug discovery, where each evaluation of the functions is an in-vitro experiment and as the output of the experiment, we measure the solubility, toxicity and potency of a candidate example. A chemist wishes to find a molecule that has high solubility and potency, but low toxicity. This is an archetypal example for Bayesian optimization as the lab experiment is expensive. Further, drugs that are very potent are also likely to be toxic, so these two objectives are typically competing. Other problems include creating fast but accurate neural networks. While smaller neural networks are faster to evaluate, they suffer in terms of accuracy. Another example is maximizing financial portfolio while minimizing the risk. Profitable actions can be often associated with higher risk.
Due to their conflicting nature, all the objectives cannot be optimized simultaneously. As a result, most multi-objective optimization (MOO) approaches aim to recover the Pareto front, which is a set of Pareto optimal points. A point is Pareto optimal if it cannot be improved in any of the objectives without degrading some other objective. Formally, given K objectives f 1 (x), . . . , f K (x) over a compact domain X ⊂ R d , a point x * ∈ X is Pareto optimal if ∀x ∈ X and x = x * there exists a k ∈ {1, . . . , K} such that f k (x) < f k (x * ). The traditional goal in the MOO optimization regime is to approximate the set of Pareto optimal points (Hernández-Lobato et al., 2016; Knowles, 2006; Ponweiser et al., 2008; Zuluaga et al., 2013) .
However, in certain scenarios it is preferable to explore only a part of the Pareto front. For example, consider the drug discovery application described above. A method which aims to find the Pareto front, might also invest its budget to discover drugs that are very soluble, but too toxic to administer to a human. Such arXiv:1805.12168v2 [cs. LG] 22 Oct 2018 scenarios arise commonly in many practical applications. Therefore, we need flexible methods for MOO that can steer the sampling strategy towards regions of the Pareto front that a domain expert may be interested in. Towards this end, we propose multi-objective versions of classical BO algorithms: upper confidence bound (UCB) (Auer, 2002) , and Thompson sampling (TS) (Thompson, 1933) using random scalarizations, that also take user preferences into account. While random scalarizations has been previously explored by Knowles (2006) and Zhang et al. (2010) , our approach is different in terms of the underlying algorithm and theoretical guarantees. As we shall see, this formulation fortunately gives rise to an extremely flexible framework that is much simpler than the existing work for MOO and computationally less expensive. Our contributions in this paper can summarized as:
1. We propose a flexible framework for MOO using the notion of random scalarizations. Our algorithm is flexible enough to sample from the entire Pareto front or an arbitrary region specified by the user. It is also naturally capable of sampling from nonconvex regions of the Pareto front. While other competing approaches can be modified to sample from such complex regions, this seamlessly fits into our framework.
2. We introduce a novel notion of regret in the multiobjective setting which captures the preference of the user, and prove sublinear regret bounds. To our knowledge the only prior work discussing theoretical guarantees for MOO algorithms is by Zuluaga et al. (2013) , who prove sample complexity bounds.
3. We compare our algorithm to other existing MOO approaches on synthetic and real-life tasks. We demonstrate that our algorithm achieves the said flexibility and superior performance in terms of the regret, while being computationally inexpensive.
Related Work
Most multi-objective bayesian optimization approaches aim at approximating the whole Pareto front. Predictive Entropy Search (PESMO) by Hernández-Lobato et al. (2016) is based on reducing the posterior entropy of the Pareto front. More specifically, the point with the most expected reduction in the entropy is selected as the next candidate point. SMSego by Ponweiser et al. (2008) is based on making an optimistic estimate of the function using the posterior distribution similar to the UCB algorithm, and using it to compute the hypervolume improvement. Zhang et al., 2010) , an extension of MOEA/D that evaluates batches of points at a time instead of a single point. Among these, the closest to our approach is ParEGO which aims at recovering the whole Pareto front. On each iteration, ParEGO samples a weight vector uniformly from the K − 1 simplex, which is used to compute a scalar objective. The next candidate point is chosen by maximizing an off-the-shelf acquisition function over the GP fitted on the scalar objective. Our algorithm on the other hand, maintains K different GPs, one for each objective. On each iteration, it samples a random weight vector and chooses the next candidate based on these weights. Unlike ParEGO, our approach necessitates using acquisitions specially designed for the multi-objective setting; for example, our UCB acquisition is patently different from the standard UCB acquisition used in BO (see Table 1 ). These differences with ParEGO are not merely superficialour approach gives rise to a theoretical regret bound, while no such bound exists for ParEGO.
While there has been ample work on incorporating preferences in multi-objective optimization using evolutionary techniques (Deb and Sundar, 2006; Thiele et al., 2009; Kim et al., 2012; Branke and Deb, 2005; Branke, 2008) , there has been fewer on using preferences for optimization using surrogate functions. Surrogate functions are essential when optimizing expensive functions. Hakanen and Knowles (2017) propose an extension of ParEGO in an interactive setting, where users provide feedback on the observations by specifying constraints on the objectives in an online fashion. Yang et al. (2016) propose another way to take preferences into account by using truncated functions. They propose a truncated hyper-volume criterion which is used to choose the next candidate point.
When compared to existing work for MOO, our approach enjoys the following advantages.
1. Flexibility: Our approach allows the flexibility to specify any region of the Pareto front including nonconnected regions of the Pareto front, which is not an advantage enjoyed by other methods. Furthermore, the approach is flexible enough to recover the entire Pareto front when necessary.
2. Theoretical guarantees: Our approach seamlessly lends itself to analysis using our proposed notion of regret, and achieves sub-linear regret bounds.
3. Computational simplicity: The computational complexity of our approach scales linearly with the number of objectives K. This is in contrast to EHI and SUR, whose complexity scales exponentially with K. Our method is also computationally cheaper than other entropy based methods such as PESMO.
Background
Most BO approaches make use of a probabilistic model acting as a surrogate to the unknown function. Gaussian processes (GPs) Rasmussen and Williams (2006) are a popular choice for their ability to model well calibrated uncertainty at unknown points. We will begin with a brief review of GPs and single objective BO.
Gaussian Processes A Gaussian process (GP) defines a prior distribution over functions defined on some input space X . GPs are characterized by a mean function µ : X → R and a kernel κ : X × X → R. For any function f ∼ GP(µ, κ) and some finite set of points x 1 , . . . , x n ∈ X , the function values f (x 1 ), . . . , f (x n ) follow a multivariate Gaussian distribution with mean µ and covariance K given by
Examples of popular kernels include the squared exponential and the Matérn kernel. The mean function is often assumed to be 0 without any loss of generality. The posterior process, given ob-
2 ), is also a GP with the mean and kernel function given by
. Further details on GPs can be found in Rasmussen and Williams (2006) .
Bayesian Optimization BO procedures operate sequentially, using past observations {(x i , y i )} t−1 i=1 to determine the next point x t . A classical approach is Thompson sampling (TS) (Thompson, 1933) where, given t − 1 observations a sample g t is drawn from the posterior GP. The next point x t is choosen as x t = argmax g t (x). Another approach, the Gaussian Process UCB (Srinivas et al., 2009 ) constructs an upper confidence bound U t as U t (x) = µ t−1 (x) + √ β t σ t−1 (x). Here µ t−1 and σ t−1 are the posterior mean and covariances according to equations 1. β t is a function of t and the dimensionality of the input domain X . GP-UCB stipulates that we choose x t = argmax x∈X U t (x).
In this paper, we assume that the K objectives f 1 , . . . , f K are sampled from known GP priors
The feasible region is defined as the set {(f 1 (x), . . . , f K (x))|x ∈ X }. We further assume that the observations are noisy, that is, we observe
Our Approach
In this section we first provide a formal description of random scalarizations. We then proceed to describe multi-objective versions of two of the classical approaches UCB and TS using random scalarizations.
Random Scalarizations
Given K objectives f 1 (x), . . . , f K (x) and a weight distribution L defined on the simplex λ ∈ R K + , λ 1 = 1, a random scalarization is defined as g(λ, x) where λ ∼ L, and g :
is a function producing scalar values defined over X and the support of L. The function g(λ, x) is chosen to be such that maximizing g(λ, x) with respect to x for any fixed weight λ gives us an x corresponding to a point on the Pareto front. Thus, at each step sampling a λ ∼ L and maximizing the objective function over X yields a point on the Pareto front, translating L to a distribution on the Pareto front. This is the main idea of our approach. Choosing L carefully leads to sampling from a specified region of the Pareto front.
The linear scalarization of K objectives is defined as
However as discussed in Nakayama et al. (2009) , a linear scalarization lacks the ability of being able to explore non-convex regions of the Pareto front. This is depicted in Figure 2a . Any linear scalarization is maximized at one of the ends of the non-convex region. An alternative to the linear scalarization is the Tchebychev scalarization defined as where z * is an reference point, often taken to be the minimum possible value of the objectives (Zhang et al., 2010) . Without loss of generality, we assume that z * = 0 when computing regret bounds. An issue with the Tchebychev scalarization is that unlike the linear case, the sampled weights do not correlate with the sampled points. Consider the example in Figure 2b for λ = (2/5, 3/5). The point maximizing g tch (λ, x) is shown by a red-cross, with a slope of 2/3. The point maximizing g lin (λ, x) is shown by a black cross, and has a slope of 3/2 correlating with the weights. A simple way to resolve this is to compute the pointwise reciprocal of the sample weight, and use these new weights to compute the Tchebychev scalarization, as summarized in the following equation.
The region of the Pareto front to be explored is dictated by the distribution L. For instance, for two objectives and linear scalarization, sampling λ from a distribution that sets high values to λ 1 results in an exploration of the high value region of f 1 (x). It is clear that when P(λ 2 = 0), this reduces to a single-objective maximization problem for f 1 . 
Scalarized Thompson Sampling and UCB
In this section we introduce Thompson Sampling and UCB for multi-objective problems using random scalarizations. We model each objective using an individual 
Algorithm 1 MOO with Random Scalarizations
Initialize
{See Table 1 for acquisition functions} Evaluate
GP. Given the previous observations, we fit an independent GP for each objective. In each iteration, we first sample λ ∼ L, which is used to compute a multiobjective acquisition function based on UCB and TS. The next candidate point is chosen to be the point that maximizes this acquisition function. The complete algorithm is presented in Algorithm 1 and the acquisition functions in Table 1 . Note that in contrast to ParEGO, our algorithm does not use a scalar acquisition function but rather multi-objective versions of UCB and TS.
In the ideal situation when all the functions are known, it is sufficient to compute max x∈X g(λ, x). However in practice since the functions are unknown we instead maximize an acquisition function. For instance, in Thompson sampling, the acquisition function is a scalarization (Tchebyshev or linear) of a sample from the posterior of the GPs. For UCB, on the other hand, an upper bound of the scalarization needs to be computed. For the linear case, using the closed form expressions of the mean and variance for linear combinations of normal random variables gives us an upper confidence bound. This however, does not work for g tch (λ, x) due its non-linearity. In this case, we define the upper bound as g tch (λ, U tk (x)), where U tk is the UCB for the kth GP at the tth step. In Section 4, we show that the above scalarizations yield sub-linear 
Choosing the weight distribution
While the flexibility of our approach allows us to use innumerable ways of specifying the weight distribution, we discuss two methods used in our experiments, and two others that we leave for future work. A popular way of specifying user preferences is by using bounding boxes (Hakanen and Knowles, 2017) , where the goal is to satisfy
In this case we use the following heuristic to generate the weight vectors:
The intuition behind this approach is shown in Figure 3 . Such a weight distribution roughly captures all the points inside the bounding boxes. In the case where the bounding box does not contain any part of the Pareto front, our approach still returns points from the Pareto front which should give the user enough information to update her bounding box.
In order to explore the whole Pareto front, one can also specify a flat distribution. For instance consider an uniform distribution on the simplex defined by
A weight vector from this space can be sampled using the Dirichlet distribution as λ ∼ Dir(1, . . . , 1). Another example is to sample as λ = |w|/ w 1 where w ∼ N (0, I), which is same as sampling uniformly from the positive part of the unit sphere and normalizing.
Other possible ways of choosing the weight vector includes learning the distribution of the weight vector from interactive user feedback. In fact, our framework also allows us to perform a joint posterior inference on the GP model and the weight distribution, thus learning the weight distribution in a more principled manner. While we leave these methods to future work, this demonstrates the flexibility of our framework.
Regret Bounds
In this section we first introduce a notion of regret in the multi-objective setting. We then proceed to prove sublinear regret bounds. Notably, our proposed regret also takes into account the user preferences encoded in terms of the weight distribution L. It particular, the algorithm incurs high regret when the evaluated objective values are not from the preferred region.
For single objective problems, the instantaneous regret is defined as r t = max x∈X f (x) − f (x t ), and the cumulative regret as the sum of instantaneous regrets over all steps R T = T t=1 r t . However, in contrast to single objective problems, there is no single optimal point in the multi-objective setting. In order to define a regret function for multiple objectives, we need to capture the notion of sampling close to the region of interest. Given a sample λ t ∼ L in the t th step, we define the instantaneous and the cumulative regrets as
Thus for a fixed λ, the regret is minimized if the next candidate point is chosen to be the one that maximizes the scalarization g(λ t , x). The cumulative regret is a random quantity with randomness occurring from λ t and the true function, which is randomly sampled from a GP prior. Hence, taking the expectation, we define the Bayes Regret after T evaluation steps as the expectation of the cumulative regret as
where the expectation is taken over
We will show that all the variants of our proposed approach achieve a Bayes
The performance of single-objective BO is often measured using the notion of Simple Regret defined as
. For multiple objectives however, there is no unique optimal point for this notion to be valid. In this case, we define the multi-objective versions of the Simple Regret (SR) and the Bayes Simple Regret (BSR) as
where the second expectation is taken wrt.
For any given λ, the term 
The algorithm incurs a low regret when the sampled points lie in the preferred region as shown in the first figure. Regret is higher when the sampled points do not lie in the preferred region, are clustered in a small sub-region within the preferred region, or do not lie on the Pareto front.
inside the simple regret is minimized if there is an x t that is close to the optimal x = argmax x∈X g(λ, x). Thus, if the objective values of the evaluations lie in the region defined by L, the term inside the expectation takes small values which leads a low regret as depicted in Figure 4 . Similarly, it leads to high regret otherwise. Analogous to the single-objective case, it can be shown that BSR(T ) ≤ BR(T )/T . We show that the Bayes regret is sub-linear in T , implying that BSR(T ) tends to zero as T tends to infinity.
Maximum Information Gain
The maximum information gain plays a major role in regret bounds for TS and UCB on Gaussian processes. For any subset A ⊂ X , the information gain or the mutual information between the observations y A = {y a = f (a) + a |a ∈ A}, and f , which quantifies the reduction in uncertainty about f is given by I(y A ; f ) = H(y A ) − H(y A |f ). Srinivas et al. (2009) define the Maximum Information Gain (MIG) after T observations as
Let γ T k denote the MIG for the kth objective after T observations. In the following section we make use of this notion to prove regret bounds for our proposed notion of regret.
Sublinear Regret Bounds We assume that f k (x) follows a Gaussian distribution with marginal variances bounded by 1 for k = 1, . . . , K, x ∈ X . We also assume that the observation noise tk ∼ N (0, σ 2 k ) is drawn independently of everything else for all k ∈ {1, . . . , K} and t ∈ {1, . . . , T }. When X is finite, after T observations, our algorithm achieves the following regret bound. Theorem 1. If |X | is finite, then the Bayes regret for the linear and Tchebychev scalarizations after T evaluations can be upper bounded as follows for both UCB and TS,
where γ T = max K k=1 γ T k , and γ T k is the MIG for the kth GP after T rounds.
The above theorem can be extended to the continuous case where X ∈ [0, 1] d to yield an upper bound of O * ( √ T dKγ T ) on the regret. Our proofs, which are available in the appendix, build on ideas for single objective analyses for TS and UCB (Russo and Van Roy, 2014; Kandasamy et al., 2018) .
Experimental Results
We experiment with both synthetic and a real problems. We compare our methods to the other existing MOO approaches in the literature: PESM, EHI, SMSego, and ParEGO. EHI being computationally expensive is not feasible for more than two objectives. We do not experiment with SUR and PAL as both are very similar to EHI and SMSego respectively, and are expected to produce similar results. Other than visually comparing the results for three or lesser objectives we also compare them in terms of the simple regret(Eqn. 7).
For all our experiments, we use the squared exponential function as the GP kernel, given by κ(x 1 , x 2 ) = s exp − x 1 − x 2 2 /(2σ 2 ) , where s and σ are the scale and bandwidth parameters respectively. The scale and bandwidth parameters are estimated every 10 evaluation steps. We use the same weight distribution for both kinds of scalarizations, transforming it according to Eqn. 4 for the Tchebychev scalarization. We perform experiments with both TS and UCB using both kinds of scalarizations. We plot the mean simple regret for each experiment averaged over multiple runs. For the purposes of computing the simple regret, we linearly transform the output from the objective functions to the range [0, 1] and accordingly scale the weight samples, so that the regret values are nor too large neither too small. Note that this is only done while computing the regrets, and not a requirement of our algorithm. In Eqn. 7, we observe that the term E λ max x∈X g(λ, x) is independent of the algorithm, hence it is sufficient to only plot −E λ max T t=1 g(λ, x t ). In all subsequent SR plots, we plot this expression, thus avoiding computing the global maximum of an unknown function.
Synthetic two-objective function We construct a synthetic two-objective optimization problem using the Branin-4 and CurrinExp-4 functions as the first and second objectives respectively. These are the 4-dimensional counterparts of the Branin and CurrinExp functions (Lizotte, 2008) , each mapping [0, 1] 4 → R. 3). Figure 5 shows a scatter plot of the sampled values for the various methods. The bright points in the plots show that our approach increasingly samples from the desired region with more iterations. Figure 6 shows the plots for the SR for all the sampling regions. We observe that our approach has a lower or comparable SR than all the other baselines.
Synthetic six-objective function To show the viability of our method in high-dimensions, we sample six random functions f k : R 6 → R, f k ∼ GP(0, κ), k ∈ {1, . . . , 6} where κ is the squared exponential kernel. Devoid of any domain knowledge about this random function, we linearly transform the objectives values to [0, 1] for simplicity. We specify the bounding box as [a k , b k ] = [2/3, 1], 1 ≤ k ≤ 6. We call this the mid region since the bounding box has the same range for all the objectives. The simple regret plot in Figure 7 shows that our approach leads to a smaller regret is lesser number of evaluations.
Locality Sensitive Hashing Locality Sensitive Hashing (LSH) (Andoni et al., 2015 ) is a randomized algorithm for computing the k-nearest neighbours. LSH involves a number of tunable parameters: the number of hash tables, number of hash bits, and the number of probes to make for each query. The parameters affect the average query time, precision and memory Brighter colors were sampled in the later iterations. The figure titles denote the method used and the region sampled. We refer the reader to the appendix for a complete set of results.
usage. While increasing the number of hash tables results in smaller query times, it leads to an increase in the memory footprint. Similarly, while increasing the number of probes leads to a higher precision, it increases the query time. In this experiment we explore the trade-offs between these three objectives.
We run LSH on Glove word embeddings (Pennington et al., 2014) . We use the Glove Wikipedia-Gigaword dataset trained on 6B tokens with a vocabulary size of 400K and 300-d embeddings. Given a word embedding, finding the nearest word embedding from a dictionary of word embeddings is a common task in NLP applications. We consider the following three objectives to minimize with their respective bounding boxes: Time Figure 7 and the sampled objective values in Figure 8 . It can be seen that our approach successfully samples from within the desired bounding box, and also leads to a smaller regret than other techniques.
Viola Jones The Viola Jones algorithm (Viola and Jones, 2001 ) is a fast stagewise face detection algorithm. At each stage a simple feature detector is run over the image producing a real value. If the value is smaller than a threshold the algorithm exits with a decision, otherwise the image is processed by the next stage and so on. The Viola Jones pipeline has 27 tunable thresholds. We treat these thresholds as inputs and optimize for Sensitivity, Specificity, and the Time per query. We consider the following three objectives to mini- 
SR(T)
Full Tch PESM SMSego ParEGO EHI TS Tch UCB Tch Figure 6 : SR plots for the synthetic two-objective problem for various sampling regions. We plot the mean and variance of 10 runs, each with 150 evaluation steps. The figure titles denote the sampling region and the scalarization used. We refer the reader to the appendix for results on linear scalarization. Figure 7 shows the regret plot for this experiment. It can be seen that our approach achieves a smaller regret than all other methods.
Conclusion
In this paper we propose a BO algorithm for exploring specific parts of the Pareto front. We experimentally show that our algorithm can sample from a specific region of the Pareto front as is required in many applications, but is still flexible enough to sample from the whole Pareto front. Furthermore, our algorithm is computationally cheap and scales linearly with the number of objectives. Our approach also lends itself to a notion of regret in the MO setting that also captures user preferences. We show that our algorithm achieves sub-linear regret. We experimentally show that our approach is successfully able to sample from the desired region and is superior to other baselines in terms of the aforementioned regret. Figure 9 shows the sampling patterns for all baselines, and all combinations of the sampling region, method and scalarization for our approach. Figure 10 shows the SR for all sampling regions and scalarizations for the two-objective problem. Figure 11 shows the SR for all sampling regions and scalarizations for all the other multi-objective problems. Figure 12 shows the sampled objective values for the LSH Glove experiment.
B Proofs
Russo and Van Roy (2014) introduce a general approach to proving bounds on posterior sampling by decomposing the regret into two sums, one capturing the fact that the UCB upper bounds uniformly with high probability and the other that the UCB is not a loose bound. We begin by making a similar decomposition and bounding each of the other terms. Note that the proof applies to regret bounds of both UCB and TS. For UCB, the upper bound in the proof is the same as in the algorithm. For TS, on the other hand, one can use any upper bound.
Denote by H T the history until the T th round {(x t , λ t , y t1 , . . . , y tK )|1 ≤ t ≤ T − 1}. We assume f k ∼ GP(0, κ k ), k = 1, . . . , K are sampled independently with marginal variance at each x upper bounded by 1. Let x * t = argmax x∈X g(λ t , x), and the UCBs for the linear and Tchebyshev case as defined in Table 1 .
We first show that the following proposition holds, from which Theorem 1 follows directly.
, and U t denote the Upper Confidence Bound as defined in Table 1 , then the Bayes regret for the linear and Tchebychev scalarizations can be bounded as
We begin by proving the following Lemma, which decomposes the regret into two part which we analyse separately.
Lemma 1.
Proof. For UCB, it follows from the fact that at each step the next point to evaluate is chosen as
. Thompson Sampling samples f 1 , . . . , f k independently from the posterior in each iteration and produces an x t maximizing g(λ t , x). Therefore when conditioned on the history H t , x t has the same distribution as
Note that the decomposition and consequently the following bounds hold for both UCB and TS, mitigating the need for separate treatment.
B.1 Regret bounds for the linear scalarization
We begin with proving regret bounds for linear scalarization as stated in Theorem 1. In the following lemmas we prove upper bounds for the terms in Lemma 1.
For the linear case, as defined in Table 
tk ≤ 1, which follows using the facts: σ 2 tk (x) ≤ 1 and
, and U t as defined above, the following can be bounded as,
Proof. We first see that, We plot the mean and variance for 10 runs, each with for 150 evaluation steps. The figure title denotes the region sampled and the scalarization used.
Next we proceed as in Russo and Van Roy (2014) . For X ∼ N (µ, σ 2 ), we have
It follows that,
Summing over T , we get
completing the proof. 
Proof. We first bound the terms conditioned on H t .
Summing over T gives,
where the last step follows using the Cauchy Schwartz inequality. We now have,
As shown in Srinivas et al. (2009) , the above can be bounded in terms of the MIG as
It follows that
Substituting this above gives us the stated result.
Combining Lemmas 2 and 3 proves Proposition 1 for the linear case.
B.2 Regret bounds for the Tchebychev scalarization
For the Tchebyshev scalarization, unlike the linear formulation, g(λ t , x) − U t (λ t , x) does not necessarily follow a Gaussian distribution.
and,
Note that conditioned on H t , k 2 is a constant where as k 1 is a random variable depending on the true objective functions. It also follows from the definition of
The following lemma bounds the first term of the decomposition (Lemma 1).
, and U t as defined above, the following can be upper bounded as
Proof. We now proceed to bound Equation 15 for the Tchebyshev scalarization.
The second last step follows from Equation 17. Now proceeding as in Lemma 2 gives us the result.
We now bound the second term of the decomposition in the following lemma.
Lemma 5. (Tchebyshev case) For the same conditions as in Lemma 4,
Proof. For n random variables X 1 , . . . , X n ∼ N (0, σ 2 ), and Z = min{X 1 , . . . , X n }, it can be shown that E[Z] ≥ −σ √ 2 log K. In a similar manner it can be shown that for random variables
Using this to bound E[g(λ t , x) | H t ] we get,
where k min = argmin k λ tk µ tk (x), and k max = argmax k λ tk σ tk (x). The second step follows from the definition of U t (λ t , x). U t (λ t , x) = argmin k λ tk U tk (x) ≤ λ tkmin U tkmin (x).
Summing over T yields,
Now bounding t σ 2 tk(t) (where k(t) denotes k min or k max ) using MIG,
Substituting the MIG and using the fact β t /2 + √ ln K ≤ 2(β t /2 + ln K) proves the lemma.
Using Lemmas 4 and 5 proves Proposition 1 for the Tchebychev case.
B.3 Extending to continuous action sets
The main challenge in extending to the continuous case is to show that the functions sampled from the GP are not too erratic. For any stationary kernel κ which is four times differentiable and f ∼ N (0, κ), we have the following bound due to Ghosal and Roy (2006) . There exist a, b > 0 such that for all J > 0, and for all i ∈ {1, . . . , d},
Consider a continuous action set X where X ⊂ R d . Now for the sake of analysis, at each time step t we construct a finite discretization X t of X . X t is constructed using a grid of uniformly spaced points with a distance of τ −1 j between adjacent points in each coordinate. Therefore |X t | = τ d j . Let [x] t denote the point closest to x in X t . Let L = sup i∈{1,...,d} sup x∈X
Let A = sup K k=1 a k , B = sup K k=1 b k where a k , b k correspond to the above constants for the f k , the kth objective where k ∈ {1, . . . , K}. Then for the linear scalarization we have for all x ∈ X E[|g(λ,
For the Tchebyshev scalarization, let
We have the following inequalities using the definition of k 1 , k 2 .
from which it follows that,
showing that Equation 31 holds for the Tchebychev scalarization as well. Choosing τ t = t 2 dAB √ π/2 gives us
Now we bound the second term of the decomposition in Lemma 1 in the following theorem.
Lemma 6. Let τ t = t 2 dAB √ π/2. At step t we choose the set X t with |X | t = τ Note that the upper bound on the first term in the decomposition in Lemma 1 does not involve any uniform bounds and hence independent of the set X , and can be bounded in the same way Lemma 3 and 5. This leads us to the following theorem when X is a compact subset of [0, 1] d .
Theorem 2. Suppose X ⊂ [0, 1] d . Let β t = O(d ln t), and the Upper Confidence Bound is as defined in Table 1, then the Bayes regret for the linear and Tchebychev scalarizations can be bounded as
BR tch (T, π)
C Implementation Details
Some of the implementation details used in our experiments are as follows:
