The stabilized version of the sequential quadratic programming algorithm (sSQP) had been developed in order to achieve fast convergence despite possible degeneracy of constraints of optimization problems, when the Lagrange multipliers associated to a solution are not unique. Superlinear convergence of sSQP had been previously established under the secondorder sufficient condition for optimality (SOSC) and the Mangasarian-Fromovitz constraint qualification, or under the strong second-order sufficient condition for optimality (in that case, without constraint qualification assumptions). We prove a stronger superlinear convergence result than the above, assuming SOSC only. In addition, our analysis is carried out in the more general setting of variational problems, for which we introduce a natural extension of sSQP techniques. In the process, we also obtain a new error bound for Karush-Kuhn-Tucker systems for variational problems.
Introduction
Given smooth mappings F : IR n → IR n and g : IR n → IR m , we consider the following variational problem: Find x ∈ D s.t. F (x), y − x ≥ 0 ∀ y ∈ (x + T (x; D)),
where D = {x ∈ IR n | g i (x) ≤ 0, i = 1, . . . , m}, and T (x; D) is the (standard) tangent cone to the set D at the point x ∈ D. Throughout the paper, we assume that F is once and g is twice continuously differentiable. When for some smooth function f : IR n → IR it holds that
then (1) describes (primal) first-order necessary optimality conditions for the optimization problem min f (x) s.t. x ∈ D.
To motivate the development consider, for the moment, the optimization problem (3). Iterations of the fundamental sequential quadratic programming method (SQP, e.g., [1] ) for (3) consist of solving subproblems of the form
where
is the Lagrangian of (3), and (x k , µ k ) ∈ IR n × IR m + is the current primal-dual iterate. Let x ∈ IR n be a local solution of (3), and let M(x) be the set of Lagrange multipliers associated tō x. The minimal conditions [2] which guarantee that the SQP method outlined above is locally well-defined and superlinearly convergent are the existence and uniqueness of the Lagrange multiplierμ associated tox (also known as the strict Mangasarian-Fromovitz constraint qualification) and the second-order sufficient condition (SOSC)
= {d ∈ IR n | g i (x), d = 0 ∀i ∈ I + (x,μ), g i (x), d ≤ 0 ∀i ∈ I 0 (x,μ)}, is the critical cone of (3) atx, with I = I(x) = {i = 1, . . . , m | g i (x) = 0} being the set of constraints active atx, and I + (x,μ) = {i ∈ I(x) |μ i > 0}, I 0 (x,μ) = I(x) \ I + (x,μ), being the set of strongly and weakly active constraints, respectively. We emphasize that convergence of SQP requires certain regularity of constraints (specifically, the strict Mangasarian-Fromovitz constraint qualification).
To deal with the case when constraint qualifications may be violated (and multiplier associated to the primal solution of the optimization problem (3) may not be unique), a stabilized version of SQP (sSQP) has been introduced in [14] . This method can be stated [11] in the form of solving subproblems
where (x k , µ k ) ∈ IR n × IR m + is again the current primal-dual iterate, while the dual stabilization parameter σ(x k , µ k ) > 0 is some computable quantity measuring violation of optimality conditions for (3) by the point (x k , µ k ). As is easy to see, unlike in SQP, the subproblems (6) are always feasible regardless of constraint qualifications. In [14] , superlinear convergence of sSQP has been established under the Mangasarian-Fromovitz constraint qualification (MFCQ, which is equivalent to the nonemptiness and compactness of the multiplier set M(x)), SOSC (4) for allμ ∈ M(x), and the assumption that the initial dual iterate µ 0 is close enough to a multiplier such thatμ I(x) > 0 (in particular, strict complementarity is assumed). In [15] , superlinear convergence of sSQP has been shown without strict complementarity, under MFCQ and the strong second-order sufficient condition (SSOSC)
assumed for allμ ∈ M(x), where
In [16] , the assumption of strict complementarity has also been removed from the results of [14] , thus showing superlinear convergence under MFCQ and SOSC (4) for allμ ∈ M(x). If MFCQ is not assumed, then superlinear convergence can be shown under the assumption of SSOSC (7) for someμ ∈ M(x), provided that µ 0 is close enough to suchμ [5] ; see also [4] . In fact, it was posed as an open question in [4, p. 117] whether or not some condition weaker than SSOSC can be used to prove sSQP convergence when no constraints qualifications are assumed. In this paper, we answer this question is the affirmative. We show that if the starting point is close to (x,μ) satisfying SOSC (4), then the sSQP method is well-defined and converges superlinearly. Moreover, our development is carried out for the variational setting, in which sSQP for optimization is a special case. Let us now go back to the variational problem (1) . In this context, a natural extension of sSQP is the following iterative procedure, which is obtained from the variational formulation of optimality conditions for (6) . To this end, define
Let (x k , µ k ) ∈ IR n × IR m + be the current primal-dual approximation to a solution of (1), and define
where σ(x k , µ k ) > 0 is the dual stabilization parameter. Consider affine variational subproblems of the form
As can be easily seen, in the optimization case (2) the variational subproblem (8) is precisely the first-order (primal) necessary optimality condition for the sSQP subproblem (6) . Thus this framework contains sSQP for optimization as a special case. Note that the framework makes good sense also in the variational setting, as solving the fully nonlinear problem (1) is replaced by solving a sequence of fully affine subproblems (8) (the mapping Φ k is affine and the set ∆ k is polyhedral). As in sSQP, the feasible set in (8) is always nonempty. We shall prove that under a suitable second-order condition, the method outlined above is locally welldefined and converges superlinearly to a solution of the Karush-Kuhn-Tucker (KKT) system for (1), which is
where µ ⊥ g(x) means that µ, g(x) = 0. We make the standing assumption that the KKT system (9) has a primal-dual solution (in fact, if the constraints are degenerate, there are many dual solutions associated to the same primal solution). The setting of existence of multipliers, while not assuming any specific constraint qualifications that are sufficient for this, is common when dealing with degenerate problems, e.g., [15, 4, 8, 17, 9, 10] . The rest of the paper is organized as follows. In Section 2, we recall the general iterative framework of Fischer [4] that will be used to prove superlinear convergence of our algorithm. We note that in [4] , the general framework has been applied to the method of proximallyregularized linearizations of monotone mixed complementarity problems (MCP), and to sSQP for KKT systems arising from optimization. Compared to the first item, our iterations are different (regularization is in the dual space only), and we do not assume any monotonicity or convexity. Compared to the second item, we cover KKT systems that include variational problems, and prove superlinear convergence under SOSC instead of SSOSC employed in [4] . In Section 3, we prove that subproblems (8) are locally solvable if σ(·) provides a local error bound [12] on the distance to the solution set of the KKT system (9) . In Section 4, among other things, we derive a suitable error bound. The results of Sections 3 and 4 show that the assumptions of [4] , stated in Section 2, are verified, which implies superlinear convergence of the method given by (8) .
Some final words about our notation. We use ·, · to denote the Euclidean inner product, · to denote the associated norm, and B to denote the unit ball (the space is always clear from the context). For a matrix M of arbitrary dimensions, M I denotes the submatrix of M with rows indexed by the set I. When in matrix notation, vectors are considered columns, and for a vector x we denote by x I the subvector of x with coordinates indexed by I. We use the notation ξ(t) = o(t) for any function ξ : IR + → IR p such that lim t→0 t −1 ξ(t) = 0. For a function Ψ : IR n × IR m → IR p , we denote by Ψ (x,μ) the full derivative of Ψ at the point (x,μ), and by Ψ x (x,μ) the partial derivative of Ψ with respect to x at the point (x,μ). For a nonempty set S ⊂ IR l and a point z ∈ IR l , the distance from z to S is defined as dist(z, S) = inf s∈S z − s . We denote by Π S (z) = {s ∈ S | dist(z, S) = z − s } the set of all points in S that have minimal distance to z. For a cone K ⊂ IR l , we denote its (positive) dual by K * = {u ∈ IR l | u, v ≥ 0 ∀v ∈ K}. Recall that a matrix M ∈ IR l×l is said to be copositive on a cone K ⊂ IR l if M v, v ≥ 0 for all v ∈ K, and strictly copositive if this inequality is strict for all v ∈ K \ {0}.
Fischer's general iterative framework
Let G : IR p → IR l be a continuous map, T be a closed set-valued map from IR p to IR l , and consider the generalized equation (GE)
Denote by Σ * the (nonempty) solution set of (10) . Consider a class of methods that, given s ∈ IR p , generate the next iterate by solving a subproblem of the form
where A(·, s) is an approximation of G(·) around s. Denote by
the solution set of (11) . In local convergence analyses it is standard to assume that the distance between two consecutive iterates is not too large (without very strong assumptions subproblems (11) may have other solutions that are far from a given solution of (10) that is being approximated; those solutions are irrelevant for the local analysis and should be excluded). To this end, define
where c ∈ [1, +∞) is arbitrary but fixed, and consider the iterative scheme
Then the following holds (see [4, Theorem 1] ).
Theorem 1 Let Σ * be the (nonempty) solution set of (10). Suppose that
(Upper Lipschitz-continuity of the solution set of GE)
There exist numbers ε 1 , γ, t > 0 such that, with Q = Σ 0 + ε 1 B, it holds that
where Σ 0 = ∅ is a closed subset of Σ * , and
(Precision of approximation of G(·) by A(·, s))
There exists ε 2 > 0 such that
where R(w, s) = G(w) − A(w, s).
(Solvability of subproblems)
There exists
Then there exists ε > 0 such that for any w 0 ∈ Σ 0 + εB, the iterates defined by (12) are well defined and converge superlinearly to some w * ∈ Σ * . Furthermore, the convergence is of order β if the function o(·) in Item 2 satisfies
for some c 0 > 0 and β > 1 (in particular, convergence is quadratic if β = 2).
To relate the proposed iterative scheme (8) to the framework above, define
is the normal cone to the nonnegative orthant IR m
Then the the KKT system (9) for problem (1) is equivalent to solving the generalized equation (10) with G and T given by (13) .
Since subproblem (8) of our method is an affine VI, it is equivalent to solving the KKT system of finding (y, λ, ν) ∈ IR n × IR m × IR m such that
Noting that λ = ν by the second relation, the above is then equivalent to finding (y, λ) ∈ IR n × IR m such that
where G is defined in (13), we obtain that solving (14) (and thus (8)) is equivalent to solving GE subproblems (11) . The rest of the paper proves that problem (10) and subproblem (11), corresponding to problem (9) and subproblem (14), respectively, satisfy the assumptions of Theorem 1. The hard part is to prove, under a (weak) second-order condition only, the upper Lipschitzcontinuity of the solution set of the KKT system (9) and, especially, solvability of subproblems (14) (Assumptions 1 and 3 of Theorem 1).
Assumption 2 is easily seen to be satisfied, because
for some L 1 > 0. The latter inequality holds for any reasonable residual σ(·) of the KKT system (by the Lipschitz-continuity); this will be made evident in Section 4. Note also that if, in addition, the derivatives F and g are Lipschitz-continuous, then so is G , and we have that
3 Solvability of subproblems
We next prove that KKT subproblems of the form (14) (which are equivalent to affine variational subproblems (8) ) are locally solvable if a certain second-order sufficiency condition holds, and if the dual regularization parameters σ(x k , µ k ) are of the order of the distance to the solution set of the KKT system (9) for problem (1) . A specific computable way of choosing such parameters will be discussed in Section 4. Letx be a solution of VI (1), and let
be the associated (nonempty) set of Lagrange multipliers. Let the sets of active, strongly active and weakly active constraints (I = I(x), I + (x, µ) and I 0 (x, µ), respectively) be defined as in Section 1. We say that (x,μ), withμ ∈ M(x), satisfies the second-order sufficiency condition (SOSC) for the KKT system (9) if
(As is well known, the second equality above does not depend on the choice of µ ∈ M(x).) In the case of the optimization problem (3), C(x; D, F ) is the standard critical cone (5) atx, and (16) is the standard second-order condition (4) which is sufficient for optimality of the pointx.
As already mentioned, we assume also that the function σ(·) satisfies the error bound property. As Lemma 2 in Section 4 shows that under SOSC (16) the primal partx of the solution is locally unique, we can write our error bound in the following form: there exist a neighborhood V of (x,μ) and constants β 2 ≥ β 1 > 0 such that for all (x, µ) ∈ V it holds that
More details on a computable choice of σ(·) will be given in Section 4. We start with extending SOSC (16) from the copositivity property of the matrix in a primal cone to uniform positivity, in a neighbourhood of the point (x,μ), of a certain function in a certain parametric primal-dual cone.
Proposition 1 Suppose that SOSC (16) holds at (x,μ) and that σ satisfies the second inequality in (18). Then there exist a constant γ 1 > 0 and a neighborhood V of (x,μ) such that for all (x, µ) ∈ V it holds that
Proof. Suppose the contrary, i.e., that there exist (
Passing onto a subsequence, if necessary, we can assume that
Observe that since σ k → 0 by the second inequality in (18), while
it holds that
Since
Dividing now relations in (20) by η k and taking the limits, taking into account (23) we obtain that
i.e.,ū ∈ C(x; D, F ).
On the other hand, dividing (21) by η 2 k and taking limits we have that
This shows that Ψ x (x,μ)ū,ū ≤ 0 forū ∈ C(x; D, F ). Hence,ū = 0. Now from (24) we have thatw = 0 also, in contradiction with (22).
Corollary 1 Suppose that SOSC (16) holds at (x,μ) and that σ satisfies the second inequality in (18). Then there exists a neighborhood V of (x,μ) such that the matrix
is nonsingular for all (x, µ) ∈ V such that σ(x, µ) > 0.
Proof. By Proposition 1, there exists a neighborhood V of (x,μ) such that (19) holds. Let (x, µ) ∈ V, σ(x, µ) > 0, and suppose that (u, v) is a vector in the kernel of the matrix (25), i.e.,
By (27) we have that g i (x), u = σ(x, µ)v i for all i ∈ I. This shows that (u, v) ∈ K(x, µ) defined in (20). Also, multiplying (27) by v we have
Multiplying by u both sides in (26), we then obtain that
Then, by (19), we have that 0 ≥ γ 1 ( u 2 + σ(x, µ) v 2 ). Hence, u = 0 and v = 0, implying that the matrix in (25) is nonsingular.
Our proof of existence of solutions of subproblems is done in two steps. We start with showing that a certain part of KKT subproblem (14) has a solution. We shall make use of the existence result in [3, Theorem 2.5.10]. More specifically, we shall need a consequence of [3, Theorem 2.5.10], which we state as follows.
Theorem 2 Let K be a closed convex cone in IR l and M ∈ IR l×l . Suppose that d = 0 is the unique solution of the generalized complementarity problem
and that M is copositive on K.
Then for all q ∈ IR l , the generalized complementarity problem of finding d ∈ IR l such that
has a nonempty compact solution set.
Clearly, if M is strictly copositive on K then (28) has the origin as the unique solution, and all the assumptions of Theorem 2 hold. Proposition 2 Suppose that SOSC (16) holds at (x,μ) and that σ satisfies the second inequality in (18). Then there exists a neighborhood V of (x,μ) such that for all (x, µ) ∈ V with σ(x, µ) > 0, the mixed complementarity problem of finding (y, λ I ) ∈ IR n × IR |I| such that
Proof. Define
and the |I| × (n + |I|) matrix A with rows given by
where e i ∈ IR |I| is the i-th vector of the canonical basis. With this notation, it can be seen that (29) is equivalent to solving the following affine VI:
Let (ũ,ṽ I ) be the unique solution of the linear system
which exists due Corollary 1. Definez = (x +ũ, µ I +ṽ I ). For each i ∈ I we then have that
In particular,z ∈ Q and all the constraints defining the polyhedral set Q are active atz. Note that, in the adopted notation, the cone K = K(x, µ) defined in (20) can be written as
We can then write (30) in the following form:
which is the generalized complementarity problem
By Proposition 1, there exist a neighborhood V of (x,μ) such that (19) holds for all (x, µ) ∈ V. This shows that if σ(x, µ) > 0 then M is strictly copositive on the cone K. Now Theorem 2 implies that (31) has a nonempty compact solution set.
We next show that the step given by solving the system (29), which is part of our subproblem (14) , satisfies the localization property appearing in the iterative framework of Section 2.
Proposition 3 Suppose that SOSC (16) holds at (x,μ) and that σ satisfies both inequalities in (18). Then there exist a neighborhood V of (x,μ) and a constant γ 3 > 0 such that for all (x, µ) ∈ V ∩ (IR n × IR m + ) with σ(x, µ) > 0, it holds that
where (y, λ I ) is any solution of (29).
Proof. Suppose the contrary, i.e., that exists a sequence {(
By the assumption above,
Note first that, by (18), it holds that
Denoteμ k = Π M(x) (µ k ). Sinceμ k i = 0 for i / ∈ I, we have that
where the first inequality follows from the Lipschitz-continuity of the functions involved, and the last follows from (18). Taking a subsequence, if necessary, we can assume that
Using (32), we have that
Dividing by η k and taking limits, using (35) and (38) we obtain
By (33) and (34), using also that µ k I ≥ 0, we have that
k and taking limits, using (35) and (36) we obtain that
Also, from (33) and (34), dividing by η k and taking limits we have that
Thus u ∈ C(x; D, F ).
Multiplying by u in (40) and using (41), we obtain 0 ≥ Ψ x (x,μ)u, u , so that SOSC (16) implies u = 0. Hence,
Consider the QR-factorization of g I (x), that is
where [U V ] ∈ IR |I|×|I| is an orthogonal matrix and R has zero kernel (in particular, columns of V give an orthonormal basis for ker g I (x) ). Since
and
we have that
By (18), we then have that
By (42), we have that 0 = g I (x) w = R U w. Thus U w = 0. Hence,
Let
Evidently, there exists an index set J such that I k = J for infinitely many indices k. From now on, we consider the subsequence such that I k = J , without introducing further subindices.
Thus from (39), w i ≤ 0 for all i / ∈ J . Let us define the cone
Since w i ≤ 0 for i / ∈ J , it holds that −w ∈ Q * .
By (33) and (34), we have that
Multiplying this relation by V , dividing by η k σ k and using (43), gives
Taking limits, using (44), (37), (35) and the facts that (y k − x k )/η k → u = 0 and that the set V Q is closed, we obtain that V w ∈ V Q.
Then there exists ξ ∈ Q such that V w = V ξ. Since −w ∈ Q * and w = V V w, we conclude that 0 ≥ w, ξ = V V w, ξ = V V ξ, ξ = V ξ 2 .
Thus V w = V ξ = 0, so that (45) implies that w = 0. Then (u, w) = 0, in contradiction with (39).
We now extend the solution of (29) to the solution of our subproblem (14), showing also that the needed localization property holds.
Theorem 3 Suppose that SOSC (16) holds at (x,μ) and that σ satisfies both inequalities in (18).
Then there exist a neighborhood V of (x,μ) and a constant γ 4 > 0 such that for all (x, µ) ∈ V ∩ (IR n × IR m + ) with σ(x, µ) > 0, there exists (ȳ,λ), a solution of the mixed complementarity problem of finding (y, λ) ∈ IR n × IR m such that
Proof. By Proposition 3, there exist a neighborhood V of (x,μ) and a constant γ 3 > 0 such that
for any (x, µ) ∈ V such that σ(x, µ) > 0 and any solution (y, λ I ) of (29). Setȳ = y,λ I = λ I andλ i = 0 for all i / ∈ I. Evidently, with this choice, (29) implies the first equality in (46), as well as the complementarity conditions in (46) for the indices in I 0 (x,μ).
For i / ∈ I, we have that
is sufficiently close to (x,μ) (so that σ(x, µ) is small enough and, consequently, so is (ȳ − x), by (48)). This verifies the complementarity conditions in (46) for the indices not in I.
Given the second relation in (29), it remains to check the nonnegativity ofλ i , i ∈ I + (x,μ). For i ∈ I + (x,μ), we have thatλ
is sufficiently close to (x,μ) (so that σ(x, µ) is small enough and, consequently, so is (λ I − µ I ), by (48)).
This concludes the proof of the existence of a solution of (46). Finally, letμ = Π M(x) (µ). For i / ∈ I, we have that
by (18). Combining this with (48) proves that (47) holds.
Theorem 3 establishes that Assumption 3 of Theorem 1 is satisfied for Σ 0 = {(x,μ)}. In particular, subproblems given by (8) (equivalently, by (14) ) are locally solvable, and the distance between consecutive iterates can be bounded above by a measure of violation of KKT conditions for the original problem (1).
Upper Lipschitz-continuity of the solution set and a new error bound for KKT systems
This Section verifies Assumption 1 of Theorem 1 under SOSC
which is an extension of (16) used in Section 3 (Note that since the cone C(x; D, F ) is convex, (49) means that the inequality holds either with the positive sign for all u ∈ C(x; D, F )\{0}, or with the negative sign). We also show that the so-called natural residual [12] σ :
where the minimum is applied component-wise, provides a local error bound (18) for the solution set of the KKT system (9) under SOSC (49). Note that, with this choice, the rightmost inequality in (18) follows from Lipschitz-continuity of the functions involved and the fact that σ(x,μ) = 0 for anyμ ∈ M(x).
Our result on upper Lipschitz-continuity of the solution set of KKT systems is an extension of the analysis in [6] for optimization to the variational setting.
We start with considering the following problem with affine constraints:
where A ∈ IR m×n and b ∈ IR m . This is the KKT system associated to the variational problem
We first prove local uniqueness of the primal part of the solution of (51) under SOSC (49).
Note that in the case of affine constraints, Ψ x (x,μ) = F (x). Our result is an extension of [6, Proposition 1] , where the optimization case (3) under the assumption that F (x) = f (x) is strictly copositive on the critical cone C(x) is considered.
Proposition 4 Let F be continuously differentiable at a solution (x,μ) of (51) such that
Then there exists a neighborhood V ofx such that if x ∈ V and (x, µ) is a solution of (51), then x =x.
Proof. Suppose the contrary, i.e., that there exists a sequence (x k , µ k ) of solutions of (51) such that x k →x, x k =x. Taking a subsequence, if necessary, we can assume that
Using that I(x k ) ⊂ I(x) for k sufficiently large, we have that if i / ∈ I(x) then i / ∈ I(x k ) and, hence, µ k i = 0. Thus if i / ∈ I(x) then µ k i (Ax + b) i = 0 for all k sufficiently large. Since this equality holds trivially for i ∈ I(x), we conclude that
for all k sufficiently large.
Since (x k , µ k ) is a solution of (51), we have that
where in the last equation we use (53) and the complementarity condition for (x k , µ k ). Dividing (54) by x k −x and taking limits, we obtain that
If
Dividing this inequality by x k −x and taking limits, we obtain that
Together with (55) this shows that u ∈ C(x;D, F )\{0}. Also, note that
where in the last inequality we use (56) and the fact that I(x k ) ⊂ I(x). Using now (55) and (57) we have that
Dividing this relation by x k −x and taking the limit, we conclude that
On the other hand, using (54), the fact thatx is a solution of the variational problem (52) while x k ∈D, we have
Dividing this relation by x k −x 2 and taking the limit, we obtain that
Hence, F (x)u, u = 0 for u ∈ C(x;D, F )\{0}, in contradiction with the assumption.
Let nowF (x) = M x + q, where M ∈ IR n×n and q ∈ IR n . Consider the KKT system: find
associated to the affine variational problem
so that (58) is equivalent to the generalized equation
where T is defined in (13) .
The following is an extension of [6, Lemma 1] , where M is assumed to be symmetric and strictly copositive on C(x;D,F ), to variational setting. Once Proposition 4 has been established, the argument is essentially the same as in [6] ; we include it for completeness. Lemma 1 Suppose that (x,μ) is a solution of (59) forψ and that
Then there exist β > 0 and neighborhoods V ofx and U ofψ such that if (x, µ) is a solution of (59) for ψ ∈ U and x ∈ V, then x −x ≤ β ψ −ψ .
Proof.
As is well known [13] , the function F(x, µ) = N (x, µ) + T (x, µ) and its inverse
are polyhedral multifunctions. Furthermore, the function P such that P(x, µ) = x is polyhedral, and so is the composition P • F −1 . By [13, Proposition 1], polyhedral multifunctions are locally upper Lipschitzian at every point, and the Lipschitz constant is independent of the point. Thus there exist a constant β > 0 and a neighborhood U ofψ such that
Since P • F −1 (ψ) is the set of x-components of solutions of (58), by Proposition 4 there exists a neighborhood V ofx such that
Let ρ = dist(x, P • F −1 (ψ)\{x}), and choose V smaller if necessary so that V ⊂ {x} + ρ 3 B. Choose U sufficiently small so that
If ψ ∈ U and x ∈ P • F −1 (ψ) ∩ V, we obtain from (60) that there existx ∈ P • F −1 (ψ) and p ∈ B such that x =x + β ψ −ψ p. But then
implying thatx =x. Hence, x =x + β ψ −ψ p for some p ∈ B, i.e.,
x −x ≤ β ψ −ψ .
Thus for our main problem (10) we can state the following error estimates, that verify the upper Lipschitz-continuity property of the solution set of KKT systems.
Lemma 2 Let F be differentiable and g twice differentiable atx, and suppose that there existsμ ∈ M(x) such that (x,μ) satisfies SOSC (49).
Then there exist a neighborhood V of (x,μ) and constants γ, τ > 0 such that for every (x, µ) ∈ V and for each p ∈ γB satisfying
where G and T are defined in (13) , it holds that
Proof. Throughout this proof, the generic constant β is uniformly bounded when V is sufficiently small. Consider the affine variational problem (59) with
.
As g(x) ∈ N (μ), this shows that (x,μ) ∈ F −1 (ψ 2 ).
By the differentiability assumptions, ψ 1 is close to ψ 2 when (x, µ) is close to (x,μ) and p is close to 0. Consequently, by choosing V and γ sufficiently small, Lemma 1 gives us the estimate
for all (x, µ) ∈ V and p ∈ γB. Given any ε > 0, using the differentiability assumptions and taking V sufficiently small, we obtain that
Combining this with (62), we have that
Thus, taking ε < 1/β, we obtain
Consider the decomposition p = (u, v) ∈ IR n × IR m . If i / ∈ I then g i (x) < 0. Thus we can take V and γ small enough, so that g i (x) − v i < 0. From (61) we have that g(x) − v ∈ N (µ). Hence, µ i = 0 for all i / ∈ I and µ i ≥ 0 for i ∈ I. Since M(x) = {ν ∈ IR m | F (x) + g (x) ν = 0; ν i ≥ 0, i ∈ I; ν i = 0, i / ∈ I}, by Hoffman's error bound for linear systems we obtain that µ −μ ≤ β F (x) + g (x) µ = β Ψ(x, µ) ,
whereμ = Π M(x) (µ). From (61), we have that Ψ(x, µ) + u = 0. Then using the differentiability assumptions and taking V smaller if necessary, we have Ψ(x, µ) ≤ Ψ(x, µ) + Ψ(x, µ) − Ψ(x, µ) ≤ u + β x −x .
Since u ≤ p , using (63), we obtain Ψ(x, µ) ≤ β p .
Combining this with (63) and (64) gives
x −x + µ −μ ≤ τ p , for some τ > 0.
This result verifies Assumption 1 of Theorem 1 for Σ 0 = {(x,μ)}. Moreover, by [4, Theorem 2] , it now also follows that the natural residual (50) provides a valid local error bound for the KKT system (9) . Specifically, we have the following. Theorem 4 Let F be differentiable and g twice differentiable atx, and suppose there exists µ ∈ M(x) such that (x,μ) satisfies SOSC (49).
Then there exist a neighborhood V of (x,μ) and constants β 2 ≥ β 1 > 0 such that for all (x, µ) ∈ V the function σ defined in (50) satisfies the error bound (18).
We note that Theorem 4 gives the first error bound for KKT systems in variational context that does not subsume some regularity-type assumptions about the constraints. We refer the reader to [7] for a detailed discussion and comparisons of error bounds for KKT systems.
The provided error bound completes the proof of superlinear convergence of our method, that we formalize as follows.
Theorem 5 Let F be differentiable and g twice differentiable atx, and suppose that there existsμ ∈ M(x) such that (x,μ) satisfies SOSC (16) .
Then there exist a neighborhood V of (x,μ) such that for any (x 0 , µ 0 ) ∈ V ∩ (IR n × IR m + ), the iterates defined by (12) are well defined and converge superlinearly to (x, µ), where µ is some element of M(x). Furthermore, the convergence is quadratic if F and g are Lipschitzcontinuous in a neighborhood ofx.
Since K + (x, µ) is a subspace and d 1 , d 2 ∈ K ⊂ K + (x, µ), we have that
Since (66) implies that M is strictly copositive on K + (x, µ), from (68) we conclude that d 1 − d 2 = 0. Hence, the mixed complementarity problem (29) has a unique solution.
Let us now show that under SSOSC (65), for (x, µ) sufficiently close to (x,μ) we have that (ȳ,λ) ∈ IR n × IR m + , whereλ i = 0, i / ∈ I and (ȳ,λ I ) is the solution of (29), is the unique solution of (46) satisfying (47). By Theorem 3, (ȳ,λ) ∈ IR n × IR m + defined in this way is a solution of (46) satisfying (47). Conversely, if (ȳ,λ) ∈ IR n ×IR m + is a solution of (46) satisfying (47), and if (x, µ) is sufficiently close to (x,μ), we have that g i (x) + g i (x),ȳ − x − σ(x, µ)(λ i − µ i ) < 0, i / ∈ I, λ i > 0, i ∈ I + (x,μ).
Then by the complementarity conditions in (46), we obtain that λ i = 0, i / ∈ I, g i (x) + g i (x),ȳ − x − σ(x, µ)(λ i − µ i ) = 0, i ∈ I + (x,μ).
Hence, (ȳ,λ I ) is a solution of (29), which has been established to be unique.
