In this paper, we study the performance of IPOP-s * aACM-ES, recently proposed self-adaptive surrogate-assisted Covariance Matrix Adaptation Evolution Strategy. The algorithm was tested using restarts till a total number of function evaluations of 10 6 D was reached, where D is the dimension of the function search space. The experiments show that the surrogate model control allows IPOP-s * aACM-ES to be as robust as the original IPOP-aCMA-ES and outperforms the latter by a factor from 2 to 3 on 6 benchmark problems with moderate noise. On 15 out of 30 benchmark problems in dimension 20, IPOP-s * aACM-ES exceeds the records observed during BBOB-2009 and BBOB-2010. -ing SVM) [16, 13, 9] . In most cases, the surrogate model is used as a filter (to select λP re promising pre-children) and/or to estimate the fitness of some individuals in the current population. An example of surrogate-assisted CMA-ES with filtering strategy can be found in [13] .
INTRODUCTION
When dealing with expensive optimization objectives, the surrogate-assisted approaches proceed by learning a surrogate model of the objective, and using this surrogate to reduce the number of computations of the objective function in various ways.
Many surrogate modelling approaches have been used within Evolution Strategies (ESs) and Covariance Matrix Adaptation Evolution Strategy (CMA-ES): Radial Basis Functions
THE ALGORITHMS

The (µ/µw, λ)-CMA-ES
In each iteration t, (µ/µw, λ)-CMA-ES [6] samples λ new solutions xi ∈ R D , where i = 1, . . . , λ, and selects the best µ among them. These µ points update the distribution of parameters of the algorithm to increase the probability of successful steps in iteration t + 1. The sampling is defined by a multi-variate normal distribution, N (m t , σ t 2 C t ), with current mean of distribution m t , D × D covariance matrix C t and step-size σ t .
The active version of the CMA-ES proposed in [7, 10] introduces a weighted negative update of the covariance matrix taking into account the information about λ − µ worst points as well as about µ best ones. The new version improves CMA-ES on 9 out of 12 tested unimodal functions by a factor up to 2, and the advantages are more pronounced in larger dimension. While the new update scheme does not guarantee the positive-definiteness of the covariance matrix, it can be numerically controlled [7] . Since in our study we do not observe any negative effects of this issue, we will use aCMA-ES, the active version of the CMA-ES, for comparison with the surrogate-assisted algorithms.
The s * ACM-ES
The s * ACM-ES [14] is the surrogate-assisted version of the (µ/µw, λ)-CMA-ES, where the surrogate model is used periodically instead of the expensive function for direct optimization. The use of Ranking SVM allows to preserve the property of CMA-ES of invariance with respect to rankpreserving transformation of the fitness function. The property of invariance with respect to the orthogonal transformation of the search space is preserved thanks to the definition of the kernel function by the covariance matrix, adapted during the search.
In s * ACM-ES we perform the following surrogate-assisted optimization loop: we optimize the surrogate modelf forn generations by the CMA-ES, then we continue and optimize the expensive function f (x) for one generation. To adjust the number of generationsn for the next time, the model error can be computed as a fraction of incorrectly predicted comparison relations that we observe, when we compare the ranking of the last λ evaluated points according to f (x) and f . The s * ACM-ES uses the generation of the CMA-ES as a black-box procedure, and it has been shown in [14] , that the improvement of the CMA-ES from passive to active version (aCMA-ES) leads to a comparable improvement of its surrogate-assisted versions ( s * ACM-ES and s * aACM-ES).
The main novelty of the s * ACM-ES is the online optimization of the surrogate model hyper-parameters during the optimization of the fitness function. The algorithm performs the search in the space of model hyper-parameters, generating λ hyp surrogate models in each iteration. The fitness of the model can be measured as a prediction error of the ranking on the last λ evaluated points. This allows the user to define only the range of hyper-parameters and let algorithm to find the most suitable values for the current iteration t.
The detailed description of s * ACM-ES is given in [14] .
The Benchmarked Algorithms
For benchmarking we consider s * ACM-ES in IPOP restart scenario (IPOP-s * aACM-ES) using default parameters and termination criteria as given in [7] and [14] . The only one parameter of the surrogate part of IPOP-s * aACM-ES different from the default one is the index of generation gstart when we start to use the surrogate model. For noisy case we set gstart = 5(irestart + 1) instead of default gstart = 10. We found that sometimes it makes sense to postpone the surrogate-assisted search if several restarts (irestart) were performed.
RESULTS
Results from experiments according to [4] on the benchmark functions given in [2, 5] are presented in Figures 3 and 4, and Figure 2 . The expected running time (ERT), used in the figures and table, depends on a given target function value, ft = fopt + ∆f , and is computed over all relevant trials (on the first 15 instances) as the number of function evaluations executed during each trial while the best function value did not reach ft, summed over all trials and divided by the number of trials that actually reached ft [4, 15] . Statistical significance is tested with the ranksum test for a given target ∆ft using, for each trial, either the number of needed function evaluations to reach ∆ft (inverted and multiplied by −1), or, if the target was not reached, the best ∆f -value achieved, measured only up to the smallest number of overall function evaluations for any unsuccessful trial under consideration if available. Tables 1  and 2 give the Expected Running Time (ERT) for targets 10 1, −1, −3, −5, −7 divided by the best ERT obtained during BBOB-2009 (given in the ERT best row), respectively in 5-D and 20-D. Bold entries correspond to the best (or 3-best if there are more than 3 algorithms) values. The median number of conducted function evaluations is additionally given in italics, if ERT(10 −7 ) = ∞. #succ is the number of trials that reached the final target fopt + 10 −8 . Entries with the ↓ symbol are statistically significantly better (according to the rank-sum test) compared to the best algorithm in BBOB-2009, with p = 0.05 or p = 10 −k where k > 1 is the number following the ↓ symbol, with Bonferroni correction of 30.
The IPOP-s * aACM-ES outperforms IPOP-s * aACM-ES usually by a factor from 2 to 3 on functions with moderate noisy. This is the case for Sphere (f101,f102,f103) and Rosenbrock (f104,f105,f106) functions with Gaussian, Uniform and Cauchy noise models. It seems that the moderate noise only slightly affects the quality of the surrogate model and allows to have a speedup comparable to one of the noise-less case.
On most functions with severe noise the surrogate model usually is not used (n oscillates around zero), because it gives a very imprecise prediction of the expensive function. On 20-dimensional f124 Schaffer function with Cauchy noise IPOP-s * aACM-ES requires about 7 times more functions evaluations to reach the optimum with ∆fopt = 10 −7 than IPOP-aCMA-ES (see Fig. 2 ). However, according to Table 2, the performance for ∆fopt = 10 −5 is exactly the same for both algorithms, therefore, we suppose that the loss of performance for ∆fopt = 10 −7 can be explained by some influence of surrogate-assisted search on restart conditions. We also found that if use default coefficient c1 and cµ for the covariance matrix update instead of noisy settings of c1/5 and cµ/5, then IPOP-s * aACM-ES performs as well as IPOP-aCMA-ES. However, the use of default coefficients worsen the results of IPOP-aCMA-ES and IPOP-s * aACM-ES on other problems.
We also observe some loss in performance of f125 Griewank-Rosenbrock and f128 Gallagher functions for d ≤ 5. For f115 we observe the speedup for d = 5 and loss for d = 20, probably because of the same reasons as for f124.
The IPOP-s * aACM-ES improves (sometimes insignificantly) the records in dimension 20 on f101, f102, f103, f104, f105, f106, f107, f109, f112, f114, f117, f118, f120, f122, f123, f127, f129.
CPU TIMING EXPERIMENT
For the timing experiment the IPOP-s * aACM-ES was run on noiseless f1, f8, f10 and f15 functions without self-adaptation of surrogate model hyper-parameters. The crucial hyperparameter for CPU time measurements, the number of training points was set Ntraining = 40 + 4D 1.7 as a function of dimension D [14] .
These experiments have been conducted on a single core with 2.4 GHz under Windows XP using Matlab R2006a.
On uni-modal functions the time complexity of surrogate model learning increases cubically in the search space dimension (see Fig. 1 ) and quadratically in the number of training points. For small dimensions (D < 10) the overall time complexity increases super-linearly in the dimension. The time complexity per function evaluation depends on the population size, because one model is used to estimate the ranking of all points of the population. This leads to a smaller computational complexity on multi-modal functions, e.g. f15 Rastrigin function, where the population becomes The results presented here does not take into account the model hyper-parameters optimization, where λ hyp surrogate models should be build at each iteration, which leads to an increase of CPU time per function evaluation by a factor of λ hyp . For IPOP-s * aACM-ES λ hyp was set to 20.
CONCLUSION
In this paper, we have compared the recently proposed self-adaptive surrogate-assisted IPOP-s * aACM-ES with the IPOP-aCMA-ES on noisy benchmark problems. The surrogateassisted IPOP-s * aACM-ES algorithm outperforms the original IPOP-aCMA-ES by a factor from 2 to 3 on the functions with moderate noise, and usually performs not worse on other functions. The IPOP-s * aACM-ES algorithm improves the records on 15 out of 30 functions in dimension 20. 
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