1. Introduction {#sec1}
===============

Characterization of chiral compounds is a central issue in several fields, such as catalysis, materials, and life science.^[@ref1]−[@ref3]^ Chiroptical spectroscopies represent the techniques of choice to investigate in a noninvasive way the physical--chemical properties of chiral systems, especially in condensed phases. Among these spectroscopies, electronic circular dichroism (ECD), that is the differential absorption of left- and right-handed circularly polarized light, has played a prominent role for the study of the absolute stereochemistry and conformation of chiral molecules.^[@ref4]^ While absorption spectra are capable of characterizing ground electronic states and their environment, emission spectra and their chiral counterpart (circularly polarized luminescence, CPL) allow investigation of the properties of the excited electronic state from which the emission occurs. Therefore, combination of several spectroscopic techniques is essential to achieve a comprehensive and unbiased characterization of the molecular systems. However, experimental spectra can seldom be interpreted by means of classical or phenomenological models.^[@ref5]^ Thanks to the continuous advances of hardware and software, the accuracy of computational simulations for medium-size semirigid systems in the gas phase rivals that of the corresponding experimental results thus providing an invaluable aid for assignment and interpretation of spectroscopic outcomes increasingly used also by nonspecialists.^[@ref6],[@ref7]^

Nevertheless, the study of large flexible systems faces a number of difficulties (even within the Born--Oppenheimer approximation) ranging from the very unfavorable scaling of those methods with the number of active electrons to the proper description of flat potential energy surfaces (PESs) with not well-defined stationary points. In condensed phases, the number of degrees of freedom to be taken into account increases dramatically, so that not-trivial aspects of statistical mechanics come into play, the situation being particularly tricky for noninnocent solvents, where solute--solvent and solvent--solvent interactions are of comparable strength.^[@ref8]^ Despite the advances of the so-called ab initio molecular dynamics pioneered by Car and Parrinello,^[@ref9]^ classical molecular mechanics (MM) remains the computational tool of choice for this purpose, with Monte Carlo (MC) and Molecular Dynamics (MD) simulations being the two main sampling techniques employed.^[@ref10]^ Unfortunately, the range of applicability of conventional classical methods is quite limited in the context of molecular spectroscopy because they cannot address all the processes and phenomena explicitly related to the electronic degrees of freedom. At least for localized phenomena, the most viable strategy is thus offered by the multiscale or multiresolution methods pioneered by Karplus, Levitt, and Warshel^[@ref11]^ (awarded the Nobel Prize in 2013), which rely on the integration of a number of computational protocols and algorithms.^[@ref12],[@ref13]^ In multiresolution methods the focus is kept on the target system (treated at the QM level), while the environment can be progressively blurred from an atomistic MM treatment up to a mean field description.^[@ref8]^ Over the last few decades, these methods have met remarkable success also thanks to remarkable improvements in hardware and software.^[@ref14]−[@ref17]^ However, a number of developments are still needed to extend the range of application for computational and spectroscopic simulations. In this connection, chiroptical spectrocopies play an increasing role, but involve also significant technical problems related to the coupling of small intensity with high sensitivity to environmental effects.^[@ref18]−[@ref28]^

Along these lines, the aim of the present contribution is to propose and validate a reliable yet effective computational strategy for the modeling of vibrationally resolved absorption and emission spectra of chiral molecules in solution by combining different theoretical--computational procedures. The final spectra stem from successive refinements, that is from an additive multistep procedure achieved by adding the outcomes of methods of decreasing accuracy when moving from the chromophore to its cybotactic region, to bulk solvent. In detail, accurate theoretical/computational models were employed to evaluate the quantum properties of the chromophore in solution for some relevant solute--solvent configurations including vibrational modulation effects produced by small-amplitude motions, but then an approximated yet robust scheme was applied to model the effects of the thermal fluctuations of the embedding environment on the quantum properties. In particular, we applied the recently developed integrated variational/perturbative approach (ONIOM/EE-PMM)^[@ref29]^ to model both absorption and emission spectra of Camphorquinone (CQ) dye in methanol.

Our ONIOM/EE-PMM procedure falls into the category of Quantum Mechanics/Molecular Mechanics (QM/MM) approaches, for which a suitable part of the system is described at the QM level, while the remainder is described classically. The starting point of the procedure is the classical simulation of the complete system (through Molecular Dynamics, MD, or Monte Carlo, MC, simulations). The effectiveness of the method relies in the application of a variational approach (i.e., ONIOM calculation with the Electronic Embedding scheme, EE^[@ref12],[@ref30],[@ref31]^) only for "reference" snapshots of the simulation that might be representative of each subtrajectory found through a cluster analysis of the complete classical sampling. Next, an effective perturbative approach (i.e., Perturbed Matrix Method, PMM^[@ref32]−[@ref34]^) is applied to treat the local fluctuations within each cluster. When compared with the standard procedures, from one side, the approach allows us to cut down the computational costs due to the extensive trajectory subsampling utilized for successive QM computations; from the other, it allows us to prevent inaccuracies due to application of a perturbative approach for configurations strongly different from the reference one. Although combination of classical MD with clustering and QM computations has been extensively employed^[@ref35],[@ref36]^ also in connection with chiroptical spectroscopies,^[@ref37]^ the result of the trajectory partitioning depends not only on the computational procedure utilized (e.g., the clustering procedures) but also on the observable determining the partitioning of the system. A sensible choice might be based on the conformational fluctuations of the solute (QM) layer of the system. For instance, for a similar application, we recently^[@ref38]^ applied a density-based spatial clustering method to the bidimensional subspace spanned by the first two principal components of the solute atomic fluctuations. Likewise, when a rigid or semirigid solute is taken into account, the complete trajectory can be thought as a single extensive conformational basin thus applying the procedure by means of a single QM calculation. Nevertheless, even for such a simple case, the selection of the reference structure on which the QM calculation is performed represents an issue of major relevance. This choice, in fact, affects (even if not dramatically) the final results. In the present contribution we studied a semirigid solute (CQ, *vide supra*) that allowed us to exploit the very cheap model based on a "single-reference" structure, whose selection is thoroughly addressed in the paper with the aim of providing a general and robust solution to the problem.

For the present study, we applied the aforementioned procedure to reproduce the one photon absorption (OPA) and emission (OPE) spectra of the chromophore in solution including ECD and CPL spectra, thus reporting for the first time (to the best of our knowledge) an application of the PMM to chiroptical spectra. Noticeably, the task is of remarkable complexity given the tiny values and sensitivity of the observables characterizing the inherent phenomena. Here, vibrational contributions are often critical and need to be properly accounted for to modulate the shape and improve the overall agreement with experimental results.^[@ref6],[@ref39]^ CQ was chosen because it is a small organic diketone widely investigated for its spectroscopic properties.^[@ref40]−[@ref43]^ In particular, CQ shows a well isolated first absorption band and emits by both fluorescence and phosphorescence (assessment of the latter is beyond the scope of the present contribution) depending on the environmental conditions,^[@ref40],[@ref41]^ with both kinds of spectra being clearly modulated by vibrational contributions. These characteristics make CQ an appealing model system to develop and test new computational protocols.^[@ref6],[@ref44]^ We pushed the modelization beyond the characterization of the pure electronic spectra by combining the ONIOM/EE-PMM results with the outcomes of fully quantum mechanical procedures for simulating vibronic effects for both optical and chiroptical spectra.

In summary, we propose and validate an effective procedure for the simulation of optical and chiroptical spectra in solution, developed to optimize the accuracy of the description while limiting the computational effort. To this end, we applied a multiscale procedure based on tuning the level of theory employed to investigate each property involved in the spectroscopic processes according to its estimated impact on the final results. The proposed procedure can be summarized as follows:1.Equilibrium geometries of both the ground and first excited states of the chromophore were generated by means of QM approaches rooted into the density functional theory (DFT) and its time-dependent extension (TD-DFT).2.Force-field (FF) parameters (at least solute atomic charges) were derived for the successive classical simulations possibly including average solvent effects by the polarizable continuum model (PCM).3.Starting from the solvated equilibrium geometries of the chromophore (for each relevant electronic state), classical simulations were performed to provide the statistical ensembles accounting for the solute--solvent interactions.4.Trajectory partitioning and analysis were applied to identify the solute--solvent configurations most representative of the solvent effects.5.Quantum mechanical calculations taking into account the effects of the embedding environment by means of variational approaches (i.e., ONIOM/EE procedure) were performed for the representative snapshots.6.For all the remaining snapshots of the simulation the perturbative approach (i.e., PMM) was applied to model the effects on the chromophore quantum properties of the fluctuations of the embedding environment with respect to the representative snapshots.7.The absorption/emission electronic spectra and their chiroptical counterparts were computed by means of the properties obtained from points 5 and 6.8.Finally, vibronic effects in the electronic spectra were added by using QM models based on the Franck--Condon principle.

The same procedure is also sketched in [Figure [1](#fig1){ref-type="fig"}](#fig1){ref-type="fig"} where each of the theoretical/computational frameworks applied is ranked according to a (qualitative) scale of accuracy. For the present case, the structural rigidity of the chromophore allowed us to introduce approximations that simplified the application of the overall procedure. Namely, (i) we performed the classical simulations of the system by constraining the solute in its equilibrium geometry (point 2 of the list above) and (ii) we considered the vibrational modulation of the electronic spectra as a constant term to be simply added to the electronic spectra (point 8 of the list above). In particular the latter approximation will become too rough whenever semiclassical internal coordinates of the chromophore were to be taken into account. Although general and effective procedures have been developed to deal with those more complex situations,^[@ref29]^ in the present contribution we will be concerned only with rigid solutes.

![Outline of our computational strategy: graphical representation of the main theoretical frameworks employed (upper panel) and workflow of the procedure (lower panel).](ct0c00124_0001){#fig1}

2. Methods {#sec2}
==========

2.1. Molecular Dynamics Simulation and Analysis {#sec2.1}
-----------------------------------------------

The simulations of both the ground and first excited electronic state of CQ in methanol were carried out with the Gromacs software package.^[@ref45]^ During each production run the chromophore was constrained in the minimum energy structure of the relevant electronic state, which is quite rigid due to the presence of the intramolecular methylene bridge and the two carbonyl groups. The CQ structure can be seen in [Figure [2](#fig2){ref-type="fig"}](#fig2){ref-type="fig"}, Panel A, where a sphere extracted from a representative frame of the CQ in methanol ground state simulation is reported. The solute atomic charges were computed in vacuum at the equilibrium structure of either the ground or first excited electronic state by means of the RESP model.^[@ref46]^ The nonbonded parameters were obtained from the GROMOS96 54a7 force field.^[@ref47]^ The vacuum optimization and the atomic charges calculations were performed by using density functional theory (DFT)^[@ref48]^ with the hybrid B3LYP functional^[@ref49],[@ref50]^ in conjunction with cc-pVDZ^[@ref51]^ basis set using the [Gaussian]{.smallcaps}16 package^[@ref52]^ as already done in similar investigations.^[@ref55]^ For the CQ ground state we computed also the equilibrium structure and atomic charges by mimicking solvent effects by means of the polarizable continuum model (PCM).^[@ref54],[@ref55]^ Negligible differences were found when comparing the results of the two computations, well within the expected accuracy of the level of theory employed (see [Figure S2](http://pubs.acs.org/doi/suppl/10.1021/acs.jctc.0c00124/suppl_file/ct0c00124_si_001.pdf) in SI). Therefore, we utilized the vacuum geometries and charges to maximize the transferability of the topology. However, despite the rigidity of the molecule, we preferred to utilize the PCM equilibrium geometries for the ONIOM-EE calculations employed for the final spectra as a further refinement. Indeed, the RMSD among the vacuum and PCM energy minimum for the ground state is 0.009 Å, while the corresponding value for the first electronic excited state is 0.006 Å. The AMBER model was utilized for the methanol topology.^[@ref56]^ The simulations were carried out in the isothermal--isochoric ensemble (NVT) with periodic boundary conditions, using an integration step of 2 fs. The temperature was kept constant (300 K) by the velocity-rescaling^[@ref57]^ temperature coupling. The bonds were constrained using the LINCS algorith.^[@ref58]^ The particle mesh Ewald method^[@ref59]^ was used to compute long-range interactions with grid search and cutoff radii of 1.1 nm. A cubic simulation box was utilized, calibrating the density to obtain in the NVT MD simulations a pressure identical, within the noise, to the one provided by a corresponding reference MD simulation of the pure solvent. Such reference simulation of pure methanol was carried out in the NVT ensemble setting T = 300 K and imposing a box density equal to the experimental density of the corresponding pure methanol at the standard p,T conditions (24.58 mol per L^[@ref60]^). Both the production runs were of 10 ns.

![(Panel A) Sphere extracted from a representative frame of the CQ in methanol (ground state) MD simulation where the chromophore engages in HB with two methanol molecules through the outward VSs (the molecules involved in the interaction are highlighted). (Panels B and C) Radial and angular distribution functions for each VS (refer to panels D and A for the VS's code color). (Panel D) F function for each VS.](ct0c00124_0002){#fig2}

The ground state of the system was also simulated by modeling the charge separation on the oxygen atoms (that is, the lone pairs) by means of virtual interaction sites. Virtual sites (VS) were located at the position corresponding to the centroids of localized molecular orbitals for the sp2 oxygen atom using the Boys localization procedure, as reported in ref ([@ref61]). Each VS-oxygen distance was constrained during the simulation. A partial charge was assigned to each VS in order to reproduce the classical dipole of the molecule. From the ground state calculation of the atomic charges, we obtained almost identical values for the two oxygen atoms, that we averaged to −0.390. To ensure the same degree of symmetry, we imposed the charges of the inward and outward VSs to have the same values (−0.105 and −0.285, respectively) for both oxygen atoms. Inclusion of VSs was meant to account for the directionality of hydrogen bonding (HB). In fact, we analyzed the probability of HB between the two carbonyl groups of CQ and the hydroxyl group of methanol using a function (known as F function)^[@ref29],[@ref62]^ which exploits the fulfillment of geometrical criteria to compute the probability of HB per atom for each MD time frame. The function is equal to 1 if the deviations from reference values of both the HB donor--acceptor distance and the angle they form with the oxygen in methanol are smaller than a threshold value, while it decreases exponentially for increasing deviations. It is interesting to note that from the calculation of the first excited state atomic charges we obtained an average value of −0.385 for the two oxygen atoms. For comparison, the corresponding values obtained by means of the CM5^[@ref63]^ model are −0.26 and −0.25 for the ground and excited state, respectively (*vide infra*). More detailed comparisons of different atomic charge models can be found in the [SI](http://pubs.acs.org/doi/suppl/10.1021/acs.jctc.0c00124/suppl_file/ct0c00124_si_001.pdf).

2.2. Electronic Spectra Calculations {#sec2.2}
------------------------------------

### 2.2.1. ONIOM Calculations {#sec2.2.1}

We applied the ONIOM/EE procedure to compute OPA and ECD spectra. We considered the solute as the model system (that is, the system subpart to be treated at the QM level according to the ONIOM paradigm) while the methanol atoms were treated as embedding charges within the electronic embedding (EE) scheme. Since the procedure has been extensively reviewed,^[@ref12],[@ref31],[@ref64],[@ref65]^ we only summarize some basic aspects. The interaction with the embedding charges is included into the QM Hamiltonian aswhere *Ĥ*^*QM*^ represents the QM Hamiltonian in the absence of the environment and the *N*, *J*, and *i* indexes refer to the environment atoms, the atoms of the model system, and the electrons, respectively. *q* are the embedded charges, *Z* are the nuclear charges of the atoms of the model system, and **r** is the distance between each of the environment atoms and the atoms or electrons in the QM region (*s* is a scaling factor used to avoid overpolarization of the wave function due to large charges close to the QM region; it is zero for charges less than three bonds away from the QM region and one for the remaining charges). The procedure was applied by extracting sequentially 200 snapshots from the ground state CQ in the methanol trajectory to be utilized for the time dependent (TD) DFT^[@ref66]^ computations at the B3LYP/6-311G(d)^[@ref67]^ level. The resulting excitation energies and oscillator strengths of the ground to first excited state transition were extracted from each calculation. For the pure electronic OPA spectrum, the half-width at half-maximum (HWHM) of the Gaussian function used to convolute the transitions was set to 900 cm^--1^. For the pure electronic absorption spectrum, we utilized the CQ geometry optimized in vacuum, whereas we employed the CQ energy minimum in PCM to compute the final vibronic spectra (see subsections below).

### 2.2.2. Hybrid ONIOM/EE-PMM Calculations {#sec2.2.2}

*Theoretical Framework.* We applied the ONIOM/EE-PMM procedure that we proposed in our recent paper.^[@ref29]^ In detail, for the representative frame of the simulation a variational procedure (ONIOM/EE) is employed to solve the QM Hamiltonian incorporating the partial charges of the embedding environment^[@ref31]^(*Ĥ*^*EE*^). For all the remaining frames of the simulation, the perturbing effects exerted by the environment are provided by diagonalizing the perturbed Hamiltonian matrix *H̃* built in the basis set of the eigenstates obtained from the previous calculation (Ψ~*l*~^*EE*^). Accordingly, a perturbation operator is defined to model the fluctuations of the electrostatic potential exerted by the atomistic environment for each MD frame with respect to the one accounted for by the ONIOM/EE calculation, namelywhereand

For each frame of the simulation, the operator *ΔV̂* models the variation between the perturbing effects exerted by the environment in that frame and the reference. For the present application, the latest development of the PMM procedure is by expanding the perturbing electrostatic potential within the atomic region around each atomic center (atom-based expansion).^[@ref68]^ Interested readers can find details of the procedure in refs ([@ref29], [@ref30], [@ref68]) while details of the computations are reported in the following subsections.

*Choice of the Reference Structure.* For the present contribution we developed a general and unbiased procedure to select the reference frame to be employed for the (ONIOM/EE) QM calculation from each preidentified cluster within the simulation. Its basic rationale consists in employing an average configuration of the molecular environment. This is achieved by extracting a number N of snapshots from the trajectory, assembling them into a collective configuration, and assigning to each environmental atom 1/N of the actual atomic charge. The N snapshots are extracted sequentially from the trajectory, setting the step for the extraction according to N and the total length of the trajectory. A snapshot can be employed only if none of its atoms overlap any atom of the collective snapshot; otherwise, it is discarded and the following one is evaluated. From each of the selected snapshots, before creating the collective frame, we extracted a sphere centered around the solute in order to limit the number of atoms employed for the electronic embedding calculation. We selected the size of the sphere by computing the electric field acting on the solute center of mass as due to the atomic embedding environment for a snapshot extracted randomly from the trajectory. In fact, we noticed that beyond 30 Å from the solute center of mass, the electric field does not significantly change its intensity (data not shown). Hence we utilized a 30 Å radius sphere, in line with the typical size employed, for instance, when MD with nonperiodic boundary conditions are performed or for similar QM/MM applications.^[@ref69],[@ref70]^ The next point to be analyzed was the number of snapshots to be collected together. We decided to utilize 30 snapshots as resulting from balancing the total number of atoms employed for the embedding calculation, the occurrence of atomic clashes (the greater the number of snapshots is, the more likely the atoms will overlap), and the convergence of the results. To derive the final setup we performed a number of calculations on different collective snapshots. The results of the test are summarized in [Table [1](#tbl1){ref-type="other"}](#tbl1){ref-type="other"} where the transition energies and transition electric dipole moments referring to the ground to first excited state transition are reported. In the same table we also report, for the sake of comparison, the corresponding results obtained by (i) collecting 20 configurations sequentially extracted from the trajectory when the complete box is utilized instead of the cut sphere (full box configuration) and (ii) following the procedure we previously employed (that is, extracting the frame characterized by the electric field components closest to the average values, mean electric field configuration).

###### Outcomes of the Electronic Embedding Calculations for the Reference Configuration Selection

  No. of configurations               Transition Energy       Transition Dipole Strength   No. of atoms
  ----------------------------------- ----------------------- ---------------------------- --------------
  30 Å sphere                                                                              
  1                                   2.4800 eV (499.94 nm)   0.0025                       1679
  5                                   2.4716 eV (501.64 nm)   0.0027                       8320
  10                                  2.4784 eV (500.25 nm)   0.0028                       16618
  15                                  2.4780 eV (500.34 nm)   0.0028                       24911
  20                                  2.4778 eV (500.39 nm)   0.0028                       33226
  25                                  2.4766 eV (500.61 nm)   0.0029                       41398
  30                                  2.4773 eV (500.48 nm)   0.0029                       49843
  35                                  2.4833 eV (499.27 nm)   0.0029                       58065
  40                                  2.4794 eV (500.06 nm)   0.0029                       66249
  45                                  2.4771 eV (500.52 nm)   0.0026                       74546
  50                                  2.4812 eV (499.70 nm)   0.0029                       82896
  55                                  2.4768 eV (500.57 nm)   0.0029                       91228
  60                                  2.4770 eV (500.54 nm)   0.0029                       99591
  65                                  2.4757 eV (500.79 nm)   0.0028                       107783
  70                                  2.4795 eV (500.04 nm)   0.0029                       115966
  40 Å sphere                                                                              
  1                                   2.4805 eV (499.83 nm)   0.0025                       3933
  5                                   2.4717 eV (501.62 nm)   0.0027                       19599
  10                                  2.4785 eV (500.23 nm)   0.0028                       39204
  15                                  2.4780 eV (500.34 nm)   0.0028                       58749
  20                                  2.4816 eV (499.62 nm)   0.0030                       78227
  25                                  2.4766 eV (500.62 nm)   0.0029                       97836
  30                                  2.4774 eV (500.47 nm)   0.0029                       117470
  35                                  2.4833 eV (499.28 nm)   0.0029                       137038
  Full box configuration                                                                   
  20                                  2.4799 eV (499.96 nm)   0.0029                       137180
  Mean electric field configuration                                                        
  1                                   2.4850 eV (498.94 nm)   0.0029                       6859

*Spectra calculations*. In order to apply the perturbative approach, the first 11 electronic states and the complete matrix of the corresponding dipole moments for the reference configuration were computed using TD DFT theory exploiting the ONIOM/EE model. For each electronic state, the corresponding atomic charges were also computed according to the RESP methodology by employing the same level of theory. In the [Results](#sec3){ref-type="other"} section the pure electronic spectra (as resulting from the ground to first perturbed excited state transition) obtained from different reference configurations are first reported. These configurations differ in the solvent molecular arrangement while the solute geometry is the same, corresponding to the energy minimum in vacuum. We utilized an HWHM of 900 cm^--1^ for the Gaussian function used to convolute the transitions. The same TD-DFT calculations mentioned above were carried out on the collective configuration for the PCM equilibrium geometry of CQ to get a refined set of results to be used in conjunction with the vibronic results (*vide infra*). The computations were carried out with the [Gaussian]{.smallcaps}16 package.^[@ref52]^

2.3. Vibronic Contributions {#sec2.3}
---------------------------

*PCM Vibronic Calculations.* Vibrational modulation (vibronic) effects in electronic spectra were accounted for using models based on the Franck--Condon principle. For a more detailed description of the framework, interested readers are addressed to refs ([@ref39], [@ref71], and [@ref72]). In this work we relied on the so-called time-independent (TI) approach, in which the band-shape can be obtained as a sum of the individual transitions between the vibrational states of the initial and final electronic states. A general formulation to compute spectrum intensity can be expressed aswhere \* represents the conjugate of ***d***~*if*~^*B*^ and δ is the Dirac function.^[@ref39]^

From [eq [5](#eq5){ref-type="disp-formula"}](#eq5){ref-type="disp-formula"} the intensity for a specific spectroscopy can be obtained by replacing the α, β, γ, ***d***~*if*~^*A*^, and ***d***~*if*~^*B*^ with the proper values reported in [Table [2](#tbl2){ref-type="other"}](#tbl2){ref-type="other"}.

###### Equivalence Table to Compute the Spectrum Intensity for the Spectroscopies of Interest from [Eq [5](#eq5){ref-type="disp-formula"}](#eq5){ref-type="disp-formula"}

  Observable   α                               β   γ   ***d***~*if*~^*A*^   ***d***~*if*~^*B*^
  ------------ ------------------------------- --- --- -------------------- --------------------
  OPA          10*N*~A~π/3ε~0~ ln(10)ℏ*c*      1   m   **μ**~*mn*~          **μ**~*mn*~
  OPE          2*N*~A~/3ε~0~*c*^3^             4   n   **μ**~*mn*~          **μ**~*mn*~
  ECD          40*N*~A~π/3ε~0~ ln(10)ℏ*c*^2^   1   m   **μ**~*mn*~          ***m***~*mn*~
  CPL          8*N*~A~/3ε~0~*c*^4^             4   n   **μ**~*mn*~          ***m***~*mn*~

The computation of transition integrals requires the vibrational frequencies and the normal modes of each electronic state involved, which are connected by means of the Duschinsky transformation,^[@ref73]^ an approximation that has been shown to be reliable for semirigid systems.^[@ref39],[@ref71],[@ref72]^ One critical aspect is that the electronic excitation process can lead to geometry variations resulting in differences of two PESs and shifts of the two minima. Two different strategies can be adopted to account for these effects: either to compute each PES at its own energy minimum in order to optimize the overall description (adiabatic models) or to compute the PES about the vertical transition to better reproduce the most prominent transitions (vertical models). For both descriptions, force constants can be evaluated for each electronic state improving the accuracy (adiabatic Hessian, AH, and vertical Hessian, VH) or the computational cost can be reduced employing identical curvatures for both electronic states, so that only the less demanding Hessian, namely that of the ground state, is explicitly computed (adiabatic shift, AS, and vertical gradient, VG).

Finally, the dependence of the transition moments on the nuclear position is accounted for through expansion of the transition moments as Taylor series around one equilibrium geometry taken as a reference. The zeroth-order and first-order terms represent respectively the Franck--Condon (FC) and Herzberg--Teller (HT) contributions. In this paper, the FCHT acronym will be used to indicate the inclusion of both terms in the calculations.

We simulated vibronic spectra starting from the structure and force constants computed taking into account solvent effects by PCM. Absorption spectra have been computed employing VG\|FC, AH\|FC, and AH\|FCHT models, whereas only adiabatic models (AH\|FC and AH\|FCHT) have been employed in the case of emission spectra. The default [Gaussian]{.smallcaps} parameters of the class-based integral prescreening scheme have been employed (C~1~^*max*^ = 20, C~2~^*max*^= 13, N~*I*~^*max*^ = 10^9^), achieving progression above 90% in every calculation. Gaussian distribution functions with HWHM of 450 cm^--1^ have been used as broadening functions.

*Ensemble Vibronic Calculations.* The vibrationally resolved spectra accounting for the solvent effects as provided by the MD trajectory were computed starting from the corresponding vibronic spectra obtained from single calculations performed by means of PCM. A value of 400 cm^--1^ was used as HWHM of the Gaussian distribution functions employed for broadening. We utilized a smaller value than the one employed in conjunction with the PCM since, for this case, either the ONIOM/EE or ONIOM/EE-PMM procedures fully provided the effects due to environment fluctuations. At the FC level, the final spectra were obtained by scaling the vibronic contribution (as obtained from the PCM calculation) by the corresponding perturbed transition energy and oscillator/rotatory strength for each MD snapshot (the last, corresponding to either the trajectory subsampling or the complete MD trajectory according to employing the ONIOM/EE or ONION/EE-PMM procedure, respectively). Specifically, each vibronic spectrum was shifted by the energy difference between the transition energy in PCM and the perturbed one, while the normalized PCM intensity was multiplied in the perturbed energy and corresponding property. When applying the ONIOM/EE-PMM procedure for chiroptical spectroscopy, a further approximation was introduced. In fact, we considered the embedding environment as perturbing only the electric properties of CQ. That is, we employed our procedure to obtain a "trajectory" of perturbed electric transition dipole moments while we considered the magnetic dipole moment as unaffected by the environment fluctuation effects. Thus, for each MD snapshot we computed the rotatory strength by means of the corresponding perturbed electric transition dipole moment and the magnetic transition dipole computed on the reference configuration. At variance, the ONIOM/EE procedure provides for each QM calculation both the electric and magnetic transition dipole moments to get the corresponding rotatory strength. Therefore, comparing the distributions of the angles between the transition dipole moments and the values of rotatory strength obtained with both the ONIOM/EE and the ONIOM/EE-PMM procedures, we were able to evaluate and support the validity of our approximation in the system under investigation (see section 3 in the [SI](http://pubs.acs.org/doi/suppl/10.1021/acs.jctc.0c00124/suppl_file/ct0c00124_si_001.pdf)).

In order to go beyond the FC level, the derivatives of the transition dipole moments are needed, which would require, in turn, computation of the derivatives of the perturbed transition dipole moments for each MD snapshot. Since this model would become too computationally demanding, further approximations are needed. To this end we assumed that the difference between the full FCHT spectrum and its FC counterpart for the reference configuration is modulated by solvent fluctuations by a constant amount proportional to that explicitly computed for the FC part as described above. Since reasonable choices of the scaling factor led to comparable results, we decided to use the same value of 1/2 for all kinds of spectra.

3. Results {#sec3}
==========

3.1. Ground and First Excited State Molecular Dynamics {#sec3.1}
------------------------------------------------------

As mentioned above, the ground state simulation of CQ was performed both by locating point charges on the solute atomic positions and by employing VSs to account for the presence of the lone pairs on the solute oxygen atoms. For each HB acceptor in CQ (i.e., either the oxygen atoms or the VSs, according to the trajectory analyzed), for each MD frame, the HB probability was computed on the basis of the HB acceptor--methanol hydrogen distance and the angle the two form with the oxygen atoms of methanol. In fact, if the two values are smaller than a threshold, an HB probability equal to 1 is assigned to the MD configuration, while the probability decreases exponentially for increasing deviations. To define the threshold and to model the exponential decreasing, we utilized the distribution functions of the HB donor--acceptor distance and the relevant angle computed in a pure methanol simulation. Accordingly, the positions of the peak in the two (distance/angle) distributions were utilized as the threshold values while the HWHM provided the weight for the exponential decreasing. The pure methanol radial and angular distributions were characterized by a peak located at 1.8 Å and 6.5° and a hwhm of 0.2 Å and 6.5°, respectively. By employing these parameters we computed the HB probability reported in [Figure [2](#fig2){ref-type="fig"}](#fig2){ref-type="fig"}, panel D. The same figure also reports the corresponding radial distribution function and angular distribution function issuing from the simulation of CQ in methanol (panels B and C). It is noteworthy that, while the parameters that define the radial distribution do not relevantly differ from those evaluated for the pure methanol (as mentioned above), for the angular distribution function, the maximum peak is located at higher angular values, thus suggesting a geometrical hindrance that prevents effective HB interactions. Finally, panel A of [Figure [2](#fig2){ref-type="fig"}](#fig2){ref-type="fig"} shows a sphere extracted from a (very infrequent) representative MD frame where CQ is engaged in HB with two methanol molecules.

It is worth noticing that the overall scenario does not significantly change when the VSs are omitted from the modelization (data not shown). Therefore, when moving to the first electronic state simulation, we employed the parametrization without VSs, given the lack of any relevant HB in the ground state trajectory. Moreover, since during the simulations we constrained the solute in the structure corresponding to each electronic state energy minimum, no thorough FF (re)parametrization was needed. In fact, for each electronic state sampling we only changed the solute geometry and atomic point charges (see [Figure [3](#fig3){ref-type="fig"}](#fig3){ref-type="fig"} and refer to the [Methods](#sec2){ref-type="other"} section for the details). The root mean square deviation between the two structures is 0.045 Å.

![(Panel A) The structure corresponding to the ground (colored structure) and first electronic state (black) energy minimum obtained by simulating environmental effects by means of the PCM. (Panel B) Correlation among the point atomic charges computed in vacuum for the ground and first excited electronic state.](ct0c00124_0003){#fig3}

The ground and first electronic state simulations of CQ in methanol were utilized for the following QM calculations. For the sake of consistency, we utilized for both simulations the MD trajectories obtained without the VSs representation as the statistical ensembles on which to compute the relevant absorption/emission spectra.

3.2. Spectrocopic Results {#sec3.2}
-------------------------

### 3.2.1. First Step: Pure Electronic Spectra and (PCM) Vibronic Calculations {#sec3.2.1}

The low energy band in the CQ absorption spectrum is associated with the *n* → π\* transition (S1) located on the carbonyl groups, and it is very similar in different solvents.^[@ref40]^ The experimental ε value reported for the S1 transition of CQ in ethanol^[@ref74]^ is 28 M^--1^ cm^--1^, and the experimentally reported λ~max~ values for CQ are 470 nm in chloroform^[@ref75]^ and ethanol,^[@ref43],[@ref74]^ 472 nm in toluene,^[@ref76]^ 478 nm in cyclohexane, and 466 nm in acetonitrile.^[@ref42]^

Accurate simulation of transition energies represents a mandatory prerequisite to achieve a reliable reproduction of experimental spectra. In our work we relied on TD-DFT in conjunction with the B3LYP functional for the description of the excited states. Albeit this model delivers reasonable performances in the description of the PES at reduced computational costs,^[@ref53]^ it usually underestimates transition energies. From a modular perspective, the transition energy computed in vacuum can be replaced by its counterpart issuing from more refined QM models. In [Table [3](#tbl3){ref-type="other"}](#tbl3){ref-type="other"} the transition energies obtained in vacuum by the widely used B3LYP and CAM-B3LYP hybrid functionals are compared to the ones issuing from the double-hybrid B2PLYP^[@ref77]^ functional. As already observed,^[@ref44]^ for this low-energy transition relatively small triple-ζ basis sets provide nearly converged results. Double-hybrids are known to outperform all the other functionals in the description of ground state properties. In particular, B2PLYP is widely employed in hybrid schemes to achieve reliable geometries, energies, and force constants for those systems whose investigation is unfeasible at higher levels of theory.^[@ref78],[@ref79]^ Even though extensive benchmarks are still required, B2PLYP has also been shown to be significantly more reliable than hybrid functionals in the characterization of excited electronic states^[@ref80]−[@ref82]^ and it has been employed also for chiroptical spectra.^[@ref80]^ Indeed, the results reported in [Table [3](#tbl3){ref-type="other"}](#tbl3){ref-type="other"} show that the B2PLYP functional sensibly improves the agreement with the experimental value. Therefore, these values were used as reference values to correct the transition energies, avoiding the use of empirical shifts.

###### Excitation Energies at Different Levels of Theory in Gas Phase

  Level of Theory[a](#t3fn1){ref-type="table-fn"}   Transition Energy
  ------------------------------------------------- -----------------------
  TD/B3LYP/jun-cc-pVDZ^[@ref83]^                    2.4696 eV (502.04 nm)
  TD/B3LYP/jul-cc-pVDZ                              2.4619 eV (503.62 nm)
  TD/B3LYP/6-311G(d)                                2.4871 eV (498.51 nm)
  TD/B3LYP/jun-cc-pVTZ                              2.4821 eV (499.52 nm)
  TD/B3LYP/jul-cc-pVTZ                              2.4837 eV (499.19 nm)
  TD/CAM-B3LYP/jun-cc-pVDZ                          2.6724 eV (463.95 nm)
  TD/CAM-B3LYP/jul-cc-pVDZ                          2.6632 eV (465.55 nm)
  TD/CAM-B3LYP/jun-cc-pVTZ                          2.6843 eV (461.89 nm)
  TD/CAM-B3LYP/jul-cc-pVTZ                          2.6858 eV (461.63 nm)
  Cis(d)/B2PLYP/jun-cc-pVDZ                         2.6102 eV (475.00 nm)
  Cis(d)/B2PLYP/jul-cc-pVDZ                         2.5911 eV (478.50 nm)
  Cis(d)/B2PLYP/jun-cc-pVTZ                         2.6074 eV (475.52 nm)
  Cis(d)/B2PLYP/jul-cc-pVTZ                         2.6075 eV (475.49 nm)
  Experimental                                      2.59 eV (478 nm)

In all calculations empirical dispersion (D3BJ)^[@ref84]^ has been employed.

The rigidity of CQ and the lack of significant solute--solvent hydrogen bonds led us to treat the whole trajectory as a single cluster experiencing at most local fluctuations well described by a perturbative model. As outlined in the [Introduction](#sec1){ref-type="other"} and recalled in the [Methods](#sec2){ref-type="other"} section, the choice of the reference configuration is a significant issue even in such a simple case. In [Figure [4](#fig4){ref-type="fig"}](#fig4){ref-type="fig"} the electronic absorption spectra of CQ in methanol as resulting from different calculations are shown. In detail, we report the spectrum obtained by the standard ONIOM/EE precedure, that is by computing a (huge) number of QM data (see [Methods](#sec2){ref-type="other"}), while the remainders were obtained through the hybrid variational/perturbative approach and differ only in the choice of the reference frame. For the comparisons we utilized (i) the frame characterized by the electric field components closest to the average values (mean electric field configuration, see [Methods](#sec2){ref-type="other"} section), (ii) the frame characterized by the electric potential on the two oxygens of CQ closest to the average values (mean electric potential configuration), (iii) the CQ in vacuum (which corresponds to the standard PMM, refer to refs ([@ref32] and [@ref68])), and (iv) the collective frame (see [Methods](#sec2){ref-type="other"} section). The spectrum obtained from the ONIOM/EE calculations was taken as a reference for comparison, in view of its inherent higher accuracy. Although all the computations provided similar results, small differences can be observed. In fact, inspection of the reported spectra clearly shows that the hybrid ONIOM/EE-PMM procedure performed at its best when the collective frame was employed. Indeed, in this case, both the position and height of the absorption maximum are accurately reproduced. Henceforth, we refer as ONIOM/EE-PMM results to the ones produced by using the collective frame for the QM calculations. Finally, it is worth noting that the choice of the atomic charge model utilized to apply the PMM does not alter the final results. In fact, once provided the reference configuration for the QM calculations, use of CM5 charges^[@ref65]^ to calculate the perturbing environment effects was also tested. Irrespective of the atomic charge model utilized, we obtained almost indistinguishable absorption spectra (see [Figure S3](http://pubs.acs.org/doi/suppl/10.1021/acs.jctc.0c00124/suppl_file/ct0c00124_si_001.pdf) in SI), thus confirming the robustness of the overall procedure.

![Electronic absorption spectra of CQ in methanol issuing from different computational procedures: full ONIOM/EE calculation (black line), hybrid ONIOM/EE-PMM calculation by employing the collective frame (red line), hybrid ONIOM/EE-PMM calculation by employing the mean electric field configuration (blue line), hybrid ONIOM/EE-PMM calculation by employing the mean electric potential configuration (orange line) and standard PMM (i.e., vacuum reference, green line).](ct0c00124_0004){#fig4}

The last ingredient entering our general approach is the vibrational contribution to the spectra, and it is obtained through vibronic calculation on the equilibrium geometry taken as a reference. Here, solvent effects in geometry optimization and force constants calculations are accounted for by the PCM. In [Figure [5](#fig5){ref-type="fig"}](#fig5){ref-type="fig"} different vibronic models for the OPA spectra of CQ are reported. Comparison of VG\|FC and AH\|FC models (black vs green line) points out how the description of the PES around the S1 minimum leads to an intensity gain, which improves the agreement with experiment with respect to vertical models. Although electronic excitation to the S1 state causes only small changes in the molecular structure,^[@ref6]^ a significant mode-mixing is present and it plays a primary role in the final band shape (see Duschisky matrix reported in [Figure S4](http://pubs.acs.org/doi/suppl/10.1021/acs.jctc.0c00124/suppl_file/ct0c00124_si_001.pdf) in the SI). Finally, the HT contributions have been taken into account since we are dealing with formally forbidden *n* → π\*-type transitions. [Figure [5](#fig5){ref-type="fig"}](#fig5){ref-type="fig"} shows that non-negligible differences between FC and FCHT models are present (green line vs red line); in particular, a substantial overall decrease of intensity is observed. This effect is expected to be even larger in the case of chiral spectroscopies (*vide infra*), where FCHT can give rise to an alternation of positive and negative signs, which is impossible at the FC level.

![Vibronic absorption spectra of CQ in methanol as obtained through VG\|FC (black line), AH\|FC (red line), and AH\|FCHT (green line) computational procedures in conjunction with the PCM model to treat the environment effect.](ct0c00124_0005){#fig5}

### 3.2.2. Last Step: Vibrationally Resolved OPA, ECD, OPE, and CPL Spectra {#sec3.2.2}

The aforementioned results were merged in order to get the final spectra. Application of either the hybrid ONIOM/EE-PMM or the full ONIOM/EE method allowed us to evaluate the embedding environment effects on the electronic properties of the chromophore as provided by classical MD simulations. Namely, for each MD snapshot (pertaining to the full trajectory or to the relevant subsampling, according to the method employed) we computed the ground to first excited state transition energy and the corresponding transition dipole moment accounting for the relevant instantaneous solvation interaction. From this perspective, if one considers the electrostatic effects exerted by the environment on the chromophore as affecting only the transition energy and dipole moment, a constant vibronic contribution can be added to each electronic result. That is, it can be assumed that the embedding environment acts on the position of either ground or excited state PES without affecting the vibrational progression associated with the electronic transition. Even if not formally correct, this assumption allows us to fully reproduce vibrationally resolved absorption/emission spectra within a reasonable computational cost. In fact, it is apparent that proper calculation of the vibrational modulation effects for each MD snapshot would be highly computationally demanding. As a further refinement, once the complete spectrum is computed, the corresponding (absorption/emission) maximum position is shifted according to the correction determined with higher level calculations (B2PLYP). In [Figure [6](#fig6){ref-type="fig"}](#fig6){ref-type="fig"} the UV--vis absorption spectra of CQ in methanol as obtained by combining the outcomes of both the ONIOM/EE-PMM and ONIOM/EE procedures with the different vibronic simulations are compared among themselves and with the corresponding experimental results. Three panels are reported in the figure, corresponding to the different model employed for the vibrational contributions. The figure points out a remarkable agreement between computed and experimental spectra irrespective of the specific model employed to take vibronic effects into account. It is noteworthy that the ONIOM/EE-PMM and ONIOM/EE results are, once more, nearly indistinguishable.

![UV--vis absorption spectra of CQ in methanol as obtained by combining the outcomes of the ONIOM/EE-PMM (blue lines) and ONIOM (red line) procedures with the vibronic simulations. Left, middle, and right panels refer to VG\|FC, AH\|FC, and AH\|FCHT models, respectively. For the sake of comparison, in each panel the corresponding experimental spectrum is also reported (black line).](ct0c00124_0006){#fig6}

Interestingly, when comparing the pure electronic spectra ([Figure [4](#fig4){ref-type="fig"}](#fig4){ref-type="fig"}) with the results in [Figure [6](#fig6){ref-type="fig"}](#fig6){ref-type="fig"} it is evident that the inclusion of the vibronic coupling is of primary relevance for proper reproduction of the experimental results. In fact, the experimental absorption spectrum despite not being characterized by a well resolved vibrational structure, appears rather asymmetrical. Such a deviation from a normal distribution is reproduced by the computational results only when vibronic effects are included. We quantified this skewness by fitting the curves with a function (*f*) combining Gaussian and exponential contributions,^[@ref85]^ namelywhere, while *x*~0~ and σ^2^ are the mean and variance of a Gaussian function, respectively, α represents the deviation from the normal distribution (that is, a measure of the asymmetry). We obtained α = 1200 cm^--1^ from fitting the experimental data. Given the close similarity between the full ONIOM/EE and ONIOM/EE-PMM results, we fitted only the latter for the purpose. For the pure electronic spectrum α = 0 cm^--1^ (that is, the curve coincides with a Gaussian distribution). When we added the vibronic effects, we obtained α = 1000 cm^--1^, 850 and 1250 cm^--1^ according to the VC\|FC, AH\|FC, and AH\|FCHT models, respectively. A nearly quantitative agreement between the most refined AH\|FCHT model and experiment is thus obtained.

Furthermore, we computed the ECD spectra of CQ in methanol, as reported in [Figure [7](#fig7){ref-type="fig"}](#fig7){ref-type="fig"}. Once again, the agreement between ONIOM/EE-PMM versus ONIOM/EE results from one side and between computational versus experimental results from the other is remarkable. As reported in the Methods [section [2.2](#sec2.2){ref-type="other"}](#sec2.2){ref-type="other"} the perturbative approach is applied by considering the electric field exerted by the embedding environment as affecting only the electric properties of the chromophore. That is, we utilized the reference magnetic dipole moment and the instantaneous perturbed electric dipole moment to compute the rotatory strength for each MD snapshot. The obtained results clearly show that the approximation does not affect the overall (high) quality of the computational results. It is worth noting here the effect of HT terms on the overall spectra. In fact, even though the AH\|FC model improves the final band shapes, it leads to a sensible overestimation of the intensity. This latter effect is indeed compensated by the HT contribution, which brings back the intensity to values comparable to the experimental ones, while retaining the improved band shape.

![ECD spectra of CQ in methanol as obtained by combining the outcomes of the ONIOM/EE-PMM (blue lines) and ONIOM (red line) procedures with the vibronic simulations. Left, middle, and right panels refer to VG\|FC, AH\|FC, and AH\|FCHT models, respectively. For the sake of comparison, in each panel the corresponding experimental spectrum is also reported (black line).](ct0c00124_0007){#fig7}

As final applications of our computational machinery, we reproduced the OPE and CPL spectra of CQ in methanol. Since the ONIOM/EE-PMM procedure provided accurate results at a low computational cost for the absorption spectra, only this procedure was applied to obtain the electronic properties contributing to the complete emission spectra. The results are reported in [Figure [8](#fig8){ref-type="fig"}](#fig8){ref-type="fig"} where the corresponding experimental spectra are also shown. On the ground of the results obtained for the absorption spectra, we decided to account for the vibronic contributions to their emission counterparts only through the AH model within both the FC and FCHT approximations.

![(Upper panel) Emission spectra of CQ in methanol as obtained by combining the ONIOM/EE-PMM procedure outcome with AH\|FC (blue line) and AH\|FCHT (cyan line) models to simulate the vibronic coupling; the corresponding experimental spectrum is also reported (black line). (Lower panel) CPL spectra of CQ in methanol as obtained by combining the ONIOM/EE-PMM procedure outcome with AH\|FC (dark green line) and AH\|FCHT (light green line) models to simulate the vibronic coupling, the corresponding experimental spectrum is also reported (black line).](ct0c00124_0008){#fig8}

Emission and CPL spectra show remarkable differences in their band shapes that are well reproduced in our simulations. Looking closer to the results, the experimental OPE (fluorescence) spectrum is characterized by two peaks with almost the same intensity. As already reported,^[@ref86]^ the two most intense peaks in the spectrum arise from different vibronic contributions. Bearing this in mind, the choice of the vibronic model is expected to have a high impact on the final spectra. In fact, it can be seen that while the AH\|FC spectrum reduced to a shoulder the low-energy band, the inclusion of the HT term in the AH\|FCHT spectrum overestimates its intensity. This behavior is present in the pure vibronic spectrum (see [Figure S7](http://pubs.acs.org/doi/suppl/10.1021/acs.jctc.0c00124/suppl_file/ct0c00124_si_001.pdf) in SI) and has also been observed in the phosphorescence case.^[@ref53]^ As reported in [Figure [8](#fig8){ref-type="fig"}](#fig8){ref-type="fig"}, a proper account of the solvent effects by the mean of the overall ONIOM/EE-PMM procedure modulates the HT contributions and, in turn, improves the overall agreement with the experimental spectrum reducing the second band prominence. The results of the CPL simulation are remarkable, and once again, they support our choice of perturbing only the electric transition dipole moment. The role of HT contributions in the CPL spectrum is less evident than in its OPE counterpart, although HT terms increase the intensity of the shoulder at 560 nm, which is clearly present in the experimental spectrum. In general, the remarkable matching between our computational data and the experimental results confirms the reliability and accuracy of our procedure also for the emission spectra.

4. Conclusion {#sec4}
=============

With the present contribution we aimed to introduce and validate a cheap yet accurate multistep procedure to achieve an unbiased description of different spectroscopic phenomena occurring in condensed phases. By adding the outcomes of different computational methods, we were able to model vibrationally resolved absorption and emission spectra. As a test case, we choose a system characterized by chiroptical properties (namely, the camphorquinone dye in methanol solution) thus allowing us to test our procedure also in connection with the challenging reproduction of dichroic spectra. The starting point was the collection of "simple" results that, when properly combined, allowed us to get the refined final results. Namely, we started from (i) the collection of transition energies and dipole moments accounting for the effects of the interactions between the chromophore and the embedding environment as provided by MD simulations and (ii) the description of the vibrational modulation effects on the electronic transition involved, obtained by averaging the solvation effects through a continuum model. For the latter, we made use of a general computational tool implemented by one of the present authors in the Gaussian package, which is based on the Franck--Condon principle and provides different approximations for the vibronic contributions. For computing the effects of the chromophore--environment interactions we employed the recently proposed ONIOM/EE-PMM hybrid procedure^[@ref29]^ that combines the variational approach of the Electronic Embedding scheme within the ONIOM framework, with the perturbative approach formalized by the Perturbed Matrix Method. This procedure allows us to strongly reduce the need for a statistically significant number of solute--solvent configurations for the QM level calculations without any significant accuracy loss. In fact, for this rigid system we needed only one QM calculation to apply the procedure. This means that with a total number of two QM calculations (i.e., the one needed for the ONIOM/EE-PMM procedure plus the vibronic contribution calculation) we were able to fully model all the spectra issuing from absorption and emission possibly employing circularly polarized light. Moreover, the good agreement between all the computational results and their experimental counterparts, gives confidence about the robustness and reliability of the overall procedure. The performance of the new model for more challenging systems, especially flexible chromophores, will be investigated in forthcoming papers.

The Supporting Information is available free of charge at [https://pubs.acs.org/doi/10.1021/acs.jctc.0c00124](https://pubs.acs.org/doi/10.1021/acs.jctc.0c00124?goto=supporting-info).RESP and CM5 atomic charges; PCM vibronic spectra, shift vectors, and Duschinsky matrix representations; optimized CQ structures in XYZ format ([PDF](http://pubs.acs.org/doi/suppl/10.1021/acs.jctc.0c00124/suppl_file/ct0c00124_si_001.pdf))
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