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The techniques used for reconstructing an object from its projections are 
set up within a general mathematical framework. We show that the simplest 
version of the problem involves choosing a generator for two sets of orthogonal 
functions, and we also give the general theory. We illustrate the power of the 
method by considering in detail four examples of special projections. We have 
done these calculations to tie together with a general theory the many different 
choices of orthogonal polynomial that have been used by various investigators 
in the problem of projection and reconstruction and to show, by specific 
illustration. the interconnection of these various functions. 
I. INTRODUCTION 
In radioastronomy [l], radiology [2], and biology [3] the problem arises of 
reconstructing a three-dimensional density distribution from two dimensional 
parallel-projections taken under various angles. Mathematically a projection 
is the two-dimensional function obtained by integrating the three-dimensional 
density function along parallel lines. Slicing the body into parallel discs the 
problem can be reduced by one dimension. In polar coordinates the two- 
dimensional density function can obviously be represented by a Fourier 
series since it must be unique and periodic in azimuth. The radial extent is 
limited to a range in r, say 0 < Y < 1. Considering the projection angle as a 
continuous variable the projected density o is also a Fourier series. Between 
coefficient of both series the following relation prevails [4, 51 
a,(x) = 2 I 
’ ,,Jr) T&/r) (1 - x2/P--1/2 dr 
/xl (1) 
where T,(cos 0) = cos(n0) is the Chebyshev polynomial of the first kind. 
Thus the problem of “reconstructing” the object is equivalent to solving 
the above integral equation, which could be called a generalized Abel’s 
equation. It is also referred to as a Randon transformation and treated as such 
by Marr [6]. 
* Also in the Department of Biophysics. 
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Applying standard techniques, e.g. Mellin transformation, the equation 
can, of course, be solved [4, 51 to give 
p&) = --rl ; JT1 u,(x) T,(x/r) x-l(x2Yr2 - 1)-lj2 dx. (2) 
Formally, therefore, the problem is complete once a,(x) is known. And this 
is where the nub of the problem lies. The solution (2) is of limited value in 
practice for it requires integration and differentiation of the experimentally 
determined functions a,(x). Only for analytically known functions are the 
mathematical operations simple. And no experiment gives UJX) as an analytic 
expression. Therefore the experimental values of u,(x) are to be approximated 
by analytic functions. But which analytic functions should one choose ? 
The appearance of Chebyshev polynomials of the first kind in Eqs. (1) 
and (2) indicates that same form of orthogonal polynomial might be a good 
choice. But which orthogonal polynomials should one choose? Several have 
been tried. For instance Ramachandran and Lakshminaryanan [7] have 
effectively used Fourier series, Crowther, Amos, and Klug [8] and Klug 
and Crowther [9] have used Fourier-Bessel series. Zeitler [5] has spelled out 
in detail the connection between these various approaches. 
In terms of orthogonal functions there appear to be two fundamentally 
different approaches. One can either assume pn(r) is expressible in terms of a 
series of orthogonal functions and then use Eq. (1) to compute the appro- 
priate Us; or one can write u,(x) in terms of a series of orthogonal functions 
and then use the formal solution (2) to obtain p,(r). The choice of which 
orthogonal functions to choose is apparently still at the discretion of the 
individual investigator. 
For the moment let us suppose that the kernel 
G(x, Y) = T,(x/r) (1 - x2/y2)-lj2 
can be factored into a sum of products whose factors depend on only one of 
the variables. Then the integration in (1) or (2) is facilitated. For reasons 
that will become clear later it might be hoped that one set of the factors can 
be generated by an operation on a simple power, and hence the kernel might 
be looked upon as being the generating function of the other set of factors. 
To put this point into its most seductive form consider 
G(x, Y) = Tn(x/r) (Y” - x2)-lj2 
= (y2 - x2)--1/2 Re [c + i(1 - ~zlyZ)lP]~ 
[x - (x2 - Yyy 
(x” - y2)1/2 ! - 
(3) 
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Introducing x = cos 0 = &(t + t-l); i.e. t = eis leads to 
1 qx, y) = -IIm pi.’ 
I[ 
[I + t2 - (1 + t4 + 2w - 2y2))“21n 
2 (2Yty [I + t4 + 2t2(1 - 2r2)1’F ill . (4 
Now the expression in the square brackets is well known to be the generating 
function of particular shifted Jacobi polynomials, known as Zernike poly- 
nomials. Thus 
/ 
cc 
G(x, Y) = 4 Im tn+l c t2sI?~+2s(r) 1 in Itl <I. 
S=O ) 
Remembering that 
U,(cos 0) = sin[(n + 1) B]/sin 0, 
is the Chebyshev polynomial of the second kind, we obtain 
G(x, y> = Hl - .2)1’2 f un+2s(-4 ~,“+2s(~>, in ]x]<r<l 
.3=0 
= 0, in l>IXI>Y. 
Applying the orthogonality relation 
s o1 X+2&) %+2&) y dy = :(n + 2s + I>-' a,, , 
we obtain 
(5) 
(6) 
(7) 
(8) 
2(1 - x2)1/2 Un+&) = 2(n + 2s $ 1) i:, T&/Y) (1 - x2/Y”)-““R,“+,,(Y)dY. 
(9) 
Going back to Eq. (1) we see that the Zernike polynomial is “projected” into 
(n + 2’, + 1) (1 - x2Y2 ~7L+2d4- 
Hence if the experimental functions U,(X) are expanded as 
a,(x) = (1 - x2y f 47n+2&4, 
S=O 
the coefficients ans are directly proportional to the corresponding coefficients 
pns if pn(r) is expanded in terms of Zernike polynomials: 
PnP) = f PnX+2,(~). (11) 
S=O 
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As a corollary we obtain the integral representation 
R;+2s(Y) = 7f-l 
s 
’ Z’JX/Y) (r2 - x2)-1/2 Un+2s(x) dx 
--T 
= 2~1 1’ TJx/r) (Y” - x2)-l12 Un+2s(x) dx 
JO 
=?7 -1 
I 
r Un+2s(~ cos a) cos na dol. 
0 
Furthermore it then follows by inspection that 
G(l, Y) = f R;+28(~) = &(I - Y~)-~'~ (1 - (1 
s=o 
3m -1 
s 
c cos(na) da f Un+2s(~ cos a). 
0 .S=O 
Indeed it is well known [IO] that 
n-1 
j 
s cos(m) [l - Y cos a]-‘da = ~-~(l - Y~)-~/~ [l - 
0 
y2mn y- 
(1 - Yyy. - 
Also 
X+,,(l) = 1 
so that 
a3 
c un+2s(Y cos a) = 8Tn(Y cos a) [l - Y2 cos2 a]-‘. 
s=o 
- 
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(12) 
(13) 
(14) 
(15) 
The relations given above show it is possible to project the set Rz,,, , 
orthonormal within the unit circle, onto a linear section of like extent. The 
obvious question is how can one generalize this finding ? 
The term projection was very specific by restricting it to a line integral 
within the unit circle leading to the particular kernel G(x, Y). This restriction 
can be lifted on two accounts: 
(1) In practical terms the chemical composition of the absorber to be 
projected might vary in a systematic way so that a special weight function 
must be introduced into the projection integral. In the mathematical sense we 
shall, therefore, regard “projection” as an integral statement 
S(Y) = jL dx> G(x, Y) dx 
with a general kernel G. 
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(2) The range of the projection variable y may not be the same as the 
extent of the domain L(x). Magnification of finite to longer finite (and even 
infinite) ranges can be permitted. 
In summary we must investigate under which conditions a function G(x, y) 
can be written as CF=O P,(X) &(y) where one set either {P,} or {Qn} is 
orthogonal with unit weight. 
II. SOME MATHEMATICAL RELATIONS 
Consider a set of real eigenfunctions {~Jx)} which is orthonormal with 
unit weight and complete over a bounded space ) x 1 <L, i.e., 
(The restriction to real eigenfunctions is not essential. It is chosen solely 
on the grounds of simplicity. The interested reader may wish to run through 
an analysis similar to that presented below using, say, Hermitian eigen- 
functions. Also a weight function in the orthogonality relation can be included 
if so desired.) 
Multiply Eq. (17) by G(x’, y) and integrate the result over the space 
1 x 1 <L- to obtain 
G(x, y) = c v&d &a(Y) 
n 
(18) 
where 
s,(Y) = jL %h) G@, Y) dx. (19) 
We shall refer to the space spanned by the set of functions (S,} as the 
adjoint space to {vn}. Note in particular that the domain M of y is not neces- 
sarily finite. 
For the purposes of this paper the question to ask now is: Does there exist 
a G(x, y) such that the set {S,} is orthonormal and complete over M ? 
For the sake of convenience we shall also choose to demand orthonormality 
with unit weight of the set {S,), but this is not a significant restriction and it 
can be lifted rather readily. 
It is obvious by inspection that for an arbitrary choice of G(x, y) it is not 
true that the set {S,} is either orthonormal or complete. Let us leave this 
situation aside for the moment and first assume that for a given choice of the 
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set {PJ there does exist at least one G(x, y) such that the reciprocal set 
{S,} is complete and orthonormal with unit weight. If so it follows that 
and that 
I dY&(Y) &n(Y) = hn 3 
c L(Y) UY’) = @Y - Y’). 
n 
(20) 
(21) 
Now use the definition of S,(y), Eq. (19), in Eqs. (20) and (21). It then 
follows that if such a G exists it must satisfy 
and 
s dxG(x, Y) G(x, Y’) = S(Y -- Y’), (22) L 
I 
dyG(x, y) G(x’, y) = S(x - x’). (23) 
M 
Accordingly if a G can be chosen so that Eqs. (22) and (23) are valid then the 
set {S,} will be both orthonormal and complete. And if the set is orthonormal 
and complete, then not only is 
G(Y) = jL G(x, Y) Y&> dx, (244 
but also 
~44 = jM G(x, Y> UY) dye (24b) 
Under these conditions G generates what we shall call an adjoint pair of 
Hilbert spaces. And it is clear that the necessary conditions (22) and (23) do 
not uniquely specify the adjoint pairs1 (see the end of Section III for a 
detailed statement using Bessel functions as a particular illustration). 
Suppose, then, that we choose the orthonormal and complete set {F~} and 
some arbitrary G(x, y). The set (S,} will not be orthonormal but we can 
express it in terms of a set {U,} orthonormal and complete in M with 
c Un(Y) LTn(Y’) = S(Y - Y’) (254 
n 
s U,(Y) U,(Y) 4 = hm 9 (25b) M 
&L(Y) = c %nUm(Y) (26) 
VI. 
a - dx mn - s s dyG(x, Y> G(Y) ~44~ (27) L M 
’ For example, it is well known that the previous G(x, T) = T,(x/r)(r’ - x2)-l” 
can also be represented by &P J_“, e-@’ J&r)& demonstrating directly that the 
choice of the orthonormal sets {vn} and {S,} is neither unique nor restricted to discrete 
summation (see also Ref. [4]). 
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Under these conditions we have 
together with 
C amUm = /. G(x, Y) ~44 dx, 
and 
c 
n 
~rnnn&4 = J‘, G(x, Y> urn(~) dr, 
(28) 
Wb) 
Accordingly for an arbitrary choice of G Eqs. (29a), and (29b) are the gener- 
alizations of the adjoint pair of Hilbert spaces obtaining when urn,, = a,, . 
We now use the results of this section to generate statements connecting 
orthogonal functions and their projections for particular functions. These are 
given as illustrations of the method. 
III. SOME EXAMPLES 
We shall be concerned here in detail with three particular examples. The 
first will involve Chebyshev polynomials of both the first and the second 
kind, both of which are orthonormal over the interval { - 1, 11. The reason for 
using both kinds of Chebyshev polynomials is that they are essentially 
“conjugate” polynomials arising as independent solutions of the same dif- 
ferential equation. Accordingly we might expect some measure of a maximum 
degree of symmetry between an “object” (Chebyshev polynomial of one kind) 
and its “projection” (Chebyshev polynomial of the other kind). And this in 
fact will occur. 
The second example will involve Legendre polynomials of the first kind 
and Chebyshev polynomials, both of which span { - 1, I}. The reason for this 
example is to show that the method is not exclusive to “conjugate” poly- 
nomials as occur in the first example. 
The third example will involve Chebyshev polynomials of the first kind 
and Hermite polynomials. This example is of interest because the Hermite 
polynomials span (-co, KJ} while the Chebyshev polynomials span { -1, 11. 
In the previous two examples the range of both the object and its projection 
were identical (no magnification under projection, only distortion). This 
example gives, then, results which include not only distortion under pro- 
jection, but also magnification (or demagnification) depending on which 
polynomial one chooses to call the “object” and which the “projection”. 
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Finally we will mention a fourth example, but we shall not work it out in 
detail. This involves Bessel functions and Gegenbauer polynomials. It 
essentially takes the domain (0, a} into the domain (-1, l} by projection, 
or vice versa of course. 
We also point out here that the general analysis set forth in Section II 
involved orthogonal functions with unit weight-essentially on the grounds 
of simplicity. The inclusion of orthogonal functions which are not of unit 
weight can, of course, be accomplished. But they tend to make the analysis 
corresponding to Section II somewhat unwieldy. At the same time the use of 
orthogonal functions without unit weight will be used throughout the present 
section of the paper, for here they tend to simplify the analysis. 
A. Chebyshev Polynomials of Both Kinds 
Consider the generator 
G(x, y) = $x(x - y)-‘, xfy, lxl<l, lYl<l. (30) 
With x = cos v this can be written 
G(x, y) = Re(l - 2yeiq + e2im}-1. (31) 
But it is well known that the Chebyshev polynomials of the second kind 
U,(y), are generated by 
f U,(y) 9 = [1 - 2zy + 9-1. 
n=O 
Thus with the identification x == eim we obtain 
G(x, y) = f U,(y) T,(x) = +x(x - y)-l, (x f Y). 
?l=O 
Applying to Eq. (33) the orthogonality relations 
s +’ T,(x) T,(x) (1 - x2)-1/z dx = n-8,,&, -1 
and 
we obtain 
s +’ -1 
U,(x) U,(x) (1 - x2)lj2 dx = 2 6,,, 
,~T,(x) = x ,‘I ‘;;~pv);‘2 U,(Y) dy> (35a) 
$ u,(Y) = ; ,f;: & T,(X) (1 - x2)--lj2 dx. (35b) 
(32) 
(33) 
(344 
W) 
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Equations (35) can, of course, be made more symmetric in appearance b\ 
noting that 
Then applying the orthogonality relations (34) to (36) leads to 
These results can be applied to the solution of singular integral equations, as 
we now demonstrate for a simple situation, where we regard the integral 
equation as an integral operator projecting g into f. 
Consider then 
f(x) = E 
+l g(y) ~- 
-1 (y - x) dyF 
where f(x) is known in 0 < j x j < 1 and g(y) is required in 0 < i y 1 < 1. 
Once again write 
and write 
(y - X--l = -2 f Tnrl(x) U,(y), (39) 
?L=O 
i?(Y) = (1 -Y2F2 f &lvz(Y)* (40) 
n=O 
Inserting (39) and (40) in (38) gives 
f(x) = -77 go &~n+l(x). 
Thus 
s 
+l g, = -$?-1 -l f(x) T,+l(x) (1 - x2)-l/9 dx, 
(41) 
(42) 
and the solution is complete. 
Alternatively instead of expanding g( y) in terms of Chebyshev polynomials 
of the second kind we could write 
g(y) = (1 - YY’~ f GnT,(y). 
72=0 
(43) 
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Then use (39) and (43) in (38) to obtain 
Thus 
f(x) =277 n,. Gn+,U&). (44) 
s 
+1 
2G, = f(x) U,-,(x) (1 - .2)r’2 dx (45) -l 
and the solution to (38) is again complete. 
Some other results follow from the generator G(x, y) given by (33). They 
can also be obtained, of course, from the individual generators for the U,(x) 
and Z’,(y) but it is interesting to see them obtained quite simply from (33). 
Thus 
G(l,y) = f U,(y) = +(l - y)-‘, (46a) 
Tl=O 
G(-1, y) = $ (-1)” U,(y) = $(I +yY)-‘, (46b) 
12=0 
WAY) = 2 C-1)” U,~(Y> = ;;, ; ” ; (46~) 
7lGO > 
G(x, 1) = f (n + I> T,(X) = &x(x - 1)-l, 
7X=0 
(464 
G(x, -1) = f (-1)” (n + 1) T,(x) = Y&(X + 1)-l, (46e) 
n=0 
G(x, 0) = g (-1)” T&x) = 1: ’ ’ ’ 
A=0 ) x=0, 
G(-1, 1) = xj~+o~o(-l)“(n + 1) T,(x) = :. 
B. Chebyshev and Legendre Polynomials of the First Kind 
Consider the generator 
G(x, y) = &(l + y)llz (y - x)-~/~, Y>X, l>/yl; 
= g(l - y)W (x -y)-l/2, x>y, l>lxl. 
With y = cos q, Eqs. (47) can be written 
G(x, y) = Re([l - 2xeiv + e2ia]-r/2}. 
(46f) 
(4%) 
(474 
(47b) 
(48) 
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But the Legendre polynomials P,(x) are generated by 
jFo P,(x) 2’1 := [I - 2xz + $]-w. (49) 
Thus with the identification z == ei” we obtain 
G(x,Y) = f P,(x) ‘T,(Y). 
Tl=O 
(50) 
In Eq. (50) use the orthogonality relation (34a) together with 
to obtain 
(51) 
$ Pd4 = 4 j-; Tn(Y) [(I + Y) (x - YW” dY 
+ 4 j-x’ Tn(y) [(I - Y> (Y - x)1-Ii2 dY 
(524 
and 
c2n: 1) T,(Y) = -$- 1-1 P,(x) (s)l/? dx + ; f,’ (s)l” P,(x) dx. 
Wb) 
Equations (52) can be cast in Tricomi’s standard form by noting that 
23(x, y) Et + ($y’, Y>X, lYl<l 
=+(jq2, y<x, 1x1 <I WI 
= z. Tn+1(Y) pnw (534 
Then applying the orthogonality relations (34a) and (51) to (53) gives 
(2n 2_ 1) [Tn+dY) + Tn(Y)l = I_: ($&y2w dx, (544 
(2n “t- 1) C~ntlb9 - ~nC~>l = - j-v’ (s)1’2 P&d dx, (54b) 
which are Tricomi’s results. 
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These results can be applied to integral equations of the Abelian type as we 
now demonstrate with a simple illustration. Consider 
P(Y) = j; YW (x - YY” dx 
where q(y) is known in 0 < 1 y 1 < 1 and #J(X) is required in 0 < 1 x 1 < 1. 
Again we consider the equation as an integral operator projection of $I into p. 
Expand $(x) in Legendre polynomials as 
(56) 
Then the integral equation (55) becomes 
(57) 
By Tricomi’s second result (54b) this gives 
‘p(y) = 2(1 - y)-112 2 n=O c2,+; 1) P-n(Y) - Tn+,(Y)l. (58) 
Thus if we write 
m 
(1 - YV2 V(Y) = c %J?dY) (5% 
then 
?L=O 
2a _ 
E, (2L; 1) - [ (2k 1) I = vn 9 G-50) 
and this solves the problem. 
Once again, as a corollary, there are some interesting results that can be 
simply deduced from the generator G(x, y). 
First use Laplace’s integral representation 
P,(x) = r-1 j: [x + i cos #(l - x2)1/2]n dx (61) 
in Eq. (50) to obtain 
G(l, X) = m-l j= d4[1 + x + i cos #(l - x2)1/21--1, (624 
0 
G( - 1, x) = r-1 jov dyG[ 1 - x - i cos $( 1 - x2)1/21-l, Wb) 
G(0, x) = r-l j” d#fl - [x + i cos #(l - x~)~/~]~D-~. (624 
0 
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But we also have 
72 
G( I, A-) 1 P,(x) =- 2+“(1 - x)-l”, (63~1) 
n=0 
G(-1, x) 7: f (-1)‘” p&y) -z 2 -l/2(1 T +lP, (63b) 
IL=0 
G(0, x) -= f (-1)‘” P2&) == ; 1 x j-lj2. (63~) 
,I==0 
Thus either the sums over P, in (63) or the integrals in (62) are readily 
accomplished by using the generator G(x, y). 
C. Chebyshm Polynomials of the First Kind and Hermite Polynomials 
Consider the generator 
G(x, y) = exp[& +y(x - y)l cos[(x - Y) (1 - y2Y21, O<Ixl 
13lYI. 
With y = cos 9) this can be written 
G(x, y) = Re(exp[x exp(iv) - &exp(2+)]}. 
Now the Hermite polynomials, Hn(x), are generated by 
c 
m v tn = exp (tx - $ t2) , 
?l=O 
so that with the identification t = eim we have 
G(s, y) -.= f H,(x) y . 
TZ=O 
Applying to Eq. (67) the orthogonality relation (34a) together with 
s 
m H,(x) HJx) exp(- Bx”) dx = (2~)l/~ n! a,,, 
-co 
leads directly to 
I”,[(1 - p2)1/2] = (27r-li2 exp(&p2) fin H,[s + (1 - p2)1/2] 
a 
x exp(- 3s”) cos(ps) ds, 
and 
fM4 5 = J‘” Cos[(X - y) (1 - y2)1/2] exp[$ + y(x - y)] 
* 1E -1 
x T,(y) (1 - y2)-1/2 dy. 
a, 
(64) 
(65) 
(66) 
(67) 
(68) 
(69a) 
(69b) 
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If we apply the addition formula 
KL(x + Y) 1 i. (“,) w4Y”-” (70) 
to Eq. (69a) we obtain 
T,[(l - $)1/e] 
= $* (3 (1 - pz)(n-m)/s IW exp[- +(S2 - p2)] (2a)-lj2 H,(s) 
--a) 
x cos(ps) as (71) 
rz f” (2”,) (1 - f2Yn-2m)‘2 C-1)” P2m 
= *i[ip + (1 - p2)1/2]” + [+I + (1 - #02)1/2]~j 
and Eq. (71) is nothing more then the fundamental definition of T,, . 
Again, as a corollary, the generator (67) leads rather readily to the relations 
cc 
G(O, y) = w-l/2 c (- 1)” 2* rcn + $1 
TL=O lpz + 1) TJy) 
= exp(Jj - y2) cos[y(l - y2)lj2], 
G@, 2-W) = f e!!$ cos(nTr/4) 
n=O * 
= exp(x2-lf2) cos[& 31j2(z - 2-li2)], 
D. Bessel Functions and Gegenbauer Polynomials 
VW 
etc. 
(72b) 
A generalization of the procedure can be used on Bessel functions. Take 
G(p, P’) = exp(ib ~0s ~1 
= 2 f i”(m + v) +fS$ Cmv(coS p’) 
WZ=O 
(v positive integer). (73) 
The orthogonality relation 
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can then be used on Eq. (73). Th e ar g ument follows along lines essentially 
the same as given for the three cases investigated in detail. Similar arguments 
can obviously be given for, say, Laguerre polynomials and, in view of the 
general mathematical development set down in Section II, it is clear that 
any choice of orthogonal functions will generate similar sorts of statements to 
those spelled out in detail herein. 
We can go farther in saying that the same generator can be expanded in 
bilinear combination of various orthogonal functions and/or polynomials. 
Without any specification of the properly weighted orthogonal pairs, the 
necessary and sufficient conditions for such expansion of the generator are 
that 
I G(x, y) G(x, y’) dx =- S(y - y’) L 
and 
s 
G(x, y) G(x’, y) dy = 6(x - x’). 
M 
Instead of reiterating the theory, we can see this freedom of choice in the 
example (73) where the same generator is expanded in orthogonal Gegenbauer 
polynomials and orthogonal Bessel functions (applying proper weights) for 
any choice of Y. Each choice of v, however, represents a different bilinear 
combination of orthogonal functions (see also Section I and footnote 1). 
IV. DISCUSSION AND CONCLUSION 
The problem of reconstructing objects from their projections was used as a 
starting point to develop a general theory of adjoint orthogonal functions. 
General analysis shows that the method is powerful in solving integral 
equations whose kernel can be expanded into a bilinear combination of such 
pairs, considering these integral equations as a g-al projection of one 
function into another. Many mathematical relations between the adjoint pairs 
can readily be deduced from such an expansion, as, for example, the Tricomi 
presentation of Chebyshev polynomials in terms of Legendre polynomials. 
With regard to the reconstruction of objects from actual projections, the 
general analysis shows that any set of orthogonal functions is acceptable. 
(It is therefore not surprising that a wide variety of orthogonal functions has 
been used by different investigators.) But the question of which orthogonal 
functions are best suited to a particular experiment must still be determined 
by the requirements of that experiment. For example, because of the compu- 
tational advantage of the fast Fourier transform, experimenters often prefer 
to perform the reconstruction in diffraction space. But if there is an additional 
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requirement that the functions used be orthogonal in either real or diffraction 
space, the Zernike and Chebyshev polynomials are the only choice leading 
to orthogonal Airy functions in diffraction space [5]. Smith et al. [ll] arrive 
at the same set of functions by considering reconstruction as a problem of 
interpolation and imposing conditions of consistency. This independent 
finding confirms the suitability of the chosen set. 
We hope that we have been sufficiently lucid in our investigation to show 
that there are some very simple, and rather powerful, methods of obtaining 
either a reconstruction of an object from a projection, or a projection from an 
object. Which one is called the “object” and which the “projection” is, from a 
mathematical standpoint, completely equivalent, as we have shown in detail 
in Section III. 
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