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ABSTRACT
The Beijing-Arizona Sky Survey (BASS) is an imaging survey and uses the 2.3 m Bok
telescope at Kitt Peak. In order to tap the astrometric potential of the Bok telescope
and improve the astrometry of BASS, a distortion solution for the Bok telescope is
made. In the past, we used a single lookup table to correct all the positional errors.
However, this method can not be applied to the reduction of the observation for
the Bok telescope where four CCD chips are equipped with. Then quite different
from our previous method, two third-order polynomials were used to fit the lookup
table. By using the polynomial Geometric Distortion (called GD hereafter) correction
the astrometry of BASS is improved greatly. Moreover, an additional lookup table
correction is found to be more effective to obtain a final GD. The results show that
the positional measurement precision of the appropriate bright stars is estimated at
about 20 mas and even better in each direction. Besides, the relative positions of the
chips are measured. The change of the inter-chip gaps in horizontal or vertical is no
more than 5 pixel between 2016 and 2017 and the change of the roll angle is no more
than 0.1 degree.
Key words: methods: observational – techniques: image processing – astrometry.
1 INTRODUCTION
The Beijing-Arizona Sky Survey (BASS) is a new g- and
r-band imaging survey conducted by National Astronomi-
cal Observatory of China (NAOC) and Steward Observa-
tory (Zou et al. 2017). BASS uses the 2.3 m Bok telescope
at Kitt Peak where a 90Prime camera is installed at the
prime focus of the telescope. The camera is composed of
four 4096×4032 CCDs and provides a field of view of about
1 deg2. The depths of the single-epoch images are about
23.4 mag and 22.9 mag for g and r, respectively. The typi-
cal exposure time is about 60 s, depending on the meteoro-
logical conditions. BASS, Dark Energy Camera Legacy Sur-
vey (Blum et al. 2016), and MOSAIC z-band Legacy Survey
(Silva et al. 2016) constitute the Dark Energy Spectroscopic
Instrument (DESI) imaging surveys. BASS will survey about
5400 deg2 in the northern Galactic cap and provide spec-
troscopic targets for DESI. Besides, BASS will also provide
unique science opportunities for studying Galactic halo sub-
structures, satellite dwarf galaxies around the Milky Way,
galaxy clusters, high-redshift quasars, and so on (Zou et al.
⋆ E-mail: tpengqy@jnu.edu.cn (KTS)
Table 1. Specifications of the Bok telescope and CCD detector
Telescope 2.3 m Bok
F-Ratio f/2.98
Diameter of primary mirror 230cm
Absolute pointing <3′′ rms
CCD field of view 1.08◦×1.03◦
Size of CCD array 4096×4032
Size of pixel 15µ×15µ
Approximate angular extent per pixel 0.′′454/pixel
Typical exposure time 60 s
2017). Table 1 summarizes the specifications of the Bok tele-
scope and the CCD detector.
However, the astrometry of BASS is unsatisfactory.
The astrometric solutions of BASS are derived by cross-
identifying objects in the frames with SDSS and 2MASS star
catalogue (Zhou et al. 2016), during the first data release of
BASS, the median positional errors of stars from 9000 frames
in right ascension and declination are about 0.10 arcsec and
0.11 arcsec, respectively (Zou et al. 2017). There are sev-
eral factors that affect the accuracy of astrometric solution,
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such as the precision of the source positional measurements,
the solution of the GD, the positional precision of the ref-
erence stars, and so on. Among these factors, the solution
of the GD is an important one. In general, there are two
ways to derive the GD. The direct way would be to observe
an astrometric flat field where we have the prior knowledge
of the positions of all the stars in some absolute and accu-
rate system (Anderson & King 2003). Then the distortion
would be obtained by means of the residuals. However, such
standard calibration field is usually not available due to the
lack of precision and star density. Although Gaia Data Re-
lease 1 (DR1) (Gaia Collaboration et al. 2016b,a) can pro-
vide position precision and star density, the lack of proper
motion for most of stars can induce negligible errors. With
the release of Gaia DR2 (Gaia Collaboration et al. 2018),
it can be expected that Gaia DR2 should achieve good re-
sults. Another way is to take advantage of the instrument
itself to calibrate. Anderson et al. (2006) applied the self-
calibration method to the wide-field ground-based images
and achieved good precision. Peng et al. (2012) presented
an alternative self-calibration method and successfully ap-
plied the method to the observations of some natural satel-
lites (Peng et al. 2015; Wang et al. 2017; Peng et al. 2017).
Therefore, self-calibration method is more practical and ef-
fective as the derivation of the GD is free from the errors
of the star catalogue in positions and proper motions, but
additional observations for the calibration field should be
made. According to Peng et al. (2012), the observation of
the calibration field should be made at different offset in a
dithered pattern of either ”+” or ”#”. The offset between
any two neighboring exposures should be appropriate and
the size of the offset depends on the change of the GD pat-
tern. The field of view of the Bok telescope is quite wide and
thus much requirement should be met for the offset (such as
more reference stars, smaller offsets and so on). However,
during the exposures of the same sky field for BASS, the
offset between two neighboring exposures are about 10 ar-
cmin in right ascension or in declination, see Figure 1. Due
to the insufficient overlapping area, the derived lookup table
is inadequate and the positional precision of the star is af-
fected. Then two third-order polynomials were tried beyond
the numerical GD model. The results show that the posi-
tional precision of the stars is improved greatly after the
third-order polynomial GD correction. Here, the averaged
GD in a small box (see section 3.1) is called a numerical GD
and the GD derived from a polynomial is called an analyti-
cal GD. Moreover, a precise pixel positional measurement is
fundamental. During the pixel positional measurement, two
dimensional Gauss fit was used to get the precise positions
of the stars (Li et al. 2009) as we have done in our previous
work (Peng et al. 2015; Wang et al. 2015, 2017). Besides, in
order to correct all the smaller-scale systematic positional
errors, an additional lookup table correction was found use-
ful.
The contents of this paper are organized as follows. In
Section 2, the observations are described. Section 3 presents
the solution of the GD models. In Section 4, we make anal-
ysis of the relative positions of the chips. Finally, in Section
5, conclusions are drawn.
Figure 1. Dithered observational scheme for the CCD frames in
2016. The 49 images are organized in a 7×7 array. The unit is
degree. The observational scheme for 2017 is similar to that of
2016.
Table 2. Observations for the calibration field. Column 2 lists the
number of CCD frames and column 3 lists the filter.
Obs Date Calibration fields No. filter
2016-01-17 4×49 r
2017-03-05 4×38 g
2 OBSERVATIONS WITH DIFFERENT
FILTERS
Before observation in each night, the x-axis of each CCD
chip is nearly parallel to the real equator by a star-trailing
operation. Then two sets of the observations were taken in
2016 and 2017, see Table 2. All the observations were made
with the 2.3 m Bok telescope at Kitt Peak. The site (i.e.
IAU code 691) is at longitude E248◦ 24′ 3.6′′, latitude N31◦
57′ 28.7′′ and height 2079.8 m above sea level. The expo-
sure time for each CCD frame is 60 s and the pixel scale is
about 0.454′′ . The observation in 2016 were made at high
galactic latitude and in each frame a small number of refer-
ence stars (∼ 300 stars) are available. The center of the field
of observation is at E162.05◦ in right ascension, N28.65◦
in declination. The observation in 2017 were made at low
galactic latitude and a plenty of reference stars (∼ 3200
stars) are available in each frame. The center of the field
is at E147.35◦ in right ascension, N1◦ in declination. An ex-
posure includes four frames and a total of 4×87 frames of
CCD images have been obtained in a dithered pattern (see
Figure 1). There are inter-chip gap in the center of the ar-
ray, see Figure 2 (Zou et al. 2017). The Bok telescope has an
equatorial mount and other information about the telescope
and the observations could be found from the FITS header.
A sample FITS header could be seen in Appendix.
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Figure 2. Layout of the CCD array. There are four CCDs:
CCD#1, CCD#2, CCD#3, CCD#4 and four identifiers are listed
at the corners of each CCD. An exposure includes four CCD
frames. (see Figure 1 in Zou et al. 2017)
3 SOLVE FOR THE GD MODELS
PROGRESSIVELY
The reduction procedures were carried out according to
Peng et al. (2012). First, a numerical GD model was derived.
Then an analytical GD model was tried as the residuals of
the stars are still large after the numerical GD correction.
After the analytical GD correction, the positional precision
of stars has been improved greatly. Finally, an additional
lookup table is set up as the residual GD does not converge
for the preset threshold. More explanations are described as
follows.
3.1 The derivation of the numerical GD model
The derivation of the numerical GD model mainly involves
the following steps: (1) Firstly, some information about the
date of the observation, exposure time, and so on are ex-
tracted automatically from the FITS header by our own
software (Peng et al. 2017; Wang et al. 2017). Then after
some preprocessing (de-bias, flat correction), the pixel po-
sitions of the stars in each CCD frame are measured with
two dimensional Gauss fit and this is different from the past
when SExtractor (Bertin & Arnouts 1996) was used for the
pixel positional measurement. As the solution of the GD
can be affected by the precision of those stars too bright
(brighter than 14 mag and saturated), these stars will not
be considered. For each CCD frame in 2016, about 100 stars
are rejected and about 200 stars are used. For each CCD
frame in 2017, about 200 stars are rejected and about 3000
stars are used. Then the stars in each frame are matched
with the stars in Gaia DR2 star catalogue by using some
fast matching algorithm (Ren & Peng 2017). The pixel po-
sitional measurement and the match process are performed
automatically by our own software. (2) For each chip we
adopted the center of the CCD array as the tangential point
on the tangential plane of the image. Then the standard co-
ordinates of the stars are obtained by the central projection
(Green 1985). Next, the positional residuals (observed minus
averaged; O-A) of the stars can be obtained after four pa-
rameters transformation. As an accurate GD model requires
high precision of the stars positions, then during the compu-
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Figure 3. GD for the Bok 2.3 m telescope. The GD was derived
from the observations in 2016 and r- filter was used. The maxi-
mum GD (Max) and the median GD (Med) are listed in units of
pixels and a factor of 20 is used to exaggerate the magnitude of
the GD vectors.
tations of the standard coordinate, the topocentric apparent
position and atmospheric refraction for each matched star
in each CCD frame are also taken into account. (3) Due to
the plenty of reference stars available in 2017, each CCD
frame is divided into 1024 equal-area boxes and the size of
each box is 128×126 pixels. Each CCD frame in 2016 is di-
vided into 256 boxes and the size is 256×252 pixels for each
box. Afterward the averaged GD in each box was obtained
by cancelling out the catalogue errors and compressing the
measured errors. By ten to twelve iterations the numerical
GD converged and was derived out. In fact the derived nu-
merical GD model is a lookup table. Figure 3 and Figure 4
show the numerical GD patterns for the Bok telescope in
2016 and 2017, respectively. We can see that the telescope
suffers a serious GD, especially in the corners. The maxi-
mum GD is about 22 pixels (∼ 10.18 arcsec). Figure 5 and
Figure 6 show the positional residuals of the stars with re-
spect to the magnitude in 2016 and 2017, respectively. We
can see the positional residuals are suppressed largely after
the numerical GD correction.
3.2 The derivation of the analytical GD model
By using the numerical GD correction, the precision of the
stars is improved. However, the positional residuals of the
stars are still large. Specifically, we found the residuals did
not distribute randomly with respect to the stars’ pixel po-
sitions (see Figure 7 and Figure 8). Besides, the GD pattern
in 2017 seems to be divided into several blocks (see Fig-
ure 4). Then the analytical GD model was tried beyond the
numerical GD model.
As we know, the previous GD pattern is a numerical
model and each derived GD is an average in a box with a
MNRAS 000, 1–9 (2018)
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Figure 4. GD for the Bok 2.3 m telescope. The GD was derived
from the observations in 2017 and g- filter was used. The maxi-
mum GD (Max) and the median GD (Med) are listed in units of
pixels and a factor of 20 is used to exaggerate the magnitude of
the GD vectors.
Figure 5. (O-A) residuals of the stars in 2016. The dark points
represent the residuals before the numerical GD correction where
four parameters transformation is used and the red ones represent
the residuals after the numerical GD correction.
Figure 6. (O-A) residuals of the stars in 2017. The dark points
represent the residuals before the numerical GD correction where
four parameters transformation is used and the red ones represent
the residuals after the numerical GD correction.
Figure 7. Positional residuals of the stars with respect to the
pixel positions in 2016.
Figure 8. Positional residuals of the stars with respect to the
pixel positions in 2017.
size of 128×126 or 256×252 pixels. Then the averaged GD
in the small box cannot represent the GD pattern finely due
to the serious GD pattern. In order to depict the GD pat-
tern in more details, two third-order polynomials were used
to fit the previous numerical GD. Higher-order polynomi-
als were also tried, but the results show that the positional
residuals of the stars are almost the same as that of third-
order polynomial fit. So the third-order polynomial fit was
chosen. The positional residuals of the stars for higher-order
polynomial fit will be given later (see Table 5). Here, the
detailed third-order polynomials are shown by the following
equations:
∆X = a1x
3 + a2x
2y + a3xy
2 + a4y
3 + a5x
2 + a6xy + a7y
2
+ a8x+ a9y + a10
∆Y = b1x
3 + b2x
2y + b3xy
2 + b4y
3 + b5x
2 + b6xy + b7y
2
+ b8x+ b9y + b10
(1)
where (∆X,∆Y ) is the solved GD for the center of each box,
(x, y) is its normalized pixel coordinate between -1 and 1,
ai and bi (i=1 to 10) are the coefficients of the polynomials.
We use the normalized pixel positions:
x = (xobs − 2048)/2048
y = (yobs − 2016)/2016
This normalization makes it easier to recognize the size of
the contribution of each term to the solution.
After fitting, the coefficients of the polynomial were ob-
tained and the analytical GD model was derived. Next an
iterative procedure is necessary.
Table 3 lists the solved coefficients of the third-order
polynomials in 2016 and 2017, respectively and Figure 9 and
Figure 10 show the positional residuals of the stars with re-
spect to the magnitude. From Figure 9 and Figure 10 we
MNRAS 000, 1–9 (2018)
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Figure 9. Positional residuals of the stars with respect to the
magnitude in 2016. The black points represent the residuals after
the numerical GD correction and the red ones after the analytical
GD correction.
Figure 10. Positional residuals of the stars with respect to the
magnitude in 2017. The black points represent the residuals after
the numerical GD correction and the red ones after the analytical
GD correction.
can see that the positional precision of the stars is improved
greatly. The final GD correction reaches a positional preci-
sion level of ∼ 0.05 pixel (∼ 22 mas) in each coordinate and
most of the GD was removed. Then the definition of preci-
sion of the GD correction can be given, that is, the precision
of the GD correction can be denoted by the star positional
residual after the GD correction.
3.3 Setting up an additional lookup table
Although the precision for a star’s reduced position is greatly
improved after the analytical GD correction, during the it-
erative solution of the analytical GD model, the numerical
GD does not converge for the preset threshold, for example,
0.01 pixel. Therefore an additional lookup table was set up
and its corresponding lookup table correction was followed
after the analytical GD correction. After the lookup table
correction, the numerical GD converged quickly during the
iterative solution. Figure 11 and Figure 12 show the analyt-
ical GD patterns for the Bok telescope in 2016 and 2017, re-
spectively. From Figure 12 we can see that the blocks found
in Figure 4 have disappeared. In order to show the result of
the GD correction, the final residual patterns after the ana-
lytical GD correction and the lookup table correction were
also shown in Figure 13 and Figure 14 where the magnitude
of the residual is magnified by a factor of 20000.
Besides, Figure 15 and Figure 16 show the positional
residuals of the stars after the analytical GD correction and
the additional lookup table correction. Table 4 shows the
mean and standard deviation of the stars’s positional resid-
uals by using the different GD models. From Figure 15, Fig-
ure 16 and Table 4 we can see that the positional precision
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Figure 11. GD for the Bok 2.3 m telescope in 2016. The GD
was derived from the analytical GD model and the additional
lookup table in 2016. The maximum GD (Max) and the median
GD (Med) are listed in units of pixels and a factor of 20 is used
to exaggerate the magnitude of the GD vectors.
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Figure 12. GD for the Bok 2.3 m telescope in 2017. The GD
was derived from the analytical GD model and the additional
lookup table in 2017. The maximum GD (Max) and the median
GD (Med) are listed in units of pixels and a factor of 20 is used
to exaggerate the magnitude of the GD vectors.
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Table 3. The coefficient of the analytical model for the observations in 2016 and 2017. Column 1 lists the designation of each CCD chip
and column 2 lists the date. Column 3 lists the direction (a or b). Column 4 to 13 list the coefficients of the polynomials.
CCD date 1 2 3 4 5 6 7 8 9 10
#1 2016 a 1.897 0.090 1.857 0.020 -6.256 -3.953 -2.039 -0.658 2.335 2.754
2016 b 0.024 1.875 0.068 2.065 -1.962 -4.186 -5.744 6.392 -1.371 2.559
#2 2016 a 1.880 -0.068 1.856 -0.021 -6.264 3.694 -2.041 0.038 -2.298 2.757
2016 b -0.068 1.848 -0.057 1.909 1.820 -4.195 5.373 -5.936 -1.052 -2.388
#3 2016 a 1.889 -0.090 1.855 -0.037 5.871 -3.973 1.913 -1.820 -1.426 -2.585
2016 b -0.027 1.874 -0.085 1.904 -1.978 3.896 -5.799 -6.813 -1.791 2.582
#4 2016 a 1.886 0.087 1.865 0.035 5.906 3.687 1.937 -0.153 2.474 -2.604
2016 b 0.036 1.878 0.082 1.910 1.831 3.932 5.354 5.114 -0.825 -2.385
#1 2017 a 1.942 0.084 1.857 0.015 -6.333 -4.049 -2.044 -1.198 4.493 2.790
2017 b 0.023 1.885 0.074 1.889 -2.020 -4.200 -5.877 4.389 -1.613 2.630
#2 2017 a 1.926 -0.030 1.867 -0.005 -6.308 3.668 -2.025 -0.383 -4.012 2.775
2017 b -0.002 1.881 -0.027 1.873 1.813 -4.150 5.364 -4.091 -1.589 -2.390
#3 2017 a 1.922 -0.032 1.829 -0.019 5.987 -4.069 1.929 -1.559 -4.398 -2.636
2017 b -0.009 1.861 -0.031 1.830 -2.051 3.919 -5.922 -4.093 -1.329 2.655
#4 2017 a 1.911 0.052 1.878 0.007 6.010 3.643 1.941 -0.852 3.845 -2.648
2017 b 0.013 1.898 0.049 1.832 1.810 3.913 5.316 3.663 -1.612 -2.373
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Figure 13. Residuals for the Bok 2.3 m telescope in 2016. The
maximum GD (Max) and the median GD (Med) are listed in
units of pixels and a factor of 20000 is used to exaggerate the
magnitude of the GD vectors.
of the stars is further improved. Furthermore, the positional
residuals of the stars with respect to the pixel positions are
also shown in Figure 17 and Figure 18. From these two fig-
ures, we can see that the positional residual distributes al-
most randomly after the analytical GD correction and the
additional lookup table correction. However, a small hopping
is seen in the right panel of Figure 17, and further study
needs to be made in future. Table 5 shows the mean and
standard deviation of the stars’s positional residuals by using
different orders polynomial fit. Figure 19 shows the standard
deviation of each star’s positional residual in 2016 in right
ascension and declination, respectively and Figure 20 shows
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Figure 14. Residuals for the Bok 2.3 m telescope in 2017. The
maximum GD (Max) and the median GD (Med) are listed in
units of pixels and a factor of 20000 is used to exaggerate the
magnitude of the GD vectors.
the standard deviation in 2017. In Figure 19 and Figure 20,
the stars that appeared more than twice are included and
a smooth line is also drawn for every 500 points. In short,
from these figures we can see that after the GD correction,
the positional measurement precision for the bright stars is
better than 20 mas. The positional measurement precision
in 2017 is even better for most stars.
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Figure 15. Positional residuals of the stars with respect to the
magnitude in 2016 in right ascension and declination, respectively.
The black points represent the residuals of the stars after the ana-
lytical GD correction and the additional lookup table correction.
Figure 16. Positional residuals of the stars with respect to the
magnitude in 2017 in right ascension and declination, respectively.
The black points represent the residuals of the stars after the ana-
lytical GD correction and the additional lookup table correction.
Table 4. Statistics of the positional residuals for all stars by using dif-
ferent GD models for each data set. Column 1 is the date. The second
column shows the GD model. The following columns list the mean
positional residual and its standard deviation (SD) in right ascension
and declination, respectively. All units are in arcseconds.
Date GD model <O-A> SD <O-A> SD
RA Dec.
2016-01-17 Analytical 0.000 0.019 0.000 0.023
Analytical+lookup table 0.000 0.018 0.000 0.021
2017-03-05 Analytical 0.000 0.019 0.000 0.021
Analytical+lookup table 0.000 0.018 0.000 0.020
Figure 17. Positional residuals of the stars with respect to the
pixel positions in 2016. The dark points represent the residuals
after the analytical GD correction and the additional lookup table
correction.
Table 5. Statistics of the positional residuals for all stars after the
analytical GD correction and the additional lookup table correction
by using different orders polynomial fit. Column 1 is the date. Col-
umn 2 list the order of the polynomial fit. The following columns list
the mean positional residual and its standard deviation (SD) in right
ascension and declination, respectively. All units are in arcseconds.
Date Orders <O-A> SD <O-A> SD
RA Dec.
2016-01-17 2-order 0.000 0.035 0.000 0.039
3-order 0.000 0.018 0.000 0.021
4-order 0.000 0.018 0.000 0.021
5-order 0.000 0.018 0.000 0.021
2017-03-05 2-order 0.000 0.047 0.000 0.049
3-order 0.000 0.018 0.000 0.020
4-order 0.000 0.018 0.000 0.020
5-order 0.000 0.018 0.000 0.020
Figure 18. Positional residuals of the stars with respect to the
pixel positions in 2017. The dark points represent the residuals
after the analytical GD correction and the additional lookup table
correction.
Figure 19. Standard deviation of the positional residual for
each star after the analytical GD correction and the additional
lookup table correction with respect to the magnitude in 2016. A
Savitzky-Golay smooth line is drawn for every 500 points.
4 RELATIVE POSITIONS OF THE CHIPS
Due to the accurate GD pattern, it is meaningful to know
the relative positions of the CCD array. As the center of the
CCD array was adopted as the tangential point on the tan-
gential plane, the standard coordinate for each pixel can be
computed and the inter-chip gaps can be obtained. We use
CCD#2 and CCD#3 as a reference to compute the inter-
chip gap for each observational set (see Figure 2). As the
inter-chip gaps were derived from the extrapolation of the
final GD model, the far distance from the reference chip’s
boundary was not reliable for the measurement of the inter-
chip gaps. As such, only twelve points were given to compute
MNRAS 000, 1–9 (2018)
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Figure 20. Standard deviation of the positional residual for
each star after the analytical GD correction and the additional
lookup table correction with respect to the magnitude in 2017. A
Savitzky-Golay smooth line is drawn for every 500 points.
Figure 21. The change of the inter-chip gap when CCD#2 is
used as the reference. The left panel shows the change in horizon-
tal and the right panel shows the change in vertical. The black
line shows the change in 2016 and the red line shows the change
in 2017.
their positional changes. When CCD#2 is used as the refer-
ence, the pixel positions for the corner 5, 6, and 8 are (0.5,
4031.5), (4031.5, 4031.5) and (4031.5, -0.5). When CCD#3
is used as the reference, the pixel positions for the corner 9,
11, and 12 are (0.5, 4031.5), (0.5, -0.5) and (4031.5, -0.5).
The pixel positions for the other corners are listed in Table 6.
Figure 21 shows the change of the inter-chip gap when
CCD#2 is used as the reference in 2016 and 2017, respec-
tively, and Figure 22 shows the change of the inter-chip gap
when CCD#3 is used as the reference. From Figure 21 and
Figure 22 we can see there was a slight shift in the inter-chip
gap in 14 months. Furthermore, Figure 23 shows the change
of the inter-chip gap and Figure 24 shows the change of the
roll angles between 2016 and 2017 with respect to CCD#2
(chosen as reference). The statistics of inter-chip gaps and
the roll angles in 2016 and 2017 are also shown in Table 7.
From Table 7 we can see that the change of the roll angle
in 14 months is no more than 0.1 degree and the roll angles
appear to be stable.
5 CONCLUSION
Although the Bok telescope provides favourable astrometric
properties, the GD must be solved carefully. The distortion
solution for BASS on the Bok telescope is quite different
from the previous method where the numerical GD model is
enough. Instead of the numerical GD model, the analytical
GD model and the additional lookup table were used to
improve the astrometry of BASS. After the analytical GD
correction and the additional lookup table correction are
Figure 22. The change of the inter-chip gap when CCD#3 is
used as the reference. The left panel shows the change in horizon-
tal and the right panel shows the change in vertical. The black
line shows the change in 2016 and the red line shows the change
in 2017.
400 500 600 700 800 90063
64
65
66
67
400 500 600 700 800 900165
166
167
168
169
170
horizontal spacing
 
 
ar
cs
ec
JD-2457000
vertical spacing
 
 
ar
cs
ec
JD-2457000
Figure 23. The change of the inter-chip gap in 2016 and 2017.
The left panel shows the change of the vertical gap with respect
to CCD#2, the right panel shows the change of the horizontal
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Figure 24. The change of the roll angel in 2016 and 2017. The left
panel shows the change of chip#1 with respect to CCD#2, the
right panel shows the change of chip#4 with respect to CCD#2.
applied, the internal agreement or precision of the stars are
estimated at about 20 mas and even better in each direction.
This improvement can tap the astrometric potential of the
Bok telescope and carry out some research work such as the
reference frame, the brown dwarf, the parallax, the proper
motion, and so on.
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Table 6. The positions of the points at the corners (see Figure 2). Column 2 to 9 show the mean pixel positions and their corresponding
standard deviations. The top panel uses CCD#2 as the reference and the bottom one CCD#3 as the reference. All units are in pixels.
Corner 3 4 13 15
Date <mean> SD <mean> SD <mean> SD <mean> SD
2016 ( -7.029,4177.380) (0.063,0.059) (4024.407,4178.564) (0.069,0.089) (4472.624,4012.683) (0.042,0.242) (4464.065,-17.983) (0.034,0.059)
2017 (-10.275,4173.382) (0.049,0.095) (4020.632,4175.989) (0.059,0.092) (4467.475,4009.499) (0.033,0.052) (4460.441,-21.430) (0.038,0.056)
Corner 2 4 13 14
Date <mean> SD <mean> SD <mean> SD <mean> SD
2016 (-363.701,4053.247) (0.039,0.067) (-366.320,22.462) (0.032,0.193) (24.878,-148.552) (0.063,0.073) (4056.526,-135.165) (0.051,0.082)
2017 (-362.698,4052.952) (0.040,0.048) (-365.073,22.179) (0.042,0.060) (20.084,-141.796) (0.066,0.100) (4050.305,-133.761) (0.063,0.102)
Table 7. Statistics of the inter-chip gaps and the roll angles. ”16gap”
is the abbreviation of the gap in 2016. ”16angle” is the abbreviation
of the angle in 2016. Column 2 to 9 show the averaged values and the
standard deviation for the gaps and the angles. CCD#2 and CCD#3
are used as the reference. The unit for row 1 to 2 is in arcsec and for
row 3 to 4 is in degree. The unit of the standard deviation for row 3
to 4 is in arcmin.
Date <mean> SD <mean> SD <mean> SD <mean> SD
Parameter CCD1(CCD2) CCD4(CCD3) CCD4(CCD2) CCD1(CCD3)
16gap 66.13 0.03 64.20 0.03 168.58 0.01 165.09 0.02
17gap 64.63 0.04 62.38 0.04 166.53 0.01 164.63 0.02
16angle 0.013 0.06 0.190 0.02 89.879 0.12 89.961 0.06
17angle 0.037 0.03 0.115 0.02 89.901 0.00 89.965 0.00
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APPENDIX A: THE HEADER OF THE BOK’S
FITS FILE
Here, Table A1 lists a part of a typical FITS header in this
work.
This paper has been typeset from a TEX/LATEX file prepared by
the author.
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Table A1. The part of the FITS header. The first column lists the
keywords. Column 3 lists the value and column 4 lists the description
for the keyword and the value.
SIMPLE = T conforms to FITS standard
BITPIX = -32 array data type
NAXIS = 2 number of array dimensions
NAXIS1 = 4096
NAXIS2 = 4032
RA-OBS = ’10:46:11.97’ right ascension (2000.)
DEC-OBS = ’+28:15:47.1’ declination
DATE-OBS = ’2016-01-17T10:24:38.506’ UTC shutter opened
TIME-OBS = ’10:24:38.506’ UTC at start of exposure
TIMESYS = UTC Time system
EXPTIME = 60.0 Exposure time (seconds)
HA = ’-00:03:50’ hour angle
ST = ’10:43:15’ local siderial time
FILTER = ’bokr ’ Filter name
FOCUSVAL = ’*0.761*0.654*0.703’ Focus
INSTRUME = ’90prime ’ Instrument name
SITEELEV = ’2120 ’
SITELAT = ’31:58.8’
SITELONG = ’-111:36.0’
CAMTEMP = -134.609 Camera temperature in C
DEWTEMP= -191.452 Dewar temperature in C
CRPIX1 = -1.820100000000E+02 Azimuth=167.9
CRPIX2 = -5.904000000000E+01 Altitude=86.11
AIRMASS = 1.002
MJD-OBS = 57404.43378
RADESYS = ’ICRS ’ Astrometric system
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