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Abstract. We propose some numerical schemes for forward-backward stochastic differential equa-
tions (FBSDEs) based on a new fundamental concept of transposition solutions. These schemes
exploit time-splitting methods for the variation of constants formula of the associated partial dif-
ferential equations and a discrete representation of the transition semigroups. The convergence
of the schemes is established for FBSDEs with uniformly Lipschitz drivers, locally Lipschitz and
maximal monotone drivers. Numerical experiments are presented for several nonlinear financial
derivative pricing problems to demonstrate the adaptivity and effectiveness of the new schemes.
The ideas here can be applied to construct high-order schemes for FBSDEs with general Markov
forward processes.
Key words. Backward stochastic differential equations, transposition solutions, operator-
splitting method, variation of constants formula, mild solutions, derivative pricing.
AMS subject classifications. 60H35, 65C30, 65M12
1 Introduction
Since the seminal work by Pardoux-Peng [27] about the unique solvability results for the
nonlinear backward stochastic differential equations (BSDEs) in early 1990’s, BSDEs and forward-
backward stochastic differential equations (FBSDEs) have become a significant tool in many areas
of science, see [11, 12] and references therein, for more about the application of such equations in
stochastic optimal control and option pricing in mathematical finance. As it is usually difficult to
obtain analytic solutions of BSDEs, even for linear cases, it is necessary to design effective and
robust numerical methods for BSDEs, that is, to construct the state process and the martingale
integrand process numerically.
There are several technical issues in constructing efficient and accurate numerical methods for
FBSDEs. In the Markovian case with path-independent terminal conditions, two main technical
obstacles are the dimensionality and high-order approximation. The former arises naturally as a
consequence of the close relationship between FBSDEs and their corresponding partial differential
equations (PDEs), where the ”curse of dimensionality” is an inevitable difficulty for any numerical
solver. On the other hand, as noticed in [23], although higher order approximations are available
for initial value problems for SDEs (see e.g., [18]), it is non-trivial to extend those methods to
coupled FBSDEs, even for the case with smooth coefficients. In the non-Markovian case where
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the terminal conditions are allowed to depend on the entire history of the forward process, the
main difficulty usually comes from the approximation of the martingale integrand, whose path
regularity is necessary for the construction of a numerical scheme for BSDEs. All these intrin-
sic difficulties make the construction of numerical solutions to BSDEs a much more challenging
problem compared to the ordinary initial value problems for SDEs.
Enormous efforts have been made in recent years to circumvent those fundamental difficulties
in the numerical resolution of BSDEs. The most existing numerical methods for BSDEs can be
classified into two groups. By projecting the solution on the available information at each step,
one group of algorithms goes backwards in time and solves the BSDEs and FBSDEs directly. This
idea was employed in [1] and [8] respectively to derive numerical schemes with a random time
discretization under strong regularity condition (C4) on the coefficients. More recently, a new
notion of L2-regularity on the control part of the solution was introduced in [34], based on which
numerical schemes with deterministic time partitions can be constructed [5, 6, 15] and a strong
convergence in time can be established under some weak regularity assumptions on the coefficients.
We note that ”projecting the solution on the current information” means that the evaluation of
conditional expectations is required at each step, and consequently, this type of schemes results in
a high order nesting of conditional expectations as it works backwards through time. Therefore, an
efficient estimation of the conditional expectations must be employed to derive a fully discretized
scheme and to avoid explosive computational costs (see [2, 4, 6, 7, 9, 14] for some choices of these
simulation-based estimators).
Alternatively, based on the theoretical connection between FBSDEs and PDEs via the Feynman-
Kac-type representation formulas, a four step scheme for FBSDEs was suggested in [22], and more
recently developed in [10, 25, 35]. The main idea of these schemes is to express the solution of a
FBSDE as a value function of the time and state of the forward process, which can be obtained
from a deterministic backward nonlinear parabolic PDE.
We remark that all the numerical schemes mentioned above are basically for BSDEs with
natural filtration, for which the existence of solutions is established mostly by the Martingale
Representation Theorem. So these methods may not be applicable if the underlying filtration of
BSDEs is more general than the natural filtration, for instance, if we aim to price an option as an
inside trader who acquires more knowledge than the public market. Motivated by these applica-
tions, a new notion of transposition solutions was proposed in [20] for BSDEs, and it coincides with
the strong solution when the filtration is natural. The well-posedness of transposition solutions to
BSDEs was investigated without the Martingale Representation Theorem, hence principally more
flexible for general filtration.
In this work, we shall propose three easily implementable numerical algorithms for decoupled
Markovian FBSDEs under the framework of transposition solutions. This fundamental framework
enables us to construct various different schemes by taking different test functions, and these al-
gorithms are more flexible than most existing schemes when they applied to FBSDEs with general
filtration. We demonstrate in this work that by taking suitable test functions, this framework
leads to numerical schemes solving FBSDEs through a PDE approach. We remark that, instead
of the frequently used direct discretization of the corresponding PDEs [21, 23], our schemes ex-
ploit the time-splitting approach for the variation of constants formula of the associated PDEs,
and represent the transition semigroups of Itoˆ diffusions by their transition probabilities among
partition sets, which can be efficiently evaluated by Monte Carlo method. Similar representa-
tions can be carried out for the semigroup associated to a general Markov process, which leads
to straightforward extensions of our algorithms to BSDEs driven by Le´vy process. Furthermore,
high-order schemes can be developed systematically based on a high-order splitting of the vari-
ation of constants formula. Another major contribution of this work is the convergence analysis
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of the probabilistic numerical schemes for the associated semilinear PDEs. Through the help of
the semigroup theory, we establish the convergence respectively for FBSDEs with both Lipschitz
and maximal monotone drivers. We also remark that, to the best of our knowledge, a convergent
scheme for FBSDEs with monotone drivers is rarely discussed in the existing literature except
for those in [19] and appears to be of great importance for the applicability of FBSDEs to many
physical phenomena. It should be mentioned that the θ-schemes suggested in [19] is quite dif-
ferent from ours, on account of the facts that their schemes not only require an approximation
of conditional expectations, but also solve a FBSDE whose forward process starts at a particular
time with a particular state. As a result, when the initial time or the initial state of the forward
process changes, one needs to perform all the computations again, which is clearly very expensive.
By contrast, our methods solve for the entire surface of the value function, which is independent
of the initial conditions of the forward SDE. Therefore, along with simple numerical schemes for
the forward SDE, one can efficiently obtain solutions to FBSDEs with different initial conditions
of the forward process, which is of particular importance to mathematical finance, for instance,
the evaluation of an option price in terms of different spot prices of the stocks.
We start by recalling the concept of transposition solutions introduced in [20] for BSDEs with
general filtration. Then from an important variational formulation of the FBSDEs, depending
on the complexity of the drivers, different algorithms for the numerical resolution of FBSDEs
are proposed based on an approximation of the corresponding transition semigroups. Another
major focus of this work is the convergence of the associated PDE solvers, which will be analyzed
via the semigroup theory in virtue of the natural correspondence between second-order elliptic
operators and transition semigroups. By first deriving the variation of constants formula of the
associated PDEs from the variational formulation of the FBSDEs, we are able to establish the
convergence of our explicit scheme for the BSDEs with Lipschitz continuous drivers involving only
the state variable. A rigorous analysis is also carried out for the hybrid scheme to demonstrate its
convergence for the FBSDEs with maximal monotone drivers of only locally Lipschitz continuity.
We organize this paper as follows. In Section 2, we define some necessary notation and
introduce the nonlinear Feynman-Kac formula, which is of crucial importance to connect the
numerical resolution of FBSDEs to the numerical approximation of Cauchy problems. Then
we introduce a variational formulation of FBSDEs in Section 3 motivated by the transposition
solutions, from which an explicit scheme, a hybrid scheme and an implicit scheme are derived to
solve the FBSDEs. Then we move on to the convergence analysis of our numerical schemes under
different assumptions on the drivers. We derive the variation of constants formula and define
the mild solutions for a given Cauchy problem in Section 4, which shall help us understand the
convergence of our algorithms. Then, a clear convergence analysis of the explicit scheme and the
hybrid scheme is separately performed in Section 4 for FBSDEs with Lipschitz continuous drivers
and for FBSDEs with maximal monotone drivers. Numerical experiments are presented in Section
5 to illustrate the effectiveness of our algorithms and demonstrate their applications to nonlinear
pricing problems for vanilla options with differential interest rates.
2 Problem formulation and preliminaries
In this section, we introduce our model FBSDEs and recall the important connection between
FBSDEs and PDEs, which is crucial for the subsequent developments. We start with some useful
notation that is needed frequently in the rest of this work.
We shall write by T > 0 the terminal time, and by (Ω,F, P ) a complete probability space, in
which an m-dimensional Brownian motion Bt is defined. We shall denote by F = {Ft}0≤t≤T the
natural filtration generated by the Brownian motion augmented by the P -null sets and by E the
3
usual expectation operator with respect to the measure P .
For (s, x) ∈ [0, T ] × Rd, we denote by Qs,x the probability law of a given Markov process
Xs,xt = {Xs,xt }t≥s with initial value Xs = x and by Es,x the expectation operator with respect to
Qs,x. Then we have Es,x[f(Xt)] = E[f(Xs,xt )] for all Borel functions f and all time t ≥ s. If s = 0,
we simply write Xxt , Ex and Qx for X
0,x
t , E0,x and Q0,x, respectively.
Furthermore we define three important spaces: L2Ft(Ω;R) is the Hilbert space of all Ft-
measurable R-valued random variable ξ with E[ξ2] < ∞, L2F(Ω;Lr(t, s;Rd)) (1 ≤ r ≤ ∞) is
the Hilbert space of all Rd-valued, F-adapted processes X(·) satisfying E[‖X(·)‖2
Lr(t,s;Rd)] < ∞,
and C([a, b];X) (resp. B([a, b];X)) is the Banach space of all continuous (resp. bounded) func-
tions u : [a, b]→ X for a Banach space X. Finally, when no ambiguity arises, we denote by ‖·‖ the
norm on L2(Rd) and by A . B the relation A ≤ CB, where C is a generic constant independent
of time stepsize and mesh size and may take a different value at each occurrence.
Now we are ready to state the problem of our interest. We shall consider the decoupled
Markovian FBSDE of the form:{
dXt = b(Xt)dt+ σ(Xt)dBt, X0 = x0,
dYt = g(t,Xt, Yt, Zt)dt+ ZtdBt, YT = φ(XT ),
(2.1)
where the processes Xt, Yt, Zt are Rd-valued, R-valued and Rm-valued, respectively. And the driver
g and the terminal condition φ are given deterministic measurable functions. The (path-wise
strong) solution of (2.1) is a triple of adapted processes (Xt, Yt, Zt) which satisfies the equation.
We emphasize that although we shall focus all our discussions in this work on the case where
the terminal condition of the BSDE in (2.1) depends only on the states of Xt at the terminal time,
our algorithms and analyses can be naturally extended to the cases where the terminal conditions
may involve the states of Xt at finitely many discrete time points. Moreover, to further simplify
our presentations, we shall assume that Xt is the time-homogeneous Itoˆ diffusions [26].
Definition 2.1. A time-homogenous Ito diffusion is a stochastic process Xt(ω) = X(t, ω) :
[0,∞)× Ω→ Rd that satisfies a stochastic differential equation of the form
dXt = b(Xt)dt+ σ(Xt)dBt, t ≥ s; Xs = x, (2.2)
where b : Rd → Rd and σ : Rd → Rd×m are Lipschitz continuous functions.
We will denote the unique solution of (2.2) by {Xs,xt }t≥s. It is well-known that an Ito diffusion
is a sample continuous stochastic process with the property of being time-homogenous, in the sense
that {Xs,xs+h}h≥0 and {X0,xh }h≥0 have the same P -distributions, which in turn implies the Markov
property. Therefore, if f is a properly defined function, then we can define for any x ∈ Rd and
t > 0 the following transition semigroup S(t) associated to {Xxt }:
S(t)f(x) = Ex[f(Xt)] = E[f(Xxt )] =
∫
R
f(y)p(t, x, y) dy, (2.3)
where p(t, x, y) denotes the transition density of Xt if it exists. The linear operator S(t) is non-
negative, i.e., S(t)f ≥ 0 whenever f ≥ 0 and the semigroup property of S(t) follows from the law
of total expectations and the Markov property of Xt, i.e., for all s, t ≥ 0, x ∈ Rd,
S(t+ s)f(x) = E[f(Xxt+s)] = E[E[f(Xxt+s) | Ft](ω)] = E[EX
x
t (ω)[f(Xs)]]
= E[S(s)f(Xxt (ω))] = S(t)S(s)f(x).
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The rest of this section is devoted to introducing the nonlinear Faynman-Kac formula, which,
as we shall see, not only provides a probabilistic representation of the solution to a class of
parabolic PDEs, but also plays an essential role in reducing the numerical resolution of (2.1) into
the numerical approximation of a backward semilinear parabolic PDE.
For (s, x) ∈ [0, T ]× Rd, let (Xs,xt )s≤t≤T solve (2.2). Consider the semilinear parabolic PDE:{
vt + Lv = g(t, x, v(t, x), σT∇xv(t, x)), (t, x) ∈ [0, T )× Rd,
v(T, x) = φ(x), x ∈ Rd, (2.4)
where L denotes the second order linear differential operator
L =
n∑
i,j=1
aij∂xixj +
n∑
i=1
bi∂xi , aij =
1
2
[σσT ]ij . (2.5)
Using the Itoˆ’s formula, it is straightforward to show that if v ∈ C1,2([0, T ]×Rd) solves the above
PDE, then Y s,xt := v(t,X
s,x
t ) and Z
s,x
t := σ(X
s,x
t )
T∇xv(t,Xs,xt ) solves the following BSDE
dY s,xt = g(t,X
s,x
t , Y
s,x
t , Z
s,x
t )dt+ Z
s,x
t dBt, t ∈ [s, T ]× Rd; YT = φ(Xs,xT ). (2.6)
However, the more interesting result is the converse one, as shown in the next theorem [33], the
solution to BSDE (2.6) also solves the PDE in some sense.
Theorem 2.2. Let b, σ be uniformly Lipschitz continuous in x ∈ Rd, g be uniformly Lipschitz
continuous in (y, z) ∈ R × Rm (with respect to (t, x) ∈ [0, T ] × Rd) and φ be continuous. Then
(2.4) admits a unique viscosity solution v that can be represented by
v(t, x) ≡ Y t,xt , (t, x) ∈ [0, T ]× Rd, (2.7)
where (Y s,xt , Z
s,x
t ) be the unique adapted solution to (2.6). In the case where (2.4) admits a classical
solution, then the solution can be given by (2.7).
We remark that in the general case where the terminal condition of the BSDE in (2.1) involves
the states of Xt at finitely many time points, a PDE representation of the solution to (2.1) similar
to the system (2.4) can be established by inductively solving a branch of PDEs corresponding to
finitely many time intervals [35].
3 Numerical schemes
In this section, we propose three numerical schemes for solving the BSDE (2.1) under different
assumptions on the complexity of the driver g. All methods are motivated by a weak formulation
of (2.1) from the viewpoint of transposition solutions, which was introduced in [20].
We start our discussions by considering the following forward SDEs, whose solutions will work
as test functions in the framework of transposition solutions:
Given u ∈ L2F(Ω;L1(s, t;R)), w ∈ L2F(Ω;L2(s, t;Rm)) and η ∈ L2Fs(Ω;R), the following SDE
dSτ = uτdτ + wτdBτ , τ ∈ [s, t]; Ss = η, (3.1)
admits a unique solution Sτ for τ ∈ [s, t] in the sense of Itoˆ integral.
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Now suppose (2.1) admits a strong solution (Xt, Yt, Zt), then we can readily derive for any
t ∈ [s, T ] by applying the Itoˆ’s formula to the process StYt and taking the expectations:
E[StYt]− E[ηYs] =E
[ ∫ t
s
Sτg(τ,Xτ , Yτ , Zτ ) dτ
]
+ E
[ ∫ t
s
uτYτ dτ
]
+ E
[ ∫ t
s
wTτ Zτ dτ
]
, (3.2)
where we have used the fact that E[
∫ t
s
(
Yτwτ + SτZτ
)
dBτ ] = 0. Motivated by this formula, we
come naturally to the following weak formulation for the backward processes of (2.1).
Variational formulation: Find a pair (Yt, Zt) ∈ L2F(Ω;L2(0, T ;R)) × L2F(Ω;L2(0, T ;Rm))
such that identity (3.2) holds for all s, t ∈ [0, T ] with s ≤ t and (u,w, η) ∈ L2F(Ω;L1(s, t;R)) ×
L2F(Ω;L
2(s, t;Rm))× L2Fs(Ω;R).
A pair of adapted processes (Yt, Zt) satisfying the above variational formulation is called a
transposition solution to (2.1). It is clear that whenever (2.1) admits a strong solution, it coincides
with the transposition solution. We refer readers to [20] for the well-posedness of (2.1) in the sense
of transposition solutions, which was established without the Martingale representation theorem.
We remark that transposition solutions generalize the duality relationship between linear BSDEs
and SDEs (see, e.g. [33]) to nonlinear BSDEs, and consequently enables our construction of
numerical schemes for BSDEs with general filtration, which will not be discussed in this work.
We now propose some numerical schemes for solving the FBSDEs (2.1). It is important for us
to point out that we shall not intend to directly solve the PDE (2.4), but the nonlinear Faynman-
Kac formula that connects the solutions to FBSDEs and PDEs is the principal idea that suggests
us to construct our numerical schemes under the novel framework of transposition solutions.
Let 0 = t0 < t1 < · · · < tN = T be a time partition of [0, T ] with time stepsize ∆k+1 = tk+1−tk.
Motivated by the nonlinear Faynman-Kac formula, we can write
Ytk = v(tk, Xtk), Ztk = σ(Xtk)
T∇xv(tk, Xtk), k = 0, · · · , N,
for some function v. We now select a set of orthonormal basis {hi}∞i=1 in L2(Rd), then approximate
(Ytk , Ztk) for each discrete time point tk by
Yˆtk =
∞∑
i=1
αikhi(Xtk), Zˆtk =
∞∑
i=1
βikhi(Xtk). (3.3)
That is, we approximate v(tk, x) and σ(x)
T∇xv(tk, x) respectively by
vk =
∞∑
i=1
αikhi(x), w
k =
∞∑
i=1
βikhi(x) . (3.4)
Suppose pXtk , k = 0, 1, · · · , N , are the density functions of Xtk with pXtk > 0 almost every-
where and p−1Xtk are the reciprocals of pXtk (see e.g. [13] for the existence of such density functions
for Itoˆ diffusions). Then the orthonormality of {hi}∞i=1 implies
E[p−1Xtk (Xtk)hi(Xtk)hj(Xtk)] = δij ∀i, j ≥ 1, k = 0, 1, · · · , N . (3.5)
Next we discuss how to compute all the coefficients {αik} and {βik} in (3.3). First for tN = T ,
by representing the terminal condition of (2.1) in the form of (3.3), we derive from (3.5) that
αiN = E[p−1XT (XT )φ(XT )hi(XT )] =
∫
Rd
φ(x)hi(x) dx, i ≥ 1. (3.6)
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For each tk with k = N − 1, · · · , 1, 0, we consider (3.1) on [tk, tk+1]. Selecting u = 0, w =
0, η = hi(Xtk)p
−1
Xtk
(Xtk) in (3.1), we see Sτ = hi(Xtk)p
−1
Xtk
(Xtk) for τ ∈ [tk, tk+1]. Then we can
deduce from (3.2) and (3.5) that for i ≥ 1,
αik = E[p
−1
Xtk
(Xtk)hi(Xtk)Ytk+1 ]− E
[ ∫ tk+1
tk
p−1Xtk (Xtk)hi(Xtk)g(tτ , Xτ , Yτ , Zτ ) dτ
]
(3.7)
=
∞∑
j=1
E[p−1Xtk (Xtk)hi(Xtk)hj(Xtk+1)]α
j
k+1 − E
[ ∫ tk+1
tk
p−1Xtk (Xtk)hi(Xtk)g(tτ , Xτ , Yτ , Zτ ) dτ
]
.
The above derivation holds for any orthonormal basis {hi}. Now we choose {hi} to be the
indicator functions to further simplify the expression (3.7). Let Z be the set of all integers,
R := {xj | xj ∈ R, xj < xj+1, j ∈ Z, limj→±∞ xj = ±∞} be a spatial partition of the real axis R,
and Rd = ∏dj=1Rj be a partition of the Euclidean space Rd. For each i = (i1, · · · , id) ∈ Zd, let
Ii =
∏d
j=1(xij , xij+1] with size |Ii| =
∏d
j=1(xij+1 − xij ). Then we choose hi to be the indicator
function hi(x) = 1Ii(x)/
√|Ii| for i ∈ Zd. It is clear that {hi}i∈Zd is orthonormal in L2(Rd). We
remark that although the idea of representing the numerical solutions in terms of the piecewise
smooth basis is similar to discontinuous Galerkin methods for solving PDEs [30], our scheme is
essentially different since no stabilization terms are introduced to enforce the weak continuities of
the numerical solutions on the common faces between neighboring elements.
Next we give the detailed update of the coefficients {αik} for each k = N − 1, · · · , 1, 0. Define
P kij = E[p−1Xtk (Xtk)hi(Xtk)hj(Xtk+1)] ∀i, j ∈ Z
d,
then the Markov property of Xt implies that P
k = (P kij)i,j∈Z is a discrete version of the transition
semigroup (2.3) in the sense that for any i, j ∈ Zd, the following represention formula holds
P kij = 〈S(∆k+1)hj , hi〉L2(Rd), k = 0, 1, · · · , N − 1. (3.8)
In fact, for any k = 0, · · · , N − 1, we have
P kij = E[p−1Xtk (Xtk)hi(Xtk)hj(Xtk+1)] = E
[
E[p−1Xtk (Xtk)hi(Xtk)hj(Xtk+1) | Ftk ]
]
= E
[
p−1Xtk (Xtk)hi(Xtk)E[hj(Xtk+1) | Ftk ]
]
= E
[
p−1Xtk (Xtk)hi(Xtk)E
Xt [hj(X∆k+1)]
]
=
∫
Rd
hi(x)Ex[hj(X∆k+1)] dx = 〈S(∆k+1)hj , hi〉L2(Rd).
Furthermore, suppose the process Xt has a transition density p(t, x, y), then (2.3) and (3.8) yield
P kij =
1√|Ii| × |Ij |
∫∫
Ii×Ij
p(∆k+1, x, y) dxdy ∀i, j ∈ Zd, k = 0, 1, · · · , N − 1. (3.9)
Finally, based on whether the driver g involves the component Z, the integral in (3.7) is
approximated by different quadrature rules, which results in different algorithms.
Case 1: the driver g is independent of the component Z. In this case, we can derive an
explicit scheme for solving BSDE (2.1) and PDE (2.4).
Approximating the integral in (3.7) by the right endpoint rule yields that
E
[ ∫ tk+1
tk
p−1Xtk (Xtk)hi(Xtk)g(tτ , Xτ , Yτ ) dτ
]
≈ E[p−1Xtk (Xtk)hi(Xtk)g(tk+1, Xtk+1 , Yˆtk+1)]∆k+1
= E[p−1Xtk (Xtk)hi(Xtk)g(tk+1, Xtk+1 ,
∑
j∈Zd
αjk+1hj(Xtk+1))]∆k+1.
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Suppose Xt has the transition density p(t, x, y) and Xtk has the density pXtk , then using the
above expression and the joint density pXtk (x)p(∆k+1, x, y) of (Xtk , Xtk+1) we deduce that
E[
∫ tk+1
tk
p−1Xtk (Xtk)hi(Xtk)g(tτ , Xτ , Yτ ) dτ ]
≈ 1√|Ii|
(∫∫
R2d
pXtk (x)p(∆k+1, x, s)p
−1
Xtk
(x)1Ii(x)g(tk+1, s,
∑
j∈Zd
αjk+1√|Ij |1Ij (s)) dsdx
)
∆k+1
=
∆k+1√|Ii|
∑
j∈Zd
( ∫∫
Ii×Ij
p(∆k+1, x, s)g(tk+1, s,
αjk+1√|Ij |) dsdx)
≈∆k+1
∑
j∈Zd
(√
|Ij |P kij
)(
1
|Ij |
∫
Ij
g(tk+1, s,
αjk+1√|Ij |) ds
)
,
(3.10)
where we have used the representation formula (3.9) for P kij in the last approximation.
Therefore, using (3.7), (3.8) and (3.10), we come to the following scheme:
αik =
∑
j∈Zd
P kij
(
αjk+1 −∆k+1
1√|Ij |
∫
Ij
g(tk+1, s,
αjk+1√|Ij |) ds) ∀i ∈ Zd, k = 0, 1, · · · , N − 1, (3.11)
On the other hand, we can update the coefficients βk = {βik} of wk explicitly by
βk = σTDαk+1, k = 0, 1, · · · , N − 1, (3.12)
where D is a difference scheme of ∇x, e.g., the central difference or upwinding scheme.
Summarizing the above discussions, we come to the following explicit scheme.
Algorithm 1. For k = N,N − 1, · · · , 0, compute the coefficients αk, βk by the formulas (3.6),
(3.11) and (3.12). Then compute (Yˆtk , Zˆtk) (resp. (v
k, wk)) as in (3.3) (resp. (3.4)).
We remark that the above scheme was derived under the concept of transposition solutions.
As it is seen later, this helps us interpret it as an operator-splitting approximation of the variation
of constants formula (4.1), as well as derive high-order schemes for general BSDEs.
Case 2: the driver g involves the component Z. We shall propose a hybrid scheme and an
implicit scheme for solving BSDE (2.1) and PDE (2.4).
We first derive the hybrid scheme by using the left endpoint quadrature rule in (3.7) to get
E[
∫ tk+1
tk
p−1Xtk (Xtk)hi(Xtk)g(tτ , Xτ , Yτ , Zτ ) dτ ] ≈ E[p
−1
Xtk
(Xtk)hi(Xtk)g(tk, Xtk , Yˆtk , Zˆtk)]∆k+1
=E[p−1Xtk (Xtk)hi(Xtk)g(tk, Xtk ,
∑
j∈Zd
αjk√|Ij |1Ij (Xtk),
∑
j∈Zd
βjk√|Ij |1Ij (Xtk))]∆k+1
=
∆k+1√|Ii|
∫
Ii
g(tk, s,
αik√|Ii| , β
i
k√|Ii|) ds. (3.13)
We can compute the coefficients βk explicitly by (3.12). This, along with (3.7) and (3.8), yields
a scheme which solves the following equation for the coefficient αk (with Pij from (3.8)):
αik =
(∑
j∈Zd
P kijα
j
k+1
)
− ∆k+1√|Ii|
∫
Ii
g(tk, s,
αik√|Ii| , β
i
k√|Ii|) ds ∀i ∈ Zd, k = 0, · · · , N − 1 . (3.14)
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The above discussions lead to the hybrid scheme that is implicit in Y and explicit in Z.
Algorithm 2. For k = N,N − 1, · · · , 0, compute the coefficients αk, βk by the formulas (3.6),
(3.14) and (3.12). Then compute (Yˆtk , Zˆtk) (resp. (v
k, wk)) as in (3.3) (resp. (3.4)).
Alternatively, replacing αk+1 in (3.12) by αk, along with (3.14), suggests us to compute the
coefficients (αk, βk) for k = 0, · · · , N − 1 as follows: βk = σTDαk and
αik =
(∑
j∈Zd
P kijα
j
k+1
)
− ∆k+1√|Ii|
∫
Ii
g(tk, s,
αik√|Ii| , β
i
k√|Ii|) ds, i ∈ Zd . (3.15)
This leads to the following implicit scheme.
Algorithm 3. For k = N,N − 1, · · · , 0, compute the coefficients αk, βk by the formulas (3.6)
and (3.15). Then compute (Yˆtk , Zˆtk) (resp. (v
k, wk)) as in (3.3) (resp. (3.4)).
We end this section with an important remark about some differences and similarities among all
these algorithms proposed above. Based on the structure of the driver g, we shall employ different
schemes to achieve the better balance between the numerical stability and the computational
costs. For FBSDEs whose drivers are Lipschitz in Y but independent of Z, the explicit Algorithm
1 shall be adopted. The hybrid Algorithm 2 is for FBSDEs whose drivers are Lipschitz in Z with
a Lipschitz or monotone dependence on Y , while the implicit Algorithm 3 can be used for the
general case, in particular for FBSDEs whose drivers are monotone in Y and locally Lipschitz and
of polynomial growth in Z. In the next section, we shall perform a careful convergence analysis
for the first two algorithms.
Apart from the aforementioned differences, as we will see from our analyses in Section 4, the
constructions of our above schemes can be interpreted as a combination of difference approxima-
tions in time and operator-splitting methods for the variation of constants formula (4.1). This
interpretation enables us to derive systematically high-order schemes based on high-order split-
ting of the variation of constants formula. Moreover, in all these numerical algorithms we use P k
to represent the semigroup S(∆k+1), which in general refers to the semigroup associated with a
Markov process; see e.g. [32]. An empirical point of view is that for a Markov process Xt with
state space E and a partition {Ek}∞k=1 of E, i.e.,
⋃∞
k=1Ek = E, we have the transition probability
P kij = P (X∆k+1 ∈ Ej |X0 ∈ Ei).
We finally remark that in this work we focus our attention on the numerical methods for the
FBSDEs whose variation of constants formulas admit differentiable mild solutions; see [16] and
[33] for sufficient conditions. This motivates us to propose difference schemes to approximate the
martingale process Z based on the the nonlinear Faynman-Kac formula. For general FBSDEs,
one may construct numerical schemes based on Malliavin Monte Carlo weights to approximate
the Z process as suggested in [6] and [34].
4 Convergence analysis
In this section, we recall the concept of a mild solution to the PDE (2.4) and establish the
convergence of our numerical solution vkh to the mild solution v. We will analyze the convergence
of our Algorithms 1 and 2 introduced in Section 3, for the case where the driver g is independent
of the component Z, and satisfies a uniformly Lipschitz continuity or maximal monotonicity in
the component Y , respectively. For both cases, we shall perform the convergence analysis first for
the temporal discrete scheme and then for the fully discrete scheme.
We start the discussion by deriving a variation of constants formula for (2.1) from the vari-
ational identity (3.2). For the Markovian case, i.e., YT = φ(XT ), we have Yt = v(t,Xt) and
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Zt = β(t,Xt) for t ∈ [0, T ). Let h be an arbitrary bounded integrable function on Rd and pXt be
the probability density function of the Markov process Xt.
Choosing u = 0, η = 0 and w = p−1Xt (Xt)hi(Xt) in (3.1), we have Sτ = p
−1
Xt
(Xt)h(Xt)(Bτ −Bt),
and then derive from (3.2) that
β(t, x)h(x) ≈ E[p−1Xt (Xt)h(Xt)v(τ,Xτ )(Bτ −Bt)]
≈ E[p−1Xt (Xt)h(Xt)∂xv(τ,Xτ )(dXτ )(dBτ )] = σ(x)T∇xv(t, x)h(x) + o(|τ − t|),
consequently we see β(t, x) = σ(x)T∇xv(t, x) and Zt = σ(Xt)T∇xv(t,X) for t ∈ [0, T ).
Similarly, we get Sτ = p
−1
Xt
(Xt)h(Xt) by choosing u = w = 0 and η = p
−1
Xt
(Xt)hi(Xt)) in (3.1),
then we can derive from (3.2) that
v(t, x)h(x) = E[p−1Xt (Xt)h(Xt)Ys]− E[
∫ s
t
p−1Xt (Xt)hi(Xt)g(tτ , Xτ , Yτ , Zτ ) dτ ]
=
(
S(s− t)v(s, x)−
∫ s
t
S(τ − t)g(τ, x, v(τ, x), σ(x)T∇xv(τ, x))) dτ
)
h(x),
where {S(t)}t≥0 is the transition semigroup associated with Xt defined as in (2.3). Therefore, we
infer v satisfies the integral equation: v(T, x) = φ(x) for x ∈ Rd, and for all t, s ∈ [0, T ), s ≤ t,
v(s, x) = S(t− s)v(t, x)−
∫ t
s
S(τ − s)g(τ, x, v(τ, x), σ(x)T∇xv(τ, x)) dτ, (4.1)
The integral equation (4.1) is called a variation of constants formula for (2.1) and a function
v satisfying (4.1) is said to be a mild solution to (2.4). Furthermore, we refer to [29] for the
sufficient conditions under which a mild solution is a classical solution to (2.4), and to [16, 17]
for the applications of mild solutions on numerical analysis and optimal control. We remark that
similar integral representation of the solution to (2.1) has been established in [24, 28] through a
probabilistic argument.
In the rest of this section, we assume the existence and uniqueness of the mild solution v
and establish the convergence of our numerical solution to v. For the sake of simplicity, we only
consider the case with a uniform partition of [0, T ] (resp. Rd) with time stepsize ∆t (resp. with
mesh size h), but the results can be easily generalized to a non-uniform regular partition.
The following discrete Gronwall inequality will be used frequently in our subsequent analysis.
Lemma 4.1. If three nonnegative sequences {ai}, {bi} and {ci} satisfy that ai−1 ≤ (1 + ci)ai + bi
for i ≥ 1, then it holds for n ≥ 0 that
max
0≤i≤n
an ≤ exp
( n∑
i=1
ci
)(
an +
n∑
i=1
bi
)
.
4.1 Convergence for a uniformly Lipschitz continuous driver g
In this section, we demonstrate that our numerical solution from Algorithm 1 provides a good
approximation to the mild solution v(t) for a Lipschitz continuous driver g. We shall first perform
the convergence analysis for the semi-discrete scheme and then for the fully discrete scheme.
4.1.1 Convergence of the semi-discrete scheme
We shall carry our analysis under the following assumptions:
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Assumption 1.
(a) The family {S(t)}0≤t≤T of operators is a strongly continuous semigroup of bounded linear
operators on L2(Rd), i.e., limt→0 ‖S(t)f − f‖ = 0 for all f ∈ L2(Rd).
(b) The terminal condition φ ∈ L2(R) and h(·) := g(0, ·, 0) ∈ L2(Rd).
(c) There exists a unique mild solution v ∈ C([0, T ];L2(Rd)) to (4.1).
Also, we consider the driver g to be uniformly Lipschitz continuous.
Assumption 2. There exists a constant L > 0 such that
‖g(t1, ·, u(·))− g(t2, ·, v(·))‖ ≤ L(|t1 − t2|+ ‖u− v‖) ∀(t1, u), (t2, v) ∈ [0, T ]× L2(Rd).
For our subsequent analysis, we introduce a semi-discrete version of Algorithm 1 (Section 3):
vn = S(∆t)T (∆t)vn+1, n = 0, · · · , N − 1; vN = φ, (4.2)
where operator T (∆t) is defined explicitly for any given v ∈ L2(Rd):
T (∆t)v(x) := v(x)−∆tg(tn+1, x, v(x)) for a.e. x ∈ Rd. (4.3)
For each n = 0, · · · , N − 1, the local truncation error of the scheme (4.2) at tn+1 is defined by
Rn+1∆t (x) = v(tn, x)− S(∆t)T (∆t)v(tn+1, x) for a.e. x ∈ Rd. (4.4)
The following lemma illustrates the Lipschitz property of operator T (∆t), which can be verified
readily by using the Lipschitz continuity of g.
Lemma 4.2. Under Assumption 2, for any given ∆t > 0, the operator T (∆t) is a Lipschitz
continuous operator from L2(Rd) into L2(Rd) in the sense that
‖T (∆t)v − T (∆t)w‖ ≤ (1 + L∆t)‖v − w‖ ∀v, w ∈ L2(Rd).
Now we are ready to conclude the consistency and convergence of the scheme (4.2).
Theorem 4.3. Under Assumptions 1 and 2, the scheme (4.2) is consistent in the sense that
N−1∑
n=0
‖Rn+1∆t ‖ → 0 as N →∞. (4.5)
Moreover, the solution vn of the scheme converges to the mild solution v in the sense that
max
0≤n≤N
‖v(tn)− vn‖ → 0 as N →∞.
Proof. Rearranging the terms in (4.4) leads to
v(tn, x) = S(∆t)T (∆t)v(tn+1, x) +R
n+1
∆t (x) for a.e. x ∈ Rd. (4.6)
Then for almost every x ∈ Rd, subtracting (4.6) from the scheme (4.2), we obtain
|v(tn, x)− vn(x)| = |S(∆t)T (∆t)v(tn+1, x)− S(∆t)T (∆t)vn+1(x) +Rn+1∆t (x)|
≤ |S(∆t)T (∆t)v(tn+1, x)− S(∆t)T (∆t)vn+1(x)|+ |Rn+1∆t (x)|.
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Taking L2-norm on both sides of the above expression and using the boundedness of S(t) and
Lemma 4.2, we have the following estimate of the numerical error:
‖v(tn)− vn‖ . (1 + ∆t)‖v(tn+1)− vn+1‖ + ‖Rn+1∆t ‖, n = 0, 1 · · · , N − 1, (4.7)
from which, the discrete Gronwall inequality and the condition v(T ) = vN it follows that
max
0≤n≤N
‖v(tn)− vn‖ . ‖v(T )− vN‖ +
N−1∑
n=0
‖Rn+1∆t ‖ =
N−1∑
n=0
‖Rn+1∆t ‖.
Now we can easily see that it suffices to establish the consistency (4.5) in order to conclude
the convergence of (4.2). From (4.1), (4.2) and (4.4), we deduce for almost every x ∈ Rd that
Rn+1∆t (x) =∆tS(∆t)g(tn+1, x, v(tn+1, x))−
∫ tn+1
tn
S(τ − tn)g(τ, x, v(τ, x)) dτ
=
∫ tn+1
tn
S(∆t)
(
g(tn+1, x, v(tn+1, x))− g(τ, x, v(τ, x))
)
dτ
+
∫ tn+1
tn
(
S(∆t)− S(τ − tn)
)
g(τ, x, v(τ, x)) dτ
≤
∫ tn+1
tn
S(∆t)
(|g(tn+1, x, v(tn+1, x))− g(τ, x, v(τ, x))|) dτ
+
∫ tn+1
tn
(
S(∆t)− S(τ − tn)
)|g(τ, x, v(τ, x))| dτ
:=An(x) +Bn(x).
Using the inequality for Bochner integral, the boundedness of S(t) and the Lipschitz continuity
of g, we obtain the following estimates:
‖An‖ ≤
∫ tn+1
tn
‖S(∆t)∣∣g(tn+1, ·, v(tn+1, ·))− g(τ, ·, v(τ, ·))∣∣‖ dτ
.
∫ tn+1
tn
|tn+1 − τ |+ ‖v(tn+1)− v(τ)‖ dτ,
‖Bn‖ ≤
∫ tn+1
tn
‖(S(∆t)− S(τ − tn))|g(τ, ·, v(τ, ·))|‖ dτ.
Since {S(t)}t≥0 is a strongly continuous semigroup on L2(Rd) and the mild solution v ∈
C([0, T ];L2(Rd)), for any given  > 0, there exists 0 < t0 <  independent of N , such that for any
∆t < t0, we have
‖v(tn+1)− v(τ)‖ < , ∀τ ∈ [tn, tn+1].
We can immediately obtain from the above estimates that for any ∆t < t0,
N−1∑
n=0
‖Rn+1∆t ‖ ≤
N−1∑
n=0
(‖An‖ + ‖Bn‖) . T + N−1∑
n=0
∫ tn+1
tn
‖(S(∆t)− S(τ − tn))|g(τ, ·, v(τ, ·))|‖ dτ,
from which it suffices for us to establish
N−1∑
n=0
∫ tn+1
tn
‖(S(∆t)− S(τ − tn))|g(τ, ·, v(τ, ·))|‖ dτ = ∫ T
0
f(τ) dτ → 0 as N →∞, (4.8)
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where f(τ) :=
∑N−1
n=0 ‖
(
S(∆t) − S(τ − tn)
)|g(τ, ·, v(τ, ·))|‖1[tn,tn+1)(τ) for τ ∈ [0, T ]. In fact, As
v ∈ C([0, T ];L2(Rd)) and S(t) are bounded, we obtain for each τ ∈ [0, T ] that
f(τ) . ‖g(τ, ·, v(τ, ·))‖ ≤ ‖g(τ, ·, v(τ, ·))− g(0, ·, 0)‖ + ‖g(0, ·, 0)‖ ≤ L(τ + ‖v(τ)‖) + ‖g(0, ·, 0)‖.
Moreover, for any fixed τ ∈ [0, T ], we know τ ∈ [tn, tn+1] for some n and g(τ, ·, v(τ, ·) ∈ L2(Rd).
Also we note that tn+1−τ ≤ ∆t, hence it follows from the strong continuity of S(t) that f(τ)→ 0
as N →∞. Now the Dominated Convergence Theorem concludes (4.8) directly.
4.1.2 Convergence of the fully discrete scheme
Now we proceed to investigate the convergence of our fully discrete Algorithm 1 to the mild
solution v satisfying the variation of constants formula (4.1). Given a uniform spatial partition
{Ij}j∈Zd of Rd with mesh size h, we define the projection operator Ph mapping f ∈ L2(Rd) to the
piecewise constant function Phf by
Phf(x) =
∑
j∈Zd
αj1Ij (x), x ∈ Rd, with αj = αj(f) =
1
|Ij |
∫
Ij
f(x) dx ∀j ∈ Zd.
Since {Ij}j∈Zd are disjoint hypercubes, Phf is well-defined. And it is easy to verify by the
definition that the projection operators {Ph}h>0 are positive and satisfy
‖Ph‖L(L2(Rd)) ≤ 1 ∀h > 0.
With this projection operator, we now define two operators for any given h > 0 and ∆t > 0:
Sh(∆t) = PhS(∆t), Th(∆t) = PhT (∆t)Ph, (4.9)
where S(∆t) is the transition semigroup associated with Xt defined as in (2.3) and T (∆t) is the
explicit Euler scheme operator defined as in (4.3).
Then our fully discrete Algorithm 1 in Section 3 can be reformulated as:
vnh = Sh(∆t)Th(∆t)v
n+1
h , n = 0, · · · , N − 1; vNh = Phφ. (4.10)
We further require the mild solution satisfies a stronger regularity in order to study the con-
vergence of the scheme (4.10).
Assumption 3.
There exists a unique mild solution v ∈ C([0, T ];L2(Rd)) ∩B([0, T ];H1(Rd)) to (2.4).
Our main result of this section is the following convergence theorem for Algorithm 1.
Theorem 4.4. Under Assumptions 1 and 3, the solution of the scheme (4.10) converges to the
mild solution v of (2.4) in the sense that
max
0≤n≤N
‖v(tn)− vnh‖ → 0 as ∆t→ 0 and h = O(∆tα) for some α > 0.
Proof. From the fact that for each n = 0, · · · , N and ∆t, h > 0:
‖v(tn)− vnh‖ ≤ ‖v(tn)− Phv(tn)‖ + ‖Phv(tn)− vnh‖ . h sup
t∈[0,T ]
‖v(t)‖H1(Rd) + max
0≤n≤N
‖Phv(tn)− vnh‖,
we can easily see that it suffices to establish that as ∆t→ 0 and h = O(∆tα) for some α > 0
max
0≤n≤N
‖Phv(tn)− vnh‖ → 0. (4.11)
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Using the definition (4.4) of the local truncation error Rn+1∆t at tn+1 and (4.10), we can obtain
a point-wise estimate for any given x in Rd that
Phv(tn, x)− vnh(x) = Ph
(
S(∆t)T (∆t)v(tn+1, x) +R
n+1
∆t (x)
)− vnh(x)
= PhS(∆t)T (∆t)v(tn+1, x)− Sh(∆t)Th(∆t)vn+1h (x) + PhRn+1∆t (x)
=
(
PhS(∆t)PhT (∆t)Phv(tn+1, x)− Sh(∆t)Th(∆t)vn+1h (x)
)
+ PhR
n+1
∆t (x)
+PhS(∆t)T (∆t)v(tn+1, x)− PhS(∆t)PhT (∆t)Phv(tn+1, x). (4.12)
Then we readily see from the boundedness of S(h), Ph and the Lipschitz continuity of T (h) that
‖Phv(tn)− vnh‖ .(1 + L∆t)‖Phv(tn+1)− vn+1h ‖ + ‖Rn+1∆t ‖
+ ‖S(∆t)T (∆t)v(tn+1)− S(∆t)PhT (∆t)Phv(tn+1)‖.
Now let us choose p to be the smallest integer such that p ≥ max{ 1α , 2} and q to be the Ho¨lder
conjugate of p. Then it follows from Ho¨lder’s inequality for sums that
‖Phv(tn)− vnh‖p .(1 + L∆t)‖Phv(tn+1)− vn+1h ‖p + ‖Rn+1∆t ‖p
+ ‖S(∆t)T (∆t)v(tn+1)− S(∆t)PhT (∆t)Phv(tn+1)‖p,
which along with the discrete Gronwall inequality and vNh = Phφ gives
max
0≤n≤N
‖Phv(tn)− vnh)‖p . ‖Phφ− vNh ‖p +
N−1∑
n=0
‖Rn+1∆t ‖p
+
N−1∑
n=0
‖S(∆t)T (∆t)v(tn+1)− S(∆t)PhT (∆t)Phv(tn+1)‖p
=
N−1∑
n=0
‖Rn+1∆t ‖p +
N−1∑
n=0
‖S(∆t)T (∆t)v(tn+1)− S(∆t)PhT (∆t)Phv(tn+1)‖p.
We then proceed to estimate the last two terms in the above expression. We first observe that
the consistency (4.5) of the time discretization in Theorem 4.3 implies
N−1∑
n=0
‖Rn+1∆t ‖p ≤ ( max0≤n≤N−1 ‖R
n+1
∆t ‖)p−1
(N−1∑
n=0
‖Rn+1∆t ‖
) ≤ (N−1∑
n=0
‖Rn+1∆t ‖
)p → 0 as ∆t→ 0.
On the other hand, it follows from the linearity of Ph and S(∆t) that
S(∆t)T (∆t)v(tn+1)− S(∆t)PhT (∆t)Phv(tn+1)
=S(∆t)
(
T (∆t)v(tn+1)− v(tn+1)
)− S(∆t)Ph(T (∆t)Phv(tn+1)− Phv(tn+1))
+ S(∆t)
(
v(tn+1)− Phv(tn+1)
)
.
(4.13)
Note the definition of T (∆t) at t = tn+1 implies that T (∆t)v(x)− v(x) = −∆tg(tn+1, x, v(x))
for any v ∈ L2(Rd) and x ∈ Rd, from which we derive for any x ∈ Rd that
|S(∆t)(T (∆t)v(tn+1)− v(tn+1))− S(∆t)(T (∆t)Phv(tn+1)− Phv(tn+1))|
.∆tS(∆t)|g(tn+1, x, v(tn+1, x))− g(tn+1, x, Phv(tn+1, x))|,
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which, along with the boundedness of S(∆t) and Lipschitz continuity of g implies that
N−1∑
n=0
‖S(∆t)(T (∆t)v(tn+1)− v(tn+1))− S(∆t)(T (∆t)Phv(tn+1)− Phv(tn+1))‖p
.
N−1∑
n=0
(∆t)p‖v(tn+1)− Phv(tn+1)‖p.
We then readily derive from (4.13) and Ho¨lder’s inequality that as ∆t→ 0 and h = O(∆tα)
N−1∑
n=0
‖S(∆t)T (∆t)v(tn+1)− S(∆t)PhT (∆t)Phv(tn+1)‖p
.
N−1∑
n=0
‖S(∆t)(T (∆t)v(tn+1)− v(tn+1))− S(∆t)(T (∆t)Phv(tn+1)− Phv(tn+1))‖p
+
N−1∑
n=0
‖S(∆t)(I − Ph)v(tn+1)‖p
.(hp(∆t)p−1 + hp− 1α )T
(
sup
t∈[0,T ]
‖v(t, ·)‖H1(Rd)
)p → 0 .
The above analyses enable us to conclude that as ∆t→ 0 and h = O(∆tα)
max
0≤n≤N
‖Phv(tn)− vnh)‖p → 0,
which implies (4.11) and completes our proof.
4.2 Convergence for a maximal monotone driver g
In this section, we demonstrate the numerical solution of Algorithm 2 (Section 3) provides a
good approximation to the mild solution v(t) under the assumption that the driver is independent
of the component Z and satisfies a maximal monotonicity. We shall first rigorously analyze the
convergence of the semi-discrete scheme and then the fully discrete scheme.
4.2.1 Convergence of the semi-discrete scheme
We shall consider the driver g to be locally Lipschitz continuous and maximal monotone.
Assumption 4.
(a) For any given constant c ≥ 0, there exists a constant L(c) > 0 such that it holds for each two
pairs (t1, u), (t2, v) ∈ [0, T )× L2(Rd) with ‖u‖ ≤ c, ‖v‖ ≤ c that
‖g(t1, ·, u(·))− g(t2, ·, v(·))‖ ≤ L(c)
(|t1 − t2|+ ‖u− v‖).
(b) There exists γ ∈ R such that the driver g satisfies the monotonicity:
(g(t, x, v)− g(t, x, w))(v − w) ≥ γ|v − w|2 ∀(t, x, v), (t, x, w) ∈ [0, T )× Rd × Rd . (4.14)
(c) The driver g satisfies the range condition:
Range(I + λg(t, x, ·)) = R ∀(t, x) ∈ [0, T )× Rd, λ > 0. (4.15)
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We remark that the range condition (4.15) ensures the solvability of the implicit scheme (3.14).
For our subsequent analysis, we introduce a semi-discrete version of Algorithm 2 (Section 3):
vn = T (∆t)S(∆t)vn+1, n = 0, · · · , N − 1; vN = φ, (4.16)
where operator T (∆t) is defined implicitly for any given t ∈ [0, T ) and v ∈ L2(Rd):
[T (∆t)v](·) + ∆tg(t, ·, [T (∆t)v](·)) = v(·). (4.17)
For each n = 0, · · · , N − 1, we define the local truncation error of the scheme (4.16) at tn+1 as:
Rn+1∆t (x) = v(tn, x)− T (∆t)S(∆t)v(tn+1, x) for a.e. x ∈ Rd. (4.18)
The following Lipschitz property of operator T (∆t) is essential for the stability of (4.16).
Proposition 4.5. Under Assumptions 1 and 4, operator T (h) is a (single-valued) Lipschitz con-
tinuous operator from L2(Rd) into L2(Rd) for small enough ∆t in the sense that for |γ|∆t ≤ 12 ,
‖T (∆t)v − T (∆t)w‖ ≤ (1 + 2|γ|∆t)‖v − w‖ ∀v, w ∈ L2(Rd).
Proof. For any given ∆t ∈ (0, T ] and v, w ∈ L2(Rd), the range condition implies T (∆t)v, T (∆t)w 6=
∅. Let vˆ ∈ T (∆t)v, wˆ ∈ T (∆t)w, we can obtain from (4.14) that for almost every x in Rd,
|vˆ(x)− wˆ(x)|2 =(v(x)−∆tg(t, x, vˆ(x))− w(x) + ∆tg(t, x, wˆ(x))(vˆ(x)− wˆ(x))
=(v(x)− w(x))(vˆ(x)− wˆ(x))−∆t(g(t, x, vˆ(x))− g(t, x, wˆ(x)))(vˆ(x)− wˆ(x))
≤|v(x)− w(x)||vˆ(x)− wˆ(x)| −∆tγ|vˆ(x)− wˆ(x)|2,
which along with the fact that 11+γ∆t ≤ 11−|γ|∆t ≤ 1 + 2|γ|∆t for |γ|∆t ≤ 12 implies
‖vˆ − wˆ‖ ≤ (1 + 2|γ|∆t)‖v − w‖. (4.19)
To establish that for any given t ∈ [0, T ), T (∆t) maps L2(Rd) into L2(Rd), we first introduce
the functions w0(x) = g(t, x, 0) and h(x) = g(0, x, 0) for x ∈ Rd. It follows from the Lipschitz
continuity of g and the integrability of h that
‖w0‖ ≤ ‖h‖ + ‖w0 − h‖ ≤ ‖h‖ + L(0)t,
which implies w0 ∈ L2(Rd). Therefore, for any vˆ ∈ T (∆t)v with v ∈ L2(Rd), by noticing that the
zero function 0 ∈ T (∆t)w0, we see from (4.19) that for |γ|∆t ≤ 12 ,
‖vˆ − 0‖ ≤ (1 + 2|γ|∆t)‖v − w0‖.
Now we can easily see from taking v = w in (4.19) that operator T (∆t) is single-valued.
An analogue of Theorem 4.3 concludes the consistency and convergence of the scheme (4.16).
Theorem 4.6. Under Assumptions 1 and 4, the scheme (4.16) is consistent in the sense that
N−1∑
n=0
‖Rn+1∆t ‖ → 0 as N →∞. (4.20)
Moreover, the solution vn of the scheme converges to the mild solution v in the sense that,
max
0≤n≤N
‖v(tn)− vn‖ → 0 as N →∞.
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Proof. Rearranging terms in (4.18) leads to
v(tn, x) = T (∆t)S(∆t)v(tn+1, x) +R
n+1
∆t (x) for a.e. x ∈ Rd. (4.21)
Then for almost every x in Rd, subtracting (4.21) from the scheme (4.16), we obtain that
|v(tn, x)− vn(x)| = |T (∆t)S(∆t)v(tn+1, x) +Rn+1(x)− T (∆t)S(∆t)vn+1(x)|
≤ |T (∆t)S(∆t)v(tn+1, x)− T (∆t)S(∆t)vn+1(x)|+ |Rn+1(x)|.
Taking L2-norm on both sides of the above expression and using the boundedness of S(∆t) and
Lemma 4.5, we have the following estimate of the numerical errors: for |γ|∆t ≤ 12 ,
‖v(tn)− vn‖ . (1 + 2|γ|∆t)‖v(tn+1)− vn+1‖ + ‖Rn+1∆t ‖,
from which, the discrete Gronwall inequality and the condition vn = v(T ) = φ it follows that
there exists t1 > 0 such that for any ∆t < t1,
max
0≤n≤N
‖v(tn)− vn‖ . ‖v(T )− vN‖ +
N−1∑
n=0
‖Rn+1∆t ‖ =
N−1∑
n=0
‖Rn+1∆t ‖.
Now we can readily see that it suffices to establish the consistency (4.20) in order to conclude
the convergence of (4.16). Since the mild solution satisfies (4.1), we obtain for any given x ∈ Rd:
v(tn, x) = S(∆t)v(tn+1, x)−
∫ tn+1
tn
S(τ − tn)g(τ, x, v(τ, x)) dτ
−∆tg(tn, x, v(tn, x)) +
∫ tn+1
tn
g(tn, x, v(tn, x)) dτ,
which along with the definition of T (∆t) gives
v(tn, x) = T (∆t)
{
S(∆t)v(tn+1, x)−
∫ tn+1
tn
S(τ − tn)g(τ, x, v(τ, x)) dτ +
∫ tn+1
tn
g(tn, x, v(tn, x)) dτ
}
.
Subtracting (4.21) from the above equation, taking L2-norm on both sides, using the inequality
for Bochner integral and Lemma 4.5 we obtain for |γ|∆t ≤ 12 that
‖Rn+1∆t ‖ ≤ (1 + 2|γ|∆t)
∫ tn+1
tn
‖S(τ − tn)g(τ, ·, v(τ, ·))− g(tn, ·, v(tn, ·))‖ dτ
≤ (1 + 2|γ|∆t)
∫ tn+1
tn
‖(S(τ − tn)− I)g(τ, ·, v(τ, ·)) + (g(τ, ·, v(τ, ·))− g(tn, ·, v(tn, ·)))‖ dτ
≤ (1 + 2|γ|∆t)
∫ tn+1
tn
‖(S(τ − tn)− I)g(τ, ·, v(τ, ·))‖ + ‖g(τ, ·, v(τ, ·))− g(tn, ·, v(tn, ·))‖ dτ.
Now we estimate the last two terms in the above expression. Since the mild solution v ∈
C([0, T ];L2(Rd)), we have supt∈[0,T ] ‖v(t)‖ ≤ c for some constant c ≥ 0. Hence the locally Lipschitz
continuity of g implies that there exists L(c) > 0 such that
‖g(s, ·, v(s, ·))− g(t, ·, v(t, ·))‖ ≤ L(c)(|s− t|+ ‖v(s)− v(t)‖) ∀s, t ∈ [0, T ).
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Furthermore for any given  > 0, there exists 0 < t0 < min(, t1) such that for any ∆t < t0 and
τ ∈ [tn, tn+1], we have ‖v(τ)− v(tn)‖ < . These estimates directly imply for any ∆t < t0,
‖Rn+1∆t ‖ ≤
∫ tn+1
tn
‖(S(τ − tn)− I)g(τ, ·, v(τ, ·))‖ + ‖g(τ, ·, v(τ, ·))− g(tn, ·, v(tn, ·))‖ dτ
.
∫ tn+1
tn
‖(S(τ − tn)− I)g(τ, ·, v(τ, ·))‖ dτ + 2∆t,
from which it is clear that it suffices to establish
N−1∑
n=0
∫ tn+1
tn
‖(S(τ − tn)− I)|g(τ, ·, v(τ, ·))|‖ dτ = ∫ T
0
f(τ) dτ → 0 as N →∞, (4.22)
where f(τ) :=
∑N−1
n=0 ‖
(
S(τ − tn)− I
)|g(τ, ·, v(τ, ·))|‖1[tn,tn+1)(τ) for each τ ∈ [0, T ]. In fact, using
the facts that supt∈[0,T ] ‖v(t)‖ ≤ c for some constant c > 0, S(t) are bounded and g satisfies locally
Lipschitz continuity, we obtain for each τ ∈ [0, T ) that
f(τ) ≤ L(c)(τ + ‖v(τ)‖) + ‖g(0, ·, 0)‖,
then (4.22) follows from an argument using the strong continuity of S(t) and the Dominated
Convergence Theorem, which is similar to that in the proof of (4.8).
4.2.2 Convergence of the fully discrete scheme
In this section, we establish the convergence of the fully discrete Algorithm 2 to the mild
solution v satisfying the variation of constants formula (4.1). We shall perform our analysis under
the following extra assumption on the transition semigroup:
Assumption 5. The family {S(t)}0≤t≤T maps H1(Rd) into H1(Rd). And there exist a
function ρ(t) : (0,∞)→ (0,∞) and a real constant β > 0 with ρ(t) = O(t−β) as t→ 0 such that
‖S(t)f‖H1(Rd) ≤ ρ(t)‖f‖H1(Rd) ∀t > 0, f ∈ H1(Rd).
We remark that Assumption 5 is satisfied by a large class of Markov processes, including Itoˆ
diffusions associated with a uniformly elliptic operators L in divergence form [31], with β = 1/2.
For our subsequent analysis, we shall reformulate Algorithm 2 in Section 3 as:
vnh = Th(∆t)Sh(∆t)v
n+1
h , n = 0, · · · , N − 1; vNh = Phφ, (4.23)
where Th(∆t),Sh(∆t) are defined in (4.9) with T (∆t) replaced by the implicit Euler scheme (4.17).
With (4.23) in hand, we are now ready to conclude the convergence of Algorithm 2.
Theorem 4.7. Under Assumptions 1, 3, 4 and 5, the solution of the scheme (4.23) converges to
the mild solution v of (2.4). More precisely, we have
max
0≤n≤N
‖v(tn)− vnh‖ → 0 as ∆t→ 0 and h = O(∆tα) for some α > β,
where β is the constant given in Assumption 5.
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Proof. We can infer using the same argument as that of Theorem 4.4 that it suffices to establish
max
0≤n≤N
‖Phv(tn)− vnh‖ → 0 as ∆t→ 0 and h = O(∆tα) for some α > β. (4.24)
We see from the definition (4.18) and (4.23) that for almost every x ∈ Rd,
Phv(tn, x)− vnh(x) = Ph
(
T (∆t)S(∆t)v(tn+1, x) +R
n+1
∆t (x)
)− vnh(x)
= PhT (∆t)S(∆t)v(tn+1, x) + PhR
n+1
∆t (x)− PhT (∆t)PhS(∆t)vn+1h (x)
= Ph
(
T (∆t)S(∆t)v(tn+1, x)− T (∆t)PhS(∆t)vn+1h (x)
)
+ PhR
n+1
∆t (x).
Then taking the L2-norm, using the boundedness of S(∆t) and the Lipschitz continuity of T (∆t),
we deduce that there exists t1 > 0 such that for any ∆t < t1 and n = 0, · · · , N − 1:
‖Phv(tn)− vnh‖ .(1 + |γ|∆t)‖PhS(∆t)vn+1h − S(∆t)v(tn+1)‖ + ‖Rn+1∆t ‖
≤(1 + |γ|∆t)‖PhS(∆t)vn+1h − PhS(∆t)Phv(tn+1)‖
+ ‖PhS(∆t)Phv(tn+1)− S(∆t)v(tn+1)‖ + ‖Rn+1∆t ‖
.(1 + |γ|∆t)‖Phv(tn+1)− vn+1h ‖ + ‖PhS(∆t)Phv(tn+1)− S(∆t)v(tn+1)‖ + ‖Rn+1∆t ‖.
Now let us choose p to be the smallest integer such that p > max{(α − β)−1, 2} and q to be
the Ho¨lder conjugate of p. Note this choice of p ensures p− α−1 > 0 and (1− βα−1)p− α−1 > 0.
Then Ho¨lder’s inequality for sums asserts that
‖Phv(tn)− vnh‖p . (1 + ∆t)‖Phv(tn+1)− vn+1h ‖p + ‖PhS(∆t)Phv(tn+1)− S(∆t)v(tn+1)‖p + ‖Rn+1∆t ‖p.
By further applying the discrete Grownwall inequality to the above estimate, we obtain that
max
0≤n≤N
‖Phv(tn)− vnh)‖p . ‖Phφ− vNh ‖p +
N−1∑
n=0
‖PhS(∆t)Phv(tn+1)− S(∆t)v(tn+1)‖p +
N−1∑
n=0
‖Rn+1∆t ‖p
≤
N−1∑
n=0
(‖PhS(∆t)(I − Ph)v(tn+1)‖p + ‖(I − Ph)S(∆t)v(tn+1)‖p)+ N−1∑
n=0
‖Rn+1∆t ‖p.
We then bound the last three terms in the above expression. First one has that as h = O(∆tα)
‖PhS(∆t)(I − Ph)v(tn+1)‖p . hp−
1
α∆t‖v(tn+1)‖pH1(Rd),
‖(I − Ph)S(∆t)v(tn+1)‖p . hp−
1
α∆t‖S(∆t)v(tn+1)‖pH1(Rd).
Moreover, we obtain from the consistency (4.20) of time discretization that
N−1∑
n=0
‖Rn+1∆t ‖p ≤ ( max0≤n≤N−1 ‖R
n+1
∆t ‖)p−1
(N−1∑
n=0
‖Rn+1∆t ‖
) ≤ (N−1∑
n=0
‖Rn+1∆t ‖
)p → 0 as ∆t→ 0.
These analyses along with Assumption 5 lead to the estimate:
max
0≤n≤N
‖Phv(tn)− vnh)‖p
.
N−1∑
n=0
hp−α
−1
∆t‖v(tn+1)‖pH1(Rd) +
N−1∑
n=0
hp−α
−1
∆t
(
ρ(∆t)
)p‖v(tn+1)‖pH1(Rd) + (N−1∑
n=0
‖Rn+1∆t ‖
)p
.hp−α−1T
(
sup
t∈[0,T ]
‖v(t)‖H1(Rd)
)p
+ h(1−βα
−1)p−α−1T
(
sup
t∈[0,T ]
‖v(t)‖H1(Rd)
)p
+
(N−1∑
n=0
‖Rn+1∆t ‖
)p → 0
as ∆t→ 0 and h = O(∆tα), which enables us to conclude the desired result (4.24).
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5 Numerical experiments
In this section we shall present several numerical examples to demonstrate the effectiveness of
of Algorithm 2 in Section 3 for solving FBSDEs whose drivers are uniformly Lipschitz continuous
on Z but satisfy various regularity assumptions on Y .
For each example below, we shall take a computational domain such that the exit probability
of the forward process is as small as 10−3. The transition probability (3.8) and the spatial
derivatives in (3.12) are approximated by quadrature rules and central differences, respectively.
When analytic solutions are known, we examine the convergence of the numerical solution vh to
the exact solution v using relative L2-norm errors:
Eh(v) =
max0≤k≤N ‖vkh − v(tk)‖
max0≤k≤N ‖v(tk)‖ . (5.1)
We will also consider the accuracy of our numerical solution (Yˆ0, Zˆ0) at the initial time t = 0,
which is a commonly used criterion to check the performance of a numerical scheme for FBSDEs.
We remark that the drivers in Examples 1 and 2 have a Lipschitz dependence on the component
Y , hence a fixed point iterative method could be applied to solve the nonlinear equation (3.14) in
Algorithm 2, whereas in Example 3 the driver g is only locally Lipscthiz continuous with respect
to Y , therefore Newton’s method shall be utilized to solve the corresponding nonlinear equations.
Example 1. Consider the following FBSDE:
dXt = dBt, X0 = 0,
dYt =
(
− (pi2 )2(Yt − 1) + 2Zt)
(Yt − 1)2 +
(
Zt
pi/2
)2
+ 1
dt+ ZtdBt, YT = sin(
pi
2
(BT + T )) + 1.
The corresponding semilinear parabolic PDE (2.4) is given by v(T, x) = sin(pi2 (x+ t)) + 1 and
vt +
1
2
vxx =
(−(pi/2)2(v − 1) + 2vx)
(v − 1)2 + (2vx/pi)2 + 1 , (t, x) ∈ (0, T )× R. (5.2)
The analytic solution to this system is given by v(t, x) = sin(pi2 (x+ t)) + 1 for (t, x) ∈ [0, T ]× R.
We will take the terminal time T = 2 and the computational domain D = (−4, 4).
From the analytic solution, we know the exact value of (Y0, Z0) = (1,
pi
2 ). The relative L
2-norm
errors of vh, Yˆ0 and Zˆ0 respectively with different mesh sizes are shown in Table 1, illustrating a
first-order convergence of our scheme. Figure 1 (left) presents the numerical solution to (5.2) with
mesh size h = 0.01, which clearly captures the periodic behaviour of the exact solution.
h 0.08 0.04 0.02 0.01 0.005 0.0025
vh 0.1305 0.0654 0.0327 0.0163 0.0082 0.0041
Yˆ0 0.1445 0.0714 0.0355 0.0177 0.0088 0.0044
Zˆ0 0.0649 0.0346 0.0178 0.0090 0.0046 0.0023
Table 1: Relative errors of the value function v, Y0 and Z0 in Example 5.1.
Example 2. This example considers a FBSDE that models an option under a market with
a borrowing interest rate R and a (possibly different) return rate r of the bond [36] and three
different sets of parameters and terminal conditions: dXt = µXtdτ + σXtdBt, X0 = x0,dYt = (rYt + µ− r
σ
Zt + (R− r) min(Yt − Zt
σ
, 0)
)
dt+ ZtdBt.
(5.3)
20
Example 2.1: straddle with same interest rate, terminal condition YT = |XT −K| and the
following parameters [3]:
µ σ r R T x0 K
0.05 0.2 0.01 0.01 2 1 1
Table 2: Problem parameters in Example 2.1.
The analytic solution to the BSDE (5.3) is given by the Black-Scholes formula:
Yt = v(t,Xt) = Xt
(
2N(d1)− 1
)−Ke−r(T−t)(2N(d2)− 1),
Zt = σXt∂xv(v,Xt) = σXt
(
2N(d1)− 1
)
,
d1 =
log(Xt/K) + (r +
1
2σ
2)(T − t)
σ
√
T − t , d2 = d1 − σ
√
T − t.
(5.4)
We take the computational domain D = (0, 3.5). Table 3 lists the relative errors of vh with
different mesh sizes, which show a first-order convergence of our scheme.
h 0.08 0.04 0.02 0.01 0.005
vh 0.0377 0.0190 0.0096 0.0048 0.0025
Table 3: Relative errors of the value function v in Example 2.1.
We further study the accuracy of the numerical solution (Yˆ0, Zˆ0), where Yˆ0 approximates the
current fair price of the staddle. From the analytic solution (5.4), we obtain the exact value
(Y0, Z0) = (0.2233, 0.0336). We then demonstrate the convergence of the relative errors in Table
4 and plot the numerical value function with mesh size h = 0.01 in Figure 1 (middle).
h 0.04 0.02 0.01 0.005 0.0025 0.00125
Yˆ0 0.0112 0.0064 0.0034 0.0019 0.0011 0.0006
Zˆ0 0.3750 0.1875 0.0923 0.0476 0.0238 0.0119
Table 4: Relative errors of (Yˆ0, Zˆ0) in Example 2.1.
Example 2.2: Call option with different interest rates, terminal condition YT = max(XT −
K, 0) and the following parameters :
µ σ r R T x0 K
0.06 0.2 0.04 0.06 2 1 1
Table 5: Problem parameters in Example 2.2.
By the replicating strategy of a call option, we know the analytic solution is given by the
Black-Scholes formula evaluated with the interest rate R [14]:
Yt = v(t,Xt) = XtN(d1)−Ke−R(T−t)N(d2), Zt = σXt∂xv(t,Xt) = XtN(d1)σ,
d1 =
log(Xt/K) + (R+
1
2σ
2)(T − t)
σ
√
T − t , d2 = d1 − σ
√
T − t.
(5.5)
This is a nonlinear problem with a known analytic solution. we shall take the computational
domain D = (0, 4) to test our scheme. Table 6 lists the relative errors of vh with respect to
different mesh sizes, and indicates that for a non-smooth driver g and terminal condition φ, the
first-order convergence rate of vh may not be guaranteed.
h 0.08 0.04 0.02 0.01 0.005
vh 0.0335 0.0171 0.0093 0.0059 0.0047
Table 6: Relative errors of the value function v in Example 2.2.
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We then investigate the accuracy of the numerical solution of the current fair price. We infer
from (5.5) directly that the exact value of (Y0, Z0) is (0.1720, 0.1428). Table 7 lists their relative
errors and indicates a first-order convergence of both terms. Figure 1 (right) plots the numerical
value function with mesh size h = 0.01.
h 0.04 0.02 0.01 0.005 0.0025 0.00125
Yˆ0 0.0819 0.0413 0.0208 0.0105 0.0053 0.0027
Zˆ0 0.0581 0.0280 0.0140 0.0070 0.0035 0.0015
Table 7: Relative errors of (Yˆ0, Zˆ0) in Example 2.2.
We finally examine the impact of the computational domain on the numerical solutions. We
perform our computations with mesh size h = 0.00125 on the domain (0,M) with different M , and
list the relative errors of numerical solutions in Table 8, which illustrates that for the numerical
examples presented above, the computational domain (0, 4) is sufficiently large and the errors
caused by the domain truncation are almost neglectable.
M 3 4 5 6
Yˆ0 0.003040 0.002732 0.002728 0.002728
Zˆ0 0.002561 0.001502 0.001484 0.001484
Table 8: Relative errors of (Yˆ0, Zˆ0) for different computational domains in Example 2.2.
Figure 1: Numerical results of the value functions in Examples 1, 2.1 and 2.2 from left to right.
Example 2.3: Call combination with different interest rates, terminal condition YT = max(XT−
K1, 0)− 2 max(XT −K2, 0) and the following parameters :
µ σ r R T x0 K1 K2
0.06 0.2 0.04 0.06 2 1 0.95 1.05
Table 9: Problem parameters in Example 2.3.
The solution to this example is not provided by the Black-Scholes formula. The nonlinearity
of the driver g has a real impact on the value function v and also Y0. A reference price suggested
in [14] is Y0 = 0.0295. We shall price this option with the computational domain (0, 4). Table
10 contains the numerical solutions Yˆ0 with respect to different mesh sizes, and illustrates a good
agreement between our results and the reference price.
h 1/32 1/64 1/128 1/256 1/512 1/1024
Yˆ0 0.02849 0.02920 0.02943 0.02951 0.02955 0.02956
Table 10: Numerical prices of the call combination.
Example 3. We end this section by considering a nonlinear FBSDE whose driver g is locally
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Lipschitz continuous and maximal monotone on the component Y :
dXt = dBt, X0 = 0,
dYt =
(
Y 3t −
pi2
8
(Yt − 1) + Zt −
(
sin(
pi
2
(Bt + t)) + 1
)3)
dt+ ZtdBt,
YT = sin(
pi
2
(BT + T )) + 1.
The corresponding semilinear parabolic PDE (2.4) is given by v(T, x) = sin(pi2 (x+ t)) + 1 and
vt +
1
2
vxx = v
3 − pi
2
8
(v − 1) + vx −
(
sin(
pi
2
(x+ t)) + 1
)3
, (t, x) ∈ (0, T )× R,
whose analytic solution is the same as that to (5.2).
We take the computational domain D = (−4, 4). Table 11 contains the relative L2-norm errors
of vh, Yˆ0 and Zˆ0 respectively with respect to different mesh sizes, which indicates a first-order
convergence of our method.
h 0.04 0.02 0.01 0.005 0.0025 0.00125
vh 0.09303 0.04323 0.02082 0.01022 0.005060 0.002518
Yˆ0 0.1240 0.0571 0.0274 0.0135 0.0067 0.0033
Zˆ0 0.1429 0.0646 0.0308 0.0150 0.0075 0.0037
Table 11: Relative errors of the value function v, Y0 and Z0 in Example 5.3.
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