Introduction

23
The ability to observe coherent surface-wave signal from the stacked cross-correlation of 24 background noise recorded at different stations is essential to improve our resolution of Earth 25 structure via seismic imaging. Surface waves generated by earthquakes are best observed 26 at teleseismic distances, where the body-and surface-wave packets are well separated, and,
27
owing to different geometrical spreading, surface waves are much more energetic than body 
u(x, t) = S(x, ω) cos(ωt + φ),
where the constant phase delay φ is proportional to source-receiver distance, and the ampli- 
(By virtue of eq. (2), t d is negative when energy propagates from y to x (0 < θ < π/2) and 121 positive when energy propagates from x to y.)
122
Let us substitute (3) and (4) into (1), so that 
It is convenient to substitute z = ωτ , to find 
which can be simplified if one notices that 
and finally 129 ωT −ωT sin(z) cos(z)dz = sin 2 (z)
where the notation [f (z)] B A = f (B) − f (A).
130
After substituting the expressions (8), (9) and (10) 
It then follows from simple trigonometric identities (cosine of the sum, sine of the sum) that .
This expression can be simplified if one considers that the size 2T of the cross-correlation 
and
where the summation is over the sources, φ i is the phase delay associated with source i, 148 and the time delay t i d between stations x and y also changes with source azimuth, hence the 149 superscript i. In analogy with sec. 2.1, we next substitute (14) and (15) into (1), and
Let us consider the "cross-terms" (cross-correlations between cos(ωτ +φ i ) and cos 
2.3 Continuous distribution of sources
160
Eq. (17) can be further generalized to the case of a continuous distribution of sources,
where we have introduced the function ρ(t d , ω), describing the density of sources as a function 162 of inter-station delay t d , or, which is the same (recall eq. (2)), azimuth θ. Integration is 163 accordingly over t d , and the integration limits correspond, through eq. (2), to the interval of 164 possible azimuths, from 0 to π. ρ is also a function of ω, as signal generated by differently 165 located sources generally has a different frequency content. To keep the notation compact,
166
we have incorporated the continuous version of the source term S i (x, ω)S i (y, ω)/2 from eq.
167
(17) in the source density function ρ(t d , ω).
168
In analogy with earlier formulations of ambient-noise theory, we require the source dis-169 tribution to be uniform with respect to azimuth θ. To find the corresponding (not constant) 
where g(ω)/2π is the normalized value of uniform azimuthal source density, selected so that its integral between 0 and 2π is exactly g(ω). The factor g(ω) serves to remind us that source 175 amplitude generally changes with frequency. After replacing
or
which is the expression of ρ = ρ(t d , ω) corresponding to azimuthally uniform source density. 
The negative-and positive-time contributions to C xy are usually referred to as anticausal and 182 causal, respectively. (21)), can be rewritten −∆x sin(θ)dθ/v, while the limits of integration 0, ∆x/v correspond to azimuth θ = π/2, 0, 189 respectively, hence, using the symmetry of the cosine,
(Recall that positive t d corresponds to azimuth 0 < θ < π/2, while the opposite holds for the 
We then replace sin(θ) = cos(θ − π/2) and change the integration variable θ = θ + π/2,
and after substituting z with ω∆x/v,
The 0-order Struve function also has an integral form
which coincides with eq. (12.1.7) of Abramowitz and Stegun [1964] at order 0 and substituting
200
Γ(1/2) = √ π, with Γ denoting the Gamma function. We replace, again, z with ω∆x/v, and
with the operator mapping complex numbers to their imaginary part. It follows from (28) 202 and (30) that
and substituting into (24):
Following 
and from eqs. (12.1.34) and (9.2.2) of Abramowitz and Stegun [1964] ,
with Y 0 denoting the 0-order Bessel function of the second kind.
210
Substituting equations (33) and (34) into (32),
Comparing eq. (35) to (13), we note a phase-shift π/4 between the cross-correlated signal 212 generated by a teleseismic event aligned with the two stations, and that obtained from the term at the right hand side of eq. (22), which after the variable change from t d to θ becomes
To express also this integral in terms of Bessel and Struve functions, we first notice that
for an arbitrary function f . From eq. (36) it then follows that
Similar to eq. (27) in section 2.4.1, we next replace cos(θ) = sin(θ + π/2) in expression (29) for the Struve function, and change the integration variable
Making use of eq. (39), and of expression (26) for the Bessel function J 0 , with z = ω∆x/v,
227
in (38),
where only the sign of H 0 at the right-hand side has changed with respect to eq. (32). We
i.e. the negative-time phase-shift is symmetric to the positive-time one, in agreement with band of interest into a set of closely-spaced frequencies ω i identified by the subscript i, and
243
(ii) combining different-frequency contributions by integration around each frequency ω i and 244 summation over i, so that
where ε ω i . It is convenient to introduce the notation ψ = ω(∆x/v + t) − π/4, and, since ε is small, replace it with its Taylor expansion around ω i , i.e. (41) + (35), with interstation distance of 500 km and wave speed of 3 km/s. C xy resulting from the direct implementation of (41) + (35) is denoted by a solid line. We compare it with the result of applying eq. (17) to model C xy from the combined effect of 1000, far, sinusoidal (with 4-s period) out-of-phase sources located at 200 different, uniformly distributed azimuths from the station couple. Finally, we also compute C xy from eq. (16) (crosses), neglecting the cross-terms i = k; a slight decay, with increasing lag, in the latter estimate of C xy is caused by the finite length of the time-integral in the implementation of (16). Amplitudes have been normalized. All modeled cross-correlations are perfectly in phase.
where [f (ω)] ω i denotes the value of any function f evaluated at ω = ω i . We rewrite eq. (42) 248 accordingly, and find after some algebra that the integral at its right hand side
(valid in the assumption that S be a smooth function of ω). If one introduces a function
it follows that dψ dω takes the compact form
we finally substitute it into (44) and substitute the resulting expression into (42), to find
Each term at the right-hand side of eq. (47) is the product of a wave of frequency ω and 253 speed v(ω) with one of frequency ε ω and speed v g (ω i ). Ensemble-averaged cross-correlations for two Swiss stations (Fig. 3a) are shown in Fig. 3b .
322
At long period (compared to interstation distance divided by wave speed) the causal and with a ∆t-long record at station i (Fig. 4a, with ∆t=2 hours) . After whitening, this is 335 multiplied with the simultaneous ∆t-long recording made at another station j (Fig. 4b) , 336 resulting in the cross-spectrum, or spectrum of the cross-correlation between the two ∆t-long 337 records (Fig. 4c ). This procedure is repeated for all available ∆t-intervals in the year, which 338 are then stacked together, i.e. ensemble-averaged (Fig. 4d) . The resulting quantity is usually 
Importantly, both equations (48) and (49) 
Eq. (50) can be solved for v,
and we now have an array of possible measurements of phase velocity at the frequency ω i ,
359
each corresponding to a different value of n. Implementing (51) at all observed values of ω i ,
360
an array of dispersion curves is found. Much like in the case of FRY (section 3.1), a criterion 361 must then be established to select a unique curve.
362
Importantly, the observation of ω i on ensemble-averaged cross-spectra like the one of equally spaced, and spacing must be selected so that "splined" coherency is sufficiently smooth 368 (Fig. 4d) .
369
Equations (48) and (49) are rarely satisfied by seismic ambient noise as observed in the 370 real world. At a given time, the wavefield associated with ambient noise is not diffuse.
371
The procedure of ensemble-averaging over a long time serves precisely to mimic a diffuse 372 wavefield by combining non-diffuse ones. Yet, there are important systematic effects that 373 ensemble-averaging does not remove: in Europe, for example, most of the recorded seismic noise is generated in the Atlantic Ocean [Stehly et al., 2006 [Stehly et al., , 2009 Verbeke et al., 2012b] , and the requirement of an azimuthally uniform source distribution is accordingly not met.
376
Presumably, scattering partly compensates for that, but the nonzero observed imaginary part 377 of the coherency shown e.g. in Fig. 4d indicates that the problem remains [e.g., Cox , 1973] .
378
The imaginary part should converge to zero if one ensemble-averages not only over time, but 379 also over station-pair azimuth [e.g., Weemstra et al., 2012], but then information on lateral
380
Earth structure would be lost.
381
It is practical to focus the analysis on zero crossings, rather than measuring the overall fit 382 between J 0 and measured coherency. The latter depends on the power spectrum of the noise 383 sources, of which we know very little, and can be affected importantly by data processing 2006 into day-long intervals and ensemble-averaging the resulting day-long cross-correlations.
391
We apply the AKI method of section 3.2 to continuous records associated with the sta- neighboring intervals to make sure that no coherent signal traveling from station to station 397 is neglected [Seats et al., 2012; Weemstra et al., 2012] . This results in as many as 45 spectra 398 per day.
399
In Fig. 6 we compare our new phase-velocity measurements with those of Verbeke et al.
400
[2012a] for three example station pairs. A visual analysis (which we repeated on many more 401 pairs) suggests that the two methods provide very similar results.
402
To evaluate quantitatively their level of consistency, we first expand FRY dispersion curves a second histogram (Fig. 8a) where the misfit is averaged within ∼0.3 • interstation-distance 417 bins. In Fig. 8b the misfit is likewise averaged within 2-mHz increments spanning the whole 418 frequency range of interest. Fig. 8a shows that FRY has a tendency to give slightly higher 
428
The combined effect of short ∆x and low frequency is perhaps better illustrated in Fig. 9a , 
