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Resumo—O aparecimento do protocolo de comunicac¸a˜o IPv6
introduziu um novo paradigma de comunicac¸a˜o, denominado
anycast (um-para-um-de-muitos). Este novo paradigma, utiliza o
conceito de grupo, a` semelhanc¸a do que acontece com o multicast,
mas em oposic¸a˜o a este, a informac¸a˜o e´ enviada apenas para
um dos membros do grupo (tipicamente o mais pro´ximo) e na˜o
para todos. Embora ja´ se tenham passado alguns anos desde o
seu aparecimento , o anycast tem sofrido uma lenta evoluc¸a˜o,
contribuindo para esta situac¸a˜o o facto de na˜o existir ainda um
protocolo normalizado, que permita a`s aplicac¸o˜es usar de forma
generalizada este paradigma de comunicac¸a˜o.
Tradicionalmente as soluc¸o˜es para o problema de
encaminhamento anycast sa˜o simplesmente baseadas no
encaminhamento unicast sem alterac¸o˜es. No entanto, e tratando-
se de um paradigma que usa o conceito de grupo, e´ de esperar
que os protocolos de encaminhamento multicast, ou alguma
variante destes, possam vir a constituir uma boa soluc¸a˜o para
a implementac¸a˜o do anycast ao nı´vel da rede. O presente
artigo apresenta um levantamento de propostas relacionadas
com o tema e propo˜e um novo protocolo de encaminhamento
anycast baseado no protocolo PIM-SM (Protocol Independent
Multicast -Sparse Mode), denominado Tree-based Anycast
Protocol (TAP). As alterac¸o˜es propostas ao protocolo PIM-SM
sa˜o apresentadas na especificac¸a˜o do sistema, tendo sido o seu
correto funcionamento aferido recorrendo ao Network Simulator
2 (ns-2.35).
Palavras-chave:Anycast, Encaminhamento, Redes, IPv6, PIM-
SM, TAP.
I. INTRODUC¸A˜O
O protocolo de comunicac¸a˜o IPv6 incluı´ treˆs paradigmas
de comunicac¸a˜o - o unicast, o multicast e o anycast. O
unicast e´ o mais comum, estimando-se que noventa por cento
do tra´fego seja de um para um. O tra´fego multicast (um-
para-muitos) surgiu como uma evoluc¸a˜o natural do antigo
broadcast (um-para-todos), onde a comunicac¸a˜o deixa de ser
”para todos”e aparece o conceito de grupo. Passa a ser possı´vel
comunicar com um grupo definido de utilizadores. O anycast
e´ originalmente proposto[1] a Novembro de 1993, sendo
particularmente u´til para implementar servic¸os que podem
ser disponibilizados por mu´ltiplos servidores. E´ atribuı´do um
u´nico enderec¸o anycast a todos os sistemas terminais que
disponibilize exatamente o mesmo servic¸o. Para os clientes
desse servic¸o, basta-lhes dirigir o pedido ao enderec¸o anycast
e esperar que um dos sistemas (e apenas um) lhe responda.
Do ponto de vista do servic¸o prestado e´ indiferente qual deles
e´, mas a escolha do sistema em melhores condic¸o˜es e´ um
problema de encaminhamento especı´fico da rede.
Os enderec¸os anycast sa˜o sintaticamente indistinguı´veis
dos enderec¸os unicast[2]. A lo´gica inerente a este tipo de
enderec¸amento e´ de um enderec¸o unicast em diferentes locais.
A ideia visa permitir a um provedor de servic¸os aumentar
a capacidade de balanceamento de carga, acrescentando um
novo servidor numa outra rede. Quando um utilizador requer
um determinado servic¸o, este e´ encaminhado para o servidor
mais pro´ximo da sua localizac¸a˜o (com menor custo), utilizando
o me´todo de encaminhamento do unicast.
Na Figura 1 e´ possı´vel observar um exemplo de uma
comunicac¸a˜o anycast. Um enderec¸o anycast u´nico e´ atribuı´do
aos treˆs provedores de servic¸os - Servidor Anycast
1, Servidor Anycast 2, Servidor Anycast 3.
Quando um Cliente Anycast deseja efetuar um pedido,
cria um pacote anycast (pacote que conte´m um enderec¸o
anycast como destino) e envia esse pacote para a rede.
Apo´s o envio do pacote ate´ a` recec¸a˜o por parte do servidor
mais pro´ximo, e´ levado a cabo um processo de selec¸a˜o
(normalmente o caminho de menor custo). Aquando da
recec¸a˜o do pacote anycast por parte do servidor mais
pro´ximo do cliente, e´ enviada a resposta ao pedido do cliente,
idealmente utilizando o enderec¸o anycast no campo de
origem de modo a evitar problemas na altura da recec¸a˜o do
pacote pelo cliente.
Figura 1: Esquema do encaminhamento anycast.
No encaminhamento global, o anycast prejudica a
agregac¸a˜o de rotas pois permite que um mesmo enderec¸o
aparec¸a associado a va´rias redes distintas. Como podemos
observar na Figura 1, e´ possı´vel ao Servidor Anycast 2
e ao Servidor Anycast 3 estarem em redes diferentes da
rede a que pertence o do enderec¸o anycast. Um encaminhador
que receba rotas relativas a estas redes, e´ facilmente iludido.
Para conseguir distingui-las, e´ necessa´rio adicionar entradas
separadas a todos os encaminhadores ao longo da rede. Utili-
zando o mesmo exemplo, caso os servidores se encontrem em
redes com enderec¸os dispares pode ser muito complicado (ou
mesmo impossı´vel) efetuar a agregac¸a˜o de rotas. E´ necessa´rio
um novo sistema para encaminhamento, para retirar partido do
potencial do anycast. Existem diversas propostas no sentido de
atacar esta problema´tica, mas existem ainda muitos problemas
por resolver[3][4][5][6][7][8].
Na˜o obstante ao problema da agregac¸a˜o das rotas, o
encaminhamento anycast possuı´ diversas caracterı´sticas inte-
ressantes. Uma das caracterı´sticas mais importantes do anycast
quando realizado na camada de rede e´ na˜o ser necessa´rio ao
cliente conhecer a topologia total da rede, o que lhe confere
uma enorme escalabilidade. Quando o Cliente Anycast
na Figura 1 faz um pedido, este e´ reencaminhado para o no´
mais pro´ximo dele (neste caso o Servidor Anycast 1).
A grande vantagem acontece quando por qualquer motivo (por
exemplo falha de hardware) o no´ onde habita o Servidor
Anycast 1 deixa de estar acessı´vel. Neste caso o seu pedido
sera´ na mesma respondido, mas por um servidor a uma maior
distaˆncia.
O anycast tem enumeras aplicac¸o˜es, das quais se desta-
cam os servic¸os dependentes da localizac¸a˜o, a descoberta de
servic¸os e o balanceamento de carga.
Atualmente, uma das mais populares aplicac¸o˜es sa˜o os
servic¸os dependentes da localizac¸a˜o. A escolha do servidor
mais pro´ximo do requerente do servic¸o e´ uma questa˜o cada
vez mais critica. Normalmente passa por apresentar uma lista
de servidores distribuı´dos por mu´ltiplos locais e oferecer o
poder de selec¸a˜o ao requerente do servic¸o. Com a utilizac¸a˜o
do anycast neste tipo de aplicac¸o˜es, garante-se que e´ feita
uma selec¸a˜o mais precisa para o encaminhamento do pedido.
Em vez de confiar no juı´zo do requerente, realiza-se um
encaminhamento mais transparente a partir de qualquer parte
do mundo. Com isto o anycast assume um papel essencial
pois permite escolher o no´ mais pro´ximo, fazendo assim com
que exista uma resposta mais ce´lere e eficaz.
Para ser possı´vel a descoberta de servic¸os, primeira-
mente e´ atribuı´do um enderec¸o anycast a um servic¸o, e de
seguida e´ atribuı´do aos no´s que suportam os servidores desse
mesmo servic¸o. Isto permite uma grande toleraˆncia a falhas na
rede, pois o pacote anycast sera´ reencaminhado para um outro
local apropriado. Este tipo de servic¸o assume uma grande
importaˆncia em redes com grande escalabilidade, como redes
mo´veis ad hoc ou de sensores, onde a sua topologia muda
constantemente. Nestas redes, mais importante que descobrir
os servic¸os, e´ saber que existe a disponibilidade para o obter.
Com o volume de tra´fego a aumentar diariamente na
Internet, a necessidade de providenciar a resposta por partes
dos servidores aos pedidos torna-se cada vez mais difı´cil.
Existem diversas opc¸o˜es de como melhorar a performance
do sistema (desde aumento da capacidade de processamento
ao aumento dos sistemas). Hoje em dia, a melhor opc¸a˜o e´
a distribuic¸a˜o de va´rios servidores por diferentes zonas (onde
se pretende providenciar o servic¸o). Os diferentes pedidos va˜o
sendo distribuı´dos pelos diferentes servidores fazendo com que
os pedidos na˜o sobrecarreguem somente uma rede. Diminui-se
ainda o tempo de resposta, pois o processamento de pedidos
e´ dividido pelos va´rios elementos do grupo.
A principal motivac¸a˜o do presente artigo e´ criar um pro-
tocolo de encaminhamento anycast inter-domı´nio, denominado
de Tree-based Anycast Protocol (TAP).
O artigo encontra-se divido em 5 secc¸o˜es. A pro´xima
secc¸a˜o apresenta um estudo dos trabalhos relacionados, ana-
lisando cada uma das propostas, realc¸ando os problemas que
estas conseguem resolver e os que ainda deixam em aberto.
Na secc¸a˜o 3 e´ apresentado o TAP, sendo especificadas as suas
principais vertentes. A secc¸a˜o 4 descreve a implementac¸a˜o do
TAP no NS-2, ilustrando o seu funcionamento com recurso a`
ferramenta NAM. E´ ainda realizada uma pequena comparac¸a˜o
com o principal protocolo da literatura estudada. Por fim, a
secc¸a˜o 5 apresenta as concluso˜es e o trabalho futuro.
II. TRABALHO RELACIONADO
A proposta GIA (Global IP Anycast)[3], tem como
caracterı´stica distintiva o facto de introduzir um novo sis-
tema de enderec¸amento, obrigando a uma mudanc¸a no IPv6.
Atrave´s do aparecimento do enderec¸o anycast, e´ possı´vel aos
encaminhadores reconhecer e tratar o tra´fego de acordo com
as especificac¸o˜es anycast. Utilizando o argumento de que um
sistema auto´nomo (SA) so´ devera´ possuir rotas para grupos
anycast que lhe interessam, os autores do GIA, propo˜em uma
divisa˜o em treˆs diferentes grupos - Grupo Interno, Grupo
Externo Popular e Grupo Externo Impopular.
Quando um domı´nio possuı´ um grupo anycast no seu
interior, e´ considerado um Grupo Interno. Como se trata de
encaminhamento intra-domı´nio, o nu´mero de rotas acrescen-
tadas a`s tabelas na˜o e´ crı´tico, possuindo no ma´ximo uma
entrada para cada servidor. Se um domı´nio deteta um nu´mero
significativo de utilizadores a aceder a um enderec¸o anycast
externo, catalogara´ esse servic¸o como Grupo Externo Popular.
Quando existe um grande interesse por parte dos utilizadores
do domı´nio num grupo anycast especifico, desencadeia-se uma
se´rie de procedimentos para tentar encontrar o melhor caminho
para esse grupo. O GIA define um novo pacote BGP[9], que
tem como objetivo obter o melhor caminho. O encaminhador
fronteira (border router) do domı´nio, envia o pacote, sendo
este reenviado atrave´s dos encaminhadores ate´ a sua validade
expirar (TTL < 0) ou um encaminhador responder a esse
pedido. Um encaminhador responde a um pedido de procura
se conhecer um caminho para o grupo melhor que o atual.
Quando o encaminhador que originou a mensagem recebe a
resposta, atualiza a sua tabela de encaminhamento anycast e
cria um tu´nel entre si e o encaminhador que respondeu. Os
pacotes anycast seguintes, passam a ser encaminhados atrave´s
do melhor caminho descoberto. Todos os outros grupos,
que na˜o interessam ao domı´nio, sa˜o considerados de Grupo
Externo Impopular. Assim, o domı´nio adiciona uma rota
padra˜o (default route), na˜o sobrecarregando as suas tabelas
de encaminhamento.
A proposta PIAS (Proxy IP Anycast Service)[4] , in-
troduz uma nova abordagem ao encaminhamento anycast, a
inclusa˜o de redes sobrepostas. A ideia e´ de distribuir um
grande nu´mero de proxys pela Internet, com o intuito de
resolver o problema de escalabilidade do encaminhamento
anycast ao nı´vel da camada de rede. Os proxys funcionam
como gestores da rede anycast, anunciando rotas para grupos
anycast atrave´s do BGP[9]. A responsabilidade da entrega
dos pacotes na˜o recai sobre os encaminhadores, sendo estes
entregues pelo proxy mais pro´ximo, atrave´s de encaminha-
mento unicast (Figura 2). As soluc¸o˜es baseadas em redes
sobrepostas nem sempre encaminham pelo melhor caminho,
mas consegue melhorar a escalabilidade. Com este sistema de
gesta˜o de tra´fego anycast, excluem-se as rotas de todo o grupo
das tabelas de encaminhamento dos encaminhadores normais,
introduzindo a melhor. Esta proposta alivia a carga colocada
nos encaminhadores, mas acarreta a implementac¸a˜o de um
grande nu´mero de proxies.
Figura 2: Arquitetura do PIAS.
O encaminhamento multicast e anycast possuem mui-
tas propriedades semelhantes, o que levou a que va´rios
investigadores estudassem a adaptac¸a˜o dos principais algo-
ritmos multicast para a realidade anycast. Um do traba-
lhos mais noto´rios nesta vertente[6], escolheu treˆs protocolos
(DVMRP[10], MOSPF[11] e PIM-SM[12]) e procedeu ao
estudo de uma possı´vel implementac¸a˜o. Os dois primeiros
protocolos consomem muitos recursos, sendo propostas para
serem aplicadas a pequenas redes. O u´ltimo protocolo (PIM-
SM) e´ um dos protocolos de encaminhamento mais utilizados
ao nı´vel global, com muitas vantagens sobre os principais
concorrentes. O facto de consumir poucos recursos e ser
desenhado para redes alargadas, constitui-se como o maior
candidato a` adaptac¸a˜o.
Num segundo artigo[7], os investigadores focaram-se na
adaptac¸a˜o do PIM-SM, para criar um protocolo de encami-
nhamento anycast denominado PIA-SM. O PIA-SM, mante´m a
lo´gica do seu protocolo base e constro´i a´rvores unidirecionais,
centradas num ponto de encontro (RP). O RP e´ a raiz da
a´rvore que une os membros do grupo. Ao contra´rio do que
acontece no multicast, o RP e todos os no´s da a´rvore partilhada
somente encaminham para uma das interfaces, a que possui
melhor me´trica (Figura 3). Quando o servidor recebe o pacote,
estabelece a ligac¸a˜o com o cliente, por unicast.
Figura 3: Encaminhamento dos pacotes anycast pelo PIA-SM
A implementac¸a˜o do PIA-SM, na˜o contempla o caso de
existir mais de que um cliente. Caso existam va´rios clientes
simultaneamente, o servidor escolhido e´ sempre o mesmo,
mesmo que esteja sobrecarregado. Uma outra variante do PIA-
SM[8] aborda este problema, introduzindo um outro campo a`
tabela de encaminhamento para ale´m da me´trica, campo esse
que tem em considerac¸a˜o o facto de o servidor estar ocupado.
O PIA-SM possui ainda uma u´ltima considerac¸a˜o a ser
feita, relativamente a` forma como e´ calculada a sua me´trica.
Como a me´trica e´ calculada quando os servidores se juntam
a` a´rvore partilhada, a me´trica obtida e´ relativa ao RP, o que
pode originar que o servidor escolhido na˜o e´ realmente o mais
pro´ximo do cliente, mas o mais pro´ximo do RP, adulterando
o princı´pio do encaminhamento anycast[2].
III. ESPECIFICAC¸A˜O DO TAP
O PIM-SM esta´ otimizado para redes com recetores
dispersamente distribuı´dos ao longo da rede. E´ designado
por independente do protocolo, pois ao contra´rio de ou-
tros protocolos de encaminhamento multicast na˜o depende
de nenhum protocolo de encaminhamento unicast especı´fico.
Constro´i a´rvores unidirecionais, centradas num ponto de en-
contro, normalmente designado por Rendezvous Point (RP).
O papel do RP e´ fundamental no protocolo, servindo de
ponto de encontro entre as fontes e os recetores. O facto de
utilizar um ponto de encontro para fazer esta ligac¸a˜o, permite
aos encaminhadores reduzirem o nu´mero de entradas, pois
simplesmente precisam de possuir a entrada (*,G). Devido
a esta caracterı´stica, a adaptac¸a˜o deste protocolo multicast a`
realidade anycast, parece ser muito vantajosa, tendo ja´ sido
realizadas algumas adaptac¸o˜es[7][8].
Um u´ltimo aspeto a diferenciar entre a metodologia
multicast e anycast, e´ a forma como decorre a comunicac¸a˜o.
Enquanto no tra´fego multicast, o grupo de clientes estabelece
ligac¸a˜o a uma fonte (ou a um conjunto de fontes), no caso de
tra´fego anycast a ligac¸a˜o e´ entre o cliente e o servidor mais
pro´ximo1. Comparando diretamente as duas metodologias, um
recetor (ou recetores) no multicast equipara-se a um grupo de
servidores no anycast, e a fonte no multicast equipara-se a um
cliente.
A. Atribuic¸a˜o do Enderec¸o Anycast a um Grupo
A primeira grande diferenc¸a entre o paradigma de
comunicac¸a˜o multicast e o paradigma de comunicac¸a˜o anycast
reside no facto de a primeira possuir um enderec¸amento
pro´prio e distinguı´vel dos enderec¸os unicast. Os enderec¸os
anycast sa˜o absolutamente indistinguı´veis dos enderec¸os
unicast[2], o que resulta num desafio extra para o seu
encaminhamento na rede. O desafio acontece porque um
encaminhador padra˜o2 na˜o consegue distinguir o tra´fego e
deste modo encaminha´-lo de forma distinta.
A abordagem seguida pelos autores de outra proposta
que se focou igualmente no PIM-SM[7], considera que o
enderec¸o anycast atribuı´do a um grupo e´ o enderec¸o unicast do
no´ inicial3. Quando um cliente efetuar um pedido, mesmo que
nunca passe por um encaminhador que implemente o protocolo
proposto (adiante designado por Encaminhador Anycast
(EA)), viajara´ sempre ate´ ao no´ inicial.
Um encaminhador anycast (EA) e´ um encaminhador
especial, que com um protocolo especı´fico anycast, consegue
identificar e encaminhar o tra´fego, como acontece no
multicast.
A criac¸a˜o de um esquema de enderec¸amento pro´prio
e´ uma alternativa a` abordagem anterior. O protocolo GIA[3]
defende que, para ser possı´vel um correto funcionamento do
paradigma de comunicac¸a˜o anycast, e´ necessa´rio conseguir
distinguir o enderec¸o anycast do unicast. A introduc¸a˜o deste
novo tipo de enderec¸o, dificulta a aceitac¸a˜o de um novo pro-
tocolo, pois o enderec¸amento utilizado e´ diferente do previsto
na norma (indistinguı´vel dos enderec¸os unicast). Apesar desta
desvantagem, as comunicac¸o˜es tornam-se mais seguras, pois
o enderec¸o unicast dos sistemas terminais nunca e´ conhecido.
Os clientes comunicam sempre para o enderec¸o do grupo, e
os servidores respondem com o enderec¸o de grupo no campo
de origem. Outra vantagem e´ o facto da reduc¸a˜o da carga
sobre um EA, pois reduz o nu´mero de pesquisas (lookup)
nas tabelas de encaminhamento. Um EA na primeira proposta
(enderec¸o indistinguı´vel do unicast), e´ obrigado a verificar
a tabela de encaminhamento anycast e, caso na˜o encontre
correspondeˆncia, tambe´m tem de verificar a tabela unicast para
reencaminhar um pedido.
Na implementac¸a˜o do sistema, foi escolhida a introduc¸a˜o
de um novo tipo de enderec¸amento anycast.
B. Escolha do Melhor Servidor
O paradigma de comunicac¸a˜o anycast necessita da
introduc¸a˜o de um fator de selec¸a˜o, que permita ao EA en-
1Servidor com melhor me´trica.
2Encaminhador que na˜o possui nenhum protocolo de encaminhamento
anycast.
3Primeiro servidor a ativar-se.
caminhar o tra´fego para o servidor mais capaz. Normalmente
esse fator utilizado e´ o nu´mero de saltos, entre o cliente e o
servidor.
Como a fixac¸a˜o de uma me´trica pode ser algo limitador,
e´ possı´vel definir o ca´lculo da me´trica de acordo com o desejo
do criador do grupo anycast. Esta me´trica pode passar por um
sem nu´mero de paraˆmetros como o nu´mero de saltos, largura
de banda, perda de pacotes, lateˆncia, carga atual do servidor,
fiabilidade do trajeto, entre outros. Alguns destes paraˆmetros
obrigam ao ca´lculo da me´trica pelo percurso fim-a-fim, onde
todos os no´s a atualizam. A equac¸a˜o 1 e´ um exemplo de uma
me´trica combinada, sendo calculada fim-a-fim, onde todos os
no´s (ao longo da a´rvore) atualizariam a me´trica.
Me´trica = f(N odeSaltos) ⊕ f(Carga do Servidor) ⊕
⊕ f(Largura de Banda Disponı´vel) (1)
Ao longo do capı´tulo, e´ adotado como me´trica, um
paraˆmetro fixo calculado previamente pelo servidor, de modo
a simplificar a sua explicac¸a˜o e implementac¸a˜o. O paraˆmetro
escolhido foi a carga total do servidor.
C. Descoberta de Encaminhadores Vizinhos
O funcionamento do protocolo baseia-se no facto que
todos os EA teˆm conhecimento dos caminhos possı´veis na
sua topologia. No PIM-SM sa˜o trocadas mensagens PIM
Hello, que funcionam como mensagens de reconhecimento de
vizinhos. A Figura 4 ilustra como se procede a localizac¸a˜o dos
vizinhos. Todos os encaminhadores EA trocam mensagens de
reconhecimento entre si (a laranja na Figura 4), sendo estas
enviadas para o enderec¸o multicast do segmento de rede. Com
todas as ligac¸o˜es identificadas, designa-se um encaminhador
responsa´vel (DR) pelo envio de mensagens perio´dicas de aviso
para o RP. Tal como no PIM-SM, o DR e´ eleito baseado no
enderec¸o lo´gico de cada interface, sendo escolhido o de maior
valor. Cada segmento da rede tem de possuir um DR, como
vemos na Figura 4.
Figura 4: Descoberta de vizinhos.
A`s mensagens de reconhecimento de vizinhos pode
ainda ser adicionado uma opc¸a˜o que permita autenticar os EA,
utilizando seguranc¸a ao nı´vel da rede (IPSec).
D. Criac¸a˜o da A´rvore Partilhada
A escolha do RP e´ uma das deciso˜es mais impor-
tantes deste tipo de protocolo, existindo diversos estudos
para otimizar o seu posicionamento[13][14]. Este e´ utilizado
como ponto de registo dos servidores, para proporcionar o
encaminhamento de pacotes. A construc¸a˜o da a´rvore partilhada
pode ser dividida em duas parcelas, o registo dos servidores
junto do EA mais pro´ximo da sua origem e deste com o RP.
O registo de um servidor anycast e´ semelhante ao
que acontece com os recetores no multicast. E´ gerada uma
mensagem de ligac¸a˜o ao grupo desejado, enviando esta men-
sagem para o EA mais pro´ximo. Como um administrador
pode pretender implementar mais do que um servidor (para o
mesmo grupo anycast) no mesmo segmento de rede, o EA deve
comunicar sempre com o enderec¸o de origem na mensagem de
registo. O enderec¸o de origem identifica o enderec¸o local do
servidor, sendo a componente inicial da mensagem de registo,
como podemos verificar na Figura 5.
Figura 5: Pacote da mensagem de registo.
O registo de um servidor anycast junto do RP e´ efetuado
pelo EA que e´ o DR no segmento de rede, aquando da recec¸a˜o
da mensagem de ligac¸a˜o na rede local (a laranja na Figura
6). O EA reage ao pedido de admissa˜o do novo servidor,
criando na tabela de encaminhamento anycast, uma entrada
(*,G). Atrave´s do envio sucessivo de mensagens de ligac¸a˜o
(equivalente ao join no PIM-SM, a azul na Figura 6) em
direc¸a˜o ao RP, constro´i-se um ramo da a´rvore partilhada. O
reenvio da mensagem de ligac¸a˜o serve-se sempre do no´ do
caminho mais curto ate´ ao RP, ao longo de cada segmento.
Figura 6: Criac¸a˜o da A´rvore Partilhada.
O papel desempenhado pelo encaminhador designado,
na˜o se esgota apenas na recec¸a˜o de pedidos e estabelecimento
das respetivas ligac¸o˜es, devendo acrescentar o enderec¸o do RP
para efetuar periodicamente notificac¸o˜es, de modo a conservar
o(s) servidor(es) ativo(s). Um EA apaga a entrada (*,G) e
retira o enderec¸o do RP da lista de notificac¸o˜es, quando esse
grupo na˜o lhe interessar. O interesse deste pode ser por ter um
membro diretamente ligado ou enta˜o servir de elo de ligac¸a˜o
para outros membros.
E. Criac¸a˜o da A´rvore Centrada no Cliente
Finalizado o processo da ativac¸a˜o dos servidores
anycast junto do RP, e´ agora possı´vel aos clientes efetuarem
pedidos. A Figura 7 ilustra o processo de descobrimento
dos servidores por parte dos clientes. Quando Cliente
1 (C1) deseja iniciar a comunicac¸a˜o com os servidores,
“encapsula” o pacote anycast de descoberta numa mensagem
unicast, enviando ate´ ao RP do grupo (a azul na Figura 7).
O facto de ser utilizado tra´fego unicast permite que outros
encaminhadores padra˜o sejam capazes de encaminhar o
tra´fego, mesmo na˜o possuindo percec¸a˜o do tra´fego anycast.
Ao receber o pacote, o RP “desencapsula” a mensagem e
envia o pacote anycast com auxı´lio da a´rvore partilhada do
grupo (a laranja na Figura 7)
Figura 7: Pedido de localizac¸a˜o por parte do Cliente 1.
Quando um cliente comec¸a o processo de localizac¸a˜o
dos servidores, um temporizador e´ iniciado, aguardando que
os servidores construam uma nova a´rvore centrada no cliente,
de modo a poder realizar pedidos. No caso do tempo se esgotar
sem nenhum servidor se conectar a si, e´ enviado um novo
pedido e reiniciado o temporizador.
Logo que o pacote de localizac¸a˜o alcanc¸a um servidor,
este calcula a sua carga total. Como acontece na mensagem
de registo na a´rvore partilhada, e´ enviado um pacote para o
EA mais pro´ximo. Sendo este processo replicado por todos
os servidores do grupo, garante-se que um cliente podera´
realmente escolher o servidor com menor carga. A Figura
8 ilustra a estrutura da mensagem para o registo na a´rvore
centrada no cliente, onde e´ possı´vel verificar uma alterac¸a˜o
no pacote, a inclusa˜o da me´trica do servidor.
Figura 8: Pacote da mensagem de registo na a´rvore centrada
no cliente.
Calculada a carga total para cada servidor no momento
atual, e´ altura de comutar da a´rvore partilhada para a a´rvore
centrada na fonte. Como e´ possı´vel verificar na Figura 9,
todos os servidores efetuam a ligac¸a˜o ao C1, anunciando a sua
me´trica. Inicialmente todos os servidores apresentam a mesma
carga, sendo escolhido o servidor que enviou a mensagem
primeiro. Na Figura, o C1 receberia primeiro a mensagem
do SA 1, pois este esta´ mais pro´ximo da sua localizac¸a˜o.
Figura 9: Criac¸a˜o da a´rvore centrada no cliente.
Quando um servidor decide centrar-se no cliente, o
encaminhador designado (DR) do seu segmento de rede,
comec¸a por adicionar uma entrada (C,G) a` sua tabela de
encaminhamento anycast. A constituic¸a˜o da nova entrada
possui uma grande diferenc¸a em relac¸a˜o ao comportamento
do PIM-SM. Enquanto o PIM-SM inicialmente coloca a 0
a flag SPT-BIT, aqui e´ colocada a 1, pois a comunicac¸a˜o
devera´ ser automaticamente comutada para a a´rvore centrada
no cliente.E´ enviado um pedido de exclusa˜o para o grupo em
direc¸a˜o ao RP, de modo a alerta-lo (e aos outros EA), que a
partir daquele momento a comunicac¸a˜o decorrera´ a atrave´s da
a´rvore de centrada no cliente.
A exemplo do que acontece na construc¸a˜o de uma
a´rvore partilhada, a a´rvore centrada no cliente deve adicionar
o enderec¸o do cliente a` lista de notificac¸o˜es perio´dicas. Os EA
entre o cliente e os servidores, devem atualizar/criar as suas
entradas (C,G) em conformidade com o seu funcionamento.
F. Abandono do Grupo por parte dos Servidores
O abandono por parte de um servidor do grupo pode
acontecer por dois motivos, por pedido do servidor ou por
na˜o efetuar a renovac¸a˜o da ligac¸a˜o.
Se o servidor decide abandonar o grupo, pode abandonar
por completo (a´rvore partilhada e todas as centradas no cliente
de que fac¸a parte) ou enta˜o simplesmente uma a´rvore centrada
no cliente. O primeiro caso esta´ normalmente relacionado
com o desejo de terminar todas as comunicac¸o˜es no sistema
terminal, comec¸ando o EA por percorrer todas a entradas
e remover a ligac¸a˜o de saı´da para o servidor. Caso o EA
verifique que a lista de interfaces de saı´da ficou vazia, deve
notificar o pro´ximo no´ do abandono, no´ do caminho mais curto
em relac¸a˜o ao destino final (RP para a´rvores partilhadas e
cliente para a´rvores centradas). O segundo caso pode acontecer
quando um servidor estiver com demasiadas comunicac¸o˜es
e decide abandonar alguns clientes para prestar um melhor
servic¸o. Esta considerac¸a˜o cabera´ sempre ao gestor dos servi-
dores. A aplicac¸a˜o, utilizada pelo cliente, devera´ enviar para
o RP, periodicamente, pedidos de localizac¸a˜o. O envio deste
pedido tem como objetivo na˜o deixar expirar o ramo de ligac¸a˜o
ao servidor e permitir a novos servidores efetuarem as suas
ligac¸o˜es.
A Figura 10 demonstra o pedido de abandono do SA 1
do grupo. Normalmente, quando um servidor abandona a rede,
e´ necessa´rio reiniciar o processo de descoberta de servidores.
Supondo que se trata de uma comunicac¸a˜o importante, o
tempo de resposta por parte dos servidores e´ minimizado.
Figura 10: Abandono por parte do SA 1
A arquitetura proposta, proporciona uma funcionalidade
que permite comutar automaticamente para outro servidor
anycast sem voltar a refazer o servic¸o de localizac¸a˜o. Tendo
o servidor SA 1 abandonado o grupo, passa a ser o servidor
com a segunda melhor me´trica ate´ enta˜o (SA 2), a responder
aos pedidos do C1, como podemos verificar pela Figura 11.
Figura 11: Resposta a pedido do C2 apo´s o abandono do SA
1
G. Atualizac¸a˜o da Me´trica de um Cliente por parte dos
Servidores
O balanceamento de carga e´ uma te´cnica consensual
para quem quer implementar um servic¸o e manter uniforme a
carga de trabalho dos seus sistemas terminais. Como o valor
do atraso na resposta dos sistemas terminais e´ proporcional a`
carga que eles suportam no momento, e´ necessa´rio repartir a
carga or va´rios sistemas terminais, para evitar possı´veis con-
gestionamentos. A soluc¸a˜o proposta engloba a possibilidade
de balanceamento de carga, atrave´s da atualizac¸a˜o da me´trica
do servidor.
A Figura 12 demonstra o cena´rio de quando a me´trica do
SA 2 se degrada. Esta degradac¸a˜o pode passar por va´rios fato-
res, como por exemplo estar a receber demasiados pedidos. O
SA 2 recalcula a sua me´trica e comunica-o ao EA 3. Por sua
vez, este verifica a sua tabela de encaminhamento e atualiza-a.
Sendo que a menor me´trica na˜o sofreu nenhuma alterac¸a˜o (SA
3 tinha a mesma me´trica), o EA 3 na˜o necessita de informar
o EA 2, o pro´ximo encaminhador em direc¸a˜o ao cliente. Se
houvesse uma alterac¸a˜o na menor me´trica, o EA 3 deveria
reenviar a mensagem de atualizac¸a˜o pelo caminho mais curto
em direc¸a˜o do C1, sendo o processo repetido em todos os
encaminhadores.
Figura 12: Alterac¸a˜o da me´trica do SA 3
Perante a atualizac¸a˜o da tabela de encaminhamento de
EA 3, este agora passa a direcionar os pacotes provenientes
do C1 para o SA 3. A Figura 11, demonstra o processo de
encaminhamento apo´s atualizac¸a˜o da me´trica, por parte do SA
2.
Figura 13: Comutac¸a˜o dos pedidos de C2 para SA 1
IV. IMPLEMENTAC¸A˜O E TESTE DO SISTEMA
A. Validac¸a˜o do Sistema
O sistema especificado na secc¸a˜o anterior, foi implemen-
tado com auxı´lio do simulador de rede NS-2.35[15]. O co´digo
implementado para este simulador e´ escrito em duas lingua-
gens orientadas a objetos, o C++ para as tarefas amiudamente
executadas (mais ra´pido) e o OTcl para o controlo de ac¸o˜es
(mais flexı´vel).
O co´digo base utilizado na implementac¸a˜o do sistema e´
baseado numa implementac¸a˜o do PIM-SM existente[16], o que
permitiu construir uma soluc¸a˜o mais completa. Apesar de esta
soluc¸a˜o possuir um classificador e um agente para o protocolo
PIM-SM, foi necessa´rio adapta´-la ao sistema especificado.
As classes classifier-pim.cc e classifier-pim.h
sa˜o responsa´veis pelo reenvio das mensagens entre no´s, sendo
escritas em C++. A implementac¸a˜o do agente do PIM.tcl
ocorre na classe PIM.tcl, escrita em OTcl, sendo esta
responsa´vel pela troca de mensagens entre os no´s, pela
implementac¸a˜o do algoritmo e a construc¸a˜o das tabelas de
encaminhamento.
O classificador implementado na abordagem base[16],
reenvia os pacotes de acordo com os enderec¸os de origem
e o destino (grupo). Ao receber um pacote, o classificador
verifica a sua tabela e encaminha os pacotes para todas as
interfaces(no´s) nele registados. Como no tra´fego anycast e´
necessa´rio escolher de acordo com os enderec¸os de origem
e destino mais a me´trica, foi necessa´rio acrescentar essa
possibilidade. O me´todo de encaminhamento multicast (para
todos) foi conservado, sendo utilizado para as mensagens de
descoberta de servidores. Foi necessa´rio criar uma nova estru-
tura, com um par de campos interligados, me´trica e respetivo
no´. Assim, quando cada servidor se centrar no cliente, cria uma
nova entrada, com a sua respetiva me´trica. O encaminhamento
passa a ser efetuado de acordo com o no´ com melhor me´trica,
passando o cliente a comunicar com um u´nico servidor. A
Figura 14 mostra os campos constituintes do novo classificador
anycast.
Figura 14: Composic¸a˜o do classificador anycast.
Os me´todos tradicionais do PIM-SM para a manutenc¸a˜o
das a´rvores (partilhada e centrada) tiveram que sofrer
alterac¸o˜es, para que passassem a contemplar a me´trica nas
suas mensagens. A classe PIM.tcl sofreu va´rias alterac¸o˜es
nas suas principais func¸o˜es (join-group, leave-group, recv-
join, entre outras), para passar a tratar o tra´fego segundo
o encaminhamento anycast. Foi ainda necessa´rio incluir um
novo tipo de mensagem de atualizac¸a˜o, na˜o disponı´vel no
protocolo base. Quando um no´ recebe uma mensagem de
atualizac¸a˜o, atualiza a me´trica do no´ que originou a mensagem
e verifica se o valor mı´nimo se alterou. Tendo este valor
sido alterado, e´ enviado enta˜o uma mensagem para o no´
seguinte, em direc¸a˜o ao destino, RP e/ou cliente(s). O processo
descrito e´ repetido sucessivamente ate´ que a me´trica mı´nima
na˜o seja alterada ou chegue ao destino. De modo a proceder
a criac¸a˜o da nova mensagem de atualizac¸a˜o, foi necessa´rio
modificar a classe packet.h e mcast_ctrl.cc. Para
finalizar, foi necessa´rio implementar duas aplicac¸o˜es, para os
clientes e servidores, de modo a simular o comportamento
especificado no capı´tulo anterior. A nova aplicac¸a˜o no cliente,
efetua pedidos de descoberta de localizac¸a˜o ate´ receber a
primeira mensagem de resposta de um servidor, passando
de seguida a enviar pedidos para o servidor com a melhor
me´trica. A aplicac¸a˜o que corre nos servidores responde aos
pedidos vindos dos clientes automaticamente, simulando o
comportamento real de servidor, divulgando somente o seu
enderec¸o anycast.
O cena´rio utilizado para explicar o sistema na secc¸a˜o
anterior, foi implementado para testar a soluc¸a˜o, com o auxı´lio
de uma aplicac¸a˜o de suporte do NS, o NAM. O NAM e´ uma
ferramenta de animac¸a˜o, que permite criar topologias e visua-
lizar a animac¸a˜o dos pacotes durante o seu encaminhamento.
O primeiro passo foi criar a topologia e de seguida os no´s,
que seriam clientes, servidores ou simples encaminhadores.
Finalizada a implementac¸a˜o, e´ altura de dar indicac¸o˜es aos
no´s para efetuarem a sua ligac¸a˜o, abandono ou atualizac¸a˜o
no instante de tempo pretendido. A Figura 15 demonstra o
encaminhamento dos pacotes do C1 para o SA 1, o servidor
com melhor me´trica.
Figura 15: Resposta do pedido do C1 pelo SA 1.
A falha (ou abandono) durante a comunicac¸a˜o de um ser-
vidor e´ sempre um problema para a rede, sendo muitas vezes
necessa´rio voltar a iniciar a comunicac¸a˜o. A implementac¸a˜o
efetuada permite a fa´cil comutac¸a˜o de um servidor para outro,
de modo a minimizar o tempo perdido. A Figura 16 capta
o momento em que o SA 1 deixa de poder atender o C1,
podendo-se verificar a imediata comutac¸a˜o para o SA 2.
As ligac¸o˜es ao longo da Internet, esta˜o constantemente a
alterar a sua qualidade. O protocolo implementado preveˆ essa
situac¸a˜o, podendo, a qualquer momento, um servidor proceder
a` atualizac¸a˜o da sua me´trica em relac¸a˜o a qualquer no´. Quando
o SA 2, no cena´rio anterior, veˆ que a sua ligac¸a˜o deteriorou-
se, procede a atualizac¸a˜o da sua me´trica. Na Figura 17 e´
possı´vel verificar o encaminhamento apo´s a atualizac¸a˜o por
parte do SA 2, passando o tra´fego a ser encaminhado o SA
3.
O cena´rio elaborado permite testar o correto comporta-
mento do TAP implementado e exequibilidade da proposta.
Figura 16: Resposta do pedido do C1 comuta do SA 1 para
o SA 2.
Figura 17: Resposta do pedido do C1 comuta do SA 2 para
o SA 3.
B. Ana´lise dos resultados em relac¸a˜o ao PIA
O PIA[7] foi o protocolo escolhido para comparar com
o TAP, principalmente por este tambe´m utilizar uma abor-
dagem baseada no PIM-SM. Embora o protocolo tenha sido
implementado com sucesso, na˜o houve tempo para desen-
volver uma aplicac¸a˜o que tivesse um comportamento como
especificado[7]. Esta limitac¸a˜o na˜o permitiu efetuar grandes
testes entre os dois protocolos, ficando a faltar a realizac¸a˜o de
um melhor conjunto de testes no futuro.
Figura 18: Topologia implementada com 18 no´s.
No entanto, foi possı´vel realizar uma comparac¸a˜o entre
os dois protocolos, medindo a distaˆncia do servidor escolhido
ate´ ao cliente. A topologia presente na Figura 18 foi utilizada
como cena´rio para os testes, sendo posicionados aleatoria-
mente nesses no´s um RP, um cliente e quatro servidores. O
cena´rio foi simulado 100 vezes para os dois protocolos, TAP
e PIA, sendo o gra´fico presente na Figura 19 o seu resultado.Sheet1
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Figura 19: Distaˆncia entre o cliente e o servidor escolhido para
os dois protocolos (TAP e o PIA).
Ao observar o gra´fico na Figura 19, e´ possı´vel afirmar
que o protocolo PIA nem sempre escolhe o servidor mais
pro´ximo da localizac¸a˜o. Uma importante conclusa˜o a retirar
das simulac¸o˜es e´ que o valor das localizac¸o˜es centrais das
amostras e´ menor no TAP, o que atesta a eficieˆncia do novo
protocolo, em relac¸a˜o ao PIA. Apesar de o TAP ser melhor
quando as me´tricas levam em conta a posic¸a˜o dos servidores,
e´ necessa´rio, para trabalho futuro, realizar um conjunto de
testes exaustivos ao TAP, obtendo novos resultados em relac¸a˜o
ao PIA.
V. CONCLUSA˜O E TRABALHO FUTURO
O encaminhamento de tra´fego anycast em redes IPv6
ainda na˜o e´ uma realidade, principalmente devido ao facto de
na˜o existir um protocolo normalizado que retire partido das
suas potencialidades. Este artigo aborda uma proposta para
um novo protocolo, tendo o PIM-SM como base, que pretende
solucionar esse problema.
As principal vantagem deste novo protocolo e´ o facto de
o cliente comunicar realmente com o servidor mais pro´ximo
(com melhor me´trica) do seu local. A seguranc¸a e´ outra das
suas vantagens, pois os clientes nunca conhecem o enderec¸o
do servidor, comunicando sempre para o grupo. A u´ltima
grande vantagem e´ a grande disponibilidade da rede. No caso
da falha de um servidor, os pacotes sa˜o automaticamente
comutados para outro servidor. O grande entrave a` aceitac¸a˜o
desta proposta prende-se com o facto de ser necessa´rio
um enderec¸amento distinguı´vel do unicast, obrigando a uma
alterac¸a˜o da norma[2].
O trabalho ainda se encontra a decorrer, estando o
proto´tipo a ser avaliado. O TAP esta´ a ser testado em diferentes
tipos de topologias de rede, para obter dados mais consistentes
em relac¸a˜o ao seu desempenho. O trabalho futuro passa,
claramente, por realizar mais testes ao TAP e comparar com
a abordagem referida no trabalhado relacionado[7].
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