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Measurements of the cross-correlation between the extragalactic gamma-ray background (EGB)
and large-scale structure provide a novel probe of dark matter on extragalactic scales. We focus on
luminous red galaxies (LRGs) as optimal targets to search for the signal of dark matter annihilation.
We measure the cross-correlation function of the EGB taken from the Fermi Large Area Telescope
with the LRGs from the Sloan Digital Sky Survey. Statistical errors are calculated using a large set of
realistic mock LRG catalogs. The amplitude of the measured cross-correlation is consistent with null
detection. Based on an accurate theoretical model of the distribution of dark matter associated with
LRGs, we exclude dark matter annihilation cross-sections over 〈σv〉 = 3× 10−25− 10−26 cm3 s−1 for
a 10 GeV dark matter. We further investigate systematic effects due to uncertainties in the Galactic
gamma-ray foreground emission, which we find to be an order of magnitude smaller than the current
statistical uncertainty. We also estimate the contamination from astrophysical sources in the LRGs
by using known scaling relations between gamma-ray luminosity and star-formation rate, finding
them to be negligibly small. Based on these results, we suggest that LRGs remain ideal targets for
probing dark matter annihilation with future EGB measurement and galaxy surveys. Increasing
the number of LRGs in upcoming galaxy surveys such as LSST would lead to big improvements of
factors of several in sensitivity.
I. INTRODUCTION
Dark matter (DM) is invoked to explain a broad range
of astronomical and cosmological observations. DM con-
stitutes ∼85% of the matter content of the Universe,
and thus plays an essential role in the development of
the rich structure of the Universe, such as galaxies and
clusters of galaxies. Although the nature of DM still
remains unknown, weakly-interacting massive particles
(WIMPs) are among the most attractive particle physics
candidates. In the WIMP hypothesis, some unknown
weakly-interacting particle (DM) is initially in thermal
equilibrium in the early Universe. The time evolution of
the mean number density of the particles is determined
by the DM annihilation rate and the expansion rate of
the Universe. Interestingly, the observed abundance of
DM can be naturally explained by WIMPs with mass
in the range of 10 GeV – 10 TeV if their annihilation
cross-section is of the order the cross-section for weak
interactions [1].
Several “local” gamma-ray measurements have already
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probed interesting parameter ranges of annihilating DM.
Such probes rely on searching for gamma rays from
nearby regions where the DM density is expected to be
large, since the production rate of the gamma rays is pro-
portional to the DM density squared. Thus, Milky Way
satellite galaxies [2–4] or the Galactic center [5, 6] are
considered to be the most promising targets for search-
ing for the signal of DM annihilation.
Recently, the cross-correlation of the extragalactic
gamma-ray background (EGB) with large-scale structure
(LSS) has been proposed as a complementary probe [7–
11]. In addition to known gamma-ray sources such as
blazers, misaligned AGNs, and star-forming galaxies, the
DM distributed on extragalactic scales should contribute
to the observed EGB. Although the mean EGB intensity
can be explained by unresolved astrophysical sources [12],
the anisotropy in the diffuse gamma-ray sky contains,
in principle, rich information about any unresolved DM
source contributions (e.g., see Ref [13] for review). This
is because the DM density distribution in the Universe
is expected to be highly inhomogeneous due to the non-
linear gravitational growth of structure. Therefore, any
observational tracers of the DM distribution should cor-
relate with the extragalactic gamma-ray map. In fact,
the latest gamma-ray data taken from the Fermi Large
Area Telescope (LAT) have already shown a positive cor-
2relation with several known tracers of DM distribution
such as nearby galaxies, radio galaxies, and quasars [14],
as well as the reconstructed mass distribution from weak
lensing effect on the cosmic microwave background [15].
Given the successful detections of the cross-correlation
between the EGB and LSS [14, 15], it is important and
timely to identify optimal targets to possibly detect the
signal of DM annihilation on a statistical basis. Low-
redshift galaxies are among the most promising targets
for cross-correlation, but it is thought to be difficult to
disentangle the contributions from astrophysical sources
and DM annihilation [16]. In order to break the degen-
eracy, Refs [10, 11] proposed a tomographic approach,
i.e., measuring the cross-correlation in separate bins in
redshift and/or energy.
In the present paper, we propose an alternative opti-
mal target to search for DM annihilation through cross-
correlation studies. We consider the following three con-
ditions: (i) the targets must have accurate redshift infor-
mation so that a volume limited sample can be generated,
(ii) any intrinsic gamma-ray luminosity from astrophysi-
cal sources should be small, and (iii) the statistical prop-
erties of the host DM can be determined observationally.
Among the possible candidates, we focus on the luminous
red galaxies (LRGs) selected from the Sloan Digital Sky
Survey (SDSS). LRGs have the advantages of having ac-
curate spectroscopic redshifts, low star-formation rates,
and a well-constrained relation of their underlying DM
distribution through clustering measurements and weak
lensing analyses. We thus measure the cross-correlation
of the EGB with the LRGs to search for DM annihi-
lation signatures. We calculate statistical errors using
realistic mock LRG catalogs, and study in detail possible
systematic effects on the cross-correlation measurement.
In particular, we estimate the systematic error due to
the uncertainty in the Galactic gamma-ray foreground
modeling and star-forming activity in the LRGs.
The paper is organized as follows. In Section II, we
describe the contribution to the EGB from DM anni-
hilation. We also present a theoretical model of cross-
correlation of the EGB with LRGs. In Section III, we de-
scribe the target galaxies and the gamma-ray data. The
details of the cross-correlation analysis are provided in
Section IV. In Section V, we show the result of our cross-
correlation analysis, and derive constraints on the DM
annihilation cross-section. Finally, we investigate sys-
tematic uncertainties of our measurement in Section VI.
Concluding remarks and discussions are given in Sec-
tion VII. Throughout the paper, we use the standard
cosmological parametersH0 = 100h km s
−1 with h = 0.7,
Ωm0 = 0.279, and ΩΛ = 0.721.
II. DARK MATTER ANNIHILATION
The contribution of DM annihilation to the EGB in-
tensity Iγ (the number of photons per unit energy, area,
time, and solid angle) is given by,
EγIγ =
c
4π
∫
dz
H(z)(1 + z)4
E′γ
dNγ
dE′γ
〈σv〉
2
×
[
ρdm(x|z)
mdm
]2
e−τ(E
′
γ
,z), (1)
where Eγ is the observed gamma-ray energy, E
′
γ =
(1 + z)Eγ is the energy of the gamma ray at redshift
z, H(z) = H0[Ωm0(1 + z)
3 + ΩΛ]
1/2 is the Hubble pa-
rameter in a flat Universe, and the exponential factor
takes into account the effect of gamma-ray attenuation
during propagation owing to pair creation on diffuse ex-
tragalactic photons. We adopt the gamma-ray optical
depth τ
(
E′γ , z
)
from Ref. [17]. The physics of DM is
contained in dNγ/dEγ , the gamma-ray spectrum per an-
nihilation; 〈σv〉, the annihilation cross-section times the
relative velocity averaged with the velocity distribution
function; ρdm(x|z), the DM mass density distribution at
redshift z as a function of spatial coordinate x; and mdm,
the DM particle mass.
For the gamma-ray spectrum per annihilation
dNγ/dEγ , we adopt two characteristic spectra corre-
sponding to annihilation with 100% branching ratios to
bb¯ and τ+τ− final states. We use the PPPC4DMID pack-
age [18] that is based on PYTHIA (v8.135) and HERWIG
(v6.510) event generators. The spectra are dominated
by emission from the decay of neutral pions. These
are primary gamma-ray emissions, and should be dis-
tinguished from secondary emission that results from in-
teractions of the annihilation products with the environ-
ment. Throughout this paper, we do not include sec-
ondary emissions. Secondary emissions are only impor-
tant for annihilation products propagating in regions of
high baryon density, e.g., in and around galactic disks.
This makes them interesting from the perspective of de-
pending strongly on the astrophysical environment, but
they are a minor contribution to the total gamma-ray
yield from halos.
A. Cross-correlation with galaxy distribution
Since the contribution from DM annihilation scales
with the DM density squared, any tracer of the DM
density distribution should correlate with the gamma-ray
intensity distribution. The galaxy distribution over the
sky is among the most promising tracers of the DM den-
sity distribution in the Universe. While galaxies them-
selves are biased tracers of DM, the statistical properties
of galaxy clustering are well understood and thus can be
incorporated theoretically in the so-called halo model ap-
proach, where one assumes that all the matter are con-
tained in spherical DM halos. Within the halo model
approach, one can relate the galaxy distribution to the
DM density distribution by introducing a halo occupa-
tion distribution (HOD). The HOD 〈Ngal|M〉 describes
the mean number of galaxies in a host halo of mass of
3M . For a given 〈Ngal|M〉 at redshift z, the cross-power
spectrum of galaxy overdensity δgal and DM overdensity
squared δ2 can be expressed as [10],
Pgal,δ2(k, z) = P
1h
gal,δ2(k, z) + P
2h
gal,δ2(k, z), (2)
P 1hgal,δ2(k, z) =
∫
dM
dn
dM
J (z,M)
ρ¯2dm(z)
〈Ngal|M〉
n¯gal(z)
× u˜gal(k|z,M)u˜δ2(k|z,M), (3)
P 2hgal,δ2(k, z) =
[∫
dM
dn
dM
bh(z,M)
〈Ngal|M〉
n¯gal(z)
u˜gal(k|z,M)
]
×
[∫
dM
dn
dM
bh(z,M)
J (z,M)
ρ¯2dm(z)
u˜δ2(k|z,M)
]
×Plin(k, z), (4)
where Plin(k, z) is the linear matter power spectrum at
z, dn/dM is the halo mass function, bh(z,M) represents
the linear halo bias, and J (z,M) is the volume inte-
gral of DM density squared in the spherical halo. We
set the minimum halo mass to be 10−6 h−1M⊙ in the
integral in Eqs. (3) and (4). Note that the integral is
insensitive to the minimum halo mass as long as it is set
to be <∼ 10
10 h−1M⊙ due to the functional form of the
HOD for the LRGs. In this paper, we define the term
J u˜δ2 as the fourier transform of ρ
2
dm(x) inside a halo,
while 〈Ngal|M〉u˜gal corresponds to the Fourier transform
of galaxy distribution in a host halo. The mean number
density of galaxies n¯gal(z) is then given by,
n¯gal(z) =
∫
dM
dn
dM
〈Ngal|M〉. (5)
To calculate Pgal,δ2 , we adopt the model of halo mass
function and linear halo bias in Refs. [19, 20]. We cal-
culate u˜δ2 following Ref. [21]. Apart from the HOD, the
largest uncertainty in our halo model calculation is in the
factor J . In particular, the amplitude of J is sensitive
to the amount of substructures in a halo and thus is still
poorly known even for massive galaxies or cluster-size
halos. In practice, the J factor can be expressed as,
J (z,M) = (1 + bsh(z,M))
∫
dV ρ2h(r|z,M), (6)
where ρh represents the density profile of a spherical halo
and bsh is the boost factor, which describes the effective
“boost” to the amplitude of the DM density squared ow-
ing to subhalos. For the smooth component of the den-
sity profile, we adopt the NFW profile [22] with concen-
trations as given in Ref [23]. For the boost factor bsh,
we consider two extreme phenomenological models by
Refs. [24, 25]. In the first, subhalo properties are scaled
as power-laws and extrapolated many orders of magni-
tudes to the smallest subhalos (10−6M⊙) [24]. This pro-
cedure yields large boost factors, but it is rather uncer-
tain whether such extrapolations are valid to such small
halos. We thus adopt the model as an optimistic scenario.
In the second, the halo concentration is extrapolated by
a relation that flattens at small halo masses, yielding
smaller boosts [25]. We treat this as a conservative sce-
nario, since the concentration-mass relation derives from
field halos rather than subhalos; for a given mass, subha-
los are expected to be more concentrated than field halos,
hence the boost factor should be higher. Ref. [26] esti-
mates the effect is a factor of 2–5 increase in the boost
factors.
Observations of a large number of galaxies enable us
to constrain the HOD fairly precisely. The HOD of lu-
minous red galaxies has already been studied with num-
ber counts [27], spatial clustering [28], and galaxy-galaxy
lensing analysis [29]. A popular HOD model is given by,
〈Ngal|M〉 = 〈Ncen|M〉 (1 + 〈Nsat|M〉) , (7)
〈Ncen|M〉 =
1
2
[
1 + erf
(
logM − logMmin
σlogM
)]
, (8)
〈Nsat|M〉 =
(
M −Mcut
M1
)α
, (9)
where 〈Ncen|M〉 represents the HOD of central galaxies
which resides at the halo center and 〈Nsat|M〉 represents
the contribution from satellite galaxies. In this paper, we
adopt the values of five parameters (Mmin, σlogM , Mcut,
M1, α) in Ref. [27]. We also assume that the satellite
galaxy distribution follows the DM distribution within a
halo. Thus, 〈Ngal|M〉u˜gal is set to be,
〈Ngal|M〉u˜gal = 〈Ncen|M〉
+ 〈Ncen|M〉〈Nsat|M〉u˜dm, (10)
where u˜dm is the Fourier transform of ρh/M .
Using the Limber approximation [30] and Eq. (1), we
can calculate the angular cross-power spectrum of the
LRG surface density and extragalactic gamma-rays emit-
ted through DM annihilation as,
Cgal,dm(ℓ) =
∫
dχ
χ2
Wgal(χ)Wdm(χ)
×Pgal,δ2
(
k =
ℓ + 1/2
χ
, z(χ)
)
,(11)
where Pgal,δ2 is given by Eq. (2) andWgal is defined as the
normalized redshift distribution of galaxies [10]. Here, we
define Wdm as,
Iγ(nˆ) =
∫
dχWdm(χ)
(
ρdm(χnˆ, χ)
ρ¯dm
)2
, (12)
Wdm(χ) =
〈σv〉
8π
(
ρ¯dm
mdm
)2
(1 + z)3
×
∫ Eγ,max
Eγ,min
dEγ
dNγ
dE′γ
e−τ(E
′
γ
,z), (13)
where E′γ = (1 + z)Eγ [see Eq. (1)] and Iγ(nˆ) is the
gamma-ray intensity integrated over a given energy range
of Eγ,min to Eγ,max along a direction nˆ. In prac-
tice, a more direct observable is the two-point cross-
correlation function of the surface galaxy density Σgal(nˆ)
4FIG. 1. The cross-correlation function of the EGB with
LRGs. We plot the correlation expected from DM annihila-
tion. We assume a DM particle mass of 100 GeV and canon-
ical cross-section of 〈σv〉 = 3 × 10−26 cm3/s. The different
colors represent different annihilation channels: bb¯ (cyan) and
τ+τ− channel (gray). For each colored line, the shaded band
indicates our conservative estimate of the theoretical uncer-
tainty caused by the subhalo boost factor model. The solid
line shows the total correlation function while the dashed line
represents the so-called one-halo term (see text).
and gamma-ray intensity Iγ(nˆ). The two-point cross-
correlation function ξ(θ) can be calculated from the an-
gular power spectrum by the following equations:
ξ(θ) = 〈Iγ(nˆ)Σgal(nˆ+ θ)〉 − 〈Iγ〉〈Σgal〉
=
∑
ℓ
2ℓ+ 1
4π
Cgal,dm(ℓ)Pℓ(cos θ), (14)
where Pℓ(cos θ) is the Legendre polynomial.
Figure 1 shows our benchmark model of ξ(θ). We
consider two representative annihilation channels (bb¯ and
τ+τ−) for a 100 GeV DM with a thermal cross-section
〈σv〉 = 3 × 10−26 cm3/s. We also show our conserva-
tive treatment of the theoretical uncertainty originating
from the models of boost factor bsh. Hence, the expected
correlation for each channel lies in the shaded region in
Fig. 1. The solid line shows the sum of the one-halo
term and the two-halo term, whereas the dashed line rep-
resents the contribution of the one-halo term alone. In
our theoretical model, the uncertainty of the boost factor
causes an uncertainty in ξ(θ) of a factor of ∼ 10. Also,
the one-halo term dominates on scale of <∼ 0.2 deg, while
the two-halo term induces significant correlations at >∼ 1
deg.
III. DATA
A. SDSS DR7 LRG
The Slone Digital Sky Survey (SDSS) provides the
largest sample of LRGs to date. The SDSS has im-
aged the sky at high Galactic latitude in five passbands
u, g, r, i, and z [31, 32], taken by the 2.5 m APO tele-
scope [33]. The process [34–37] and calibration [38–40]
of observed images enable to select galaxies [41, 42] and
quasars [43] spectroscopically with twin fiber-fed double
spectrographs. Targets are assigned to plug plates ac-
cording to the tiling algorithm in Ref [44]. The SDSS
I/II imaging surveys were completed with a seventh data
release (DR7) [45].
In Ref [41], the authors developed an algorithm for se-
lecting LRGs that we use in the present paper as tracers
of the underlying matter in and around massive DM ha-
los. We use the publicly available “Bright” LRG catalog
made by Ref [46]. The sample consists of 30,272 LRGs
with absolute magnitude −23.2 < Mg < −21.2 in the
redshift range of 0.16 < z < 0.44. They are populated
over about 7,200 square degrees in the Northern Galac-
tic Cap with nearly constant comoving number density.
The two-point correlation function of the LRG sample
has been studied in Ref [46]. We note that possible sys-
tematic effects on the correlation analysis is expected to
be smaller than the sample variance estimated from mock
LRG catalogues (see the appendix in Ref [46] for details).
Note that Ref [14] also considered the cross correlation
of the EGB with LRGs. The LRGs used in this paper
are the spectroscopic LRG sample, while Ref [14] consid-
ered the photometric LRGs from SDSS data release 8.
We refer the former as spec-LRGs, while the latter is de-
noted as photo-LRGs. The advantages to use spec-LRGs
in our paper are as follows: (i) the accurate redshift dis-
tribution by spectroscopic redshift, (ii) the observation-
ally constrained HOD, and (iii) a large number of mock
catalogs. According to the accurate redshift distribution
and the well-constrained HOD, the spec-LRGs are known
for having relatively lower redshift than photo-LRGs and
the typical halo mass of ∼ 1014 h−1M⊙. The redshift
range of the photo-LRGs in Ref [14] is 0.45 < z < 0.65
with a mean redshift of 0.5, while the spec-LRGs lo-
cate at 0.16 < z < 0.44. Since more massive DM ha-
los at lower redshift would have larger contribution to
the EGB through DM annihilation, we decide to use the
spec-LRGs for cross-correlation analysis with EGB. Fur-
thermore, compared to Ref [14], we improve the cross-
correlation analysis by using accurate covariances mea-
sured directly from a large set of mock catalogues of the
spec-LRGs.
B. Extragalactic gamma-ray background
The Fermi satellite provides a full-sky coverage of the
GeV gamma-ray sky. We utilize publicly available Fermi-
5LAT Pass 7 Reprocessed photon data taken from Au-
gust 2008 to December 2014. We divide the SDSS LRGs
survey patch into two square ROIs, left and right, each
covering 80◦ on a side. Using the Fermi Tools version
v10r0p5, we use the gtmktime tool to reduce the photon
data by removing data taken during nonsurvey modes
and removing times when the satellite rocking angle ex-
ceeds 52◦ with respect to the zenith. These produce
a photon sample suitable for analyses. We work with
ULTRACLEAN-class photons, which are events that pass
the most stringent quality cuts, and we use photons be-
tween 1 and 500 GeV in energy. As described below, both
choices help adopt a small point source mask. With the
gtbin tool, we bin photons into 0.2◦× 0.2◦ pixels and 30
energy bins equally spaced logarithmically. These bin-
nings are the recommended values by the Fermi collabo-
ration to ensure reasonable analysis outcomes. We gen-
erate exposure maps using the standard gtltcube and
gtexpcube2 tools, using the P7REP ULTRACLEAN V15 in-
strument response function.
We obtain the extragalactic diffuse photons separately
for each ROI. First, we perform a likelihood fit of the
reduced photon counts cube using the gtlike tool and
find the best fitting Galactic diffuse emission model. We
include the following templates in the fits: all the known
point and diffuse sources in the 3FGL catalog, a tem-
plate for the Galactic diffuse foreground emission, and a
template for the isotropic emission. As described in Sec-
tion VIA, we consider multiple templates for the Galac-
tic diffuse emission model, whose uncertainties can dom-
inate analyses of residuals. Only the normalizations of
the Galactic diffuse and isotropic emission templates are
varied in the fits. We have confirmed that the best-fit
Galactic diffuse maps between two ROIs change by 1%
or less and the difference is unimportant for our analy-
sis. Next, we create a model counts cube for the Galactic
emission model, as well as any known diffuse sources in
the 3FGL catalog. These model counts cubes are sub-
tracted from the raw photon counts cube. Finally, we
mask all known point sources within the ROI. Our de-
fault mask size is 1◦ around each point source, and is
motivated by the behavior of the point spread function
(PSF): the 68% containment angle is ∼ 0.9◦ at 1 GeV
and ∼ 0.26◦ at 10 GeV when both front and back conver-
sion tracks are included. Since most point sources have
steeply falling spectra, their emissions are dominated by
lower energy photons, and we conservatively chose a 1◦
mask. We also test that our results are unaffected by
changing the mask size to 2◦.
For our cross-correlation analysis, we use both front
and back conversion tracks. To reduce the impact of the
Galactic emission on our analysis, we apply a Galactic
latitude cut |b| > 20◦ [47]. Moreover, we also exclude the
region associated to the Fermi Bubbles and the Loop I
structure by applying a Galactic longitude cut 50◦ < ℓ <
280◦ [48].
IV. CROSS-CORRELATION OF EGB WITH
LRG
In order to calculate the cross-correlation of the EGB
with the LRGs, we use the following estimator:
ξ(θ) =

Npix∑
i
Npix∑
j
(Iobsγ (φi)− I
gm
γ (φi))Σgal(φj)∆θ(φi − φj)


×

Npixel∑
i
Npixel∑
j
∆θ(φi − φj)


−1
, (15)
where Npix is the number of pixels in the gamma-ray
intensity map, Σgal(φi) is the overdensity of galaxies in
pixel i, Iobsγ (φi) is the observed gamma-ray intensity in
pixel i, and Igmγ (φi) is the contribution from the Galactic
emission model estimated using the Fermi -LAT diffuse
template and detector modeling. In Eq. (15), we define
the function ∆θ(φ) = 1 for θ − ∆θ/2 ≤ φ ≤ θ + ∆θ/2
and zero otherwise. We have checked that our estimator
is consistent with a zero signal when applied to mock
LRG catalogues and the observed gamma-ray intensity
map.
For binning in angular separation θ, we use 40 bins
linearly spaced in ∆θ = 0.5 deg. In calculating Eq. (15),
we do not perform any corrections to the effect of PSF of
the Fermi -LAT detector. In the present paper, we take
the PSF smearing into account in theoretical models.
We then estimate the covariance matrix Cij of the es-
timator Eq. (15) by,
Cij =
1
Nre − 1
∑
r
(ξr(θi)− ξ¯(θi))(ξ
r(θj)− ξ¯(θj)),(16)
where ξr(θi) is the estimator for the i-th angular bin
obtained from the r-th realization, and Nre = 160 is the
number of randomized catalogues. The ensemble average
of the i-th angular bin over 160 realizations, ξ¯(θi), is
simply given by,
ξ¯(θi) =
1
Nre
∑
r
ξr(θi). (17)
In this paper, we consider two sets of random catalogues:
mock LRG catalogues created from “Las Damas” N-
body simulations1 (McBride et al, in prep) and random-
ized gamma-ray count maps generated by the real data
through Poisson processes. The former provides ran-
dom realizations of spatial clusterings of LRGs, while
the latter can be used to simulate the photon count
noise. To simulate the photon count noise, we generate
160 randomized count maps in the same way as shown
in Ref. [49]. According to the estimated exposure over
the SDSS region, we derive the gamma-ray intensity for
1 http://lss.phy.vanderbilt.edu/lasdamas/
6FIG. 2. The cross-correlation of the EGB with LRGs. Left: the stacked image of EGB photons around 17,465 LRGs. The
color coordinate represents the EGB intensity in the energy range of 1–500 GeV. Right: the cross-correlation function as a
function of separation angle. In the top panel, the red line represents our measurement and the gray error bars correspond
to the statistical uncertainty estimated from 160 mock catalogs. The bottom panel shows the contribution to the statistical
uncertainty from sample variance (red) and Poisson photon noise (cyan) separately.
each randomized photon map. We then repeat the cross-
correlation analysis for two different sets of catalogues,
i.e., 160 randomized gamma-ray maps and the observed
galaxy catalogue or the observed gamma-ray map and
the 160 mock galaxy catalogues. We estimate the statis-
tical error associated with the spatial clusterings of LRGs
and the photon noise by summing these two contribu-
tions. Note that our estimate of covariance includes the
sampling variance of LRGs because we use independent
mock LRGs of which spatial clustering pattern is closely
matched to that of the real LRGs. We calculate Eq. (16)
on the assumption that the LRGs and the EGB do not
correlate each other. For our analysis, it is sufficient to
verify whether the LRGs correlate with the EGB or not.
The cross-correlation estimator [Eq. (15)] is dependent
on the model for the astrophysical foreground emission
of our own Galaxy. We therefore use variants of the
foreground emission models provided by the Fermi col-
laboration to assess the impacts on the estimated EGB.
We work with 35 different Galactic diffuse models from
Ref. [50]. The details of these analyses are summarized
in Section VIA.
V. RESULT
Figure 2 summarizes the result of our cross-correlation
analyses. In the left panel, we show a stacked image of the
EGB intensity around the angular positions of LRGs. In
the right panel, we present the cross-correlation function
as a function of separation angle θ. In the upper por-
tion of the right panel, the red line shows the measured
signal and the gray error bars show the statistical error
estimated from a set of mock catalogs. In the lower por-
tion of the right panel, we show the contributions to the
total statistical uncertainty from photon noise and sam-
ple variance separately, and find that the photon noise is
comparable to the sample variance of LRGs in our mea-
surement.
In order to quantify the significance of the measured
cross-correlation signal with respect to the statistical er-
ror, we use the χ2 statistics defined by,
χ2 =
∑
i,j
ξ(θi)C
−1
ij ξ(θj), (18)
where C−1 denotes the inverse covariance matrix esti-
mated from the randomized realization shown in Sec-
tion IV. In our analysis, the number of degrees of freedom
is 40. The resulting value of χ2/ndof is 46.61/40, which
implies a good fit without DM annihilation.
We are now able to use the null detection of the cross-
correlation to place constraints on the DM annihilation
cross-section. For this purpose, we use the maximum
likelihood analysis. We assume that the data vector D
is well approximated by the multivariate Gaussian dis-
tribution with covariance C. In this case, χ2 statistics
(log-likelihood) is given by,
χ2(p) =
∑
i,j
(Di − µi(p))C
−1
ij (Dj − µj(p)), (19)
where µ(p) is the theoretical template for the set of pa-
rameters of interest. In this paper, we use the halo model
approach described in Section II A to calculate the the-
oretical prediction. As parameters of interest p, we sim-
ply consider the DM particle mass and the annihilation
cross-section,mdm and 〈σv〉. The data vectorD consists
7FIG. 3. Shown are 95%C.L. upper limits on the DM an-
nihilation cross-section. The two shaded bands are the lim-
its derived from our cross-correlation analysis of the EGB
with LRGs, showing two annihilation channels, bb¯ (cyan) and
τ+τ− (gray). For each channel, the shaded band represents
a conservative estimate of the theoretical uncertainty due to
DM substructure. For comparison, we also plot constraints
from Ref. [2] derived from staked satellites galaxies of the
Milky Way (dashed), and regions of best fit from studies of
the Milky Way Galactic center from Ref. [6] (closed circles),
respectively. The red line shows the canonical cross-section
expected for thermal relic DM [51].
of the ten measured cross-correlation amplitudes in the
range of θ = [0, 5] degree as,
Di = {ξ(θ1), ξ(θ2), ..., ξ(θ10)}, (20)
where θi is the i-th angular separation bin. The inverse
covariance matrix C−1 includes both the statistical error
owing to the spatial clusterings of LRGs and the photon
Poisson error. We consider the 95 % confidence level
of posterior distribution function of parameters. This is
given by the contour line in the two dimensional space
(mdm and 〈σv〉), which is defined as
∆χ2(p) = χ2(p)− χ2(µ = 0) = 6.17. (21)
As discussed in Section IIA, the choice of boost fac-
tor bsh affects the theoretical predictions significantly, by
a factor of about ten. We therefore derive constraints
based on an optimistic scenario adopting Ref. [24], and
a conservative scenario adopting Ref. [25].
Figure 3 shows the result of our likelihood analysis on
the DM parameter space mdm and 〈σv〉. We plot the
constraints for two representative particle physics model,
the τ+τ− channel and the bb¯ channel. The shaded band
is derived from the two extreme assumptions of the boost
factor, and thus the true bound is expected to lie in the
shaded region. The constraint for the large boost factor
model [24] is significantly stronger, as expected. For ref-
erence, the red line indicates the canonical cross-section
of for a thermally produced DM [51].
VI. SYSTEMATIC UNCERTAINTIES
In this section, we investigate possible systematic un-
certainties in our cross-correlation analysis. We consider
two contributions: (i) uncertainty in modeling the Galac-
tic gamma-rays foregrounds, and (ii) possible correlation
due to gamma-ray emission from star formation in LRGs.
A. Galactic model template
The main contribution to the Eγ > 100 MeV gamma-
ray sky arises from diffuse emissions produced by interac-
tions of Galactic cosmic rays with the gas and radiation
fields in the Galaxy. Estimates of the EGB are crucially
affected by this Galactic diffuse emission which need to
be subtracted from the observed gamma-ray intensity.
Determining the Galactic diffuse emission requires
treatments of multiple processes. Cosmic-ray interac-
tions with the interstellar gas produce neutral pions
which subsequently decay to gamma-ray pairs. Interac-
tions with gas also give rise to bremsstrahlung emission,
which can be a significant contribution in gas-rich en-
vironments of the Galaxy. Finally, cosmic-ray electrons
up-scatter low-energy photons to gamma-ray energies via
the inverse-Compton process. At the same time, cosmic
rays propagate diffusively or rectilinearly in the magnetic
field of the Milky Way. The final prediction therefore de-
pends on the source distribution of cosmic rays, the in-
jection spectra and composition of cosmic rays, the dis-
tribution of interstellar gas, light, and magnetic field in
the Milky Way, and the assumed propagation model.
In order to estimate the possible uncertainties in such
complex phenomena, we follow Ref. [52] and generate
multiple Galactic gamma-ray foreground models using
the GALPROP (version 54) propagation code [53–55]. In
Ref. [52], a total of 128 models were explored by varying
the following parameters: the cosmic-ray source distribu-
tion, the cosmic-ray confinement region, and assumptions
affecting the interstellar gas distribution. For the cosmic-
ray source distribution, four distributions were explored:
the supernova remnant distribution of Ref. [56], the O-
star distribution of Ref. [57], and the pulsar distributions
of Refs. [58] and [59]. For the cosmic-ray confinement re-
gion, cylindrical volumes with heights z = 4, 6, 8, and 10
kpc, and radii R = 20 and 30 kpc were explored. For the
interstellar gas distribution, two assumptions for the op-
tical depth correction to the atomic hydrogen component
(Ts = 150 K and 10
5 K), and two values for the cut at
which dust emission is no longer used to correct for miss-
ing neutral gas (E(B−V ) = 2 and 5 mags) were explored.
For each of these models, parameters affecting the cos-
mic ray and gas are varied and fitted to Fermi-LAT data.
8FIG. 4. Systematic uncertainties in our cross-correlation analysis. Left: the results of cross-correlation analyses for EGB data
obtained using 35 different Galactic gamma-ray foreground templates. In the top portion, the green lines and grey error bars
show the measured cross-correlation signals ξ for a given galactic template. The green lines are virtually indistinguishable.
The bottom portion shows the differences in ξ from ξmean, where ξmean represents the mean cross-correlation signal over the
data set derived from 35 different Galactic gamma-ray foreground templates. Right: the expected correlation from star-forming
gamma-rays in LRGs. The three solid lines show the cases with star formation rates of 1, 10, and 100 M⊙/yr. For comparison,
the shaded region represents the expected cross-correlation signals calculated from our halo model in the case of annihilating
DM (into bb¯) with the mass of 100 GeV and with a thermal canonical cross-section. We also plot the measured signal (but
only positive) as shown in Fig. 2 by the red point with gray error bar.
The fitted parameters include those setting the injected
cosmic-ray nuclei and electron spectral shapes and nor-
malizations, the diffusion coefficient, as well as conversion
factors between CO and molecular hydrogen. We refer
the reader to Ref. [52] for details of the parameters and
fits.
We simulate a total of 35 among these 128 models.
Specifically, we simulate all 32 models that use the pul-
sar distribution of Ref. [58] as a proxy for the cosmic-ray
spatial distribution. In addition, we simulate one addi-
tional model for each of the other three cosmic-ray source
distributions, all for the same inputs parameters z = 6
kpc, R = 30 kpc, Ts = 150 K, and E(B − V ) = 2 mag
cut. We use these 35 model templates and repeat the
cross-correlation analysis described in Section IV. We es-
timate not only the cross-correlation signal but also the
statistical error for each galactic model template. We
therefore obtain 35 different binned signals (ξ) as func-
tions of angular separation.
The left panel of Fig. 4 shows the results of the cross-
correlation analyses using the model templates. In the
top panel, we plot all the cross-correlation signals with
their respective statistical errors. The green lines ap-
pear virtually indistinguishable. Clearly, the differences
among model templates are significantly smaller than the
statistical error. The resulting χ2 ranges from 48.08 to
49.46 with 40 data bins. The bottom panel shows the
variance of ξ among the 35 trials. The typical ampli-
tude of variance due to the uncertainty in the Galactic
model templates is ∼ 1 × 10−10 cm−2 s−1 str−1, which is
∼ 10 times smaller than the current statistical uncer-
tainty (see the right panel in Figure 2). Therefore, we
conclude that the modeling of the Galactic gamma-ray
distribution does not significantly affect our result. This
is a result of the SDSS survey region being at relatively
high latitudes where the Galactic diffusion emission mod-
els are relatively better modeled than, e.g., along the
Galactic plane [52].
B. Contribution from astrophysical sources
There is another important uncertainty in studying
DM annihilation with cross-correlation: gamma-rays
emitted from star-forming or/and radio galaxies contami-
nating the cross-correlation measurement. Generally, as-
trophysical sources are expected to contribute consider-
ably to the EGB [12, 60–62]. In order to estimate the
possible correlation of LRGs and gamma rays from astro-
physical sources, we utilize the observed LRG distribu-
tion and known scaling relations between the gamma-ray
intensity and star-forming activity.
We consider several fixed values of the star-forming
rate (SFR) of the LRGs, and assign gamma-ray luminos-
ity to each LRG according to the gamma ray to SFR
scaling relation given in Ref [61]. The model yields
9correlations of the LRGs and astrophysical gamma rays
that are equal to the auto correlation of the LRGs mul-
tiplied by the gamma-ray intensity of each astrophysi-
cal source. Hence, the contribution from astrophysical
sources ξast(θ) is,
ξast(SFR, θ) ≃ Iγ,ast(SFR)ξLRG(θ), (22)
where Iγ,ast(SFR) represents the gamma-ray intensity as
a function of SFR expected from the scaling relation and
ξLRG(θ) is angular correlation function of LRGs. The
right panel in Fig. 4 shows three different cases of ξast(θ)
with SFR of 1, 10, and 100 M⊙/yr. The SFR distribu-
tion of LRG systems has been studied in Ref [63] and
the typical value ranges from 0.1 to 1 M⊙/yr. Since
we do not take into account the off-centering effect of
astrophysical sources in the LRG host halo or the smear-
ing effect of gamma-ray PSF, our estimation of ξast with
Eq. (22) is conservative. Clearly, the contribution from
star-forming galaxies is small, and thus does not affect
our cross-correlation analysis of the EGB with LRGs.
Similar results are obtained in the case of radio galax-
ies. Ref. [64] presents a possible correlation of radio
galaxies and LRGs, and also shows that the typical ra-
dio luminosity of LRGs at 1.4 GHz is L1.4GHz ∼ 4 ×
1022WHz−1. Using the scaling relation in Ref. [61],
this corresponds to an expected gamma-ray intensity of
∼ 3 × 1040 erg s−1. Scaling to SFR, this is equivalent to
∼20M⊙/yr. Hence, the contribution from radio galaxies
is also not significant.
VII. CONCLUSION AND DISCUSSION
In this paper, we have performed a cross-correlation
analysis of the EGB with LRGs. Using gamma-ray data
from the Fermi satellite and 17,465 LRGs in the SDSS
catalog, we find that the cross-correlation signal is con-
sistent with null detection (Fig. 2). By using up-to-date
theoretical models based on recent galaxy clustering and
weak lensing studies, we estimate the statistical errors
from a combination of real data and a large set of mock
observations. We derive constraints on the DM annihila-
tion cross-section, considering different DM annihilation
channels and different models of the amount of substruc-
tures in DM halos. The DM annihilation cross-section
must be smaller than 〈σv〉 < 10−25 − 10−23 cm3 s−1 for
a 100 GeV DM, depending on the assumed parameters
and annihilation channel (Fig. 3). The constraint im-
proves for smaller DM mass.
We have further investigated two systematic uncer-
tainties in our DM constraint (Figure 4). The first is
due to the uncertainty in the Galactic gamma-ray fore-
ground emission model. In order to evaluate the over-
all error, we utilize 35 different Galactic diffuse emission
templates produced by the GALPROP code and repeat the
cross-correlation analysis for the EGB data set derived
by each template. The variation in the correlation signal
due to differences in the Galactic templates is about ten
times smaller than the statistical error of current obser-
vations. Although the template uncertainties depend on
sky position, the systematic uncertainty is thus expected
to be unimportant even in future galaxy surveys with sky
coverages of 20,000 square degrees that would reduce the
statistical error by a factor of ∼
√
20000/7200 = 1.7.
The second source of systematic error is the possible cor-
relation due to gamma rays emitted from astrophysical
sources associated with LRGs. We estimate this con-
tamination by using empirical scaling relations observed
between the gamma-ray luminosity and star-forming ac-
tivities of nearby galaxies [61]. The estimated correla-
tion is 20− 30 times smaller than the expected signal of
DM annihilation with DM mass of 100 GeV. Therefore,
we conclude that LRGs are an ideal target for the sta-
tistical detection of DM annihilation by means of cross-
correlation analysis.
Encouraged by the results of our systematic uncer-
tainty investigations, we forecast the improvement ex-
pected with upcoming galaxy surveys, such as the LSST
with a sky coverage of 20,000 square degrees. When we
simply assume that the statistical uncertainty is reduced
by a factor of
√
20000/7200, the expected constraints
on 〈σv〉 would reach 7.8 − 130 × 10−26 cm3 s−1 for the
bb¯ channel and 3.7 − 62 × 10−25 cm3 s−1 for the τ+τ−
channel, both for a 100 GeV DM. For a lighter DM mo-
tivated by the Galactic center excess (e.g., [5, 6, 65–71]),
the constraints would reach 2.84− 42.1× 10−26 cm3 s−1
for the bb¯ channel (assuming 40 GeV mass) and 1.02 −
17.17× 10−26 cm3 s−1 for the τ+τ− (assuming 10 GeV
mass). Therefore, future large-area galaxy surveys will
test the DM origin hypothesis of the Galactic center ex-
cess. Note that the expected constraints by LRGs in
20,000 square degrees would be competitive to the re-
cent constraints derived from the cross-correlation anal-
ysis with local galaxies [72], and it would be ∼ 10 times
tighter than the current limits obtained from the en-
ergy spectrum of EGB (the conservative limit shown in
Ref [73]).
We have shown that the LRGs are a promising target
to search for DM annihilation. The single largest uncer-
tainty is the amount of substructures in DM halos, which
significantly affects our theoretical model of gamma-ray
emission. Previous works have cultivated theoretical un-
derstanding of the effect of halo substructures on the DM
annihilation signal [26, 74–76], but there has been lim-
ited information about the amount of substructures in
cluster-sized DM halos. Further observations will help
understand the properties and abundance of halo sub-
structure to calibrate theoretical models. Gravitational
lensing analysis in nearby clusters [77], and stacking anal-
ysis of member galaxies in clusters [78, 79], would be the
first base of such studies.
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