Abstract: This paper focuses on a nonlinear second-order stochastic evolution equations driven by a fractional Brownian motion (fBm) with Poisson jumps and which is dependent upon a family of probability measures. The global existence of mild solutions is established under various growth conditions, and a related stability result is discussed. An example is presented to illustrate the applicability of the theory.
Introduction
Second-order stochastic evolution equations have been the subject of numerous papers over the past several decades (See [20, 23, 24, 26, 27, 29] ). In this paper, we extend existing work in this area by considering a stochastic second-order evolution equations driven by a fractional Brownian motion (fBm) in which the forcing terms are dependent on the probability law of the state function and in which Poisson jumps are present. Speci cally, let D be a bounded domain in R N with smooth boundary ∂D. Consider the following initial boundary value problem: We shall study the global existence and stability properties of mild solutions of this IBVP by considering a more abstract stochastic evolution equation of the form
t, x(t)) = Bx ′ (t) + Ax(t) + f t, x(t), µ(t) dt + f (t)dβ h (t) + Z f (t, x(t−), η)Ñ(dt, dη),
µ(t) = probability distribution of x(t) (1.2) in a separable Hilbert Space H. (By the probability distribution of x(t), we mean µ(t)(A) = P({ω ∈ Ω : x(t, ω) ∈ A}) for each A ∈ B(H), where B(H) stands for the Borel class on H.) Here A : D(A) ⊂ H → H is a linear (possibly unbounded) operator which generates a strongly continuous cosine family {C(t) : t ≥ }; B : H → H is a bounded linear operator; f :
is a bounded, strongly measurable mapping (where K is a real separable Hilbert Space and L(K, H) denotes the space of Hilbert-Schmidt operators from
t ≥ } is a K-valued fBm with Hurst parameter h ∈ ( , );Ñ(dt, dη) is a compensated measure induced by a Poisson point process, which is independent of the fBm; and x , x are F -measurable random variables independent of β h . (See Section 2 for notation and spaces.)
One improvement we have incorporated into the study concerns how noise is incorporated into the evolution equation. The stochastic processes {x(αt) : ≤ t ≤ T} arising in some applications exhibits a selfsimilarity property in the sense that the process {x(αt) : ≤ t ≤ T} and {α h x(t) : ≤ t ≤ T} have the same probability distribution (see [21] ). Concrete data extracted from various applications suggest that values of h other than are better to use when modeling such phenomena. Doing so introduces a technical complication since the usual Itô stochastic calculus cannot be used because the noise process is not a semimartingale when h ≠ . This leads to using a so-called fractional Brownian motion in place of a standard Wiener process to model the noise; the details of the stochastic calculus related to fBm can be found in [3, 10, 14, 22] . A second improvement concerns the dependence on the probability law. Often, a more accurate model of such phenomena can be formulated by allowing the nonlinear perturbations to depend on the probability law of the state process at time t. A prototypical example in the nite-dimensional setting would be an interacting M-particle system in which (1.2) describes the dynamics of the particles x , . . . , x M moving in the space H in which the probability measure µ(t) is taken to be the empirical measure µ M (t) = ( /M) M k= δ x k (t) , where δ x k (t) denotes the Dirac measure. Researchers have investigated related models concerning di usion processes in the nite-dimensional case [8, 9, 25] . The in nite dimensional version of such models in a Hilbert space setting has only recently been examined [1, 15] .
A third improvement relates to incorporating Poisson jumps into the IBVP. Including such jumps in stochastic evolution equations is of particular interest when modeling phenomena for which the underlying randomness of the system contains jumps. Such examples arise in nance, economics, physics, ecology, and biology to name a few. Researcher have studied such models (see [2, 19, 27, 29] ), but to the authors' knowledge models involving Poisson jumps, fBm, and dependence on the probability law of the state process have not been investigated.
The following is the outline of the paper. First, we make precise the necessary notation and function spaces, and gather certain preliminary results in Section 2. The main existence and uniqueness results are discussed in Section 3 and a stability result is provided in Section 4. Finally, we return to the motivating IBVP in Section 5 to illustrate the applicability of the general theory.
Preliminaries
For details on fBm, stochastic analysis, and abstract di erential equations, we refer the reader to [3, 4, 6, 16, 28] and the references therein. Throughout this paper, let (H, · , ·, · H ) and (K, · K , ·, · K ) be real separable Hilbert spaces, where the complete orthonormal basis for U is denoted by {e j | j = , , . . . }. Furthermore, we assume that (Ω, F, {F t } t≥ , P) is a complete ltered probability space for which the ltration is a right continuous increasing family and F contains all P-null sets. Suppose that {p(t) : t ≥ } is a σ-nite stationary F t -adapted Poisson point process taking values in a measurable space (U, B(U)). We de ne the Poisson random measure induced by p(·) as N((s , s ] , Z) = s∈(s ,s ] Z (p(s)) for any Z ∈ B(U \ { })), and thus, we may de ne the compensated Poisson random measure, denoted byÑ, as
where v is the characteristic measure of N.
There are di erent ways to construct a fBm process and a H-valued stochastic integral driven by fBm. We use the approach from [3, 17] . Let {β h j (t) | t ≥ } ∞ j= be a sequence of independent, one-dimensional fBms with Hurst parameter h ∈ ( / , ) such that for all j = , , . . . the following hold:
where E(Y) = Ω YdP is the expected value of a random variable Y. In such case,
So, the following de nition is meaningful.
De nition 2.1. For every
where the convergence is taken in the mean-square sense.
The covariance operator of {β h (t) : t ≥ } is a positive nuclear operator Q such that
(See [3, 14] .) We assume that the ltration is generated by the fBm process β h (·), the Poisson point process p(·) and is augmented, that is,
where N is the class of P-null sets. Next, we outline the discussion leading to the de nition of the stochastic integral associated with {β h (t) :
is a simple function; that is, there exists {g i : i = , ..., n} ⊂ R such that
2)
De nition 2.2. The H-valued stochastic integral
This integral is well-de ned because
A standard density argument can be used to extend De nition 2.2 to the case of a general bounded, strongly measurable integrand because the set of simple functions is dense in the space of bounded, strongly measurable L(K, H)-valued functions. The following spaces of measures coincide with those used in [1] ; we recall them here for convenience. First, B(H) stands for the Borel class on H and ℘(H) represents the space of all probability measures de ned on B(H) equipped with the weak convergence topology. Let λ(x) = + x . De ne the space
φ is continuous and
and for p ≥ , let
is the is the Jordan decomposition of m. Then, we can de ne the space
, is a metric space when equipped with
and is a complete metric space when endowed with the complete Skorohod metric, S T , given by
for all ν , ν ∈ C λ and where Λ is the usual set of all strictly increasing continuous mappings of [ , T] onto itself. Furthermore, we de ne the space
which is a subspace of all càdlàg L (Ω; H)-valued mappings and is a Banach space itself when equipped with the norm
Next, we recall some facts about cosine families of operators. For more details, see [12, 26, [30] [31] [32] .
De nition 2.3. The one-parameter family {C(t) : t ∈ R} ⊂ BL(H) satisfying
is a strongly continuous cosine family. The corresponding strongly continuous sine family {S(t) : t ∈ R} ⊂ BL(H) is de ned by S(t)x = t C(s)xds, for all t ∈ R and for all x ∈ H.
De nition 2.4. The (in nitesimal) generator
It is known that the in nitesimal generator A is a closed, densely-de ned operator on H (see [11] , where a i is a nonnegative constant (i=1, 2, . . . , n) and m, n ∈ N, will be used to establish various estimates. Finally, the following Bihari and, so-called, extended Bihari inequalities (see [29] ) play important roles in the proofs of certain results. 
S(u)xdu = C(r) − C(s) x, for all ≤ s ≤ r < ∞ and x ∈ H;

There exists N ≥ such that S(t) − S(r) BL(H)
≤
Lemma 2.6. Let T > , u ≥ , and u(t), v(t) be continuous functions on [ , T]. Let θ : [ , ∞) → [ , ∞) be a concave continuous and nondecreasing function such that theta(r)
> for r > . If u(t) ≤ u + t v(s)θ(u(s))ds, for all ≤ t ≤ T, then u(t) ≤ G −   G(u ) + t v(s)dsu(t) ≤ u + T t v(s)θ(u(s))ds, for all ≤ t ≤ T, then u(t) ≤ G −   G(u ) + T t v(s)ds   , for all t ∈ [ , T] and G(u ) + T t v(s)ds ∈ Dom(G − ),
Existence and Uniqueness Results
We consider mild solutions of (1.2) in the following sense:
De nition 3.1. For a given µ ∈ C λ , a cádlág stochastic process xµ :
3. xµ(t) satis es the formula
In addition, if µ is the probability law of xµ, then xµ is the mild solution of (1.2).
For our rst result, we impose the following conditions on (1.2):
(H1) A is the in nitesimal generator of a strongly continuous cosine family {C(t) : t ≥ } on H. The cosine family and corresponding strongly continuous sine family
for some M > . (H2) B is a bounded linear operator on H with operator bound M B > .
is continuous, monotone nondecreasing, and concave.
is continuous, monotone nondecreasing, concave, and
) If a nonnegative, continuous function W(t) satis es W( ) = and
W(t) ≤ δ t K (W(s))ds, for all ≤ t ≤ T, where δ > , then W(t) = , for all ≤ t ≤ T. (d) For all xed T > , ξ > and y ≥ , the initial value problem
has a global solution on [ , T].
(H4) f : [ , T] → L(K, H) is a bounded, strongly measurable mapping; (H5) {β h (t) : t ≥ } is a K-valued fractional Brownian motion with Hurst parameter h ∈ ( , ); (H6)Ñ(dt, dη) is a compensating Poisson random measure induced by a Poisson point process p(·), which is independent of the fBm {β h (t) : t ≥ } and takes values in a measurable space (Z, B(Z)). (H7) x , x ∈ L (Ω; H) are both (F , B(H))-measurable and independent of {β h (t) : t ≥ } and the Poisson point process p(·).
The following technical properties involving stochastic integrals under assumptions (H1), (H4), and (H5) are used in the proofs of the main results in this paper.
Lemma 3.2. Assume (H1), (H4), and (H5). Then, (i) E t S(t − s)f (s)dβ
There exists a positive constantC such that 
Property (ii) can be established as in Lemma 6 in [3] by replacing S(t − s) by S(t + h − s) − S(t − s) and replacing S(t) BL(H)
for all ≤ t ≤ T. Letting h → + in (3.2) completes the proof of Lemma 3.2.
Property (iii) can be established as in Lemma 13 of [29] by applying the Burkholder-Davis Gundy inequality, and this completes the proof of the lemma.
Theorem 3.3. Assume (H1)-(H7). Then, there exists a unique mild solution of (1.2) in X T, with probability law in C λ .
We return to the proof of Theorem 3.3 after discussing several supporting propositions. Unless otherwise stated, we assume (H1)-(H8) throughout the rest of the manuscript. Let µ ∈ C λ be xed, and de ne sequences of recursive approximations as follows:
Proposition 3.4. xn ∈ X T, for all n ≥ , and there exist positive constants C , C , C (independent of n, m) such that for all n, m ≥ and ≤ t ≤ T,
Proof. Clearly, x ∈ X T, . By induction and Lemma 3.2 (ii) and (ii) (see [2, 18, 29] ), xn ∈ X T, . Let n ≥ .
Applying Jensen and Hölder inequalities and Lemma 3.2 (i) and (ii), along with iterated calculations including the hypotheses, yield E xn(t) ≤ E C(t) − S(t)B x + E S(t) x
for all ≤ t ≤ T, and where C , C are de ned as follows:
Thus, (i) is proved. Similarly for (ii), let m, n ≥ and
for all ≤ t ≤ T, and that completes the proof of (ii).
Proposition 3.5. There exists an integrable function u : [ , T] → R such that E xn(t) ≤ u(t), (3.5)
for all n ≥ and for all ≤ t ≤ T.
Proof. Let u(t) be the global solution of (3.1) where the initial condition is chosen to be the greater than max{C , sup ≤t≤T E x (t) }. We show (3.5) using induction. For n = , (3.5) holds by de nition of u(·) (with ξ = C ). Indeed, observe that
Next, let n ≥ be xed and assume that
Using (3.1), 3.4 (i), and (H3), it follows
by induction, and thus, the proposition is proved. Proof. For n ≥ , de ne the function Ψn :
Each function Ψn is well-de ned, uniformly bounded, and monotone nondecreasing in t. Since for every ≤ t ≤ T, {Ψn(t) : n ≥ } is a monotone, nonincreasing sequence, we can de ne a monotone, nonincreasing
Using Proposition 3.4 (ii) and (H3), it follows that for every n ≥ ,
Applying the Lebesgue dominated convergence theorem with (3.7) and (3.8) subsequently yields
Hence, {xn | n ≥ } is a Cauchy Sequence in X T, , as desired. Proof. Let µ ∈ C λ be xed. Using Proposition 3.6, the completeness X T, guarantees there exists a stochastic process x such that lim
Furthermore, from (H3)
As such, taking the limit as n → ∞ (3.4) shows that x(t) itself satis es (3.1) for all ≤ t ≤ T. Hence, x is a mild solution of (1.2) on [ , T]. Suppose x, y ∈ X T, are two mild solutions of (1.2). Then, arguing as in Proposition 3.4 (ii), it can be shown that for all ≤ t ≤ T,
and so (H3) (ii) (c) implies that sup ≤t≤T E x(t) − y(t) = . Thus, x = y in X T, , guaranteeing uniqueness, for a xed µ ∈ C λ , and this completes the proof.
Proof of Theorem 3.3
We modify arguments in [20] and [13] to conclude there exists an unique probability measure µ ∈ C λ , the probability law of x(t), that solves (1.2). To this end, let xν denote the unique parametrized mild solution to (1.2) guaranteed by Proposition 3.6 for the xed probability law ν ∈ C λ , and let L(xν) = {L(xν(t)) : t ∈ [ , T]} be the probability law of xν. As in [13] , we use the stronger uniform metric
some complications, but we will appeal to the complete Skorohod metric in nal step of the Cauchy sequence argument. Let µ, ν ∈ C λ . Note that since xµ ∈ X T, , L(xµ(t)) ∈ ℘ λ (H), for any t ∈ [ , T]. Next, we must show that t → L(xµ(t)) is right-continuous with nite left-limits. Let c ∈ [ , T) and h > be su ciently small. Then the right-continuity of xµ and continuity of K , K ensures that
Next, for all ≤ c < T and ϕ ∈ C λ (H), the de nition of the metric ρ yields
A similar argument can made to conclude nite left-limits. Using (H3), in conjunction with the technique used to establish Proposition 3.4, we arrive at
Since K is concave on [ , ∞), there exists positive constants a and b such that
from which an application of Gronwall's inequality yields
For su ciently small t > , we have
for some < C < . Therefore, there exists a T ∈ ( , T] such that 
is not separable, (3.10) shows that {µn : n ≥ } Cauchy sequence for D T . Thus, for the complete Skorohod metric,
for which an application of triangle inequality yields L(xµ ∞ ) = µ∞. By iteration, the existence and uniqueness on [ , T] can be obtained, and this completes the proof.
Remark 3.8. We recover the existence and uniqueness of a mild solution of (1.2) under the classical Lipschitz condition as a special case of Theorem 3.3. Furthermore, the dependence of the nonlinearities on the probability law and the range of the Hurst parameter enables us to generalize and/or view the existence results in [13, 20] as corollaries of Theorem 3.3.
Stability in Mean Square
We further restrict the function K in (H3)(b) and the growth condition only on f in (H3)(ii)(b) as follows:
Remark 4.1. As stated in Remark 8 of [29] , there are several examples of functions K which are natural growth conditions to impose on the nonlinearities and which satisfy (H3) and (H8).
De nition 4.2. A mild solution
where x is the solution to (1.2) with initial condition (x , x ). Proof. Let ϵ > , and let x and x with probability laws µx and µ x , respectively, be solutions on [ , T] of (1.2) with initial conditions (x , x ) and (x , x ), respectively. Subtracting the variation of parameters formulation of x from x yields Using (A1), it follows that A is a uniformly elliptic, densely de ned, symmetric, self-adjoint operator that generates a strongly continuous cosine family on H (see [5, 26] 
for all ≤ t ≤ T and z ∈ D. Further, identifying f = we see that (1.1) can be written in the abstract form of (1.2). Clearly, (H1)-(H3) and (H5)-(H8) are satis ed. We now show that f , f and B satis es (H4). To this end, observe that using (A4)(1) together with Hölder inequality, we observe that (2) is satis ed. Thus, we can invoke Theorem 3.3 to conclude that (1.1) has a unique mild solution x ∈ X T, with probability law {µ(t) : ≤ t ≤ T}. Furthermore, by Theorem 4.3 solutions to (1.1) are stable in mean square.
F (t, z, y)µ(t, z)(dy)
   dz    ≤    D L (D) F (t, z, y) L (D) µ(t, z)(dy)dz    ≤ M F    D L (D) + y L (D) L (D) µ(t, z)(dy)dz    ≤ M F m(D) µ(t) λ , ∀ ≤ t ≤ T, µ ∈ ℘ λ (H).
