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РЕФЕРАТ
Квалiфiкацiйна робота мiстить: 66 стор., 17 рисунки, 0 таблиць, 18
джерел.
Метою даної роботи є дослiдження питань повязанних зi схемами
автентифiкованого шифрування на основi суматорiв. Алгоритми
автентифiкованого шифрування, якi надають нам можливiсть безпечно
взаємодiяти в комп’ютерних системах через конфiденцiйнiсть i
попередження пiдробок повiдомлень, тобто через забезпечення цiлосностi
нашої iнформацiї. Об’єктом дослiдження є iнформацiйнi процеси в
системах криптографiчного захисту. Предметом - властивостi
комбiнованих режимiв автентифiкованого шифрування на основi
суматорiв. AEAD, ЗАГАЛЬНА СХЕМА, СУМАТОРИ,
АВТЕНТИФIКОВАНЕ ШИФРУВАННЯ, GCM, EAX, OCB, MAC,
GHASH
The purpose of this work is to study issues related to the schemes of
authenticated encryption based on adders. Authenticated encryption
algorithms that enable us to interact securely in computer systems through
confidentiality and the prevention of message forgery through ensuring the
integrity of our information. The object of research is information processes in
cryptographic protection systems. The subject - the properties of the
combined modes of authenticated encryption based on combiners.
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ВСТУП
Актуальнiсть дослiдження.
Практика безпеки комп’ютерних систем i комунiкацiй давно визнала
таку криптографiчну проблему [14]: передача повiдомлення таким чином,
що частина його захищена секретнiстю, частина залишається незмiнною, i
все в цiлому автентифiковано. У роботi [14] формалiзується та
дослiджується поняття автентифiкованого шифрування з асоцiйовними
даними (𝐴𝐸𝐴𝐷). Ранiше розробники протоколiв зверталися до 𝐴𝐸𝐴𝐷,
використовуючи узагальнену схему (як її вперше назвали та дослiдили
[3]), де один з методiв просто склеює схему шифрування
(конфiденцiйность) та код автентифiкацiї повiдомлення (𝑀𝐴𝐶).
Наприклад, можна зашифрувати текст 𝑀 , додати заголовок 𝐻, а потiм
отримати 𝑀𝐴𝐶 з результату. Такi рiшення є настiльки природними та
очевидними, що, здається, уникнуло, що хтось вирiшує криптографiчну
проблему самостiйно. Що спричинило визнання 𝐴𝐸𝐴𝐷 як окремої
криптографiчної проблеми, це розробка методiв, що забезпечують
конфiденцiйнiсть разом з автентифiкацiєю без використання узагальненої
схеми. Починаючи з Джатла (англ. Jutla, Charanjit S) [9] i продовжуючи з
Глiгор (англ Virgil D. Gligor) та iн. [7], Роговей (англ. Rogaway Phillip) та
iн. [15] з’явилися новi режими блочного шифрування, якi поєднували
конфiденцiйнiсть та автентифiкацiю в єдиний, компактний режим. Такi
схеми iнтегрованого аутентифiкованого шифрування (𝐴𝐸) обiцяли
пiдвищення ефективностi порiвняно iз загальним складом звичайних
механiзмiв. Але схеми також мали значний (i спочатку непомiтний)
недолiк: явна нездатнiсть ефективно перевiрити автентичнiсть тексту
асоцiйовних даних, наприклад заголовки пакетiв чи iнша статична
iнформацiя, прив’язуючи це до шифротексту.
Щоб побачити деякi проблеми, розглянемо такий протокол, який
передає повiдомлення 𝐻‖𝐶‖𝑇 , де 𝐻 - заголовок повiдомлення, а 𝐶
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визначається за допомогою шифрування простого тексту 𝑀 пiд ключем
𝐾1, а 𝑇 визначається шляхом застосування 𝑀𝐴𝐶 до рядка 𝐻‖𝐶 ключем
𝐾2. Припустимо, щоб зробити це швидше, хочемо модифiкувати цей
потiк, використовуючи 𝐴𝐸-схему, таку як 𝑂𝐶𝐵 [15]. Не можна просто
надiслати зашифрований 𝑂𝐶𝐵 𝐻‖𝑀 , оскiльки, iмовiрно, 𝐻 повинен був
бути незмiнним для цiлей маршрутизацiї або розбору повiдомлення.
Також не можна 𝑂𝐶𝐵-шифрувати просто 𝑀 та надсилати це разом iз 𝐻,
бо в цьому випадку б нiчого не зроблено для автентифiкацiї 𝐻. Не можна
обiйти цю проблему, надiславши повiдомлення, що складається з 𝐻, a
𝑀𝐴𝐶 застосований до 𝐻 та зашифрованим 𝑂𝐶𝐵 повiдомлення 𝑀 , тому
що нiчого б не було зроблено, щоб прив’язати 𝐻 до 𝑀 , але це подовжить
передане повiдомлення i витрачає час на обчислення 𝑀𝐴𝐶 над
iнформацiєю, яка вже захищена автентичнiстю 𝑂𝐶𝐵. Можна було б
надiслати зашифрований 𝑂𝐶𝐵 𝐻‖𝑀 разом з 𝐻, тепер шифруючи 𝐻
лише як засiб для забезпечення його автентичностi, але це зробить ще раз
подовження надiсланого повiдомлення. Можна спробувати стерти цю
неефективнiсть, якщо вiдправник опустить з шифротексту частину, що
вiдповiдає H (якщо припустити, що шифротекст має таку структуру, як
це робиться з 𝑂𝐶𝐵). Але такий пiдхiд, як правило, не працює: 𝐴𝐸-схема
не вимагає надання автентичностi при неправильному використаннi
таким чином (а режими типу [15], [9] не надають автентичностi, якщо їх
неправильно використовувати). [14] видiляє AEAD як криптографiчно
значущу проблему та забезпечує їй обгрунтовану безпеку.
У цiй роботi дано детальний огляд до схеми 𝐴𝐸𝐴𝐷. Хоча перший i
частина другого роздiлу є загальними в тому сенсi, що вони не
покладаються на будь-якi властивостi схем 𝐴𝐸𝐴𝐷 на основi суматорiв,
що дає можливiсть пiдготувати пiдгрунтя для представлення необхiдностi
i мотивацiї iснування таких схем - комбiнацiя двох i бiльше схем 𝐴𝐸𝐴𝐷,
тобто з останнього твердження - цi схеми можливо масштабувати, що є
безумовно необхiдною властивiстю, оскiльки, якщо хоча б один з
примiтивiв залишиться криптографiчно стiйким, то i вся схема буде
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стiйкою (див. [12])
Метою дослiдження є аналiз швидкодiї на 64 бiтнiй архiтектурi
рiзних комбiнацiї схем 𝐺𝐶𝑀,𝐸𝐴𝑋,𝐶𝐶𝑀 з алгоритмом шифрування
𝐴𝐸𝑆 на основi ’чорної коробки’, оскiльки цi три схеми, 𝐴𝐸𝑆 присутнi у
безкоштовних криптографiчних бiблiотеках будь-якої популярної мови
програмування i використання саме пiдходу ’чорної коробки’ - не має
необхiдностi втручатись у внутрiшню роботу криптографiчних бiблiотек.
Для дослiдження швидкодiї було обрано мову програмування 𝐽𝑎𝑣𝑎. А
тобто для досягнення мети необхiдно вирiшити такi завдання:
1) провести огляд опублiкованих джерел за тематикою дослiдження;
2) створити програму для аналiзу швидкодiї на обраному ЕОМ;
3) з отриманих результатiв отримати графiки i зробити висновки про
швидкодiю комбiнацiй схем
Об’єктом дослiдження є iнформацiйнi процеси в системах
криптографiчного захисту. Предметом дослiдження є властивостi
режимiв автентифiкованого шифрування у використаннi з суматорами
При розв’язаннi поставлених завдань використовувались такi
методи дослiдження: методи абстрактної алгебри, теорiї iмовiрностей,
теорiї кодування, теорiї складностi алгоритмiв.
Наукова новизна отриманих результатiв полягає у використаннi
результатiв для побудови успiшних атак по часу на схеми 𝐴𝐸𝐴𝐷 на основi
суматорiв з внутрiшнiм станом.
Практичне значення результатiв полягає в тому, що це вiдриває
нам можливiсть тестувати комбiнованi схеми з бiльшою кiлькiстю
параметрiв.
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1 ОСНОВНI ТЕОРЕТИЧНI ВIДОМОСТI
Перевiрка цiлiсностi та автентичностi iнформацiї є першочерговою
необхiднiстю в комп’ютерних системах та мережах. Зокрема, двi сторони,
що спiлкуються по незахищеному каналу, потребують метод, за
допомогою якого iнформацiя, що надсилається однiєю стороною, може
бути перевiрена на автентичнiсть (немодифiкована) [1] iншою стороною.
Найчастiше такий механiзм ґрунтується на секретному ключi, який
подiляється мiж сторонами i застосовується код автентифiкацї
повiдомлення (MAC). (Iншi термiни включають "перевiрка на
цiлiснiсть"або "криптографiчна контрольна сума"). У цьому випадку,
коли сторона A передає повiдомлення сторонi B, вона додає до
повiдомлення значення, яке називається тагом аутентифiкацiї,
обчислюється алгоритмом MAC, як функцiя вiд переданої iнформацiї та
спiльного секретного ключа. При отриманнi B обчислює таг
аутентифiкацiї для отриманого повiдомлення за допомогою того ж
механiзму (i ключа) i перевiряє, чи отримане ним значення дорiвнює тегу,
приєднаному до отриманого повiдомлення. Тiльки якщо значення
збiгаються, то отримана iнформацiя вважається такою, що не змiнена на
шляху вiд А до В. Мета - запобiгти пiдробцi, а саме - обчислення
противником повiдомлення (не надiсланого законними сторонами) та
вiдповiдний дiйсний тег аутентифiкацiї. MAC найчастiше будуються з
блокових шифрiв типу 𝐷𝐸𝑆. (Найпопулярнiшим у цьому є 𝐶𝐵𝐶 −𝑀𝐴𝐶,
проаналiзований у [13], [2].) Проте останнiм часом виник iнтерес до iдеї
побудови MAC з криптографiчних хеш-функцiй. Це особливо помiтно в
Iнтернет-спiльнотi, де розробка протоколiв безпеки призвела до
необхiдностi у простих, ефективних та широко доступних механiзмах
𝑀𝐴𝐶. Неважко зрозумiти, чому люди хочуть використовувати MAC з
криптографiчними хеш-функцiями: популярнi хеш-функцiї швидшi, нiж
блоковi шифри в реалiзацiї програмного забезпечення; цi реалiзацiї
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програмного забезпечення легко та вiльно доступнi; i бiльшiсть функцiй
не пiдпадають пiд дiю патентного права. Бiльш складним питанням є те,
як найкраще це зробити. Хеш-функцiї спочатку не були розробленi для
використання для автентифiкацiї повiдомлень. (Однiєю з багатьох
труднощiв є те, що хеш-функцiї не є примiтивними ключами, тобто не
вмiщують поняття секретного ключа.) Тому потрiбно особливо обережно
використовувати їх у використаннi для цього. Зокрема, хоча було
запропоновано багато конструкцiй, їм не вистачає надiйного та
реалiстичного аналiзу безпеки. Таким чином, виникає потреба у
конструкцiях, якi пiдтримують ефективнiсть хеш-функцiй, але
пiдкрiплюються бiльш жорстким аналiзом їх безпеки. [1] Пропонують
використовувати параметризованi геш-функцiї.
1.1 Параметризованi геш - фунцiї
Найбiльш розповсюдженний пiдхiд для параметризацiї хеш-функцiї
- це введення ключа як частини хешованих даних функцiєю, наприклад,
хешування даних 𝑥 за допомогою ключа 𝑘 виконується шляхом
застосування хеш-функцiї 𝐹 дo 𝑘‖𝑥. Пiдхiд [1] полягає в тому, що замiсть
використання фiксованого i вiдомого 𝐼𝑉 замiнити його випадковим i
секретним значенням, вiдомим лише сторонам. Це дозволяє краще
моделювати параметризованi ключем хеш-функцiї, необхiднi для аналiзу
безпеки цих функцiй.
Використовуючи пiдхiд параметризацiї 𝐼𝑉 ,можна дати визначенням
хеш-функцiї як сiмейство функцiй :
Означення 1.1. Нехай 𝑙(𝑛) деякий полiном. Тодi
параметризованою геш-функцiєю назвемо :
ℎ𝑘 : {0, 1}≤𝑙(𝑛) *𝐾 → {0, 1}𝑚 , 𝑚 ∈ N , 𝑘 ∈ 𝐾 − секрет
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Криптографiчнi вимоги до параметризованих геш-функцiй
– Стiйкiсть до пошуку колiзiй :
𝐹 - супротивник, що працює час ≤ 𝑇 :
𝐹 : 𝐾 → {0, 1}≤𝑙(𝑛) * {0, 1}≤𝑙(𝑛) ∪ {∅}
∀𝑥 : 𝐹𝑘(𝑥) ̸= 𝑥⇒ Pr𝑘,𝐹 {𝐹 (𝑘) ̸= ∅} ≤ 𝜖
– Стiкiсть до пошуку прообразу (Pre)
𝐹 - супротивник, що працює ща час ≤ 𝑇 :
𝐹 : {0, 1}𝑚 → {0, 1}≤𝑙(𝑛) ∪ {∅} ⇒ Pr
𝑥,𝐹
{ℎ𝑘(𝐹 (ℎ𝑘(𝑥))) = ℎ𝑘(𝑥)} ≤ 𝜖
· alwaysPre : коли 𝑘 обирається аналiтиком, а ℎ𝑘(𝑥) - довiльне
· everywherePre : ℎ𝑘(𝑥) - обирається аналiтиком, а 𝑘 - довiльне
– Стiйкiсть до пошуку другого прообразу ( secPre ).
𝐹 - супротивник, що працює час ≤ 𝑇
𝐹 : {0, 1}≤𝑙(𝑛) *𝐾 → {0, 1}≤𝑙(𝑛)
∀𝑥 : 𝐹𝑘(𝑥) ̸= 𝑥 𝑓𝑜𝑟 𝑡𝑖𝑚𝑒 ≤ 𝑇 ⇒ Pr {ℎ𝑘(𝐹 (𝑥)) = ℎ𝑘(𝑥)} ≤ 𝜖
· alwaysSec : коли 𝑘 обирається аналiтиком, а 𝑥 - довiльне
· everywhereSec : коли 𝑥 обирається аналiтиком, а 𝑘 - довiльне
В роботi [1] автори розширяють поняття стiйкостi до колiзiй на
параметризованi геш-функцiї.
Означення 1.2. Сiмейство параметризованих геш-функцiй
{𝐹𝑘} ∈ (𝜖, 𝑡, 𝑞, 𝐿) - стiйким до колiзiй, якщо будь-який противник, якому
не надано ключ k, обмежений часом 𝑇𝑖𝑚𝑒 ≤ 𝑡 i має можливiсть
обчислити значення функцiї 𝐹𝑘 на q повiдомленнях 𝑚1,𝑚2, ...,𝑚𝑞 за своїм
вибором, довжина кожного не бiльше 𝐿, не може знайти такi
повiдомлення 𝑚 ̸= 𝑚′, для яких 𝐹𝑘(𝑚) = 𝐹𝑘(𝑚
′
) з вiрогiднiстю бiльше 𝜖
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1.2 Коди автентифiкацiї повiдомлень
Алгоритми кодiв автентифiкацiї повiдомлень (MAC) є досить
важливою складовою бiльшостi мережевих протоколiв. Вони
забезпечують автентичнiсть повiдомлення мiж двома або бiльше
учасниками.
Алгоритми MAC працюють майже в тому ж контекстi, що i
симетричнi шифри. Вони приймають секретний ключ, який задає
вiдображенння вiд повiдомлення до власне 𝑀𝐴𝐶 - фiксованої довжини
рядок (тег). Хоча функцiї MAC приймають довiлi великi повiдомлення i
дають вихiд фiксованого розмiру, вони не є еквiвалентними хеш-функцiй
з точки зору безпеки.
Означення 1.3.
𝑀𝐴𝐶𝑘 : {0, 1}≤𝑙(𝑛) *𝐾 → {0, 1}𝑚 , 𝑚 ∈ N , 𝑘 ∈ 𝐾 − ключ
Криптографiчнi вимоги до 𝑀𝐴𝐶
– Тi ж вимоги, що i до параметризованої геш - функцiї
– Вiдновлення ключа ( Key Recovery ) : Необхiдно, аби за множиною
(𝑥𝑖,𝑀𝐴𝐶𝑘(𝑥𝑖)) 𝑖 = 1...𝑁 знайти ключ 𝑘 було складно.
– Пiдробка ( Forgery ) : Необхiдно, аби за множиною (𝑥𝑖,𝑀𝐴𝐶𝑘(𝑥𝑖))
𝑖 = 1...𝑁 обчислити 𝑀𝐴𝐶𝑘(𝑥) 𝑥 /∈ {𝑥𝑖} було складно.
𝑀𝐴𝐶 ∈ (𝜖, 𝑇, 𝑞, 𝑞′, 𝑞′′) - зламний
Якщо ∀ супротивник який працює за час ≤ 𝑇 :
– Може обчислити 𝑀𝐴𝐶 для 𝑞 обраних повiдомлень
– Може дiзнатися 𝑀𝐴𝐶 для 𝑞′ вiдомих повiдомлень
– Може перевiрити 𝑞′′ сформованих пар (𝑥,𝑀𝐴𝐶𝑘(𝑥)) на коректнiсть
⇒ пiдробка з ймовiрнiстю ≤ 𝜖
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1.3 Автентифiковане шифрування
Означення 1.4. Автентифiковане шифрування
Ξ = ⟨ℳ, 𝐾, 𝐶, 𝑇, 𝐸,𝐷⟩
де 𝑇 - множина тегiв (можливi значення 𝑀𝐴𝐶)
𝐸 :ℳ*𝐾 → 𝐶 * 𝑇𝐷 : 𝐶 * 𝑇 *𝐾 →ℳ∪ {∅ або 𝐼𝑁𝑉 𝐴𝐿𝐼𝐷}
Означення 1.5. Автентифiковане шифрування з асоцiйованими
даними AEAD
Ξ = ⟨ℳ, 𝐾, 𝐶, 𝑇,𝐴,𝐸,𝐷⟩
де A - асоцiйованi данi
𝐸 :ℳ*𝐾 * 𝐴→ 𝐶 * 𝑇 * 𝐴
𝐷 : 𝐶 * 𝑇 *𝐾 * 𝐴→ (ℳ∪ {∅ або 𝐼𝑁𝑉 𝐴𝐿𝐼𝐷}) * 𝐴
Nonce схема. Нехай, A - супротивник має доступ до оракула шифрування
𝐸 ··𝐾(·). Цей оракул приймає (𝑁,𝐻,𝑀) (𝐻 ∈ 𝐴 - асоцiйованi данi) повертає
𝐸𝑁𝐻𝐾 (𝑀) = 𝐶𝑇 . Нехай (𝑁1, 𝐻1,𝑀1), ..., (𝑁𝑞, 𝐻𝑞,𝑀𝑞) позначимо запити до
оракулу. Нехай, супротивник є nonce-схема, якщо 𝑁1, ..., 𝑁𝑞 завжди рiзнi,
незалежно вiд вiдповiдей оракулу.
Конфiденцiйнiсть AEAD схем. Вважаємо, що ∀ супротивник, має
доступ до оракула шифрування та nonce-схема. Перевага такого
супротивника A у порушеннi конфiденцiйностi схеми 𝐴𝐸𝐴𝐷
∏︀
= ⟨𝐸,𝐷⟩,
що має ключовий простiр 𝐾𝐸𝑌 це
Adv𝑝𝑟𝑖𝑣∏︀ (𝐴) = Pr [︁𝐾 $←− 𝐾𝐸𝑌 : 𝐴𝐸··𝐾(·) = 1]︁− Pr [︁𝐾 $←− 𝐾𝐸𝑌 : 𝐴$··(·) = 1]︁
де $··(·) позначимо оракул, який на запит (𝑁,𝐻,𝑀) повертає випадкову
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строку довжини |𝑀 |.
Автентифiкацiя AEAD схем Надаємо супротивнику два оракули,
оракул шифрування, а також оракул для верифiкацiї 𝐷··𝐾(·). Останнiй
оракул приймає на вхiд (𝑁,𝐻,𝐶𝑇 ) i повертає 1, якщо 𝐷𝑁𝐻𝐾 (𝐶𝑇 ) ∈ℳ i
повертає 0, якщо 𝐷𝑁𝐻𝐾 (𝐶𝑇 ) = ∅ або 𝐼𝑁𝑉 𝐴𝐿𝐼𝐷. Вважається, що
супротивник повинен вiдповiдати трьом умовам, i вони повиннi
виконуватись незалежно вiд вiдповiдей на його запити до оракулy та
незалежно вiд внутрiшнього стану монет :
– Суперник А є nonce-схема. (Вважається, що ця умова стосується
лише для оракула шифрування. Таким чином, запит, який
використовується у запитi оракула шифрування, може бути використаний
у запитi оракула для перевiрки.)
– Супротивник нiколи не зробить запит до верифiкуючого оракула
(𝑁,𝐻,𝐶𝑇 ) : оракул шифрування ранiше повернув 𝐶𝑇 у вiдповiдь на
запит (𝑁,𝐻,𝑀).
– Супротивник 𝐴 може зробити запит до верифiкуючого оракулу
тiльки один раз. Тобто, вiн робить послiдовнiсть запитiв до оракулу
шифрування, потiм запит до верифiкуючого оракулу i зупиняється.
Вважаємо, що такий супротивник виконав пiдробку, якщо його
верифiкуючий оракул повертає 1 у вiдповiдь на запит, зроблений до
нього. Перевага такого супротивника 𝐴 у порушеннi автентичностi схеми
𝐴𝐸𝐴𝐷,
∏︀
= ⟨𝐸,𝐷⟩, що має ключовий простiр 𝐾𝐸𝑌
Adv𝑎𝑢𝑡ℎ∏︀ (𝐴) = Pr [︁𝐾 $←− 𝐾𝐸𝑌 : 𝐴𝐸··𝐾(·),?̂?··𝐾(·) виконав пiдробку]︁
IV схема шифрування Вiд nonce-схеми вiдрiзняється тим, що
приймає вектор iнiцiалiзацiї 𝐼𝑉 ∈ {0, 1}𝑛, 𝑛 ≥ 1
Конфiденцiйнiсть IVE схеми : 𝐼𝑉 ∈𝑅 {0, 1}𝑛. Нехай ℰ$ алгоритм
шифрування, що повертає шифротекст i 𝐼𝑉 на основi випадково
вибраного 𝐼𝑉 ∈𝑅 {0, 1}𝑛.
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Визначимо перевагу супротивника 𝐴 в зламi конфiденцiйностi схеми∏︀
:
Adv𝑝𝑟𝑖𝑣∏︀ (𝐴) = Pr [︁𝐾 $←− 𝐾𝐸𝑌 : 𝐴ℰ$𝐾(·) = 1]︁− Pr [︁𝐾 $←− 𝐾𝐸𝑌 : 𝐴$(·) = 1]︁
де $(·) оракул повертає випадковий рядок довжини 𝑛+ |𝑀 |, де 𝑀 -
вхiдний рядок
Псевдовипадковi функцiї ПВФ. Сiм’я псевдовипадкових функцiй - це
вiдображення 𝐹 : 𝐾𝐸𝑌 ×𝐷 → {0, 1}𝑛, D - непуста множина рядкiв, 𝑛
розмiр вихiдних даних 𝐹 . Позначимо 𝐹𝐾 для функцiї 𝐹 (𝐾, ·) i позначимо
𝐾
$←− 𝐾𝐸𝑌 , 𝑓 ← 𝐹𝐾 як 𝑓
$←− 𝐹 . ℛ*𝑛 безлiч всiх функцiй з {0, 1} на 0, 1𝑛;
ℛ𝑛𝑛 набiр усiх функцiй з 0, 1𝑛 на 0, 1𝑛; i за ℛℐ𝑛 набiр усiх функцiй з
доменом ℐ на 0, 1𝑛. Iдентифiкуємо функцiю з її ключем, роблячи ℛ𝑛𝑛,ℛ*𝑛 i
ℛℐ𝑛 псевдовипадковими функцiями. Перевага противника 𝐴 у порушеннi
псевдовипадковостi сiмейства функцiй 𝐹 : 𝐾𝐸𝑌 × {0, 1}* → {0, 1}𝑛
Adv𝐹 = Pr
[︁
𝐾
$←− 𝐾𝐸𝑌 : 𝐴𝐹𝐾(·) = 1
]︁
− Pr
[︁
𝜌
$←− ℛ*𝑛 : 𝐴𝜌(·) = 1
]︁
Сiм’я функцiй 𝐸 : 𝐾𝐸𝑌 ×𝐷 → {0, 1}𝑛 блочний шифр, якщо
𝐷 = {0, 1}𝑛 i кожен 𝐸𝐾 - деяка перестановка. Нехай, 𝒫𝑛 всi можливi
перестановки на {0, 1}𝑛. I визначимо
Adv𝑝𝑟𝑝𝐸 (𝐴) = Pr
[︁
𝐾
$←− 𝐾𝐸𝑌 : 𝐴𝐸𝐾(·) = 1
]︁
− Pr
[︁
𝜋
$←− 𝒫𝑛 : 𝐴𝜋(·) = 1
]︁
Використання ресурсiв. Нехай 𝑥𝑥𝑥 - позначення переваги :
Adv𝑥𝑥𝑥∏︀ (𝐴); Позначимо Adv𝑥𝑥𝑥∏︀ (𝑅) як максимальне значення Adv𝑥𝑥𝑥∏︀ (𝐴)
над усiма супротивниками A, якi використовують не бiльше R ресурсiв.
Пiд час пiдрахунку використання ресурсiв супротивник, максимiзує над
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усiма можливими вiдповiдями оракул, включаючи тi, якi не вдалося
повернути жодним експериментом. Ресурси, що нас iнтересують, є : 𝑡 -
час роботи; 𝑞 - загальна кiлькiсть запитiв оракулу; 𝑞𝑒 - кiлькiсть запитiв
до першого оракула; 𝑞𝑣 - кiлькiсть запитiв до другого оракула; i 𝜎 -
складнiсть даних, тобто кiлькiсть пам’ятi, що використовуємо. Час
виконання алгоритму 𝑡 - його фактичний час роботи (щодо деякої
фiксованої моделi обчислення RAM) плюс розмiр його опису (щодо
деякого стандартного кодування алгоритмiв). Складнiсть даних 𝜎
визначається як сума довжин усiх рядкiв, закодованих у запитах оракула
супротивника, плюс загальна кiлькiсть всiх цих рядкiв. Вимiрємо
довжини рядкiв в n-бiтових блоках. Кiлькiсть блокiв у рядку 𝑀
визначається як ‖𝑀‖𝑛 = 𝑚𝑎𝑥{1, ⌈|𝑀 |/𝑛⌉}, отже пустий рядок має 1 блок.
Отже, кiлькiсть доступних ресурсiв позначаємо, як (𝑡, 𝑞, 𝜎). Зокрема,
𝑇𝑖𝑚𝑒𝐹 (𝜎) - максимальна кiлькiсть часу, аби обчислити функцiю 𝐹 на
входах загальної довжини 𝜎. 𝑇𝑖𝑚𝑒ℰ(𝜎) - час обчислення випадкового
елемента 𝐾 $←− 𝐾𝐸𝑌 + максимальна кiлькiсть часу для обчислення ℰ𝐾 на
аргументах загальної довжини 𝜎.
Захищенi канали зв’язку Для того, щоб стверджувати про будь-якi
результати, тобто, що певна комбiнацiя шифрування та аутентифiкацiї
забезпечує безпечну комунiкацiю, нам потрiбно визначити, що
розумiється пiд таким «захищеним зв’язком». Для цього використовуємо
модель захищених каналiв, запроваджену Канеттi та Кравчиком [6], [10],
яка покликана фiксувати стандартну практику безпеки мережi, в якiй
комунiкацiя захищена через сеанси мiж парами комунiкацiйних сторiн, i
де кожен сеанс складається з двох етапiв. По-перше, двi сторони
запускають протокол обмiну ключами, який встановлює
автентифiкований та секретний ключ сеансу, який спiльно
використовується мiж сторонами. Потiм, на другому етапi, цей ключ
сеансу використовується разом iз криптографiчними функцiями
симетричного ключа для захисту цiлiсностi та / або секретностi
переданих даних. Формалiзм [6] передбачає визначення протоколу обмiну
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ключами для впровадження сеансу та ключового етапу встановлення, а
також двох функцiй, 𝑠𝑛𝑑 та 𝑟𝑐𝑣, якi визначають дiї, застосованi до
переданих даних через незахищене середовище передачi даних. Протокол,
що слiдує за цим формалiзмом, називається в [6] «протоколом мережевих
каналiв», а його безпека визначається з точки зору автентичностi та
секретностi. Цi поняття визначенi в [6] в контекстi комунiкацiй,
контрольованих зловмисником, з повним контролем iнформацiї, що
надсилається, i з можливiстю пiдробки \сеансiв i сторiн. Функцiя 𝑠𝑛𝑑
представляє операцiї та перетворення, застосованi до повiдомлення його
вiдправником, щоб захистити його вiд дiй супротивника (нападника). А
саме, коли повiдомлення 𝑚 має передаватися вiд сторони P до сторони Q
в рамках сеансу, встановленого мiж цими сторонами, функцiя 𝑠𝑛𝑑
застосовується до 𝑚 i, можливо, до додаткової iнформацiї, такої як
iдентифiкатор повiдомлення. Визначення 𝑠𝑛𝑑 зазвичай складається iз
застосування деякої комбiнацiї 𝑀𝐴𝐶 та симетричного шифрування,
введеного через ключ сеансу. Функцiя 𝑟𝑐𝑣 описує дiю на приймальному
кiнцi для розшифрування та верифiкацiї вхiдних повiдомлень. Тобто,
будь-яка модифiкацiя повiдомлень, отриманих зловмисником по
комунiкацiйним посиланням, включаючи введення або повтор
повiдомлення, повинна бути виявлена та вiдхилена одержувачем.
Секретнiсть оформлена в традицiї семантичної безпеки: серед безлiчi
повiдомлень, обмiнюваних сеансом, зловмисник вибирає пару тестових
повiдомлень, з яких надсилається лише одне; мета нападника -
здогадатися, яке саме було надiслано. Захищенiсть вважається, що
дотримана, якщо зловмисник не може здогадатися з вiрогiднiстю, значно
бiльшою вiд 1/2. Протокол мережевих каналiв називається протоколом
захищених каналiв, якщо вiн досягає як автентифiкацiї, так i секретностi
у тому сенсi, який викладений вище.
Узагальненi схеми побудови 𝐸𝑘 , 𝑀𝐴𝐶𝑘 , 𝑘 → (𝑘𝑒, 𝑘𝑚)
– Encrypt & MAC : ℰ̄(𝐾𝑒,𝑀) = ℰ(𝐾𝑒‖𝑀)‖𝒯 (𝐾𝑚,𝑀).
– MAC → Encrypt : ℰ̄(𝐾𝑒,𝑀) = ℰ(𝐾𝑒‖𝒯 (𝐾𝑚,𝑀)).
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– Encrypt → MAC : ℰ̄(𝐾𝑒,𝑀) = 𝐶‖𝒯 (𝐾𝑚,𝑀), де 𝐶 = ℰ(𝐾𝑒,𝑀)
ℰ̄ - алгоритм шифрування з автентифiкацiєю 𝐴𝐸.
Висновки до роздiлу 1
Перший роздiл дав нам основнi поняття, якi будуть
використовуватись для проведення детального огляду режимiв
автентифiкованого шифрування в наступному роздiлi.
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2 МЕТОДИ ПОБУДОВИ АВТЕНТИФIКОВАНОГО
ШИФРУВАННЯ
2.1 Аналiз узагальнених схем побудови
Розглянемо криптографiчну стiйкiсть схем 𝐸𝑛𝑐𝑟𝑦𝑝𝑡 → 𝑀𝐴𝐶(𝐸𝑡𝐴),
𝑀𝐴𝐶 → 𝐸𝑛𝑐𝑟𝑦𝑝𝑡(𝑀𝑡𝐸), 𝐸𝑛𝑐𝑟𝑦𝑝𝑡&𝑀𝐴𝐶(𝐸&𝑀) узагальненої схеми
побудови з алгоритмами симетричного блочного шифрування та
функцiями MAC, де єдине припущення полягає в тому, що 𝐸 - алгоритм
шифрування є стiйким у сенсi 𝐼𝑁𝐷 − 𝐶𝑃𝐴 i MAC стiйкий до атак на
основi вибраного тексту.
Означення 2.1. Криптосистема є стiйкою у сенсi 𝐼𝑁𝐷 − 𝐶𝑃𝐴,
якщо будь-який супротивник за полiномiальну кiлькiсть часу має лише
незначну перевагу у грi, що вказана нижче, i виграє її з ймовiрнiстю
1
2 + 𝜖(𝑘), де 𝜖(𝑘) знехтувально мала функцiя вiд параметру безпеки 𝑘,
тобто ∀ 𝑝𝑜𝑙𝑦()∃ 𝑘0 : |𝜖(𝑘)| <
⃒⃒⃒
1
𝑝𝑜𝑙𝑦(𝑘)
⃒⃒⃒
∀ 𝑘0 > 𝑘0
Супротивник моделюється ймовiрнiсною машиною Тьюрiнга, що
означає, що вiн повинен завершити гру i видати здогадку з полiномiальну
кiлькiсть крокiв. У цьому визначеннi 𝐸(𝑃𝐾,𝑀) являє собою
шифрування повiдомлення 𝑀 ключем 𝑃𝐾 :
– Коористувач генерує пару ключiв 𝑃𝐾, 𝑆𝐾 на основi деякого
параметра безпеки 𝑘 (наприклад, розмiр ключа в бiтах) i публiкує 𝑃𝐾
противнику. Користувач зберiгає 𝑆𝐾.
– Супротивник може виконувати будь-яку кiлькiсть шифрувань або
iнших операцiй.
– Зрештою, супротивник подає користувачу два рiзних обраних
повiдомлення 𝑀0,𝑀1.
– Користувач обирає бiт 𝑏 ∈ {0, 1} рiвномiрно i одночасно вiдправляє
шифротекст 𝐶𝑇 = 𝐸(𝑃𝐾,𝑀𝑏) назад супротивнику.
– Супротивник вiльний виконувати будь-яку кiлькiсть додаткових
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шифрувань чи обчислень.
– I видає здогадку для обраного 𝑏
Наша увага зосереджена на доцiльностi цих методiв для забезпечення
безпеки переданих даних у реалiстичнiй обстановцi мереж, що
контролюються супротивником. Iншими словами, нас цiкавить, чи кожен
iз цих методiв при застосуваннi до каналiв зв’язку, досягає
конфiденцiйностi та цiлiсностi iнформацiї. Як було показано в роботi [10]
побачимо, що лише схема 𝐸𝑡𝑀 є найбiльш захищеної, стiйкою порiвняно
з двома iншими.
Encrypt− then−Mac схема
Вказанi результати взятi з робiт, [6], [10], [3] коротко представимо для
повноти.
Теорема 2.1. [6] Якщо 𝐸𝑁𝐶 є симетричною схемою шифрування,
захищеною в сенсi 𝐼𝑁𝐷−𝐶𝑃𝐴, а 𝑀𝐴𝐶 є стiйким до пiдробок, то схема
𝐸𝑡𝐴 ⟨𝐸𝑁𝐶,𝑀𝐴𝐶⟩ реалiзує захищений канал.
З термiнологiї роздiлу 1, сенс вищевказаної теореми полягає в тому,
що якщо в моделi мережевих каналiв [6] застосовується до кожного
переданого повiдомлення функцiя 𝐸𝑡𝐴 ⟨𝐸𝑁𝐶,𝑀𝐴𝐶⟩ (як функцiя 𝑠𝑛𝑑),
то конфiденцiйнiсть i автентифiкацiя результативних мережевих каналiв
гарантована. Точнiше, доводячи вищезгадану теорему, в [6] задано
функцiю 𝑠𝑛𝑑 наступним чином. По-перше, з кожного ключа сеансу
виводяться пари (обчислювально незалежних) ключiв, 𝑘𝑎 та 𝑘𝑒. Потiм для
кожного переданого повiдомлення 𝑚 вибирається унiкальний
iдентифiкатор повiдомлення 𝑚 − 𝑖𝑑 (наприклад, номер послiдовностi).
Нарештi, функцiя 𝑠𝑛𝑑 виробляє трiйку (𝑥, 𝑦, 𝑧), де 𝑥 = 𝑚 − 𝑖𝑑,
𝑦 = 𝐸𝑁𝐶𝑘𝑒(𝑚), 𝑧 = 𝑀𝐴𝐶𝑎(𝑚 − 𝑖𝑑, 𝑦). У вхiдному повiдомленнi (𝑥′, 𝑦′, 𝑧′)
функцiя 𝑟𝑐𝑣 перевiряє унiкальнiсть iдентифiкатора повiдомлення 𝑥′ та
дiйснiсть тегу 𝑀𝐴𝐶 𝑧 (обчислюється на (𝑥′, 𝑦′)); якщо перевiрки досягли
успiху, 𝑦′ розшифровується ключем 𝑘𝑒, а отриманий текст приймається як
дiйсне повiдомлення. Основний внесок [10] полягає в тому, що вiн показує,
що результат, як у теоремi 2.1, не працює з iншими двома схемами -
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𝑀𝑡𝐸 та 𝐸&𝑀 (навiть якщо використовуванi ключi розподiляються
безпечно). Отже, будь-який протокол захищених каналiв, призначений
для роботи з будь-якою комбiнацiєю шифрування стiйкого у сенсi проти
атак до вибраного тексту та стiйкого до пiдробок 𝑀𝐴𝐶, повинен
використовувати метод 𝐸𝑡𝑀 . Однак у [10] вищевказану теорему можна
розширити для схеми 𝑀𝑡𝐸, якщо надати бiльш сильної властивостi
шифрування; зокрема, [10] показує два важливi випадки, якi
задовольняють додаткову вимогу захищеностi.
Mac− then− Encrypt схема
𝑀𝑡𝐸 не є захищеною в загальному випадку. В роботi [6] було
показано, що схема 𝑀𝑡𝐸 ⟨𝐸𝑁𝐶,𝑀𝐴𝐶⟩ не є гарантовано захищеною для
реалiзацiї захищених каналiв, навiть якщо 𝐸𝑁𝐶 є 𝐼𝑁𝐷 − 𝐶𝑃𝐴 i 𝑀𝐴𝐶
забезпечує захищенiсть повiдомлень вiд атак обраного тексту. Спочатку,
однак, коротко обговоримо, чому цей результат не випливає з [3], де
показано, що композицiя 𝑀𝑡𝐸 (розглядається як схема шифрування) не
обов’язково забезпечує 𝐼𝑁𝐷 − 𝐶𝐶𝐴. В [6] продемонстровано, що
𝐼𝑁𝐷 − 𝐶𝐶𝐴 не є необхiдною умовою комбiнацiї шифрування та MAC
для реалiзацiї захищених каналiв. Приклад наводить основна конструкцiя
захищених каналiв у [6] (Теорема 2.1): якщо 𝑀𝐴𝐶, використовуваний у
цiй схемi, задовольняє умову регулярностi безпеки MAC, а не посиленим
поняттям, описаним в останньому зауваженнi роздiлу ??, то ця
конструкцiя гарантує безпечнi канали, але не обов’язково захищенiсть у
сенсi 𝐶𝐶𝐴. (Наприклад, якщо функцiя MAC має властивiсть, що при
змiнi останнього бiта тегу аутентифiкацiї не змiнює валiднiсть тегу, то
схема в [6] не є захищеною у сенсi 𝐼𝑁𝐷 − 𝐶𝐶𝐴, але її достатньо для
реалiзацiї захищених каналiв. Таким чином, якщо хочемо встановити
незахищенiсть каналiв аутентифiкацiї та зашифрування пiд загальним
складом, потрiбно показати чiткий приклад та успiшну атаку.У цьому
прикладi схема шифрування є 𝐼𝑁𝐷 − 𝐶𝑃𝐴 (тобто задовольняє умову
захищеностi по Шеннону), але в поєднаннi з будь-якою функцiєю MAC за
методом 𝑀𝑡𝐸 секретнiсть схеми повнiстю руйнується пiд дiєю атаки :
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Функцiя шифрування 𝐸𝑁𝐶 . Почнемо з визначення схеми
шифрування 𝐸𝑁𝐶 , яка може базуватися на будь-якому потоковому
шифрi 𝐸𝑁𝐶 (тобто будь-якiй функцiї шифрування, яка використовує
випадковий або псевдовипадковий зсув i операцiю 𝑋𝑂𝑅 з даними). Схема
𝐸𝑁𝐶* зберiгає 𝐼𝑁𝐷 − 𝐶𝑃𝐴 основної схеми 𝐸𝑁𝐶. Зокрема, якщо 𝐸𝑁𝐶
має досконалу захищенiсть (тобто використовує iдеальне одноразове
шифрування зсувом), це робить i 𝐸𝑁𝐶*. Далi визначаємо 𝐸𝑁𝐶*.
Дано 𝑛-бiтний текст 𝑥, 𝐸𝑁𝐶 спочатку застосовує кодування 𝑥 у
2𝑛-бiтний рядок 𝑥′, отриманий шляхом представлення кожного бiта
𝑥𝑖, 𝑖 = 1..𝑛, в 𝑥 двома бiтами в 𝑥
′ наступним чином:
– якщо 𝑥𝑖 = 0 → (0, 0)
– 𝑥𝑖 = 1 → (0, 1) або (1, 0) довiльним вибором
Потiм функцiя шифрування 𝐸𝑁𝐶 застосовується до 𝑥′. Для
дешифрування 𝑦 = 𝐸𝑁𝐶*(𝑥) спочатку застосовується функцiя
дешифрування 𝐸𝑁𝐶 для отримання 𝑥′, а потiм розшифровується в 𝑥
шляхом вiдображення пари (0, 0) → 0 i будь-якої пари
(0, 1) або (1, 0) → 1. Якщо 𝑥′ мiстить пару (1, 1), то декодування
виводить знак 𝐼𝑁𝑉 𝐴𝐿𝐼𝐷 або ⊥.
Атака, коли використовується лише шифрування. Припустимо,
що до переданих даних застосовується лише 𝐸𝑁𝐶* (тодi ми розглянемо
випадок 𝑀𝑡𝐸, коли до даних застосовано MAC перед шифруванням).
У цьому випадку, коли зловмисник 𝐴 бачить переданий шифротекст
𝑦 = 𝐸𝑁𝐶(𝑥), вiн може здогадатись про перший бiт 𝑥1 з 𝑥 наступним
чином. Вiн перехоплює 𝑦, мiняє (0 ↔ 1 i ) першi два бiти (𝑦1, 𝑦2 i посилає
модифiкований шифротекст 𝑦′ отримувачу. Якщо 𝐴 може отримати
iнформацiю про те, виводить дешифрування дiйсний простий текст чи ⊥,
то A здогадався перший бiт 𝑥. Це так, оскiльки, як це легко видно,
модифiкований 𝑦′ є дiйсним тодi i лише тодi, коли 𝑥1 = 1. ( ми
використовуємо потоковий алгоритм шифрування 𝑥′) Це порушує
секретнiсть каналу. (Зауваження, описана атака може бути застосована
до будь-якого бiта простого тексту). Одне питання, що виникає, - чи
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реально припустити, що зловмисник дiзнається валiднiсть шифротексту.
Вiдповiдь полягає в тому, що це так для багатьох практичних програм,
якi покажуть помiтну змiну поведiнки, якщо шифротекст недiйсний
(зокрема, багато додаткiв повернуть повiдомлення про помилку в цьому
випадку).
Розглянемо протокол, який передає паролi та використовує 𝐸𝑁𝐶* для
захисту паролiв в мережi (це, наприклад, одне з найпоширенiших
застосувань 𝑆𝑆𝐿). Наведена вище атака, якщо застосована до одного з
бiтiв пароля (ми припускаємо, що зловмисник знає розмiщення поля
пароля у переданих даних) буде працювати наступним чином. Якщо
атакований бiт дорiвнює 1, то автентифiкацiя пароля буде успiшною,
незважаючи на змiну шифротексту. Якщо це 0, то автентифiкацiя пароля
не вдасться. У цьому випадку про успiх або провал повiдомляється назад
на вiддаленiй машинi, а потiм дiзнається зловмисник. У додатках, де
один i той же пароль використовується декiлька разiв (знову ж таки, як у
багатьох програмах, захищених SSL), зловмисник може вiдновити пароль
бiт-за-бiтом. Те ж саме може бути застосовано до iншої конфiденцiйної
iнформацiї, наприклад до номерiв кредитних карток, де помилка в номерi
зазвичай повiдомляється назад, а iнформацiя про дiйснiсть / недiйснiсть
дiзнається А. Атака на схему 𝑀𝑡𝐸 ⟨𝐸𝑁𝐶*,𝑀𝐴𝐶⟩ Розглянемо випадок,
коли шифрування застосовується не лише до даних, але й до функцiї
𝑀𝐴𝐶, обчисленої на цих даних. Чи застосовується вищевказана атака?
Вiдповiдь - так. 𝑀𝐴𝐶 застосовується до даних перед кодуванням та
шифруванням, тому, якщо вихiдний бiт дорiвнює 1, змiна шифротексту
призведе до того ж розшифрованого простого тексту, i тодi перевiрка
MAC буде успiшною. Аналогiчно, якщо початковий бiт дорiвнює 0, а
розшифрований простий текст матиме 1, то 𝑀𝐴𝐶 → 𝐼𝑁𝑉 𝐴𝐿𝐼𝐷 . Тепер
зловмисникам потрiбно лише iнформацiя про те, чи валiдний 𝑀𝐴𝐶 чи нi.
Зауважте, що в деякому сенсi MAC просто погiршує ситуацiю, оскiльки
незалежно вiд семантики програми зловмиснику простiше дiзнатись про
помилку аутентифiкацiї: або через поверненi повiдомлення про помилку,
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або за допомогою iнших ефектiв на програму, якi можуть спостерiгати
нападники. Отже, приклад, що використовує 𝐸𝑁𝐶$, безумовно, достатнiй
для того, щоб показати, що схема 𝑀𝑡𝐸 може бути незахищеною, навiть
якщо функцiя шифрування стiйка у сенсi 𝐼𝑁𝐷 − 𝐶𝑃𝐴 та 𝑀𝐴𝐶 стiйкий
до пiдробок (зауважте, що цей висновок не залежить вiд конкретної
формалiзацiї захищених комунiкацiй; будь-якого розумного визначення
безпеки повинен позначати вищезазначений протокол як небезпечний).
Тому, якщо потрiбно проаналiзувати на стiйкiсть 𝑀𝑡𝐸 ⟨𝐸𝑁𝐶,𝑀𝐴𝐶⟩ для
конкретних функцiй 𝐸𝑁𝐶 та 𝑀𝐴𝐶, потрiбно проаналiзувати комбiнацiю
в цiлому або використовувати бiльш сильнi або специфiчнi властивостi
функцiї шифрування. Цiкавим питанням є те, наскiльки правдоподiбним
є те, що люди коли-небудь використовуватимуть схему шифрування,
наприклад 𝐸𝑁𝐶*. Зауважимо, що хоча ця схема не є найбiльш
природним механiзмом шифрування, деякi (однаково небезпечнi)
варiанти її можуть виникнути на практицi. По-перше, застосування
кодування до простого тексту перед шифруванням багато разiв
використовується для замiщення та iнших цiлей i є особливо поширеною
практикою в алгоритмах шифрування вiдкритих ключiв. По-друге,
кодування такого типу може мотивуватися бiльш високими вимогами до
безпеки: напр. щоб запобiгти зловмиснику дiзнатися точну довжину
переданих повiдомлень або iншої iнформацiї про аналiз трафiку. У цьому
випадку можна використовувати кодування, подiбне до 𝐸𝑁𝐶*, але з
кодами змiнних розмiрiв. (Просто для того, щоб зазначити: зауважте, що
в наведених вище прикладах є хороший приклад аналiзу трафiку, коли
зловмисник має багато чого здогадуватись з повiдомлень про помилки;
навiть у випадках, коли ця iнформацiя зашифрована, її зазвичай можна
дiзнатися за допомогою аналiзу довжини пакетiв i т. д.) Ще одна
конфiгурацiя, коли вводиться кодування простого тексту для пiдвищення
безпеки, - це боротьба з атаками часу та аналiзу потужностi. Суть
полягає в тому, що вкрай бажано мати схеми, стiйкi до загального складу
та не вразливi, коли в алгоритм вносяться, здавалося б, нешкiдливi змiни
25
(або коли приймається новий бiльш стiйкий або бiльш ефективний
алгоритм чи режим)
Теорема 2.2. [6] Нехай 𝐸𝑁𝐶 - функцiя шифрування 𝐼𝑁𝐷 − 𝐶𝑃𝐴,
а 𝑀𝐴𝐶 - стiйкий до пiдробок у сенсi атак на оснвоi вибраного тексту.
Якщо функцiя 𝑀𝑡𝐸 ⟨𝐸𝑁𝐶,𝑀𝐴𝐶⟩, розглянута як схема шифрування, є
𝐶𝑈𝐹 − 𝐶𝑃𝐴, то 𝑀𝑡𝐸 ⟨𝐸𝑁𝐶,𝑀𝐴𝐶⟩ реалiзує захищенi канали.
Теорема 2.3. [10] Нехай 𝑀𝐴𝐶 - є стiйким до атак одного
запиту, тодi 𝑀𝑡𝐸 ⟨𝑂𝑇𝑃$,𝑀𝐴𝐶⟩ є 𝐶𝑈𝐹 − 𝐶𝑃𝐴 (i тодi за Теоремою 2.2
реалiзує захищенi канали зв’язку). Бiльш точно, для будь-якого
супротивника ℱ , що атакує схему 𝑀𝑡𝐸 ⟨𝑂𝑇𝑃$,𝑀𝐴𝐶⟩ є 𝐶𝑈𝐹 − 𝐶𝑃𝐴, i
потребує 𝑇 часу виконає пiдробку з ймовiрнiстю
ℰ𝑈 ≤ 𝑞2 · 2−𝑙 + ℰ𝑀(1, 𝑝, 𝑇
′
), де 𝑙 параметр 𝑂𝑇𝑃$, 𝑞 кiлькiсть запитiв ℱ
виконаних за час атаки, 𝑝 - верхня межа довжини кожного з таких
запитiв i довжини результату пiдробки, 𝑇 ′ = 𝑇 + 𝑐𝑞𝑝, 𝑐 ≡ 𝑐𝑜𝑛𝑠𝑡,
Mac− and− Encrypt
𝑀&𝐸 схема не є захищеною в загалi кажучи. [10] Слiд
завуважити, що навiть за стiйкостi 𝑀𝐴𝐶 до пiдробок ця схема не може
гарантувати захищеностi (навiть проти пасивного пiдслуховувача). Це
так, оскiльки 𝑀𝐴𝐶 може бути захищений вiд пiдробок, але взаємна
iнформацiя мiж результатом автентифiкацiї i текстом може бути не
нульова ℐ(𝑀,𝑀𝐴𝐶𝑘𝑎(𝑀)) = 𝐻(𝑀) − 𝐻(𝑀 |𝑀𝐴𝐶𝑘𝑎(𝑀)) ̸= 0. Таким
чином, справдi цiкавим питанням є те, чи стане схема бiльш захищеною,
якщо ми уникнемо цiєї очевидної слабкостi за допомогою використання
MAC, такого, який реалiзується за допомогою псевдовипадкової функцiї,
або коли тег MAC зашифрований (вважається,що бiльшiсть, якщо не всi,
функцiї MAC, використовуванi на практицi, стiйкi до пiдробок). На жаль,
однак, напад з попереднього роздiлу застосовується i тут, таким чином
показано незахищенiсть загалом схеми 𝐸𝑀 навiть у вищезазначених
сильнiших формах 𝑀𝐴𝐶.
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2.2 Блочнi режими автентифiкованого шифрування
Режим GCM
Стандарт NIST SP 800-38D Galois Counter Mode (GCM) - це режим
роботи блокового шифру, який використовує унiверсальну геш-функцiю
𝐺𝐻𝐴𝑆𝐻𝐻(𝑀) в GF(2𝑚) для забезпечення автентифiкованого
шифрування. Вiн може бути реалiзований апаратно для досягнення
найбiльш ефективного використання апаратних ресурсiв.
Вхiднi та вихiднi данi GCM має двi операцiї, автентифiковане
шифрування та автентифiковане розшифрування. Автентифiковане
шифрування має чотири входи, кожен з яких є бiтовим рядком:
• Потаємний ключ K, довжина якого вiдповiдає шифру основного
блоку.
• Вектор iнiцiалiзацiї IV, який може мати будь-яку кiлькiсть бiт мiж
1 i 2 64. Для фiксованого значення ключа, кожне значення IV повинно бути
виразним, але не мати однакових довжин. 96-розряднi Значення IV можна
обробити бiльш ефективно, так що довжина рекомендується застосовувати
в ситуацiях яка ефективнiсть є критичною.
• Кiлькiсть бiтiв цiльового тексту M : |𝑀 | ∈
[︀
0, 239 − 256
]︀
• Приєданi автентифiкованi данi (Additional Authenticated Data),
позначаємо A.
Вихiднi данi :
• Шифротекст C : |𝑀 | = |𝐶| ∈
[︀
0, 239 − 256
]︀
• T - тег аутентифiкацiї, MAC. 𝑡 = |𝑇 | ∈ [0, 128] Шифрування
Нехай 𝑚 = 128 - степiнь розширення поля GF(2128), 𝑛 - кiлькiсть
блокiв, на якi ми розбиваємо наше повiдомлення, тобто
𝑋1, 𝑋2, ...𝑋
*
𝑡 ← 𝑋 : |𝑋𝑘| = 𝑚, 𝑘 = 1..𝑡
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𝑋*𝑡 - доповнений до розмiру m блок 𝑋𝑡, елемент 𝐻 ∈ 𝐺𝐹 (2𝑚) таке, що
𝐺𝐻𝐴𝑆𝐻𝐻(𝑋) =
𝑡⨁︁
𝑖=1
𝑥𝑖 ·𝐻 𝑡−𝑖+1
𝐻 = 𝐸𝐾(0𝑚) - ключ для гешування, 𝐼𝑉 - nonce
𝑌0 =
⎧⎪⎨⎪⎩𝐼𝑉 ‖ 0
311 якщо |𝐼𝑉 | = 96
𝐺𝐻𝐴𝑆𝐻𝐻(𝐼𝑉 ||0𝑚/2|| < 𝑙𝑒𝑛(𝐼𝑉 ) >) iнакше
𝑌𝑖 = 𝑖𝑛𝑐32(𝑌𝑖−1) 𝑖 = 1, .., 𝑛
𝐶𝑖 = 𝑃𝑖 ⊕ 𝐸𝐾(𝑌𝑖) for 𝑖 = 1, ..., 𝑛− 1
𝐶𝑛 = 𝑃𝑛 ⊕𝑀𝑆𝐵𝑢(𝐸𝐾(𝑌𝑖))
𝑇 = 𝑀𝑆𝐵𝑡(𝐺𝐻𝐴𝑆𝐻𝐻(𝐴,𝐶)⊕ 𝐸𝐾(𝑌0))
𝐺𝐻𝐴𝑆𝐻𝐻(𝐴,𝐶) = 𝑋𝑚+𝑛+1
𝑋𝑖, 𝑖 = 0 .. 𝑚+ 𝑛+ 1 таке, що
𝑋𝑖 =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
0 ,якщо 𝑖 = 0
(𝑋𝑖−1 ⊕ 𝐴𝑖) ·𝐻 𝑖 = 1..𝑚− 1(︀
𝑋𝑚−1 ⊕
(︀
𝐴*𝑚 ‖ 0128−𝑣
)︀)︀
·𝐻 𝑖 = 𝑚
(𝑋𝑖−1 ⊕ 𝐶𝑖) ·𝐻 𝑖 = 𝑚+ 1..𝑚+ 𝑛− 1(︀
𝑋𝑚+𝑛−1 ⊕
(︀
𝐶*𝑚 ‖ 0128−𝑢
)︀)︀
·𝐻 𝑖 = 𝑚+ 𝑛
(𝑋𝑚+𝑛 ⊕ (𝑙𝑒𝑛(𝐴) ‖ 𝑙𝑒𝑛(𝐶))) ·𝐻 𝑖 = 𝑚+ 𝑛+ 1
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Розшифрування
𝐻 = 𝐸𝐾(0𝑚), 𝐼𝑉 - nonce
𝑌0 =
⎧⎪⎨⎪⎩𝐼𝑉 ‖ 0
311 якщо |𝐼𝑉 | = 96
𝐺𝐻𝐴𝑆𝐻𝐻({} , 𝐼𝑉 ) iнакше
𝑇
′
= 𝑀𝑆𝐵𝑡(𝐺𝐻𝐴𝑆𝐻𝐻(𝐴,𝐶)⊕ 𝐸𝐾(𝑌0))
𝑌𝑖 = 𝑖𝑛𝑐𝑟32(𝑌𝑖−1) i = 1..𝑛
𝑃𝑖 = 𝐶𝑖 ⊕ 𝐸𝐾(𝑌𝑖) i = 1..𝑛
𝑃 *𝑛 = 𝐶
*
𝑛 ⊕𝑀𝑆𝐵𝑢(𝐸𝐾(𝑌𝑛))
Тег 𝑇 ′, який обчислюється операцiєю дешифрування, порiвнюється з
тегом T, який отримує iнша сторона, разом з шифротекстом C. Якщо два
𝑇 ̸= 𝑇 ′, то повертається спецiальний символ, що означає невдачу,
наприклад 𝐹𝐴𝐼𝐿, ∅.
Зауваження
– 𝐸𝐾(𝑌0) повинен бути одноразовий ( nonce )
– Обмежено кiлькiсть блокiв повiдомлення
– Якщо E - iдеальний шифр, тобто моделює випадкову
перестановку, то GCM - доказово стiка схема до пiдробок
– GCM був прийнятий NIST для використання разом з AES.
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GHASH
GHASH належить до класу полiномiальних кодiв автентифiкацiї
повiдомлень Вегмана - Картера ( Wegman - Carter ). Спочатку були
запропонованi незалежно трьома авторами [4, 5, 6]. Нижня межа стiйкостi
до пiдробок подiбного 𝑛 бiтного кода автентифiкацiї 2
−𝑛
2 . У роботi [7] було
надано докази, що це й верхня межа.
У GHASH всi операцiї вiдбуваються у 𝐺𝐹 (2128) над многочленом
𝑓(𝑥) = 𝑥128 + 𝑥7 + 𝑥2 + 𝑥 + 1 Циклiчнi атаки на GHASH З властивостi
мультиплiкативної групи 𝐺𝐹 (2128), 𝐻 ∈ 𝐺𝐹 (2128) : ∃ 𝑛 = 𝑜𝑟𝑑(𝐻) , що
𝐻𝑘=𝑛·𝑚+𝑟 = 𝐻𝑟. З чого слiдує, якщо ми зможемо помiняти мiсцями 𝑋𝑘,
𝑋𝑟 i результат аутентифiкацiї, наш таг, не змiниться, то це означає, що i є
пiдробкою.
Властивiсть мультиплiкативної групи 𝐺𝐹 (2128) дає нам можливiсть
це зробити для довiльних 𝑘 𝑟 : 𝑘 − 𝑟 ≡ 0 𝑚𝑜𝑑 𝑛
З теореми Лангранжа, нам вiдомо, що ∀𝐻 : 𝐻 ⊆ 𝐺 |𝐻| ... |𝐺|, де 𝐺 -
скiнченна група, а 𝐻 - пiдгруппа 𝐺. Тому
Нехай, надалi вважаємо 𝒢 мультиплiкативною групою поля 𝐺𝐹 (2128),
якщо iнше не вказано. Ми можемо легко факторизувати, як число Ферма,
2128 − 1 = 3 · 5 · 17 · 257 · 641 · 65537 · 274177 · 6700417 · 67280421310721
А отже, iснує 29 = 512 пiдгруп групи 𝒢
Пiдробка GHASH Зловмисник (супротивник, adversary) за атаки
пiдробки GHASH не знає H, тому буде виконувати пiдробку мiняючи
мiсцями випадковi два або бiльше блокiв.
Теорема 2.4. Нехай 2128−1 ... 𝑛. Тодi ймовiрнiсть успiшної пiдробки
повiдомлення, мiняючи мiсцями блоки 𝑋𝑘, 𝑋𝑙, 𝑘 ≡ 𝑙 𝑚𝑜𝑑 𝑛, не менше 𝑛+12128
Доведення. Якщо 2128 − 1 ... 𝑛 тодi це означає, що 𝑛 один з 512
дiльникiв мультиплiкативної групи нашого поля, тобто є розмiрнiстью
однiєї з 512 пiдгруп. Тодi, якщо 𝑛...𝑜𝑟𝑑(𝐻) тодi мiняємо мiсцями 𝐻𝑘 ≡ 𝐻 𝑙 i
пiдробка успiшна. Тодi, оскiльки iснує 𝑛 елементiв пiдрупи, кожен цикл
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⨂︀
операцiя множення,
⨁︀
операцiя додавання в 𝐺𝐹 (2128)
Рисунок 2.1 – Схема 𝐺𝐶𝑀 для тексту довжиною 4 блоки
єдиний i включаємо ймовiрнiсть 𝐻 = 0, то ймовiрнiсть успiшної пiдробки
𝑛+1
2128 Зауваження
– Якщо твердження теореми не виконується, тобто 𝑛 не дiлить
потужнiсть 𝒢, немає причин очiкувати, що ймовiрнiсть успiшною
пiдробки бiльше 12128
– Якщо було виконано успiшну пiдробку, то ми зможемо виконати
й довiльну кiлькiсть успiшних послiдовних пiдробок з ймовiрнiсть 1, якщо
nonce або IV не було змiнено
Таким чином, якщо 𝑜𝑟𝑑(𝐻) | (𝑘 − 𝑙) таг автентифiкацiї залишається
коректним, оскiльки 𝑋𝑖 · 𝐻𝑚−𝑘+1 + 𝑋𝑙 · 𝐻𝑚−𝑙+1 ≡ 𝑐𝑜𝑛𝑠𝑡 = 𝑡 i
𝐻𝑚−𝑘+1 ≡ 𝐻𝑚−𝑙+1 ≡ 𝐻𝑡 → 𝑋𝑘 +𝑋𝑙 ≡ 𝑡 ·𝐻−1𝑡
Отож, ми можемо знайти слабкi 𝐻 досить легко, але нам звiсно
необхiдно знайти 𝐾, з яких ми i отримуємо 𝐻. Аби визначити груповий
порядок ми можемо використати алгоритм, подiбний до алгоритму
Сiльвера-Полiга-Хелмана. Тут, використовуючи факт про :
Теорема 2.5. Нехай 𝑝 простий 2128 − 1...𝑝. Тодi 𝑜𝑟𝑑(𝐻)...𝑝 ⇔
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𝐻
2128−1
𝑝 ̸= 1
Доведення.
⇒
𝑜𝑟𝑑(𝐻)
...𝑝 → 𝑜𝑟𝑑(𝐻) = 𝑝 · 𝑘, де 𝑘 ∈ Z → 𝐻
2128−1
𝑝 ≡ 𝐻
𝑜𝑟𝑑(𝐻)·𝑡
𝑝 ≡ 𝐻𝑘*𝑡 ̸≡ 1
⇐
𝐻
2128−1
𝑝 ̸≡ 1, то оскiльки 2128 − 1 ... 𝑝, маємо 𝐻𝑘 ̸≡ 1, 𝑘 ∈ Z, з чого слiдує,
що або 𝑜𝑟𝑑(𝐻) = 𝑝 або 𝑜𝑟𝑑(𝐻) ... 𝑝
Ми знаємо розклад на множники числа 2128 − 1, а отже пробiгаючи
кожний 𝑝 простий дiльник потужностi групи 𝒢 застосовуємо попердню
теорему ми отримаємо порядок 𝐻 ∈ 𝒢 Зокрема нам знадобиться
ефективний алгоритм пiднесення елемента до степеня двiйки. Можемо
застосувати алгоритм Горнера. Також можна використати ефективний
алгоритм для нашого випадку, описаний в роботi [7].
Пришвидшення пiдробки методами лiнiйної i абстрактної
алгебри
Пiднесення до степеня числа Ферма 22𝑛 + 1 для елемента групи 𝒢
можна ефективно обчислювати за допомогою факту, що для GF(2n)
∃! матриця 2𝑛 × 2𝑛 бiтова матриця ℒ
∀𝑋 ∈ 𝒱(2𝑛) : 𝑋2 = ℒ𝑋
З елементами поля GF(2n) працюємо, як з бiтовими векторами.
Якщо пiднесемо до квадрату 𝑘 раз ℒ, то ℒ𝑘 :
𝑋2
2𝑘
= ℒ𝑘𝑋
Тодi, з передобчисленням ми можемо отримати :
𝐻𝐹𝑛 = ℒ𝑛𝐻 ×𝐻
2128 − 1 =
∏︀6
𝑖=0 𝐹𝑖. Перевiрити чи дiлиться порядок елемента 𝐻 на деяке
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число Ферма зводиться до перемноження матриц i елементу. Наприклад,
нам необхiдно перевiрити, що порядок 𝑜𝑟𝑑(𝐻) дiлить число Ферма 𝐹4.
Маємо :
ℒ6(ℒ5(ℒ3(ℒ2(ℒ1(ℒ𝐻 ×𝐻)×𝐻)×𝐻)×𝐻)×𝐻) = 1
Тож, iснування циклiчних атак до 𝐺𝐻𝐴𝑆𝐻 проявляються через
можливiсть факторизацiї потужностi групи G. Що ми можемо зробити в
такому випадку? Досить очевидне рiшення це виконувати операцiї в полi
𝐺𝐹 (2127), звiдси 2127 − 1 вiдоме нам просте число Мерсена.
В роботi [16] рекомендується використовувати числа Софi Жермен, тобто
числа виду 𝑞 = 𝑝−12 - просте. Наприклад 𝐺𝐹 (2
128 + 12541). Однак це
значно сповiльнить час обчислення тагу автентифiкацiї. Зокрема, за
допомогою розширених iнструкцiй процесора SIMD ми можемо
виконувати паралельнi обчислення. Швидке обчислення GHASH
Оскiльки кiлькiсть блокiв 𝑡, на яке ми розбиваємо наше повiдомлення 𝑋
може бути бiльше, нiж 𝑚 = 128. Виникає необхiднiсть в тому, аби
зменшити степiнь полiному 𝐺𝐻𝐴𝑆𝐻(·), отримати залежнiсть
𝐻 𝑡 = 𝑓(𝐻 𝑡−1, 𝐻 𝑡−2, 𝐻 𝑡−3, .., 𝐻)
З алгебри нам вiдоме поняття мiнiмального полiному 𝑔𝐻 для
𝐻 ∈ GF(2128), що 𝑚 ... 𝑑𝑒𝑔(𝑔𝐻) = 𝑑 такий, що 𝑔𝐻(𝐻) = 0 i поняття
характеристичного полiному :
𝑓𝐻(𝑥) = (
𝑑−1∏︁
𝑖=0
(𝑥−𝐻2𝑖))
𝑚
𝑑 = 𝑔
𝑚
𝑑
Маємо 𝑑 рiзних коренiв. Представимо 𝑓𝐻(𝑥) =
∑︀𝑚
𝑘=0 𝑎𝑘 · 𝑥𝑘. Досить
очевидно, що 𝑎𝑚 = 1. Зокрема 𝑎0 = 1, оскiльки, iнакше б протирiччя з 𝑔 -
мiнiмальний полiном.
Для 𝑚 = 128 маємо :
𝑓𝐻(𝐻) = 0→
∑︀𝑚
𝑘=0 𝑎𝑘 ·𝐻𝑘 = 0→ 𝐻128 =
∑︀127
𝑘=0 𝑎𝑘𝐻
𝑘
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Якщо ви використовуєте GF(2128), то в роботi [11] для цього вже
приведенi необхiднi рiвняння, якi дають можливiсть виконати паралельнi
обчислення 𝐺𝐻𝐴𝑆𝐻 для довгих повiдомлень. У разi використання,
наприклад GF(2127), що дає можливiсть захиститись вiд циклiчних атак.
Режим EAX [4] EAX - режим автентифiкованого шифрування з
використанням нонсу (nonce). Тобто цей режим забезпечує
конфiденцiйнiсть(приватнiсть), в сенсi неможливостi вiдрiзнити вiд
випадокових бiтiв, та цiлiснiсть, в сенсi неможливостi
зловмисника(супротивника) виконати пiдробку повiдомлення, тобто
подати кортеж нової валiдної з трiйки ⟨𝑁,𝐻,𝐶⟩, де N - нонс, H -
асоцiйованi данi та C - шифртекст.
𝐸 : 𝐾𝑒𝑦 × {0, 1}𝑛 → {0, 1}𝑛, 𝜏 ∈ [0..𝑛]
де 𝐸 - алгоритм шифурвання, K - ключовий простiр i 𝜏 - довжина тагу,
тобто коду автентифiкацiї. Цi параметри повиннi бути зафiксованi перед
вiдкриттям каналу комунiкацiї. Позначимо таку схему 𝐸𝐴𝑋 [𝐸, 𝜏 ]
сигнатура цiєї функцiї така ж ,як в (5) - (7). Робота схеми EAX
представлена на Рис. 2.3. Базовi блоки схеми Рис. 2.2
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Рисунок 2.2 – Базовi блоки схеми. 𝐸, 𝐾 ∈ 𝐾𝑒𝑦, для 𝐶𝐵𝐶
𝑚 ∈ ({0, 1}𝑛)+. Для 𝐶𝑇𝑅 𝑀 ∈ {0, 1}* i N ∈ {0, 1}𝑛. Для 𝑝𝑎𝑑(·)
𝑀 ∈ {0, 1}𝑛 i 𝐵, 𝑃 ∈ {0, 1}𝑛. Для 𝑂𝑀𝐴𝐶 𝑀 ∈ {0, 1}* i 𝑡 ∈ [0..2𝑛 − 1] i
множення на число 𝐿 в полi 𝐺𝐹 (2𝑛)
Рисунок 2.3 – Робота режиму 𝐸𝐴𝑋 : шифрування i розшифрування.
𝑀 ∈ℳ - повiдомлення, 𝐶𝑇 ∈ 𝒞 - шифротекст, 𝑁 - нонс, 𝐻 - асоцiйованi
данi. 𝐸 - алгоритм шифрування
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Специфiка 𝐸𝐴𝑋
Чому автори не дотримались узагальненої схеми ?.
Насправдi є обґрунтованi аргументи на користь загальна схема,
заснованої на естетичних чи архiтектурних сенсах. Можна стверджувати,
що загальна схемакраще вiдокремлює концептуально незалежнi елементи
(конфiденцiйнiсть та автентичнiсть) i, вiдповiдно, дозволяє пiдвищити
гнучкiсть реалiзацiї. Коректнiсть також стає набагато простiшою i
зрозумiлiшою. Тим не менш, режими AEAD на основi блочних
алгоритмiв шифрування не мають деяких важливих переваг. Вони
полегшують розробникам використання схеми, не знаючи багато
криптографiї, представляючи бiльш просту межу абстракцiї. Вони
полегшують взаємодiю. Вони знижують ризик того, що розробники
виберуть небезпечнi параметри. Вони можуть економити на ключових
бiтах та час настройки ключа, оскiльки для методiв загальна
схеманезмiнно потрiбна пара окремих ключiв.
На мою думку, автори 𝐸𝐴𝑋 просто хотiли "втерти носа"схемi 𝐶𝐶𝑀 ,
яка на той час мала успiх i використовувалась для IEEE 802.11 бездротових
локальних мереж та 802.15.4 бездротових особистих мережевих зон.
Зокрема в наступному роздiлi розглядається 𝐸𝐴𝑋2, як схема, що
напряму наслiдується вiд узагальненої схеми .
Потоковiсть 𝐸𝐴𝑋. Мається на увазi, що схема 𝐸𝐴𝑋 може
обробляти данi потоком, тобто обробка вiдбувається по надходженню
даних i з використанням Θ(1) пам’ятi, схема може i не знати, коли
закiнчиться потiк даних. Зокрема, зауважимо, що потоковi методи не
повиннi вимагати знання довжини повiдомлення до тих пiр, поки
повiдомлення не закiнчиться. Невдача в потоковому режимi розцiнюється
як iстотний дефект схеми шифрування або MAC. Бiльшiсть контекстiв
виконання (тобто забезпечення конфiденцiйностi i автентичностi
повiдомлення) заздалегiдь вiдомо довжина рядка. Наприклад, у багатьох
протоколах довжина рядка вже включається на нижньому рiвнi.
Насправдi така специфiка виконання представлена в обчислювальнiй
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системi як послiдовнiсть байтiв i кiлькiсть цих байтiв. Але є й контексти,
коли людина не знає заздалегiдь довжину повiдомлення, щоб отримати
вказiвку, що вона закiнчена. Наприклад, рядки для друку часто
представленi в комп’ютерних системах як послiдовнiсть ненульових
байтiв, а потiм кiнцевий нульовий байт. Безумовно, слiд мати можливiсть
ефективно зашифрувати рядок, представлений таким чином.
Обробка статичних даних
У багатьох сценарiях асоцiйованi данi 𝐴 (автори 𝐸𝐴𝑋 позначають
𝐻) будуть статичними протягом сеансу зв’язку. Наприклад, асоцiйованi
данi можуть включати iнформацiю, таку як IP-адреса вiдправника,
приймача та фiксованi криптографiчнi параметри - заголовки протоколу
зв’язку -, пов’язанi з цим сеансом. У такому випадку хочеться, щоб
кiлькiсть часу для обчислення 𝐸𝑁 𝐴𝐾 (𝑀) та 𝐷𝑁 𝐴𝐾 (𝐶) не враховувала
роботу над асоцiйованими даними. Що 𝐸𝐴𝑋 i задовольняє.
Зокрема, 𝐸𝐴𝑋 дає можливiсть вiдхилити невалiднi повiдомлення в
серединi виконнання розшифрування. Це одна з переваг пiдходу
𝐸𝑛𝑐𝑟𝑦𝑝𝑡→𝑀𝐴𝐶 вiд пiдходу 𝑀𝐴𝐶 → 𝐸𝑛𝑐𝑟𝑦𝑝𝑡. Аби ефективно отримати
𝑀𝐴𝐶, як псевдовипадкову функцiю(ПВФ), що лежить в основi 𝐸𝐴𝑋,
𝑀𝐴𝐶𝐾(𝐴) = 𝐸0
𝑛 𝐴
𝐾 (𝜖), де 𝜖 - пусте повiдомлення.
𝐸𝐴𝑋2
𝐸𝐴𝑋 це 𝐸𝐴𝑋2 для частного випадку з 𝐶𝑇𝑅 шифруванням та
𝑂𝑀𝐴𝐶 для автентифiкацiї, звужений до використання одного ключа для
автентифiкацiї та шифрування.
Нехай ℱ : 𝐾𝐸𝑌1 × {0, 1}* → {0, 1}𝑛 це псевдовипадкова функцiя(ПВФ),
𝑛 ≥ 2.
∏︀
= ⟨ℰ ,𝒟⟩ це 𝐼𝑉 - схема щифрування з ключовим простором
𝐾𝑒𝑦2 та 𝐼𝑉 ∈ {0, 1}𝑛. Тобто ℰ : 𝐾𝐸𝑌2 × {0, 1}𝑛 × {0, 1}* → {0, 1}* та
𝒟 : 𝐾𝐸𝑌2 × {0, 1}𝑛 × {0, 1}* → {0, 1}* для кожного 𝐾 ∈ 𝐾𝐸𝑌2,
𝑁 ∈ {0, 1}𝑛, 𝑀 ∈ {0, 1}* виконано 𝐶 = ℰ𝑁𝐾 (𝑀)↔ 𝒟𝑁𝐾(𝐶) = 𝑀
Нехай 𝜏 ≤ 𝑛. Далi, зафiксуємо ℱ ,
∏︀
, 𝜏 i об’явимо 𝐴𝐸𝐴𝐷 схему :
𝐸𝐴𝑋2 [
∏︀
,ℱ , 𝜏 ] = (𝐸𝐴𝑋2.ℰ , 𝐸𝐴𝑋2.𝒟)
Далi, позначимо ℱ 𝑡𝐾(𝑀) = 𝐹𝐾([𝑡]𝑛 ‖𝑀), 𝐾𝐸𝑌 = 𝐾𝐸𝑌1 ×𝐾𝐸𝑌2.
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Вся схема позначена на Рис. 2.4
Стiйкiсть 𝐸𝐴𝑋2
Спершу розглянемо стiйкiсть 𝐸𝐴𝑋2 i далi приведемо результат
tweakableрозширення 𝑂𝑀𝐴𝐶. Цi результати напряму наслiдуються для
𝐸𝐴𝑋1
Спершу, нехай 𝐸𝐴𝑋2 [
∏︀
,ℱ , 𝜏 ] : ℱ ≡ ℛ𝑛𝑛 - множина всiх функцiй
𝑓 : {0, 1}𝑛 → {0, 1}𝑛, тобто 𝐹𝐾1 випадкова функцiя з {0, 1}𝑛 → {0, 1}𝑛
Лема 2.1. Стiйкiсть 𝐸𝐴𝑋2 з 𝐹𝐾1 ∈𝑅 ℛ𝑛𝑛. Нехай
∏︀
це IVE схема,
що 𝐼𝑉 ∈ {0, 1}𝑛, 𝜏 ∈ [0..𝑛]. Тодi
Adv𝑝𝑟𝑖𝑣𝐸𝐴𝑋2[
∏︀
,ℛ𝑛𝑛,𝜏 ]
(𝑡, 𝑞, 𝜎) ≤ Adv𝑝𝑟𝑖𝑣∏︀ (𝑡′, 𝑞, 𝜎)
де 𝑡′ = 𝑡+𝒪(𝜎)
Доведення.
Нехай 𝐾𝐸𝑌2 є ключовим простором схеми ℐ𝒱ℰ та
∏︀
= ⟨𝐸,𝐷⟩.
Нехай А - супротивник, що атакує конфiденцiйнiсть схеми 𝐴𝐸𝐴𝐷,
𝐸𝐴𝑋2 [
∏︀
,ℛ𝑛𝑛, 𝜏 ] = ⟨𝐸,𝐷⟩. Припустимо, що A робить не бiльше 𝑞 запитiв
до оракулу, використовує не бiльше 𝜎 даних : 𝑆(𝑠𝑝𝑎𝑐𝑒) ≤ 𝜎 та
𝑇 (𝑡𝑖𝑚𝑒) ≤ 𝑡. Будуємо супротивника 𝑃 , на базi 𝐴, визначений на Рис. 2.5,
для атаки на конфiденцiйнiсть
∏︀
. Щодо конструкцiї P, перше
твердження полягає в тому, що присвоєння значення 𝑓([0]𝑛 ‖𝑁) ← 𝒩 ,
зроблене у вiдповiдi на запит про оракул 𝐴, є корректним, оскiльки
𝑓([0]𝑛 ‖𝑁)← 𝒩 не було попередньо визначене.
Це так, оскiльки 𝐴 приймає nonce.
Твердження 2.1.
Pr
[︁
𝐾2
$←− 𝐾𝐸𝑌2 : 𝑃E
$
𝐾2
(·) = 1
]︁
= Pr
[︁
𝑓
$←− ℛ𝑛𝑛;𝐾2
$←− 𝐾𝐸𝑌2 : 𝐴E
·,·
𝑓,𝐾2
(·) = 1
]︁
Твердження 2.2.
Pr
[︁
𝐾2
$←− 𝐾𝐸𝑌2 : 𝑃 $(·) = 1
]︁
= Pr
[︁
𝑓
$←− ℛ𝑛𝑛;𝐾2
$←− 𝐾𝐸𝑌2 : 𝐴$
·,·(·) = 1
]︁
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Рисунок 2.4 – Шифрування i розшифрування в схемi 𝐸𝐴𝑋2
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Перше твердження 2.1 зрозумiле з визначення. Щодо 2.2 повиннi
перевiрити, що, коли супротивник 𝑃 має оракул $(·), то вiдповiдi оракула
рiвномiрно i незалежно розподiленi, в формi 𝐶‖𝑇 . Ми знаємо, що
шифротекст 𝐶 випадковий вектор бiтiв. 𝑇 таг також є випадковим,
оскiльки вiн - продукт виконання операцiй 𝑥𝑜𝑟 деяких величин з 𝒩 - що є
випадковим. Вiднiмаємо i отримаємо результат.
Adv𝑝𝑟𝑖𝑣∏︀ (𝑃 ) = Adv𝑝𝑟𝑖𝑣𝐸𝐴𝑋2[∏︀,ℛ𝑛𝑛,𝜏 ](𝐴)
Що i завершує твердження лемми.
Лема 2.2. Нехай 𝑚, 𝜏 ≥ 1 цiлi числа i 𝐴
"rank-respecting"супротивник. Тодi
Adv𝑥𝑡𝑎𝑔𝑚,𝜏 (𝐴) ≤ 2−𝜏
Перед доведенням введемо.Нехай деяка гра, параметризована
𝑚, 𝜏 ≥ 1, ℐ множина рядкiв довжини не бiльше 𝑚 i 𝑓 : ℐ → {0, 1}𝜏 .
Вважаємо, що супротивник посилає запит до двох оракулiв 𝑋𝑇𝑎𝑔𝑓(·) ,
𝑋𝑉 𝑓 𝑓(·, ·). 𝑋𝑇𝑎𝑔𝑓(·) приймає на вхiд множину 𝑆 ⊆ ℐ i повертає⨁︀
𝑥∈𝑆 𝑓(𝑥).𝑋𝑉 𝑓
𝑓(·, ·) приймає на вхiд множину 𝑆 ⊆ ℐ i рядок 𝑇 .
Повертає 1, якщо 𝑇 =
⨁︀
𝑥∈𝑆 𝑓(𝑥) i 0, якщо навпаки. Зокрема, коли
пишемо суму бiтових векторiв, розумiємо як покомопонентне додавання
за модулем 2. Також ставимо вимогу,що 𝐴 надсилає тiльки один запит до
𝑋𝑉 𝑓 i це останнiй запит до оракула. Тобто спочатку супротивник
надсилає послiдовнiсть запитiв до оракула 𝑋𝑇𝑎𝑔, потiм до 𝑋𝑣𝑓 i
припиняє свою роботу. Ми вважаємо, що 𝐴 здiйснив пiдробку, якщо 𝑋𝑉 𝑓
повертає 1.
Adv𝑥𝑡𝑎𝑔𝑚,𝜏 (𝐴) = Pr
[︁
𝑓
$←− ℛℐ𝜏 : 𝐴𝑋𝑇𝑎𝑔
𝑓 (·),𝑋𝑉 𝑓𝑓 (·,·)𝑓𝑜𝑟𝑔𝑒𝑠
]︁
Нехай, 𝑐 = |ℐ|, 𝑥1, 𝑥2, ..𝑥𝑐 - лексикографiчний порядок над ℐ. Якщо
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Рисунок 2.5 – Супротивник 𝑃 , що атакує конфiденцiйнiсть ℐ𝒱ℰ схеми∏︀
, використовуючи 𝐴 як оракул, що атакує конфiденцiйнiсть
𝐸𝐴𝑋2 [
∏︀
,ℛ𝑛𝑛, 𝜏 ]
𝑆 ⊆ ℐ, то позначимо 𝐶ℎ𝑉 (𝑆) c-бiтний характеристичний вектор, що
означає 𝐶ℎ𝑉 (𝑆)[𝑗] = 1, якщо 𝑥𝑗 ∈ 𝑆 i 0, якщо навпаки ( зрозумiло
1 ≤ 𝑗 ≤ 𝑐. I супротивник посилає запити 𝑆1, 𝑆2, ..𝑆𝑞, (𝑆, 𝑇 ) - 𝑋𝑉 𝑓 запит.
Позначимо 𝐴, як rank respecting, якщо 𝐶ℎ𝑉 (𝑆) це не лiнiйна комбiнацiя з
𝐶ℎ𝑉 (𝑆1), ..𝐶ℎ𝑉 (𝑆𝑞) - тобто лiнiйно незалежнi. Доведення. Нехай
𝑆𝑖 випадкова величина, що бере значення 𝑖-ого запиту 𝑋𝑇𝑎𝑔 оракулу
(1 ≤ 𝑖 ≤ 𝑐 − 1), 𝑆𝑐 - випадкова величина, що бере значення з першої
компоненти пари запиту до 𝑋𝑉 𝑓 оракулу. Нехай Ai - випадкова
величина, що бере значення з вiдповiдi оракулу на 𝑆𝑖 запит. Отож
𝐴𝑖 =
⨁︁
𝑥𝑖∈𝑆𝑖
𝑓(𝑥)(1 ≤ 𝑖 ≤ 𝑐)
Нехай 𝐴𝑐 будь-який 𝜏 - бiтовий рядок, 𝐴𝑖 - вiдповiдь оракула на 𝑖-ий
запит.
Pr [Ac = 𝐴𝑐|(S1, ..Sc,A1..Ac−1) = (𝑆1, ..𝑆𝑐, 𝐴1, ..𝐴𝑐−1)] = 2−𝜏 (2.1)
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Рисунок 2.6 – Супротивник в доведеннi лемми 2.2
Pr [Ac = 𝐴𝑐|(S1, ..Sc,A1..Ac−1) = (𝑆1, ..𝑆𝑐, 𝐴1, ..𝐴𝑐−1)]
=
⃒⃒
{𝑓 ∈ ℛℐ𝜏 : ?̄? · 𝑓 = (𝐴1, ..𝐴𝑐)}
⃒⃒
|{𝑓 ∈ ℛℐ𝜏 : 𝑀 · 𝑓 = (𝐴1, ..𝐴𝑐−1)}|
=
⃒⃒
{𝑓 ∈ ℛℐ𝜏 : ?̄? · 𝑓 = (𝐴1, ..𝐴𝑐)}
⃒⃒∑︀
𝐴∈{0,1}𝜏
⃒⃒
{𝑓 ∈ ℛℐ𝜏 : ?̄? · 𝑓 = (𝐴1, ..𝐴𝑐−1, 𝐴)}
⃒⃒
=
1∑︀
𝐴∈{0,1}𝜏1
=
1
2𝜏
Лема 2.3. Нехай
∏︀
це ℐ𝒱ℰ схема, 𝐼𝑉 ∈ {0, 1}𝑛, 𝜏 ∈ [0..𝑛]. Тодi
Adv𝑝𝑟𝑖𝑣𝐸𝐴𝑋2[
∏︀
,ℛ𝑛𝑛,𝜏 ]
(𝑡, 𝑞, 𝜎) ≤ Adv𝑝𝑟𝑖𝑣∏︀ (𝑡′, 𝑞, 𝜎) + 2−𝜏
де 𝑡′ = 𝑡+𝒪(𝜎)
Доведення. Нехай,𝐵 супротивник, що намагається виконати
пiдробку схеми 𝐸𝐴𝑋2 [
∏︀
,ℛ𝑛𝑛, 𝜏 ]. Припустимо, вiн виконує не бiльше 𝑞𝑒
запитiв до шифруючого оракула, складнiсть по памятi 𝑆 ≤ 𝜎,
𝑇 (𝑡𝑖𝑚𝑒) ≤ 𝑡. 𝑚 достатньо велике число, що жоден запит до оракулу не
має довжину бiльше за 𝑚. ℐ - множина усiх рядкiв довжини, що не
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бiльше 𝑚.∀𝑓 : ℐ → {0, 1}𝑛 : на Рис. 2.7
Adv𝑟𝑎𝑢𝑡ℎ(𝐵) = Pr
[︁
𝑓
$←− ℛℐ𝑛 : 𝐵EEf (·),𝐷𝐷𝑓 (·) виконав пiдробку
]︁
Далi, конструюємо "rank-respecting"супротивника, що
Adv𝑟𝑎𝑢𝑡ℎ(𝐵) ≤ Adv𝑥𝑡𝑎𝑔𝑚,𝜏 (𝐴) (2.2)
Зокрема, сконструюємо супротивника 𝑃 , що використовує ресурси (𝑡′, 𝑞, 𝜎)
i намагається виконати пiдробку :
Adv𝑎𝑢𝑡ℎ𝐸𝐴𝑋2[
∏︀
,ℛ𝑛𝑛,𝜏 ](𝐵)−Adv
𝑟𝑎𝑢𝑡ℎ(𝐵) ≤ Adv𝑝𝑟𝑖𝑣∏︀ (𝑃 ) (2.3)
Маємо,
Adv𝑎𝑢𝑡ℎ𝐸𝐴𝑋2[
∏︀
,ℛ𝑛𝑛,𝜏 ] =
Adv𝑟𝑎𝑢𝑡ℎ(𝐵) +
(︁
Adv𝑎𝑢𝑡ℎ𝐸𝐴𝑋2[
∏︀
,ℛ𝑛𝑛,𝜏 ](𝐵)−Adv
𝑟𝑎𝑢𝑡ℎ(𝐵)
)︁
≤ Adv𝑥𝑡𝑎𝑔𝑚,𝜏 (𝐴) +Adv
𝑝𝑟𝑖𝑣∏︀ (𝑃 ) ≤ 2−𝜏 +Adv𝑝𝑟𝑖𝑣∏︀ (𝑡′, 𝑞, 𝜎)
Супротивник 𝐴𝑋𝑡𝑎𝑔𝑓 (·),𝑋𝑉 𝑓𝑓 (·,·) визначає такi пiдпрограми, оракули на
Рис. 2.8 :
Супротивник 𝐴 потiм викликає 𝐵𝑆𝑖𝑚𝐸(·),𝑆𝑖𝑚𝐷(·). Тодi рiвняння 2.2
коректне, оскiльки для будь-якого 𝑓 маємо : 𝑆𝑖𝑚𝐸(·) = EE𝑓(·)
Рисунок 2.7
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Рисунок 2.8
𝑆𝑖𝑚𝐷(·) = 𝐷𝐷𝑓(·). Також, 𝐴 є "rank-respecting". Нехай,
1 ≤ 𝑖 ≤ 𝑞 (𝑁𝑖, 𝐻𝑖,𝑀𝑖) буде 𝑖-тим запитом 𝐵 до оракулу-шифрування,
виданий директивою 𝐴 для 𝑋𝑉 𝑓 оракулу (𝑆, 𝑇 ). 𝐶𝑇 = 𝐶‖𝑇 , де |𝑇 | = 𝜏 .
Уявiть матрицю, 𝑖-й ряд якої - 𝐶ℎ𝑉 (𝑆𝑖) (1 ≤ 𝑖 ≤ 𝑞, а чий (𝑞 + 1) -й рядок
- 𝐶ℎ𝑉 (𝑆). Стовпчик 𝑗 називається 𝑙-стовпцем, якщо 𝑥𝑗 з префiксом [𝑙]𝑛
(0 ≤ 𝑙 ≤ 2 та 1 ≤ 𝑗 ≤ 𝑐). Оскiльки 𝐴 є nonce схемою, то iснує множина 𝐷
з 𝑞 0-стовпцiв, така що пiдматриця, утворена першими 𝑞 рядками
матрицi, i стовпцi в 𝐷 є матрицею одиниць 𝑞 × 𝑞. Оскiльки 𝐶ℎ𝑉 (𝑆) має
рiвно один 1 у 0-стовпчику, єдиний спосiб, коли 𝐶ℎ𝑉 (𝑆) може бути
лiнiйною комбiнацiєю 𝐶ℎ𝑉 (𝑆1), ..., 𝐶ℎ𝑉 (𝑆𝑞) - це те, що вiн дорiвнює
𝐶ℎ𝑉 (𝑆𝑖) для деяких 𝑖 : (1 ≤ 𝑖 ≤ 𝑞). Це означає, що 𝑁 = 𝑁𝑖, 𝐻 = 𝐻𝑖, i
вiдповiдь на 𝑖-й запит оракула 𝐵 був 𝐶𝑇 . Але це суперечить умовi, яку
ми наклали на 𝐵, забороняючи запит перевiряючого оракулу (𝑁,𝐻,𝐶𝑇 ),
таким чином, що 𝐶𝑇 був отриманий у вiдповiдь на запит шифрувального
оракулу (𝑁,𝐻,𝑀). (Тут важливо, щоб ми вимагали виконання умови,
незалежно вiд вiдповiдей на запити оракул та пiдкидання монети ) Отже,
𝐶ℎ𝑉 (𝑆) не може дорiвнювати 𝐶ℎ𝑉 (𝑆𝑖. Це завершує доказ того, що 𝐴
"rank-respecting".
Щодо конструкцiї супротивника P. Це зображено на малюнку 2.9.
Найважливiшою особливiстю 𝐸𝐴𝑋2, яку ми використали для того, щоб
мати можливiсть вiдповiдати на запити 𝑋𝑣𝑓 , є те, що валiднiсть
шифротексту можна перевiрити, не розшифровуючи за схемою ℐ𝒱ℰ . Що
стосується конструкцiї 𝑃 , перше твердження полягає в тому, що її
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присвоєння значення 𝑓([0]𝑛, 𝑁), зроблене у вiдповiдi на запит оракулу
шифрування 𝐵, є коректним, оскiльки 𝑓([0]𝑛, 𝑁) ранiше не було
визначено. Це вiрно з двох причин. Перший полягає в тому, що 𝐵
nonce-схема. Друга полягає в тому, що 𝐵 не робить жодних запитiв до
оракулу шифрування пiсля того, як вiн зробив свiй запит до 𝑋𝑉 𝑓 . (Запит
𝑋𝑉 𝑓 може визначати 𝑓([0]𝑛, 𝑁), але оскiльки жодних запитiв до оракулу
шифрування не слiдує, ми не повиннi турбуватися про те, що 𝑓([0]𝑛, 𝑁)
визначається пiд час вiдповiдi на один з них). Далi, нехай 𝐾𝐸𝑌2
ключовий простiр
∏︀
. Тодi
Pr
[︁
𝐾2
$←− 𝐾𝐸𝑌2 : 𝑃 ℰ
$
𝐾2
(·) = 1
]︁
= Adv𝑎𝑢𝑡ℎ𝐸𝐴𝑋2[
∏︀
,ℛ𝑛𝑛,𝜏 ](𝐵)
Pr
[︁
𝐾2
$←− 𝐾𝐸𝑌2 : 𝑃 $(·) = 1
]︁
= Adv𝑟𝑎𝑢𝑡ℎ𝐸𝐴𝑋2[
∏︀
,ℛ𝑛𝑛,𝜏 ](𝐵)
Теорема 2.6. Нехай 𝐹 : 𝐾𝐸𝑌1 × {0, 1}* → {0, 1}𝑛 сiм’я функцiй,∏︀
= ⟨ℰ ,𝒟⟩ це ℐ𝒱ℰ схема з 𝐼𝑉 простором {0, 1}𝑛 i 𝜏 ∈ [0..𝑛]. Тодi
Adv𝑝𝑟𝑖𝑣𝐸𝐴𝑋2[
∏︀
,ℛ𝑛𝑛,𝜏 ]
(𝑡, 𝑞, 𝜎)
≤ Adv𝑝𝑟𝑖𝑣∏︀ (𝑡2, 𝑞, 𝜎) +AdvПВФ𝐹 (𝑡1, 3(𝑞 + 1), 𝜎) + 2−𝜏
Adv𝑝𝑟𝑖𝑣𝐸𝐴𝑋2[
∏︀
,ℛ𝑛𝑛,𝜏 ]
(𝑡, 𝑞, 𝜎) ≤ Adv𝑝𝑟𝑖𝑣∏︀ (𝑡2, 𝑞, 𝜎) +AdvПВФ𝐹 (𝑡3, 3𝑞, 𝜎)
, де 𝑡1 = 𝑡+𝑇𝑖𝑚𝑒𝜖(𝜎)+𝒪(𝜎), 𝑡2 = 𝑡+𝒪(𝜎+𝑛*𝑞), 𝑡3 = 𝑡+𝑇𝑖𝑚𝑒𝜖(𝜎)+𝒪(𝜎)
Доведення. Нехай 𝐴 супротивник використовує ресурси (𝑡, 𝑞, 𝜎) i
намагається виконати пiдробку
∏︀
= ⟨E,D⟩ = 𝐸𝐴𝑋2 [
∏︀
, 𝐹, 𝜏 ].
Використовуючи 𝐴 можемо виконати побудову супротивника для того,
щоб розрiзняти 𝑓 $←− 𝐹 вiд 𝑓 $←− ℛ𝑛𝑛. На початку роботи 𝐵 робить вибiр
𝐾2
$←− 𝐾𝐸𝑌2 - ключовий простiр
∏︀
. Потiм 𝐵 запускає 𝐴. Коли 𝐴 робить
запит до оракулу (𝑁𝑖, 𝐻𝑖,𝑀𝑖) суперник обчислює 𝒩𝑖 ← 𝑓([0]𝑛‖𝑁𝑖),
𝐶𝑖 ← ℰ𝒩𝑖𝐾2(𝑀𝑖) i
ℋ𝑖 ← 𝑓([1]𝑛‖𝐻𝑖), 𝒞𝑖 ← 𝑓([2]𝑛‖𝐶𝑖), 𝑇𝑖 ← (𝒩𝑖 ⊕ 𝒞𝑖 ⊕ ℋ𝑖[першi 𝜏 бiтiв]),
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Рисунок 2.9
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𝐶𝑇𝑖 ← 𝐶𝑖‖𝑇𝑖 i тодi 𝐵 повертає до 𝐴 рядок 𝐶𝑇𝑖. Коли 𝐴 завершує свою
роботу i видає спробу пiдробки (𝑁,𝐻,𝐶‖𝑇 ), то 𝐵 перевiряє, чи це валiдга
пiдробка: вiн перевiряє, чи (𝑁,𝐻,𝐶𝑇 ) вiдрiзняється вiд кожного
(𝑁𝑖, 𝐻𝑖, 𝐶𝑖‖𝑇𝑖), який був обчислений; вiн обчислює 𝒩 ← 𝑓([0]𝑛‖𝑁) i
ℋ ← 𝑓([1]𝑛‖𝐻) i 𝒞 ← 𝑓([2]𝑛‖𝐶) i перевiряє, чи
𝑇 = (𝑁 ⊕ 𝐻 ⊕ )[першi 𝜏 бiтiв]. Якщо обидвi умови виконанi, то B
повертає бiт 1 (вiн здогадується, що 𝑓 = 𝐹𝐾1 для випадкового 𝐾1), iнакше
вiн виводить бiт 0 (вiн здогадується, що 𝑓 $←− ℛ𝑛𝑛). Зауважимо, що B
здiйснює в загальному 3𝑞 + 3 викликiв оракула. Загальна довжина цих
запитiв - 𝜎. (Згадаймо нашу умову, що ми включаємо в 𝜎 вихiдну
довжину та кiлькiсть компонентiв у кожному векторi, який запитується.)
Час роботи 𝐵 - 𝑡1 = 𝑡 + 𝑇𝑖𝑚𝑒𝜖(𝜎) + 𝒪(𝜎). Нарештi, супротивник 𝐵 надає
𝐴 чудову модель 𝐸𝐴𝑋2[
∏︀
, 𝐹, 𝜏 ], якщо 𝑓 $←− 𝐹 , поки 𝐵 надає 𝐴 модель
𝐸𝐴𝑋2[
∏︀
,ℛ𝑛𝑛, 𝜏 ], якщо 𝑓
$←− ℛ𝑛𝑛 . Таким чином, використовуючи лему 2.3
Маємо :
Adv𝑎𝑢𝑡ℎ𝐸𝐴𝑋2[
∏︀
,𝐹,𝜏 ](𝐴)
= (Adv𝑎𝑢𝑡ℎ𝐸𝐴𝑋2[
∏︀
,𝐹,𝜏 ](𝐴)−Adv𝑎𝑢𝑡ℎ𝐸𝐴𝑋2[∏︀,ℛ𝑛𝑛,𝜏 ](𝐴)) +Adv𝑎𝑢𝑡ℎ𝐸𝐴𝑋2[∏︀,ℛ𝑛𝑛,𝜏 ](𝐴)
≤ ([𝑓 $←− 𝐹𝐿𝐵𝑓 = 1]− [𝑓 $←− ℛ𝑛𝑛 : 𝐵𝑓 = 1]) + 2−𝜏 +Adv
𝑝𝑟𝑖𝑣∏︀ (𝑡2, 𝑞, 𝜎)
= AdvПВФ𝐹 (𝐵) +Adv
𝑝𝑟𝑖𝑣∏︀ (𝑡2, 𝑞, 𝜎) + 2−𝜏
≤ AdvПВФ𝐹 (𝑡1, 3(𝑞 + 1), 𝜎) +Adv
𝑝𝑟𝑖𝑣∏︀ (𝑡2, 𝑞, 𝜎) + 2−𝜏
Для доведення другої рiвностi леми, використовуємо ту ж саму
конструкцiю з деякими змiнами. Тепер, коли 𝐴 завершує роботу,
виводить бiт 𝑏, противник 𝐵 видає той самий бiт 𝑏. Загальна кiлькiсть
запитiв до оракула, виконаних 𝐵, становить 3𝑞. Загальна довжина цих
запитiв не бiльше 𝜎. Час роботи 𝐵 - 𝑡3 = 𝑡 + 𝑇𝑖𝑚𝑒𝜖(𝜎) + 𝒪(𝜎). Тепер
використовуємо лему 2.1
Adv𝑝𝑟𝑖𝑣𝐸𝐴𝑋2[
∏︀
,𝐹,𝜏 ](𝐴)
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= (Adv𝑝𝑟𝑖𝑣𝐸𝐴𝑋2[
∏︀
,𝐹,𝜏 ](𝐴)−Adv
𝑝𝑟𝑖𝑣
𝐸𝐴𝑋2[
∏︀
,ℛ𝑛𝑛,𝜏 ]
(𝐴)) +Adv𝑝𝑟𝑖𝑣𝐸𝐴𝑋2[
∏︀
,ℛ𝑛𝑛,𝜏 ]
(𝐴)
≤ (Pr[𝑓 $←− 𝐹 : 𝐵𝑓 = 1]− [𝑓 $←− ℛ𝑛𝑛 : 𝐵𝑓 = 1]) + 2−𝜏 +Adv
𝑝𝑟𝑖𝑣∏︀ (𝑡2, 𝑞, 𝜎)
= AdvПВФ∏︀ (𝐵) +Adv𝑝𝑟𝑖𝑣∏︀ (𝑡2, 𝑞, 𝜎) ≤ AdvПВФ∏︀ (𝑡3, 3𝑞, 𝜎) +Adv𝑝𝑟𝑖𝑣∏︀ (𝑡2, 𝑞, 𝜎)
Лема 2.4. Псевдовипадковiсть OMAC. Нехай 𝑛 ≥ 2 Тодi для
супротивникiв обмеженим розмiром запитiв
Adv𝑑𝑖𝑠𝑡OMAC[ℛ𝑛𝑛],$𝑛(𝜎1, 𝜎2) ≤ (𝜎1 + 𝜎2 + 3)
2 · 2−𝑛
Теорема 2.7. Стiйкiсть 𝐸𝐴𝑋. Нехай, 𝑛 ≥ 2, 𝜏 ∈ [0..𝑛] Тодi
Adv𝑝𝑟𝑖𝑣𝐸𝐴𝑋[ℛ𝑛𝑛,𝜏 ]
(𝜎) ≤ 9𝜎
2
2𝑛
Adv𝑎𝑢𝑡ℎ𝐸𝐴𝑋[ℛ𝑛𝑛,𝜏 ](𝜎) ≤
10.5𝜎2
2𝑛
+ 2−𝜏
Доведення. Нехай A - cупротивник, що використовує ресурси
(𝑞, 𝜎), який намагається вiдрiзнити 𝐸𝐴𝑋[ℛ𝑛𝑛, 𝜏 ] вiд джерела випадкових
бiтiв. Побудуємо супротивника B, який вiдрiзняє OMAC[ℛ𝑛𝑛] вiд джерела
випадкових бiтiв. Супротивник має оракул 𝑔, який вiдповiдає на запити
(𝑡,𝑀, 𝑠) ∈ {0, 1, 2} × {0, 1}* × 𝑁 з рядком 𝑅𝑆0𝑆1...𝑆𝑠1, кожен з яких є
𝑛-бiтним рядком. Супротивник працює наступним чином Рис 2.10 :
Нехай супротивник A робить 𝑞 ≥ 1 запитiв. За домовленiстю супротивник
B використовує ресурсiв не бiльше (2𝜎 − 3, 𝜎). Зауважте, що
Pr[𝐴𝐸𝐴𝑋[ℛ
𝑛
𝑛,𝜏 ] = 1] = Pr[𝐵OMAC[𝑅
𝑛
𝑛] = 1]. Крiм того, оскiльки A
"nonce"схема, B - з обмеженими за довжиною запитами, то
Pr[𝐴$ = 1] = Pr[𝐵$𝑛 = 1]. Використовуючи лему 2.4
Adv𝑝𝑟𝑖𝑣𝐸𝐴𝑋[ℛ𝑛𝑛,𝜏 ]
(𝐴) = Pr[𝐴𝐸𝐴𝑋[ℛ
𝑛
𝑛,𝜏 ] = 1]− Pr[𝐴$ = 1]
= Pr[𝐵OMAC[ℛ
𝑛
𝑛] = 1]− Pr[𝐵$𝑛 = 1]
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Рисунок 2.10
≤ Adv𝑑𝑖𝑠𝑡OMAC[ℛ𝑛𝑛,$𝑛](2𝜎 − 3, 𝜎)
≤ (3𝜎)2 · 2−𝑛 ≤ 9𝜎2 · 2−𝑛
Тепер щодо автентифiкацiї, нехай 𝐴 супротивник, що намагається виконати
пiдробку, використовує не бiльше (𝜎) ресурсiв. Нехай,
𝛼1 = Adv
𝑎𝑢𝑡ℎ
𝐸𝐴𝑋[ℛ𝑛𝑛,𝜏 ](𝐴)𝛼2 = Adv
𝑎𝑢𝑡ℎ
𝐸𝐴𝑋2[𝐶𝑇𝑅[ℛ𝑛𝑛],ℛ*𝑛,𝜏 ](𝐴)
З леми 2.3 i вiдомих результатiв :
𝛼2 ≤ 2−𝜏 +Adv𝑝𝑟𝑖𝑣𝐶𝑇𝑅[ℛ𝑛𝑛](𝜎) ≤ 2
−𝜏 + 𝜎2 · 2−𝑛
Маємо,
𝛼1 = 𝛼2 + 𝛿 ≤ 𝛿 + 𝜎2 · 2−𝑛 + 2−𝜏
Визначимо таку функцiю 𝐸 [𝜌, 𝑓 ] = {0, 1, 2} × {0, 1}* × N→ {0, 1}* Тепер
𝛼2 = Adv
𝑎𝑢𝑡ℎ
𝐸𝐴𝑋2[𝐶𝑇𝑅[ℛ𝑛𝑛],ℛ*𝑛,𝜏 ](𝐴) = Pr
[︁
𝐵𝐸[ℛ
𝑛
𝑛,ℛ*𝑛] = 1
]︁
Зокрема, Adv𝑑𝑖𝑠𝑡𝐸[ℛ𝑛𝑛,ℛ*𝑛],$𝑛 ≤ 𝜎
2
2 ·2−𝑛−1. Будь-яких супротивникiв, якi роблять
загалом 𝜎2 запитiв, оскiльки 𝐸[ℛ𝑛𝑛, 𝑅𝑛] можна вiдрiзнити вiд $𝑛 лише за
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Рисунок 2.11
умови колiзiї входiв до 𝜌 i 𝜎2 входiв до 𝜌. Як наслiдок,
Pr
[︁
𝐵𝐸[ℛ
𝑛
𝑛,𝑅𝑛] = 1
]︁
≥ Pr
[︁
𝐵$𝑛 = 1
]︁
− 𝜎2 · 2−𝑛−1
Звiдси
𝛼2 = Adv
𝑎𝑢𝑡ℎ
𝐸𝐴𝑋2[𝐶𝑇𝑅[ℛ𝑛𝑛],ℛ*𝑛,𝜏 ](𝐴) ≥ Pr
[︁
𝐵$𝑛 = 1
]︁
− 𝜎2 · 2−𝑛−1
Використовуємо той факт, що останнi три запити 𝐵 мають форму
𝑔(·, ·, 0), тож останнi три запити не можуть порушити умови щодо
обмеження довжини запитiв.Тож, використовуючи лему 2.4,
𝛿 = 𝛼1 − 𝛼2 ≤ 9 · 𝜎2 · 2−𝑛 + 𝜎2 · 2−𝑛−1 ≤ 9.5𝜎2 · 2−𝑛
Висновки до роздiлу 2
В цьому роздiлi були представленi пiдходи до побудови алгоритмiв
автентифiкованого шифрування, а також теоретичнi напрацювання в цiй
областi дослiдження. Тобто були приведенi аргументи щодо використання
узагальненої схеми побудови 𝐴𝐸𝐴𝐷 це 𝐸𝑛𝑐𝑟𝑦𝑝𝑡− 𝑡ℎ𝑒𝑛−𝑀𝑎𝑐(𝐸𝑡𝑀), шла
мова про бiльш сильнi властивостi, наприклад 𝐶𝑈𝐹 − 𝐶𝑃𝐴, стiйкiсть до
пiдробки шифротексту, тобто якщо 𝑀𝑎𝑐− 𝑡ℎ𝑒𝑛−𝐸𝑛𝑐𝑟𝑦𝑝𝑡 схема має таку
властивiсть, то має гарну криптографiчну стiйкiсть i може
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викорисовуватись для побудови захищених каналiв зв’язку. Зокрема було
надано детальний огляд стiйкостi i швидкодiї таких режимiв 𝐴𝐸𝐴𝐷, як
𝐺𝐶𝑀 , 𝐸𝐴𝑋. Приведено пiдхiд до побудови схеми 𝐴𝐸𝐴𝐷 з суматорами i
теорема про стiйкiсть останнiх.
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3 ОСНОВНI РЕЗУЛЬТАТИ ДОСЛIДЖЕННЯ
Пiдсумуємо вiдомостi щодо сучасних режимiв автентифiкованого
шифрування.
– GCM
Galois Counter Mode став найпопулярнiшим режимом 𝐴𝐸(𝐴𝐷) на
сьогоднi. Популярнiсть частково пояснюється тим, що GCM надзвичайно
швидкий, але здебiльшого це вiдбувається тому, що режим
незапантенований. GCM може працювати в режимi обробки потоку даних
("онлайн"), тобто вам не потрiбно наперед знати довжину повiдомлення,
може бути паралелiзований, останнi версiї 𝑂𝑝𝑒𝑛𝑆𝑆𝐿 i 𝐶𝑟𝑦𝑝𝑡𝑜 + +
забезпечують вiдмiнну реалiзацiю режима, головним чином тому, що вiн
зараз пiдтримується як TLS. Одним з суттєваих недолiкiв 𝐺𝐶𝑀 -
складнiсть реалiзацiї, оскiльки це 𝐶𝑇𝑅 режим шифрування з додаванням
коду автентифiкацiї типу Carter-Wegman [18], [17], [5]
– 𝐸𝐴𝑋
𝐸𝐴𝑋 - two-pass схема, що означає, що шифрування та аутентифiкацiя
здiйснюються в окремо, послiдовно. Це робить його повiльнiше, нiж 𝐺𝐶𝑀
або 𝑂𝐶𝐵, хоча (на вiдмiну вiд 𝐶𝐶𝑀) це "онлайн"схема. Проте 𝐸𝐴𝑋 має
переваги: незапентований, досить просто реалiзувати, використовуючи
лише блочний алгоритм шифрування, це означає, що ви можете технiчно
вписати його в реалiзацiю з дуже обмеженим розмiром коду.
– 𝐶𝐶𝑀
𝐶𝐶𝑀 , як i 𝐸𝐴𝑋, також two-pass схема. Однак, на вiдмiну вiд останнього,
має декiлька суттєвих недолiкiв. Перший i, на мою думку, найбiльш
суттєвий це необхiднiсть компромiсу мiж максимальной довжиною
повiдомлення i довжиною nonce схеми. Цi два параметри взагалi не
повиннi бути пов’язанi. По-друге, схема 𝐶𝐶𝑀 не є "онлайн тобто перед
початком роботи користувачу необхiдно знати довжину повiдомлення.
Зокрема, не пiдпримується наявнiсть передобробки статичних даних,
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тобто нам би хотiлось, аби на початку комунiкацiї з iншим користувачем -
на початку сесiї - обробка статичних даних таких, як заголовки
протоколiв прикладного рiвня, провелась тiльки один раз i не впливала
на майбутнi обчислення. По сутi, причиною того, що 𝐶𝐶𝑀 не дозволяє
попередньо обробити статичнi асоцiйовнi данi 𝐻, полягає в тому, що
алгоритм кодує значення nonce i довжину повiдомлення ‖𝑀‖𝑛 перед 𝐻, а
не пiсля нього.[4]
3.1 Суматори AEAD
Iдея криптографiчних суматорiв полягає у внесенi надмiрностi у
безпеку шляхом об’єднання декiлькох конструкцiй одного i того ж
примiтиву в один, у випадку, коли один або декiлька цих будiвельних
блокiв виявляться нестiйкими. Поки щонайменше один компонент
залишається криптографiчно стiйким, залишається стiйкою i побудована
конструкцiя. Суматори були вивченi для численних криптографiчних
примiтивiв, включаючи одностороннi функцiї, хеш-функцiї, коди
аутентифiкацiї повiдомлень, пiдписи, симетричнi схеми шифрування i
багато iнших [12]. Деякi з цих робiт бiльше з теоретичної сторони, а iншi -
пропонують рiшення проблем на практицi.
Мотивацiя використання 𝐴𝐸𝐴𝐷 суматорiв
Дослiдження симетричної криптографiї вдалося запропонувати
безлiч схем AEAD. Незважаючи на те, що багато хто з них мають завiренi
проблеми з безпекою, все ж є ряд причин, чому поєднання двох схем
𝐴𝐸𝐴𝐷 в одну для посилення їх безпеки може бути привабливим.
Причини можна знайти в рiзних сферах, вони пов’язанi з власне
стiйкiстю, проблемами впровадження, практикою управлiння або просто
полiтикою.
Порушення стiйкостi схеми. Навiть якщо криптографiчна схема
доказово стiйка, прикрою правдою є те, що аргументи щодо її стiйкостi
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можуть бути порушенi, а схема виявитись слабкою. Це також стосується
конструкцiй 𝐴𝐸𝐴𝐷, де, як видається, справедливо сказати, що високий
рiвень iнтеграцiї, який характеризується найефективнiшими схемами на
основi алгоритмiв блочного шифрування, також робить схеми складними
для повного розумiння та оточення на формальному рiвнi. Прекрасний
приклад того, коли стiйкiсть схеми 𝐴𝐸𝐴𝐷 було порушено, а саме 𝑂𝐶𝐵2
[8], робота, що повнiстю порушила схему.
Атаки на реалiзацiю. Навiть якщо конструкцiя поставляється з
коректним формальним доказом стiйкостi, надiйна її реалiзацiя може
бути складною. Наприклад, якщо компоненти примiтиву зручно
реалiзовувати за допомогою таблиць, тодi важко уникнути атак по часу.
Стандарти. Для досягнення вiдповiдностi стандартам або для
отримання сертифiкацiї органами влади може знадобитися використання
певної схеми 𝐴𝐸𝐴𝐷. Це може бути так, навiть якщо ця схема 𝐴𝐸𝐴𝐷 є
слабкою або, принаймнi, її безпека сумнiвна. Приклади можуть включати
випадки в галузi платежiв, де використання 3𝐷𝐸𝑆 все ще здається
популярним, навiть якщо його розмiр блоку є занадто малим для
досягнення бажаною захищенностi в багатьох застосувань, або де
необхiдне використання стандартизованих 𝐼𝑆𝑂-схем 𝐴𝐸𝐴𝐷, таких як
зламаний 𝑂𝐶𝐵2 i таке iнше. Суматори 𝐴𝐸𝐴𝐷 дозволяють
використовувати слабкi, але необхiднi схеми, без загроз безпецi.
Пiдходи до побудови 𝐴𝐸𝐴𝐷 суматорiв.
– Пiдхiд чорної коробки(Blackbox)
В роботi [12] представлено суматор 𝐴𝐸𝐴𝐷, який є повнiстю ’чорною
коробкою’, це означає, що вiн працює узагальнено для будь-яких двох
𝐴𝐸𝐴𝐷 схем. Зрозумiло, що будь-який такий суматор щонайменше один
раз посилається на кожну схему компонентiв: комбiноване шифрування
викликає алгоритм шифрування кожного компонента, таким ж чином
працює i комбiноване розшифрування - виклик алгоритму дешифрування
кожної компоненти. На рис. 3.1 описано схему пiдходу.
– На основi схеми 𝐸𝑛𝑐𝑟𝑦𝑝𝑡−𝑡ℎ𝑒𝑛−𝑀𝑎𝑐 з суматором ’чорна коробка’
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Цей пiдхiд переплiтає 𝐸𝑡𝑀 схему 𝐴𝐸𝐴𝐷 𝐴𝐸0, реалiзовану
алгоритмами ⟨𝐸0, 𝐷0,𝑀0⟩ iз схемою AEAD чорної коробоки 𝐴𝐸1 =
(𝑒𝑛𝑐1, 𝑑𝑒𝑐1). Шифротекст повiдомлення, яке ми шифруємо, за схемою
𝐸𝑡𝑀 𝑐0 ← 𝐸0(𝑘𝑒, 𝑛,𝑚), потiм подається в алгоритм шифрування ’чорної
коробки’. До отриманого шифротексту застосовуємо функцiю 𝑀𝐴𝐶
разом iз статичними даними.
Algorithm 3.1 Алгоритм конструкцiї 𝐸𝑡𝑀 пiдходу для побудови 𝐴𝐸𝐴𝐷 суматорiв
Proc 𝑒𝑛𝑐(𝑘, 𝑛, 𝑎𝑑,𝑚)
((𝑘𝑒, 𝑘𝑚), 𝑘1)← 𝑘
𝑐0 ← 𝐸0(𝑘𝑒, 𝑛,𝑚)
𝑐1 ← 𝑒𝑛𝑐1(𝑘1, 𝑛, 𝑎𝑐, 𝑐0)
𝑡←𝑀0(𝑘𝑚, 𝑛‖𝑎𝑑‖𝑐1)
𝑐← 𝑐1‖𝑡
𝑅𝑒𝑡𝑢𝑟𝑛 𝑐
Теорема 3.1. Для кожної пари коректних 𝐴𝐸𝐴𝐷 схем
⟨𝐴𝐸0, 𝐴𝐸1⟩, для кожного 𝑖 ∈ {0, 1} i кожного супротивника 𝒜 на
комбiновану схему 𝐶𝐵(𝐴𝐸0, 𝐴𝐸1), як вказано в 3.1, iснує супротивник
ℬ𝑖𝑛𝑡𝑖 , що Adv𝑖𝑛𝑡𝐶𝐵(𝐴𝐸0,𝐴𝐸1)(𝒜) ≤ Adv
𝑖𝑛𝑡
𝐴𝐸𝑖
(ℬ𝑖𝑛𝑡𝑖 ), iснує супротивник ℬ𝑖𝑛𝑑0 , що
Adv𝑖𝑛𝑑𝐶𝐵(𝐴𝐸0,𝐴𝐸1)(𝒜) ≤ Adv
𝑖𝑛𝑑
𝐴𝐸0
(ℬ𝑖𝑛0 ) i iснує супротивник ℬ𝑖𝑛𝑑1 , що
Adv𝑖𝑛𝑑𝐶𝐵(𝐴𝐸0,𝐴𝐸1)(𝒜) ≤ Adv
𝑖𝑛𝑡
𝐴𝐸1
(ℬ𝑖𝑛𝑡1 ) + Adv𝑖𝑛𝑑𝐴𝐸1(ℬ
𝑖𝑛𝑑
1 ). Час виконання ℬ
супротивникiв той же, що i у 𝒜
Доведення теореми представлено у роботi [12].
3.2 Аналiз швикодiї схем 𝐴𝐸𝐴𝐷 на основi чорної-коробки
В додатках 3.3 приведено лiстинг коду програми, за допомогою якої
оцiнюємо швидкодiю рiзних комбiнацiй схем, а саме
𝐶𝐵(𝐸𝐴𝑋,𝐺𝐶𝑀)[𝐴𝐸𝑆], 𝐶𝐵(𝐶𝐶𝑀,𝐺𝐶𝑀)[𝐴𝐸𝑆], 𝐶𝐵(𝐶𝐶𝑀,𝐸𝐴𝑋)[𝐴𝐸𝑆]
для довжини ключiв 128 i 256 бiтiв, з nonce 96 бiтiв i тагом довжиною 128
бiтiв. Наведенi замiри показують залежнiсть мiж довжиною
повiдомлення(в байтах) та часом виконання алгоритму.
Технiчнi характеристики ЕОМ
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Рисунок 3.1 – Схема 𝐴𝐸𝐴𝐷 на основi суматора "чорна-коробка".
CB(𝐴𝐸0, 𝐴𝐸1) = (𝑒𝑛𝑐, 𝑑𝑒𝑐) : 𝐴𝐸𝑖 = (𝑒𝑛𝑐𝑖, 𝑑𝑒𝑐𝑖), 𝑖 ∈ {0, 1}
– 64 бiтна архiтектура
– Intel Core i5-7300HQ CPU @ 2.50Ghz × 4
На наведених графiках 3.2, 3.3 указанi замiри для ключiв 128 бiтiв i 256
вiдповiдно. Як бачимо з графiкiв, є зони, в яких швидкодiя виконання
суттєво пiдстрибує чи навпаки падає. Це дiя оптимiзацiй компiлятора та
технологiї JIT(just-in-time) оптимiзацiї, тобто пришвидшення за рахунок
кешування деяких даних процесором.
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За допомогою спецiальних параметрiв ’-Xint’ ми можемо вiдключати JIT
оптимiзацiю. На графiках 3.4, 3.5 вказанi вiдповiднi замiри.
На даних графiках видно, що найбiльш швидкою схемою для цiєї
архiтектури є комбiнацiя 𝐶𝐵(𝐸𝐴𝑋,𝐺𝐶𝑀). Зокрема з графiкiв можна
зробити висновок, що схеми з використанням 𝐺𝐶𝑀 швидшi для 64-бiт
архiтектур.
3.3 Пiдхiд до побудови 𝐴𝐸𝐴𝐷 суматорiв з внутрiшнiм
станом
В деяких випадках при використаннi суматорiв нам немає потреби
масштабувати комбiнацiю, тобто збiльшення кiлькостi криптографiчних
примiтивiв, оскiльки це збiльшує кiлькiсть часу, витрачених на
шифрування. Однак ми бажаємо, аби iдея використання суматорiв
зберiглась i комбiнацiя вела себе так, нiби ми масштабували суматор, але
без суттєвих затримок по часу внаслiдок цього.
Нехай маємо функцiю з внутрiшнiм станом 𝜌 : {0, 1}𝑚 → {0, 1}‖𝑠‖2,
це може бути i лiнiйний регiстр зсуву, який ми застосовуємо ‖𝑠‖2 разiв, де
‖ · ‖2 довжина бiтового рядка числа 𝑠 в двiйковiй системi числення. I
Маємо декiлька схем 𝐴𝐸𝐴𝐷 на основi суматорiв (𝐶𝐵0, 𝐶𝐵1, ..𝐶𝐵𝑠−1).
Наприклад, 𝐶𝐵0 = 𝐶𝐵(𝐺𝐶𝑀,𝐸𝐴𝑋), 𝐶𝐵1 = 𝐶𝐵(𝐺𝐶𝑀,𝐶𝐶𝑀),
𝐶𝐵2 = 𝐶𝐵(𝐶𝐶𝑀,𝐸𝐴𝑋). Тодi сконструюємо схему :
Init
– (𝑘1, 𝑘2)← 𝑘
– Iнiцiалiзуємо функцiю 𝜌(𝑘2)
Шифрування 𝑒𝑛𝑐(𝑘, 𝑛, 𝑎𝑑,𝑚)
– 𝑛← 𝜌
– 𝑛 := ‖𝑛‖10
– 𝑐← 𝐶𝐵𝑛(𝑘1, 𝑛, 𝑎𝑑,𝑚))
– Повернути значення 𝑐
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Нехай задача супротивника в такому разi - вгадати 𝑛. Якщо
функцiя 𝜌 реалiзує випадкову функцiю, то ймовiрнiсть вгадати у
супротивника 1𝑛 . Однак така схема має суттєвий недолiк. Якщо на один з
суматорiв побудується успiшна атака, то з результатiв вимiрювання
швидкодiї, вказаних в цiй же роботi, i використанням атак по часу
супротивник може кожного разу здогадуватись, яку з комбiнацiй було
використано i таким чином вся схема може бути небезпечною.
Висновки до роздiлу 3
Отже, наведенi результати показують, що схеми 𝐴𝐸𝐴𝐷 на основi
суматорiв дають великий спектр робiт для аналiзу швидкодiї рiзних
комбiнацiй примiтивiв. Пiдхiд "чорної коробки"дає нам можилвiсть не
втручаючись у схему автентифiкованого шифрування отримати бажаний
результат. Зокрема було надано приклад застосування результатiв
дослiдження до атак по часу.
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Рисунок 3.2 – Результат вимiрювання для 128 бiтного ключа
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Рисунок 3.3 – Результат вимiрювання для 256 бiтного ключа
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Рисунок 3.4 – Результат вимiрювання для 128 бiтного ключа без
оптимiзацiй
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Рисунок 3.5 – Результат вимiрювання для 256 бiтного ключа без
оптимiзацiй
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ВИСНОВКИ
У ходi даної роботи був проведений аналiз опублiкованих джерел за
такою тематикою, як пiдходи до побудови алгоритмiв автентифiкованого
шифрування, узагальнена схема побудови та пiдхiд з використанням
суматорiв, тобто комбiнацiї iснуючих схем 𝐴𝐸𝐴𝐷. Зокрема були
приведенi аргументи щодо використання узагальненої схеми побудови
𝐴𝐸𝐴𝐷 це 𝐸𝑛𝑐𝑟𝑦𝑝𝑡 − 𝑡ℎ𝑒𝑛 − 𝑀𝑎𝑐(𝐸𝑡𝑀), шла мова про бiльш сильнi
властивостi, наприклад 𝐶𝑈𝐹 −𝐶𝑃𝐴, стiйкiсть до пiдробки шифротексту,
тобто якщо 𝑀𝑎𝑐 − 𝑡ℎ𝑒𝑛 − 𝐸𝑛𝑐𝑟𝑦𝑝𝑡 схема має таку властивiсть, то має
гарну криптографiчну стiйкiсть i може викорисовуватись для побудови
захищених каналiв зв’язку. Зокрема було надано детальний огляд
стiйкостi i швидкодiї таких режимiв 𝐴𝐸𝐴𝐷, як 𝐺𝐶𝑀 , 𝐸𝐴𝑋. Приведено
пiдхiд до побудови схеми 𝐴𝐸𝐴𝐷 з суматорами i теорема про стiйкiсть
останнiх. Зокрема була побудована програма лiстинг коду якої вказаний в
додатках, що використовує комбiнацiю з двох режимiв автентифiкованого
шифрування, тобто скаладається з двох компонент. Пiд час побудови
програми було використано середовище вiртуальної машини 𝐽𝑎𝑣𝑎 i
внутрiшнi криптографiчнi бiблiотеки мови, що дозволило зосередитись
саме на пiдходi ’чорної коробки’, використовуючи уже наявнi алгоритми.
Подальшi дослiдження будуть акцентувати увагу на аналiзi стiйкостi схем
на основi суматорiв з iнтеграцiєю конкретних режимiв.
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ДОДАТОК А ТЕКСТИ ПРОГРАМ
Тексти iнструментальних програм для проведення
експериментальних дослiджень необхiдно виносити у додатки.
А.1 Програма 1
c l a s s BlackBox extends AEAD {
pr i va t e AEAD A0 ;
p r i va t e AEAD A1 ;
p r i va t e byte [ ] mac ;
pub l i c BlackBox (AEAD A0 , AEAD A1) {
t h i s .A0 = A0 ;
t h i s .A1 = A1 ;
}
@Override
pub l i c byte [ ] encrypt ( byte [ ] data ) throws Exception {
byte [ ] c0 = encryptConcat ( data , A0) ;
byte [ ] c1 = encryptConcat ( c0 , A1) ;
r e turn c1 ;
}
@Override
pub l i c byte [ ] getMac ( ) {
re turn mac ;
}
p r i va t e byte [ ] encryptConcat ( byte [ ] data , AEAD A) throws Exception {
byte [ ] encryptedData = A. encrypt ( data ) ;
r e turn concat ( encryptedData , A. getMac ( ) ) ;
}
p r i va t e byte [ ] concat ( byte [ ] a0 , byte [ ] a1 ) {
byte [ ] r e s = new byte [ a0 . l ength + a1 . l ength ] ;
System . arraycopy ( a0 , 0 , res , 0 , a0 . l ength ) ;
System . arraycopy ( a1 , 0 , res , a0 . length , a1 . l ength ) ;
r e turn r e s ;
}
}
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pub l i c c l a s s CcmAes extends AEAD {
pub l i c CcmAes( i n t macSize , byte [ ] nonce , byte [ ] key ) {
c iphe r = new CCMBlockCipher (new AESEngine ( ) ) ;
params = new CCMParameters (new KeyParameter ( key ) , macSize , nonce , nu l l ) ;
c iphe r . i n i t ( true , params ) ;
}
}
pub l i c c l a s s EaxAes extends AEAD {
pub l i c EaxAes ( i n t macSize , byte [ ] nonce , byte [ ] key ) {
c iphe r = new EAXBlockCipher (new AESEngine ( ) ) ;
params = new AEADParameters (new KeyParameter ( key ) , macSize , nonce , nu l l ) ;
c iphe r . i n i t ( true , params ) ;
}
}
pub l i c c l a s s GcmAes extends AEAD{
pub l i c GcmAes( i n t macSize , byte [ ] nonce , byte [ ] key ) {
c iphe r = new GCMBlockCipher (new AESEngine ( ) ) ;
params = new AEADParameters (new KeyParameter ( key ) , macSize , nonce , nu l l ) ;
c iphe r . i n i t ( true , params ) ;
}
}
pub l i c ab s t r a c t c l a s s AEAD {
protec ted byte [ ] mac ;
protec t ed AEADBlockCipher c iphe r ;
p ro tec t ed AEADParameters params ;
pub l i c byte [ ] encrypt ( byte [ ] data ) throws Inval idCipherTextExcept ion , Exception {
byte [ ] outputText = new byte [ c iphe r . getOutputSize ( data . l ength ) ] ;
i n t outputLen = c iphe r . proces sBytes ( data , 0 , data . length ,
outputText , 0) ;
// c iphe r . doFinal ( outputText , outputLen ) ;
t h i s .mac = c iphe r . getMac ( ) ;
r e turn outputText ;
}
pub l i c byte [ ] getMac ( ) {
re turn mac ;
}
}
