Cellular networks have witnessed increasing demands for higher data rates in the recent years. Satisfying these demands presents a challenge for cellular network operators. Video traffic plays a major role in this, as it accounted for more than half of the data traffic on cellular networks recently. Device-to-Device (D2D) communication, introduced by the Long Term Evolution-Advanced (LTE-A) standard, allows direct communication between User Equipments (UE) in the network. We proposed cached and segmented video download algorithms that employ D2D communication to improve the throughput of video transmission over LTE-A cellular networks. Here, we present the Modeling and Simulation (M&S) of an LTE-A network that implements the proposed algorithms. We used the Discrete Event System Specification (DEVS) formalism to model the network. Simulation results show that significant improvements are achieved by the proposed algorithms in terms of the average and aggregate data rates.
communication to improve the throughput of video transmission and overcome the problem of rapidly increasing wireless video traffic. Instead of caching complete files, the files are split into pieces and multiple copies of a file can be cached at multiple SMs. We assume that no files are cached in the beginning, and that files are stored upon request. The algorithms define how the files are cached and exchanged among the UEs. Only the selected UEs in each cluster are used for caching to reduce inter-cluster interference. A complete detailed protocol was defined, including the messages needed and a complete definition of the protocol, which is provided in the next Section.
Here, we focus on the M&S of the proposed algorithms. M&S is a widely used approach for evaluation of new standards and protocols. Testing the effectiveness of proposed methods and investigating different aspects of their operation is easier when using M&S. One can build a model for a network, simulate it, and test and evaluate the proposed approaches under different test configurations and scenarios. There is varied research on M&S for performance evaluation (Obaidat, Zarai and Nicopolitidis 2015; Ros, Martinez and Ruiz 2014; Qiu et al. 2009 ). For example (Qiu et al. 2009 ) considers testing as one of the recurring problems in LTE networks. An NS2-based LTE/SAE model was built for testing different parameters of the network. OPNET was used in (Koc et al. 2014) to investigate the coverage of LTE networks. Here, we want to explore a flexible technique for M&S of cellular networks based on the definition of DEVS-based models for an LTE-A network. DEVS has been proposed as a sound formal framework for modeling generic dynamic systems and includes hierarchical, modular and componentoriented structure and formal specifications for defining structure and behavior of a discrete event model. A DEVS model is composed of structural (Coupled) and behavioral (Atomic) components, in which the coupled component maintains the hierarchical structure of the system, while each atomic component represents a behavior of a part of the system. The CD++ toolkit (Wainer 2009 ) was used to implement our LTE-A network DEVS model. CD++ is an open-source simulation software written in C++ implementing the DEVS abstract simulation technique. We present, as simulation case studies, results for the cell aggregate data rate and average data rate achieved with the proposed algorithms.
THE CSVD AND DISCS ALGORITHMS
CSVD and DISCS focus on scenarios where there is limited area with high density of users. In (AlHabashna et al. 2016) we provide many examples of such scenarios (i.e., live concerts with detailed video feeds of the arena). Consider one cell in a cellular network, in which the BS is in the middle of the coverage area, as seen in Figure 1 . The BS divides the cell into clusters. The BS assigns UEs to clusters based on their locations, and it selects the UEs in the central area of each cluster as Storage Members (SMs) of that cluster, as in Figure 1 . Only UEs in the middle of the cluster are chosen as SMs, in order to prevent inter-cluster interference when the SMs transmit to other UEs in the same cluster using D2D. After completing the clustering phase, the transmission phase can begin. The UEs send their requests to download video files to the BS. The BS processes a download request, and responds differently depending on the case. We consider four different cases:
Send With Assistance (SWA): if the file (or a part of it) is available in any of the SMs of the cluster, the BS will ask these SMs to send the pieces they have to the requesting UE over D2D links. Send To a SM (STSM): if the requested file is not available in the distributed cache (or more copies need to be cached), and the requesting UE is a SM, the BS will send the file to that SM over a cellular link, and ask the SM to cache the video file. These files will be available for UEs in the cluster later. Distribute To SMs (DTSMs): this new case proposed by DISCS is as follows. If a requested video is popular and it is not available in the distributed cache of the cluster, the BS will distribute the pieces among the SMs. The BS asks the SMs to cache the pieces (as the file is popular), and asks them to forward the received pieces to the requesting UE. Send To a UE (STUE): otherwise, the BS will send the file directly to the requesting UE over a cellular link. CSVD employs 3 of the above cases (does not employ DTSMs), while DISCS employ all of the above cases. Due to lack of space, we only present the message sequence of the DTSMs case. For further details on the other cases, the reader is referred to (Al-Habashna et al. 2016) .
Distribute to SMs case
As mentioned above, this is the main contribution of the DISCS algorithm. In this case, a popular file (for instance, one requested n times) is requested by a non-SM UE. The BS distributes the video file pieces over SMs and asks them to cache the pieces and forward them to the requesting UE (as the file is popular, and distributing it will be beneficial for the cluster). The download process is as follows:
1. The UE sends a Download Request message to the BS. 2. The BS creates a MetaInfo file that describes the parameters for the download session of this video file (file size, number of pieces, etc.). The BS then sends a Handshake message (containing the MetaInfo file) to the requesting UE. 3. The BS then sends Assistance Request messages to the SMs of the cluster asking their help to send the pieces to the requesting UE. There is a field in the message that is set to indicate that this is a "receive and forward" request, i.e., the SM is needed to receive the piece, cache it, and forward it to the requesting UE. 4. The SMs will send a Response message to indicate their availability for assistance and to indicate the maximum number of outstanding assists the BS can send. 5. The BS then starts distributing the Piece messages to the SMs. Each Piece message has an index that identifies that piece. 6. When an SM receives a piece, it will cache it, and send it to the requesting UE over D2D link. 7. When an SM finishes sending piece(s), it will send an SM_Finished message to the BS, acknowledging the transmission of the piece(s). 8. When the BS receives SM_Finished for all the pieces from the SMs participating, it will send a Done message to the requesting UE. 9. When the requesting UE receives a Done message, it will send a BitField message to the BS indicating the pieces it has received. This case further helps accumulating popular video files in the distributed cache of the cluster. It also allows for more parallelism and load balancing among SMs when sending video files from the distributed cache of the cluster. This should increase the utilization of the D2D channel and speeds up the transmission, and consequently increase the average data rate.
The SVD algorithm
We call our implementation of the conventional download process the Segmented Video Download (SVD), as video files are sent in pieces. In SVD, we do not use file caching or D2D communications. Instead, the files will be always sent as in STUE. Figure 2 shows the structure of the LTE-A network DEVS model. The top level is called the Cell coupled model, that contains the BS, Transmission Medium, and many UE coupled models. It also contains the Cell Manager and Log Manager atomic models. The BS coupled model corresponds to the BS in the cell. It contains four atomic models: BS Queue, BS Controller, Scheduler, and Transmitter. The BS Queue atomic model is where received messages are buffered. The BS queue also checks the destination address of arriving messages. It buffers a message with destination address that matches that of the BS; otherwise, it ignores the message. The BS Controller processes received messages and operates as per the algorithms above (e.g., CSVD). Every Transmission Time Interval (TTI), which is 1 ms, the BS processes received messages and asks the Scheduler to schedule the messages to be sent in the next TTI. Every TTI, the BS Controller also asks the Transmitter to send messages that were scheduled for transmission during this TTI.
DEVS-BASED MODELING OF THE LTE-A NETWORK
The UE coupled models represent the UEs in the cell. A UE coupled model contains two atomic models: UE Queue, and UE Controller. The UE Queue is where received messages are buffered. The UE Controller is where the UE part of the algorithm is implemented. The Medium model receives a message sent from the BS or any UE and broadcasts it to the other receivers (BS/UEs) in the cell. Receivers recognize their intended messages by the destination address filed in the message. As mentioned above, this is done at the BS Queue and UE Queue models. The Cell Manager atomic model initializes and updates the parameters of the cellular DLs and uplinks (ULs) between the BS and the UEs, as well as the D2D links between the UEs (e.g., path loss and received signal power). Path loss and shadowing is considered here. The urban macro propagation model (3GPP 2015) was used for cellular links and the D2D channel model at 24 GHz, defined in (Al-Hourani et al., 2014) , was used for D2D communication. The Log Manager logs simulation events and record statistics during the simulations.
As previously mentioned, each atomic component represents a behavior of a part of the system. In the following, we discuss the behavior of the BS Controller and the UE Controller atomic models, as they are the most important components. The BS manages all the data transmission in the cell, the sessions with all the UEs, and allocates the radio frequency resources to the UEs. The BS Controller checks its queue for messages from UEs. The BS will process received messages and update the state of the corresponding download session. For instance, if the received message is a new download request, the BS will create a new Session object to that node. If the received message is SM_Finished message, the BS will update the statistics of that session (number of transmitted pieces, transmitted bits, etc. After generating a request, a UE will wait for a Handshake message from the BS. After receiving the Handshake message, the UE will set the parameters for this session (file size, number of pieces, piece size, etc.). The UE will then wait for pieces of the video file. After receiving all the pieces, and a Done message, the UE will send a Bitfield message. When the file download is complete, the UE goes back to Idle state, and tries to generate another download request as described above. When a UE receives a Piece message while it is in Await Piece state, it updates the statistics for this session, and goes back to Await Piece state. If the UE is a SM and the Save bit in the Piece message is set, the UE will save the Piece message. The Save bit is always set for Piece messages in STSM and DTSMs cases (As described in section 3). When a SM UE is in the Await Piece state, and it receives an Assistance Request message, it will go to Send Piece state where it sends a Piece message to the requesting UE. Then it could go to back to Await Piece state, or could go to Send SM_Finished message to acknowledge the transmission of Piece(s), before going back to Await Piece state. 
IMPLEMENTATION OF THE DEVS-BASED MODEL
We used the CD++ toolkit to implement our LTE-A network DEVS model, which is an open-source simulation software written in C++ and implements the DEVS abstract simulation technique. The simulation engine tool of CD++ is built as a class hierarchy. With CD++, atomic models are developed using C++ programming language and can be incorporated into the class hierarchy. Figure 4 shows a simplified UML diagram that shows the main classes of our model. As can be seen from Figure 4 , the BS Controller atomic model is implemented with the BS class. The attributes of this class are used to contain the specifications of a BS, such as the location, maximum transmission power, antenna gain, etc. The class also has functions necessary to implement the functionalities performed by the BS Controller, as per the algorithms above. Similarly, the UE class is used to represent the UE Controller atomic model. It has many attributes to contain the parameters of the UE, such as the (location, transmission power, antenna gain, etc.) and functions to implement the functionalities of the UE. Figure 4 shows that in addition to the atomic models above, many other passive classes where developed to model other components of the system such as classes to model the cellular DLs and ULs, D2D links, download sessions the BS has with UEs, cell clusters, exchanged message, etc. The link base class is used to represent transmission links. It has many attributes to represent the transmission link parameters such as distance, path loss, received power, etc. The derived classes DownLink, UpLink, and D2DLink, are used to implement the DL, UL, and D2D links, respectively. These derived classes contain certain parameters and functions to compute the metrics (e.g., path loss) of the corresponding link type. Due to lack of space, many other classes are not shown here such as classes to implement the Queue, Transmitter, and Scheduler atomic models.
With CD++, Coupled models can be created using a language built in the simulation engine. Figure 5 shows a code snippet from the DEVS coupled model file. As can be seen from Figure 5 , the coupled Figure 2 ). The parameters for the atomic models are also listed in the file. For instance, the code shows some parameters for BS Controller atomic model.
[ 
SIMULATION CASE STUDIES
In this Section, we present simulation case studies for our LTE-A DEVS model. We used the developed model to evaluate the performance of the proposed CSVD and DISCS algorithms in terms of the cell's aggregate data rate and average data rate. We also evaluate the improvement achieved by these algorithms, when compared to conventional video download without video caching nor D2D communication (SVD). In the simulations, we consider a single LTE-A cell. The urban macro propagation model (3GPP 2015) was used for cellular links with a DL operating carrier frequency of 900 MHz, and a transmission bandwidth of 10 MHz. For D2D transmission, we used the D2D channel model at 24 GHz, defined in (Al-Hourani, Chandrasekharan and Kandeepan 2014). For further details on these models, the reader is referred to (Al-Habashna 2016). The simulation setup is shown in Table 1 .
The UEs are uniformly distributed throughout the cell at the beginning of each simulation run, and the cell is organized into nine clusters. Each UE in the cell are identified by the BS as a SM or non-SM as in Figure 1 . The central area of each cluster forms 1/4 of the total area of the cluster. As such, about one fourth of the UEs in each cluster will be SMs.
Each iteration in the simulations is divided to two phases; a transient phase, followed by a steady state phase. When the transient phase starts, the distributed cache in the clusters are empty. Video segments are cached during the transient phase as UEs download video segments. Each UE performs two requests during the transient phase. At the beginning of the steady phase, the distributed cache of the clusters contains many cached video file pieces. These were cached during the transient phase. Each UE download two video files during each phase. A UE sends one request at a time, and after downloading the video file completely, it generates another request. Before each request, a UE waits for a random period using a Poisson distribution with mean of 10 seconds. At the end of each phase, we calculate the cell's aggregate data rate and the mean of the average data rate per user. The mean of the cell's aggregate data rate and the mean of the average data rate from all the iterations are calculated at the end of the simulations. The results show the mean values based on 40 simulation runs along with the margin of error for 95% confidence interval. The UEs generate requests to download video files from a list. The popularity of videos is generated according to a Zipf distribution to simulate a variable popularity of files, as it has been established that this is a good model for video files popularity (Cha et al. 2014) . Using this distribution, some files are requested more often than others are. The Zipf exponent, β, controls the relative popularity of the files. Many studies analyzed the distribution of the video files size and workload of YouTube, as it the most popular video sharing service (Abhari and Soraya 2010; Ahasan et al. 2014) . These studies use heavy-tailed distributions to model the sizes of YouTube video files. Here, the sizes of the video files are generated according to a logNormal distribution as in (Ahasan et al. 2014) . Unless stated otherwise, the number of UEs is 500, the Zipf exponent is 1.5, and the number of requests made by a UE during each phase is 2. Figure 6 shows the Cell's aggregate data rate versus the number of UEs in the cell, for the SVD, CSVD, and DISCS algorithms, respectively, in the steady state phase. Up to one copy of each piece of a file is cached in a cluster in the case of CSVD and DISCS. As Figure 6 shows, CSVD and DISCS provide significant improvement over the SVD. The maximum aggregate rate achieved using the SVD is around 130 Mbps, while with the CSVD and DISCS, aggregate rates of 490 Mbps and 690 Mbps can be achieved, respectively, at 700 UEs. This significant improvement on the aggregate data rate is due to having more resources, i.e., the D2D channel with large bandwidth (60 MHz) available in each cluster, and used for D2D communication. Furthermore, DISCS achieves significant improvement over CSVD. This is because in CSVD, when a video file is cached in a cluster, it is always cached in one SM, while in DISCS, a cached file is distributed over many SMs in the cluster in the case of DTSMs. As such, when video files are transmitted from the distributed cache, multiple SMs will be sending pieces in parallel to the requesting UE in the case of DISCS. As such, the D2D channel will be further utilized and the aggregate data rate will increase.
Figure 6 also shows that with CSVD and DISCS, the aggregate data rate increases with increasing the number of UEs in the network. Increasing the number of UEs increases the number of requests for video files and the number of SMs in each cluster. This increases the number of cached files in a cluster and the number of requests that would be satisfied from the cluster cache. Hence, the D2D channel will be further utilized and the aggregate data rate will increase. With SVD, the aggregate data rate does not increase with the number of UEs in the cell. In SVD, each cell has fixed cellular resources (a 10 MHz channel is used here) and as the number of UEs increases, the utilization of the cellular channel will increase, until it is fully utilized. As such, we can say from Figure 6 that with SVD, at 100 UEs, the cell is overloaded and the cellular channel is fully utilized. Figure 7 shows the average data rate per user versus the number of UEs in the network for SVD, CSVD and DISCS, respectively (steady state phase). Up to one copy of each piece of a file is cached in a cluster in the case of CSVD and DISCS. As Figure 7 shows, CSVD and DISCS provide important performance gains due to the transmission of video segments from the BS and SMs (distributed cache), as opposed to only transmitting video files from one source (the BS). This speeds up the transmission process and increases the average data rate. In the SVD, the average data rate decreases faster with increasing the number of UEs. For instance, the average data rate decreases from about 2 to 0.63 Mbps when the number of UEs increases from 100 to 300 UEs. This is because the fixed available frequency resources are divided over higher number of UEs. The improvement achieved by the CSVD and DISCS over the SVD increases when the number of UEs increases. This is because increasing the UEs also increases the available SMs and requested and cached files. Thus, more data will be transmitted from the cluster caches over D2D links rather than being sent from the BS over cellular links. As such, increasing the number of UEs will cause less decrease in the average data rate per user than in the SVD. further parallelism in sending video files and better load balancing between SMs, which speeds up the transmission of video files and increases the average data rate.
CONCLUSION
In this paper, we used the Discrete Event System Specifications to build a model for an LTE-A network that implements two algorithms that we propose to improve video transmission in cellular networks. The algorithms are called Cached Segmented Video Download (CSVD), and DIStributed, Cached, and Segmented video download (DISCS). We present the different aspects for modeling the LTE-A network with DEVS. Furthermore, we present our implementation of the model with the CD++ toolkit. We used the developed model to run various simulations in order to evaluate the performance of the proposed CSVD and DISCS algorithms in terms of the cell's aggregate data rate and average data rate. We also evaluate the improvement achieved by these algorithms, when compared to conventional video download without video caching nor D2D communication (SVD). We present some simulation case studies and results here. Simulation results show that significant improvement can be achieved by the proposed algorithms when compared to conventional video download approach. Furthermore, Simulation results show that DISCS achieves significant improvements over CSVD.
