Abstract-Small cells are an emerging approach to improving hotspots throughput in cellular networks. Unfortunately, they cannot be deployed in a large scale under current cellular architectures, because of a severe interference problem and inefficient use of spectrum. We propose a new small-cell architecture which reconfigures topologies and frequency bands, adapting to changing traffic demands and interference-mitigating requirements. The new architecture consists of distributed smallcell nodes (SCN) and co-located baseband units (BBU), and adaptively switches the connections between the SCNs and BBUs. The BBUs can even be shared among multiple SCNs that use different frequency bands. Our architecture requires fewer BBUs, and the spectrum and energy utilization is significantly more efficient compared with current architectures. Simulations show that the new architecture is able to increase the spectrum utilization by 23.5%, and improve the network satisfaction regarding traffic demands by 144.2% for small cells covering 0.5 km 2 . Our architecture can also reduce the investment and energy consumption of the BBUs by up to 40%.
I. INTRODUCTION

S
MALL cells are the latest evolution of cellular networks, which can provide high throughput for indoor and outdoor hotspots [1] . Extensive attention has been paid to small cells. Many infrastructure manufacturers are making progress on developing small-cell nodes (SCN), such as lightRadio TM cube [1] and Liquid Radio [2] . To reduce deployment and maintenance cost, the SCNs are designed to be plug-and-play devices. Unfortunately, this leads to unprecedented challenges in terms of network configuration (and optimization), resulting in inefficient use of spectrum and energy in small cells.
In this paper, we address the unprecedented challenges, and propose a new small-cell architecture which enables small cells to be deployed in a spectrum and energy efficient way. First of all, the network configuration of small cells confronts a challenge on interference suppression because of plug-and-play SCNs and their high density [3, 4] . Existing cellular interference mitigating techniques, such as fractional frequency reuse [5] , are inapplicable to small cells. The reason is because the small cell size is unable to provide the gap required between two users (i.e., about 300 m [6, Fig. 2] [7, Fig. 3b] ) that exploit the same frequency in two small cells. Other existing cellular interference mitigating techniques, such as denser base station deployment [4] , are also inapplicable to small cells, because they require meticulous network planning while the small cells are plug-and-play. As a result, the small cells require a large amount of extra spectrum to mitigate intercell interference, compared to current cellular systems [8] . Second, the network configuration of small cells also confronts a challenge from drastically changing traffic demands [9] . This is because high-traffic hotspot areas are the target application scenario of small cells. In those areas, the traffic demands change both from day to day as well as throughout the day, often significantly. An example is a shopping plaza, where traffic peaks can be observed in shopping areas during the daytime, and in restaurants and cafeterias in the evening.
More examples of drastically changing traffic demands include sports stadiums, where the traffic demands stay on the peak during sports events, and go down rapidly afterwards. In current cellular architectures, network planning statically assigns the frequencies based on the peaks [5, 10] . If applied to small cells, the static architecture would result in a large portion of the planned frequencies not being used over a long period of time due to drastically changing traffic demands. Clearly, both of the two challenges lead to allocating extra spectrum to cover a given area, which is not efficiently utilized in the long run. The challenges also result in requiring extra hardware and energy to process the extra spectrum allocated, increasing the deployment and maintenance cost.
To overcome these challenges, we propose an adaptive small-cell architecture, which involves SCNs distributed throughout a metropolitan hotspot area, and baseband units (BBU) co-located close to the gateway to the core network. We introduce a new wireless switch entity which is placed between the SCNs and BBUs, and adaptively switches the connections between them. The BBUs can even be shared among multiple SCNs that are using different frequency bands. The switching is based on the changing traffic demands throughout the area at any given time. We also propose a switch algorithm that adaptively determines the connections (i.e., performs the switching), allocates the frequency bands, as well as mitigating inter-cell interference. Our switch algorithm runs in the new wireless switch. Based on the Graph Theory, the algorithm constructs one set of cliques to allocate the frequencies, and constructs another set of cliques to switch the connections. In contrast, other Graph Theory based allocation algorithms, such as graph coloring [11] [12] [13] [14] [15] and cliques [16] [17] [18] , have been only focused on allocating the frequencies. They require hard wired BBUs and SCNs, and therefore do not have the flexibility of reducing the number of BBUs and saving the signal processing energy, as opposed to our proposed algorithm. More algorithms have been developed to allocate the frequencies for heterogeneous networks [19, 20] . Unfortunately, those algorithms also assume hard wired BBUs 0733-8716/13/$31.00 c 2013 IEEE and SCNs. They are unable to reduce the BBUs or save the energy, as opposed to our proposed algorithm.
Performance benefits of our new adaptive small-cell architecture are obvious. In the example of the shopping plaza, during the daytime, a major portion of small-cell resources, including BBUs and frequency bands, will be allocated to the shopping areas in our new architecture. In the evening, those resources will be allocated to the restaurants and cafeterias in our architecture. As a result, spectrum, energy, and infrastructure (i.e., BBUs) are more efficiently utilized, compared to using the current cellular architectures where resources are all statically allocated [5, 10] . The case study we conduct in Section V shows that, in the new adaptive small-cell architecture, the cost and energy saving on the BBUs is up to 40% for a hotspot area of 0.5 km 2 . Our architecture is also able to increase the spectrum utilization by 23.5%, and the network satisfaction regarding traffic demands by 144.2%.
Our proposed small-cell architecture also has application to many other networks. One of them is the indoor distributed antenna system, where the architecture is able to improve system throughput by 100%. We introduced the indoor application in [21] , where our discussion was focused on the conceptual overview with emphasis on frequency-division multiple-access (FDMA) applications. Enhanced from the indoor application, the new architecture is able to share each BBU among multiple SCNs using different sub-bands. In this paper, we provide full details on the new adaptive architecture, which is suitable for general small-cell applications.
The rest of the paper is organized as follows. Section II describes the system model of small-cell networks. In Section III, we explain our new adaptive small-cell architecture and the new switch algorithm. We also discuss the complexity of implementing the switch algorithm. In Section IV, our adaptive architecture is quantitatively evaluated in comparison with the state of the art, followed by a conclusion in Section V.
Notations in the paper are defined as follows. " · " is the cardinality of a set; superscript "
T " is the matrix transpose; "⊕" is the "bitwise exclusive or"; " " is the "bitwise inclusive or"; " | " is the "bitwise or"; and "\" is the set minus.
II. SYSTEM MODEL
In this paper, we consider an orthogonal-frequency division multiplex (OFDM) small-cell network across the whole band. Such OFDM networks are dominant in emerging and future wireless systems. Examples include 3GPP long-term evolution (LTE) and IEEE 802.16m WiMax both of which have the OFDM across the whole band [22, 23] . Most SCNs have been developed for such OFDM systems.
There are two types of SCN based on functionality embedded. The first type is the radio frequency (RF) generation converting baseband signals from/to RF signals, e.g., lightRadio TM cube [1] . For this, separate BBUs are needed to process baseband signals for the SCNs. The second type of SCN is a full-function base station where the BBU and RF generation are embedded, e.g., picocells [4] and femtocells [24] . For both of the two types, all the SCNs are connected to a superordinate node (e.g., the serving gateway in 3GPP LTE [25] ) either through the separate BBUs or directly.
The frequency bands that the SCNs operate are assigned by the node.
We consider the first type of SCN. The system based on the SCNs of the type is shown in Fig. 1 , where the SCNs are distributed throughout a metropolitan hotspot area and the BBUs are gathered. Let K denote the number of SCNs, and N denote the number of BBUs. N ≤ K (in case of seamless frequency-reuse coverage, the number of BBUs can be further reduced to N ≤ αK, where α is the frequency reuse factor, e.g., α = 1 3 in a frequency-reuse-3 network). In practice, this deployment is widely adopted for maintenance convenience [26] . The wireless-switch is a new component we propose and introduce to complete the adaptive architecture reconfiguration. Details will be provided in Section III-A.
Note that our new adaptive small-cell architecture is also applicable to the small-cell systems based on the SCNs of the second type. In fact, the adaptive architecture for the secondtype SCNs is a reduced version of the one we consider in the paper for the first-type SCNs. We will show how to adapt our new architecture to the second-type SCNs in Section III-B.
In the small-cell system, each SCN demands different number of sub-carriers. All the demands jointly define a traffic distribution of the network. We can interpret each traffic demand as a finite number of OFDM sub-carriers, as done in [27] where the time-varying traffic is interpreted as a varying number of OFDM sub-carriers. In our new architecture, the discrete number of sub-carriers is further translated into a continuous physical bandwidth requirement. Once allocated, a sub-band of a continuous bandwidth will be converted back into a discrete number of OFDM subcarriers. Let r k denote the bandwidth requirement of SCN k. k = 1, · · · , K. If SCN k requires 15 OFDM sub-carriers and the sub-carrier spacing is 200 KHz, r k = 3 MHz. If a sub-band of 2 MHz is allocated to the SCN, then 10 OFDM sub-carriers are actually allocated.
r k (k = 1, · · · , K) can be estimated in three steps. In the first step, we can obtain the total bandwidth requirement of all the SCNs connected to each BBU. This information can be obtained from the server, Operation and Maintenance Center (OMC), which is located in the aforementioned superordinate node of the small cell system. The second step is to measure the proportion of the received power at each SCN connected to every BBU in the wireless-switch. In the last step, r k is calculated using this proportion, since the proportion is usually equal to the one of r k due to closed-loop power control [10] .
We also assume that a frequency band with a bandwidth of B is available for all the small cells. Our new architecture allocates different sub-bands of the frequency band to different SCNs, adapting to r k (k = 1, · · · , K).
III. PROPOSED ADAPTIVE SMALL-CELL ARCHITECTURE
In this section, we provide an overview of our adaptive architecture. A key component of the architecture is that we propose a new switch algorithm to adaptively reconfigure the architecture. It is suitable for general small-cell applications.
A. Overview of the Adaptive Network Architecture
The effect of the new adaptive architecture is shown in Fig.  1 , where the network topology changes adapting to bandwidth requirements. In the figure, a change of bandwidth requirements from a uniform distribution to an unbalanced distribution is experienced due to the movement of the users. SCNs 1 and 3 become heavily loaded. To satisfy their increased bandwidth requirements, our architecture allows the two SCNs to reuse the frequencies, as shown in the right bottom of the figure. This is done by reallocating the frequencies to the SCNs and switching the connections between the BBUs and SCNs. The topology of the architecture is switched from the one where SCNs 1, 2, and 3 are connected to one BBU and the remaining SCNs are connected to the other BBU, to the one where SCNs 1, 2, and 6 are connected to one BBU and the remaining SCNs are connected to the other BBU. As a result, the number of users that each BBU serves remains unchanged (i.e., 6 users) before and after switching.
Such an adaptive topology reconfiguration is important for improving system throughput, as switching the topology is often necessary to allocating the frequencies. In the example of Fig. 1 , if the topology was not switched, SCNs 1 and 3 could by no means exploit the same frequency and their increased bandwidth requirements could not be satisfied. This is due to practically limited processing capability of each BBU, i.e., a single commercially available BBU can only process the signals of a single SCN on a given frequency and time. (Different from the multiple-output multiple-input techniques, the SCNs provide independent signals to the BBU. If the signals are on the same frequency, they corrupt.)
The adaptive topology reconfiguration is also important for adaptively distributing computations across the system. This can avoid the congestion caused by limited computational resources at each BBU. In the example of Fig. 1 , if the network topology did not adapt, one BBU had to serve 9 users while the other BBU was only serving 3 users. Congestion could happen at the first BBU, leading to a throughput loss.
To achieve this effect, we propose the new wireless-switch, which reconfigures the small cells adapting to changing bandwidth requirements. Fig. 2 shows the structure of the wirelessswitch, where the algorithm processor is the module making Fig. 2 . The structure of the new wireless-switch, where the OMC is the server assigning frequency bands to the network, the switch "X" is used to reconfigure the connections between the BBUs and SCNs, and the algorithm processor is the module where the proposed switch algorithm runs. the switch decisions. When reconfiguring the small cells, the algorithm processor calculates the new frequency allocation and topology. It sends the new frequency allocation to the OMC, which reassigns the new sub-bands to each BBU. The wireless-switch also switches the connections between the BBUs and SCNs, so as to achieve the new topology.
We can adopt standard digital interfaces to connect the wireless-switch to the BBUs and SCNs, which, referred to as "reference point 3 (RP3)", were specified between the BBUs and SCNs, by [28] . The RP3 interfaces have a bus structure, and support a data rate from 768 Mb/s up to 6.144 Gb/s in each direction. There are two standard forms of RP3 interfaces: electrical and optical interfaces. Our architecture can use an electrical RP3 interface to connect the BBUs and the new wireless-switch, and an optical RP3 interface to connect the wireless-switch and the SCNs. As a result, our architecture is compatible with standard systems, such as IEEE 802. 16 WiMAX [10] and 3GPP LTE [5] .
Consider an OFDM small-cell system across the whole band (as mentioned in Section II). Such a wireless-switch structure also has the advantage of not requiring SCN-specific filters at the wireless-switch to pick up different frequencies to different SCNs. This avoids the difficulty of reconfiguring filters in terms of both bandwidth and central frequency, as well as extra signaling needed for reconfiguring the filters. 
B. Proposed Switch Algorithm
We develop a new switch algorithm, which guides our wireless-switch to accomplish adaptive small-cell reconfiguration. The algorithm particularly addresses the critical fairness problem where some SCNs are satisfied with their bandwidth requirements while other SCNs are severely unsatisfied. This problem can be very destructive, leading to network congestion and blockage. Embedded in the algorithm processor of the wireless-switch, the algorithm adaptively determines network topologies, allocates frequencies, and mitigates interference. In the case where B is narrow and cannot meet the requirements, our algorithm allows the SCNs to fairly and most efficiently reuse the band. In the case where the BBUs are not enough, a number of the SCNs that need overlapping frequency subbands to meet their requirements have to be connected to the same BBU. Those SCNs are not allowed to use the sub-bands in an overlapping manner, due to the aforementioned limited capability of the BBUs. Our algorithm can share the sub-bands among the SCNs with the best fairness.
Define a "satisfaction factor (SF)" as the ratio of the allocated and required bandwidths of a SCN. Our algorithm is able to substantially improve the minimal satisfaction factor (MSF) of the whole network, compared to the prior art. Note that the MSF is a common and efficient metric. It is widely adopted as the "max-min fairness" indicator of wireless networks [29] . Fig. 3 provides the flowchart of the proposed switch algorithm, where five phases are presented. In the following, the five phases are elaborated on.
1) The first phase: This phase is to allocate the frequency sub-bands, adapting to the network geometry and bandwidth requirements. Assume that B is wide enough to satisfy all bandwidth requirements. To maximize spectrum utilization, the phase is to only use part of B and minimize that part.
To achieve this, we carry out a graph based method. First, define a K-vertex graph G to describe the small-cell geometry, TABLE I  THE FIRST PHASE OF THE PROPOSED SWITCH ALGORITHM   1 Construct all the maximal cliques of G, denoted by c i , i ∈ M, and let l = 0 2 Let c = argmax
If M = ∅, let L = l and stop; otherwise, go back to Step 2. where vertices 1 to K correspond to SCNs 1 to K. Two vertices are connected, if and only if their corresponding SCNs are allowed to use the same frequency. Fig. 4 shows the G for the network geometry provided in Fig. 1 .
Whether two small cells are allowed to use the same frequency can be determined on the deployment of the SCNs, by exploiting classical measurement and modeling approaches (e.g., the one proposed in [30] ) to predict the signal-tointerference-plus-noise ratios (SINR) on the cell boundaries. If the SINRs are beyond the one required for the modulationand-coding schemes of the system, the two small cells are allowed to use the same frequency; otherwise, they are not allowed. In this process, the full transmit power is considered at the SCNs. This allows the SCNs to carry out independent power control based on channel status in real-time system operations, as required by many wireless systems [5, 10] .
Next, construct the maximum clique of G. If there are multiple maximum cliques with the same cardinality, choose the one with the largest minimum bandwidth requirement. Here, a clique is a set of vertices, any two of which are connected with an edge. The maximum clique is the clique with the largest cardinality (or size). In Fig. 4 , the maximum clique is {1, 3, 5}. From the definition of G, it is clear that the SCNs corresponding to the maximum clique are the largest group of SCNs allowed to use the same frequency.
Then, we allocate the same sub-band to all the SCNs that correspond to the selected maximum clique. The width of the sub-band is equal to the width required by the SCN in that clique which has the least unsatisfied bandwidth requirement. As a result, this SCN is satisfied, and the unsatisfied bandwidth requirements of the other selected SCNs are reduced. We also reduce G by removing the vertex for the satisfied SCN.
Repeating the above process, we proceed to search for the maximum cliques of the reduced G until no unsatisfied SCN remains. Such an order of allocating the sub-bands allows the most SCNs to reuse each sub-band allocated.
Note that the widths of the allocated sub-bands can be different between the selected maximum cliques. This is because not only are the selected maximum cliques different, but the unsatisfied bandwidth requirements of the SCNs are continuously reduced throughout the first phase.
Also note that the first phase consists of at most K iterative loops (as described earlier), as the size of the K-vertex graph G is reduced by at least one in every loop. There is no need to repeatedly construct the maximum cliques in every loop, whenever G is reduced. We can only construct the maximal cliques of G in the beginning. Constructing the maximum clique then becomes finding the largest maximal clique, i.e., the maximal clique with the largest cardinality. Here, a maximal clique is a clique that cannot be enlarged by including one more vertex [31] . For example, there are four maximal cliques in Fig. 4: {1, 3, 5} , {1, 4}, {2, 5}, and {3, 6}. {1, 3, 5} is also the maximum clique, as mentioned earlier.
The maximal cliques can be easily updated to get the maximum cliques when G is reduced. Removing a vertex from all the maximal cliques of G, we obtain all the maximal cliques of a reduced G with that vertex removed. The new maximal cliques are complete and unique. For example, removing 3 from the four maximal cliques of Fig. 4 , the new maximal cliques are {1, 5}, {1, 4}, {2, 5}, and {6} for the reduced G with vertex 3 removed. The maximum cliques of the reduced G are {1, 5}, {1, 4}, and {2, 5}. Table I presents the first phase based on updating the maximal cliques, where M is the set of indices to the maximal cliques. b l is the width of the l-th sub-band. v k, l is defined to indicate whether the l-th sub-band is allocated to SCN k. If the l-th sub-band is allocated to SCN k, v k, l = 1; otherwise, v k, l = 0. It is pointed out that Step 3 updates the bandwidth requirements of all the SCNs that belong to the selected maximal clique. k ∈ c is the index for those SCNs.
Step 4 removes the SCN(s) that is satisfied. Therefore, k is removed if r k = 0 (SCN k is satisfied).
The output of the phase is the binary matrix
T and L ≤ K is the number of sub-bands. r k = v T k b. Note that the order of the maximum cliques selected in the table is carefully chosen (i.e., always choose the maximum cliques. If there are multiple maximum cliques with the same cardinality, choose the one with the largest minimum bandwidth requirement), so as to allow the most SCNs to reuse each allocated sub-band. The order does not affect the fairness between the SCNs, as the table allocates the sub-bands in such a way that every SCN is equally satisfied. Once the first phase is accomplished, the order of the selected maximum cliques (and the allocated sub-bands) is exchangeable.
2) The second phase: This phase is to scale down
≥ 1, the phase is skipped.
3) The third phase: This phase is to decide the connections between the BBUs and SCNs, which can also be accomplished by carrying out a graph based method. Define another Kvertex graph H to indicate whether any two SCNs have been allocated with non-overlapping sub-bands and therefore they can be connected to the same BBU. We only allow the SCNs that have non-overlapping sub-bands to be connected to the same BBU due to the limited processing capability of the We construct the maximal cliques of H, and select the largest one (i.e., the maximum clique). The SCNs pertaining to the selected maximal clique are to be connected to a BBU, such that the number of SCNs the BBU can connect is maximized. If there are multiple maximum cliques with the same size, we choose the one where the total width of the subbands allocated to the corresponding SCNs is the largest. The purpose is to allow each BBU to process as much bandwidth requirement as possible, hence reducing the BBUs required. Then, we remove the selected maximal clique, remove the selected SCNs from the remaining maximal cliques, and proceed to select the next maximum clique until either no maximal clique remains or the BBUs are all connected (i.e., running out of BBUs). Table II 
If there are remaining maximal cliques, some SCNs are unconnected due to shortage of BBUs. The output of the phase will be N maximal cliques, C n (n = 1, · · · , N). The switch algorithm proceeds with the fourth phase, where we will connect the unconnected SCNs by allowing them to share the sub-bands of the connected SCNs. This frequency-limited procedure is illustrated in the right-hand side of Fig. 3 .
There is also another case where
≥ 1, i.e., B is sufficient to satisfy all the bandwidth requirements, subject to the availability of BBUs. This is a BBU-limited case. We can first carry out the operations described in Table II to < 1, it indicates that the BBUlimited case becomes a frequency-limited case. If there are still some SCNs remaining unconnected, we proceed with the fourth phase to allow the unconnected SCNs to share the subbands allocated to the connected SCNs, as mentioned earlier in the frequency-limited case. This BBU-limited procedure is illustrated by the left-top loop in Fig. 3. 4) The fourth phase: This phase is to connect the unconnected SCNs (i.e., not connected to any BBU yet) to the BBUs. It is carried out, if the BBUs were not enough in the third phase. There are (K− N n=1 C n ) unconnected SCNs, which do not belong to any of C 1 , · · · , C N . Let U denote the set of these SCNs. Also define
V n indicates the sub-bands allocated to BBU n. It is binary since v
To make best use of the unallocated sub-bands of the BBUs, we pair the unconnected SCNs and the BBUs by choosing
where κ is the index for SCNs and η is the index for BBUs. In other words, we pair the BBU and the unconnected SCN in such a way that the BBU can process the most additional bandwidth requirement. If there are multiple maximums, we choose the one where the total width of the overlapping sub-bands is the smallest. As a result, the smallest allocated bandwidth needs to be shared between the SCNs, and the fairness of the connected SCNs is least affected.
Then, update V η , U, and C η by
Repeat (2) and (3) until U = ∅. We have a new set of C 1 , . . . , C N , each of which stands for a set of SCNs to be connected to the same BBU. Now, for some i, j ∈ C n (n = 1, · · · , N), v T i v j = 0. To allow those SCNs to use the previously allocated sub-bands, we divide the sub-bands (i.e., b l ) between the SCNs allocated with the sub-bands (i.e., v i, l = v j, l = 1, and i, j ∈ C n ). This is due to the aforementioned limited processing capability of the BBUs.
So far, all the SCNs have the same SF. Dividing the subbands leads to the reduced SFs of the SCNs. Our goal of dividing the sub-bands is to maximize the MSF in C n , i.e., the MSF of the SCNs connected to the same BBU. This can be done by solving the optimization problem
where
T contains the variables u k, l which is the portion of the l-th sub-band SCN k can share. u k, l is a continuous variable on [0, 1].
Note that in (4) dividing a sub-band should not be applied to all the SCNs in C n ; otherwise, unexpected interference would arise between the SCNs. The two constraints in (4) are designed to prevent this from happening. Consider a C n . For each sub-band, the first constraint only allows the SCNs that were allocated with the sub-band (v k, l = 1) to share it. The other SCNs that were not allocated with the sub-band (v κ, l = 0) are not allowed to share; their sharing portions of the sub-band are zeros (i.e., u κ, l = 0). k, κ ∈ C n and k = κ. The second constraint in (4) ensures that, for each subband, the total of the bandwidths allocated to the SCNs must not exceed the width of the sub-band (otherwise, interference would arise to other SCNs). Since, for any unknown u k, l , the second constraint is a sufficient condition of u k, l ≤ v k, l , the first constraint can be simplified as u k, l ≥ 0.
Also note that in (4), the maximum MSF is achieved when the difference between all the SFs is minimized. In other words, the SFs are all close to a value that corresponds to the case where all the SFs are assumed to be equal. The value can be calculated by dividing the total allocated bandwidth V T n b by the total bandwidth requirement k∈ Cn r k (i.e., the value is
, and hence (4) can be reformulated as
This problem can be solved by using geometrical methods, where the function to be minimized is regarded as an ellipsoid, and the constraints are regarded as planes. We look for the smallest ellipsoid that has intersections with all the constraint planes. Alternatively, (5) can be solved by using Lagrange multipliers, as it is a convex quadratic minimization with linear constraints. Details are suppressed.
The output of this phase includes C n (n = 1, · · · , N) and a new column vector Θ with a size of L l=1 s l . s l is the number of non-zero non-one u k, l ∈ (0, 1) (1 ≤ k ≤ K). The elements of Θ are given by
where μ i, j is the i-th smallest non-zero value of u k, j .
The output also includes a new L l=1 s l × K binary matrix U, each element of which, U(j, k), indicates if SCN k is allocated with the sub-band Θ(j). If SCN k is allocated with the sub-band, U(j, k) = 1; otherwise, U(j, k) = 0.
Note that dividing the sub-bands in regards to one BBU is independent of other BBUs. Therefore, the MSFs of different BBUs are independent. Since the MSF of each BBU has been maximized using (5), the overall MSF which is the minimum of all the MSFs has also been maximized, as given by
5) The fifth phase: This phase is to allocate the unsatisfied SCNs with the spare sub-bands at the BBUs, as long as the new allocation does not introduce inter-cell interference. An example is given to show when the proposed algorithm runs into this phase. Consider a frequency-limited case where B is not wide enough to satisfy all the SCNs, while N is sufficient to connect all the SCNs (therefore, the fourth phase can be skipped). Recall the first phase where B is assumed to be sufficiently wide. A sub-band, referred to as sub-band l 1 , is allocated to a group of SCNs that are allowed to reuse it. The width of the sub-band is chosen to satisfy one of those SCNs. Refer to this SCN as SCN k. We may also allocate another sub-band l 2 to the remaining unsatisfied SCNs of the group. In the second phase, the allocated sub-bands are scaled down to fit into B. This makes all the SCNs, including SCN k, unsatisfied. After connecting the SCNs to the BBUs in the third phase, clearly there is still an opportunity to allocate more bandwidth to SCN k by allowing it to use sub-band l 2 . This is when the fifth phase takes place.
The fifth phase is based on U and C n (n = 1, · · · , N) from the fourth phase. Note that each row of U corresponds to a clique of G, where non-zero elements indicate a group of SCNs that can use the same frequency sub-bands. For each row of U, i.e., the l-th row, we find a BBU, i.e., BBU n, that was not allocated with the sub-band Θ(l) (i.e., k∈ Cn U(l, k) = 0); and check whether SCN k ∈ C n can construct a clique in G with the SCNs indicated by non-zero elements of the row. If it can, let U(l, k) = 1, and connect BBU n and SCN k. To maximize utilization of Θ(l), we check all the BBUs that were not allocated with the sub-band.
Finally, the total of the allocated bandwidths is given by
where a is a 1 × K row vector with all elements equal to one. Completing the five phases, our new switch algorithm accomplishes allocating the frequency sub-bands, and connecting the BBUs and SCNs, adapting to the changing bandwidth requirements. Inter-cell interference is mitigated. Our algorithm also maximizes the MSF in the first and fourth phases. Clearly, allocating spare sub-bands in the fifth phase does not degrade the MSF. Therefore, P MSF is lower bounded by (1) and (6) .
It is worth noting that, for the second-type SCNs which are full-function base stations (as described in Section II), the proposed switch algorithm can be used to allocate frequency subbands, adapting to changing bandwidth requirements. Since there is no need to connect the SCNs and BBUs (as there is no separate BBU), the whole process of allocating the sub-bands consists of the first, second and fifth phases of the switch algorithm. It can maximize the MSF of all the second-type SCNs and increase the spectrum utilization of small cells, as will be discussed in Section IV-B.
C. Computational Complexity and Signaling Overhead
The major complexity of the proposed switch algorithm is to construct the maximum cliques of G and H in the first and third phases, especially for large K. To reduce the complexity, in the first phase, we can pre-compute and store the maximal cliques of G off-line since G is fixed, and search for the largest maximal cliques, as described in Section III-B-1. By the Graph Theory, there are at most 3 K 3 maximal cliques to be stored [31] . In the i-th loop of the first phase (1 ≤ i ≤ K) , G contains at most (K − i + 1) vertices, and then at most 3
maximal cliques are compared. Therefore, the first phase can be completed with at most (3 (1) to (3), we only calculate inner products. In (5), we need a single matrix inverse to calculate the stationary point of a Lagrange function for each BBU n, where there are less than C n L unknown variables (i.e., u k, l , k ∈ C n and 1 ≤ l ≤ L) and L Lagrange multipliers (for the second constraint, as the first constraint is a non-negativity constraint). The size of the matrix to be inverted is less than ( C n +1)L×( C n +1)L. For the seamless frequency-reuse-3 coverage of a typical hotspot of 0.5 km 2 , L ≤ K = 15. Consider the worst case regarding the complexity of inverting the matrix. N = 2 and one of the two BBUs connects (K − 1) SCNs, C n = K − 1. The largest size of the matrix to be inverted is 225 × 225. (Note that C n ≤ K − 1; otherwise, N = 1 and no need to switch. If there are more BBUs (N > 2) or C 1 , · · · , C N are close to each other, the overall complexity is substantially lower than it is in the worst case. This is because N n=1 C n = K, whereas the complexity of inverting a matrix grows cubically with C n , as discussed in the following.) Note that for an n × n matrix, the matrix inverse can be computed with 8n 3 + 1 2 n 2 + 5 2 n flops, using a Gaussian elimination method [32] . The worstcase matrix can be inverted within 91,150,875 flops.
The above operations can be completed within 11.5 microseconds, using commercial digital signal processors, e.g., TMS320C6416T (up to 8,000 MIPS). Besides, the matrices to be inverted are sparse. More than
L+1
( Cn +1)L of the elements are zero (in the above worst case, 92.9%). Inverting the matrices would be fast using sparse matrix inverse algorithms [33] .
In terms of protocol and signaling, our proposed architecture does not require modifying protocols or extra signaling on the air interface, as the topology and frequency adaptation takes place at the network side (i.e., the SCNs and BBUs). Nevertheless, we do need extra signaling on the wired interface between the proposed wireless switch, the BBUs and the OMC. The new signaling would carry the bandwidth requirements of the SCNs from the wireless switch to the OMC, and send back the new sub-band allocations from the OMC to the wireless switch and BBUs. Implementing the new signaling can be straightforward by software modification.
IV. PERFORMANCE EVALUATION
In this section, we evaluate our new architecture in terms of throughput and MSF. To calculate the throughput, assume B = 20 MHz, and the average physical-layer spectral efficiency is 5.0 b/s/Hz, which applies to common smallcell modulation-and-coding. This is based on the WINNER II B1 channel models developed for heavily built-up urban environments [34] . In specific, we characterize the signal link between a SCN and a terminal within one small cell as lineof-sight (LOS) using the WINNER II B1 LOS channel model, and characterize the interference links from other SCNs to the terminal as non-line-of-sight (NLOS) using the WINNER II B1 NLOS channel model. Details are suppressed due to page limitation. Fig. 5 shows the geometry of the small cells we evaluate, where K = 15. This corresponds to a coverage area of 0.5 km 2 (i.e., each SCN has a coverage radius of about 100 m [1, Sec. 4]), and is general in terms of small-cell deployment.
The figure also shows two existing strategies that are widely exploited in current cellular architectures. We are not aware of any existing approaches that are able to adaptively switch the connections between the BBUs and SCNs, as mentioned in Section I. Both of the two existing strategies apply a frequency-reuse-3 technique [5, 10] , which mitigates interference between neighboring small cells. In other words, any adjacent cells are assigned with different sub-bands to suppress inter-cell interference. Therefore, three sub-bands are required.
The first existing strategy we show in the figure (Strategy 1) is to apply a frequency-reuse-3 approach to the way in which frequencies are allocated to the BBUs (i.e., this is the common strategy for current cellular systems). This means that different BBUs occupy different sub-bands to mitigate intercell interference. Of course the frequency allocated to each BBU needs to be shared between the two SCNs connected to that BBU. The second existing strategy we show (Strategy 2) is to apply a frequency-reuse-3 approach to the way in which frequencies are allocated to each individual SCN (as opposed to BBUs, as in Strategy 1). Each SCN operates 1 3 of the whole band. This is the strategy for secterized systems [5, 10] .
Note that for the two existing strategies, they do not have a wireless-switch, and the SCNs are hard wired to the respective BBUs. Also, as noted earlier in Section I, the current cellular networks have their frequency sub-bands assigned statically, and so do the two existing strategies. We are not aware of any adaptive architecture for the small-cell environments.
Two types of bandwidth requirement are considered. One is independent but identically distributed (IID) from all SCNs, which is the target scenario of Strategies 1 and 2. The other type is independent but non-identically distributed (IND) from the SCNs, which is practical in many small cells. Our new architecture targets the second type.
By the Central Limit Theorem, traffic demands yield a Gaussian random process with a non-traffic probability of P th at each SCN [35] . Therefore, the probability distribution function of each bandwidth requirement is given by
where Q −1 (·) is the inverse error function and σ k is the standard deviation of r k .
is the mean of r k , which grows linearly with σ k . Also assume P th = 0.25.
A. IID Bandwidth Requirement
Figs. 6 and 7 evaluate the throughput and MSF of the new small-cell architecture, where σ 1 = · · · = σ K and the subscripts are suppressed. The figures show that our architecture is able to improve the throughput by 23.5% and increase the mean MSF (MMSF) by 144.2%, compared to the state of the art. This suggests that our architecture makes much more efficient use of spectrum and BBUs. Specifically, the spectrum utilization of our architecture is improved by 23.5% as a consequence. The BBU utilization (or the ratio of the throughput to what the BBUs can optimally support, i.e., 5 × 20 × N Mb/s/Hz) of our architecture is up to 100% for N = 2 and up to 93.3% (= 279.1/300 × 100%) for N = 3.
We also see in Fig. 6 that for N = 5, the gain of our architecture is up to 16.7%, not as great as it was for N < 5. This is because the throughput of our architecture approaches the physical upper bound of the throughput of the 15 small cells. The physical throughput upper bound corresponds to the case where the BBUs are abundant. It can be achieved when every three mutually adjacent SCNs are allowed to exploit the whole available band. In other words, N = operate the whole available band. When σ is large enough, all the statically allocated sub-bands with a width of 6.67 MHz are fully used except in the SCNs where the bandwidth requirements are zero. In this case, Fig. 6 is still able to show that, before approaching the physical upper bound, our architecture grows much faster than Strategy 2.
Even in the case of N = 5, a MMSF improvement of 48.2% can be achieved by using our new architecture, as shown in Fig. 7 . This confirms that the new architecture can provide significantly better network fairness compared to the prior art.
B. IND Bandwidth Requirement
In practice, traffic demands (and therefore, the bandwidth requirements) are often IND. Discussions on IND bandwidth requirements are of practical interest. Also, this is the target scenario of the new adaptive architecture. It gives our architecture opportunities to assign the frequency and BBU resources from low-demand areas to high-demand areas.
We consider two classes of bandwidth requirements, i.e., high and low bandwidth requirements. All the high bandwidth requirements have a large mean value of √ 2σ H Q −1 (1 − P th ), where σ H is their standard deviation. All the low bandwidth requirements have a small mean value of
Assume that 25% of the SCNs have high bandwidth requirements. They are randomly selected. The remaining 75% have low bandwidth requirements. Define x ∈ [0, 1] to be the ratio of the means of the low and high bandwidth requirements. x = σ L /σ H . When x decreases from one to zero, the distribution of the bandwidth requirements changes from IID to IND. Assume σ H = 10 MHz, and then σ L = 10x MHz. Fig. 8 shows that, in terms of throughput, our new architecture is significantly better than the state of the art, given the IND bandwidth requirements. First, in the case of N = 3, the new adaptive small-cell architecture is able to improve the throughput (or in other words, the spectrum utilization) by 155% [≈ (1.4 − 0.55)/0.55 × 100%], when x is close to zero. This is much more significant compared to 23.5% that is achieved when x is close to one. Next, consider the case of N = 5, where the throughput of our architecture and the prior art was close under the IID bandwidth requirements, both approaching the physical upper bound (as discussed in Section IV-A). Even in this case, our architecture is able to double the throughput improvement from 25 Mb/s to 50 Mb/s, when x decreases from one to zero. Particularly, when x is close to zero, the throughput is improved by as much as 60.
The figure also interestingly shows that, when x ≤ 22%, our new adaptive architecture using 3 BBUs can achieve better Signal processing is a major contributor on energy consumption, accounting for over 80% of the consumption [36, Tab. I]. Its contribution also scales linearly with the processed data bandwidth (or in other words, the throughput). Given the same throughput when our proposed architecture reduces the 5 BBUs of the state of the art to 3 BBUs, the overall energy consumption would not change in a theoretic sense.
However, in a practical sense, fewer BBUs do save the signal processing energy. This is because in the latest commercial systems, e.g., 3GPP LTE and IEEE 802. 16 WiMAX, BBUs often process comb-type organized OFDM sub-carriers across the whole physical bandwidth to achieve frequency diversity. (The BBUs that provide overlapping coverage exploit non-overlapping comb-type OFDM sub-carriers to avoid cochannel interference.) This means that the BBUs need to carry out full-size (inverse) fast fourier transformation, independent of their actual throughput. Besides, other operations, such as symbol timing/synchronization and carrier offset estimation/correction, are also throughput independent.
Consider a fully loaded 3GPP LTE single-input singleoutput BBU. The throughput independent operations account for 27.95% of the total signal processing energy consumption [37, Tab. III]. The remaining 62.05% of the energy consumption lies in channel coding and decoding, which relies on the actual throughput [37, Tab. III] . Reducing from 5 BBUs to 3 BBUs, the energy saving on signal processing ranges from 8.7% (= 1 − 3×27.95%+3×62.05% 5×27.95%+3×62.05% ) to up to 40.0% (= 1 − 3×27.95% 5×27.95% ), depending on the system throughput. Fig. 9 shows the superiority of our new adaptive architecture in terms of MMSF, given the IND bandwidth requirements. Particularly, for N = 3, our architecture can improve the MMSF by 169.3%, when x is close to zero. In the case where N = 5, the MMSF improvement is also dramatic. It grows from 47.3% to 74.8%, when the traffic demands change from IID to IND (i.e., x descends from one to zero). We also show that the MMSF of our new architecture using 3 SCNs is always larger than the MMSF of the state of the art using 5 SCNs. This confirms the aforementioned 40% reduction of the BBUs and energy consumption does not degrade the MMSF.
The figure also reveals that Strategy 2 is 23% lower than Strategy 1 when x is close to zero. This is opposed to most cases where Strategy 2 outperforms Strategy 1 in terms of both throughput and MMSF. The conclusion we draw is that, in Strategy 1, some SCNs may operate more than Finally, it is worth noting that, in the case where N = K 3 , our new architecture consisting of the first-type SCNs and the separate BBUs is equivalent to the architecture consisting of the second-type SCNs (which have a BBU and RF generation embedded). This is because further increasing N cannot improve the throughput, as discussed in Section IV-A. The simulation results of N = 5 are also applicable to the SCNs of the second type. Our new switch algorithm is able to achieve significant gains in a small-cell system consisting of the second-type SCNs, including 144.2% improvement on the MSF, and 60.9% improvement on spectrum utilization.
V. CONCLUSION
We proposed a new adaptive network architecture to address the unprecedented challenges in small cells. Our architecture involves a set of SCNs and a set of co-located BBUs, and connects the SCNs to the BBUs via a new wireless-switch that can adapt to changing traffic demands. We also proposed the new switch algorithm to determine the connections, allocate spectrum, and mitigate inter-cell interference in the new architecture. Simulation results show that our architecture can reduce the BBU investment and energy consumption by up to 40%, compared to the state of the art. Our architecture can also improve the MMSF by up to 144.2%, and increase the throughput and spectrum utilization by up to 23.5%.
