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Abstract
A functorial treatment of factorization structures is presented, under extensive use of well-
pointed endofunctors. Actually, the so-called weak factorization systems are interpreted as pointed
lax indexed endofunctors, and this sheds new light on the correspondence between reective
subcategories and factorization systems. The second part of the paper presents two impor-
tant factorization structures in the context of pointed endofunctors: concordant{dissonant and
inseparable{separable. c© 1999 Elsevier Science B.V. All rights reserved.
AMS classication: 18A32; 18A40; 18A20; 54B30; 16D90
0. Introduction
0.1. The purpose of this work is twofold: to present comprehensively the basic fea-
tures of functorial factorization systems in categories, with particular emphasis on their
relationship with well-pointed endofunctors, and to develop a theory of separable and
purely inseparable morphisms which includes particularly the question of factorizability
into these types of morphisms.
0.2. Orthogonal factorization systems of morphisms have been investigated and used
in Category Theory almost since its very beginnings (see [36]) and are nowadays
presented by two classes E and M of morphisms, both closed under composition with
isomorphisms from left and right, respectively, such that
(I) every morphism f factors as f=mf  ef with ef 2E and mf 2M; and
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(II) every solid-arrow commutative diagram
with e2E and m2M admits a uniquely determined \diagonal" w making both
triangles commutative.
This denition occurs in [42]; earlier papers (see particularly [18, 20, 21, 25, 33,
39{41] usually require in addition the necessary conditions that E and M be closed
under composition and contain all isomorphisms. The ro^le of composition-closedness
is claried when we replace (I), (II) by the equivalent conditions (I0), (II0) (assuming
now M to contain all isos and be closed under composition with them; see [9, 19,
35]):
(I0) M; as a full subcategory of C2, is reective, and
(II0) M is closed under composition.
Dually, also the following conditions are equivalent to (I), (II) (when E satises the
same closedness requirements as M):
(I00) E, as a full subcategory of C2, is coreective, and
(II00) E is closed under composition.
0.3. From a logical and computational point of view, it seems desirable to eliminate
the quantiers occuring in (I), (II), by exploiting the functorial dependency of ef, mf
on f and of w on (u; v). In fact, already Linton [34] uses functors F :C2!C3 (with
2= f! g and 3= f!  ! g) to descriptbe (in the terminology of [20]) proper
factorization systems of the category C. It is, however, well known that it suces to
consider functors F :C2!C. Hence, in [32], a weak factorization system (w.f.s.) was
dened as a functor F : C2!C with FE=1C, with E :C!C2 the canonical embed-
ding; without loss of generality one may assume FE=1C. Representing a morphism
(u; v) :f! g in C2 by the commutative square
A
u−−−−−!C
f
?????y
?????y
g
B
v−−−−−!D
(2)
in C, one may then apply F to the generic factorization
Ef=(f;f)= (1
(1;f)−! f (f;1)−! 1)
in C2 to obtain the decomposition
f=(A
ef−! F(f) mf−! B)
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for every f :A!B in C. It was shown in [32] that requiring ef and mf to belong to
the classes
EF := ff jmf isog and MF := ff j ef isog
respectively, hence requiring EF and MF to satisfy condition (I) functorially, neces-
sarily makes them satisfy (II).
(The other point of [32], namely that such systems are the suitably dened Eilenberg{
Moore algebras w.r.t. the monad 2 on CAT, which appeared a bit hiddenly also in
[15], plays no role in this paper.)
0.4. It is often the case, however, that a w.f.s. F satises only one or none of the
conditions ef 2EF and mf 2MF for all f. An application of F to (2) still gives us a
functorial choice of \diagonals", as depicted by
Given any commutative diagram (2), if F(u; v) is the only morphism F(f)!F(g)
making (3) commutative, then F is said to satisfy the diagonalization property. It was
pointed out in [16, 17] that in this case EF andMF already enjoy all the familiar stabil-
ity properties of factorization classes, with the exception of closure under composition,
of course.
The rst point that we wish to make in this paper is that the uniqueness condition
for diagonals may be replaced by purely equational conditions which are logically and
computationally preferable to and in any case weaker than the uniqueness conditions,
but still give the same stability properties for EF and MF . These equational conditions
arise naturally when we look at the pointed and copointed endofunctors of C2 given
by f 7!mf and f 7! ef, respectively; well-pointedness in the sense of [30] turns out
to be the key notion in this context.
In Section 1 we prove, among other things, functorial versions of the equivalences
(I) & (II), (I0) & (II0), (I00) & (II00) and of transnite generation processes for fac-
torization systems, without a-priori recourse to the diagonalization property
(Theorems 1.8 and 1.9). We also observe that when considering f 7!mf as a pointed
endofunctor FB of the sliced category C=B with B=codomain(f), we obtain an equiv-
alent description of a w.f.s. F of C as a pointed lax C-indexed endofunctor, with each
FB preserving terminal objects (Theorem 1.10).
0.5. This latter point sheds new light onto the well-known correspondence between
reective subcategories and factorization systems, as exhibited in [9, 10] under certain
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completeness and smallness conditions on the category C. At the more general level
of weak factorization systems and pointed endofunctors of C, one part of this corre-
spondence is simply the forgetful functor F 7! F1, with 1 denoting the terminal object
of the nitely complete category C. Its adjoint underlies the philosophy of considering
a pointed endofunctor T of C with natural transformation  : 1C!T as a factorization
(A! 1)= (A A−! TA! 1)
for every object A in C. Pointed endofunctors preserving the terminal object then
correspond precisely to those weak factorization systems F for which the factoriza-
tion of f :A!B is determined by the factorizations of A! 1 and B! 1 via pullback
(Theorem 2.3). Those pointed endofunctors T which, under this correspondence, in-
duce an orthogonal factorization system, called T -factorizations, are completely char-
acterized in Theorem 2.7; in the language of [10], it describes precisely the simple
reexions. Here they are characterized by two principal conditions which we study
in Section 2: idempotency and local well-pointedness, with the latter property refer-
ring to well-pointedness of each FB as in 0.5. They also make the category admit
(Conc(T ),Diss(T ))-factorizations, which generalize Collins’ [13] original concordant-
dissonant factorizations. (References to previous categorical generalizations are given
in 2.10.) However, it is important to note that the existence of concordant-dissonant
factorizations does not imply the existence of T -factorizations (cf. 5.2).
0.6. In Section 3 we complete our preparation for the general theory of separability
presented in Section 4. For a class K of morphisms, we introduce the derived class
K0 of morphisms f :A!B whose diagonal f :A!A B A lies in K, and for a
w.f.s. F we construct the derived w.f.s. F 0 which, in some cases, turns out to be
an orthogonal factorization system with MF0 =(MF)0. It is modelled after Barr’s [2]
generalization of the standard construction of a reection onto separated objects w.r.t
a universal closure operator (see also [16]), and it generalizes a construction given in
[12] for arbitrary closure operators. If F is the w.f.s. induced by a pointed endofunctor
T in the sense of Section 2, then (MF)0 and (EF)0 are the classes Sep(T ) and Pin(T )
of T -separable and purely T -inseparable morphisms, respectively. If each FB is well-
pointed, then (MF)0=Sep(T ), but the class Ins(T ) :=EF0 of T -inseparable morphisms
is generally larger than Pin(T ). In any case, if each FB is idempotent, we obtain an
orthogonal (Ins(T );Sep(T ))-factorization system if and only if Ins(T ) is closed under
composition, and for this a rather weak stability condition under pullback is sucient
(Theorem 4.4). Finally, Theorem 4.5 gives sucient conditions for Ins(T ) to contain
exactly the regular epimorphisms in Pin(T ).
Our approach to separability, though not directly comparable with the work of [6],
covers the corresponding notions in lextensive categories of type C=FamA (see
also [29]).
0.7. In the examples listed in Section 5, we particularly consider the question which
of the following properties are satised for a given pointed endofunctor T :
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(a1) T is idempotent, (a2) T is locally well-pointed;
(b) C admits (Conc(T ), Diss(T ))-factorizations;
(c) C admits (Ins(T ), Sep(T ))-factorizations;
(d) Ins(T )=Pin(T )\RegEpi(C).
Furthermore, we concentrate on examples which received no or limited attention in the
papers [6{9, 27, 28]. Hence, in the category of topological spaces, we consider four
natural notions of \component" of a point x in a space X and let TX be the quotient
space of \components", namely
(1) the connected component of x in X ;
(2) the quasi-component of x in X ;
(3) the path-component of x in X ;
(4) the maximal indiscrete subspace of X containing x.
Then (a1), (a2), (b) hold true for (1), while (c), (d) fail. In the case of (2), only (a1)
and (b) are satised, and for (3) only (a2) is satised. By contrast, each of (a1){(d)
holds true in the case of (4).
Concordant{dissonant factorizations are studied further in [29], especially localiza-
tions (in the sense of [9]) of these factorizations.
0.8. Properties (a1){(d) are also discussed in detail for the pointed endofunctor arising
from a preradical of R-modules, or of groups. Here (a1) and (a2) are equivalently
described by the preradical being a radical and by its idempotency, respectively, and
in this case properties (b){(d) follow automatically.
1. Pointed endofunctors and weak factorization systems
1.1. A pointed endofunctor of a category C is a functor T :C!C together with a
natural transformation  : 1C!T . The pair (T; ) or, for simplicity, T is called well-
pointed (see [30]) if T= T ; if, in addition, T is an isomorphism, then T is said
to be idempotent. An object A2C is T -fixed if A is an isomorphism. In case of
well-pointedness, every object A with A split monic is already T -xed. This fact is
used in order to prove that the full subcategory
Fix(T )
of T -fixed objects in C is closed under limits in C if T is well-pointed. Idempotency
of T is equivalently expressed by the property that Fix(T ) is reective in C with
reexion . For any T , Fix(T ) is contained in the full subcategory Mono(T ) of C
formed by the objects A with A monic; it is closed under monic families with common
domain in C, in particular under limits and monomorphisms in C.
1.2. We point out that a pointed endofunctor T with T an isomorphism (i.e., with
TA2Fix(T ) for all objects A) may fail to be idempotent. For example, for C to be
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the category with two non-identical morphisms
0 e−! 1 m−! 1
and m  e= e; m  m=m, consider (T; ) with Te=Tm=m; 0 = e; 1 = 1.
1.3. We refer to the Introduction for the denition of weak factorization system (w.f.s.)
F of C, of the associated morphism classes EF and MF , and of satisfaction of the
diagonalization property (see 0.3, 0.4). We call a w.f.s. F right-well-pointed if for all
morphisms f in C,
emf =Ff
with f =(ef; 1): f!mf in C2; dually, F is left-well-pointed if
mef =Ff
for all f, with f =(1; mf) : ef!f in C2. Both properties together make F well-
pointed. Now, for the statements (i){(iii) below, one has the implications (i)) (ii)
) (iii):
(i) for all f; emf is monic and mef is epic in C;
(ii) F satises the diagonalization property;
(iii) F is well-pointed.
In fact, (ii)) (iii) is obvious, and for (i)) (ii) we briey recall the argumenta-
tion given in the \Notes added in proof" of [32]: suppose we have two \diago-
nals" t; s :F(f)!F(g) for (3); for the morphisms ~f =(ef; 1) : ef! 1F(f) and ~g=
(1; mg) : 1F(g)!mg (not to be confused with f and g!) one automatically has F ~f
=mef and F ~g= emg ; hence, with an application of F to
ef
~f−−−−−!1F(f)
(t; t)−−−−−!−−−−−!
(s; s)
1F(g)
~g−−−−−!mg;
~g  Et  ~f = ~g  Es  ~f implies emg  t  mef = emg  s  mef and then t= s with (i).
Proposition. If F is right-well-pointed, then MF is closed under limits in C2; in par-
ticular, MF is stable under (multiple) pullback and satises the cancellation property
(g f2MF ; g2MF or g monic )f2MF). The class EF has the dual properties if
F is left-well-pointed.
Proof. Every w.f.s. F yields an endofunctor
Fr :C2!C2; f 7!mf;
pointed by  : 1C2 !Fr with f =(ef; 1), and an endofunctor
Fl :C2!C2; f 7! ef;
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copointed by  :Fl! 1C2 with f =(1; mf). Obviously, F is right-well-pointed (left-
well-pointed) if and only if Fr (Fl, resp.) is well-pointed, and
EF =Fix(Fl) and MF =Fix(Fr);
hence closure under (co-)limits follows from 1.1, which implies the stated stability and
cancellation properties (cf. [16, 24]).
1.5. A w.f.s. F is a right factorization system if F is right-well-pointed with mf 2MF
for all morphisms f; equivalently, if Fr is idempotent. Hence, F is a right factorization
system if and only if
(ef; 1) :f!mf
is a reexion of f into the full subcategory MF of C2, for every morphism f of C.
Dually, F is a left factorization system if F is left-well-pointed with ef 2EF for all
morphisms f; equivalently, if Fl is idempotent. Finally, F is an (orthogonal) factor-
ization system if it is both, a right and left factorization system.
We remark that weak factorization systems satisfying the diagonalization property
were called factorization systems in [16]; here we use this name exclusively for or-
thogonal factorization systems. Also, our use of right (and left) factorization systems
deviates slightly from the one of [16]; such systems appeared under the name \locally
coorthogonal M-factorization" (and \locally coorthogonal E-factorization", resp.) in
[35, 44], while [19] used \M-images" (and \E-coimages", resp.) for these types of
factorizations.
1.6. We remark that a w.f.s. F with mf 2MF (or ef 2EF) for all f may fail to satisfy
the diagonalization property, in fact: may fail to be right-(or left-)well-pointed. Indeed,
for the category C of 1.2 we may nd a w.f.s. F with ee= e, me=m, em=1, and
F(e; 1)= e. Then eme =1= emm , but eme 6= e=F(e; 1).
1.7. Closedness under composition is strikingly absent from the stability properties
mentioned in 1.4. Now we can prove:
Proposition. For a right factorization system F; EF is closed under composition, and
for a left factorization system F; MF is closed under composition.
Proof. We prove the second of these two statements which are dual to each other.
Consider the composition f= k  n with n :A!B; k :B!C in MF , and put e= ef;
m=mf. Let t :=F(n; 1C) :F(f)!F(k) and s :=F(1A; e−1k  t) :F(e)!F(n). Then s 
ee= en is an isomorphism; furthermore also me is an isomorphism since e2EF , and
we have
m  (e  e−1n  s  m−1e ) = k  n  e−1n  s  m−1e
= k  mn  s  m−1e
106 G. Janelidze, W. Tholen / Journal of Pure and Applied Algebra 142 (1999) 99{130
= k  e−1k  t  me  m−1e
= mk  t
= m;
by denition of t and s. Functoriality of F and left well-pintedness of F give the
commutative diagram
with r := e  e−1n  s m−1e . Consequently, F(1; r) and then r must be identity morphisms,
and this shows that s and then e is an isomorphism, as desired.
1.8. We can now characterize orthogonal factorization systems:
Theorem. The following conditions for a w.f.s. F are equivalent:
(i) F is an orthogonal factorization system;
(ii) for all morphisms f; ef 2EF and mf 2MF ;
(iii) F is a right factorization system, and MF is closed under composition;
(iv) F is a left factorization system, and EF is closed under composition.
Under these conditions, F satises the diagonalization property and, up to natural
isomorphism, is determined by (each of) the classes EF and MF ; so that one also
calls (EF ;MF) an orthogonal factorization system.
Proof. (i), (ii) follows from 1.3 (i)) (ii). The equivalence of (iii), (iv) and (i)
has been shown before in the presence of the diagonalization property (see [35, 43,
44]); without it, the proof is considerably more cumbersome. The crucial step is to
show (iii)) (ii) which proceeds similarly to the proof of 1.7. Given f :A!B, we
put e := ef; m :=mf; e0 := ee; m0 :=me; we must show that m0 is an isomorphism.
By hypothesis, n :=m  m0 2MF , hence en is an isomorphism. There is a morphism
(ee; 1B) :f! n in C2; we claim that t := e−1n F(ee; 1B) :F(f)!F(e) is inverse to m0.
By denition, t satises the equations t  e= e0 and m  m0  t=m, so that
(e; 1B)= (f
(e;1B)−−! m (m
0t;1B)−−−! m)
in C2. Hence, functoriality of F and the hypothesis that F(e; 1B)= em is an isomorphism
give F(m0  t; 1B)= 1. Since F(m0  t; 1B)  em= em m0  t, this shows m0  t=1. Now we
consider the factorization
(e0; 1C)= (e
(e0 ;1C)−! m0 (tm
0 ;1C)−−−! m)
G. Janelidze, W. Tholen / Journal of Pure and Applied Algebra 142 (1999) 99{130 107
in C2 (with C =F(f)) and apply F . Again, since F(e0; 1C)= em is iso, this gives
F(t  m0; 1C)= 1, from which one derives t  m0=1 as above.
1.9. It is intuitively clear that a well-pointed endofunctor may be iterated to obtain an
idempotent endofunctor, provided that the iteration process stops (see [30, 45]). Here
we describe explicitly the iteration of the pointed endofunctor Fr of 1.4, in a particular
situation which will be of interest lateron.
Let Ord be the class of (small) ordinals, considered as a category. For a limit ordinal
, Ord is the segment of all ordinals <. For a class E of morphisms in C, a chain
of E-morphisms (of length ) is a colimit-preserving functor e : Ord!C with e;+1
in E for all <; a composite of such a chain is the canonical morphism e0; with
codomain colim e. The category C is weakly E-cowellpowered (cf. [1]) if for every
colimit-preserving functor e :Ord!C with e;+1 in E for all 2Ord, at least one
such morphism is an isomorphism; if E is the class of regular epimorphisms of C, the
prex E is omitted.
Theorem. Let F be a right-wellpointed w.f.s. of C with ef 2EF for all morphisms f in
C; and let C have colimits of chains of EF -morphisms and be weakly E-cowellpowered.
Then there is an orthogonal factorization system F of C with MF =MF and with
EF containing exactly the composites of chains of EF -morphisms.
Proof (sketch). For f :A!B one denes morphisms e; :A!A and m :A!B
for  2Ord, as follows:
(1) e0;0 = 1A; m0 =f;
(2) e;+1 = eFm ; m+1 =m
F
m ; e;+1 = e;+1  e;; e;=1A ;
(3) (e; :m!m)< is a colimit in C=B if  is a limit ordinal.
The functor e :Ord!C has the property that for some , e; is an isomorphism
for all  , since C is weakly EF -cowellpowered, and since F factors isomorphisms
into isomorphisms. One denes a w.f.s. F by eFf = ef = e0; and m
F
f =mf =m. Since
e;+1 2EF for all <, ef is a composite of a chain of EF -morphisms, and trivially
mf 2MF . It is also obvious that EF is as described in the theorem. By contrast, the
proof of MF =MF is quite intricate if pursued directly; however, with the observation
that m as dened above arises simply by iteration of the well-pointed endofunctor Fr
of 1.4, one concludes routinely MF =Fix(Fr)=Fix(F1r )=MF ; see [30, 45].
Remark. The hypothesis on F in the theorem is in particular satised if F is a left
factorization system with EF a class of epimorphisms in C.
1.10. We have seen that it is advantageous to associate with a w.f.s. F the pointed
endofunctor Fr . In fact, F can be fully recovered from Fr , by composing Fr with the
domain functor C2!C. It is equally benecial to consider the \localized version" of
this association: for every w.f.s. F and every object B of C, the slice of F at B is the
pointed endofunctor (FB; B) of C=B given by
FB(A; f) := (F(f); mf); B(A;f) = ef : (A; f)!FB(A; f):
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The condition FE=1C2 translates into each FB preserving the terminal object 1B of
C=B. How can F be recovered from its slices?
Assuming C to be nitely complete, (B 7!C=B) becomes a C-indexed category,
with v :C=D!C=B for v :B!D in C given by pullback (cf. [37, 38]), also called
the basic bration of C. Now FB :C=B!C=B becomes a lax C-indexed functor, with
the needed natural transformation
v :FBv! vFD
given, as follows: for every object (C; g) in C=D, let (2) be the dening pullback for
(A; f)= v(C; g), and put "v(C; g) = u; then 
v
(C; g) is the unique morphism rendering the
following diagram commutative:
Furthermore, B : 1C=B!FB is in fact a C-indexed natural transformation. Hence,
(FB; B)B2C is a pointed lax C-indexed endofunctor, with each FB preserving ter-
minal objects.
Conversely, let us consider any such gadget. Then a w.f.s. F can be constructed,
as follows. For every morphism f :A!B in C; F(f) is the domain of FB(A; f). For
a morphism (u; v) :f! g in C2, one has the induced morphism hu;v : (A; f)! (A0; f0)
= v(C; g) and therefore FBhu;v : (f)!F(f0) in C; hence F(u; v) :F(f)!F(g) can
be dened to make the following diagram commutative:
This sketches the (lengthy) proof of:
Theorem. In a nitely-complete category C; a w.f.s. F is equivalently described by a
pointed lax C-indexed functor preserving terminal objects of the basic bration of C.
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2. The fundamental adjunction
From now on, the category C is assumed to be nitely complete, with a terminal
object denoted by 1.
2.1. Let I :C!C2 be the full embedding with
A 7! (!A :A! 1):
Any weak factorization system F :C2!C then denes a pointed endofunctor (F1; 1)
of C with
F1 =F  I and 1A= e!A :A!F1A;
of course, modulo C=C=1, this notation coincides with the one of 1.10. F1 is well-
pointed if F right-well-pointed, in which case
Fix(F1)= fA j (A! 1)2MFg
is closed under limits in C; F1 is idempotent if F is a right factorization system.
2.2. The assignment F 7!F1 denes a functor
	 :WFS(C)!PEF(C);
here a morphism  :F!G in WFS(C) is a natural transformation with E=11C ,
and a morphism  :T! S of pointed endofunctors (T; ), (S; ) must satisfy   = .
Generalizing a result of [10] we prove:
Proposition. 	 has a right adjoint .
Proof (sketch). For a pointed endofunctor (T; ), the following diagram with ~T (f)=
BTB TA denes a w.f.s. (T )= ~T of C:
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(Note that one can choose ~T (1A)=A.) We call f=mf  ef the weak T -factorization
of f. The co-unit T :	(T )!T of the adjunction is dened by
(T )A :=d!A : ~T (!A)!TA
for every object A; hence, it is a pullback of 1 : 1!T1 along T !A. For a w.f.s. F ,
the pullback property of (7) denes a uniquely determined morphism F :F!	(F)
in WFS(C), which acts as the unit of the adjunction; for every f :A!B in C, (F)f
renders the following diagram commutative:
2.3. We note that T is an isomorphism if and only if T preserves the terminal object 1.
For a w.f.s. F , F is an isomorphism if and only if the outer diagram of (8) is a
pullback. When presenting f as a morphism over 1, we see that this condition means
that the factorization f=mFf  eFf may be obtained via pullback from the factorization
of A! 1 and B! 1:
Another way of characterizing the condition F iso is via the diagram
f
(f;1B)−−−−−! 1B
(1A;!A)
?????y
?????y
(1B;!B)
!A
(f;11)−−−−−! !B
(10)
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which is a (trivial) pullback diagram in C2. Since its F-image is precisely the outer
diagram of (8) (or the inner parallelogram of (9)), to say that F is an isomorphism
means equivalently that F preserves the pullback diagram (10); we therefore say that
F is stable at 1 in this case. Since for every w.f.s. F , F1 preserves the terminal
object 1, and since for every pointed endofunctor T preserving 1, ~T is stable at 1,
Proposition 2.2 gives us:
Theorem. There is an equivalence of categories between the pointed endofunctors
of C preserving the terminal object 1; and the weak factorization system of C which
are stable at 1.
2.4. For a pointed endofunctor F of C, we now move to investigating weak
T -factorizations more closely. We put
ET :=E ~T and MT :=M ~T
and call every morphism f :A!B in MT T -cartesian or a trivial T -covering; these
are the morphisms f in C for which
A
A−−−−−!TA
f
?????y
?????y
T f
B
B−−−−−! TB
(11)
is a pullback diagram. The morphisms f in ET are called T -vertical and characterized
by the existence of a morphism d such that
B
d−−−−−!TA
1B
?????y
?????y
T f
B
B−−−−−! TB
(12)
is a pullback diagram; necessarily, such d must also satisfy d f= A.
Proposition. For every pointed endofunctor T of C and all composable morphisms
f; g in C one has:
(1) (closure under composition) f2MT ; g2MT ) g f2MT ;
(2) (weak left cancellation) g f2MT ; g2MT ) f2MT ;
(3) (weak left cancellation) g f2ET ; g2ET ) f2ET ;
(4) (modied right cancellation) g f2ET ; f2T−1(IsoC) ) g2ET .
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Proof. We show here only (3). Hence, by hypothesis we are given pullback squares
C
r−−−−−! TA
1C
?????y
?????y
Tg T f
C
C−−−−−!TC
C
s−−−−−! TB
1C
?????y
?????y
Tg
C
C−−−−−!TC
(13)
Pullback composition-cancellation rules then make the left and, consequently, the right
of the following two diagrams pullback squares:
C
r−−−−−!TA
1C
?????y
?????y
T f
C
s−−−−−! TB
B
r  g−−−−−!TA
1B
?????y
?????y
T f
B
s  g−−−−−! TB
(14)
Since s  g= B, this means that in (12) we may choose d= r  g.
2.5. The impact of idempotency of T on MT and ET is described by
Proposition. Let T be wellpointed. Then
A 2ET , TA2Mono(T )
for all objects A2C; and the following conditions are equivalent:
(i) T is idempotent; i.e.; TA2Fix(T ) for all A2C;
(ii) T (MorC)MT ;
(iii) fAjA2CgET T−1(IsoC).
For T idempotent; ET =T−1(IsoC) is closed under composition and weakly left- and
right-cancellable.
Proof. The condition A 2ET means that there is a pullback diagram
TA
d−−−−−! TA
1TA
?????y
?????y
TA
TA
TA−−−−−!TTA
(15)
Since TA=TA, necessarily d=1TA, so that the existence of the pullback (15) simply
means that TA is monic.
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(i), (ii) Condition (i) makes the diagrams
TB
TA−−−−−!TTA
T f
?????y
?????y
TT f
TA
TB−−−−−! TTB
(16)
(trivial) pullback diagrams, which gives (ii). Conversely, (ii) implies TA 2MT for
every A, so that there is a pullback diagram
TA
TA−−−−−! TTA
TA
?????y
?????y
TTA
TA
TTA−−−−−!TTTA
(17)
Since TA=TA and TTA=TTA, this implies TA iso.
(i), (iii) Applying T to (12) we obtain Td Te=TA and TTe Td=TB. Hence
(i) implies that Te is iso when e2ET , which gives (iii); the converse implication is
trivial, as are the additional statements.
2.6. Returning to the weak T -factorization (7) of f, the question remains: when do we
have ef 2ET and mf 2MT ? In order to answer this question, it is useful to consider
for every object B of C the slice of T at B, which is simply the slice of ~T at B
in the sense of 1.10: TB :C=B!C=B, (A; f) 7!TB(A; f)= ( ~T (f); mf), B : 1C=B!TB,
B(A;f) = ef.
Note that T may be recovered from its slice at 1 if T1=1. One has f2MT
i (A; f)2Fix(TB), and in case T1=1 one has A2Fix(T ) i (A! 1)2MT . We
remark that there is a corresponding description of the class ET . Call an object A in
C T -constant if TA=1; this denes the full subcategory
Const(T )
of C. Then f2ET i (A; f)2Const(TB), and in case T1=1 one has A2Const(T ) i
(A! 1)2ET .
We say that T is locally well-pointed if every slice TB is well-pointed. We leave it
to the reader to verify that this is the case exactly if ~T is right-well-pointed. Local
well-pointedness can be expressed by a simple commutativity condition:
Proposition. (1) For a pointed endofunctor T and every B2C; the slice TB is well-
pointed if and only if; for every morphism f :A!B in C; the morphism df :F(f)=:
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C!TA of (7) makes the following diagram commute:
C
df−−−−−! TA
1C
?????y
?????y
Tef
C
C−−−−−!TC
(18)
(2) For T locally well-pointed one has ef 2ET for all f if and only if emf is monic
for all morphisms f in C.
Proof. (1) Performing the weak T -factorization for m=mf, one obtains the pullback
diagram
~T (m)
dm−−−−−!TC
mm
?????y
?????y
Tm
B
B−−−−−! TB
(19)
The morphism TB(A;f) = em :C! ~T (m) is determined by the conditions mm  em=m,
dm  em= C , while t :=TBB(A;f) must satisfy mm  t=m, dm  t=Tef df. An easy dia-
gram chase now shows t= em if and only if (18) commutes.
(2) This statement follows from the rst statement of 2.5 applied to the slice TB
once one has veried that ETB is exactly the class (UB)−1(ET ), with UB :C=B!C the
forgetful functor.
2.7. Expanding further the terminology used in 2.6, we say that the pointed endofunctor
T is locally idempotent if every slice TB is idempotent. Furthermore, we say that
 : 1C!T lies T -stably in a class E if the pullback df of B along Tf (see (7))
belongs to E, for all morphisms f :A!B in C. Finally, recall that an orthogonal
factorization system (E;M) of C is reective (cf. [10]) if E satises the weak left
cancellation property (g f2E; g2E)f2E). We can now clarify for which pointed
endofunctors does the weak T -factorization give an orthogonal factorization system:
Theorem. For a pointed endofunctor (T; ) of a nitely-complete category C preserv-
ing the terminal object 1, the following conditions are equivalent:
(i) for all morphisms f; ef 2ET and mf 2MT ;
(ii) T is idempotent and locally well-pointed;
(iii) T is locally idempotent;
(iv) ~T is a right factorization system;
(v) T is idempotent; and ~T is a left factorization system;
(vi) ~T is an orthogonal factorization system;
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(vii) (ET ;MT ) is a reective factorization system with T (MorC)MT and 
T -stably in ET ;
(viii) there exists a reective factorization system (E;M) of C with T (MorC)M
and  T -stably in E.
Moreover; any system as in (viii) is uniquely determined and satises
E=T−1(IsoC)=ET and M=MT :
Proof. The equivalence of (iii) and (iv) follows immediately from the denitions, and
since MT is closed under composition (see 2.4(1)), the equivalence of conditions (i)
and (vi) follows from Theorem 1.8. Since for T locally well-pointed, MT is stable
under pullback (see 1.4), with 2.5 one sees that (ii) implies (iv). Also, since T1=1,
local idempotency of T implies its idempotency, which shows (iii)) (ii). Similarly,
(v), (vi) follows from 1.8 and 2.5.
For (vi)) (vii), we note that reectivity follows with 2.4(3) (or 2.5); furthermore,
weak right cancellation of ET (see 2.5 or 1.4, dual) applied to the upper triangle of
(7) gives df 2ET for all f. Hence  is T -stably in ET . The implication (vii)) (viii)
being trivial, we are left with (viii)) (i) and the uniqueness statement. Given (E;M)
as in (viii), the pullback mf of Tf2M must lie in M, and since  is T -stably in E,
with A and df also ef must lie in E, by reexivity. Hence, an (E;M)-factorization
of f is necessarily provided by its weak T -factorization, which implies
E= ff jmf isog=ET and M= ff j ef isog=MT :
Note. Use of Theorem 1.8 at the beginning of the proof may be avoided. One can
envoke Proposition 2.6 instead and use composition-cancellation rules for pullbacks.
2.8. Corollary. A right factorization system F which is stable at 1 already gives a
reective factorization system (EF ;MF).
Proof. Stability at 1 gives F =fF1, which means that F1 is locally idempotent, so that
Theorem 2.7 becomes applicable.
2.9. Any adjunction I aH :X!C gives, for every B2C, an adjunction IB aHB :
X=IB!C=B, with IB mapping the object (A; f) to (IA; If), and with HB sending
(X; g) to (C; n) as dened by the pullback diagram
C
d−−−−−! HX
n
?????y
?????y
Hg
B
B−−−−−!HIB
(20)
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The slice (TB; B) of the pointed endofunctor (T; ) induced by I aH is exactly the
pointed endofunctor induced by IB aHB. The co-unit
"B(X; g) : I
BHB(X; g)! (X; g)
is given by the morphism "X  Id : IC!X in X, with "X a co-unit of I aH .
Proposition ([9, 10]). If H is full and faithful; the following conditions are
equivalent:
(i) HB is full and faithful for all objects B2C;
(ii) d2ET in every pullback diagram (20) with X 2X;
(iii) ET is stable under pullback along morphisms in MT .
Proof. The equivalence (i), (ii) is immediate, and for (ii), (iii) we refer to [10].
Taking for H now the inclusion functor of a full reective subcategory X of C,
the reector I is called admissible in [9, 26] and semi-left-exact in [10] if the equiv-
alent conditions (i){(iii) hold. Since these imply 2.7(iii), of course, Theorem 2.7 is
applicable in this situation.
2.10. Remark. (1) For a full reective subcategory of C (hence, for an idempotent
pointed endofunctor of C), satisfaction of the equivalent conditions of 2.7 is equivalent
to the reector being simple in the terminology of [9, 10], or direct in the terminology
of [5, 23]. As already noted in [10], simplicity does not in general imply its semi-left-
exactness; in other words, the pullback-stability condition 2.9(iii) is in general stronger
than just saying that  lies T -stably in ET ; equivalently, idempotency of all slices of
T does not in general imply full delity of the functors HB of 2.9.
(2) While condition (iii) of 2.7 necessarily implies idempotency of T if 12Fix(T ),
which then takes us back to the setting of a full reective subcategory already consid-
ered in the literature, Theorem 2.7 shows that wanting weak T -factorization to form a
factorization system necessarily leads us to the setting of a full reective subcategory
with simple reector. Among other things, however, Theorem 2.7 characterizes sim-
plicity most naturally by local idempotency. We also point out that the equivalence of
conditions (i), (iv), (vi) in 2.7 does not require the assumption 12Fix(T ); in what
follows we shall say that C has T -factorizations if these equivalent conditions hold
true.
(3) At various degrees of generality, close relatives of the pair (ET ;MT ) appear
under the names (concordant, dissonant) in [4, 13, 14, 31, 42] and (concentrated,
dispersed) in [21, 41]. However, neither these nor the papers [9, 10] take the weak
T -factorization of 2.2 as the starting point, but rst dene prospective factorization
classes E andM which, under suitable hypotheses, turn out to coincide with the classes
ET and MT naturally arising from the weak T -factorizations. The approach presented
here is closely related to the construction of the pullback closure operators of [16, 23]
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where, however, an additional factorization system of the category is involved. In our
context, (concordant, dissonant)-factorizations may be treated best, as follows.
2.11. For a pointed endofunctor (T; ) of C with T1=1, a morphism is called
T -concordant if it is a T -vertical regular epimorphism; this denes the class
Conc(T )=ET \RegEpi(C):
A morphism f is called T -dissonant if the morphism ef (see diagram (7)) is a
monomorphism; hence, with F = ~T and Fr as in 1.4, this denes the class
Diss(T )=Mono(Fr):
With 1.1 one therefore has that Diss(T ) is closed under limits in C2, contains all
monomorphisms and is closed under composition (see [29]). From 2.7 one obtains:
Corollary. If C has T -factorizations and (regular epi, mono)-factorizations; then
(Conc(T ); Diss(T )) is an orthogonal factorization system of C. Furthermore; a mor-
phism f :A!B is T -concordant i it is a regular epimorphism such that there is a
morphism d with d f= A and Tf d= B; and it is T -dissonant i it is the composite
of a T -vertical monomorphism followed by a T -cartesian morphism.
Proof. Let ef = nf  qf be a (regular epi, mono)-factorization of ef. Then f=
(mf  nf)  qf is a (Conc(T ), Diss(T ))-factorization of f. Note that with ef also nf
and qf are T -vertical, as one concludes from df  ef = A (see (7)) and the cancella-
tion properties of ET . Furthermore, it is easy to see with the diagonalization property
of T -factorizations, that every f :A!B in ET is characterized by the existence of a
morphism d with d f= A and Tf d= B.
3. Derived classes of morphisms and factorizations
3.1. LetK be a class of morphisms in C containing all isomorphisms and being closed
under composition with them. The derived class K0 contains exactly those morphisms
f :A!B in C for which
f : h1A; 1Ai :A!AB A
lies in K.
Proposition.
(1) K0 contains Mono(C); the class of monomorphisms of C.
(2) If K satises the rule (g f2K; g regular mono)f2K) for all morphisms
f; g; then K0 is left-cancellable; i.e.; (g f2K0)f2K0) for all f; g.
(3) Let H be a class of morphisms which is stable under pullback. Then; if K is
stable under pullback along H-morphisms; also K0 has this property.
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(4) If K is stable under pullback (and weakly left cancellable (cf. 2.4)), then K0
is left cancellable (and KK0):
(5) If K is pullback-stable and closed under composition; then K0 has the same
properties; if; furthermore; K is weakly right cancellable; then (g f2K0; f2K
) g2K0) for all f; g.
(6) If K is closed under limits of a given type in C2; also K0 has this property.
Proof. (1) Trivial.
(2) For f :A!B, g :B!C in C, consider the commutative diagram
A
f−−−−−! AB A
f p−−−−−! B
1A
?????y
i
?????y
?????y
g
A
gf−−−−−! AC A
ff−−−−−! BC B
(21)
Here i is the canonical morphism which makes the right square a pullback diagram,
and p is a projection. Since i is a regular mono, the cancellation rule for K0 follows
immediately from the commutativity of the left square and the hypothesis on K.
(3) One considers the diagram
C
f0−−−−−!C D C −−−−−!−−−−−! C
f0−−−−−! D
h0
?????y
3 h00
?????y
2
?????y
h0 1
?????y
h
A −−−−−!
f
AB A −−−−−!−−−−−! A −−−−−!f B
(22)
and notes that with 1 also 2 & 1 and then 3 are pullback diagrams. Hence f2K0
implies f0 2K0.
(4) The rst statement follows from (1). With f2K and p as above, one has
p2K and (trivially) p  f 2K, hence f 2K by hypothesis.
(5) With g also its pullback i of (21) lies in K, hence g f 2K when f 2K.
This shows closedness under composition of K0. For pullback stability apply (3) with
H=Mor(C). For the cancellation rule, consider the commutative diagram
A
f−−−−−! B
gf
?????y
?????y
g
AC A
ff−−−−−! BC B
(23)
with g f 2K, f2K. Then also f  f=(f  1)(1 f)2K, hence g f2K, by
pullback-stability and closure under composition of K. Weak right cancellation of K
now gives g 2K.
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(6) Follows immediately from f = limfi whenever f= limfi.
3.2. Throughout the rest of this section, let our nitely complete category C have co-
equalizers, and let pullbacks of regular epimorphisms be epic. For a weak factorization
system F of C, we can form the derived w.f.s F 0, as follows:
Here e0f is the coequalizer of p1 mf , p2 mf , and m0f is the only morphism with
m0f  e0f =f. Routine diagram-chasing shows that F 0 is indeed a w.f.s. with
(EF)0 \RegEpi(C)EF0 and (MF)0MF0 :
More importantly one can prove:
Proposition. If F is a left factorization system; also the derived F 0 is a left factor-
ization system; furthermore; F 0 is an orthogonal factorization system if and only if
EF0 is closed under composition.
Proof. For f :A!B, put q := e0f :A!Q :=F 0(f) and h :=m0f. Then, as in diagram
(21), we have a morphism i and then, by functoriality of F , a morphism j making the
following diagram commutative:
A
eq−−−−−! F(q)
mq−−−−−! AQ A
q1−−−−−!−−−−−!
q2
A
1A
?????y
j
?????y
?????y
i
?????y
1A
A
ef−−−−−! F(f)
mf−−−−−! AB A
p1−−−−−!−−−−−!
p2
A
(25)
Since i is the equalizer of q p1, q p2, and since q p1 mf = q p2 mf , there is a
morphism d :F(f)!AQ A with i d=mf and d  ef = q. Since ef 2EF , we can
envoke functoriality of F to obtain a morphism k :F(f)!F(q) with mq  k =d. This
equality, together with d  j=mq , shows that the coequalizer q of p1 mf , p2 mf is
also a coequalizer of q1 mq , q2 mq , so that m0q must be iso and q= e0f 2EF0 . Since
e0f is a (regular) epimorphism, so that F
0 satises the diagonalization property, this
shows that F 0 is a left factorization system. For the additional statements, see 1.8.
3.3. Remark. (1) If the w.f.s. F satises the diagonalization property, then EF0 EF .
(Indeed, in order to construct an inverse for mf when f2EF0 , one considers the
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diagram
A
ef−−−−−! F(f)
mf−−−−−! AB A
1A
?????y
ef p1 mf
?????y
?????y
ef p2 mf
?????y
f p1 =f p2
A −−−−−!
ef
F(f) −−−−−!
mf
B
(26)
and then exploits the coequalizer property of f.) If, in addition, EF is stable under
pullback along EF and weakly left-cancellable, one concludes with 3.1(4) and 3.2:
EF \RegEpi(C)= (EF)0 \RegEpi(C)=EF0 :
(2) If the w.f.s. F is right-well-pointed, so that MF is stable under pullback and
weakly left-cancellable (see 14), then 3.1(4) and 3.2 give the inclusions:
MF  (MF)0MF0 :
3.4. We may use the Adjoint Functor Theorem in order to recognize MF0 as part of
an orthogonal factorization system:
Corollary. Let C be complete and cowellpowered w.r.t. regular epimorphisms. Then
for every left factorization system F; the class MF0 is part of an orthogonal factor-
ization system (E;MF0) with EF0 E.
Proof. By 3.2, F 0 is a left factorization system and (trivially) right-well-pointed. Hence,
MF0 is stable under multiple pullback and composition, by 1.4 and 1.7. Also,MF0 con-
tains all monomorphisms of C (see 3.1(1), 3.2). Hence, the desired factorization of
f :A!B can be obtained from a (regular epi, mono)-factorization of the induced mor-
phism A!C, where C is the bred product of a representative system of morphisms
hi :Ci!B in MF0 for which there is a regular epimorphism qi :A!Ci with hi  qi=f.
3.5. From 3.2 and Theorem 1.9, we obtain a better result than that of 3.4:
Corollary. Let C have colimits of chains of regular epimorphisms and be weakly
cowellpowered. Then for every left factorization system F; there is an orthogonal
factorization system (EF0 ;MF0); where every morphism in EF0 is a composite of a
chain of regular epimorphisms in EF0 .
3.6. The question remains: when can the iteration of F 0 as in 3.5 be avoided? In other
words: when do we have m0f 2MF0 in diagram (24)?
Proposition. The derived system F 0 is an orthogonal factorization system if the left
factorization system F satises the property that for every commutative diagram (3)
with u regularly epic and v epic; also F(u; v) is epic.
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Proof. We keep the notation of the proof of 3.2 and establish the commutative diagram
A
ef−−−−−!F(f)
mf−−−−−! AB A
q1−−−−−!−−−−−!
q2
A
q
?????y
t
?????y
?????y
q q
?????y
q
A
eh−−−−−!F(h)
mh−−−−−!QB Q
r1−−−−−!−−−−−!
r2
Q
(27)
with t=F(q; q q). As a composite of two pullbacks of q; q q is epic, so that
also t is epic. Since q p1 mf = q p2 mf , this immediately implies r1 mh = r2 mh .
Hence the coequalizer e0h of r1 mh ; r2 mh is an isomorphism, and h=m0f 2MF0
follows.
Remark. If regular epimorphisms are stable under pullback (so that C is a regular
category), then it suces to assume that F(u; v) be epic when both u; v are regularly
epic.
4. T -separable and (purely) T -inseparable morphisms
Assume C to be nitely complete and to have coequalizers, and let pullbacks of
regular epimorphisms be epic.
4.1. Denition. Let T be a pointed endofunctor of C, with T1=1. A morphism
f :A!B is called T -separable if f :A!AB A is a trivial T -covering, so that
A
A−−−−−! TA
f
?????y
?????y
Tf
AB A
ABA−−−−−!T (AB A)
(28)
is a pullback diagram. Hence
Sep(T ) := (MT )0
is the class of T -separable morphisms in C. Similarly, f is called purely T -inseparable
if f is T -vertical, so that there is a morphism d making
AB A
d−−−−−! TA
1
?????y
?????y
Tf
AB A
ABA−−−−−!T (AB A)
(29)
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a pullback diagram; this denes the class
Pin(T ) := (ET )0
of purely T -inseparable morphisms in C. Finally, the morphisms of the class
Ins(T ) :=E ~T 0
are called T -inseparable. Note that when ~T satises the diagonalization property,
with 3.2 and 3.3 we obtain the inclusions
Pin(T )\RegEpi(C) Ins(T )Conc(T ):
4.2. Proposition. Let T be locally well-pointed. Then
(1) Sep(T ) contains Diss(T ) and in particular MT ; is left cancellable and closed
under composition and under all limits in C2; in particular, Sep(T ) is stable under
pullback.
(2) Pin(T ) is stable under pullback along MT -morphisms if ET has that property;
in particular; if T is induced by a full reective subcategory with semi-left-exact
reector.
Proof. (1) MT is closed under composition and under limits in C2, by 2.4 and 1.4.
Hence everything follows with 3.1.
(2) Apply 3.1(3) and 2.9.
4.3 For any T we have the weak factorization system ~T and then the derived w.f.s. ~T 0
of 3.2.
Lemma. If T is locally well-pointed; then Sep(T )=M~T 0 .
Proof. The inclusion Sep(T )=(MT )0M~T 0 is trivial, see 3.2. Conversely, for f2M~T 0
one has that e0f as in (24) is an isomorphism, hence p1 mf =p2 mf for the projec-
tions pi :AB A!A. Since f is an equalizer of p1; p2, there is k with f  k =mf
(namely, k =pi mf), hence k mf =1. Since mf  ef  k = f  k =mf and
df  ef  k = A  k =Tk  C =Tk Tef df =df ;
the pullback property of
~T (f)
df−−−−−! TA
mf
?????y
?????y
Tf
AB A
ABA−−−−−!T (AB A)
(30)
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gives ef  k =1. Hence ef is an isomorphism, so that f 2MF and f2Sep(T )
follows.
4.4. The statements of the previous sections give sucient conditions for the existence
of factorizations through T -inseparable and T -separable morphisms. We call the class
Ins(T ) weakly stable if for all morphisms q :A!C; h :C!B with q2 Ins(T ), the
morphism q q :AB A!C B C lies in ET .
Theorem. Let T be locally idempotent. Then there exists a left factorization system G
with
EG = Ins(T ) and MG =Sep(T );
G is an orthogonal factorization system if and only if Ins(T ) is closed under composi-
tion; and for this it is sucient that Ins(T ) be weakly stable.
Proof. Consider G= ~T 0 and apply 2.7, 3.2 and 4.3. It remains to be shown that weak
stability of Ins(T ) is sucient to make G an orthogonal factorization system. For that
we revisit the proof of 3.5 and diagram (27) and recall that it suces to detect t as an
epimorphism. For that we just have to see that the middle square of (27) is a pullback
diagram, since then, with q q=(q 1)(1 q); t can be presented as the composite
of two pullbacks of q.
The denition of weak T -factorization gives the commutative diagram
Since q2 Ins(T )ET (see 4.1) and q q2ET by hypothesis of T , both Tq and
T (q q) are isomorphisms, making the right face of (31) a trivial pullback diagram.
Since the front and the back faces are pullback diagrams, also the left face of (31) is
a pullback diagram, as desired.
4.5. With Pin(T ) denoting the class of the purely T -inseparable regular epimorphisms
in C, next we give a criterion for the left factorization system G of 4.4 to produce
orthogonal (Pin(T );Sep(T ))-factorizations. For that we consider the auxiliary class
P := ff jf regular epi & mf regular epig
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and note the inclusions
Pin(T )P Ins(T );
with Pin(T )=P if mf is monic for every morphism f :A!B in C. In general,
one forms a (regular epi, mono)-factorization mf = f  "f and considers the relation
rf := (p1  f; p2  f) on A:
~T (f)
f−−−−−!Rf
f−−−−−!AB A
p1−−−−−!−−−−−!
p2
A :
Theorem. Let T be locally idempotent. Then
Ins(T )=P
if and only if rf is an eective equivalence relation (i.e.; a kernel pair) for every
morphism f in C. This condition is also equivalent to
Ins(T )=Pin(T );
provided that mf is monic for every morphism f in C.
Proof. Keeping the notation of the proof of Proposition 3.2, we assume Ins(T )=P and
prove that rf is the kernel pair of q= e0f, for every morphism f. In fact, q2 Ins(T )
by 4.4, hence q2P by hypothesis, so that mq =d  j and then also f is a regular
epimorphism. Consequently, the (regular epi, mono)-factorization of mf is provided
by mf = i d, and one has rf =(q1; q2), as desired.
Conversely, every T -inseparable morphism f is the coequalizer of (p1 mf ; p2 mf)
and therefore of rf which, by hypothesis, is a kernel pair, in fact: a kernel pair of its
coequalizer f. Consequently, rf =(p1; p2), so that f must be an isomorphism and mf
a regular epimorphism. Hence, f2P.
4.6. Corollary. If T is a localization (so that T is idempotent and preserves -
nite limits), and if equivalence relations are eective in C; then C has orthogonal
(Pin(T );Sep(T ))-factorizations.
Proof. For a localization T , the class ET is stable under pullback (cf. [3]), so that in
particular Ins(T ) is weakly stable, and rf is an equivalence relation for every f (cf.
[2, 7]). Hence everything follows from 4.4 and 4.5.
5. Examples
5.1. For a topological space X and a point x2X , let cX (x) denote the connected com-
ponent of x in X . This denes the quotient map cX : X !CX , the reexion of X into
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the subcategory Fix(C) of hereditarily disconnected spaces in Top. Note that Const(C)
is the multicoreective subcategory of connected spaces. With condition 2.7(v) one
easily sees that Top has C-factorizations (see also Corollary 5.4 below), although C
is not semi-left-exact. The (Conc(C);Diss(C))-factorization of f : X !Y is obtained
by identifying those points of X which belong to the same bre of f and the same
component of X . Hence, f is C-concordant i it is a quotient map whose bres are
contained in components of X , and it is C-dissonant i its bres meet components
of X in at most one point.
For a map f : X !Y , a pair (x1; x2) with f(x1)=f(x2) is in the relation Rf X X
of 4.5 if and only if its component cZ(x1; x2) in Z =X Y X meets the diagonal X .
Hence, by the construction given in 3.2, f is C-separable i Rf =X ; equivalently:
any component of Z meeting the diagonal must be contained in it. A quotient map f
is C-inseparable i the transitive hull of Rf is X Y X ; equivalently: for all x; x0 2X
in the same bre of f, there are points x1 = x; x2; : : : ; xn= x0 in that bre such that
cZ(xi; xi+1) meets the diagonal of Z for all i=1; : : : ; n− 1.
For every map f, the projection mf : Z CZ CX !Z is injective, and if mf is
surjective, then it is actually a homeomorphism. Hence, f is purely C-inseparable i
mf is surjective; equivalently: every component of Z meets the diagonal. Even if we
restrict ourselves to compact Hausdor spaces, the composite of purely C-inseparable
maps need not be purely C-inseparable, not even C-inseparable. To wit, consider the
following subspaces of the unit square [0; 1]2 in the Euclidean plane (exclude the
boundary of [0; 1]2):
f : X !Y projects the upper arm of X onto the middle diagonal while keeping the
rest xed, and g :Y !W projects the lower arm of Y onto the middle diagonal. Then
X Y X and Y W Y are connected, while X W X has two (one-point) components
disjoint from its diagonal. One also sees that the relation Rgf (see 4.5) fails to be
transitive.
Consequently, Ins(C) 6=Pin(C), and neither class is part of an orthogonal factor-
ization system. However, Top has orthogonal (Ins(C);Sep(C))-factorizations, where
every map in Ins(C) is the composite of a chain of C-inseparable maps (see 3.5).
5.2. Let qX (x) be the quasicomponent of x2X 2Top, i.e. the intersection of clopen
sets in X containing x. The quotient map qX : X !QX is the reexion of X into the
subcategory Fix(Q) of totally disconnected spaces (whose quasicomponents are single-
tons), and Const(Q)=Const(C) is the subcategory of connected spaces. Q is idem-
potent but fails to be locally well-pointed, so that Top fails to have Q-factorizations.
126 G. Janelidze, W. Tholen / Journal of Pure and Applied Algebra 142 (1999) 99{130
To wit, consider the subspace Y = f(0; 0); (1; 0)g[ ([0; 1]f1=n j n2Ng) of R2 and let
f : f(0; 0); (1; 0)g ,!Y be the inclusion map; then ef fails to be Q-vertical. Nevertheless,
as Collins [13] showed, Top does have orthogonal (Conc(Q);Diss(Q))-factorizations,
and these can be obtained as described in 2.11. The characterization of Q-concordant
and Q-dissonant maps is the same as for C-concordant and C-dissonant maps, with
\components" traded for \quasicomponents".
One describes (purely) Q-(in)separable maps analogously to 5.1, and the counter-
examples given there persist since for compact Hausdor spaces, quasicomponents are
components.
5.3. Another natural notion of \component" gives an example of a non-idempotent but
locally wellpointed endofunctor of Top: let pX : X ! 0X be the projection onto the
space of path-components of X . Local well-pointedness is easily veried by check-
ing commutativity of (18). Non-idempotency of 0 is well known: the \Topologists’s
Sine Curve" X =(f0g [−1; 1])[f(x; sin 1=x) j x>0gR2 projects onto the Sierpin-
ski dyad and then onto the one-point space 1. As the map f : X ! 1 shows, local
wellpointedness alone gives neither ef 2E0 nor mf 2M0 . As f is the composite of
two 0-connected maps, this example also shows that Conc(0) fails to be part of an
orthogonal factorization system. But maps in Conc(0) and Diss(0) can be described
similarly to those in Conc(C) and Diss(C) of 5.1, respectively, with \components"
traded for \path-components" (see [4]).
The relation Rf is described as in 5.1 but, as observed in [12], here it attains a
nice geometric meaning: for f : X !Y , a pair (x1; x2) is in Rf i there is a path
h : [0; 1]!X with h(0)= x1; h(1)= x2, and f(h(t))=f(h(1 − t)) for all t 2 [0; 1].
All remaining statements of 5.1 remain true, mutatis mutandis; in fact, the maps f
and g depicted in 5.1 originate from the description of Rf in the context of path-
connectedness.
We remark that discrete analogues of the examples of 5.1 can be established in the
context of graphs (see [12]).
5.4. Let T0X = fclX fxg j x2X g be the T0-reexion of X 2Top, hence Fix(T0) is the
subcategory of T0-spaces, and Const(T0) is the subcategory of indiscrete spaces. Since
the quotient map clX : X !T0X is open, it is easy to verify that T0 is semi-left-
exact. Hence Top has T0-factorizations as well as orthogonal (Conc(T0);Diss(T0))-
factorizations, where a map is T0-concordant i it is a quotient map with indiscrete
bres, and T0-dissonant i its bres are T0-spaces. More remarkably, in this example,
one has
Conc(T0)= Ins(T0)=Pin
(T0) and Diss(T0)=Sep(T0):
5.5. The pointed endofunctors of 5.1, 5.3 and 5.4 have a common feature which is de-
scribed by the following denition. We call a pointed endofunctor (T; ) of C brewise
constant if for all z : 1!TA; A2C, the pullback ATA 1 of z along A is T -constant
(see 2.6). One easily shows:
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Lemma. Let T be brewise constant; and consider x1; x2 : 1!A in C. Then A  x1 =
A  x2 if and only if there are morphisms h :C!A and z1; z2 : 1!C with h  zi= xi
and C T -constant.
Let P be the class of morphisms p :A!B in C such that the terminal object 1
is projective w.r.t. fpg, i.e. the map C(1; p) :C(1; A)!C(1; B) is surjective. We say
that the pointed endofunctor (T; ) lies pointwise in P if A 2P for all A2C. One
can now prove:
Proposition. Let T lie pointwise in P and be brewise constant. Then; for the weak
T -factorization (7) of a morphism f; one has Tef 2P.
Proof. With C = ~T (f)=BTB TA as in (7), consider w : 1!TC. Since C 2P, there
are points y : 1!B; z : 1!TA with B y=Tf  z and C  hy; zi=w; furthermore,
since A 2P, one can write z= A  x with x : 1!A. We claim that Tef  (A  x)=w;
since Tef  A  x= C  ef  x= C  hf  x; A  xi, for this it suces to show
C  hf  x; zi= C  hy; zi; ()
for which one can use the lemma, as follows.
First, since B y= B mf  hy; zi=Tf df  hy; zi=Tf  z=Tf  A  x= B f  x, the
lemma gives h :D!B; t; s : 1!D with h  s=f  x; h  t=y and D T -constant. Assum-
ing w.l.o.g. TD=1, we have
Tf  z  D = B f  x  D = Th  D  s  D = Th  D = B  h:
Hence, the pullback property of C gives a morphism k :D!C with mf  k = h and
df  k = z  D. Easy checking shows
k  s= hf  x; zi and k  t= hy; zi
so that another application of the lemma gives ().
If T is idempotent, since Tdf Tef =TA, the morphism Tef is split monic. Hence
the proposition and 2.7(v) show:
Corollary. Let morphisms in P be epic; and let the idempotent pointed endofunctor T
lie pointwise in P and be brewise constant. Then C has T -factorizations.
Remark. (1) Morphisms in P are certainly epic if 1 is a generator of C.
(2) If T1=1 and if T lies pointwise in P, not only idempotency of T is a necessary
condition for C to have T -factorizations but also that T be brewise constant.
(3) The signicance of the condition that T be brewise constant was recognized
and exploited in [11]; see also [16].
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5.6. Let r be a preradical of (left) R-modules i.e., a subfunctor of the identity functor
of R-Mod, and let T be the corresponding endofunctor pointed by A :A!TA=A=rA.
Then Fix(T ) and Const(T ) are the subcategories of r-torsionfree and r-torsion modules,
respectively, and T is idempotent i r is a radical, i.e., r(A=rA)= 0 for all A2R-Mod .
Given f :A!B in R-Mod , diagram (18) is certainly commutative if we have the
implication
b2 rB) (b; 0)2 rC
with C =BTB TA, for all b2B. But since there is a morphism rB= rB 0!C, this
implication holds true if rrB= rB. It is now easy to prove:
Proposition. For a preradical r and the induced pointed endofunctor T :A 7! A=rA;
conditions (i){(iii) as well as (iv){(vi) are pairwise equivalent:
(i) T is locally well-pointed;
(ii) T is brewise constant;
(iii) r is idempotent;
(iv) T is idempotent and locally well-pointed;
(v) r is an idempotent radical;
(vi) r is a radical; and the reector onto the subcategory of r-torsionfree R-modules
is semi-left-exact.
Since ker ef =kerf\ rA, for r an idempotent radical the (Conc(T ), Diss(T ))-
factorization of f :A!B is obtained as
f=(A!A=kerf\ rA!B);
and f is T -dissonant (T -concordant) i kerf\ rA=0 (f is surjective and f−1(rB)
rA, respectively). Furthermore, it is not dicult to show that f is T -separable (purely
T -inseparable) i kerf is r-torsionfree (r-torsion, respectively). If one factors f as
f=(A!A=r(kerf)!B);
the rst factor is purely T -inseparable if r is idempotent, and the second factor is
T -separable if r is a radical. As observed in [12], these conditions are in fact necessary
for having (Pin(T );Sep(T ))-factorizations of morphisms of type A! 0. This shows
with 2.7:
Theorem. For a preradical r and its induced pointed endofunctor T; the following
conditions are equivalent:
(i) r is an idempotent radical;
(ii) R-Mod has T -factorizations;
(iii) R-Mod has (Pin(T );Sep(T ))-factorization.
In this case; necessarily Pin(T )= Ins(T ).
5.7. The statements of 5.6 remain valid (without any changes) if R-Mod is replaced
by the category Grp of groups. In fact, preradicals may be studied in the context of
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an abstract category C with zero object, kernels and cokernels (see [16, Ch. 5]). We
also refer the reader to [27, 28].
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