Abstract-We prove the concentration of the capacity, in the large system limit, for a code division multiple access system over an additive white Gaussian noise channel, with Gaussian signature sequences and binary input symbols. The probabilistic tools that are used are quite powerful and could have applications in many other similar situations.
I. INTRODUCTION AND MAIN RESULTS
We consider the following setting for randomly spread code division multiple access (CDMA) communication on an additive white Gaussian noise (AWGN) channel. K users send binary information symbols x = (X, ...,XK)t, Xk C e II, through a single AWGN channel. Each user has a signature sequence sk = (Slk,..., sNk)t assumed to be known to the receiver. At each time interval i = 1, ..., N the received signal is .
1 SikX + ni where n= (nl,..., nN)' are independent identically distributed Gaussian variables JV(0,o2) and or is the noise amplitude. The scaling factor 1/ N is introduced so that the energy of each user per information bit is normalized to 1. Here we take sik as generated randomly from independent identically distributed standard Gaussians ./V(O, 1) and denote the corresponding K x N random matrix A priori this quantity depends on the realisation of the random matrix s. The main result in this contribution is a proof that in the large system limit (K and N -> +oo with K/N = Q fixed) C(s) concentrates on its mean Es[C(s)].
Tanaka [1] has derived analytical expressions, in the large system limit, for EES[C(s)] and the bit error rate, thanks to the formal "replica trick" of statistical mechanics. Though the replica method is not rigorous it is generally conjectured to yield an exact result. In the case of Gaussian inputs this can be explicitly verified by comparing the expressions resulting from the replica method and the rigorous random matrix calculations [4] , [3] . In the present case with binary inputs the usual random matrix techniques do not work but the conjecture is again supported by the recent work of Montanari and Tse [2] who proved that Tanaka's formula is rigorous at least for regimes of parameters (Q and or) without phase transitions (the bit error rate has no jumps). The extension of such proofs to regimes with phase transitions (the bit error rate is discontinuous) is to the best of our knowledge still open. However, for the case of binary inputs, these works do not adress the underlying question of the concentration of relevant quantities such as the capacity and the bit error rate. Let us mention that in the case of a Gaussian input signal, the concentration can be deduced from general theorems on the concentration of the spectral density for random matrices, but this approach breaks down for binary inputs.
In this contribution we provide all the details of a proof of concentration for the capacity thanks to powerful probabilistic tools developed by Talagrand [5] , [6] . The mathematical underpinning of this result is in fact the concentration of a "free energy" which we also prove. We also indicate why the considerations about the free energy could conceivably allow to attack the more difficult problem of the concentration of the bit error rate.
In the sequel always denotes an appropriate Euclidean norm.
From general arguments the maximum of the mutual information is attained for a uniform input distribution p(x) where x0 is to be interpreted as an input signal. Although in this contribution we do not use any specific notion from statistical mechanics, it is insightful to view (1) as the Gibbs measure of a "spin glass" where Xk C {-1, +1} are the spin varaibles, and (given) realizations y, s the "quenched disorder". The normalization factor (2) is called the "partition function" and In Z(y, s) is the "free energy". In the appendix we deduce a relationship between the capacity and the average free energy of the spin glass, namely
Let us mention that the "underlying graph" of the spin glass is the complete graph with K vertices, because if the norm in (1) is expanded all pairs Xkxl are present. The situation is thus similar to the classic Sherrington-Kirkpatrick model [9] for which the self averaging property of the free energy was first shown by Shcherbina and Pastur in [10] . The exponential concentration results for the free energy have appeared only recently and this has been achieved by Guerra and Toninelli by an "interpolation method" [8] . However, in the present case, the situation is more complicated and it is not clear how to apply Guerra and Toninelli's method1. The concentration properties stated in the following theorems are not expected to be optimal.
Theorem 1: [concentration of the capacity.] There exists an integer N1 and a strictly positive constant a1 such that for all N > N1 and all t > 0,
One can take a,i = r4/(16/3(64/3 + 32 + u2)).
We also prove the slightly more general, and obviously related, concentration result for the free energy itself, Theorem 2: [concentration offree energy.] There exists an integer N2 and a strictly positive constant at2 such that for all N > N2 and all t > 0,
One can take a2 = Or432/(32(23 +u7)2).
We wish to argue here that theorem 2 suggests a method for proving the concentration of the bit error rate. Given the observed output signal, the optimal bit estimate is defined through the marginal p(Xk y, s) of (1) Xk = argmaxk X{k ±lp(Xk y,s) ' As already stated we use other tools which by the way can also be applied to the Sherrington-Kirkpatrick model. The bit error rate is the overlap with the input x0,
The connection with statistical mechanics comes from the remark that xk = sign(Xk) where (-) is the average with respect to the Gibbs measure (1). The "magnetization" (X) can be obtained from the free energy by adding first an infinitesimal "external magnetic field" to the exponent in (1), namely h E 1 S< x=iX, and then differentiating the free energy,
Similarly one can use "real replicas" (copies of the Gibbs measure) to obtain by differentiation of the replicated free energy E K 1 (xo (Xk ) )n and eventually reconstruct (4). Then by rather standard arguments the (easily verifiable) convexity of the free energy with respect to h should enable one to deduce concentration of (4) from that of the free energy. However the completion of this last point requires also a uniform (with respect to system size) control of the derivative of the free energy precisely at h = 0, which at present is still lacking. We hope to come back to these considerations in the future.
II. PROBABILISTIC TOOLS
Our proofs rely on a general concentration theorem for suitable Lipschitz functions of many Gaussian random variables [5] , [6] and this is why we need Gaussian signature sequences. In the version that we use here we need functions that are Lipschitz with respect to the Euclidean distance. More precisely we say that a function f IRM --> R is a Lipschitz function with constant LM if for all (u, v) 
When another distance is used the function will still be Lipschitz but one has to carefully keep track of the possibly qualitatively different M dependence. The statement of theorems 1 and 2 are equivalent to 
To see this use the change of variable y N-112So + (7n followed by Xk --> XkX in the partition function summation (2) .
A. Proof of (6) Let B be a positive constant to be chosen later and define G = {s for all ,x, lisO(X 1)_y2 < BN} H(n, so, x) = 1 I N-2s0(r1) (7n2 (8) 2U72 8 In the appendix we show that IH(n, so, x)-H(n, to, x) < oJ-22VQ(B + lln l) ls Using this inequality together with
EX exp(-H(n, to, H)) < o22 A( + 2n/)s OtlB -t) (9) Therefore taking the expectation over the noise, we get B. Proof of (7) This case is more cumbersome but the ideas are the same. We choose the set G as We can now conclude the proof of (7) 
The goal is to apply lemma 1 to f(n,s)~~~~2
The last term on the right hand side can be computed exactly. 
