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ON THE GREEN FUNCTION OF THE ANNULUS
MASSIMO GROSSI AND DJORDJIJE VUJADINOVIC´
Abstract. Using the Gegenbauer polynomials and the zonal harmonics
functions we give some representation formula of the Green function in
the annulus. We apply this result to prove some uniqueness results for
some nonlinear elliptic problems.
1. Introduction and statement of the main results
The classical Green function of the operator −∆ with Dirichlet boundary
conditions is defined by{
−∆xG(x, y) = δy(x) in Ω
G(x, y) = 0 on ∂Ω,
(1.1)
where δy is the Dirac function centered at y and Ω is a bounded domain of
IRn, n ≥ 2.
It is well known that the Green function can be written as
G(x, y) =
1
(n− 2)ωn−1|x− y|n−2
+H(x, y) (1.2)
where H(x, y) is a smooth function in Ω × Ω which is harmonic in both
variables x and y. Finally the Robin function is defined as
R(x) = H(x, x). (1.3)
The knowledge of the Green (or the Robin) function is of great importance
in applications (we mention the paper [2] and the rich list of references
therein). Indeed the explicit calculation of the Green function is an old
problem (see for example the book by Courant and Hilbert, [5]) but it can
be solved only in special cases (like the ball or half-space).
For these reason, even if it is not possible to have the explicit expression,
it is very important to deduce any properties of the Green function.
In this paper we are interested to the case where the domain is the annu-
lus in IRn, namely Ω = {x ∈ IRn : a < |x| < b} (in the rest of the paper by
simplicity we assume that b = 1). Even if the annuls possesses many sym-
metries, you can not explicitly write the Green function. If n = 2 in [7] it
was given a representation for the Green function as trigonometrical series.
In this paper we give a representation formula of the Green function when
n ≥ 3 using the zonal spherical harmonics. Our first result is the following,
The first author is supported by PRIN-2009-WRJ3W7 grant and the second author is
supported by Basileus scholarship programme.
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Theorem 1.1. Let A be the annulus A = {x ∈ IRn : a < |x| < 1}. Then
we have that the Green function in A is given by,
GA(x, y) =
1
(n− 2)ωn−1|x− y|n−2
−
1
ωn−1
∞∑
m=0
|x|2m+n−2|y|2m+n−2 − a2m+n−2
(
|x|2m+n−2 + |y|2m+n−2
)
+ a2m+n−2
(2m+ n− 2)(|x||y|)n+m−2(1− a2m+n−2)
Zm
(
x
|x|
,
y
|y|
)
(1.4)
Moreover the Robin function is given by, setting d0 = 1 and dm =
(
n+m− 2
n− 2
)
−(
n+m− 3
n− 2,
)
, for m ≥ 1,
RA(x) = −
1
ωn−1
∞∑
m=0
dm
a2m+n−2 − 2a2m+n−2|x|2m+n−2 + |x|4m+2n−4
(2m+ n− 2)|x|2m+2n−4(1− a2m+n−2)
.
(1.5)
Here Zm(x, y) are the zonal spherical harmonics (see Section 2 or [1] for
the definition and main properties).
Next corollary gives an alternative expression of the Green function which
does not involve the Newtonian potential.
Corollary 1.2. Let A be the annulus A = {x ∈ IRn : a < |x| < 1}. Then
we have that the Green function is given by,
GA(x, y) =


1
ωn−1
∞∑
m=0
(|x|2m+n−2−a2m+n−2)(1−|y|2m+n−2)
(2m+n−2)(|x||y|)n+m−2(1−a2m+n−2) Zm
(
x
|x| ,
y
|y|
)
, if |x| < |y|
1
2n−2|x|n−2
∣
∣
∣1−
x·y
|x|2
∣
∣
∣
+RA(x), if |x| = |y|, x 6= y
1
ωn−1
∞∑
m=0
(|y|2m+n−2−a2m+n−2)(1−|x|2m+n−2)
(2m+n−2)(|x||y|)n+m−2(1−a2m+n−2)
Zm
(
x
|x| ,
y
|y|
)
, if |x| > |y|
(1.6)
These results are useful to derive some properties of the Robin function
of the annulus. Actually we will show that the Robin function is a radial
function which admits only one critical point which is nondegenerate in the
radial direction.
Theorem 1.3. Let A be the annulus {x ∈ Rn |a < |x| < 1} for n ≥ 2 and
RA(x) the corresponding Robin function. Then, if r = |x|, we have that
RA(x) = RA(r) and RA(r) has a unique critical point r0 which satisfies
R′′A(r0) > 0.
Note that this result was proved, when n = 2, in [4] using different tech-
niques. In Proposition 3.3 we give an alternative proof of this result.
Finally we apply these results to deduce some properties of nonlinear
PDE’s problem. A straightforward application is a uniqueness results of
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concentrating solutions. Let us consider the problem

−∆u = N(N − 2)u
n+2
n−2 + εu in A
u > 0 in A
u = 0 on ∂A
(1.7)
and
Sε = inf
u∈ H10(A)
u 6≡0
∫
A
(
|∇u|2 − εu2
)
(∫
A |u|
2n
n−2
)n−2
n
. (1.8)
It is well known (see [3]) that there exists solutions uε which achieve Sε and
satisfying
Sε → S (1.9)
where S is the best constant in Sobolev inequalities. In the next theorem
we show the uniqueness of this solution (up to a suitable rotation).
Theorem 1.4. Let us suppose that u1,ε and u2,ε are two solutions of (1.7)
satisfying (1.9). Then, up to a suitable rotation, we have that
u1,ε ≡ u2,ε (1.10)
for ε small enough.
When Ω is a generic domain of IRn, Theorem 1.4 was proved by Glangetas
(see [6]) under the assumption that the critical point of the Robin function is
nondegenerate. Of course, due to the rotationally invariance of the annulus,
any critical point is degenerate and so Glangetas’ result is therefore not
applicable (note that the author conjectured the uniqueness result in the
annulus at page 573 in [6] ). Indeed the meaning of Theorem 1.4 is that just
the nondegeneracy in the radial direction is necessary to have the uniqueness
of the solution up to a suitable rotation.
The paper is organized as follows: in Section 2 we recall some preliminaries
about the zonal harmonics and the Gegenbauer polynomials. In Section 3
we prove the Theorem 1.1, Corollary 1.2 and some properties of the Robin
function (proof of Theorem 1.3). Finally in Section 4 we prove Theorem 1.4.
2. Preliminaries
In this Section we would like to point out the basic properties of zonal
harmonics which are going to be used trough the paper. A good reference
for the interested reader is the book [1].
By Hm(R
n) we are going to denote the finite dimensional Hilbert space
of all harmonic homogeneous polynomials of degree m.
Let us denote by S the unit sphere of IRn. A spherical harmonic of degree
m is the restriction to S of an element of Hm(IR
n). The collection of all
spherical harmonics of degree m will be denoted by Hm(S).
Now we consider an important subset of Hm(S), the so-called zonal har-
monics. They can be defined in different ways. We choose the equivalent
definition given in Theorem 5.38 in [1].
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For x ∈ IRn with n ≥ 2 and ξ ∈ S we define the zonal harmonic Zm(x, ξ)
of degree m as
Z0(x, ξ) = 1,
Zm(x, ξ) = (n + 2m− 2)
[m/2]∑
k=0
(−1)k
n(n+ 2)....(n + 2m− 2k − 4)
2kk!(m− 2k)!
(x · ξ)m−2k|x|2k
(2.11)
as m > 0. Several properties of the zonal harmonic can be found in Chapter
5 of [1]. Let us emphasize that there is an explicit formula for the zonal
harmonic as n = 2,
Zm(e
iθ, eiφ) = 2 cos(m(θ − φ)).
The zonal harmonics have a particularly simple expression in terms of the
Gegenbauer (or ultraspherical) polynomials P λm. The latter can be defined
in terms of generating functions. If we write (see [11] p.148)
(1− 2rt+ r2)−λ =
∞∑
m=0
P λm(t)r
m, (2.12)
where 0 ≤ |r| < 1, |t| ≤ 1 and λ > 0, then the coefficient P λm is called
Gegenbauer polynomial of degree m associated with λ.
The next theorem (see page 146-150 in [11]) is related to representation
of the zonal harmonics.
Theorem 2.1. If n > 2 is an integer, λ = n−22 and k = 0, 1, 2... then we
have that for all x′, y′ ∈ S it holds
Zm(x
′, y′) =
2m+ n− 2
n− 2
P λm(x
′ · y′). (2.13)
Proof. In Corollary 2.13 in [11] it is proved that
Zm(x
′, y′) = cn,mP
λ
m(x
′ · y′). (2.14)
Let us compute the constant cn,m. If we put x
′ = y′ ∈ S in (2.13) we get
Zm(x
′, x′) = cn,mP
λ
m(1). (2.15)
In [1], Proposition 5.27 and Proposition 5.8 it was showed that
Zm(x
′, x′) =
(
n+m− 2
n− 2
)
−
(
n+m− 3
n− 2
)
=
(
n+m− 3
m
)
2m+ n− 2
n− 2
(2.16)
On the other hand in [9], page 1, it was shown that
P
n−2
2
m (1) =
(
n+m− 3
m
)
. (2.17)
By (2.15)-(2.17) we deduce that cn,m =
2m+n−2
n−2 . 
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We end this section pointing out the result (pp. 217,Theorem 10.13,[1])
related to the solution of Dirichlet problem in annulus. Recall that A =
{x ∈ Rn|a < |x| < 1} and set
PA[f ](x) =
∫
S
f(ξ)PA(x, ξ)dσ(ξ) +
∫
S
f(aξ)PA(x, aξ)dσ(ξ),
where
PA(x, ξ) =
∞∑
m=0
bm(x)Zm(x, ξ), bm(x) =
1− (a/|x|)2m+n−2
1− a2m+n−2
,
and
PA(x, aξ) =
∞∑
m=0
cm(x)Zm(x, ξ), cm(x) = |x|
−m(a/|x|)m+n−2
1− |x|2m+n−2
1− a2m+n−2
.
Both series PA(x, ξ), PA(x, aξ) converge absolutely and uniformly on K ×
S,K ⊂ A (K is some compact subset). We have the following
Theorem 2.2. Suppose n > 2 and that f is continuous function on ∂A.
Define u on A¯ by
u(x) =
{
PA[f ](x), x ∈ A
f(x), x ∈ ∂A.
Then u is continuous on A¯ and harmonic on A.
3. The representation formula for the Green function
Our first aim is to write the Green function for the annulus in terms of
Zm(x, y). The starting point for our results is going to be the next easy
lemma which will play an important role in proving Theorem 1.1.
Lemma 3.1. We have that, for any |ξ| = 1, |y| ≤ 1 and y 6= ξ,
1
|ξ − y|n−2
=
∞∑
m=0
n− 2
2m+ n− 2
|y|mZm
(
ξ,
y
|y|
)
. (3.18)
and
1
|aξ − y|n−2
=
∞∑
m=0
n− 2
2m+ n− 2
am
|y|n+m−2
Zm
(
ξ,
y
|y|
)
. (3.19)
Proof. Since |ξ| = 1, by using the formula (2.12) we obtain
1
|ξ − y|n−2
=
(
1− 2|y|
(
y
|y|
· ξ
)
+ |y|2
)−n−2
2
=
∞∑
m=0
|y|mP
n−2
2
m
(
ξ ·
y
|y|
)
=
∞∑
m=0
n− 2
2m+ n− 2
|y|mZm
(
ξ,
y
|y|
)
.
(3.20)
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In a similar way we prove (3.19):
1
|aξ − y|n−2
= |y|2−n
(
1− 2
a
|y|
(
y
|y|
· ξ
)
+
a2
|y|2
)−n−2
2
= |y|2−n
∞∑
m=0
am
|y|m
P
n−2
2
m
(
ξ ·
y
|y|
)
=
∞∑
m=0
n− 2
2m+ n− 2
am
|y|n+m−2
Zm
(
ξ,
y
|y|
)
.
(3.21)

Now we are in position to prove our representation formula for the Green
function.
Proof of Theorem 1.1.
By (1.2) we have to write H(x, y) where H(x, y) is an harmonic function
satisfying H(x, y) = − 1
(n−2)ωn−1|x−y|n−2
on ∂A. By Theorem 2.2 we have
that H(x, y) = PA[fy](x) with fy(x) = −
1
(n−2)ωn−1|x−y|n−2
where y ∈ A is
fixed. Using Lemma 3.1 we obtain
PA[fy](x) = −
1
(n− 2)ωn−1
∫
S
1
|ξ − y|n−2
PA(x, ξ)dσ(ξ)
−
1
(n− 2)ωn−1
∫
S
1
|aξ − y|n−2
PA(x, aξ)dσ(ξ) =
−
1
(n− 2)ωn−1
I1 −
1
(n− 2)ωn−1
I2.
(3.22)
So we have that
I1 =
∫
S
1
|ξ − y|n−2
PA(x, ξ)dσ(ξ) =
∞∑
m=0
bm(x)
∫
S
Zm(x, ξ)
|ξ − y|n−2
dσ(ξ)
=
∞∑
m=0
bm(x)
∫
S
∞∑
k=0
n− 2
2k + n− 2
|y|kZk
(
y
|y|
, ξ
)
Zm (x, ξ) dσ(ξ)
(using the orthogonality of the Zonal harmonic)
=
∞∑
m=0
bm(x)
n− 2
2m+ n− 2
|y|m
∫
S
Zm
(
y
|y|
, ξ
)
Zm (x, ξ) dσ(ξ)
=
∞∑
m=0
bm(x)
n− 2
2m+ n− 2
|y|m
∫
S
Zm (x, ξ)Zm
(
ξ,
y
|y|
)
dσ(ξ)
(using the formula at page 94 in [1])
=
∞∑
m=0
bm(x)
n− 2
2m+ n− 2
|y|mZm
(
x,
y
|y|
)
(3.23)
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Similarly, for the second integral, we get
I2 =
∫
S
1
|aξ − y|n−2
PA(x, aξ)dσ(ξ)
=
∞∑
m=0
cm(x)
∫
S
∞∑
k=0
n− 2
2k + n− 2
ak
|y|n+k−2
Zk
(
ξ,
y
|y|
)
Zm(x, ξ)dσ(ξ)
=
∞∑
m=0
cm(x)
n− 2
2m+ n− 2
am
|y|n+m−2
∫
S
Zm
(
y
|y|
, ξ
)
Zm (x, ξ) dσ(ξ)
=
∞∑
m=0
cm(x)
n− 2
2m+ n− 2
am
|y|n+m−2
Zm
(
x,
y
|y|
)
.
(3.24)
So, we obtain
GA(x, y) =
1
(n− 2)ωn−1|x− y|n−2
−
1
(n− 2)ωn−1
∞∑
m=0
cm(x)am
|y|n+m−2
+ |y|mbm(x)
cn,m
Zm
(
x,
y
|y|
)
=
1
(n− 2)ωn−1|x− y|n−2
−
1
(n− 2)ωn−1
∞∑
m=0
a2m+n−2(1− |x|2m+n−2) + |y|2m+n−2(|x|2m+n−2 − a2m+n−2)
cn,m(|x||y|)n+m−2(1− a2m+n−2)
Zm
(
x
|x|
,
y
|y|
)
(3.25)
The Robin function is
RA(y) = lim
x→y
(
GA(x, y) −
1
(n − 2)ωn−1|x− y|n−2
)
= −
∞∑
m=0
dm
a2m+n−2
|y|2m+2n−4 + |y|
2m − 2a
2m+n−2
|y|n−2
(2m+ n− 2)(1 − a2m+n−2)
.
(3.26)
By direct calculation we get the formulas (1.4) and (1.5). 
Proof of Corollary 1.2. As in the proof of Lemma 3.1 we have, for |x| > |y|,
1
|x− y|n−2
=
1
|x|n−2
(
1− 2 x·y|x||y|
|y|
|x| +
(
|y|
|x|
)2) = 1|x|n−2
∞∑
m=0
(
|y|
|x|
)m
P
n−2
2
k
(
x · y
|x||y|
)
=
1
|x|n−2
∞∑
m=0
n− 2
2m+ n− 2
(
|y|
|x|
)m
Zk
(
x
|x|
,
y
|y|
)
.
(3.27)
From (3.27) and (1.4) the claim follows. 
We have the following,
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Corollary 3.2. We have that,
∇RA(x) · x
= −
2
ωn−1
∞∑
m=0
dm
(2−m−n)a2m+n−2
|x|2m+2n−4 +m|x|
2m + (n−2)a
2m+n−2
|x|n−2
(2m+ n− 2)(1 − a2m+n−2)
.
(3.28)
Proof. It follows directly by Theorem 1.1. 
We end this section proving Theorem 1.3. As we mention in the introduc-
tion this result generalizes that of Chen and Lin [4] to higher dimensions.
Proof of Theorem 1.3 By (3.28) we have the the Robin function is radial.
Let us set f(r) = rR′A(r). Then, by (3.28) we get
f ′(r) = −
2
ωn−1
∞∑
m=0
dm
2(n+m−2)2a2m+n−2
r2m+2n−3 + 2m
2r2m−1 − (n−2)
2a2m+n−2
rn−1
(2m+ n− 2)(1 − a2m+n−2)
< −
∞∑
m=0
dm
2(n−2)2a2m+n−2
r2m+2n−3
− (n−2)
2a2m+n−2
rn−1
(2m+ n− 2)(1 − a2m+n−2)
< 0.
(3.29)
The inequality (3.29) implies that the function f(r) is strictly decreasing.
Since we have that,
lim
r→1−
f(r) = lim
r→1−
rR′A(r) = −
2
ωn−1
∞∑
m=0
m
2m+ n− 2
= −∞ (3.30)
and
lim
r→a+
f(r) = lim
r→a+
rR′A(r) =
2a2
ωn−1
∞∑
m=0
(m+ n− 2)
(
1− a2m−2
)
(2m+ n− 2) (1− a2m+n−2)
= +∞
(3.31)
we conclude that there exists exactly one r0, a < r0 < 1, such that f(r0) = 0
and then R′A(r0) = 0.
On the other hand, 0 > f ′(r0) = r0R
′′
A(r0) + R
′
A(r0) = r0R
′′
A(r0). So
R′′A(r0) < 0. 
Following the line of the proof of the previous theorem we have the fol-
lowing alternative proof to the result in [4].
Proposition 3.3. The Robin function of the 2-dimensional annulus has a
unique nondegenerate critical point.
Proof. Let us recall the formula for the Robin function in the plane (see [7])
R(y) = −
log2 |y|
log a
+
∞∑
m=1
1
m
1
1− a2m
(|y|2m − 2a2m + a2m|y|−2m).
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As in the previous theorem we have,
R′(r) = −2
log r
r log a
+
∞∑
m=1
2
1− a2m
(r2m−1 − a2mr−2m−1).
So,
R′′(r) = −2
1− log r
r2 log a
+
∞∑
m=1
2
1− a2m
(
(2m− 1)r2m−2 +
(2m+ 1)a2m
r2m+2
)
> 0, (a < r < 1).
On the other hand we get
lim
r→a
R′(r) = lim
|y|→a
−2
log |y|
|y| log a
+
∞∑
m=1
2
1− a2m
(|y|2m−1 − a2m|y|−2m−1) =
−
2
a
+
N∑
m=1
2
1− a2m
(a2m−1 − a−1) = −∞.
(3.32)
On the other hand, while
lim
r→1
R′(r) =
lim
|y|→1
−2
log |y|
|y| log a
+
∞∑
m=1
2
1− a2m
(|y|2m−1 − a2m|y|−2m−1) =
N∑
m=1
2 = +∞
(3.33)
So, we can conclude that there exist unique r0, a < r0 < 1, for which
R′(r0) = 0 and R
′′(r0) > 0. 
4. A uniqueness result for a nonlinear elliptic equation
Let us consider the problem

−∆u = N(N − 2)u
n+2
n−2 + εu in A
u > 0 in A
u = 0 on ∂A
(4.34)
and solutions satisfying
Sε → S (4.35)
where S is the best constant in Sobolev inequalities and
Sε = inf
u∈ H1
0
(A)
u 6≡0
∫
A
(
|∇u|2 − εu2
)
(∫
A |u|
2n
n−2
)n−2
n
. (4.36)
It is well known that a family of solutions satisfying (1.7) and (1.9) concen-
trates at one point, i.e.,
|∇ue|
2 ⇀ δP (4.37)
weakly in the sense of measure as ε→ 0. It was proved by Han ([8]) that P
is a critical point of the Robin function.
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Using Theorem 1.3 we have the following “asymptotic” uniqueness result.
Theorem 4.1. Let A = {x ∈ Rn |a < |x| < 1} and uε a family of solutions
to (1.7) satisfying (1.9). Then
|∇u|2 ⇀ δr0 (4.38)
where r0 is the unique root of the equation
∞∑
m=0
dm
(2−m−n)a2m+n−2
r2m+2n−4 +mr
2m + (n−2)a
2m+n−2
rn−2
(2m+ n− 2)(1 − a2m+n−2)
= 0. (4.39)
Next aim is to improve the previous result. Indeed we will show that
not only our problem has a unique point of concentration, but even it has
a unique solution for ǫ small. Of course, since the problem is rotationally
invariant we can have uniqueness only up to a suitable rotation.
Now let us consider a solution to (1.7) satisfying (1.9). Up to a suitable
rotation we can assume that its maximum point is given by (y1, 0, .., 0) with
y1 ∈ (a, 1). Then we want to give a representation formula for this solution.
This involves classical results which we recall below. Basically we follow the
line of the proof of Theorem A in [6].
Let us introduce some notations. Set, for y = (y1, 0, .., 0) with y1 ∈ (a, 1),
Uy,λ(x) =
λ
n−2
2
(1 + λ2|x− y|2)
n−2
2
(4.40)
which is the only positive solution to
−∆u = N(N − 2)u
n+2
n−2 in IRn. (4.41)
Let PUy,λ be the projection of Uy,λ into H
1
0 (A), i.e.,{
∆PUy,λ = ∆Uy,λ in A
PUy,λ = 0 on ∂A
(4.42)
and for λ > 0 let us define
Ey,λ =
{
v ∈ H10 (A) :< v,PUy,λ >=
〈
v,
∂PUy,λ
∂λ
〉
=
〈
v,
∂PUy,λ
∂xi
〉
= 0
for any i = 1, .., n.}
(4.43)
where < u1, u2 >=
∫
A∇u1∇u2 is the scalar product in H
1
0 (A).
Finally set for some δ > 0, ω0 = (a+ δ, 1− δ) ⊂ (a, 1) such that |∇R| > 1
in (a, a+ δ) ∪ (1− δ, 1).
The following proposition is classical for concentration problems like (1.7)
as ε→ 0 (see [10] or [6] for example).
Proposition 4.2. There exist ε0 > 0, λ0 > 0 and η0 > 0 such that, for
ε ∈ (0, ε0) and for (x, λ) ∈ ω0 × [λ0,+∞), there exists a unique vy,λ ∈ Ey,λ
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such that ||vy,λ||H10 (A) < η0 and for any w ∈ Ey,λ,
−
∫
A
∇ (PUy,λ + vy,λ)∇w = N(N−2)
∫
A
(PUy,λ + vy,λ)
n+2
n−2 w+ε (PUy,λ + vy,λ)w,
(4.44)
Moreover, the function (x, λ)→ vy,λ is C
1 and there exists a constant a2 > 0
such that
||vy,λ||H10 (A) <
a2
λ
n+2
2
(4.45)
Now we are in position to prove Theorem 1.4.
Proof of Theorem 1.4. Let us consider two solutions u1,ε and u2,ε.
Up to a suitable rotation we can assume that ||u1,ε||∞ = u1,ε(y˜1,ε) and
||u2,ε||∞ = u2,ε(y˜2,ε) with y˜1,ε = (|y˜1,ε|, 0, .., 0) and y˜2,ε = (|y˜2,ε|, 0, .., 0) with
|y˜1,ε|, |y˜2,ε| → r0.
In this setting we can apply Proposition 4.2 which gives that u1,ε =
PUy1,ε,λ1,ε + vy1,ε,λ1,ε and u2,ε = PUy2,ε,λ2,ε + vy2,ε,λ2,ε for some (y1,ε, λ1,ε),
(y2,ε, λ2,ε) ∈ ω0 × (0,+∞). If we show that y1,ε = y2,ε and λ1,ε = λ2,ε then
by Proposition 4.2 we derive vy1,ε,λ1,ε = vy2,ε,λ2,ε .
Now we use the crucial fact that u = PUy,λ + vy,λ is a solution to (1.7) if
and only if the pair (y, λ) is a critical point of the reduced functional
Kε(y, λ) =
∫
A
(
|∇PUy,λ + vy,λ|
2 − ε (PUy,λ + vy,λ)
2
)
(∫
A |PUy,λ + vy,λ|
2n
n−2
)n−2
n
(4.46)
So our claim is equivalent to show that the functional Kε(y, λ) : ω0 ×
(0,+∞)→ IR has exactly one critical point.
Let us introduce the function K˜ε(y, λ) : ω0 × (0,+∞)→ IR defined as
K˜ε(y1, λ) = A
−n−2
n
(
n(n− 2)A+
n(n− 2)B
λn−2
RA(y1, 0, .., 0) − C
ε
λ2
)
.
(4.47)
In page 576 of [6] it was proved that there exist constants A,B,C ∈ IR such
that
K˜ε(y, λ)→ Kε(y, λ) in C
2(ω0 × (0,+∞)). (4.48)
By Theorem 1.3 we have that ∇RA(r0) = 0 and
∂2RA
∂x21
(r0) 6= 0. This means
that r0 is a nondegenerate critical point for the function RA(y1, 0, .., 0).
Hence Step 1 in [6] applies and then we have the uniqueness of the critical
point ofKε(y1, λ). Then y1,ε = y2,ε and λ1,ε = λ2,ε and the claim follows. 
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