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1 Introduccio´
Les ondetes (wavelets en angle`s, ondelettes en france`s i ond´ıculas en castella`) so´n una
eina matema`tica moderna —apareixen al comenc¸ament dels vuitanta— que ha pro-
tagonitzat una petita revolucio´ en diferents camps del que s’anomena gene`ricament
tractament del senyal: tractament d’imatges i so, enginyeria nuclear, neuroﬁsiologia,
imatges me`diques (tomograﬁes, ressona`ncies magne`tiques), o`ptica, geologia, radar,
modelitzacions de la visio´ humana, visio´ per computador, etc. Tambe´ so´n ara una
eina corrent en moltes branques de les matema`tiques: ana`lisi harmo`nica, ana`lisi
funcional, equacions diferencials, equacions en derivades parcials, fractals . . .
Les ondetes van apare`ixer com a resultat d’una primera s´ıntesi d’idees provi-
nents, d’una banda, de la teoria del senyal i, de l’altra, de certs desenvolupaments
de l’ana`lisi harmo`nica dels darrers anys, concretament la teoria de Littlewood-Paley i
les descomposicions ato`miques en espais de funcions. La idea original fou de Morlet
i Grossman, el 1981 ([6], [12]), en uns treballs sobre tractament de senyals d’origen
geolo`gic. Fou principalment el matema`tic france`s Yves Meyer qui s’adona` de les
connexions amb els desenvolupaments esmentats i va donar cos, estructura i popu-
laritat dins de la comunitat matema`tica a la nova teoria d’ondetes, a trave´s de molts
articles de recerca i obres de divulgacio´ ([10], [11]). Posteriorment, el 1986, hi va
haver una segona s´ıntesi, deguda a Ste´phane Mallat ([7], [8]), d’idees provinents de
la telefonia digital (quadrature mirror ﬁlters de Esteban-Galand, [4]), del tractament
d’imatges (els algorismes piramidals de Burt i Adelson, [1]) i de la pro`pia teoria (les
bases ortonormals d’ondetes, [2]) que ha portat a la nocio´ de l’ana`lisi multiresolucio´
(MRA), que e´s ara el marc habitual on es desenvolupen la major part de les aplica-
cions. Per tot aixo`, el recent desenvolupament de la teoria d’ondetes e´s un exemple
d’interdisciplinarietat en el progre´s cient´ıﬁc, i el matema`tic en particular.
La ﬁnalitat d’aquest article e´s donar una idea del que` so´n les ondetes. Per fer-ho,
he triat com a eix vertebrador el tema de la representacio´ i mostratge de funcions del
qual en donare´ una perspectiva histo`rica.
∗ Confere`ncia pronunciada a la Primera Trobada Matema`tica de la Societat Catalana de Matema`tiques,
marc¸ 1998.
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I que` vol dir representar funcions? Totes les representacions de les quals es par-
lara` tenen en comu´ una cosa: es tracta d’expressar funcions generals en termes de
funcions senzilles, particulars. Una bona representacio´ de funcions ha de ser senzilla
i u´til, tant per manipular-ne les transformacions com per fer-ne una implementacio´
nume`rica. Un dels objectius principals que es persegueixen e´s el de digitalitzar,
discretitzar, passar d’allo` analo`gic o continu al discret, digitalitzable. Aixo` s’aconse-
gueix en particular amb bases discretes de funcions, perque` permeten identiﬁcar una
funcio´ amb una successio´ ﬁnita o numerable de coeﬁcients. Aixo` per si sol ja e´s u´til,
pero` encara ho e´s me´s si els coeﬁcients de la representacio´ tenen una interpretacio´.
Les funcions i les transformacions entre elles poden ser de tipus molt divers. Per
exemple, podem pensar que un so e´s una funcio´ f (t) del para`metre temps —f (t)
mesura la pressio´ de l’aire al timpa` a l’instant t— deixant de banda com es trans-
forma aquesta pressio´ en impulsos nerviosos que el nostre cervell transforma en la
sensacio´ auditiva. Una imatge, plana i en blanc i negre, e´s una funcio´ f (x,y) de dues
variables (per a cada punt (x,y), f (x,y) representa el nivell de gris en el punt). La
distribucio´ de temperatures F(· , t) en una barra en l’instant t conforma una funcio´
de dues variables que voldr´ıem cone`ixer sabent la distribucio´ inicial de temperatures
i les restriccions imposades a la difusio´ de la calor. Exemples de transformacions
entre aquestes funcions so´n ﬁltrar soroll, augmentar el contrast, delimitar contorns,
analitzar com varien en el temps les discontinu¨ıtats, etc. Tambe´ podempensar en to-
tes les operacions que tenen a veure amb la transmissio´ de la informacio´ continguda
en la funcio´: digitalitzacio´, codiﬁcacio´, compressio´, reconstruccio´ etc. En deﬁnitiva,
tenir a l’abast formes u´tils de manipular funcions permetra` dur a terme algun tipus
d’ana`lisi o proce´s sobre les mateixes.
Aquesta perspectiva histo`rica, ni molt menys exhaustiva, tindra` tres parts: pri-
merament tractaremde se`ries i integrals de Fourier, que constitueixen el que podr´ıem
anomenar part cla`ssica (comenc¸ament del segle xix), per a la qual les funcions «sen-
zilles» so´n els sinus i cosinus. Despre´s veurem les integrals de Fourier amb ﬁnestra
mo`bil (WFT, cap al 1950). I, ﬁnalment, tractarem de l’ana`lisi amb ondetes, part que
desenvoluparem amb un xic me´s de detall matema`tic que les dues anteriors. Per
convenie`ncia en l’exposicio´, alguns cops es faran aﬁrmacions que en termes ma-
tema`tics estrictes so´n incorrectes o imprecises i que no s’han de treure, doncs, del
context acade`mic.
2 Se`ries i integrals de Fourier
2.1 Se`ries de Fourier
Fourier formula` les seves idees sobre representacio´ de funcions en una memo`ria del
1807 que publica` el 1822, anomenada The´orie analytique de la chaleur, on estudiava
el problema de la difusio´ de la calor. La forma pedago`gicament me´s eﬁcient d’intro-
duir les se`ries de Fourier e´s en relacio´ amb el me`tode de separacio´ de variables per
a tractar equacions en derivades parcials lineals. Aqu´ı m’interessa me´s considerar
el problema de la corda vibrant. Es tracta de determinar en cada instant t la posicio´
u(· , t) d’una corda que vibra coneixent-ne la posicio´ i velocitat inicials i les forces
que hi actuen. E´s a dir, tenim condicions inicials u(x,0) = f (x) i ut(x,0) = g(x)
per a 0 ≤ x ≤ L, on L e´s la longitud de la corda. El moviment esta` regit, en unitats
adequades i en l’abse`ncia de forces, per l’equacio´ d’ona uxx = utt . Tambe´ cal tenir
en compte les condicions de contorn u(0, t) = u(L, t) = 0, que expressen que la
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corda te´ els extrems ﬁxats durant el moviment. Si s’aplica el me`tode de separacio´
de variables (e´s a dir, s’assagen solucions u(x, t) = X(x)T(t)) es troba que les fun-
cions sin(nπx/L)cos(nπt/L) i sin(nπx/L) sin(nπt/L) so´n ambdues solucions de
l’equacio´ i de les condicions de contorn, i per tant tambe´ ho so´n llurs combinacions
lineals
∞∑
n=1
sin
nπx
L
(
an cos
nπt
L
+ bn sin nπtL
)
. (1)
Si a me´s s’han de complir les condicions inicials caldra` triar els coeﬁcients an,bn de
forma que
f (x) =
∞∑
n=1
an sin
nπx
L
, g(x) =
∞∑
n=1
nπ
L
bn sin
nπx
L
.
Fourier va enunciar que aixo` era sempre possible de forma que (1) era la solucio´
general del problema. En particular s’observa que la solucio´ e´s 2L-perio`dica en t.
Canviant d’escala, i sense restringir-se a funcions que s’anul.len en els extrems,
l’enunciat de Fourier es reformula dient que tota funcio´ 1-perio`dica s’expressa com a
superposicio´ (suma) de les funcions 1-perio`diques me´s senzilles, e´s a dir, sin2πnx,
cos 2πnx,
f (x) = a0 +
∞∑
n=1
(an sin2πnx + bn cos2πnx).
Resultame´s senzill treballar en el camp complex, i amb la identitat e2πinx=cos2πnx
+i sin2πnx, una formulacio´ equivalent de l’enunciat de Fourier e´s que
f (x) =
∞∑
n=−∞
cne2πinx (2)
per a tota funcio´ 1-perio`dica f , on ara tant f (x) com els cn poden prendre valors
complexos.
E´s clar que en (2) cal considerar en general sumes inﬁnites, altrament e´s im-
possible que superposant sinus i cosinus es puguin obtenir funcions «arbitra`ries».
Justament aquesta era la principal objeccio´ a l’enunciat de Fourier en el seu temps;
precisar en quin sentit l’enunciat de Fourier e´s correcte, amb tot el que aixo` repre-
senta sobre les nocions mateixes de funcio´, converge`ncia, etc., ha estat certament
un problema histo`ricament important. Una part de l’ana`lisi harmo`nica consisteix
precisament en veure en quins espais de funcions hi ha un determinat tipus de con-
verge`ncia de la se`rie. Llevat d’aquest tipus de detalls te`cnics, l’enunciat de Fourier e´s
correcte (i fou provat rigorosament per Dirichlet), i aix´ı el considerarem aqu´ı sense
entrar en precisions: tota funcio´ 1-perio`dica f s’expressa, d’una manera u´nica, en
la forma (2), on interpretem que la converge`ncia e´s puntual, e´s a dir per a tot x, es
te´ f (x) = limn
∑n
k=−n cke2πikx . Els coeﬁcients so´n
cn = cn(f ) =
∫ 1
0
f (x)e−2πinx dx.
Observeu que per periodicitat pot substituir-se l’interval [0,1] per qualsevol altre
per´ıode, e´s a dir, qualsevol interval de longitud 1. Els punts segu¨ents recullen les
idees principals contingudes en aquest enunciat que ens interessa destacar:
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a) Les funcions en(x) = e2πinx,n ∈ Z constitueixen una base de funcions
1-perio`diques, ja que tota altra funcio´ f s’expressa d’una forma u´nica f =∑n cnen.
A me´s a me´s, tenim tambe´ un teorema de Pita`gores, que aqu´ı s’anomena igualtat de
Parseval, ∫ 1
0
|f (x)|2dx =
∑
n
|cn|2.
Aquesta relacio´ ens diu de quin espai so´n les {en} una base: de les funcions
1-perio`diques que fan ﬁnita la integral de l’esquerra, l’espai L2([0,1]). Cal mirar-
se la integral de l’esquerra com el quadrat de la norma euclidiana de f , la suma
(integral) dels quadrats de tots els coeﬁcients f (x) de f , talment com en els es-
pais euclidians de dimensio´ ﬁnita. Aix´ı com el producte escalar de dos vectors
(a1, a2, · · · , an), (b1, b2, · · · , bn) e´s
∑
i aibi, el producte escalar o correlacio´ entre
dues funcions 1-perio`diques f ,g es deﬁneix
< f ,g >=
∫ 1
0
f (x)g(x)dx.
Com tots els productes escalars deﬁnits positius, te´ la propietat (desigualtat de
Schwarz) que
| < f ,g > | ≤ ‖f‖‖g‖,
i val la igualtat si i nome´s si f ,g so´n proporcionals, e´s a dir, f (t) = cg(t) per a una
certa constant c. En aquest sentit, aquest producte escalar o me´s aviat el coeﬁcient
de correlacio´
ρ(f ,g) = | < f ,g > |‖f‖‖g‖
mesuren el pes que te´ g dins f . Observeu que cn =< f , en >, per tant cn mesura el
pes que te´ en en f i (2) es reescriu
f =
∑
n
< f , en > en,
tal com en les bases ortonormals de l’a`lgebra lineal en dimensio´ ﬁnita.
b) Hi tenim aqu´ı un primer exemple de discretitzacio´. Passem, sense perdre res
a nivell teo`ric, d’un continu d’informacio´ {f(x),x ∈ [0,1]} a unes dades discretes
cn. El pas de f als coeﬁcients cn pot mirar-se com una codiﬁcacio´ o ana`lisi i el
pas contrari dels coeﬁcients (cn) a f mitjanc¸ant la se`rie com una descodiﬁcacio´ o
s´ıntesi. A la pra`ctica nome´s podrem guardar un nombre ﬁnit dels coeﬁcients (deixant
de banda que a la pra`ctica no coneixem tampoc f (x) per a tot x). Ara be´, com
que lim|n|→∞ cn = 0 (per exemple, a causa de la converge`ncia de la se`rie
∑ |cn|2), si
substitu¨ım f per f˜ =∑Nk=−N ckek, onN e´s gran, podr´ıempensar en principi que tenim
una bona aproximacio´. Aixo` pero` no e´s ben be´ aix´ı perque` la velocitat amb la qual cn
tendeix a zero pot ser molt lenta. Hi ha un principi general segons el qual quan me´s
suau o regular e´s f , en el sentit d’abse`ncia de canvis sobtats en intervals petits, me´s
ra`pidament cn → 0. Per comprendre aquest principi, comparem una en (e´s a dir, un
sinus o cosinus) amb una frequ¨e`ncia n alta amb una altra de frequ¨e`ncia baixa; la
primera te´ grans oscil.lacions en intervals petits —aixo` e´s justament la frequ¨e`ncia—
mentre que l’altra no. Si tenim una funcio´ sense canvis sobtats e´s prou natural
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esperar que els en amb altes frequ¨e`ncies hi tinguin poc pes en la representacio´ (2)
de f , e´s a dir, els coeﬁcients cn han de ser me´s petits quan me´s regular e´s la funcio´,
si n e´s gran.
c) Si tenim una funcio´ f amb un per´ıode a ≠ 1, canviant d’escala (e´s a dir, consi-
derant g(x) = f (ax)), obtenim
f (x) =
∞∑
n=−∞
cnein
2π
a x, cn = 1a
∫ a
2
− a2
f (x)e−in
2π
a x dx. (3)
d) Les funcions sinus i cosinus estan caracteritzades per una frequ¨e`ncia. Habi-
tualment treballem amb funcions reals i, si cn = Ane2πiαn e´s la representacio´ polar
del nu´mero cn, escrivim la representacio´ en se`rie de Fourier sota la forma
f (x) =
+∞∑
n=0
An cos2π(αn +nx).
El nombre positiu An s’anomena amplitud i l’angle αn fase inicial de la frequ¨e`n-
cia n. La successio´ de coeﬁcients cn (o d’amplituds i fases) s’anomena contingut
en frequ¨e`ncia o espectre de f , cn do´na el pes del component de f de frequ¨e`ncia n.
Tambe´ s’acostuma a dir que coneixem f en el domini frequ¨encial, en contraposicio´
al domini espacial o temporal de les x. E´s clar que cadascuna de les informacions
determina l’altra. En cada cas concret, un dels dos aspectes tindra` potser me´s signi-
ﬁcat que l’altre. Pensem per exemple en la corda que vibra segons (1). Origina una
ona longitudinal de so —la vibracio´ e´s transmesa per les mole`cules d’aire— que ar-
riba al nostre timpa` produint una oscil.lacio´ F(t) en la pressio´ que, igual que u(x, t),
sera` 2L-perio`dica en t,
F(t) =
∑
n
Mn
(
an cos
nπt
L
+ bn sin nπtL
)
.
Me´s que lamateixa F(t), so´n els coeﬁcients—el contingut frequ¨encial— els que tenen
un signiﬁcat, auditiu en aquest cas. El so que sentim e´s una superposicio´ de sons. Els
components en cos πtL , sin
πt
L s’anomenen els harmo`nics fonamentals de per´ıode 2L
i els altres els harmo`nics secundaris. Una determinada nota, per exemple un la d’una
octava, te´ associada una determinada frequ¨e`ncia, la dels harmo`nics fonamentals. Els
altres harmo`nics so´n els que donen al so les seves altres caracter´ıstiques i diferencien
per exemple la mateixa nota emesa per dos instruments diferents.
2.2 Integrals de Fourier
Que` es pot fer amb una funcio´ f (x) sense per´ıodes? Es pot representar tambe´ en
termes d’altres funcions me´s senzilles? E´s clar com es pot procedir: apliquem (3) a
la funcio´ a-perio`dica que coincideix amb f en l’interval [−a2 , a2 ],
f (x) =
+∞∑
−∞
(
1
a
∫ a
2
− a2
f (u)e−in
2π
a u du
)
ein
2π
a x, |x| ≤ a
2
,
i fem tendir a a +∞. El resultat que s’obte´ e´s
f (x) =
∫ +∞
−∞
fˆ (ω)e2πiωx dω, (4)
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on
fˆ (ω) =
∫ +∞
−∞
f (x)e−2πiωx dx.
La funcio´ fˆ s’anomena la transformada de Fourier de f i (4) la representacio´ de f
en integral de Fourier. Resumim les idees que hi ha en aquesta representacio´:
a) Les funcions senzilles continuen essent els sinus i cosinus, o les eω(x) =
e2πiωx , pero` ara totes les frequ¨e`ncies so´n lo`gicament necessa`ries i les sumes ﬁnites
o numerables es transformen en sumes cont´ınues, integrals,
f =
∫ +∞
−∞
fˆ (ω)eω dω.
En el cas que considerem, sense per´ıodes, l’espai on treballem e´s l’espai L2(R)
de senyals d’energia ﬁnita
‖f‖ =
(∫ +∞
−∞
|f (x)|2dx
) 1
2
.
Com en el cas perio`dic, la correlacio´ de dues funcions f ,g e´s
< f ,g >=
∫ +∞
−∞
f (x)g(x)dx,
i s’interpreta ana`logament, e´s una mesura de la semblanc¸a entre f ,g.
Observem que fˆ (ω) =< f , eω > i aix´ı (4) es reescriu
f =
∫ +∞
−∞
< f , eω > eω dω (5)
que diu que les funcions eω fan el paper de base ortonormal cont´ınua de L2(R) (si
pensem en la integral com una combinacio´ lineal inﬁnita). Tanmateix, hi ha quel-
com curio´s que no es do´na en el cas perio`dic: eω ∉ L2(R)! En aquest sentit, la
representacio´ (4) te´ quelcom de ma`gic, no del tot natural.
El teorema de Pita`gores-Parseval e´s aqu´ı:
‖f‖2 =< f ,f >=<
∫ +∞
−∞
fˆ (ω)eω dω,f >=
∫ +∞
−∞
fˆ (ω) < eω,f > dω
=
∫ +∞
−∞
|fˆ (ω)|2dω = ‖fˆ‖2.
Per polaritzacio´, l’equacio´ anterior e´s equivalent a
< f ,g >=
∫ +∞
−∞
f (x)g(x)dx =
∫ +∞
−∞
fˆ (ω)gˆ(ω)dω =< fˆ , gˆ >, (6)
b) Tambe´ en l’aspecte codiﬁcacio´-decodiﬁcacio´ s’ha perdut quelcom, ja que pas-
semd’un continu d’informacio´ f (x) a un altre continu fˆ (ω). Aquest aspecte negatiu
esta` relacionat amb l’anterior, ja no tenim cap base discreta de L2(R). Igual que en
el cas perio`dic, fˆ (ω) → 0 quan |ω| es fa gran i com me´s regular e´s f globalment,
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me´s ra`pidament fˆ (ω) tendeix a zero quan |ω| → ∞ (menys incide`ncia tenen les
frequ¨e`ncies altes).
c) Per iteracio´ s’obte´ una versio´ n-dimensional:
f (x1, · · · , xn) =
∫
· · ·
∫
fˆ (ω1, · · · ,ωn)e2πi(ω1x1+···+ωnxn) dω1 · · ·dωn,
on
fˆ (ω1, · · · ,ωn) ==
∫
· · ·
∫
f (x1, · · · , xn)e−2πi(ω1x1+···+ωnxn) dx1 · · ·dxn.
d) Es pot considerar el cas perio`dic, e´s a dir, la representacio´ en se`rie de Fourier
d’un senyal perio`dic, com un cas particular de la representacio´ en integral de Fourier:
si f e´sa-perio`dica tan sols cal considerar en la representacio´ (4) els eω que so´n tambe´
a-perio`dics, e´s a dir,ω = n/a amb n ∈ Z i aleshores (4) esdeve´ (3).
2.3 Per a que` e´s u´til la transformacio´ de Fourier?
En primer lloc, el mo´n e´s ple de feno`mens oscil.latoris i e´s per tant del cas disposar
d’una manera de manipular funcions adaptada a aquest fet com e´s la representacio´
de Fourier, que utilitza sinus i cosinus, les funcions oscil.lato`ries me´s senzilles. Ara
be´, la transformacio´ i representacio´ de Fourier no so´n solament eines matema`tiques,
sino´ que tenen una existe`ncia real. Per exemple, en cristal.lograﬁa, en la difraccio´ de
raigs X per cristalls, la funcio´ d’ona resultant e´s la transformacio´ de Fourier de la
funcio´ de densitat electro`nica del cristall; en o`ptica, si estudiem la difraccio´ produ¨ıda
per petites obertures en una pantalla, hi apareixera` en una primera aproximacio´
(difraccio´ de Fraunhofer) la transformada de Fourier de la funcio´ caracter´ıstica de
l’obertura; o tambe´ es parla d’espectres caracter´ıstics dels elements. En moltes d’a-
questes situacions s’hi do´na un problema interessant´ıssim, que e´s el problema de
la fase, que consisteix en que els aparells mesuren en general tan sols el mo`dul
R(ω) = |fˆ (ω)|; si fˆ (ω) = R(ω)eiαω , es perd la fase αω que cal per determinar fˆ i
per tant f . Es tracta d’un problema matema`ticament mal formulat, pero` que tanma-
teix els cristal.lo`grafs resolen! No e´s senzill descriure matema`ticament les solucions
que es donen a aquest problema; alguna d’elles va valdre als seus autors el Premi
Nobel de Qu´ımica (Hauptman i Karle).
En u´ltima insta`ncia, la rao´ de la ubiqu¨itat de la representacio´ de Fourier en f´ısica i
en la cie`ncia en general te´ una explicacio´ matema`ticament senzilla. I e´s que e´s inhe-
rent a tot allo` que e´s invariant per translacions. Per explicar-ho amb un cert detall,
introdueixo una mica de notacio´. Sigui T una transformacio´ lineal entre funcions, e´s
a dir, per a cada funcio´ f tenim una altra funcio´ Tf i T(af + bg) = aT(f )+ bT(g)
si a,b so´n constants. Per exemple, f pot ser la posicio´ inicial d’una corda vibrant
(amb velocitat inicial zero) o la distribucio´ inicial de temperatures d’una barra i Tf
la posicio´ o distribucio´ de temperatures en un instant determinat. Qualsevol ope-
rador diferencial amb coeﬁcients constants e´s tambe´ un exemple de T . L’operador
T es diu invariant per translacions si T(τyf ) = τy(Tf ), on τy(g) denota la funcio´
τy(g)(x) = g(x −y). Canviar un origen de mesura, de temps o d’espai, representa
fer una translacio´ τy en les funcions, i per tant tots els operadors que no depenguin
d’una eleccio´ arbitra`ria d’origen seran invariants per translacions.
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Considerem un operador lineal invariant per translacions T i calcularem T(eω).
Les funcions eω tenen una propietat caracter´ıstica, eω(x + y) = eω(x)eω(y), que
expressat de forma me´s compacta, diu que τ−y(eω) = eω(y)eω. Aplicant ara
T i utilitzant la invaria`ncia per translacions trobem τ−y(T(eω)) = T(τ−y(eω)) =
eω(y)T(eω), e´s a dir, T(eω)(x + y) = eω(y)T(eω)(x). Fent x = 0, arribem a
T(eω)(y) =m(ω)eω(y), amb m(ω) = T(eω)(0), la qual cosa vol dir que T(eω) =
m(ω)eω. Totes les funcions eω so´n doncs vectors propis de tots els operadors inva-
riants per translacions. La funcio´m(ω) s’anomena multiplicador de T . Per exemple,
si T = D e´s l’operador de derivacio´, Deω = iωeω. La forma com T opera sobre una
funcio´ arbitra`ria e´s molt senzilla si s’utilitza la representacio´ de Fourier:
T(f ) = T
(∫
fˆ (ω)eω dω
)
,
i utilitzant linealitat
=
∫
fˆ (ω)T(eω)dω =
∫
fˆ (ω)m(ω)eω dω.
Dit d’una altra forma, tots els operadors invariants per translacio´ diagonalitzen en
la base {eω}. Aquesta e´s la rao´ principal per la qual la representacio´ de Fourier
—l’expressio´ en aquesta base— te´ una importa`ncia especial. En el domini frequ¨en-
cial, l’operador T no e´s res me´s que un operador de multiplicacio´, (T(f ))ˆ =mfˆ .
Aix´ı, gene`ricament parlant, hi ha tants operadors invariants per translacions com
funcionsmultiplicadors. Tambe´ pot entendre’s be´ el funcionament de T en el domini
temporal mitjanc¸ant una sola funcio´. Si δ designa la massa unitat en 0,
f (x) =
∫
f (y)δ(x −y)dy, o be´, f =
∫
f (y)τy(δ)dy,
i utilitzant les propietats de T , si K = T(δ),
T(f ) =
∫
f (y)T(τyδ)dy =
∫
f (y)τy(Tδ)dy
T(f )(x) =
∫
f (y)τy(K)(x)dy =
∫
f (y)K(x −y)dy.
La funcio´ K s’anomena resposta-impuls de T i l’operacio´ anterior convolucio´ f ∗ K
de f i K. Observeu que Kˆ = (T(δ))ˆ =mδˆ =m i en consequ¨e`ncia
K(x) =
∫ +∞
−∞
m(ω)e2πiωx dω.
Els dos para`grafs anteriors expliquen per que` de l’ana`lisi harmo`nica, se’n diu en
ocasions ana`lisi d’allo` invariant per translacions. Me´s generalment que en els espais
euclidians, pot fer-se ana`lisi harmo`nica en grups me´s generals, grups dotats d’una
topologia i d’una mesura invariant per l’operacio´ del grup, per exemple en els grups
ﬁnits i grups de matrius. Els sinus i cosinus eω so´n substitu¨ıts pels cara`cters del
grup, els morﬁsmes (continus) del grup en el grup multiplicatiu dels complexos.
Els operadors que corresponen a aparells que funcionen en temps real (e´s a dir,
que T(f )(x) nome´s depe`n dels valors de f (y) per a temps y ≤ x anteriors a x
i no del futur) so´n, utilitzant Tf = f ∗ K, exactament aquells tals que K(x) = 0
si x ≤ 0. Aixo` porta a l’estudi dels corresponents multiplicadors, funcions m que
tenen transformada de Fourier nul.la en un semieix. Aquestes funcions, que tenen
extensions anal´ıtiques en un semipla`, constitueixen els espais de Hardy que per
aquesta rao´ so´n el pont entre l’ana`lisi complexa i la teoria del senyal.
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2.4 Discretitzacio´ de funcions. El cas de senyals de banda limitada
En primer lloc introdu¨ırem algunes nocions generals sobre discretitzacio´ que s’uti-
litzen en aquest apartat i en d’altres posteriors.
En termes generals, un proce´s estable de discretitzacio´ en un espai X de funcions
f (x) d’energia ﬁnita e´s una aplicacio´ lineal
f → (aγ(f ))γ,
que associa a cada f ∈ X una fam´ılia de coeﬁcients aγ dependents d’un para`metre
discret γ amb la propietat d’estabilitat : hi ha dues constants A,B tals que l’energia
‖f‖ del senyal es controla mitjanc¸ant
A‖f‖2 ≤
∑
γ
|aγ|2 ≤ B‖f‖2. (7)
En particular l’aplicacio´ e´s injectiva, i el senyal f queda completament determinat
per (aγ). La representacio´ de f mitjanc¸ant els coeﬁcients (aγ) e´s doncs completa
en X.
Si (bγ) correspon a la funcio´ g(x),
A‖f − g‖2 ≤
∑
γ
|aγ − bγ|2 ≤ B‖f − g‖2.
Aixo` signiﬁca que petits errors en el ca`lcul dels coeﬁcients porten a petits errors en
les funcions; per aquest fet es diu tambe´ que el proce´s de discretitzacio´ e´s robust,
suporta be´ els errors. Si A = B i val la igualtat en (7) diem que el proce´s e´s r´ıgid o
exacte.
Per exemple, els coeﬁcients de Fourier d’una funcio´ perio`dica en constitueixen
una representacio´ exacta, amb constant 1. En aquest cas disposem tambe´ d’una
forma concreta de recuperar f , sumant la se`rie de Fourier. Sempre que tinguem una
base ortonormal {eγ} de X, el conjunt de les correlacions aγ =< f , eγ > donen, per
deﬁnicio´, una representacio´ completa i exacta amb reconstruccio´ f =∑ < f , eγ > eγ .
Pero`, llevat del cas perio`dic, coneixem expl´ıcitament ben poques bases discretes dels
espais funcionals. En particular, coneixem una base discreta de l’espai L2(R) de totes
les funcions d’energia ﬁnita? Les funcions {eω} tenen alguna de les propietats, com
ara (5), pero` tenen —a part del que es comentara` a la seccio´ 2.5— dos inconvenients:
no e´s una familia discreta i no estan en l’espai!
Tornant al cas general, com que f → aγ(f ) e´s continu, el teorema de Riesz de
representacio´ do´na l’existe`ncia d’una funcio´ φγ d’energia ﬁnita tal que aγ(f ) e´s la
correlacio´ < f ,φγ >, per a tota f ∈ X. S’arriba aix´ı a un sistema discret {φγ} de
funcions que e´s estable en el sentit que
A‖f‖2 ≤
∑
γ
| < f ,φγ > |2 ≤ B‖f‖2, f ∈ X,
El sistema {φγ} s’anomena marc de refere`ncia, o breument, marc (frame, en angle`s)
per a X. Les bases ortonormals so´n els marcs r´ıgids de constant 1. Aix´ı en un marc
tota f ∈ X queda determinada de manera estable per les correlacions < f ,φγ >.
El procediment de discretitzacio´ me´s habitual e´s mitjanc¸ant mostres. Una mostra
d’una funcio´ f e´s la successio´ de valors {f (nh),n ∈ Z}, on h e´s el pas de mos-
tratge. Podem substituir la successio´ nh per una general (xn); quan d’aquesta
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manera s’obte´ una discretitzacio´ estable de X es diu que la successio´ (xn) e´s de
mostratge per a X (sampling).
Considerem ara la qu¨estio´ de la reconstruccio´. La funcio´ f esta` determinada per
les correlacions < f ,φγ >; pero`, com? Pot provar-se que tot marc te´ associat un
altre marc {φ∗γ}, anomenat marc dual, tal que
f =
∑
γ
< f ,φγ > φ∗γ, f =
∑
γ
< f ,φ∗γ > φγ.
Hi ha algorismes iteratius, i per tant programables, que a la pra`ctica permeten calcu-
lar aproximacions arbitra`riament precises de f a partir de les correlacions< f ,φγ >,
tant si es coneix el marc dual com si no. Quan el marc e´s r´ıgid de constant A ales-
hores φ∗γ = 1Aφγ , i per tant f = 1A
∑
γ < f ,φγ > φγ ; en el cas de bases ortonormals,
A = 1, tenim la reconstruccio´ habitual. Quant me´s properes so´n les constants A,B
del marc me´s r´ıgid e´s, me´s s’assembla φ∗γ a
1
Aφγ i menys error representa utilitzar
la fo´rmula de reconstruccio´ anterior.
D’altra banda, cal fer notar que < f ,φγ > no so´n en general els u´nics coeﬁcients
aγ tals que f =
∑
aγφ∗γ . Aixo` porta a una altra qu¨estio´ important a considerar
parlant de discretitzacio´, que e´s la redunda`ncia. Sense precisar: que un proce´s,
o el marc corresponent, sigui redundant vol dir que sobra quelcom als coeﬁcients
< f ,φγ > per determinar f de manera estable, i no redundant vol dir que no hi
sobra res, que totes les correlacions fan falta. Per exemple, esta` clar que una base
ortonormal no e´s redundant. Si ajuntem dues bases ortonormals s’obte´ un marc
r´ıgid de constant 2 que e´s o`bviament redundant. Un altre exemple, aquest per a
l’espai R2, e´s el marc r´ıgid de R2 format pels tres vectors (1,0), (−12 ,
√
3
2 ), (−12 ,−
√
3
2 ).
La redunda`ncia signiﬁca que hi ha relacions entre els coeﬁcients < f ,φγ >, que
provenen de possibles relacions entre els φγ . Podem veure que les dues propietats
segu¨ents so´n equivalents:
• La successio´ de coeﬁcients < f ,φγ >,f ∈ X pot ser qualsevol de quadrat
sumable, e´s a dir, per a tota fam´ılia de nombres (aγ) complint
∑ |aγ|2 < +∞
hi ha una u´nica f ∈ X tal que < f ,φγ >= aγ.
• El sistema {φγ} e´s linealment independent (topolo`gicament), e´s a dir, cap φγ
e´s una combinacio´ lineal dels altres.
Quan aixo` e´s cert, diem que el marc e´s no redundant. En aquest cas tambe´ ho e´s el
marc dual. Un marc no redundant per a X e´s, doncs, aquell tal que tota f ∈ X te´
una u´nica expressio´
f =
∑
γ
bγφγ,
amb
∑ |bγ|2 comparable a ‖f‖2, i aleshores l’expressio´ anterior e´s l’expressio´ gene-
ral de f ∈ X. Per aquest fet, els marcs no redundants s’anomenen tambe´ bases de
Riesz.
En el cas que s’estigui considerant una successio´ demostratge,< f ,Φn >= f (xn),
la propietat anterior estableix que per a tota fam´ılia (an) de quadrat sumable hi ha
una u´nica f ∈ X tal que f (xn) = an, i es parla aleshores de propietat d’interpo-
lacio´. Aix´ı, les successions de mostratge no redundants so´n les que, a me´s, tenen la
propietat d’interpolacio´.
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El resultat de mostratge me´s conegut e´s el que s’anomena teorema de Nyquist-
Shannon de mostratge sense pe`rdua d’informacio´. De fet, es tracta, com ara veurem,
d’un resultat matema`ticament equivalent al fet que les funcions en formen una base
de l’espai de funcions 1-perio`diques, i per tant prou ben conegut molt abans de
Shannon, pero` ell fou qui en mostra` la relleva`ncia en la teoria de la comunicacio´
([13]). L’enunciat prec´ıs e´s el segu¨ent:
Suposem que la funcio´ f te´ un espectre contingut en [−λ,+λ], e´s a dir, que en
la seva representacio´ de Fourier nome´s hi intervenen funcions sinus i cosinus de
frequ¨e`ncies inferiors a λ. Aquestes funcions s’anomenen de banda limitada, tenen
extensions enteres, i constitueixen l’espai X = Bλ de Paley-Wiener. Aleshores, si
h = 12λ , la mostra {f (nh),n ∈ Z} determina completament f mitjanc¸ant la fo´rmula
f (x) =
+∞∑
n=−∞
f (nh) sinc(2λx −n).
Aqu´ı la funcio´ sinus cardinal sinc e´s la funcio´ sinc(y) = sinπyπy i el desenvolupament
anterior e´s uniformement convergent sobre compactes. A me´s a me´s, hi ha una
igualtat de Parseval ∫ +∞
−∞
|f (x)|2dx =
+∞∑
n=−∞
|f (nh)|2.
Per provar el teorema tan sols cal combinar la representacio´ (4) de f amb
fˆ (ω) =
∞∑
n=−∞
cnein
π
λ ω, cn = 12λ
∫ λ
−λ
fˆ (ω)e−in
π
λ ω dω = 1
2λ
f
(
− n
2λ
)
,
que s’obte´ de (3) estenent fˆ com a funcio´ 2λ-perio`dica.
El teorema de Nyquist-Shannon estableix que les funcions traslladades del sinus
cardinal, sinc(2λx − n),n ∈ Z, constitueixen una base ortonormal de l’espai Bλ, i
f (nh) els coeﬁcients. Es tracta per tant d’una representacio´ exacta. Cal fer notar
el fet, a priori prou clar, que com me´s gran e´s λ —i per tant com menys informacio´
sobre el suport de fˆ tinguem— me´s petit e´s el pas h i per tant me´s sovintejat e´s el
mostratge. Si es pren un pas de mostratge superior es produeix el fet conegut com
l’aliasing o de solapament d’espectre. Si, al contrari, es mostreja me´s sovintejat de
que teo`ricament cal, es parla de sobremostratge (oversampling), que permet utilitzar
fo´rmules de sumacio´ diferents de la del sinus cardinal i me´s ra`pidament convergents.
Fins recentment no s’han descrit completament les successions de nombres reals
(xn)n∈Z que tenen la mateixa propietat, e´s a dir, que so´n simulta`niament de mos-
tratge i d’interpolacio´ per a l’espai Bλ. D’acord amb el que s’ha dit abans, i ate`s
que
f (xn) =
∫
fˆ (ξ)e2πixnξ dξ =< fˆ , exn >,
aixo` e´s equivalent a la descripcio´ de les fam´ılies de cara`cters {exn} que constituei-
xen una base de Riesz de l’espai L2[−λ,+λ]. La caracteritzacio´ e´s complicada i no
la donarem aqu´ı; un resultat me´s senzill pero` il.lustratiu e´s el teorema de Kadecs: si
|xn − n| ≤ d < 14 , els {exn} formen una base de Riesz de L2[0,1]. Aquest tipus de
resultats constitueixen un camp actiu de recerca en ana`lisi. Com a exemples de pro-
blemes atractius oberts es poden citar el de donar versionsmultidimensionals del te-
orema de Shannon —relacionat amb problemes de visio´ (com veu l’ull huma`?)— o be´
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l’anomenat problema multibanda, que constitueix en substituir l’interval [−λ,+λ],
on es troben totes les frequ¨e`ncies, per dos o me´s intervals disjunts. Aquesta fo´ra la
situacio´ que es do´na per exemple si canten simulta`niament una soprano i un tenor.
Un enunciat equivalent al de Nyquist-Shannon s’obte´ permutant els papers de
f , fˆ : si la funcio´ f viu nome´s en [−T ,+T], la transformada fˆ queda determinada
pel seus valors en els punts n2T ,n ∈ Z. I el ca`lcul d’aquests es realitza mitjanc¸ant
sumes de Riemann
fˆ ( n
2T
) =
∫ +T
−T
f (x)e−2πix
n
2T dx ∼ 1
M
M∑
−M
f(kT
M
)e−πi
kn
M .
Es tracta d’una versio´ discreta de la transformadade Fourier, de fet en el grup d’arrels
de la unitat. L’algorisme per implementar de manera o`ptima aquests ca`lculs es
coneix en ana`lisi nume`rica com transformada ra`pida de Fourier (FFT), i ha estat
d’una enorme importa`ncia. Tot i que ja fou apuntat per Gauss, no fou ﬁns al 1965
que va ser reintrodu¨ıt per J. Cooley i J. Tukey en un article de gran transcende`ncia.
En paraules de T. Ko¨rner, es tractava «d’una solucio´ que buscava un problema», en
aquest cas la implementacio´ ra`pida de la transformacio´ de Fourier en els naixents
ordinadors.
2.5 Per a que` no serveix la transformacio´ de Fourier?
En primer lloc, hi ha evidentment moltes transformacions entre funcions que o be´
no so´n lineals o be´ no so´n invariants per translacio´, especialment en l’a`mbit del trac-
tament d’imatges. Des d’un punt de vista me´s te`cnic, la transformacio´ de Fourier te´
l’inconvenient que fora de l’espai L2(R) calen eines matema`tiques me´s soﬁsticades.
Pero`, sens dubte, el principal inconvenient esta` en la pobra localitzacio´ temps-
frequ¨e`ncia. Per explicar aixo` utilitzare´ un exemple extrem. Considerem un so, una
pec¸a musical, que te´ un principi i un ﬁnal, e´s a dir, una funcio´ f (t) que te´ un suport
compacte i representacio´ de Fourier
f (t) =
∫
fˆ (ω)e2πiωt dω.
Pensem en una funcio´ eω(t) = e2πiωt com una nota d’una certa octava, per exemple
un do. Que` signiﬁca la correlacio´
fˆ (ω) =
∫ +∞
−∞
f (t)e−2πiωt dt ?
E´s quelcom que depe`n de totes les amplituds de tots els dos emesos durant la inter-
pretacio´ de la pec¸a, quelcom que o`bviament no te´ cap signiﬁcat musical. A efectes
de codiﬁcacio´ o gravacio´, fo´ra absurd pretendre utilitzar fˆ , caldria esperar a que
acabe´s la interpretacio´ per comenc¸ar a fer quelcom! Aquest s´ımil mostra clarament
que la transformacio´ de Fourier do´na una informacio´ global en el temps o espai
sense reﬂectir aspectes locals, completament localitzada en frequ¨e`ncia. A me´s a
me´s, estem representant una funcio´ amb suport compacte utilitzant les eω que no
el tenen. El que
∫
fˆ (ω)e2πiωt dω sigui zero per a t fora del suport e´s degut a cancel-
lacions degudes a causa de les fases dels coeﬁcients, en cert sentit e´s ma`gic; el que
coses no necessa`riament petites —|fˆ (ω)| pot ser gran per a tot ω— es superposin
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per donar zero e´s una caracter´ıstica nume`ricament no desitjable. Un cas extrem e´s
quan considerem la massa unitat en un punt a, per a la qual la transformada de
Fourier e´s e−2πiaω, que te´ mo`dul constant 1.
El que aixo` signiﬁca e´s que la transformada de Fourier no capta en absolut aspec-
tes locals del senyal, com per exemple els canvis sobtats, els salts, o l’autossimilaritat
local. En termes de la transformacio´ de Fourier e´s impossible saber, sense fer la re-
construccio´, si un senyal te´ per exemple un pic o una discontinu¨ıtat en un punt, o
si creix ra`pidament o lentament a l’entorn d’un punt. Resumint, la teoria de Fou-
rier ens ensenya que cada funcio´ te´ una altra cara, la frequ¨encial, pero`, com en una
moneda, si mirem una cara no veiem l’altra.
El llenguatge musical, el solfeig, e´s en aquest sentit una forma superior de repre-
sentar funcions, perque` diu quines frequ¨e`ncies (notes) intervenen i tambe´ en quin
moment. El solfeig do´na informacio´ del contingut local en frequ¨e`ncia.
3 Integrals de Fourier amb ﬁnestra (WFT)
3.1 Per que` ﬁnestres?
Als anys cinquanta es van desenvolupar, principalment gra`cies a D. Gabor i la seva
escola ([5]), algunes eines matema`tiques, modiﬁcacions de la transformacio´ de Fou-
rier que intentaven resoldre l’anterior inconvenient. Es tracta doncs de dissenyar
quelcom que doni informacio´ del contingut local en frequ¨e`ncia. En una primera
aproximacio´, aquesta ana`lisi local seria la que fa la nostra o¨ıda. Si tenim un so f (t),
e´s raonable suposar que la sensacio´ auditiva en un moment determinat u depe`n
nome´s de f (t) per a u− T ≤ t ≤ u, T seria com el temps l´ımit de memo`ria. El que
sentim en l’instant u es conformaria amb el contingut frequ¨encial d’aquesta part del
so
f˜ (u,ω) =
∫ u
u−T
f (t)e−2πiωt dt.
Potser e´s me´s del cas substituir la funcio´ caracter´ıstica de l’interval [u − T ,u] per
G(t−u), on G e´s suau, te´ suport diguem en [−T ,0] i val 1 en [−T +,−]. En el que
segueix, G pot ser pero` qualsevol funcio´ real ben localitzada en l’espai, d’energia
ﬁnita (que suposarem 1), i considerem
f˜G(u,ω) =
∫ +∞
−∞
f (t)G(t −u)e−2πiωt dt.
La funcio´ f˜ s’anomena transformada de Fourier de f amb la ﬁnestraG (windowed
Fourier transform, en terminologia anglesa). Com a funcio´ de ω, no e´s res me´s que
la transformada de Fourier de fτu(G) i per tant e´s obvi que f˜ continua determinant
f un´ıvocament. Aixo` mateix mostra que hi ha una redunda`ncia d’informacio´, cosa
d’esperar perque` passem d’un continu d’informacio´ f (t) a un doblement continu.
Quant me´s ben localitzada e´s G me´s precisa e´s la informacio´ sobre f al voltant de
u que porta f˜ (u, ·).
Per quantiﬁcar la localitzacio´ d’una funcio´ h ∈ L2(R) d’energia 1 e´s costum uti-
litzar la nocio´ de varia`ncia en probabilitats,
σ(h)2 =
∫
(t − µ)2|h(t)|2dt, on µ = µ(h) =
∫
t|h(t)|2dt.
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El para`metre µ(h) do´na la posicio´ del centre de la distribucio´ d’energia de densitat
|h|2 i σ(h) n’indica la dispersio´. Conve´ pensar que en l’interval [µ − σ,µ + σ] hi
ha concentrada la major part de l’energia de h (per exemple, en [µ − 2σ,µ + 2σ]
hi ha almenys les tres quartes parts de l’energia total). Suposarem aqu´ı que G, Gˆ
estan centrades en zero; per Parseval, tambe´ Gˆ te energia total 1. Aleshores, si
σ = σ(G),
f˜ (u,ω) ∼
∫ u+σ
u−σ
f (t)G(t −u)e−2πiωt dt,
que ve a dir que f˜ (u, ·) depe`n principalment de f en [u−σ,u+σ].
Observeu que, si Gu,ω(t) = e2πiωtG(t −u),
f˜ (u,ω) =
∫ +∞
−∞
f (t)Gu,ω(t)dt =< f ,Gu,ω > .
Aix´ı f˜ (u,ω) ens indica quin pes te´ Gu,ω en f , de la mateixa manera que fˆ (ω) indica
el pes de eω. Aquestes funcions Gu,ω, que no so´n sino´ sinus o cosinus localitzats
amb la ﬁnestra G(t − u), s’anomenen a`toms temps-frequ¨e`ncia o a`toms de Gabor i
substituiran els eω.
Per (6), i utilitzant tambe´ que (Gu,ω)ˆ(ξ) = e2πi(ω−ξ)uGˆ(ω− ξ),
f˜ (u,ω) =< fˆ , (Gu,ω)ˆ >= e−2πiωu
∫ +∞
−∞
fˆ (ξ)Gˆ(ξ −ω)e2πiξt dξ.
Aquesta expressio´ e´s pra`cticament igual a l’anterior canviant f per fˆ i G per Gˆ. Aixo`
signiﬁca que, com a funcio´ de u, f˜ (·,ω) diu com e´s fˆ al voltant deω, i me´s precisa
e´s aquesta informacio´ quant me´s ben localitzada e´s Gˆ. Si σˆ = σ(Gˆ), podem dir que
la precisio´ temporal de f˜ esta` quantiﬁcada per σ i la frequ¨encial per σˆ .
3.2 La localitzacio´ temps-frequ¨e`ncia
Ara e´s el moment de parlar del principi d’incertesa en ana`lisi harmo`nica, que aﬁrma
que per a qualsevol funcio´ de L2(R),
σ(G)×σ(Gˆ) ≥ 1
2π
,
i es do´na la igualtat si i nome´s si G (i per tant tambe´ Gˆ) e´s una gaussiana G(t) =
1
σ
√
2π e
− t2
2σ2 . Aquest principi e´s una de les moltes maneres, potser la me´s coneguda,
d’expressar la idea que una funcio´ G i la seva transformada Gˆ no poden ser ambdues
petites almateix temps. Un altre exemple: si f te´molts zeros en el sentit que te´ suport
compacte, i no e´s ide`nticament zero, fˆ n’ha de tenir molt pocs ja que en aquest cas
e´s una funcio´ entera, la transformada de Fourier-Laplace. Ja s’ha comentat abans
que en aquest exemple, la fo´rmula per a t fora del suport de f 0 = ∫ fˆ eiωt dω, e´s
deguda a cancel.lacions que depenen de les fases dels coeﬁcients. La idea intu¨ıtiva
del principi e´s, aproximadament, que per aconseguir me´s i me´s cancel.lacio´ calen
me´s i me´s sinus i cosinus. En part a causa de la relacio´ amb el principi d’incertesa
de Heisenberg de la meca`nica qua`ntica, esta` envoltat d’una aure`ola especial; pero`
matema`ticament no e´s un resultat profund i des d’un cert punt de vista e´s ﬁns i tot
un xic tautolo`gic.
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Tornant a f˜ , tenim, doncs, que e´s impossible que siguin simulta`niament preci-
ses les dues informacions locals sobre f , fˆ que f˜ porta. Novament, cal destacar
que aquest fet e´s prou clar intu¨ıtivament parlant, tant si s’utilitza la WFT com una
altra cosa. E´s a dir, sigui quina sigui l’eina matema`tica que s’utilitzi per obtenir in-
formacio´ local en temps i frequ¨e`ncia, sempre hi haura` un principi d’incertesa que
expressi la incompatibilitat fonamental entre la precisio´ d’ambdues mesures, senzi-
llament perque` la frequ¨e`ncia no pot ser mesurada instanta`niament. Aix´ı, si volem
aﬁrmar que un senyal te´ frequ¨e`ncia ω, aquest haura` de ser observat com a m´ınim
durant un per´ıode, e´s a dir, durant un interval de temps ≥ 1ω , i quan me´s per´ıodes
s’observin me´s conﬁanc¸a tindra` aquesta aﬁrmacio´. E´s clar que no es pot aﬁrmar
en quin moment un senyal te´ un determinat per´ıode, senzillament per la deﬁnicio´
de per´ıode! Cal mirar-se la WFT com un comprom´ıs entre ambdues informacions:
la informacio´ temporal esta` dispersada en ﬁnestres de mida σ i la frequ¨encial en
ﬁnestres de mida σˆ .
D’una manera simbo`lica s’associa a cada a`tom Gu,ω el rectangle del pla temps-
frequ¨e`ncia centrat en el punt (u,ω), demidaσ horitzontal i mida σˆ vertical; f˜ (u,ω)
depe`n principalment de f (t)fˆ (ξ) en aquest rectangle.
De la precisa quantiﬁcacio´ del principi d’incertesa abans formulada, resulta que
el millor comprom´ıs s’obte´ quan es tria com a ﬁnestra G una gaussiana. En aquest
cas, hom parla de la transformacio´ de Gabor.
3.3 La formula de reconstruccio´.
Com que f˜ (u, ·) e´s la transformada de Fourier de fτuG hom te´
f (t)G(t −u) =
∫ +∞
−∞
f˜ (u,ω)e2πiωt dω.
Multiplicant per G(t −u) i integrant despre´s en u s’obte´ la fo´rmula d’inversio´ o de
reconstruccio´
f (t) =
∫ ∫
Gu,ω(t)f˜ (u,ω)dωdu. (8)
Tornant al s´ımil musical, hom podria pensar en les funcions Gu,ω com en les
notes musicals, ara s´ı localitzades en el temps, que amb les respectives amplituds f˜
donen f per superposicio´. En termes matema`tics, s’ha resolt un dels problemes que
tenia la transformacio´ de Fourier, perque` ara s´ı que les funcions senzilles, els a`toms
Gu,ω so´n a L2(R) i l’equacio´ (8) s’escriu
f =
∫ ∫
< f ,Gu,ω > Gu,ω dωdu,
que e´s de la mateixa forma que (5) i signiﬁca que les funcions Gu,ω formen una
«base ortonormal» cont´ınua de L2(R). Hi ha un comentari de tipus te`cnic important
a fer aqu´ı, i e´s que les notes Gu,ω no so´n necessa`riament dos a dos perpendiculars.
Novament, el que valguin les fo´rmules anteriors e´s quelcom un xic ma`gic, depe`n de
cancel.lacions subtils.
La WFT e´s robusta en el sentit que hi ha una conservacio´ d’energia o teorema de
Parseval que aﬁrma que val Pita`gores per a la descomposicio´ (8),∫
|f (t)|2dt = c
∫ ∫
|f˜ (u,ω)|2dωdu.
46 Joaquim Bruna
La funcio´ Sf (u,ω) = |f˜ (u,ω)|2 e´s, per tant, una densitat d’energia en el pla temps-
frequ¨e`ncia; la zona d’inﬂue`ncia de Sf (u,ω) e´s el quadrat centrat en (u,ω) demides
σ, σˆ . La representacio´ de Sf segons nivells de gris s’anomena espectrograma. Con-
siderem per exemple un impuls, una delta en a; si la precisio´ temporal fos absoluta,
l’espectrograma tindria una l´ınia vertical negra en el punt d’abscissau = a. Amb una
ﬁnestra, veurem com aquesta l´ınia negra es dilueix proporcionalment a σ , obtenint
una banda que es va aclarint en els extrems. Si, en lloc d’un impuls, en tenim dos,
un en a i un altre en b, veurem dues bandes; si el para`metre de precisio´ temporal
σ e´s petit en relacio´ |b − a|, aquestes dues bandes estaran n´ıtidament separades,
pero` no en cas contrari. D’una manera ana`loga, si tenim una frequ¨e`ncia pura, un eα,
l’espectrograma seria una l´ınia horitzontal ω = α en el cas de precisio´ frequ¨encial
absoluta (Fourier) i una banda horitzontal en el cas enﬁnestrat. El principi d’incer-
tesa s’il.lustra amb el segu¨ent exemple: si f = δa + δb + eα + eβ, i |b−a|, |α−β| so´n
petits, l’espectrograma mai no podra` aconseguir separar n´ıtidament, discriminar
simulta`niament els dos impulsos i els dos sons purs.
En relacio´ amb la transformacio´ de Fourier tradicional, l’avantatge de la WFT
e´s la introduccio´ d’una escala, la mida de la ﬁnestra, que e´s ﬁxa; aspectes locals,
temporals, del senyal f sobre intervals me´s curts que la ﬁnestra, es reﬂecteixen,
so´n sintetitzats en frequ¨e`ncia,i combinen notes f˜ (u,ω) amb valors similars de u i
diferents ω, mentre que aspectes temporals sobre intervals molt me´s llargs que la
ﬁnestra necessiten combinar moltes notes amb diferents valors de t.
3.4 Discretitzacio´ de la WFT
La fo´rmula de reconstruccio´ pot interpretar-se en el sentit que els a`toms de Gabor
Gu,ω ∈ L2(R) constitueixen una base ortonormal cont´ınua de L2(R). E´s clar que e´s
redundant, perque` passem d’un continu f (t) a un doblement continu f˜ (u,ω); de
fet podem veure que les funcions f˜ compleixen una equacio´ integral del tipus
f˜ (u,ω) =
∫ ∫
f˜ (v, ξ)K(u,ω;v,ξ)dv dξ.
Cal plantejar-se la qu¨estio´: e´s possible triar una xarxa discreta Γ de punts γ =
(uγ,ωγ) del pla tals que {f˜ (γ)} discretitzi f de manera estable? Dit d’una altra
manera (recordem que f˜ (u,ω) =< f ,Gu,ω >), tals que la fam´ılia discreta d’a`toms
Gγ sigui un marc de L2(R)? Si X e´s el subespai de L2(R2) format per les funcions
f˜ (u,ω) el que es demana e´s que la successio´ Γ sigui de mostratge per a X. I quan
e´s un marc no redundant, e´s a dir, una base de Riesz?
No e´s dif´ıcil exhibir marcs discrets d’a`toms de Gabor. Suposem, per exemple,
que la ﬁnestra G te´ suport compacte dins [a,b], i posem τ = 1b−a . Procedim com
a la prova del teorema de Shannon: la funcio´ f (t)G(t − u) te´ suport de longitud
≤ (b − a) i pot ser estesa a una funcio´ (b − a)-perio`dica, els coeﬁcients de Fourier
de la qual so´n
ck = τ
∫ b
a
f (t)G(t −u)e−2πikτt dt = τf˜ (u,kτ).
Per tant,
f (t)G(t −u) = τ
∑
k
f˜ (u,kτ)e2πikτt,
Representacio´ i mostratge de funcions 47
i multiplicant per G(t −u),
f (t)|G(t −u)|2 = τ
∑
k
f˜ (u,kτ)Gu,kτ(t).
Discretitzem ara el para`metre de posicio´, u = nh, i sumem en n ∈ Z:
f (t)h
∑
n
|G(t −nh)|2 = τh
∑
n,k
f˜ (nh,kτ)Gnh,kτ(t).
Designem per Ah(t) l’expressio´ de la dreta, h
∑
n |G(t −nh)|2. Hom te´∫
|f (t)|2Ah(t)dt =< fAh,f >= τh
∑
n,k
|f˜ (nh,kτ)|2.
Veiem aix´ı que si es vol una representacio´ estable de f mitjanc¸ant els coeﬁcients
f˜ (nh,kτ) cal triar h de manera que
A = inf
t
Ah(t) > 0, B = sup
t
Ah(t) < +∞.
Observeu que aixo` implica en particular que h ≤ (b − a), aixo` e´s hτ ≤ 1, i que
limh Ah(t) =
∫ |G|2 dt per la qual cosa si per exemple G e´s una funcio´ cont´ınua no
nula en (a,b) la condicio´ es cumplira` per a h prou petit. Aleshores hom tindra`
f (t) = τh
∑
n,k
f˜ (nh,kτ)
Gnh,kτ(t)
Ah(t)
A‖f‖2 ≤
∑
n,k
| < f ,Gnh,kτ|2 ≤ B‖f‖2
que mostren que els a`toms Gγ corresponents a γ = (nh,kτ) formen un marc de
L2(R) amb marc dual G∗γ(t) = Gγ(t)Ah(t) .
Observeu tambe´ que en el cas que G sigui la funcio´ caracter´ıstica de [0,1] serveix
h = 1 i, trivialment, els a`toms Gn,k(t) = G(t − n)e2πikt constitueixen una base
ortonormal de L2(R).
Una xarxa del tipus (nh,kτ) s’anomena regular. E´s intu¨ıtivament clar que com
me´s punts hi hagi en una xarxa discreta, e´s a dir quant me´s densa e´s, me´s possible
e´s que sigui una successio´ de mostreig per a X i per tant els Gγ un marc d’a`toms de
Gabor per a L2(R). La condicio´ trobada anteriorment, hτ ≤ 1, e´s sempre necessa`ria
per a un marc. D’altra banda, com me´s densa e´s me´s probable e´s que hi hagi re-
dunda`ncia; dit d’una altra manera, a ﬁ que una successio´ sigui de mostratge cal que
sigui prou densa, i a ﬁ que sigui d’interpolacio´ cal que sigui prou dispersa. En el
punt just d’equilibri hi hauria les successions que so´n simulta`niament de mostreig
i d’interpolacio´, que corresponen a bases de Riesz. Aixo` s’il.lustra amb el resultat
segu¨ent de Daubechies: si A,B so´n les constants del marc, aleshores A ≤ 1hτ ≤ B. En
particular, si {Gnh,kτ} e´s una base ortonormal de L2(R), forc¸osament hτ = 1, com
en el cas (n,k) per a G la funcio´ caracter´ıstica de [0,1].
En aquest punt, pero`, sorgeix un resultat negatiu, el teorema de Balian-Low : si
hτ = 1 i {Gnh,kτ} e´s un marc per a L2(R) (en particular si {Gnh,kτ} e´s una base
ortonormal de L2(R)), aleshores o be´ σ(G) = +∞ o be´ σ(Gˆ) = +∞, i per tant hi ha
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una pobra localitzacio´ en temps o en frequ¨e`ncia. Aquest fet implica que si G e´s una
ﬁnestra derivable amb tG,G′ ∈ L2(R), aleshores no pot haver-hi bases ortonormals
de L2(R) del tipus {Gnh,kτ}.
Aquest e´s el cas per a ﬁnestres gaussianes, per al qual la situacio´ esta` perfecta-
ment entesa despre´s dels treballs de Daubechies, Seip i Lyubatchi; l’ana`lisi passa per
una identiﬁcacio´ de l’espai X de les f˜ . Si G(t) = e−πt2 , i z = u− iω, hom te´
f˜ (u,ω) = e−iπuωe− π2 |z|2e− π2 z2
∫
f (t)e−πt2e2πtz dt.
Si
Bf(z) = e− π2 z2
∫
f (t)e−πt2e2πtz dt,
hom te´ |f˜ (u,ω)|2 = e−π |z|2|Bf(z)|2, e´s a dir, l’aplicacio´ f → Bf e´s una isometria de
L2(R) sobre l’espai de les funcions enteres F(z) que compleixen∫
C
|F(z)|2e−π |z|2 dA(z) < +∞.
Aquest espai s’anomena espai de Fock. Totes les qu¨estions sobre discretitzacio´ en
la representacio´ de Gabor so´n, doncs, equivalents a qu¨estions sobre successions de
mostratge i d’interpolacio´ en l’espai de Fock, amb el canvi de llenguatge associat a
l’aplicacio´ B. Mitjanc¸ant aquesta transfere`ncia, Seip i Lyubarskii provaren que una
xarxa arbitra`ria Γ de punts γ = (uγ,ωγ) e´s de mostratge per a l’espai de Fock, (que
equival a dir que els a`toms Gγ formen un marc de L2(R)) si i nome´s si la densitat
inferior de Γ e´s estrictament me´s gran que 1. La densitat inferior e´s deﬁnida per
D−(Γ ) = lim
r
inf
z
card(Γ ∩D(z, r))
πr 2
,
on D(z, r) designa el disc de centre z i radi r . I e´s d’interpolacio´ si i nome´s si la den-
sitat superior, deﬁnida ana`logament substituint inf per sup, e´s estrictament inferior
a 1. En particular, no hi ha successions que siguin simulta`niament de mostratge i
d’interpolacio´, aixo` e´s, no hi ha cap xarxa discreta Γ de manera que {Gγ,γ ∈ Γ}, sigui
una base de Riesz de L2(R), tal com diu ja el teorema de Balian-Low per a xarxes
regulars. En el cas de xarxes regulars, hom te´ un marc si i nome´s si hτ < 1. El cas
l´ımit de densitat igual a 1 porta a una situacio´ interessant; per exemple, per a una
xarxa regular (nh,kτ) amb hτ = 1, els coeﬁcients f˜ (nh,kτ) so´n de quadrat suma-
ble i determinen f completament, pero` no d’una manera estable. En altres paraules,
hi ha una desigualtat ∑
n,k
| < f ,Gn,k > |2 ≤ B‖f‖,
pero`, malgrat que < f ,Gn,k >= 0 implica f = 0, no hi ha cap desigualtat en el sentit
contrari
∑
n,k | < f ,Gn,k > |2 ≥ A‖f‖ amb A > 0. Per a valors de hτ me´s petits que
1
4 , les constants A,B del marc so´n pra`cticament iguals i es pot tractar-lo, doncs, com
si fos r´ıgid, cosa que facilita la reconstruccio´.
La conclusio´ me´s important de la situacio´ que acabem de descriure e´s que per
a la WFT, i amb ﬁnestres que donin una bona localitzacio´ tant en temps com en
frequ¨e`ncia, e´s impossible discretitzar d’una manera estable i no redundant. Per exem-
ple, amb la transformacio´ de Gabor, e´s possible discretitzar-la de manera estable, hi
ha marcs d’a`toms de Gabor, pero` sempre hi haura` redunda`ncia.
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4 Ana`lisi amb ondetes
4.1 La transformada cont´ınua en ondetes
Ja hem dit a la introduccio´ que la teoria d’ondetes te´ precedents en teoria del se-
nyal i en ana`lisi harmo`nica, pero` ara hi ha un consens general en posar l’origen de
la teoria en els treball de Morlet i Grossman. Ja hem vist a la seccio´ anterior que la
WFT introdueix un para`metre d’escala, la mida de la ﬁnestra. La idea fonamental
de l’ana`lisi amb ondetes e´s el de processar funcions a totes les escales. En la WFT
els «a`toms» que feien l’ana`lisi eren Gu,ω(t) = e2πiωtG(t − u), amb (Gu,ω)ˆ(ξ) =
e2πi(ω−ξ)uGˆ(ω− ξ), i les corresponents correlacions f˜ (u,ω) localitzen informacio´
en temps al voltant de u, i en frequ¨e`ncia al voltant de ω, amb els para`metres σ, σˆ .
Morlet substitueix la ﬁnestra G per una funcio´ real Ψ compleix
∫
|Ψ(t)|2dt = 1,
que s’anomena ondeta ba`sica (tambe´ s’utilitzen els termes ondeta mare i ondeta
analitzant ). Tambe´ suposarem que
∫
Ψ(t)dt = 0,
per raons que despre´s explicare´. Cal pensar que Ψ esta` ben localitzada en t o que
decreix bastant ra`pidament en l’inﬁnit. Com que tambe´ ha d’oscil.lar a l’entorn de
l’eix x (per tenir integral zero), la seva gra`ﬁca sera` quelcom semblant a una onda que
s’amortigua en inﬁnit, d’on el perque` del terme ondeta. Seguidament, substitu¨ım les
notes Gu,ω per les ondetes
Ψu,s(t) = 1√sΨ(
t −u
s
).
Aqu´ı s > 0 e´s un para`metre d’escala i u ∈ R e´s un para`metre de posicio´. El factor
esta` per obtenir la normalitzacio´
∫
|Ψu,s(t)|2dt =
∫
|Ψ(t)|2dt = 1.
Si s e´s petit el gra`ﬁc s’estreny i s’allarga, mentre que si s e´s gran s’eixampla i s’aplana
(vegeu la ﬁgura 1). SiΨ esta` centrada en 0 ambdispersio´σ = σ(Ψ), Ψu,s esta` centrada
en u amb dispersio´ sσ . Aix´ı s’obte´ una fam´ılia d’ondetes {Ψu,s}, que substitueixen
els a`toms Gu,ω de la WFT.
La transformada cont´ınua en ondetes (continuous wavelet transform, CWT) d’un
senyal f es deﬁneix ara correl.lacionant el senyal amb les ondetes,
Wf(u, s) =< f ,Ψu,s >=
∫
f (t)Ψu,s(t)dt.
La part principal d’aquesta correlacio´ e´s
∫ u+sσ
u−sσ
f (t)Ψu,s(t)dt,
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e´s a dir, Wf(u, s) depe`n essencialment de com e´s f en (u − sσ ,u + sσ). D’una
manera semblant a f˜ , tambe´ Wf es pot expressar en frequ¨e`ncia: utilitzant (6) i que
Ψˆu,s(ω) = e−2πiωu√sΨˆ(sω),
Wf(u, s) =< fˆ , Ψˆu,s >=
∫
fˆ (ω)e2πiωu
√
s Ψˆ(sω)dω. (9)
Figura 1
Posem que Ψˆ esta` centrada en η amb dispersio´ σˆ = σ(Ψˆ). Llavors l’anterior
integral ho e´s essencialment sobre l’interval centrat en ηs d’amplada
σˆ
s . Si η ≠ 0,
o sempre que Ψˆ estigui ben localitzada lluny del zero, Wf porta tambe´ informacio´
local en frequ¨e`ncia. Aquest e´s el cas per a les ondetes anal´ıtiques, que so´n aquelles
tals que Ψˆ(ω) = 0 per aω < 0. Cada ondeta Ψu,s ocupa simbo`licament un rectangle
del pla temps-frequ¨e`ncia, el centrat en (u, ηs ) de mida horitzontal sσ i vertical
σˆ
s .
Els coeﬁcients Wf(u, s) porten informacio´ local de f a escala sσ al voltant de u
i de fˆ a escala σˆs al voltant de
η
s . Observeu que, tal com mana el principi d’incertesa,
el producte de les dispersions
(sσ)× ( σˆ
s
) = σ)× σˆ ≥ 1
2π
.
L’aspecte nou, la nova idea, e´s la segu¨ent: les ondetes s’adapten automa`ticament
a tots els components del senyal. Utilitzen una ﬁnestra estreta per mirar els compo-
nents transitoris, que corresponen a frequ¨e`ncies altes, i una ﬁnestra me´s ampla per
mirar els components de me´s llarga durada, de baixa frequ¨e`ncia. E´s aquesta manera
de fer la que s’anomena multiresolucio´, i tambe´ per aixo` sovint es diu que les ondetes
constitueixen una mena de microscopi matema`tic o zoom a totes les escales.
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Des del punt de vista de la localitzacio´ en frequ¨e`ncia, l’o`ptim fo´ra que Ψˆ tingue´s
suport compacte disjunt de zero. E´s clar que aleshores Ψ e´s una funcio´ gens ben
localitzada (e´s entera) i, en lloc de demanar aquesta propietat, s’acostuma a demanar
en canvi que Ψˆ tingui algunes derivades nul.les en zero,
Ψˆ (j)(0) = (−2πi)j
∫
Ψ(t)tj dt = 0, j = 0,1, · · · ,M,
i tambe´ que es faci petita ra`pidament en inﬁnit. D’aquesta propietat, se’n diu tenir
els M primers moments nuls. Aquesta condicio´ tambe´ esta` relacionada amb una
propietat molt important de l’ana`lisi amb ondetes, la deteccio´ de la regularitat local
en un punt. Quan es diu que una funcio´ f e´s regular en un punt a ﬁns a l’ordre M ,
la idea e´s que la difere`ncia entre f (t) i un polinomi en t −a (el polinomi de Taylor)
e´s un residu R petit per a t −a petit, en un sentit o un altre
f (t) = P(t −a)+R(t).
Per exemple, si R(t) = O(|t − a|α), amb M la part entera de α, hom diu que f e´s
lipschitz d’ordre α en a. La transicio´, els canvis, de f (t) quan t passa per a so´n
llavors suaus. Si l’ondeta analitzant Ψ te´ M moments nuls, no veura` P i podem
aleshores substituir f per R en Wf . En consequ¨e`ncia, si Ψ esta` ben localitzada en
el temps, per exemple si te´ suport compacte, els coeﬁcients Wf(u, s), per a u prop
de a tindran un decreixement en O(sα) per a escales s petites. El rec´ıproc tambe´
e´s va`lid (essencialment) de manera que una funcio´ e´s lipschitziana d’ordre α en un
punt a si i nome´s si |Wf(u, s)| = O(sα+ 12 ) per a |u − a| ≤ s i escales s petites.
La idea e´s, doncs, que el comportament asimpto`tic dels coeﬁcients Wf(u, s) per a
escales petites detecta la regularitat local. Per a escales petites, els coeﬁcients so´n
me´s petits en les zones regulars, de canvis suaus, i en canvi so´n me´s grans en les
zones on hi ha singularitats o canvis sobtats de f (vegeu la ﬁgura 2).
Figura 2
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4.2 La representacio´ cont´ınua en ondetes
Fins aqu´ı s’ha associat a f uns coeﬁcients, que mesuren la correlacio´ entre f i totes
les dilatades-traslladades de l’ondeta analitzant Ψ , i hem vist el signiﬁcat d’aquests
coeﬁcients. A difere`ncia de la WFT, no e´s pas gens clar aqu´ı que tota la informacio´
sobre el senyal f estigui en aquests coeﬁcients, e´s a dir, que almenys teo`ricament,
f es recuperi de Wf . Ara veurem que aquest e´s sempre el cas, si Ψ compleix una
condicio´ prou general. Per (9), ﬁx s, Wf com a funcio´ de u e´s la cotransformada de√
sfˆ Ψˆ(sω) i, per tant,
√
sfˆ (ω)Ψˆ(sω) =
∫
Wf(u, s)e−2πiωu du.
Multiplicant per Ψˆ(sω)s−
3
2 , integrant en s i cotransformant altre cop s’arriba a la
fo´rmula de representacio´
f (t) = c
∫ +∞
−∞
∫ +∞
0
Wf(u, s)Ψu,s(t)
duds
s2
, (10)
on c e´s l’invers de ∫ |Ψˆ(ω)|2
|ω| dω.
Cal doncs suposar que la integral anterior e´s ﬁnita. Observeu que aixo` implica que
Ψˆ(0) = ∫ Ψ(t)dt = 0, cosa que explica la condicio´ que es considera per a les ondetes
analitzants. La fo´rmula (10) e´s essencialmet equivalent a la que en ana`lisi harmo`nica
es coneix com identitat de Caldero´n.
La fo´rmula (10) esta` acompanyada de la corresponent versio´ del teorema de Par-
seval o conservacio´ de l’energia,
‖f‖2 = c
∫ ∫
|Wf(u, s)|2duds
s2
(11)
que diu que la CWT e´s estable i robusta. La funcio´ Pf (u,ω) = |Wf(u, ηω)|2, on hem
fet el canvi s = ηω compleix, per tant,
‖f‖2 = c
∫ ∫
Pf (u,ω)dudω.
E´s una densitat d’energia en el pla temps-frequ¨e`ncia; la seva representacio´ amb nivell
de gris s’anomena escalograma.
Com a funcio´ de u amb s ﬁx,Wf(u, s) s’acostuma a interpretar com el detall que
hi ha a escala s. Aquest e´s el punt de vista del cas discret i de l’ana`lisi multiresolucio´
del qual parlarem me´s endavant; ara explicarem breument aixo` en el cas continu
tot relacionant la transformada en ondetes amb les aproximacions de la identitat.
Suposem que tenim una densitat centrada en zero i de varianc¸a 1, e´s a dir, Φ e´s una
funcio´ no negativa d’integral 1 i tal que∫
xΦ(x)dx = 0,
∫
x2Φ(x)dx = 1.
Suposem tambe´ que Φ e´s inﬁnitament derivable i que totes les derivades so´n nul.les
en inﬁnit. Les funcions
Φs(t) = 1s Φ
(
t
s
)
,
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s’anomenen aproximacio´ de la identitat perque` les convolucions
(f ∗Φs)(t) =
∫
f (x)Φs(t −x)dx,
tendeixen a f (t) quan s tendeix a zero (observeu que Φs te´ varianc¸ia s). Aquesta
convolucio´ e´s una mitjana de f al voltant de t a escala s, e´s f al nivell de resolucio´ s
(mirada amb l’o`ptica Φ) perque` f s’ha dispersat amb dispersio´ s. El detall o pe`rdua
d’informacio´ al passar de l’escala s a l’escala b = s+∆s e´s la difere`ncia (f∗Φb)−(f ∗
Φs). Amb un increment ﬁx ∆s, aquesta difere`ncia e´s me´s important com me´s petit
e´s s, de forma que e´s me´s natural mirar aquesta difere`ncia multiplicada per s (en
altres paraules, com que l’escala e´s quelcom multiplicatiu, treballem amb la mesura
ds/s, que e´s invariant per multiplicacions). Aix´ı doncs, la pe`rdua instanta`nia o detall
instantani a resolucio´ s e´s
lim
∆s→0
(f ∗Φs)(t)− (f ∗Φb)(t)
∆s
s
= −s ∂
∂s
(f ∗Φs)(t).
Aixo` e´s el mateix que convolucionar f amb −s ∂∂sΦs . Ara be´,
−s ∂
∂s
Φs(t) = 1s
(
Φ( t
s
)+ ( t
s
)Φ′( t
s
)
)
= Ψs(t),
amb Ψ(t) = Φ(t) + tΦ′(t). Observeu que ∫ Ψ(t)dt = 0, per tant Ψ e´s una ondeta
analitzant i hem vist que per a aquesta ondeta Wf(u, s), e´s llevat d’un factor el
detall a escala s. Podem veure que tota ondeta e´s, de fet, d’aquesta manera.
4.3 Exemples d’ondetes
Abans de veure els principals exemples d’ondetes recapitulem les condicions que
voldr´ıem per a una ondeta analitzant Ψ :
• En primer lloc volem que Ψ estigui ben localitzada en el temps o que tingui un
bon decreixement en inﬁnit del tipus
|Ψ(t)| = O((1+ |t|)−n).
La localitzacio´ temporal e´s o`ptima si Ψ te´ suport compacte.
• Tambe´ volem que tingui una acceptable localitzacio´ en frequ¨e`ncia del mateix
estil:
|Ψˆ(ω)| = O((1 + |ω|)−m),
i e´s o`ptima la situacio´ en aquest sentit si Ψˆ te´ suport compacte.
• Tambe´ volem que Ψ tingui (quants me´s millor) moments nuls.
En relacio´ amb el decreixement en inﬁnit deΨ , Ψˆ , cal recordar que aquesta e´s una pro-
pietat relacionada amb la regularitat global de Ψˆ ,Ψ , respectivament. D’altra banda,
com ja sabem, el principi d’incertesa fa impossible optimitzar les dues localitzaci-
ons.
Un primer exemple e´s l’ondeta de Haar, que val 1 en l’interval [12 ,1], −1 en l’in-
terval [0, 12) i zero arreu. La transformada de Fourier decreix com
1
|ω| , una pobra
localitzacio´ en frequ¨e`ncia, que reﬂecteix la falta de regularitat en els punts 0,1.
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Un altre exemple que cal citar e´s el que correspon a l’aproximacio´ de la identitat
donada pel nucli de Poisson del semipla`
Φ(t) = 1
π
1
1+ t2 , Φs(t) =
1
π
s
s2 + t2 .
L’ondeta Ψ = Φ+ tΦ′ corresponent e´s l’ondeta de Littlewood-Paley.
Un altre exemple important s’obte´ prenent com a Φ la gaussiana normalitzada.
S’obte´ l’ondeta
Ψ(t) = c(1− t2)e− t
2
2 .
Aquesta ondeta s’anomena funcio´ barret-mexica` perque` el gra`ﬁc en te´ la forma;
aquesta ondeta representa el millor comprom´ıs possible entre les dues localitza-
cions (e´s fa`cil veure que Ψˆ(ω) = cω2e−ω
2
2 ), i a me´s te´ dos moments nuls.
4.4 La transformada discreta en ondetes
Tal com en la WFT, en la CWT hi ha una gran redunda`ncia d’informacio´, com ho
indica el fet que passem d’una funcio´ d’una variable real a una de dues. La fo´rmula
d’inversio´, la representacio´ cont´ınua en ondetes, e´s doncs tambe´ un xic miraculosa
i es deu a que Wf no e´s una funcio´ qualsevol en el semipla` s > 0 de les variables
(u, s), te´ incorporades moltes correlacions. Tractar d’eliminar aquesta redunda`ncia
porta a la transformada discreta en ondetes, que e´s la segona idea fonamental de la
teoria.
El que es tracta e´s d’eliminar la redunda`ncia de Wf restringint els para`metres
(u, s) a valors discrets. La discretitzacio´ del para`metre d’escala s, esta` clar com cal
fer-la: prendrem totes les pote`ncies enteres (positives i negatives) d’un nombre ﬁx,
s0: s = sk0 . Per a k = 0 tambe´ sembla natural discretitzar el para`metre de posicio´
u a mu´ltiples enters d’un ﬁx u0, u = nu0 i tambe´ sembla clar que aquest u0 haura`
de dependre de la dispersio´ σ ; com me´s petita e´s σ me´s petit ha de ser el pas u0.
Per a un k general, la corresponent ondeta te´ dispersio´ 2kσ i per tant multipliquem
el pas per la mateixa quantitat, u = nu0sk0 . Les ondetes corresponents a aquests
para`metres so´n
Ψn,k(t) = s
k
2
0 Ψ(s
k
0t −nu0).
La qu¨estio´ que es planteja e´s la mateixa que per a la WFT: es poden triar els
para`metres u0, s0 de manera que els coeﬁcients Wf(nu0sk0 , s
k
0 ) discretitzin f d’una
manera estable, i si e´s possible, no redundant? E´s possible aixo` per a totes les
ondetes analitzants? Dit altrament, de manera, de forma que {Ψn,k} sigui un marc
de L2(R), una base de Riesz o ﬁns i tot una base ortonormal?
Suposem que s0 = 2,u0 = 1. Una funcio´ Ψ ∈ L2(R) per a la qual les funcions
Ψn,k(t) = 2 k2Ψ(2kt − n),n,k ∈ Z formen una base ortonormal de L2(R) s’anomena
ondeta ortonormal. L’ondeta de Haar e´s ortonormal i la base corresponent s’ano-
mena base de Haar, que es coneix des del 1910. Abans hem vist que el teorema de
Balian-Low estableix que per a la major part de ﬁnestres, regulars i ben localitzades,
incloent-hi les gaussianes, no hi ha bases ortonormals d’a`toms WFT.
Tambe´ Daubechies prova` que si {Ψn,k} e´s un marc de constants A,B, aleshores
A ≤
+∞∑
k=−∞
|Ψˆ(2kω)|2 ≤ B.
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En particular, la suma anterior e´s 1 per a una ondeta ortonormal. La tria me´s evident
per aconseguir aixo` e´s prendre Ψˆ com la funcio´ caracter´ıstica de [−1,−12] ∪ [12 ,1],
que correspon a
Ψ(t) = sin2πt − sinπt
πt
.
No e´s dif´ıcil veure que efectivament aquesta Ψ e´s una ondeta ortonormal; s’anomena
ondeta de Shannon.
Al comenc¸ament de la teoria d’ondetes, als anys vuitanta, l’ondeta de Haar era
l’u´nic exemple que es coneixia d’ondeta ortonormal ben localitzada en el temps.
Despre´s del teorema de Balian-Low, me´s aviat l’expectativa era que no podia haver-hi
ondetes ortonormals amb σ, σˆ ﬁnites. Va ser Yves Meyer qui, precisament intentant
provar aixo`, va construir en canvi el primer exemple d’una ondeta ortonormal Ψ en
la classe de Schwartz (aixo` e´s, inﬁnitament derivable amb derivades ra`pidament de-
creixents, per tant bastant ben localitzada) amb Ψˆ de suport compacte (J. Stro¨mberg
n’havia constru¨ıt d’altres menys regulars abans). L’existe`ncia de bases ortonormals
d’ondetes ben localitzades en el temps i regulars e´s la primera difere`ncia important
amb la WFT, on el teorema de Balian-Low diu que no e´s possible. No totes les onde-
tes so´n ortonormals, per exemple el barret mexica` no ho e´s pas. Tchamitchian va
construir bases de Riesz d’ondetes. Totes aquestes construccions so´n forc¸a delica-
des i artesanals. La nocio´ d’ana`lisi multiresolucio´, com veurem, do´na un me`tode per
construir-ne.
4.5 La segona s´ıntesi: l’ana`lisi multiresolucio´
En aquest estat del tema, l’any 1986, un investigador france`s de vint-i-tres anys,
Stephane Mallat, va fer una observacio´ fonamental. Va aportar una d’aquelles idees
uniﬁcadores, senzilles i fruct´ıferes que marquen una ﬁta. Ell s’adona` que les on-
detes dels matema`tics, els algorismes piramidals dels especialistes del tractament
d’imatges, la codiﬁcacio´ en subbandes del tractament del senyal i els ﬁltres de qua-
dratura en el processament del so, era tot la mateixa cosa. Amb l’ajut i el savoir
faire matema`tic d’Yves Meyer, crea` la teoria de l’ana`lisi multiresolucio´ ([7], [8]). La
nocio´ d’ana`lisi multiresolucio´ (MRA) formalitza, en versio´ discretitzada, la idea ja
apuntada abans que un senyal s’expressa com a superposicio´ de tots els detalls a
totes les escales.
Per motivar-ne la deﬁnicio´, considerem una ondeta ortonormal, pensem en la de
Haar, per exemple. Recordem que Ψn,k(t) = 2 k2Ψ(2kt − n). Els coeﬁcients fn,k =
< f ,Ψn,k > porten les variacions del senyal a escala 2−k, resolucio´ 2k (convenim
d’anomenar resolucio´ l’invers de l’escala; les altes resolucions corresponen a escales
petites). Per a k ﬁxat, la suma ∑
n
< f ,Ψn,k > Ψn,k
s’interpreta com el detall a la resolucio´ 2k, i la suma de tots els detalls a les resolu-
cions anteriors,
k∑
j=−∞
∑
n
< f ,Ψn,jΨn,j >= Pkf
e´s l’aproximacio´ de f a la resolucio´ 2k. L’espai de les aproximacions a la resolucio´
2k constitueixen l’espai Vk, generat per les ondetes Ψn,j amb j ≤ k,n ∈ Z, i Pkf e´s
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la projeccio´ de f sobre Vk. Aquests subespais Vk creixen amb k i Pkf → f , e´s a dir,
el l´ımit dels Vk e´s tot L2(R).
Un ana`lisi multiresolucio´ de L2(R) e´s una successio´ {Vk}k∈Z de subespais tancats
de L2(R) que compleixen les propietats:
1. Vk ⊂ Vk+1.
2. f (·) ∈ Vk si i nome´s si f (2·) ∈ Vk+1.
3. La interseccio´ de tots els Vk es redueix a la funcio´ zero.
4. La reunio´ dels Vk e´s densa en L2(R).
5. Hi ha una funcio´φ ∈ V0 tal que les traslladades enteres deφ,φ0,n(t) =φ(t−n)
formen una base de Riesz de V0.
La darrera condicio´ e´s la me´s important, i e´s la que permetra` discretitzar ; re-
cordem que signiﬁca que tota f ∈ V0 te´ una u´nica expressio´ del tipus f (t) =∑
n anφ(t − n) amb
∑
n |an|2 comparable a ‖f‖2. La funcio´ φ s’anomena funcio´
d’escala de la MRA i observem que pot ser modiﬁcada de manera que lesφ0,n siguin
una base ortonormal de V0; observem que φ determina tota la MRA. Cada Vk e´s una
versio´ escalada de V0, i les condicions impliquen queφk,n(t) = 2 k2φ(2kt−n),n ∈ Z,
amb k ﬁx, formen una base de Vk.
Com abans, el subespai Vk ha d’interpretar-se com el conjunt de totes les possi-
bles aproximacions a la resolucio´ 2k; si f ∈ L2(R), la seva aproximacio´ a la resolucio´
2k e´s la projeccio´ Pkf de f en Vk. Tot allo´ que es veu a una resolucio´ es veu a la
segu¨ent amb resolucio´ doble. Els detalls corresponents a la resolucio´ 2k+1 consti-
tueixen Wk, el complement ortogonal de Vk dins Vk+1. Per passar d’una resolucio´
a la segu¨ent afegim aquest detall: Pk+1f = Pkf +Qkf , en que` Qkf e´s la projeccio´
sobre Wk. El signiﬁcat de les condicions tercera i quarta e´s que Pk tendeix a f quan
k tendeix a +∞ (aixo` e´s, es pot aproximar f de la manera tan precisa com es vulgui)
i a zero quan k tendeix a −∞. O tambe´, la suma dels espaisWk e´s tot L2, tota funcio´
e´s la suma de tots els detalls.
En certa manera, aquesta estructura e´s el mateix que fem quan escrivim un nom-
bre en el sistema decimal, pero` per a funcions. La base, 10, seria la funcio´ d’escala.
La me´s senzilla de les MRA, la de Haar, correspon a prendre com a Vk el subespai de
les funcions de L2(R) que so´n constants en els intervals dia`dics [2−kn,2−k(n+ 1)]
de longitud 2−k, i una funcio´ d’escala pot ser la funcio´ caracter´ıstica de l’interval
[0,1]. La projeccio´ Pkf d’una funcio´ f e´s la funcio´ que en cada interval I dia`dic
de longitud 2−k val el valor mitja` de f en aquest interval, 1|I|
∫
I f . Un altre exemple
e´s la MRA dels splins lineals, el qual correspon a triar com a Vk el subespai de les
funcions cont´ınues que so´n lineals en cada interval dia`dic [2−kn,2−k(n + 1)]. Una
funcio´ d’escala per a aquest darrer e´s la funcio´ ψ(t) que val 1− |t| en [−1,1] i zero
arreu. D’una manera ana`loga es poden considerar splins d’ordre superior. Si Vk
e´s el subespai de les funcions de banda limitada a [−2k−1,2k−1] s’obte´ la MRA de
Shannon. El teorema de mostreig de Nyquist-Shannon (seccio´ 2.4) diu que la funcio´
sinus cardinal e´s una funcio´ d’escala per a aquesta MRA.
El primer dels resultats de Mallat e´s que associada a cada MRA hi ha sempre una
ondeta ortonormal. Me´s precisament, prova l’existe`ncia de Ψ ∈ W0 tal que les Ψ0,n
formen una base de W0; per tant les {Ψk,n}n formen una base de Wk i totes juntes,
{Ψk,n}k,n, una base ortonormal de tot l’espai. A me´s a me´s, do´na un me`tode per a
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construir Ψ . La funcio´ Ψ te´ una expressio´ expl´ıcita en termes de la funcio´ d’escalaφ
Ψ(t) =
√
2
∑
k
βkφ(2t − k), (12)
on βk = (−1)k−1α1−k i els coeﬁcients αk so´n els de la fo´rmula
φ(t) =
√
2
∑
k
αkφ(2t − k). (13)
La va`lua d’aquest resultat esta` en que e´s relativament fa`cil exhibir una estructura
deMRA, per exemple els splins d’ordre arbitrari. En el cas de laMRAdeHaar, l’ondeta
ortonormal associada e´s la considerada abans, i ana`logament passa amb la MRA de
Shannon.
En termes frequ¨encials, si αˆ, βˆ designen respectivament les funcions 1-perio`di-
ques
∑
αke2πikω,
∑
k βke2πikω, hom te´
(φ−1,0)ˆ(ω) =
√
2αˆ(ω)φˆ(ω), (Ψ−1,0)ˆ(ω) =
√
2βˆ(ω)φˆ(ω).
Aquestes funcions compleixen les equacions
|αˆ(ω)|2 + |βˆ(ω)|2 = 2, βˆ(ω)αˆ(ω)+ βˆ(ω+ 1
2
)αˆ(ω+ 1
2
) = 0.
Aquests s’anomenen ﬁltres passa baixa i passa alta associats a la MRA (l’equacio´ an-
terior implica que αˆ(0) = 1, αˆ(±12) = 0). El paper d’aquests ﬁltres es compre`n millor
en relacio´ amb l’algorisme FWT. Sota aquesta formulacio´ les MRA so´n essencialment
equivalents als ﬁltres en quadratura introdu¨ıts per Esteban i Galand en 1977. Hi ha
procediments per deﬁnir la MRA en termes de la funcio´ d’escala o del ﬁltre passa
baixa directament.
La majoria d’ondetes ortonormals conegudes provenen d’una MRA, de fet en un
cert sentit aixo` e´s gene`ricament cert. Utilitzant l’esquema de les MRA, Daubechies
aconsegu´ı construir, per a cada N , una ondeta ortonormal amb suport compacte,
regular i amb N moments nuls. La regularitat (el nombre de derivades que te´) depe`n
de N i tendeix a +∞ quan N es fa gran. A me´s a me´s el ﬁltre corresponent te´ un
nombre ﬁnit de coeﬁcients no nuls (ﬁltre FIR), la qual cosa e´s important en relacio´
amb l’algorisme FWT. Podem veure fa`cilment, pero`, que no pot haver-hi ondetes
ortonormals amb suport compacte i de classe C∞.
4.6 L’algorisme FWT
L’estructura de les MRA no solament e´s interessant des del punt de vista teo`ric i
conceptual, sino´ que tambe´ e´s una valuos´ıssima eina de tipus pra`ctic. En efecte,
Mallat tambe´ s’ha preocupat dels aspectes pra`ctics, i ha desenvolupat algorismes
ra`pids que transformen els conceptes teo`rics en quelcom u´til en el processament del
senyal. Un d’aquests algorismes e´s la transformada ra`pida en ondetes (fast wavelet
transform o FWT), que correspon a la transformada ra`pida de Fourier en aquesta
teoria, i que s’emparenta amb els algorismes piramidals de Burt-Adelson.
El que es prete´n e´s calcular els coeﬁcients < f ,Ψk,n >. Es suposa que es coneix
una aproximacio´ de f a una certa resolucio´, e´s a dir, una PJf determinada pels
coeﬁcients < f ,φJ,k >, que poden pensar-se com mostres del senyal f , obtingudes
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amb pas 2−Jσ(φ). En cada nivell de resolucio´ el senyal Pkf es descompon en una
aproximacio´ a la resolucio´ anterior Pk−1f i un detall Qk−1f . Si ak(n) =< f ,φk,n >,
dk(n) =< f ,Ψk,n > les relacions (12) i (13) impliquen que
ak−1(p) =
∑
n
ak(n)αn−2p, dk−1(p) =
∑
n
ak(n)βn−2p.
Es tracta de convolucions discretes; signiﬁquen que l’aproximacio´ i el detall (llurs
coeﬁcients) s’obtenen aplicant respectivament els ﬁltres {αk}, {βk} i prenent un de
cada dos coeﬁcients. El proce´s es reitera N cops a partir de l’aproximacio´ PJf ,
arribant a una descomposicio´
PJf = PJ−Nf +QJ−1f + ·· · +QJ−Nf ,
en una versio´N copsme´s dolenta iN detalls corresponents a les escales interme`dies.
La reconstruccio´ exacta s’obte´ reiterant N cops la reconstruccio´ en cada etapa
ak(p) =
∑
n
(αp−2nak−1(n)+ βp−2ndk−1(n)).
En la pra`ctica, la mostra de sortida {aJ(n)} e´s ﬁnita de mida M . L’algorisme
transforma les M dades en M2 + M4 + ·· · + M2N + M2N =M dades. Un aspecte important
e´s la complexitat d’aquest algorisme, que depe`n del nombre de αk no nuls. Si el
ﬁltre {αk} e´s ﬁnit (FIR) amb K elements no nuls la complexitat resulta ser O(KM).
L’algorisme FFT, en canvi, te´ una complexitat de l’ordre de M logM .
4.7 Altres bases. Senyals bidimensionals
Els ﬁltres α,β serveixen, doncs, per descompondre cada espai d’aproximacio´ Vk en
Vk−1 i Wk−1. Partint de φk,0, que amb les seves traslladades amb pas 2−kn generen
Vk, les fo´rmules
(φk−1,0)ˆ(ω) = αˆ(2−kω)φˆk,0(ω), (Ψk−1,0)ˆ(ω) = βˆ(2−kω)φˆk,0(ω)
produeixen les funcions que, amb les traslladades amb pas 2−k+1n generen respec-
tivament Vk−1,Wk−1.
Ara be´, tambe´ poden utilitzar-se per descompondre un espai de detall Wk. A
cada nivell de resolucio´, hom pot triar entre si descompondre l’aproximacio´, el de-
tall o tots dos. En tot cas, s’arriba sempre a una base ortonormal de L2(R); les
bases obtingudes d’aquesta manera s’anomenen paquets d’ondetes. Descompondre
en cada etapa l’aproximacio´ i deixar el detall, que porta a la base d’ondetes, corres-
pon a la particio´ dia`dica [2−k,2−k+1], k ∈ Z de l’eix de frequ¨e`ncies; en esse`ncia, hi ha
un paquet d’ondetes per a cada particio´ de l’eix de frequ¨e`ncies en intervals dia`dics
qualssevol.
Hi ha un altre tipus de bases, les anomenades bases locals de sinus o cosinus o on-
detes de Malvar. No es tracta d’ondetes del tipusΨk,n, sino´ del tipusGn(t)cos(bk,nt+
ak,n), e´s a dir, del tipus de Gabor pero` canviant les exponencials per sinus o cosinus.
En aquest cas, el grau de llibertat esta` a triar la particio´ de l’eix temporal a la qual
s’adapten les ﬁnestres Gn.
A partir d’una MRA de L2(R) i la corresponent base d’ondetes, pot obtenir-se una
base de L2(R2). En efecte, les funcions
φk,n,m(x,y) =φk,n(x)φk,m(y) = 2kφ(2kx −n)φ(2ky −m),
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formen una base ortonormal d’un subespai V2k de L
2(R2) que compleixen les propie-
tats d’una MRA. Simbo`licament, V2k = Vk⊗Vk; el que cal afegir a V2k per tenir V2k+1, el
detall bidimensional W 2k , te´ tres parts: Vk⊗Wk,Wk ⊗Vk i Wk⊗Wk. En consequ¨e`ncia,
si
Ψ1(x,y) = φ(x)Ψ(y),Ψ2(x,y) = Ψ(x)φ(y),Ψ3(x,y) = Ψ(x)Ψ(y),
les funcions Ψ ik,n,m(x,y) = 2kΨ i(2kx−n,2ky−m), i = 1,2,3,n,m ∈ Z so´n una base
deW 2k , i variant tambe´ k ∈ Z una base de L2(R2). Aquest tipus de bases s’anomenen
separables. Les tres ondetes Ψ i corresponen a tres tipus de detalls: horitzontals,
verticals i els associats a cantonades. La versio´ bidimensional de l’algorisme de
Mallat descompon una aproximacio´ PJf d’una imatge en una aproximacio´ pitjor
PJ−Nf i 3N detalls.
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4.8 Aplicacions de les ondetes. Consideracions ﬁnals
La majoria d’aplicacions de les bases d’ondetes es basen principalment en dos fets:
• La capacitat d’aquestes bases per a aproximar eﬁcientment, amb error petit,
classes particulars de senyals amb pocs coeﬁcients signiﬁcatius.
• El fet que els coeﬁcients tenen un signiﬁcat local i estan jerarquitzats per es-
cales.
La capacitat de revelar estructura a totes les escales i tambe´ les variacions locals
fa que estiguin adaptades a una varietat molt a`mplia d’aplicacions. Per exemple,
semblen estar particularment adaptades a l’estudi dels fractals. Una altra aplicacio´
e´s el que es coneix com eliminacio´ del soroll blanc; es transforma el senyal en ondetes
i s’eliminen, a totes les resolucions, els coeﬁcients inferiors a un valor de tall. En
compressio´, pero`, un altre aspecte important e´s el de la quantitzacio´ dels coeﬁcients,
independentment de si s’utilitzen ondetes o una altra cosa.
Hi ha, a me´s, el fet que per a cada aplicacio´ hom pot triar la base d’ondetes (o el
paquet d’ondetes) me´s ben adaptada al senyal que es manipula. Pel que fa a la tria
de l’ondeta, hom vol que el ma`xim de coeﬁcients < f ,Ψk,n > siguin molt petits. Com
que els coeﬁcients so´n grans, quan el suport de l’ondeta toca les singularitats de f ,
aixo` depe`n de la regularitat local de f , del nombre de moments nuls de Ψ i de la
mida del suport de Ψ . En la reconstruccio´, els errors so´n mu´ltiples d’ondetes Ψk,n i
seran menys apreciables com me´s regular e´s l’ondeta Ψ . Ara be´, algunes d’aquestes
caracter´ıstiques so´n incompatibles entre si. Per exemple, com me´s moments nuls
te´ Ψ me´s gran ha de ser el suport; i si Ψ te´ suport compacte i te´ k derivades en L2,
aleshores te´ k moments nuls. Segons el senyal s’opta per una caracter´ıstica o una
altra. Hi ha algorismes que, donat un senyal, trien la base millor adaptada —en el
sentit de minimitzar una certa funcio´ de cost dels coeﬁcients— entre una biblioteca
de bases.
En l’a`mbit me´s espec´ıﬁc del tractament d’imatges, les ondetes s’utilitzen sobretot
en compressio´, deteccio´ de contorns i ana`lisi de textures. La majoria d’imatges so´n
funcions que en zones molt extenses (lluny dels contorns) tenen molta regularitat
local i produeixen per tan pocs coeﬁcients signiﬁcatius. Han resultat particularment
u´tils quan es tracta d’eliminar soroll sense destruir contorns, situacio´ que es do´na,
per exemple, en imatges me`diques. Altres a`rees d’aplicacio´ so´n la modelitzacio´ del
proce´s de visio´ i o¨ıda humanes, visio´ per computador, reconeixement de la paraula,
etc. El lector interessat pot trobar informacio´ molt me´s detallada en [3] i [11] i en
l’excel.lent llibre de S. Mallat [9].
En alguns aspectes, la teoria d’ondetes resulta me´s u´til que la transformacio´ de
Fourier, pero` e´s incorrecta la idea que una teoria substitueix l’altra; senzillament,
so´n u´tils en coses diferents. O`bviament, la transcende`ncia de l’ana`lisi de Fourier
en la matema`tica moderna e´s molt superior. Ja hem vist que la teoria d’ondetes
utilitza molt fonamentalment l’ana`lisi de Fourier, pot dir-se que n’e´s el me´s modern
desenvolupament. Les ondetes simpliﬁquen les proves d’alguns resultats en ana`lisi
harmo`nica, pero` no hi ha pra`cticament resultats nous trobats amb ondetes. Llur
principal importa`ncia esta` en les aplicacions.
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