We give necessary and sufficient conditions for an integral polynomial without linear factors to be the characteristic polynomial of an isometry of some even, unimodular lattice of given signature. This gives rise to Hasse principle questions, which we answer in a more general setting.
Introduction
In [GM 02], Gross and McMullen give necessary conditions for a monic, irreducible polynomial to be the characteristic polynomial of an isometry of some even, unimodular lattice of prescribed signature. They speculate that these conditions may be sufficient; this is proved in [BT 17 ]. It turns out that the conditions of Gross and McMullen are local conditions, and that (in the case of an irreducible polynomial) a local-global principle holds.
More generally, if f ∈ Z[X] is a monic polynomial without linear factors, the conditions of Gross and McMullen are still necessary, and they are also sufficient everywhere locally. However, when f is not an irreducible polynomial, the local-global principle no longer holds in general.
The aim of this paper is to describe the obstruction to the local-global principle (also called Hasse principle). We place ourselves in a more general setting : we consider isometries of lattices over rings of integers of global fields of characteristic = 2 with respect to a finite set of places. The local conditions on the polynomial then also depend on the field and on the finite set of places -in the case of unimodular, even lattices over the integers, they are given by the as proved in [BT 17] and the same question for rings of integers of arbitrary number fields is solved by Kirschmer in [K 17 ]. We do not attempt to work out the local conditions in general : we assume that they are satisfied, and give the obstruction to the local-global principle.
Even more generally, in §12 we construct an "obstruction group" -a finite abelian group which gives rise to the obstruction group to the Hasse principle in several concrete situations.
To explain the results of the paper, let us come back to the original question : we have a monic polynomial f ∈ Z[X] without linear factors, we give ourselves a pair of integers, r, s 0. and we would like to know whether there exists an even, unimodular lattice of signature (r, s) having an isometry with characteristic polynomial f . It is easy to see that all even, unimodular lattices with the same signature become isomorphic over Q. This leads to an easier question : let f ∈ Q[X] be a monic polynomial and let q be a non-degenerate quadratic form over Q; under what conditions does q have an isometry with characteristic polynomial f ? This question was raised, for arbitrary ground fields of characteristic not 2, by Milnor in [M 69] , and an answer is given in [B 15] in the case of global fields; instead of just fixing the characteristic polynomial, the point of view of [B 15 ] is to fix a module over the group ring of the infinite cyclic group (thereby fixing both the minimal and the characteristic polynomials).
Let K be a field of characteristic = 2, and let A be a commutative Kalgebra with a K-linear involution σ : A → A; the special case mentioned above is A = K[Γ], where the group Γ is infinite cyclic, and σ is the canonical involution of the group algebra.
Let M be an A-module which is finite dimensional over K. A quadratic form b : M × M → K is called an A-quadratic form if b(ax, y) = b(x, σ(a)y) for all x, y ∈ M, a ∈ A. [Note that, if A = K [G] where G is a group, this means that b is G-invariant, i.e., that (M, b) is a G-quadratic form.] Let now q : V × V → K be a non-degenerate quadratic form. We say that M and (V, q) are compatible if there exists a K-linear isomorphism ϕ : M → V such that the map b ϕ : M × M → K defined by b ϕ (x, y) = q(ϕ(x), ϕ(y)) is an A-quadratic form, in the sense defined above, In the case where K is a global field, these definitions lead to a local-global question. Let V K be the set of places of a global field K, and let us denote by K v the completion of K at v ∈ V K . We consider the following local and global conditions :
(G 1) The quadratic form (V, q) is compatible with the module M.
We shall discuss the validity (or non-validity) of (L 1) =⇒ (G 1), together with an "integral" variant, as follows.
Let O be the ring of integers of K with respect to a finite non-empty set Σ of places of K (containing the infinite places when K is a number field), and let V Σ be the set of places of K that are not in Σ. Let Λ be an O-algebra; assume that A = Λ ⊗ O K, and that Λ is stable by the involution σ.
A Λ-lattice of M is a sub-Λ-module L of M which is a projective O-module, and satisfies KL = M. If (M, b) is an A-quadratic form, and if L is a Λ-lattice of M, set L ♯ = {x ∈ M | b(x, L) ⊂ O}. We say that L is unimodular if L ♯ = L.
We say that (V, q) contains a unimodular Λ-lattice if there exists an isomorphism ϕ : M → V such that (M, b ϕ ) contains a unimodular Λ-lattice.
For all v ∈ V K , let O v be the ring of integers of K v , and set
We consider the following local and global conditions : (L 2) For all v ∈ V Σ , the quadratic form (V, q) ⊗ K K v contains a unimodular Λ v -lattice.
(G 2) The quadratic form (V, q) contains a unimodular Λ-lattice.
We have two Hasse principle questions, the "rational" one : does (L 1) imply (G 1) ? and the "integral" one : do conditions (L 1) and (L 2) imply (G 1) and (G 2) ?
Let A M be the image of A in End(M), and assume that the kernel of the map A → A M is stable by the involution σ; this is the case when the module M is compatible with a non-degenerate quadratic form. We denote by σ the induced involution of A M .
Assume that the module M is semi-simple. We associate to M a set A M of skew fields -those arising as endomorphism rings of the simple components of the module M. Some of these are stable by the involution, others come in pairs, exchanged by the involution. We assume that the fields are commutative, finite extensions of the ground field K.
If E is one of the fields stable by the involution σ and F the fixed field of σ in E, we assume that E/F is a quadratic extension [when A = K[Γ], the factors are of the shape K[X]/(g), where g ∈ K[X] is an irreducible, symmetric polynomial; either g is of even degree (in which case E/F is a quadratic extension), or deg(g) = 1. Since we are only dealing with polynomials without linear factors, we may assume that g is of even degree, hence this assumption is fulfilled].
The results concerning the "rational" Hasse principles are as follows. We start by defining an "obstruction group" associated to K-algebras with certain properties. If this algebra is realized as endomophism group of a module, and if q is a quadratic form satisfying condition (L 1), then the obstruction to (G 1) is given in terms of linear forms defined on this group. More precisely :
• Let E = i∈I E i , where the E i /K are finite field extensions of K, and let σ i : E i → E i be non-trivial K-linear involutions; let σ : E → E be the involution whose restriction to E i is equal to σ i . We define a group X E = X (E,σ) which is a finite dimensional F 2 -vector space (see §16).
• If A M = (E i ) i∈I as above, and if q is a quadratic form satisfying condition (L 1), then we define a linear form c q on X E , and we show that (G 1) holds if and only if c q = 0 (see Theorem 16.4).
For instance, when A = K[Γ], and f = i∈I f n i i where f i ∈ K[X] are distinct monic, irreducible, symmetric of even degree, we set E i = K[X]/(f i ) and M = ⊕ i∈I E n i i . A quadratic form q is compatible with the module M if and only if it has an isometry with characteristic polynomial f . It follows from the above result that if X E = 0 and if q has an isometry with characteristic polynomial f everywhere locally, then such an isometry exists globally as well.
Similarly, we define an "integral" obstruction group which measures the failure of the Hasse principle in the integral case. More precisely, if Λ is an O-algebra with A = Λ ⊗ O K and such that Λ is stable by the involution σ, let Λ M be the image of Λ in End(M) and assume that Λ M is stable by σ. We define a group X Λ M ,M that is also a finite dimensional F 2 -vector space, containing X E as a subgroup (cf. §17). If q is a quadratic form satisfying conditions (L 1) and (L 2), then we associate to q a finite set C q of linear maps on X Λ M ,M such that (G 1) and (G 2) hold if and only if C q contains the zero map (cf. Theorem 19.4).
The applications to the initial question are as follows. Let f i ∈ Z[X] be monic, irreducible, symmetric polynomials of even degree, set g = i∈I f i , and E = Q[X]/(g). The group X Λ M ,M only depends on the polynomial g; let us denote it by X g .
Let f = i∈I f n i i . Set deg(f ) = 2n, and let (r, s) be a pair of integers, r, s 0. The following conditions are necessary for the existence of an even, unimodular lattice with signature (r, s) having an isometry with characteristic polynomial f (see Lemma 20.3) :
Let m(f ) be the number of roots z of f with |z| > 1 (counted with multiplicity).
Assume that conditions (C 1) and (C 2) hold. We then define a finite number of linear forms on X g , and prove that there exists an even, unimodular lattice with signature (r, s) having an isometry with characteristic polynomial f and minimal polynomial g if and only if one of these linear forms is zero (see Theorem 20.11.) Several examples are given in §20. For all integers d 1, we denote by Φ d the d-th cyclotomic polynomial. 20.8 and 20.19 that L 3,19 has an isometry with characteristic polynomial f and minimal polynomial g.
Example. Let p and q be two distinct prime numbers, such that p ≡ q ≡ 3 (mod 4). Let n, m, t ∈ Z with n, m, t 2 and m = t, and set
There exists a positive definite, even, unimodular lattice having an isometry with characteristic polynomial f ⇐⇒ ( p q ) = 1 (see Examples 20.10 and 20.14). Let K be a field, and let A be a K-algebra with a K-linear involution σ : A → A. All A-modules are supposed to be finite dimensional over K.
Bilinear forms compatible with a module structure
Let M be an A-module, and let b : M × M → K be a non-degenerate symmetric bilinear form. We say that
is the K-linear involution sending g ∈ G to g −1 , then this becomes b(gx, gy) = b(x, y) for all g ∈ G and x, y ∈ M].
Let V be a finite dimensional K-vector space, and let q : V × V → K be a non-degenerate symmetric bilinear form. We say that M and (V, q) are compatible if there exists a K-linear isomorphism ϕ : M → V such that the bilinear form b ϕ : M × M → K, defined by b ϕ = q(ϕ(x), ϕ(y)), is an A-bilinear form.
Example 1.1. Take for A the group ring K[Γ], where Γ is the infinite cyclic group, and for σ the canonical involution of K[Γ]; let γ be a generator of Γ. If b is a bilinear form compatible with a module M, then γ acts as an isometry of b. Conversely, an isometry of a bilinear form b :
Let A M be the image of A in End(M); if M is compatible with a nondegenerate bilinear form, then the kernel of the map A → A M is stable by σ, and the algebra A M carries the induced involution σ :
If char(K) = 2, the notions of symmetric bilinear form and quadratic form coincide; we then use the terminology of A-quadratic form instead of A-bilinear form.
The equivariant Witt group
We denote by W A (K) the Witt group of A-bilinear forms (cf. [BT 17], Definition 3.3).
If M is a simple A-module, let W A (K, M) be the subgroup of W A (K) generated by the classes of the (A, σ)-bilinear forms (M, q). We have
where M ranges over the isomorphism classes of simple A-modules (see [BT 17] , Theorem 3.12).
More generally
where S ranges over the isomorphism classes of simple A-modules arising in a direct sum decomposition of M.
Lattices
Let O be an integral domain, and let K be its field of fractions; let Λ be an O-algebra, and let σ :
Let (M, b) be a Λ K -bilinear form; if L is an Λ-lattice, then so is its dual
We say that L is unimodular if L ♯ = L.
Bounded modules, semi-simplification and reduction mod π
We keep the notation of the previous section, and assume that O is a discrete valuation ring; let π be a uniformizer, and let k = O/π be the residue field. Set
Let M be a bounded Λ K -module, and let L ⊂ M be a Λ-lattice; the quotient L/πL is a Λ k -module. The isomorphism classes of the simple Λ k -modules occuring as quotients in a Jordan-Hölder filtration of L/πL are independent of the choice of the Λ-lattice L in M; this is a generalization of the Brauer-Nesbitt theorem, see [S 18], Theorem 2.2.1. The direct sum of these modules is called the semi-simplification of L/πL; by the above quoted result it is independent of the choice of L. It will be called the reduction mod π of M, and will be denoted by M(k); this Λ k -module is defined up to a non-canonical isomorphism.
The involution σ : Λ → Λ induces an involution Λ k → Λ k , which we still denote by σ. Recall that a Λ k -module N is said to be self-dual if the kernel of the homomorphism Λ k → End(N) is stable by the involution σ. Set κ(N) = End Λ k (N); if N is self-dual, then σ induces an involution σ : κ(N) → κ(N).
The residue map
We keep the notation of the previous section. We say that a Λ K -bilinear form is bounded if it is defined on a bounded module, and we denote by W b Λ K (K) the subgroup of W Λ K (K) generated by the classes of bounded forms.
Let (M, b) be a Λ K -bilinear form, and let L be a lattice in M; we say that L is almost unimodular if πL ♯ ⊂ L ⊂ L ♯ , where π is a uniformizer. Every bounded Λ K -bilinear form contains an almost unimodular lattice (see [BT 17], Theorem 4.3. (i) 
given by
where L is an almost unimodukar lattice contained in M, is a homomorphism. Moreover, a Λ K -bilinear form contains a unimodular lattice if and only if it is bounded and the image of its Witt class by ∂ is zero.
We call ∂([M, b]) the discriminant form of the almost unimodular lattice L.
Let (V, q) be a quadratic form over K, and let δ ∈ W Λ k (k). We say that (V, q) contains an almost unimodular Λ-lattice with discriminant form δ if there exists an isomorphism ϕ : M → V such that (M, b ϕ ) contains an almost unimodular Λ-lattice with discriminant form δ.
Lattices and discriminant forms
We keep the notation of §2; moreover we assume that K is a global field, and that O is the ring of integers of K with respect to a finite non-empty set Σ of places of K (containing the infinite places when K is a number field). Let V Σ be the set of places of K that are not in Σ.
We denote by V K the set of all places of K; if v ∈ V K , let K v be the completion of K at v, let O v be the ring of integers of K v , let k v be the residue field, and set
Proposition 5.2. An almost unimodular lattice is unimodular if and only if its discriminant form is trivial.
Proof. This follows from Theorem 4.1.
Local-global problems
We keep the notation of the previous section. Let (V, q) be a quadratic form over K; for all places v ∈ V Σ , let us fix δ = (δ v ), with δ v ∈ W Γ (k v ) such that δ v = 0 for almost all v. We say that (V, q) contains an almost unimodular Λ-lattice with discriminant form δ if there exists an isomorphism ϕ : M → V such that (M, b ϕ ) contains an almost unimodular Λ-lattice with discriminant form δ.
We consider the following local and global conditions :
Proposition 6.1. The following are equivalent :
Proof. This is clear.
Proposition 6.2. The following are equivalent
(ii) Conditions (G 1) and (G 2) δ hold.
then L is an almost unimodular lattice of (M, b ϕ ) with discriminant form δ, hence (ii) holds.
Stable factors, orthogonal decomposition and transfer
We keep the notation of Section 1; in particular, K is a field, A is a Kalgebra with a K-linear involution σ : A → A, and M is an A-module. We also assume that M is semi-simple. [Note that by [BT 17], Theorem 3.12, a bilinear form compatible with M is in the same Witt class as a bilinear form on a semi-simple module.] Recall that A M is the image of A in End(M), and that we are assuming that the kernel of the map A → A M is stable by σ; the algebra A M carries the induced involution σ :
Assume in addition that if N is a simple factor of M, then A N is commutative; hence it is a field, finite extension of K; therefore A M is a product of matrix algebras M N over the fields A N . Some of these are stable under σ, others come in pairs, exchanged by σ. Note that a simple module N is self-dual if M N is stable by σ. If N is self-dual, then the involution σ : M N → M N is induced by a K-linear involution of A N ; we also denote this involution by σ : A N → A N .
We associate to the module M a set A M of σ-stable commutative Kalgebras, as follows. The set A M consists of the σ-stable fields A N , where N is a self-dual simple factor of M, and of the products of two fields interchanged by σ associated to the simple factors of M that are not self-dual. The module The elements of A M are called simple σ-stable algebras associated to M. These can be of three types : Type (0) : A field E stable by σ, and the restriction of σ to E is the identity. Type (1) : A field E stable by σ, and the restriction of σ to E is not the identity; E is then a quadratic extension of the fixed field of σ in E.
Type (2) : A product of two fields exchanged by σ.
Proposition 7.1 implies that every bilinear form b compatible with M decomposes as an orthogonal sum b ≃ b(0) ⊕ b(1) ⊕ b(2), corresponding to the factors of type 0, 1 and 2, Moreover, it is easy to see that the class of b(2) in W A (K) is zero.
as in example 1.1, and let γ be a generator of Γ. In this case, the simple σ-stable factors are of the shape
Type (2) f = gg * for some irreducible, monic polynomial g ∈ K[X] with non-zero constant term, and g * (X) = g(0) −1 X deg(g) g(X −1 ).
We say that f is a polynomial of type 0, 1 or 2.
Let E be such a factor, and let M N be a component of M with End(N) ≃ E. We denote by γ N the image of the generator γ by the map A → End(M N ). If b is a bilinear form compatible with M N , the endomorphism γ N is an isometry of b with minimal polynomial f and characteristic polynomial f n , where n = dim E (M N ).
Transfer
Assume now that A M has only one element, an involution invariant field E; note that M is a finite dimensional E-vector space. Let ℓ : E → K be a non-trivial K-linear map such that ℓ(σ(x)) = ℓ(x) for all x ∈ E. The following is well-known :
Simple modules and reduction
We keep the notation of the previous section. We assume moreover that M is a simple A-module. Let E = A M be the image of A in End(M); by hypothesis, E carries an involution σ : E → E induced by the involution of A. Since M is simple, E is a field, finite extension of K; let F be the fixed field of σ in E.
Assume moreover that K is a global field, and let O be a ring of integers with respect to a finite set Σ of places of K, containing the infinite places if K is a number field. Let Λ be an O-algebra; assume that A = Λ ⊗ O K, and that Λ is stable by the involution σ : A → A.
As in the previous sections, we denote by V K the set of places of K, by V Σ the set of places of K that are not in Σ, and by K v the completion of K at v; let O v be the ring of integers of K v , let π v ∈ O v be a uniformizer, and let
we denote by O w the ring of integers of E w , and by κ w its residue field.
are the residue fields of the rings of integers of E w for the places w ∈ V E above v; such a component is self-dual if and only if w is inert or ramified in the extension E w /F w , where we also denote by w the unique place of F extending to w. This completes the proof of the proposition.
Twisting groups
We start by recalling some notions and facts from [BT 17], §5. Assume that K is a field of characteristic = 2.
If F is a commutative semi-simple K-algebra of finite rank, and E a Kalgebra that is free of rank 2 over F ; we denote by σ : E → E the involution fixing F , and we set
There is an exact sequence
where res :
If E is a local field, then we have a natural commutative diagram
Assume now that E is a global field. Let S be the set of places w of F such that E ⊗ F F w is a field. Then we have (cf. [BT 17], Theorem 5.7)
Theorem 9.1. The sequence
Let v be a place of K, and let w be a place of F above v. Recall that the following diagram commutes
Residue maps
Assume that K is a non-archimedean local field of characteristic = 2, that E is a finite degree field extension of K with a non-trivial involution σ : E → E and that F is the fixed field of σ. Let ℓ : E → K be a non-trivial K-linear map such that ℓ(σ(x)) = ℓ(x) for all x ∈ E. Let O be the ring of integers of K, and let k be its residue field. Let O E be the ring of integers of E, and let m E be its maximal ideal; set
If n 1 is an integer, we define a map
, let us denote by h n,λ the n-dimensional diagonal hermitian form λ, 1, . . . , 1 over E, and set q n,λ = ℓ(h n,λ ); we obtain an
Proposition 10.1. For all integers n 1, we have
is injective, and its image consists of the classes of forms of dimension n[κ E : k] mod 2.
Proof. Let δ be the valuation of the different ideal D E/K ; in other words, we have
Let π E be a generator of m E , and note that the class of π E is the unique non-trivial element of T (E, σ). By [BT 17], Corollary 6.2 and Proposition 6.3, we see that if δ is even, then ∂ • t n (1) = 0 and ∂ • t n (π E ) = 0; if δ and n are both odd, then ∂ • t n (π E ) = 0 and ∂ • t n (1) = 0; if δ is odd and n is even, then ∂ • t n (1) = 0 and ∂ • t n (π E ) = 0. Hence ∂ • t n is bijective.
(b) This follows from [BT 17], Proposition 6.6.
(c) Follows from [BT 17], Proposition 6.7.
The following special case will be useful in the sequel.
Proof. The hypothesis implies that the valuation of the different ideal D E/K is zero, and that E/F is inert; hence [BT 17], Corollary 6.2 yields the desired result.
Hermitian forms and Hasse-Witt invariants
Assume that K is a field of characteristic = 2. The aim of this section is to give some results relating the invariants of hermitian forms and those of quadratic forms obtained from them via transfer. Recall that every quadratic form q over K can be diagonalized, in other words there exist a 1 , . . . , a n ∈ K × such that q ≃ a 1 , . . . , a n . The determinant of q is by definition the product a 1 . . . a n , denoted by det(q); it is an element of K × /K ×2 . Let us denote by Br(K) the Brauer group of K, considered as an additive abelian group, and let Br 2 (K) be the subgroup of elements of order ≤ 2 of Br(K).
is the class of the quaternion algebra over K determined by a i , a j .
Let E be a finite extension of K, and let σ : E → E be a non-trivial Klinear involution of E; let F be the fixed field of σ, and let d ∈ F × be such
for all x, y ∈ F , and let m a : F → F be the multiplication by a; we have L a = L 1 •m a . Since det(L a ) = D a and det(m a ) = N F/K (a), the lemma follows.
Proof. It suffices to prove the proposition when n = 1. Let λ ∈ F × be such that h(x, y) = λxσ(y). Since ℓ(σ(x) = ℓ(x) for all x ∈ E, we have ℓ( √ d) = 0, hence ℓ(h) is the orthogonal sum of two quadratic forms defined on the Kvector space F , namely (x, y) → ℓ F (λxy) and (x, y) → ℓ F (−dλxy), where ℓ F is the restriction of ℓ to F . The determinant of ℓ(h) is the product of the determinant of these two forms. Lemma 11.1 implies that the determinant of the first one is N F/K (λ)D 1 , and of the second one N F/K (−d)N F/K (λ)D 1 ; this completes the proof of the proposition.
Notation 11.3. For all λ ∈ F × and all integers n 1, let h n,λ be the n-dimensional diagonal hermitian form h n,λ = λ, 1, . . . , 1 over E, and set q n,λ = ℓ(h n,λ ).
Proposition 11.4. Let λ ∈ F × and let n 1 be an integer. We have
To prove this proposition, we recall a theorem of Arason. If k is a field of characteristic = 2, we denote by I(k) the ideal of even dimensional forms of the Witt ring W (k), and by e 2 : I 2 (k) → Br 2 (k) be the homomorphism sending a 2-fold Pfister form a, b to the class of the quaternion algebra (−a, −b) (see for instance [AEJ 84]).
Theorem 11.5. (Arason) Let s : F → K be a non-trivial linear form. If Q ∈ I 2 (F ), then s(Q) ∈ I 2 (K), and e 2 (s(Q)) = cor F/K (e 2 (Q)) in Br 2 (K). Corollary 11.6. If Q ∈ I 2 (F ), then
Proof. [L 05], Proposition 3.20 implies that for Q ∈ I 2 (F ), either w 2 (Q) = e 2 (Q) or w 2 (Q) = e 2 (Q)+(−1, −1). In the first case, there is nothing to prove; assume that w 2 (Q) = e 2 (Q) + (−1, −1). We have e 2 (Q) = cor F/K (e 2 (Q)) by Theorem 11.5. Since w 2 (Q) = e 2 (Q) 3.20) , and this implies that w 2 (s(Q)) = cor F/K (w 2 (Q)), as claimed.
Proof of Proposition 11.4. Assume first that n = 1, and let s :
On the other hand, we have w 2 (s(Q)) = w 2 (s(q 1 )) + w 2 (s(q 2 )) + (det(s(q 1 )), det(s(q 2 )). By Proposition 11.2, we have det(s(q 1 )) = det(s(q 2 )) = N F/K (−d), hence w 2 (s(Q)) = w 2 (s(q 1 ))+w 2 (s(q 2 ))+(−1, N F/K (−d)). By Corollary 11.6, we have w 2 (s(Q)) = cor F/K (w 2 (Q)), therefore w 2 (s(q 1 )) + w 2 (s(q 2 )) = cor F/K (λ, d). Since q 1,1 = ℓ(h 1,1 ) = s(q 1 ) and q 1,λ = ℓ(h 1,λ ) = s(q 2 ), this proves the proposition when n = 1. Asssume now that n 2. We have w 2 (q n,λ ) = w 2 (q 1,λ ) + (D 1 , D n−1 ) + w 2 (q n−1,1 ), and w 2 (q n,1 ) = w 2 (q 1,1 ) + (D 1 , D n−1 ) + w 2 (q n−1,1 ).
Local fields
Assume that K is a local field.
Lemma 11.7. Two hermitian forms over E having the same dimension and determinant are isomorphic.
Proof. See for instance [Sch 85], 10.1.6, (ii).
Proposition 11.8. Let λ ∈ F × , let h be an n-dimensional hermitian form of determinant λ over E, and set q = ℓ(h). We have
Proof. If K is a non-archimedean local field, then by Lemma 11.7 the hermitian form h is isomorphic to the diagonal form h n,λ = λ, 1, . . . , 1 , hence the statement follows from Proposition 11.4.
We have ℓ(λ i ) = 1, 1 if λ i > 0, and ℓ(λ i ) = −1, −1 if λ i < 0; note that w 2 ( 1, 1 ) = 0 and w 2 ( −1, −1 ) = 1. This implies that w 2 (q) = w 2 (q n,1 ) if and only if λ i is negative for an even number of i ∈ I. On the other hand, cor F v /Kv (λ, d) = 0 if and only if λ i is negative for an even number of i ∈ I; this concludes the proof of the proposition.
Obstruction
The aim of this section is to describe an obstruction group in a general situation. The group depends on a finite set I, a set V and, for all i, j ∈ I, a subset V i,j of V ; in the applications, the vanishing of the group detects the validity of the local-global principle (also called Hasse principle).
To obtain a necessary and sufficient condition for the Hasse principle to hold, we need additional data; in the applications, it is provided by local solutions. For all v ∈ V , we give ourselves a set C v having certain properties (see below for details); this set corresponds to the local data.
The basic setting
Let I be a finite set, let ∼ be an equivalence relation on I, and let I be the set of equivalence classes. Let C(I) be the set of maps I → Z/2Z. Let C ∼ (I) be the subgroup of C(I) consisting of the maps that are constant on the equivalence classes, and note that C ∼ (I) = C(I).
We also denote by ∼ the equivalence relation on C(I) is generated by
The following remark will be useful in the sequel
Let X ∼ (I) be the quotient of C ∼ (I) by the constant maps; equivalently, we can regard X ∼ (I) as the quotient of C(I) by the constant maps.
The sets V , V i,j and the associated equivalence relations Let V be a set, and for all i, j ∈ I, let V i,j be a subset of V . We take for ∼ the equivalence relation generated by
Let X = X ∼ (I) be the group corresponding to the equivalence relation ∼ defined as above.
For all v ∈ V , we define equivalence relations ∼ v on I and C(I), generated by
For all v ∈ V , we consider subsets C v of C(I) satisfying the conditions (ii) and (iii) below :
We now prove some results that will be useful in the following sections.
For all a ∈ C and i ∈ I, set Σ i (a) = v∈V a v (i).
If c ∈ X and a = (a v ) ∈ C, then by conditions (i) and (ii) the sum v∈V i∈I
is well-defined. The following result is used in §16 and §19 to give necessary and sufficient conditions for some Hasse principles to hold.
Proof. If Σ i (a) = 0 for all i ∈ I, then we are done. Assume that Σ i 0 (a) = 1. We claim that there exists i ∈ I with i = i 0 and i ∼ i 0 such that Σ i (a) = 1. In order to prove this claim, let c ∈ C(I) be such that c(i 0 ) = 1 and that c(i) = 0 if i = i 0 . Then we have v∈V i∈I c(i)a v (i) = Σ i 0 (a) = 1, hence c ∈ X. Therefore c is not constant on the equivalence classes. This implies that there exists i 1 ∈ I with i 1 = i 0 such that i 1 ∼ i 0 . If Σ i 1 (a) = 1, we stop. Otherwise, let c ∈ C(I) be such that c(i 0 ) = c(i 1 ) = 1 and c(i) = 0 if i = i 0 , i 1 . We have v∈V i∈I
hence c ∈ X. Therefore c is not constant on the equivalence classes. This implies that there exists i 2 ∈ I, i 2 = i 0 , i 1 , such that either i 2 ∼ i 0 or i 2 ∼ i 1 . Note that since i 1 ∼ i 0 , we have i 2 ∼ i 0 in both cases. Since I is finite and that v∈V i∈I c(i)a v (i) = 0, we eventually get i r ∈ I with i r = i 0 , i r ∼ i 0 , and Σ ir (a) = 1. By Proposition 12.2, there exists b ∈ C such that Σ i 0 (b) = Σ ir (b) = 0. Continue inductively until the theorem is proved.
Under some additional hypothesis on C v for v ∈ V ′′ , the necessary and sufficient condition for the Hasse principle can be given by the vanishing of a homomorphism :
The homomorphism
Let us make the additional assumption that
Let a ∈ C. We define a homomorphism α = α a : X → Z/2Z as follows. For all c ∈ X, we set
Note that this is well-defined, since by conditions (i) and (ii) v∈V i∈I
Proposition 12.4. The homomorphism α is independent of the choice of a ∈ C.
This holds for all v ∈ V , hence α a = α b .
Corollary 12.5. Let a ∈ C, and assume that α a = 0. Then there exists
Proof. This follows from Theorem 12.3.
Obstruction group -the rational case
Assume that K is a global field of characteristic = 2, and let I be a finite set. For all i ∈ I, let E i be a finite degree extension of K, and let σ i : E i → E i be a non-trivial involution; let F i be the fixed field of σ i . Set F = i∈I F i and E = i∈I E i ; let σ : E → E be the involution such that the restriction of σ to
The aim of this section is to associate to (E, σ) a finite group X E = X E,σ that will be useful in §16.
We denote by V K the set of places of K.
Notation 13.1. For all i ∈ I, let V i be set of places v ∈ V K such that there exists a place of F i above v which is inert or ramified in E i .
Let X = X E be the group constructed in §12 using the data I and V i,j = V i ∩ V j ; recall that the equivalence relation on ∼ I is generated by
that C ∼ (I) is the subgroup of C(I) consisting of the maps I → Z/2Z that are constant on the equivalence classes, and X E is the quotient of C ∼ (I) by the constant maps.
Example 13.2. Assume that there exists a real place v of K such that for all i ∈ I, there exists a real place of F i above v which extends to a complex place of E i . Then X E = 0. Indeed, v ∈ V i for all i ∈ I, hence V i ∩ V j = ∅ for all i, j ∈ I. Therefore all the elements of I are equivalent, and this implies that X E = 0.
In particular, if K = Q, and if for all i ∈ I, the field E i is a CM field (that is, E i is totally complex and F i is totally real), then X E = 0.
Twisting groups and equivalence relations
In this section, we introduce some notation that will be used throughout the paper; we also prove some results concerning equivalence relations defined on the twisting groups.
We keep the notation of §13. If v ∈ V K , we denote by K v the completion of K at v, and set
LetC(I) be the set of maps
Proof. Let ι : Z/2Z → Q/Z be the canonical injection, and let us also denote by ι the induced injection C(I) →C(I). Let us show that for all
Recall from (9.1) that for all
Note that C(I) is a group, and that C T v (I) is a subgroup of C(I).
Recall that for all i ∈ I, V i is set of places v ∈ V such that there exists a place of σ) . Let (+1) : Z/2Z be the map sending n to n + 1.
Let ≡ v be the equivalence relation on C(I) generated by
The map (i, j)a(λ v ) differs from a(µ v ) in less elements than a(λ v ). Since I is a finite set, continuing this way we see that
Local data -the rational case
We keep the notation of §14; in particular, K is a global field of characteristic = 2. Let M be an A-module satisfying the hypotheses of §7 with A M = (E i ) i∈I .
Recall that E i /K is a finite field extension of K and that σ(E i ) = E i for all i ∈ I. In addition, assume that for all i ∈ I, the restriction of σ to E i is non-trivial. The fixed field of this involution is denoted by F i ; hence E i /F i is a quadratic extension, and
Let v ∈ V K , and let q be a quadratic form over K v which is compatible with the module M ⊗ K K v . We now associate a subset of T (E v , σ) to q and M.
Proof. By Proposition 11.8, we have w 2 (q 
and letCÃ the set ofã(λ v ) for λ v ∈LÃv.
Let ι : Z/2Z → Q/Z be the canonical injection, and let A ∈ Z/2Z be such that ι Proof. This follows from Propositions 15.2 and 14.5.
Local data -finite places
In the case of finite places, we have more precise information : as we will see, the sets CR v and C A v coincide, and hence CR v is an ≡ v -equivalence class.
Proof. If λ v ∈ LR v , then by Proposition 15.1 we have w 2 (q) = w 2 (q n,1 ) + cor F/K (λ v , d). Let us show the converse. We have w 2 (q n,λ v ) = w 2 (q n,1 ) +
, therefore the quadratic forms q and q n,λ have the same dimension, determinant and Hasse-Witt invariant; hence they are isomorphic over K v . This implies that λ v ∈ LR v .
Proposition 15.6. Suppose that v is a finite place; then CR v = C A v .
Proof. By Proposition 15.5, we have CR v =CÃv ; hence the statement follows from Lemma 14.2.
Corollary 15.7. Suppose that v is a finite place. Then the set CR v is an ≡ v -equivalence class of C(I).
Proof. This follows from Propositions 15.6 and 14.5.
Local data -real places
Suppose that v ∈ V K is a real place. We say that a quadratic form q has maximal signature at v (with respect to M) if the signature of q at v is equal to the signature of q n,1 or of −q n,1 at v. 
Local-global problem -the rational case
We keep the notation of the previous sections; in particular, M is an Amodule satisfying the hypotheses of §15, and A M = (E i ) i∈I . If (V, q) is a quadratic form over K, we consider the following local and global conditions : 
Let us prove the converse. Let λ = (λ i ) ∈ T (E, σ) such that λ ∈ LR v for all v ∈ V K , and let h i be a hermitian form of dimension n i over E i such that det(h i ) = λ i and that sign v (h i ) = sign v (h v i ) for all real places v ∈ V K ; for the existence of such a hermitian form, see for instance [Sch 85], 10.6.9. Let q i = ℓ i (h i ) and q ′ = ⊕ i∈I q i . The quadratic form q ′ is compatible with M by construction; its dimension, signatures and determinant are the same as those of q [this clear for the dimension and the signatures; for the determinant, it follows from Proposition 11.2]. By Proposition 11.8, we have
On the other hand, since λ ∈ LR v for all v ∈ V K , by Proposition 15.1 we have cor F v /Kv (λ, d) = w 2 (q) + w 2 (q n,1 ) in Br 2 (K v ) for all v ∈ V K ; therefore w 2 (q ′ ) = w 2 (q) in Br 2 (K). This implies that q ′ ≃ q, hence condition (G 1) holds.
In §13, we defined a group X E = X E,σ . Recall that for all v ∈ V K and i ∈ I, the set S v i consists of the places w of F i such that E i ⊗ F i (F i ) w is a field, and that if i ∈ I, we denote by V i the set of places v ∈ V K such that S v i = ∅. The group X E is the group constructed in §12 using the data I and
Note that X E does not depend on the module M, only on the algebra with involution E.
Theorem 16.2. (i) Assume that X E = 0, and let q be a quadratic form such that (L 1) holds. Then (G 1) holds as well.
(ii) If X E = 0, there exists a quadratic form satisfying (L 1) but not (G1).
The proof of this theorem will be given later, after the construction of the obstruction homomorphism.
If the obstruction group X E is not trivial, then the validity of the Hasse principle also depends on the choice of the quadratic form.
Local data
Let q be a non-degenerate quadratic form over K, and let us assume that condition (L 1) holds. Recall from Section 15 that a local solution gives rise to sets LR v and CR v for all v ∈ V K .
Let CR be the set of the elements (a v ), a v ∈ CR v , such that a v = 0 for almost all v ∈ V K . Let us show that this set is not empty.
Proposition 16.3. Assume that condition (L 1) holds. Then the set CR is not empty.
Proof. Let S be the subset of V K consisting of the places v ∈ V K such that A v = 0 and the infinite places; this is a finite set.
Note that v is a finite place, since v ∈ S; hence by Proposition 15.7, the map (i, j)a(λ v ) belongs to CR v . Moreover, this map vanishes at i and j. If (i, j)a(λ v ) = 0, we stop; otherwise we continue, and after a finite number of steps we obtain the zero element of C(I). Since this holds for all v ∈ V K such that v ∈ S, the proposition is proved.
The homomorphism and the Hasse principle
We apply the results of §12 with the sets C v = CR v , and the equivalence relation ∼ v will be the equivalence relation ≡ v , defined in Section 14.
For all v ∈ V K , setÃ v = inv v (w 2 (q) + w 2 (q n,1 )). Let ι : Z/2Z → Q/Z be the canonical injection, and let A v ∈ Z/2Z be such that ι(A v ) =Ã v . Note that q and q n,1 are quadratic forms over K, henceÃ v = 0 for almost all v ∈ V K , and v∈V KÃ v = 0; the same properties hold for A v , therefore condition (i) of §12 holds.
Let V ′ be the set of finite places, and V ′′ be the set of infinite places of K. The sets CR v satisfy conditions (ii)-(iv) of Section 12 : indeed, condition (ii) follows from Proposition 15.2, condition (iii) from Corollary 15.7, and condition (iv) from Corollary 15.3.
Let (a(λ v )) ∈ CR. As in §12, we define a homomorphism ρ : X E → Z/2Z as follows. For all c ∈ X E , set
By Proposition 12.4, the homomorphism ρ is independent of the choice of (a(λ v )) ∈ CR.
Theorem 16.4. Let q be a quadratic form, and assume that condition (L 1) holds; then condition (G 1) holds if and only if ρ = 0.
Proof. If condition (G 1) holds, then by Proposition 16.1 there exists λ =
Let us prove the converse. Since ρ = 0, Corollary 12.5 implies that there
holds. This concludes the proof of the theorem.
Below we give a reformulation of the theorem, easier to use.
Let (λ v )) ∈ L. We define a homomorphism ρ : X E → Q/Z as follows : for all c ∈ X E , set
Theorem 16.5. Let q be a quadratic form, and assume that condition (L 1) holds; then condition (G 1) holds if and only ifρ = 0.
. Therefore Lemma 14.2 implies thatρ is independent of the choice of λ v ∈ L, and thatρ = 0 if and only if ρ = 0; hence the theorem follows from Theorem 16.4.
We say that a quadratic form q has maximal signature (with respect to M) if for all real places v ∈ V K , the signature of q at v is equal to the signature of q n,1 or of −q n,1 at v. For the proof of Theorem 16.2, we need the following proposition.
Proposition 16.6. For all i, j ∈ I, i = j, there exists a quadratic form q over K having maximal signature satisfying (L 1), and, for all v ∈ V K , a corresponding local data λ v ∈ LR v , such that for for some
Lemma 16.7. Let v ∈ V K be a finite place, and let Q be a quadratic form over
Proof. Note that q n,1 is compatible with M by construction, and that its dimension and determinant coincide with those of Q; if w 2 (Q) = w 2 (q n,1 ) in Br 2 (K v ), then Q ≃ q n,1 over K v , hence we are done. Suppose that w 2 (Q) = w 2 (q n,1 ), and let λ be a non-trivial element of T (E v , σ). By Proposition 11.4, we have w 2 (q n,λ ) = w 2 (q n,1 ), and therefore w 2 (q n,λ ) = w 2 (Q) in Br 2 (K v ).
The forms q n,λ and Q have the same dimension, determinant and Hasse-Witt invariant, hence they are isomorphic over K v . Since q n,λ is compatible with
Proof of Proposition 16.6. For all k ∈ I, let S(k) be the set of places v of V K such that w 2 (q v n k ,1 ) = 0, and let S be the set of places v ∈ V K such that v ∈ S(k) for some k ∈ I, or that the quaternion algebra (d s , d r ) is not split at v for some r, s ∈ I. Let v 1 , v 2 ∈ V K be two distinct finite places that are not in the finite set S.
, that if v is a real place, then the signature of q v k is equal to the signature of q n,1 at v, and that the Hasse-Witt invariants of q v k are as follows
We claim that the number of v ∈ V K such that w 2 (Q v ) = 0 is even. Indeed, for all v ∈ V K and all k ∈ I, we have
and w 2 (q n,1 ) = k∈I w 2 (q n k ,1 ) + r<s (d r , d s ).
If v = v 1 , v 2 , this implies that w 2 (Q v ) = w 2 (q n,1 ), and since q n,1 is a global form, the number of v ∈ V K such that w 2 (q n,1 ) = 0 in Br(K v ) is even. We have w 2 (q v 1 ) = w 2 (q v 1 n,1 ), and w 2 (q v 2 ) = w 2 (q v 2 n,1 ); hence the number of places v such w 2 (Q v ) = 0 is even.
Let q be a quadratic form over K such that q v ≃ Q v over K v for all v ∈ V K ; the existence of this form follows from [Sch 85], Theorem 6.6.10. The form q has maximal signature by construction.
For all v ∈ V K , let λ v ∈ LR v be the local data corresponding to the quadratic form Q v . We claim that a(λ v ) ∈ CR v satisfies the required conditions. Indeed, recall that for all v ∈ V K . and all k ∈ I, we have
cf. Proposition 15.1. Since v 1 and v 2 are not in S, we have w 2 (q v 1 n i ,1 ) = w 2 (q v 2 n j ,1 ) = 0, hence
in other words, we haveã(λ v 1 )(i) =ã(λ v 2 )(j) = 1. By Lemma 14.2, this implies that
, hence the same argument shows thatã(λ v )(k) = 0, and therefore by Lemma 14.2, we have a(λ v )(k) = 0. This completes the proof of the Proposition.
Proof of Theorem 16.2. If X E = 0, then by Theorem 16.4 the Hasse principle holds for any quadratic form q.
To prove the converse, assume that X E = 0; we claim that there exists a quadratic form q satisfying (L 1) but not (G 1). Let c ∈ X E be a non-trivial element, and let i, j ∈ I be such that c(i) = c(j). With q and a ∈ CR as in Proposition 16.6, we have
hence ρ(c) = 0; by Theorem 16.4 condition (G 1) does not hold.
Example 16.8. Let A = K[Γ] as in example 7.2, and assume that all the simple σ-stable factors in A M are of type (1). In other words, we have
are monic, irreducible, symmetric polynomials of even degree, and M = ⊕ i∈I M i , with M i ≃ E n i i . Let q be a quadratic form over K; then q is compatible with M if and only if q has an isometry with minimal polynomial g = i∈I f i , and characteristic polynomial f = i∈I f n i ; hence theorem 16.4 gives a necessary and sufficient condition for the Hasse principle to hold for the existence of an isometry with minimal polynomial g and characteristic polynomial f . Example 16.9. With the notation of example 16.8, assume that K = Q, and that the polynomials f i are cyclotomic polynomials for all i ∈ I. Then E i = Q/(f i ) is a cyclotomic field for all i ∈ I, hence a CM field; by example 13.2 this implies that X E = 0. By Theorem 16.2, the Hasse principle holds for the existence of an isometry with minimal polynomial g and characteristic polynomial f ; if q is a quadratic form having an isometry with minimal polynomial g and characteristic polynomial f locally everywhere, then such an isometry exists over Q as well.
Obstruction group -the integral case
As in the previous sections, K is a global field; let O be a ring of integers of K with respect to a finite, non-empty set Σ of places of K, containing the infinite places if K is a number field. Let V Σ be the set of places of K that are not in Σ. If v ∈ V Σ , we denote by O v the ring of integers of K v , and by k v its residue field. Let Λ be an O-algebra, and let σ : Λ → Λ be an O-linear involution; set
Let (M i ) i∈I be a finite set of A-modules, and let M = ⊕ i∈I M i , and let Λ M be the image of Λ in End(M). Assume that the kernel of the homomorphism Λ → Λ M is stable by the involution σ, and we also denote by σ : Λ M → Λ M the induced involution.
The aim of this section is to define a group X Λ M ,(M i ) i∈I that will be useful in §19. In general, this group depends on (M i ) i∈I as well as Λ M . However, in our main case of interest, namely when Λ = O[Γ], it only depends on Λ M .
The group X Λ M ,(M i ) i∈I is defined using the general framework of §12 using the set I and for all i, j ∈ I, the subsets V i,j of V Σ defined as follows.
Notation 17.1. For all i, j ∈ I, we denote by V i,j the set of places of V Σ such that there exists a self-dual Λ kv -module appearing in the reductions mod π
We keep the notation of example 16.8, and assume that
. For all i, j ∈ I, the set V i,j defined above is the set of places v ∈ V Σ such that the polynomials p v (f i ) and p v (f j ) have a common irreducible and symmetric factor; this follows from Example 8.2.
Assume now that the A-module M and its decomposition M = ⊕ i∈I M i is as in §15, with M i ≃ E n i i for all i ∈ I. The decomposition M = ⊕ i∈I M i is then given by the set A M = (E i ) i∈I , and we set X Λ M ,(M i ) i∈I = X Λ M ,M .
Recall that S i is the set of places w of F i that are inert or ramified in E i .
Notation 17.3. If w i ∈ S i , we denote by O w i the ring of integers of E w i i , and by κ w i its residue field.
Proof. Let us denote by ∼ the equivalence relation on I generated by
and by ≈ the equivalence relation generated by
By Corollary 17.5, we have V i,j ⊂ V i ∩V j for all i, j ∈ I, hence i ∼ j =⇒ i ≈ j. Since X Λ M ,M is defined by the equivalence relation ∼ and X E by ≈, this implies that X E is a subgroup of X Λ M ,M .
Local data and residue maps
We keep the notation of §17; in particular, M = ⊕ i∈I M i is a module with
Proof.
Since v ∈ V i,j , by Proposition 17.4 there exists a simple, self-dual Λ kvmodule N and places w i ∈ V F i , w j ∈ V F j such that the fields with involution (κ w i , σ i ) and (κ w j , σ j ) are isomorphic to (κ(N), σ N ).
). We claim that Q = 0 in W Λ kv (k v ); note that Q belongs to the subgroup
Let us first assume that w i and w j are inert in E w i i , respectively E w j j . In this case, the involution σ N is non-trivial. By Proposition 10.1 (a), we know that
are trivial, and two are non-trivial. Since W κ(N ) (k v ) is of order 2, this implies that the class of Q is trivial in W κ(N ) (k v ), hence in W Λ kv (k v ).
Assume now that w i and w j are ramified in E w i i , respectively E w j j , and that char(k v ) = 2. In this case, σ i,j is the identity, and W κ (N ) 
are injective, and their images consist of the classes of forms of dimension equal to [κ(N) : k v ] mod 2. The injectivity part of the statement implies that
have the same dimension and the same determinant, therefore they are isomorphic. This implies that Q = 0 in W (k v ).
Finally, assume that w i and w j are ramified in E w i i , respectively E w j j , and that char(k v ) = 2. Proposition 10.1 (c), implies that
This holds for any pair w i , w j with the above properties, therefore the form
; this completes the proof of the proposition.
δ ; this follows from Proposition 18.1.
Proof. Let us prove that if an element of C(I) is ∼ v -equivalent to an element of C v δ , then it is in C v δ . By Proposition 15.7, this element belongs to CR v , and Corollary 18.3 implies that it is in C v δ . Let a(λ v ), a(µ v ) ∈ C v δ , and let us show that a(λ v ) ∼ v a(µ v ). By Proposition 15.7, we have a(λ v ) ≡ v a(µ v ). We may assume that a(λ v ) = (i, j)a(µ v ),
Local-global problem -the integral case
We keep the notation of the previous sections.
Let q be a quadratic form over K.
Recall the following terminology from §6 :
We say that the local conditions are satisfied if conditions (L 1) and (L 2) δ below hold :
We say that the global conditions are satisfied if conditions (G 1) and (G 2) δ below hold :
(G 1) The quadratic form (V, q) is compatible with the module M. 
Proof. If (G 1) holds, then by Proposition 16.1 here exists
Recall that the equivalence relation ∼ v on C(I) is generated by
Proposition 19.2. Assume that the local conditions are satisfied. Then there exists (λ v ) ∈ L δ such that (a(λ v )) ∈ C δ .
Proof. Let S be the subset of V K consisting of the dyadic places, the infinite places, the places that are ramified in E i /K for some i ∈ I, the places v ∈ V K such that w 2 (q) = w 2 (q n,1 ) in Br 2 (k v ), and the places
(see Proposition 11.2). Since we also have det(q n,1 ) = N F/K (−d), the quadratic forms q and q n,1 have the same dimension, determinant and Hasse-Witt invariant over K v , therefore they are isomorphic over K v ; this implies that (λ
Necessary and sufficient conditions
Let V ′ be the set of finite places of K. 
for some (a(λ v )) ∈ C δ . By Proposition 19.3, the homomorphism ǫ is independent of the choice of (a(λ v )) ∈ C δ . Let V ′′ be the set of infinite places of K, and let C(V ′′ ) be the set of (a(λ v ))
For all a ∈ C(V ′′ ) with a = (a(λ v )), we define a homomorphism
Theorem 19.4. Assume that the local conditions hold. Then the global conditions are satisfied if and only if there exists a ∈ C(V ′′ ) such that ǫ + ǫ a = 0.
Proof. Assume that the global conditions are satisfied. Then by Proposition
Let us prove the converse. Since the local conditions hold, Proposition 19.2 implies that there exists (λ v ) ∈ L δ such that (a(λ v )) ∈ C δ . By hypothesis, there exists a ∈ C(V ′′ ) such that ǫ + ǫ a = 0. Therefore Theorem 12.3 implies that there exists
; therefore for all i ∈ I, we have w∈V F θ w i (λ w i ) = 0. By Theorem 9.1 this implies that for all i ∈ I, there exists , and let f and g be as in example 17.2. Assume that for all v ∈ V Σ , the quadratic form q contains a unimodular O v -lattice having an isometry with minimal polynomial g and characteristic polynomial f ; Theorem 19.4 gives a necessary and sufficient condition for such a lattice to exists globally.
Recall that a quadratic form q has maximal signature if for all real places v ∈ V K , the signature of q at v is equal to the signature of q 1,n or of −q 1,n at v.
Lemma 19.6. Assume that q has maximal signature. Then C(V ′′ ) has at most one element.
Proof. If V ′′ does not contain any real places, there is nothing to prove. Let v be a real place of K, and let (r v , s v ) be the signature of q at v. Let us assume that the signature of q at v is equal to the signature of q 1,n ; the argument is the same if it is equal to the signature of −q 1,n . For all i ∈ I, let (r v n i ,1 , s v n i ,1 ) be the signature of q n i ,1 and let (r n,1 , s n,1 ) be the signature of q n,1 . By hypothesis, we have s v = s v n,1 . In all splittings of q over K v into the orthogonal sum of quadratic forms q
for all i ∈ I, and this implies that the local solution is unique. This holds for all real places v ∈ V K , hence C(V ′′ ) has at most one element.
Assume that q has maximal signature, and that the local conditions hold; let a ∈ C(V ′′ ), and set ǫ ′ = ǫ + ǫ a . The following is an immediate consequence of Theorem 19.4 :
Corollary 19.7. Assume that q has maximal signature and that the local conditions hold. Then the global conditions hold if and only if ǫ ′ = 0. Proof. If X Λ M ,M = 0, then Theorem 19.4 implies that the Hasse principle holds for any q and δ. To prove the converse, assume that X Λ M ,M = 0; we claim that there exists a quadratic form q and δ = (δ v ) satisfying (L 1) and (L 2) δ but not (G 1) and (G 2) δ . Let c ∈ X Λ M ,M be a non-trivial element, and let i, j ∈ I be such that c(i) = c(j). Let the quadratic form q and a ∈ CR be as in Proposition 16.6, and set δ v = ∂ v [q] for all v ∈ V Σ . Since q is a global form, δ v = 0 for almost all v ∈ V Σ . By construction, q and δ satisfy conditions (L 1) and (L 2) δ . Moreover, the form q has maximal signature. We have
hence ǫ ′ (c) = 0; Corollary 19.7 implies that the global conditions are not satisfied.
Lattices over Z
Let f ∈ Z[X] be a monic, symmetric polynomial without linear factors; we start by recalling from [GM 02] some necessary conditions for the existence of an even, unimodular lattice to have an isometry with characteristic polynomial f . We then apply the results of §19 to give sufficient conditions as well. Set 2n = deg(f ).
Definition 20.1. We say that f satisfies condition (C 1) if the integers |f (1)|, |f (−1)| and (−1) n f (1)f (−1) are all squares.
Definition 20.2. Let (r, s) be a pair of integers, r, s 0. We say that condition (C 2) holds if r + s = 2n, r ≡ s (mod 8), r m(f ), s m(f ), and m(f ) ≡ r ≡ s (mod 8).
The following lemma is well-known (see for instance [GM 02]).
Lemma 20.3. Assume that there exists an even, unimodular lattice with signature (r, s) having an isometry with characteristic polynomial f . Then conditions (C 1) and (C 2) hold.
Proof. It is clear that r + s = 2n, and the property r ≡ s (mod 8) is wellknown (see for instance [S 77], Chapitre V, Théorème 2). For the last part of condition (C 2), see [B 15] Theorem 20.4. Assume that condition (C 1) holds. Then for each prime number p there exists an even, unimodular Z p -lattice having an isometry with characteristic polynomial f and minimal polynomial g.
Proof. Let E 0,i be an extension of degree n i of F i , linearly disjoint from E i . SetẼ i = E i ⊗ E 0,i ; then the characteristic polynomial of the multiplication by τ i onẼ i is f n i i , and its minimal polynomial is f i . SetẼ = i∈IẼ i ,Ẽ 0 = i∈IẼ 0,i , and let T :Ẽ →Ẽ be the linear transformation acting onẼ i by multiplication with τ i ; the characteristic polynomial of T is f , and its minimal polynomial is g. The argument of [BT 17], proof of Theorem A, shows that for every prime number p there exists a quadratic form onẼ ⊗ Q p containing an even, unimodular Z p -lattice stable by T .
The following lemma is well-known :
Lemma 20.5. (i) Let (r, s) be a pair of integers, r, s 0, with r ≡ s (mod 8).
Then there exists an even, unimodular lattice of signature (r, s).
(ii) Two even, unimodular lattices of the same signature become isomorphic over Q.
Proof. (i) Let m = r−s 8 ; the orthogonal sum of m copies of the E 8 -lattice with s hyperbolic planes has the required property.
(ii) Let q be a quadratic form over Q containing an even, unimodular lattice of signature (r, s). Then the dimension of q is r+s, its signature is (r, s) and its determinant is (−1) s . The Hasse-Witt invariant of q at a prime = 2 is trivial (see for instance [O'M 73] , 92:1), and at infinity it is 0 if s ≡ 0 or 1 (mod 4), and 1 if s ≡ 2 or 3 (mod 4). By reciprocity, this also determines the Hasse-Witt invariant of q at the prime 2 (one can also prove this directly, see for instance [BT 17], Proposition 8.3). Therefore the dimension, determinant, signatures and Hasse-Witt invariant of q are uniquely determined by (r, s); hence q is unique up to isomorphism.
Notation. If (r, s) is a pair of integers with r, s 0 and r ≡ s (mod 8), let (V, q r,s ) be a quadratic form containing an even, unimodular lattice of signature (r, s); such a form exists by Lemma 20.5 (i) and is unique up to isomorphism by Lemma 20.5 (ii).
Let Λ = Z[Γ], where Γ is the infinite cyclic group, and set A = Q[Γ]; let us denote by σ the involution of Λ and A sending γ to γ −1 for all γ ∈ Γ. Set
Recall from §19 the local and global conditions (L 1), (L 2) δ and (G 1), (G 2) δ , and note that (for Λ and M as above, and for δ = 0) they can be reformulated as follows (L 1) For all v ∈ V Q , the quadratic form (V, q) ⊗ Q Q v has an isometry with minimal polynomial g and characteristic polynomial f .
(G 1) The quadratic form (V, q) has an isometry with minimal polynomial g and characteristic polynomial f .
(L 2) For all finite places v ∈ V Q , the quadratic form (V, q) ⊗ Q Q v has an isometry with minimal polynomial g and characteristic polynomial f that stabilizes a unimodular lattice of V ⊗ Q Q v .
(G 2) The quadratic form (V, q) has an isometry with minimal polynomial g and characteristic polynomial f that stabilizes a unimodular lattice of V .
Proposition 20.6. Assume that conditions (C 1) and (C 2) hold. Then the local conditions (L 1) and (L 2) are satisfied for the quadratic form q r,s and δ = 0.
Proof. Since condition (C 1) holds, Theorem 20.4 implies that for each prime number p there exists an even, unimodular Z p -lattice having an isometry with characteristic polynomial f and minimal polynomial g; we denote by q p the quadratic form over Q p obtained by extension of scalars from this lattice. If p = 2, this is the unit form (see for instance [O'M 73], 92:1); if p = 2, it is an orthogonal sum of hyperbolic planes (see [BT 17 ], Proposition 8.3). This implies that q p ≃ q r,s ⊗ Q Q p for all prime numbers p. In particular, the quadratic form q r,s has an isometry with characteristic polynomial f and minimal polynomial g over Q p for every prime number p. This implies that the local condition (L 1) holds for every prime number p. Moreover, since q r,s ⊗ Q Q p contains a unimodular Z p -lattice stable by this isometry, the local condition (L 2) δ holds for δ = 0. On the other hand, condition (C 2) implies that q r,s ⊗ Q R has an isometry with characteristic polynomial f and minimal polynomial g over R (cf. [B 15], Corollary 8.2). Therefore the local conditions hold for the quadratic form q r,s .
Proposition 20.7. The following properties are equivalent :
(i) There exists an even, unimodular lattice of signature (r, s) having an isometry with characteristic polynomial f and minimal polynomial g.
(ii) The global conditions (G1) and (G 2) δ are fulfilled for (V, q r,s ) and δ = 0.
Proof. Let us prove that (i) implies (ii). The base change to Q of the lattice is isomorphic to (V, q r,s ) by Lemma 20.5 (ii); hence (V, q r,s ) has an isometry with characteristic polynomial f and minimal polynomial g, and it contains a unimodular lattice stable by this isometry. This implies that the global conditions (G1) and (G 2) δ are fulfilled for (V, q r,s ) and δ = 0, and therefore (ii) holds.
Conversely, let us assume that (ii) holds. Let t : V → V be an isometry of q r,s with characteristic polynomial f and minimal polynomial g, and such that (V, q r,s ) ⊗ Q Q p contains a unimodular Z p -lattice L p with t(L p ) = L p for all prime numbers p. For p = 2, let us chose L 2 to be even; we claim that this is possible by [BT 17], Theorem 8.1. Indeed, condition (i) of Theorem 8.1 is satisfied, since (V, q r,s ) ⊗ Q Q 2 contains a unimodular Z 2 -lattice; condition (ii) follows from the fact that (V, q r,s ) ⊗ Q Q 2 is an orthogonal sum of hyperbolic planes; and condition (iii) holds by a result of Zassenhaus (see for instance [BT 17], Theorem 8.5), since |f (−1)| is a square. Let L = {x ∈ V | x ∈ L p for all p}.
The lattice L is even, unimodular, and t(L) = L; hence L has an isometry with characteristic polynomial f and minimal polynomial g.
Recall from §17 the construction of the group X Λ M ,M . By Example 17.2 the sets V i,j consist of the prime numbers p such that f i mod p and f j mod p have a common irreducible, symmetric factor. Hence the group X Λ M ,M only depends on the polynomal g, and will be denoted by X g . We next give some examples of groups X g . For all integers d 1, we denote by Φ d the d-th cyclotomic polynomial.
Example 20.8. Let f 1 (X) = X 10 + X 9 − X 7 − X 6 − X 5 − X 4 − X 3 + X + 1, and f 2 = Φ 14 . Set f = f 1 f 2 2 and g = f 1 f 2 . The resultant of f 1 and f 2 is 169, and the polynomials f 1 mod 13 and f 2 mod 13 have the irreducible, symmetric common factor X 2 + 7X + 1 ∈ F 13 [X]. Therefore V 1,2 = {13}, and X g = 0.
Example 20.9. Let f 1 (X) = X 12 − X 11 + X 10 − X 9 − X 6 − X 3 + X 2 − X + 1, f 2 = Φ 14 and f 3 = Φ 12 . Set f = g = f 1 f 2 f 3 .
The resultant of f 1 and f 2 is 49, the resultant of f 1 and f 3 is 169, and the polynomials f 2 and f 3 are relatively prime. The polynomials f 1 and f 2 mod 7 have the irreducible, symmetric common factor X + 1 ∈ F 7 [X], and the polynomials f 1 and f 3 mod 13 have two such common factors, X + 2 ∈ F 13 [X] and X + 7 ∈ F 13 [X]. This implies that V 1,2 = {7}, V 1,3 = {13}, and V 2,3 = ∅, and hence X g = 0.
Example 20.10. Let p and q be two distinct prime numbers, such that p ≡ q ≡ 3 (mod 4). Let n, m, t ∈ Z with n, m, t 2 and m = t, and set f 1 = Φ p n q m , f 2 = Φ p n q t , and f = g = f 1 f 2 .
If ( p q ) = 1, then V 1,2 = (q), and X g = 0. If ( p q ) = −1, then V 1,2 = ∅, and X g ≃ Z/2Z.
Similarly, the group X g is easy to determine for any product of cyclotomic polynomials Φ d with d 3 (recall that the polynomials we consider here don't have any linear factors, hence Φ 1 and Φ 2 are excluded).
Assume now that conditions (C 1) and (C 2) hold; by 20.6 the local conditions (L 1) and (L 2) δ are satisfied for the quadratic form q r,s and δ = 0. Hence C 0 is not empty (where C 0 is the set C δ for δ = 0).
Recall from §19 that V ′ is the set of finite primes, and V ′′ the set of infinite primes; in our case, V ′ is the set of valuations v p , where p is a prime number, and V ′′ = {v ∞ } , where v ∞ is the unique infinite place. Since C 0 is not empty, we define as in §19 a homomorphism ǫ : X g → Z/2Z; this homomorphism does not depend of the choice of the local data a ∈ C 0 (cf. Proposition 19.3).
Moreover, for all a ∈ C(V ′′ ), we have a homomorphism ǫ a : X g → Z/2Z (cf. §19); note that C(V ′′ ) is a finite set, hence we obtain a finite number of such homomorphisms.
Theorem 20.11. Assume that conditions (C 1) and (C 2) hold. Then the following properties are equivalent :
(ii) There exists a ∈ C(V ′′ ) such that ǫ + ǫ a = 0.
Proof. Since conditions (C 1) and (C 2) hold, the local conditions (L 1) and (L 2) δ are satisfied for the quadratic form q r,s and δ = 0 (see Proposition 20.6); therefore we can apply Theorem 19.4, and obtain that (ii) is equivalent to (ii') The global conditions (G1) and (G 2) δ are fulfilled for (V, q r,s ) and δ = 0.
By Proposition 20.7, (ii') and (i) are equivalent. This completes the proof of the theorem.
If moreover the quadratic form (V, q r,s ) has maximal signature, we can define the homomorphism ǫ ′ : X g → Z/2Z and apply Corollary 19.7. Note that (V, q r,s ) has maximal signature if and only if s = m(f ) or r = m(f ). Hence we obtain the following for all pairs of integers (r, s) with r, s 0 such that r ≡ s (mod 8) and r + s = deg(f ) = 96. This gives rise to 25 possible pairs (r, s). We have already seen that the signatures (96, 0) and (0, 96) are impossible (see Example 20.14). Assume that (r, s) = (92, 4).
The homomorphism ǫ : X g → Z/2Z is already computed in Example 20.14 : namely, if c : I → Z/2Z represents the unique non-trivial element of X g , we have ǫ(c) = 1.
The homomorphisn ǫ a depends on the choice of a ∈ C(V ′′ ) = C v∞ . There are two possibilities : a(1) = a(2) = 0, and a ′ (1) = a ′ (2) = 1. Hence ǫ + ǫ a = 0, but ǫ + ǫ a ′ = 0; by Theoren 20.11, this implies that there exists an even, unimodular lattice of signature (92, 4) having an isometry with characteristic polynomial f .
It is easy to check that all the other signatures (r, s), with the exception of (96,0) and (0,96), occur as signatures of even, unimodular lattices having an isometry with characteristic polynomial f ; this also follows from Proposition 20.17 below.
The following examples involve indefinite forms. Let (r, s) be a pair of integers with r, s 1 such that r ≡ s (mod 8), and let L r,s be an even, unimodular lattice of signature (r, s); it is well-known that such a lattice is unique up to isomorphism (see for instance [S 77], Chapitre V, Théorème 5).
Recall that a Salem polynomial is a monic, irreducible and symmetric polynomial in Z[X] with exactly two roots outside the unit circle, both real and positive.
Example 20.16. Let f 1 (X) = X 6 − 3X 5 − X 4 + 5X 3 − X 2 − 3X + 1 and f 2 = Φ 12 ; set f = g = f 1 f 2 . This example is taken from [GM 02], Proposition 5.2, where it is shown that f does not arise as the characteristic polynomial of isometry of L 9,1 . Note that f 1 is a Salem polynomial, hence m(f 1 ) = 1.
With the point of view of the present paper, this can be shown as follows. The polynomials f 1 and f 2 are relatively prime, hence V 1,2 = ∅, and this implies that X g ≃ Z/2Z.
We have f (1) = −1, f (−1) = 1, and m(f ) = 1; hence conditions (C 1) and (C 2) are fulfilled with (r, s) = (9, 1) or (1, 9) , and (r, s) = (5, 5). Let c : I → Z/2Z represent the unique non-trivial element of X g ; let us chose c so that c(1) = 1 and c(2) = 0. It is easy to check that the homomorphism ǫ : X g → Z/2Z associated to the finite places satisfies ǫ(c) = 1.
Let (r, s) = (9,1) or (1, 9) . In this case, the set C v∞ has a unique element, namely a = 0; hence ǫ a = 0, and ǫ + ǫ a = 0. Therefore by Theorem 20.11, f does not arise as the characteristic polynomial of an isometry of L 9,1 or L 1,9 .
Assume now that (r, s) = (5, 5). In this case, we can choose a such that ǫ a = 0, and ǫ + ǫ a = 0. Therefore by Theorem 20.11, the lattice L 5,5 has an isometry with characteristic polynomial f .
