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Communicated by A. P. Dempster 
A parametric method for dividing a heterogeneous multivariate population 
into components is proposed, The method includes the following operations: 
(1) The mixed population is divided into two parts by a linear discriminant 
function with arbitrary coefficients; (2) The parameters of both parts are 
evaluated and then a new linear discriminant function is built, determining the 
second division. This new division is shown to be better (i.e., to provide a less 
misclassification probability) than the initial one; (3) The change in direction of 
the dividing hyperplane found in this way is extrapolated until the best division 
(in the above sense) in this extrapolation course is achieved; (4) A discriminant 
correction is carried out, determining a new course of extrapolation, and so on. 
This process may be controlled by analysing the one-dimensional distribution 
obtained by mapping the multivariate distribution into the line normal to the 
dividing hyperplane. Division into several components is made by successive 
dichotomies. Some problems concerning the use of finite samples are discussed. 
1. INTRODUCTION 
The subject of the present paper is dividing a heterogeneous multivariate 
population into components. Various nonparametric methods suggested for this 
aim utilize one or another multidimensional “distance” between the elements 
of the mixed population (for instance, Edwards and Cavalli-Sforza, 1965; 
Rubin, 1967). When the components of the population are close to each other, 
many elements must be used, for otherwise it is impossible to make the obtained 
separation of the components statistically significant. At the same time, the com- 
putational effort in the mentioned methods increases tremendously along with 
the increase of the number of the population elements, as the number of mutual 
distances between N elements increases as N(N - 1)/2. On the other hand, in 
the known parametric methods (Schnell, 1964; Day, 1969; Wolfe and John, 1970) 
Received July 1, 1971; revised February, 1972. 
AMS 1970 subject classifications: Primary 62H30. 
Key words and phrases: Discriminant analysis; clustering; mixed population. 
249 
Copyright 6 1972 by Academic Press, Inc. 
AU rights of reproduction in any form reserved. 
250 URBAKH 
the number p of variables which may be used is limited and, when p :- 10 or 15, 
these methods are not fit for practical application. In the present paper a method 
will be described which is free from limitations both in the number of elements 
and in the number of variables. This method is based on some ideas of discrimi- 
nant analysis. 
At the beginning, some restricting assumptions will be included in order to 
simplify the problem, but in the last section of the paper modifications of the 
method are considered making it possible to relax these assumptions. The 
assumptions are as follows: 
(1) The number of partial populations is known, and it equals 2, i.e., 
~,(EJ = cF,*G) + (1 - c) F,B(5), 
A and B denoting the partial populations. 
(2) The partial populations are of the same weight, i.e., E = ;t. 
(3) The distributions in the partial populations are normal with the same 
covariance matrices, thus, 
(4) When samples are used, the sample sizes are large enough, to permit 
neglecting the differences between the population parameters and their sample 
estimates. 
So, let the given population be a mixture of two p-variate normal populations, 
A and B, with the same weights eA = P = 4 distributed as N,(p*, C) and 
N,(wB, Z). The parameters of these distributions are unknown, and till a 
clustering procedure is carried out they also cannot be estimated by samples, 
for it is unknown to which of the two partial populations each element of the 
mixture belongs. However, for the present, in order to carry out further 
calculations, we will consider these parameters as known. 
By placing the coordinate origin at the point @ = +(r* + pB), and denoting 
p* - fi = -@B - i;) = &A - @) = p., 
the component distributions will be N,( v, C) and N,(- p, C). 
In contrast to the component centers p* and pB, the point @ can be determined 
by the given population data. Let us draw through this point an arbitrary 
hyperplane, and let p,, denote its normal vector. This hyperplane divides the 
mixed population into two parts of equal sizes. Since the hyperplane is drawn 
arbitrarily, the division will not be optimal. However, on one side of the hyper- 
plane (let us denote this part of the mixed population as population I) more than 
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half of the elements are from A and less than half are from B. On the other side 
of the hyperplane (let this part be population II) the elements are distributed 
reversely. The case of equal distribution of the elements from A (or from B) 
among populations I and II may be omitted, for the probability of such a 
distribution is zero when the dividing hyperplane is drawn randomly. 
Now let us utilize the two populations, I and II, obtained by the above 
arbitrary division, to build a linear discriminant function using Fisher’s formula 
p = @I _ $1)’ ( xx ; =‘* )-I. 
This formula determines that hyperplane which divides both populations I and II 
in such a manner that the ratio 
EM(P’S’) - ~(a’s”)l”/[~“(P’~l) + ~2(P’s”)] 
becomes maximal, M and u2 being expectation and variance, respectively. When 
applying this discriminant function, a new separation of the elements of the 
mixed population may be obtained. 
If the distributions in the two populations used to build Fisher’s discriminant 
function are normal with equal covariance matrices, the division determined 
by this function is the best, in the sense of minimizing the overall probability of 
misclassification between these populations. In our case the “best” division 
would mean dividing exactly into categories I and II. However, since the distribu- 
tions in I and II are not normal, the division determined by Eq. (1) is not the 
“best” in the above sense; hence it does not lead to the same separation of the 
elements into I and II. It will be shown in the next section that the new division 
being worse than the initial one in separating the elements of the mixed popula- 
tion into I and II, is better in separating them into A and B. 
Let P,, > + denote the portion of the elements from A which fall into 
poptdation I after the initial division, and let P denote the corresponding 
portion after the new division determined by the discriminant function (1). We 
intend to show that P > PO . Since both divisions are made by hyperplanes, 
the property P > PO is an invariant of Iinear transformations of coordinates. 
Therefore, in order to simplify the further proof, we may pass on to a new 
coordinate system in which the common covariance matrix of both A and B is a 
unit matrix: 
2 = T’cT = I, 
T being the coordinate transformation matrix. In this new coordinate system 
vectors p. and p,, become 
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Besides, it is convenient to orient the new coordinate system in such a way that 
one of the coordinate planes passes through the vectors P and 8,. We will 
denote the coordinate axes in this plane as x and y, so that e = (x, y, [s ,..., 4,). 
Since the initial division is made by the hyperplane whose normal vector 8, 
lies in the plane xOy, it follows that: 
where K stands for I or II. 
2. THE BASIC THEOREM OF THE DISCRIMINANT CLUSTERING 
Let us denote the centers of the populations, A and B, as OA and Oa, and the 
distance between these points as 2~. We choose the coordinate origin in the 
middle of the intercept OAOB, and the axis Oy along the dividing line Y’Y, i.e., 
the line built by the intersection of the dividing hyperplane with coordinate 
plane xOy (Fig. 1). 
LEMMA 1. Let the centers OA and OB of the populations A and B lie in the 
second and fowth quadrant of the coordinate plane xOy, respectively. Then the 
tangent of the new dividing line determined by the discrimitumt procedure described 
above is positive. If the points OA and OB lie in the first and third quadrant, respec- 
tively, the tangent is negative. 
Y 
FIGURE 1 
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Proof. Let a, denote the distance between the point OA and the axis Oy, and 
dt2 - ao2 = 1. Then 
($4) = -a,, 1, 0 )..., 0; ((P)’ = a,, -1, 0 ,...) 0. 
The density function is 
f(E) = (2$,z exp 
1 [ 
- ; (x + %1>2 + (y - o2 + f  iTj” 
j=3 II 
+ ,4P:2 exp j-:[(~-4)P+(Y+I)2+~3~j2]j, 
being normalized in the half-space x < 0 or x > 0 for I or II, respectively. 
Hence, the straightforward calculation gives expectations 
MT(x) = s”, & jl”, *a* Jim xf(6) dY df3 *a* dL = -[a&a,) + &Ml, 
M”(x) = J; dx j-y- **- ,Ia xf(t) dy d13 *a. d&, = a,O(a,) + 2p(a,) = --MI(x), 
where 
S(a,) = -& 1”” e-@j2 dt, 
a0 
~(a,,) = --$ e-ao8/2. 
7r 
Further we obtain in the similar way: 
M’(y) = --M”(y) = ZB(a,), 
M’(X2) = MI’(X2) = a()2 + 1, 
MI(y2) = M”( y”) = 12 + 1, 
AP(xy) = M”(xy) = --a&. 
Hence, the variances and covariances are: 
za! = zz = (ao2 + 1) - r%qa,) + 2p)(412, 
z;::, = z;; = (12 + 1) - ZW(fz,), 
4, = ~2; = wwko4~o) + 2d4 - 4. 
Now we find the tangent of the new dividing line by formula, according to the 
linear discriminant analysis theory, 
6831213-2 
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Substitution of the corresponding values gives 
Y = [ao@o) + w2 + 1) d%M&%) - kd4JI. 
But 
& 
s 
alI 
%f?hJ = 
2 o e-t’/2 dt - x; I’ t?e-t’/2 dt, 
s 
so that 
(2) 
O(a,) - 2u,&,) = 
Since all the other terms in Eq. (2) are also positive, y  > 0. 
When O* lies in the first quadrant, the proof is similar. 
LEMMA 2. The new dividing line lies outside the pair of vertical angles formed 
by the coordinate axis x and the optimal dividing line Q’Q (Fig. 1). 
Proof. Since y  is not negative, it only remains to prove that 
y  > tg[angle(Ox, OQ)] = tg[angle(Oy, OOA)] = a,/Z. 
Using the expression (2), we obtain 
G2 + 1) dao) 
’ - ? = Z[fI(u,) - 2uo~(ao)] > O’ 
for all the factors in the right side are positive. 
THEOREM. Let an equal mixture of two multivariute normal populations be 
divided into two parts by some hyperplune passing through the total center of these 
populations. If these parts are utilized to build a linear discriminant function, the 
new division determined by this function will provide a less probability of misckzssi- 
fkution than the previous one. 
The validity of this theorem follows immediately from the above-proved 
Lemmas stating that the new dividing line lies inside the pair of vertical angles 
formed by the previous dividing line (i.e., the axis y) and the optimal dividing 
line QQ. 
This theorem makes it possible to construct the following convergent iterative 
procedure: 
Firstly a division of the given mixed population is performed by means of an 
arbitrary dividing hyperplane passing through the center of the population. This 
division may be made, for instance, by a linear function 
8 = pig - Eo, (3) 
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where the components of the standardized vector f3,, are chosen arbitrarily, say, 
Boi = l/d5 i = 1,2 ,..., p, 
and such value of E0 is chosen which ensures the division of the mixed population 
into two equal parts1 
Then the two parts are utilized to find a linear discriminant function by which 
a new division of the mixed population into two parts is made. The new two 
parts determine a second linear discriminant function, and so on. 
Since each new division provides a smaller probability of misclassification 
than the previous one, it may be expected that a satisfactory separation of the 
components will be finally obtained after several steps. 
3. THE CONVERGENCE OF THE DIVISION PROCEDURE 
Let us find the effectiveness of a dicriminant iteration, i.e., the increase of a, 
the distance between the component center OA and the dividing hyperplane. 
The equation of the new dividing line Y1’Y1 is 
and the new value a, is the distance between the point OA(--a, , 1, . . . . 0) and 
this line (Fig. 1). In our case, 
yao + 1 -. 
a1 = dy” + 1 
(4) 
Figure 2 demonstrates the dependence of the values da = a, - a0 on a0 for 
various p ranging from 1.0 to 2.0. 
FIGURE 2 
1 We require that this first division be made in a certain geometric manner. If, for 
instance, the odd elements of the list would be attributed to the population I, and the 
even ones to the population II, the elements of each population thus obtained would 
have been dispersed throughout the whole variation field. 
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From Eqs. (2) and (4) an asymptotic expression can be obtained: 
This means that when the division is near to the optimal one, the iterative 
process converges rapidly enough. 
But Fig. 2 illustrates that it is not the case in the beginning of the process if 
the initial value of a, is small. Meanwhile, just small values of Q,, are most 
probable in random divisions, espacially when p is large. Indeed, the inequality 
a’ > a (where a is a certain given value) means that the angle w’ between 
&--the normal vector of the initial dividing hyperplane-and the vector p, 
must not exceed the angle w determined by the relation cos w = a/p. It is known 
that if the end points of two p-dimensional unit vectors are distributed uniformly 
on the unit p-dimensional sphere, cos2 w has a beta distribution with parameters 
& and p/2, where w is the angle between these vectors: 
Y = P(cos2 w’ 3 CO82 co} = 1 - I 1 P ( ) - - . cos*lu 2 ’ 2 
It is also known that 
I te,(p+t2)u/z P/2) = wl(l t I> - 1, 
where S,(t) is the Student’s distribution function with p degrees of freedom. 
Therefore, 
Y = 2[ 1 - S,(v$ ctg w) = 2[1 - S,( dpa2/(l*.2 - u”))]. 
If, for exemple, a = 0.5, then some values of Y are (with various p and /A): 
P= 3 5 10 15 20 
p = 1.0 .39 .25 .lO .04 .02 
p = 1.5 .58 .46 .29 .19 .13 
p = 2.0 .69 .59 .43 .33 .26 
Thus, with large p and small II, the probability Y becomes very small. In 
addition, the value of p is unknown; only an approximate intuitive estimate may 
be available. 
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However, one can avoid this difficulty. The fact is that the vector @, obtained 
by the discriminant procedure lies in the plane passing through the vectors 
F and p,-, . Therefore, although the turn of the dividing hyperplane from PO to PI 
may appear to be very small, it is made in the correct direction. Then an extra- 
polation 
Pck) = Po + k(P, - P,) (5) 
may be performed, k being 1,2,... or 10,20,... Upon increasing k, the values of 
a(“) determined by the division pfk) will increase up to a certain maximal u(~*) 
and then they will decrease again. Evidently, uo+) = p. The vectors p0 and pr 
must be standardized: &‘pr = f+,‘& = 1. The change in &) can be controlled 
by computing the excess of the one-dimensional distribution of the values 
-F, = p’g , where T denotes the elements of the mixed population. 
4. GENERALIZATION OF THE METHOD 
Some restrictions necessary for the development of the method have been 
indicated in Section 1. Now we intend to get rid of these restrictions. It is 
convenient here to consider them in another sequence than that given in 
Section 1. 
(1) The form of the distribution. The deviations of the distributions in A and 
B from the multivariate normal one can be of various types. Let us consider at 
first the case when the coordinate transformation T leads to a spherically 
symmetric (but not normal) distribution. Then, 
where 
M’(x) = --M”(x) = -(a, + 2m), 
M’(y) = -W(y) = (1 - 24 
The values of iPI( M(y2), and M(xy) do not depend on the distribution, 
so they are the same as obtained in Section 2. Thus, further calculations give 
a,(1 + 2VP) + 2v??l(P + 1) 
y = l[l - 2v(u,2 + ugt? + l)] * 
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Of course, in the process of clustering, the values of a,, , 1, V, and m are unknown. 
But they are all positive, so that the numerator in Eq. (6) is always positive. As 
to the expression in the square brackets in the denominator, it can be negative in 
a certain interval of a, values for some distributions. Then da will turn out 
negative, too. In these circumstances the extrapolation according to Eq. (5) 
must be made in the opposite direction: 
p(li) = p. - h@, - P,). (5’) 
Alternatively, the distributions A and B can deviate “anisotropically” from 
the multivariate normal one, so that no linear transformation of the coordinates 
exists making these distributions spherically symmetric. In this case vector pr 
(the normal vector of the dividing hyperplane determined by the discriminant 
procedure) will not lie in the plane passing through the vectors p. and &, 
(p = OOA, and & is the normal vector of the initial dividing hyperplane). It 
means that if a unit hypersphere with the center in point 0 and with polar axis p 
is constructed, the end point of vector pr would not lie on the meridian passing 
through the end point of vector p,, . Therefore, when the extrapolation according 
to Eq. (5) is performed, the end point of vector Ptk) will not move along the 
meridian (i.e., towards r) with increasing K, but along the circumference of the 
great circle passing through the vectors PO and p1 . However, moving along this 
circumference towards the maximal “latitude” one can to some extent approach 
the direction TV. and obtain the maximal value of a which this extrapolation series 
is able to provide. Let us denote this achieved division as @*). Now, using this 
division as an initial one, a new discriminant procedure (a “correction of the 
orbit”) can be carried out which gives a division p2 , and then the second 
extrapolation series in a new plane can be made: 
until the division @s*) will be achieved providing the maximal value of a, 
possible in this second extrapolation series. 
Such an interchange of both extrapolations and discriminant corrections can 
give a value of a close to p. 
The change in a should be controlled at all consequent steps of the algorithm. 
For this aim the one-dimensional distribution of the values 8r = p’p, may be 
used, p being the normal vector of the dividing hyperplane achieved at the given 
step. Several methods have been proposed to analyse one-dimensional heteroge- 
neous populations (Urbakh, 1961; Hasselblad, 1966; John, 1970). 
(2) The weights of the components. In the general case, the weights of the 
components, A and B, are not the same (6 # +). Usually E is unknown and 
should be evaluated in the course of the analysis. This can be done by considering 
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the one-dimensional distribution of the values E, = p’s, using one of the 
methods cited above. 
Evaluation of E should be carried out at each step when a new dividing 
hyperplane is found. Then, after E has been evaluated, it should be used in 
determining the threshold value Es separating the values L$ = p’s, into two 
populations, I and II, for the next discriminant iteration. 
(3) The number of partial populations. When there are more than two 
components in the mixed population, the complete analysis of the mixture 
can be carried out by successive dichotomies. Note that some dichotomies 
will determine asymmetric divisions if the number of components is odd, even 
though the weights of all the components are the same. 
(4) Finite samples. In real situations, finite samples are always used. This 
raises some additional problems. First of all, a turn of the dividing hyperplane 
can bring a real change in the separation of the elements among the populations 
I and II only if at least one element of the whole sample falls into the angle 
YOY, (Fig. 1). This leads to the condition 
where P,,, is the portion of correctly classified elements at the m-th step of the 
algorithm, and n is the size of the mixed sample. Therefore, the extrapolation 
according to Eq. (5) becomes not only desirable but necessary, for with small 
initial values of a, (such values being most probable, as it has been shown) the 
replacement in Eq. (3) of vector PO by vector pr will not lead to redistribution of 
the sample elements among categories I and II. 
Then, the distribution in a sample deviates from the normal one even if the 
population is normal. Therefore, the interchange of extrapolations and discri- 
minant corrections, as described above for nonnormal populations, is always 
necessary when samples are used. 
Further, when a homogeneous population is represented by a sample, random 
clusters can occur. Therefore, when the optimal division has been achieved by 
the algorithm described in this paper, it must be tested that the given population 
is really heterogeneous. This can be made by the criterion known in discri- 
minant analysis: 
F= %*++s-p-l jfA%B .- 
p(ri” + # - 2) %A + $3 Dz’ (7) 
D2 is the Mahalanobis distance between the obtained components, (D2 being 
computed on the sample data), B* and 7iB are the estimates of n* and nB, respecti- 
vely, found in the course of the analysis, and F must be compared with the critical 
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value of the F distribution with p and gA + ?iB - p - 1 degrees of freedom. 
Of course, this significance test should be applied only when the whole procedure 
of division is finished; it would be meaningless to make this testing during the 
intermediate stages. 
The possibility should also be discussed that the clustering procedure can 
converge to an “accessory” maximum of D2 corresponding to a random cluster 
in the sample. However, the result of the discriminant iteration which is the basis 
of the present method of clustering does not depend on the local properties of the 
distribution in the region of a cluster, but depends on the total properties of the 
distribution, especially on the disposition of the great masses in the sample. 
Therefore, the clustering process will move to the true division (i.e., to separation 
of the true clusters) even if the direction of the initial vector PO was nearer to a 
“false” cluster than to a true one. 
Finally, it must be taken into account that the effectiveness of a discriminant 
division decreases if the unknown population parameters were replaced by their 
sample estimates. A number of suggestions concerning necessary corrections 
have been made, and a comparison of various methods is given by Lachenbruch 
and Mickey (1968). 
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