We study, from the numerical point of view, instabilities developed in a fluid layer with a free surface in a cylindrical container which is nonhomogeneously heated from below. In particular, we consider the case in which the applied heat is localized around the origin. An axisymmetric basic state appears as soon as a nonzero horizontal temperature gradient is imposed. The basic state may bifurcate to different solutions depending on vertical and lateral temperature gradients and on the shape of the heating function. We find different kinds of instabilities: extended patterns growing on the whole domain, which include those known as targets, and spiral waves. Spirals are present even for infinite Prandtl number. Localized structures both at the origin and at the outer part of the cylinder may appear either as Hopf or stationary bifurcations. An overview of the developed instabilities as functions of the dimensionless parameters is presented in this article. © 2007 American Institute of Physics. ͓DOI: 10.1063/1.2714295͔ Spiral and target wave instabilities in Rayleigh-Bérnard convection were experimentally found in the early 1990s and several theoretical mechanisms have been proposed to justify their appearance. In this article we study the instabilities generated in the flow by a nonuniform heating function. In this setup spiral and target waves are the linearly growing modes of nontrivial axisymmetric basic states. We find that localized structures also may appear. These patterns grow at different positions in the domain depending on the basic flow from which they bifurcate. This article reports a systematical numerical study of these transitions.
I. INTRODUCTION
Instabilities and pattern formation in buoyant flows have been extensively studied in recent years. Classically, heat is applied uniformly from below 1 and the conductive solution ͑also called the basic solution͒ becomes unstable for a critical vertical temperature gradient beyond a certain threshold. Typically, instabilities in Rayleigh-Bénard convection lead to roll patterns, however spiral waves have also been reported, in both theoretical and experimental results. The first experimental observations on spirals 2, 3 in Rayleigh-Bénard convection were rather surprising as they were carried out for a set of external parameter values in which parallel rolls should be stable. In experiments, spirals have been reported for finite Prandtl number 4 and both single-armed and multiarmed giant spirals, and spiral chaos, have been observed. In Ref. 5 transitions between spiral and target states are reported. The first theoretical studies attempting to justify spiral patterns in Rayleigh-Bénard convection were performed only on model equations such as Swift-Hohenberg-type equations. 6, 7 These results were confirmed by later simulations of the full governing equations. 8, 9 A setup for natural convection more general than that of uniform heating consists of a basic dynamic flow imposed by a nonzero horizontal temperature gradient which may be either constant or not. [10] [11] [12] [13] 17, 19, [25] [26] [27] [28] [29] [32] [33] [34] [35] [36] [37] Numerical results obtained in the former setup in an annular domain show the importance of both vertical and horizontal temperature gradients in the development of instabilities. [14] [15] [16] 31, 35 In this paper we consider a cylindrical domain with localized Gaussian-like heating at the bottom. Correspondingly, apart from vertical and horizontal temperature gradients, a heat parameter related to the shape of the heating profile at the bottom is introduced. Our results show that many different types of instabilities may appear depending on the basic flow and external parameters. We study how instabilities depend on dimensionless parameters and we recover many results such as those described for the classical uniform heating case. Giant, single-armed spiral waves appear and their instability threshold is close to those of patterns referred to as targets. Localized and extended spirals are identified and both of them are found for finite and infinite Prandtl number. Moreover, stationary patterns appear, which have local and extended structure.
The paper is organized as follows. Section II describes the physical setup, the general mathematical formulation of the problem in a dimensionless form for basic solutions, and their linear stability analysis. Section III explains the numerical method in detail and presents a test of convergence. In Sec. IV the numerical results on both the basic and growing perturbations are discussed and conclusions are presented.
II. FORMULATION OF THE PROBLEM
The physical setup ͑see Fig. 1͒ consists of a horizontal fluid layer in a cylindrical container of radius l ͑r coordinate͒ and depth d ͑z coordinate͒. The upper surface is open to the atmosphere and the bottom plate is rigid. At z = 0 the imposed temperature has a Gaussian profile which takes the value T max at r = 0 and the value T min at the outer part ͑r = l͒. The environmental temperature is T 0 . We define
In the equations governing the system, u r , u , and u z are the components of the velocity field u, T is the temperature, p is the pressure, r is the radial coordinate, and t is the time. The magnitudes are expressed in dimensionless form after rescaling in the following form:
Here r is the position vector, the thermal diffusivity, the kinematic viscosity of the liquid, and 0 is the mean density at the environment temperature T 0 . After rescaling the domain ⍀ 1 = ͓0,l͔ ϫ ͓0,d͔ is transformed into ⍀ 2 = ͓0,⌫͔ ϫ ͓0,1͔, where
The system evolves according to the momentum and the mass balance equations, and to the energy conservation principle, which in dimensionless form are ͑the primes in the corresponding fields have been dropped͒
where the operators and fields are expressed in cylindrical coordinates and the Oberbeck-Bousinesq approximation has been used. Here e z is the unit vector in the z direction. The following dimensionless numbers have been introduced: the Prandtl number Pr= / and the Rayleigh number R = g␣⌬T v d 3 / , which represents the buoyant effect. In these expressions ␣ is the thermal expansion coefficient and g is the gravity constant. We discuss now the boundary conditions ͑bc͒. The top surface is flat, which implies the following condition on the velocity:
and free slip,
The lateral and bottom walls are rigid, so
For temperature we consider the dimensionless form of Newton's law for heat exchange at the surface,
where B is the Biot number. The lateral wall is insulating,
At the bottom a Gaussian profile is imposed,
This choice of this equation is justified as follows. At r =0 the rescaling makes ⌰ =1 ͑see Fig. 1͒ and at r = ⌫ Eq. ͑10͒
imposes ⌰ =1−␦. Therefore, if ␦ Ͼ 0, the center of the cell ͑r =0͒ at the bottom is hotter than the outer part ͑r = ⌫͒, while the opposite occurs for ␦ Ͻ 0. If ␦ = 0 the classical uniform heating case is recovered. This is represented in Fig. 2͑b͒ for different positive and negative ␦ values. The parameter ␤ is a measure of the width of the profile. Small ␤ values correspond to sharp profiles very localized at the origin while large ␤ correspond to widespread inhomogeneities along the bottom boundary. Figure 2͑a͒ displays several plots with the parameter ␤ varying. In the limit ␤ → ϱ, Eq. ͑10͒ becomes ⌰ =1−␦͑2͑r / ⌫͒ 2 − ͑r / ⌫͒ 4 ͒. The convergence to this limit for ␤ → ϱ ensures the continuity of the derivatives of the temperature at r = ⌫ and z = 0, which is not satisfied by a purely Gaussian function. In practice this limit is reached with ␤ = 5, which is the maximum value we adopt in our study. Very sharp profiles at very small ␤ values require large expansions and are left for future studies. We only study moderately localized heating with ␤ Ͼ 0.5.
The use of cylindrical coordinates, which are singular at r = 0, requires regularity conditions on velocity, pressure, and temperature fields. In general, these conditions are expressed as follows:
where e r and e are the unit vectors in the r and directions, respectively. To summarize, the dimensionless equations contain these external parameters ͑R,⌫ ,Pr,␦ ,B,␤͒. Our aim is to describe the types of bifurcations that appear when some of these dimensionless quantities are varied. 
We have solved numerically the simplified equations for the basic state together with its boundary conditions. We use a Chebyshev collocation method, the details of which are given in Sec. III. The stability of the basic state is studied by perturbing it with a vector field depending on the r , , and z coordinates in a fully three-dimensional ͑3D͒ analysis, u r ͑r,,z͒ = u r b ͑r,z͒ + ū r ͑r,z͒exp͑ik + t͒, ͑13͒
p͑r,,z͒ = p b ͑r,z͒ + p͑r,z͒exp͑ik + t͒. ͑17͒
Here the superscript b indicates the corresponding quantity in the basic state and the bar refers to the perturbation. We have considered Fourier mode expansions in the angular direction, because along it boundary conditions are periodic. Expressions ͑13͒-͑17͒ are substituted into basic equations ͑1͒-͑3͒ and the resulting system is linearized. Boundary conditions for perturbations ͑ū r , ū , ū z , ⌰ , p͒ are found by substituting ͑13͒-͑17͒ into ͑4͒-͑11͒. The regularity conditions ͑11͒ depend now on the wave number k,
The resulting problem is an eigenvalue problem in . If Re͑͒ Ͻ 0 for all eigenvalues the basic state is stable; while if there exists a value of for which Re͑͒ Ͼ 0 the basic state becomes unstable. The condition Re͑͒ = 0 may be satisfied for certain values of the external parameters ͑R,⌫ ,Pr,␦ ,B,␤͒, which define the critical threshold. At the critical threshold, a stationary bifurcation takes place if Im͑͒ = 0, while it is a Hopf bifurcation if Im͑͒ 0.
III. NUMERICAL METHOD
We have solved both the basic state and linear stability problems as stated in ͑1͒-͑3͒, i.e., in primitive variables formulation by expanding the fields with Chebyshev polynomials ͑see Ref. 20͒. Using this technique, the problem of spurious modes for pressure arises, 20,21 which we have solved using the method proposed in Ref. 18 , which requires additional boundary conditions. They are obtained from the continuity equation at z = 0 and the normal component of the momentum equations on r = ⌫ and z =1, 
where
A. Basic state
We have solved numerically the stationary axisymmetric version of Eqs. ͑1͒-͑3͒ together with the boundary conditions, by treating the nonlinearity with a Newton-like iterative method. In a first step the nonlinearity was neglected and a solution was found by solving the linear system: u r 0 , u z 0 , p 0 , ⌰ 0 . This solution was corrected by perturbation fields: u r
These expressions are introduced into the equations, which are linearized around the approach at step 0. This procedure is repeated with the new solution and so on. The convergence criterion considered to stop the iterative procedure is that the l 2 norm of the computed perturbation should be less than 10 −9 . At each step the resulting linear system for perturbations is solved by expanding any unknown perturbation field x in Chebyshev polynomials,
Chebyshev polynomials are defined in the interval ͓−1,1͔ and therefore, for computational convenience, the domain
. This is just a linear transformation where the origin r =0, z = 0 is translated to the position r = −1, z = −1 and the upper right corner of the cell r = ⌫, z =1 to r =1, z = 1. From now on boundaries will be referred to in this new reference system, so r and z will also take negative values. This change of coordinates introduces scaling factors in equations and boundary conditions, which are not explicitly given here. There are 4 ϫ L ϫ N unknowns, which are determined by a collocation method. In particular, expansions ͑24͒ are substituted into the linearized, stationary, axisymmetric equations and boundary conditions, and these are posed at the GaussLobatto collocation points ͑r j , z i ͒,
Evaluation rules are as follows: The conveniently simplified Eqs. ͑1͒-͑3͒ are evaluated at nodes i =2, ... ,N −1, j =2, ... ,L − 1. This provides 4 ϫ N ϫ L −8͑L −2͒ −8N equations; the boundary conditions at z = −1, ͑6͒ and ͑10͒ are evaluated at i =1, j =2, ... ,L − 1; the boundary conditions at z =1, ͑4͒, ͑5͒, and ͑8͒ at i = N, j =2, ... ,L − 1; the boundaries at r = −1, ͑12͒ at i =1, ... ,N, j = 1; finally, the boundaries at r =1, ͑7͒ and ͑9͒ at i =1, ... ,N, j = L. These conditions provide an additional 6͑L −2͒ +7N equations. The system is completed with additional boundary conditions that eliminate spurious modes for pressure as is proven in Refs. 18 and 22. In particular, additional ͑L −2͒ + ͑L −1͒ + ͑N −1͒ conditions are obtained if Eq. ͑21͒ at z = −1 is evaluated at nodes i =1, j =2, ... ,L − 1; Eq. ͑23͒ at z = 1 is evaluated at nodes i = N, j =2, ... ,L; Eq. ͑22͒ at r = 1 is evaluated at i =1, ... ,N −1, j = L. With these rules the matrix of order P ϫ P with P =4ϫ L ϫ N associated with the linear algebraic system is singular, due to the fact that pressure with the imposed conditions is defined up to an additive constant. 18, 22 To fix this constant the boundary condition ͑22͒ at node i = N −2, j = L is replaced by a Dirichlet condition for pressure ͑i.e, p =0 at i = N −2, j = L͒. In this way, at each iteration a linear system of the form AX = B is obtained, where X is a vector containing 4 ϫ L ϫ N unknowns and A is a full rank matrix of order P ϫ P. This can be easily solved with standard routines.
B. Linear stability analysis
The eigenvalue problem described in Sec. III A is discretized by expanding perturbations ͑13͒-͑17͒ in a truncated series of orthonormal Chebyshev polynomials as we did with the basic state. These expressions are substituted into the linearized version of Eqs. ͑1͒-͑3͒ and the boundary and regularity conditions ͑4͒-͑11͒. We use as in the previous section a collocation method where equations are evaluated at the Gauss-Lobatto points. Evaluation rules are analogous except that, now, the regularity conditions are replaced by those expressed in ͑18͒-͑20͒. We notice that for k = 1 there are only four boundary conditions at r = −1, and therefore, in order to fit the unknowns with the equations we have reduced the expansion range of the u field by one order,
In this way for k = 1 we have P =4ϫ N ϫ L + N ϫ ͑L −1͒ unknowns and equations while there are P =5ϫ L ϫ N for k Ͼ 1 and P =4ϫ L ϫ N for k = 0. For the eigenvalue problem these rules are explicitly detailed in Ref. 18 , with the only difference being that here the equations are linearized around a nontrivial basic state instead of around a conductive solution. The eigenvalue problem is then transformed into its discrete form,
where w is a vector that contains P unknowns, and A and B are P ϫ P matrices. The discrete eigenvalue problem ͑27͒ has a finite number of eigenvalues i . The stability condition explained in the previous section must be imposed now upon max , where max = max Re͑ i ͒. In Ref. 23 details on how to solve this problem efficiently are given.
As in Ref. 14, we have carried out a test on the convergence of the method that lets us be sure of the correctness of the results. Table I shows some results on convergence rates. We find that expansions of order 33ϫ 9 are enough to ensure accuracy within 1%.
IV. NUMERICAL RESULTS
In this section we describe the numerical results found for different values of the external parameters. The problem formulated through Eqs. ͑1͒-͑11͒ depends on the dimensionless numbers ͑R,⌫ ,Pr,␦ ,B,␤͒. In particular we are interested in analyzing how those parameters related to heat conditions impose basic flows leading to a great variety of instabilities. Some of them such as giant spirals or targets have been described already in experiments for the case of Rayleigh-Bénard convection with uniform heating. 2, 4, 5 Issues related to horizontal and vertical temperature differences have already been addressed in Refs. 14-16, but here we study for the first time the influence of the shape parameter ␤, which measures the width of the heating. We restrict ourselves to large and medium ␤ values, i.e., ␤ Ͼ 0.5. In this region, which corresponds to moderately localized and wide heating, the numerical method has good convergence and among other instabilities a giant spiral is observed. Smaller ␤ ͑very sharp profiles͒ values will be addressed in future works. We also analyze the influence of the parameter ␦, which measures the quotient between lateral and vertical temperature gradients. Figure 2͑a͒ illustrates the dependence of the temperature boundary condition on ␤, while Fig. 2͑b͒ shows its dependence on ␦.
A. Basic states
We have solved numerically the stationary axisymmetric version of Eqs. ͑1͒-͑3͒ together with the boundary conditions, as explained in Sec. III A. Different basic state solutions are obtained depending on the parameters. Figure 3͑a͒ displays a return flow with clearly inverted temperature gradients and a single roll on the velocity field. Fig. 3͑c͒ we see rather vertical temperature gradients with slight inversions and a slight corotative roll. Figure 3͑d͒ displays a return flow where the outer part of the cylinder is hotter than the inner one. These basic flows become unstable for different spatial structures as we explain next.
B. Instabilities
We have studied numerically the linear stability of the numerical basic states following the explanations of Sec. III B. We consider the external parameter R as the control parameter. By control parameter we mean that instabilities are obtained when this parameter is varied while all the others are fixed. This occurs when max ͑R͒ changes from a negative value to a positive one as R varies. The critical value is the value of R c for which max ͑R c ͒ = 0. Figure 4 displays max ͑R c ͒ as a function of the wave number k with all other parameters fixed. The eigenvalue with maximum real part corresponds to k = 15, and as it is purely real, the bifurcation is stationary. Depending on the different parameters a great variety of instabilities are obtained, which are either stationary or oscillatory, with differently growing modes. These are analyzed next.
Influence of ␤ and ␦
In this section we study how the instabilities are affected by parameters related to the shape of the heating boundary condition at the bottom. The factor ␤ is related to the width of the Gaussian profile and ␦ is the quotient of horizontal and vertical temperature differences.
To start with we fix parameters ⌫ = 10, Pr= 0.4, and B = 0.05 and take R as the control parameter. With the previous parameter choice, and ␦ = 0, the classical Rayleigh-Bénard problem is recovered, for which the instability threshold is Figure 7 displays the values of max ͑R c ͒ as a function of the wave number k. The zero mode is the preferred one, but as the mode one is so close to it, it could be possible that both modes appear after the bifurcation. The mode k = 0 corresponds to a target pattern ͓see Fig. 8͑a͔͒ and the mode k = 1 to a giant one-armed spiral ͓see Fig. 8͑b͔͒ . These plots represent contours of the growing temperature field eigenfunction and their structures are quite similar to those described in Refs. 2-5. The zone where we find these behaviors is called zone II ͑see Fig. 6͒ . We do not find such instabilities for ␤ = 0.5. In fact, they exist only for large enough ␤ values in a small interval around ␦ =0 ͑excluding ␦ = 0 and maybe a smaller interval around it͒. This is clearly depicted in Fig. 6 in which the curve C 2 ͑dot-dashed line͒ limits zone II. Figure 3͑b͒ displays an example of a basic state in zone II. It corresponds to a linear flow. In order to explore the linkage of these instabilities with experimental results such as those of Refs. 2-5, we relate the dimensionless parameters in Fig. 3͑b͒ with a physical setup. We consider a cylindrical container with diameter D = 2 cm and Void circles correspond to real eigenvalues while crossed ones stand for complex eigenvalues.
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Navarro, Mancho, and Herrero Chaos 17, 023105 ͑2007͒ depth d =1 mm ͑i.e., ⌫ =10͒. It contains a liquid with thermal diffusivity = 0.7ϫ 10 −7 m 2 / s, kinematic viscosity = 0.28 ϫ 10 −7 m 2 / s, and thermal expansion coefficient ␣ = 9.5223 ϫ 10 −4°C−1 ͑i.e., Pr= 0.4͒. The gravity constant is g = 9.81 m / s 2 and the heat exchange at the surface is B = 0.05 ͑this is the value assumed in our numerics but it is a rather difficult parameter to quantify in experiments͒. At the bottom a temperature profile with width ␤ = 5 and a small lateral temperature difference ⌬T h = 0.2°C is imposed. The instability threshold for target waves is obtained when the vertical temperature difference is ⌬T v =4°C ͑i.e, R = 19 064, ␦ = 0.05͒. The lateral inhomogeneity is rather small: 0.2°C, compared with the vertical temperature gradient: 4°C, however it is enough to modify the type of instability which is different from that of the homogeneous heating case. The main difference between both cases is given by the basic flow depicted in Fig. 3͑b͒ in which the maximum radial velocity is 0.021 cm/ s. This is smaller but still comparable to those radial velocities shown in Figs. 3͑a͒ or 3͑c͒, which, with the same and d, would be, respectively, 0.695 and 0.078 cm/ s.
In Figure 3͑c͒ displays an example of a basic state in zone III. We notice that the corresponding perturbation ͑see Fig. 5͒ grows only at the outer part of the cylinder, where the basic temperature field locally corresponds to a linear flow, similar to that of homogeneous heating, although its isotherms are not strictly horizontal lines but are a bit bent. The part where the perturbation decays corresponds to a basic return flow, with rather vertical and slightly inverted isotherms. This feature suggests that the stationary localized structure is growing on a domain on which the vertical temperature gradient is negative and larger than a given critical value as occurs in the homogeneous heating case. This idea might be also useful for understanding the patterns in zone I, which seem to grow localized near the origin. A close look at the isotherms in Fig. 3͑a͒ shows that in this case the return flow with inverted vertical temperature gradients is at the outer part of the cylinder while close to the origin the basic flow locally corresponds to a linear flow. Again the localized structure might be growing on a domain on which the vertical temperature gradient is negative and larger than a given critical value. This conjecture is difficult to test by formulating an equivalent problem in a smaller domain, as boundary conditions for these local flows are not easy to describe.
Finally, for ␦ Ͻ −0.186 and ␤ = 5 no instability has been found in zone IV. This means that in this case there exist external parameter sets at which the axisymmetric basic state is very robust and does not bifurcate to 3D structures. This regime is surrounded by curve C 3 ͑dashed line͒ in the ␤ − ␦ diagram in Fig. 6 . Figure 3͑d͒ displays an example of a basic state in zone IV.
Influence of the rest of the parameters
Aspect ratio ⌫. The results in the previous sections are based on a domain having a rather large aspect ratio ͑⌫ =10͒. At smaller aspect ratio the geometry of the domain has more influence on instabilities. Typically for uniform heating at smaller aspect ratio instability thresholds are larger than those obtained for larger aspect ratio, whereas critical wave numbers are smaller. Figure 9 shows how the instability thresholds and wave numbers change with ⌫. It is observed that the standard rules just described for the case of uniform heating are maintained, although now oscillatory instabilities are possible. The same types of instabilities as those previously described are observed. We notice that in Fig. 9 for ⌫ = 3 a one-armed spiral is the most unstable mode while the giant one-armed spirals, described before, were found to be less preferred than were the target patterns with k =0.
Pr number. Behaviors similar to those we have just described are also present for large and infinite Pr number. For instance, the giant one-armed oscillatory spiral appears as well for a similar range of values of the parameters ␤ and ␦ ͓see Fig. 8͑c͔͒ , and with the same conditions, the oscillatory mode k = 1 is just below the instability threshold but very close to it, at the same parameter values.
Biot number. In our study we have considered the Biot number to be B = 0.05 except in Fig. 8͑c͒ , which takes the value B = 0.2. The influence of the Biot number is important, as it fixes the heat exchange at the surface, and therefore the thermal state of the basic flow depends on it in the same way it depends on ␤ or ␦. A thorough study on how the Biot number affects all the above discussion is beyond the scope of this work, however, studies such as those in Refs. 14 and 15 describe such an influence in flows for which both buoyant and thermocapillary effects are present. In these refer- 
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Navarro, Mancho, and Herrero Chaos 17, 023105 ͑2007͒ ences the fluid is in an annular container and the imposed temperature gradient at the bottom is constant. Typically one expects that at larger Biot number the critical temperature threshold decreases. 14 The type of instability can be changed from stationary to oscillatory just by modifying the Biot number, and this allows the presence of numerous codimension-2 bifurcations points 15 although these effects of the Biot number depend on the thermal state of the basic flow and may not be present for every choice of the external physical parameters.
14 Our physical setup corresponds to buoyant flows, however, results on the effect of the Biot number could be similar to those including thermocapillary effects. For instance, in Ref. 31 it is found that instabilities and patterns of purely thermocapillary or purely buoyant flows are closely related.
C. Discussion and conclusions
We have studied how stationary and axisymmetric basic states bifurcate to different 3D structures depending on the shape factor ␤ and temperature ratio ␦ = ⌬T h / ⌬T v appearing on the temperature boundary condition. The Biot number is not varied in this work, however, as addressed in Refs. 14 and 15 it fixes the heat exchange at the surface and therefore affects the thermal state of the basic flow and the type of instabilities. The influence of horizontal and vertical temperature differences on instabilities has been addressed in numerous works. 10, [14] [15] [16] In our results a new heat parameter is introduced, which is related to the shape of the heat applied. We have found that at each ␤, different ␦ values define zones with qualitatively different instabilities. Typically, at small ␦ ͑and broad enough heating, i.e., large ␤͒ the basic state bifurcates to target and giant spiral wave patterns. The appearance of these structures is quite similar to those reported in experiments such as in Refs. 2-5 for the uniform heating case. The reason for this similarity could be the presence of a mean flow in those experiments similar to our basic state, which might be caused by a nonstrictly uniform heat source. In fact, the physical setup described in Sec. IV B 1, developing these instabilities, presents a spatial variation with a small gradient in the radial direction. We find that even for infinite Prandtl number spiral patterns are present.
Larger negative ␦ values ͑i.e, an inhomogeneous heating source at the bottom which is colder at the center͒ lead to very localized states at the outer part of the domain. Localized structures in the center of the cell are found at small ␤ values and positive ␦ values ͑i.e., an inhomogeneous heating source at the bottom which is hotter at the center͒. A decreasing aspect ratio increases the instability threshold and decreases the critical wave number as happens in the uniform case.
