We study pathwise properties and homeomorphic property with respect to the initial values for stochastic differential equations driven by G-Brownian motion. We first present a Burkholder-Davis-Gundy inequality and an extension of Itô's formula for the G-stochastic integrals. Some moment estimates and Hölder continuity of the G-stochastic integrals and the solutions of stochastic differential equations with Lipschitzian coefficients driven by G-Brownian motion are obtained. Homeomorphic property with respect to the initial values is also established.
Introduction
The classical Wiener measure P is a probability measure defined on the space of continuous paths Ω = C 0 ([0, ∞), R d ) starting from 0 in which the canonical process B t (ω) = ω t , t ≥ 0, ω ∈ Ω becomes a d-dimensional standard Brownian motion. The expectation E P [·] defined on L 1 P (Ω ), the space of all P-integrable F-measurable random variables, forms a linear functional. Recently, Peng [10] introduced G-Brownian motion. The expectation E[·] associated with the G-Brownian motion is a sublinear expectation which is called G-expectation. The stochastic calculus with respect to the G-Brownian motion has been established (cf. [10, 11, 13] ). The existence and uniqueness of the solution for stochastic differential equations driven by GBrownian motions in the space M 2 G (0, T ) have also been obtained by the contracting mapping theorem (cf. [11] ). A martingale characterization of G-Brownian motion was given in [15] .
The aim of this paper is to study pathwise properties and homeomorphic property with respect to the initial values for stochastic differential equations driven by G-Brownian motion. The BDG inequality for the G-stochastic integrals is established by the representation of G-expectation [2] . The G-Itô's formula in [11] is extended by the localization method. The estimates of high-order moments and Hölder continuity of the G-stochastic integrals are obtained by the majorizing measure method and some auxiliary functions. Hölder continuity and homeomorphic property of the solution for stochastic differential equations driven by G-Brownian motion are established.
The paper is organized as follows. In Section 2, we present a BDG inequality and an extension of Itô's formula. Some moment estimates of Hölder norms for G-stochastic integrals are obtained in Section 3. In Section 4 we prove that under Lipschitz condition, the solution of stochastic differential equation driven by G-Brownian motion has Hölder continuous paths. The result for homeomorphic flows is presented in Section 5.
BDG inequality for G-stochastic integrals
In this section we establish the BDG inequality for G-stochastic integrals and extend the GItô's formula in [11] by a localization method which plays partially the role of the stopping time.
G-Brownian motion and G-stochastic integral
For convenience, in this subsection we briefly recall some basic conceptions and results about G-Brownian motion and G-stochastic integrals (see [2, 10, 11, 13] for details).
G-Brownian motion and G-capacity
Briefly speaking a G-Brownian motion is a continuous process with independent and stationary increments under a given sublinear expectation. Similar to the Wiener measure, a G-Brownian motion can be formulated by a sublinear expectation (i.e., G-expectation) on the space of continuous paths from R + to R d .
Let For each T > 0, set L i p (F T ) := ϕ ω t 1 , ω t 2 , . . . , ω t n : n ≥ 1, t 1 , . . . , t n ∈ [0, T ], ϕ ∈ li p(R d×n ) ,
where li p(R d×n ) is the set of bounded Lipschitz continuous functions on R d×n . Define
Let H be a vector lattice of real functions defined on Ω such that L i p (F) ⊂ H and if X 1 , . . . , X n ∈ H then ϕ(X 1 , . . . , X n ) ∈ H for each ϕ ∈ li p(R n ). S d denotes the space of d × d symmetric matrices. Γ is a given nonempty, bounded and closed subset of R d×d which is the space of all d × d matrices. For A = (A i j ) d i, j=1 ∈ S d given, set
where u(t, x) is the viscosity solution of the following G-heat equation: 2) and D 2 u is the Hessian matrix of u, i.e., D 2 u = (∂ 2
This sublinear expectation is also called G-normal distribution on R d and denoted by N (0, Σ ), where Σ := {γ γ τ , γ ∈ Γ } (cf. [12] ).
Let E[·] : H → R be a sublinear expectation on H. A d-dimensional random vector X with each component in H is said to be G-normal distributed under the sublinear expectation
is the viscosity solution of the G-heat equation (2.2). A sublinear expectation on H is called to be a G-expectation if the d-dimensional canonical process {B t (ω) = ω t , t ≥ 0} is a G-Brownian motion under the sublinear expectation, that is,
where ψ(x 1 , . . . , x m−1 ) = E(ϕ(x 1 , . . . , x m−1 , B t m − B t m−1 )).
where
and
can be extended uniquely to a sublinear expectation on L 1 G (F). We denote by E the extension. Let P be the Wiener measure on Ω . Let A Γ 0,∞ be the collection of all Γ -valued {F t , t ≥ 0}-adapted processes on the interval [0, +∞), i.e., {θ t , t ≥ 0} ∈ A Γ 0,∞ if and only if θ t is F t := σ (ω s , s ≤ t) measurable and θ t ∈ Γ for each t ≥ 0, and let P θ be the law of the process { t 0 θ s dω s , t ≥ 0} under the Wiener measure P. We denote by P = P θ : θ ∈ A Γ 0,∞ and definē
A function X on Ω with values in a topological space is said to be quasi-continuous if for any ε > 0, there exists an open set O withC(O) < ε such that X | O c is continuous. A set A is polar ifC(A) = 0 and a property holds "quasi-surely" (q.s.) if it holds outside a polar set. Then (Theorem 59 in [2] )
X is quasi-continuous and lim
Denis, Hu and Peng [2] have obtained the following monotone convergence theorem:
By the definition ofĒ, the following result is obvious:
The mapping I : M 2,0
Quadratic variation process of G-Brownian motion
The quadratic variation process B a t of the process B a is defined by 
Integration with respect to B a Define a mapping M 1,0
Then Q 0,T can be uniquely extended to M 1 G (0, T ). We still denote this mapping by
BDG inequality for G-stochastic integrals
Then there exists a continuous modificationX of X , i.e, on someΩ ⊂ Ω , withC(Ω c ) = 0,
where 0 < C p < ∞ is a constant independent of η, a and Γ . Furthermore, if there exist constants 0 < σ ≤ σ < ∞ such that
14) 15) where 0 < c p < C p < ∞ are two constants independent of Γ , a and η.
Proof. Firstly let us consider the case:
By the BDG inequality of the Itô integrals (cf. [4, 8, 14] ), there exist constants 0 < c p < C p < ∞ independent of θ , a and η such that
which implies (2.13). If (2.14) holds, then for any 0 ≤ s ≤ t < ∞,
, and so (2.15) holds for η ∈ M p,0
and so there exists a subsequence {X
On the other hand, by
Therefore,X satisfies (2.13) and if the condition (2.14) holds, then (2.15) also holds. Finally, since for any t ∈ [0, T ], X t − X (n k ) t p → 0, we have X t −X t p = 0, and thusX is a continuous modification of X .
Remark 2.2.
(1) By Theorem 2.1, we can assume that the stochastic integral
(2) By (2.16), the classical Doob's inequality (cf. [4, 8, 14] ) and the proof of Theorem 2.1, we also have the following G-Doob maximal inequality for G-stochastic integrals.
is continuous. By (2.12), we have that for any u ∈ [s, t],
which implies that (2.18) holds for η ∈ M p,0
and so there exist a subsequence {n k , k ≥ 1} and a processX a,ā t such that for q.s. ω, t →X a,ā t (ω) is continuous and as k → ∞,
Therefore,X 
In particular,
An extension for G-Itô's formula
The G-stochastic integrals have the following local property.
Proof. Since 
and so, by Proposition 14 in [2] , there exist subsequences η N k and ξ N k such that
Finally, by
we see that (2.21) holds. where X ν 0 , ν = 1, . . . are constants. Let Φ ∈ C 2 (R n ) be a real function with bounded derivatives such that {∂ 2
x µ x ν Φ} n µ,ν=1 are uniformly Lipschitz. Then for each t
Remark 2.4.
(1) By the condition of Theorem 2.3, Φ is Lipschitz continuous. Therefore, for any t ≥ 0, Φ(X t ) is quasi-continuous and |Φ(X t )| ≤ |Φ(X 0 )| + L|X t − X 0 |. and so, by the BDG inequality, for any p ≥ 2 and any T > 0,Ē(sup 0≤t≤T |Φ(X t )| p ) < ∞. By Theorem 59 in [2] , Φ(X t ) ∈ L p G (F t ) for all p ≥ 2 and t ≥ 0. (2) In [11] , the function Φ is bounded, but we know from his proof and (1) that the condition is unnecessary. Now we give an extension of Theorem 2.3.
Let Φ ∈ C 2 (R n ) be a function such that {∂ 2 x µ x ν Φ} n µ,ν=1 are local Lipschitz, i.e., for each m ≥ 1 there exists a constant L m such that for any x, y ∈ R n with |x| ≤ m and |y| ≤ m,
Proof. By the condition of the theorem and Lemma 2.1,
. Therefore, we only prove that (2.23) holds q.s. For each Therefore, by Theorem 2.3, we have 
If sup 0≤t≤TĒ |Φ(X t )| 2(1+ε) < ∞ for some ε > 0, then for each t ∈ [0, T ],
Proof. Since Φ(X t ) is quasi-continuous and E(|Φ(X
. By the condition of the lemma, for any z, y ∈ R n ,
where L N > 0 is a constant. Therefore
Now by for any s, t ∈ [0, T ],
there exists a constant M such that for any δ > 0, N ≥ 1,
Now, first letting δ → 0, and then letting N → ∞, we obtain lim δ→0 sup s:|s−t|≤δ
Corollary 2.1. Let B t be a one-dimensional G-Brownian motion, α ν , β ν , η ν ∈ M 2 G (0, T ), ν = 1, 2 and
Moment estimates and Hölder continuity of G-stochastic integrals
Firstly, let us introduce a general maximum inequality for stochastic processes which was obtained in [7] . The following conceptions are referred to [7, 9] . Let (S, ρ) be a separable metric space. A function ψ : R + → R + that is strictly increasing, convex and ψ(0) = 0 is called a Young function. A probability measure m on S is said to be weakly majorizing measure relative to ψ and ρ if for each s, t ∈ S,
where B ρ (s, r ) = {ν ∈ S : ρ(s, ν) ≤ r }. If m is a weakly majorizing measure then the function τ = τ ψ,ρ,m on S × S defined by
dr < +∞ will be called a minorizing metric relative to ψ, ρ and m. If τ is uniformly bounded on S × S, then m is said to be a majorizing measure.
Lemma 3.1 ([7]). Let ψ be a Young function satisfying
ψ(x)ψ(y) ≤ ψ (K (x + y)) for all x, y ≥ 0 and some K ≥ 1.
Let m be a weakly majorizing measure relative to ψ, ρ on S and let τ = τ ψ,ρ,m be the corresponding minorizing metric. Then for each continuous function x(t), t ∈ S from S to R d ,
where c =
Then for any integer p ≥ 1, and t ≥ s ≥ 0,
where κ is an upper bound of |η s |.
Proof. Let {ϕ l , l ≥ 1} ⊂ li p(R) be a sequence of functions defined by
and set
Then applying Theorem 2.3 to
which yields by letting l → ∞ that
Now let us iterate the above inequality to obtain Proof. By Lemma 3.2, for any integer p ≥ 1, and t = s,
Therefore when 2κ 2 σ aa τ δe < 1, for all s, t ∈ [0, T ],
Then there exists a constant ζ > 0 independent of X such that when 2κ 2 σ aa τ δe < 1, 5) and for any 0
Proof. Take ρ(s, t) = |s − t| 1/2 and ψ(x) = e x 2 − 1. Then the uniform distribution m on [0, T ] is weakly majorizing measure relative to ψ(x) = e x 2 − 1, ρ and the corresponding minorizing metric τ ψ,ρ,m satisfies |s − t| log(1 + 1/(2|s − t|)) ≤ τ ψ,ρ,m (s, t) ≤ κ 1 |s − t| log(1 + 1/(2|s − t|)) where κ 1 = κ 1 (T ) is a positive number. Therefore, by Lemmas 3.3 and 3.1and (3.1), we have (3.5). Now we prove that for any 0
Stochastic differential equations driven by G-Brownian motion
In this section we discuss the existence, uniqueness and Hölder continuity of the solution of a stochastic differential equation with respect to the G-Brownian motion.
Existence and uniqueness
we introduce the following conditions: (H1) Bounded condition with constant L:
where A H S := i j a 2 i j is the Hilbert-Schmidt norm of a matrix A = (a i j ). (H2) Lipschitz condition with constant L: for any x, y ∈ R n ,
We consider the following SDE driven by the G-Brownian motion.
where the initial condition x ∈ R n is given and B, B is treated as a d 2 -dimensional vector, i.e.
Theorem 4.1. Let the Lipschitz condition (H2) hold. Then there exists a unique continuous process X x = {X x t , t ≥ 0} which satisfies (4.1) such that for any t ≥ 0, X t ∈ L 1 G (F t ), and for any p ≥ 2, T > 0, there exists a constant C p,T > 0 such that for any x, y ∈ R n and any s, t ∈ [0, T ],
2)
Proof. Let (X (m) ) be the Picard iterative approximation sequence defined by:
therefore, X satisfies (4.1). Next let us prove uniqueness. Let X and Y be two solutions of (4.1). Set
Then by Theorem 2.1, Lipschitz continuity and Hölder's inequality, there exists a constant C(T ) such that for all t ∈ [0, T ],
Therefore, by Gronwall's inequality, Φ(t) = 0 which implies X = Y q.s. Finally, we show the moment estimates. Set h(t) =Ē(sup s≤t |X x s − X y s | p ). Then the same as the proof of existence yields that h(t) < ∞ and for some constants l t, p and m t, p
Therefore, by Gronwall's inequality, there exists a constant C p,T such that for all
Similarly, there exists a constant C p,T such that for all T > 0, x ∈ R n , for all 0 ≤ s, t ≤ T ,
Hölder continuity
As a consequence of Theorem 3.1, we have the following result. and for any 0
is a separable Banach space.
Lemma 4.1. Let m ≥ 1 and 0 < α < β < 1 be fixed. Set
Therefore for all x ∈ K l , 
(2) Let the condition (H2) hold and let X be the solution of the stochastic differential equation (4.1). Then for any 0 ≤ α < 1/2,
Proof.
(1) By Theorem 4.2, for each 0 < α < β < 1/2, there exists λ > 0 such that
Then K m is compact and 
Let {X (l) , l ≥ 0} be the Picard iterative approximation sequence to the solution of the SDE (4.1) and set
ThenĒ(Z ) < ∞, and soC(Z = ∞) = 0. Set Ω m = {ω; Z (ω) ≤ m}. Then by Lemma 2.1,
m , l ≥ 0} is the Picard iterative approximation sequence to the solution of the SDE (4.5). Therefore, on Ω m . Therefore, by Theorems 3.1 and 4.1, the conclusion of the lemma holds.
Linear G-SDEs
In this subsection, we consider the following linear G-SDE:
where X 0 is a constant, b, h, σ, α, β, γ are constants, and B t is a one-dimensional G-Brownian motion.
The following lemma is a direct conclusion of Theorem 2.4.
Lemma 4.2. Let α, β, η ∈ M 2 G (0, T ) be bounded and
If for each process ξ in {α, β, η}, for each t ∈ [0, T ],
where r > 0 is a constant. Define
Then X t := E Z t satisfies the following equation
Theorem 4.4. The solution of the G-SDE (4.6) has the following representation:
where Y t = bt + h B t + σ B t and Z t = αt + β B t + γ B t .
Proof. By Lemma 4.2 and Corollary 2.1, we have
Remark 4.1.
(1) If α, β, σ, h = 0 and γ = 1, then
The process is called to be a G-OU process.
(2) If α, β, γ , h = 0, then
The process is called to be a G-Geometric Brownian motion.
Homeomorphic flows
In this section, we study the homeomorphic property of solutions of stochastic differential equations with respect to the G-Brownian motion. The following moment estimates play an important role. To avoid the stopping time technique, we use a new auxiliary function. For the homeomorphic property of the classical SDE, we refer to [3, 6] .
Lemma 5.1. Let the condition (H2) hold and let X (x, t) be the solution of the stochastic differential equation (4.1). Let T > 0 be given. Then there exist constants C(T ), C 1 (T ) > 0 such that for any α ∈ R, x, y ∈ R n , t ∈ [0, T ] and ε ∈ (0, 1], E((ε + |X (x, t) − X (y, t)| 2 ) α ) ≤ (ε + |x − y| 2 ) α e C(T )(|α|L(1+L)+α 2 L 2 ) , In particular, there exist constants C(T ), C 1 (T ) > 0 such that for any α ∈ R, x, y ∈ R n , t ∈ [0, T ], Φ(X (x, t) − X (y, t)) The proof of the following lemma is the same as the above.
Lemma 5.2. Let the condition (H2) hold and let X (x, t) be the solution of the stochastic differential equation (4.1). Let T > 0 be given. Then there exist constants C(T ), C 1 (T ) > 0 such that for any α ∈ R, x ∈ R n , t ∈ [0, T ],
; (5.5)
