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Utilizing the worldline formalism we study the effects of demanding local interac-
tions on the corresponding vertex factor. We begin by reviewing the familiar case
of a relativistic particle in Minkowksi space, showing that localization gives rise to
the standard conservation of momentum at each vertex. A generalization to curved
geometry is then studied and a notion of covariant Fourier transform is introduced
to aid in the analysis. The vertex factor is found to coincide with the one derived for
flat spacetime. Next, we apply this formalism to a loop immersed in a gravitational
field, demonstrating that the loop momenta is determined entirely by the external
momenta. Finally, we postulate that the semi–classical effects of quantum gravity
on the Feynman path integral can be accounted for by a modification to the ver-
tex factor which de–localizes the vertex. We study one particular Lorentz invariant
de–localization which, remarkably, has no effect on conservation of vertex momenta.
I. INTRODUCTION
The principle of locality states that interactions occur only if there is a coincidence of
multiple particles at a single point in spacetime. This is an intuitive notion and has been
taken for granted since Maxwell’s introduction of fields to describe electromagnetism and
Einstein’s prohibition against superluminal exchange of information. The assumption of
locality is not inviolable though, in fact, relative locality (see [1],[2],[3]) proposes a systematic
weakening of absolute locality by allowing momentum space to posses a non–trivial geometry.
The theory predicts that localization is an observer dependent phenomena with the degree
of localization scaling with distance from the interaction point. Furthermore, the authors
have shown, see [4], that this non–locality can be entirely absorbed into a de–localisation of
the interaction term in scalar QFT. A key question then arises, can one link this vertex de–
localization to quantum gravity effects? The current paper takes a preliminary step towards
answering this question by studying the coupling of a particle worldline to a gravitational
field and investigating its key properties. More specifically, we utilize the worldline formalism
(see [5] for a review of the formalism along with a list of references) to study the behaviour
of scalar particles undergoing an arbitrary series of interactions while propagating through
an arbitrary spacetime geometry. We are aware of a similar investigation in the context of
relative locality by J. Kowalski–Glikman et al. [6].
The paper is organized as follows. We begin by considering the standard example of
the relativistic particle in a flat spacetime since this allows us to introduce the relevant
techniques and make a smooth transition to a more general geometry. Having written down
the action for a relativistic particle propagating along its worldline we observe that the
amplitude for propagation from one point in spacetime to another is the path integral of the
exponential of this action. An arbitrary scattering process is then considered, we place no
restrictions on the form of the interactions other than demanding locality. Following a brief
calculation we find the expected result, edge momenta is constant, momentum is conserved
2at each vertex and edge momenta is identical to vertex momenta.
After exhausting this familiar example we generalize the worldline action to allow for
non-trivial spacetime geometries. We begin by demonstrating that edge momenta are no
longer constant, instead they are carried along the worldline by parallel transport. Next, we
introduce a notion of covariant Fourier transform which is then utilized in deriving the vertex
factor. We find no modification from the case of flat spacetime, momentum is conserved at
each vertex and edge momenta is identical to vertex momenta.
These results are then used to analyse a loop diagram in the presence of a gravitational
field. We show that in a generic curved spacetime the loop momenta is entirely determined
by the external momenta, presenting an intriguing approach for regulating the ultraviolet
divergences which plague loop integrals in standard QFT. Finally, we argue that the semi–
classical effects of quantum gravity can be accounted for by modifying the interaction vertex
so as to relax strict locality. We then make a particular choice for the de–localized vertex
which preserves Lorentz invariance and demonstrate, rather remarkably, that conservation
of momentum at a vertex is preserved.
II. WORLDLINE ACTION IN MINKOWKSI SPACE
Consider a particle of mass m propagating in a spacetime with flat Minkowksi metric ηµν
and having a worldline given by Xµ(τ), for some parameter τ . The motion of such a particle
is governed by the action
S[e,X ] =
1
2
∫
dτ
(
1
e
X˙µX˙νηµν − em2
)
, (1)
where X˙µ = dXµ/dτ and −e2(τ) is the metric along the worldline. Under a change in
parametrization τ → s(τ) we have e(τ) → e˜(s) = (dτ/ds)e(τ) and so the worldline metric
ensures that S[e,X ] is invariant under such re-parametrizations.
It will prove convenient to re–write this action in–terms of the momentum conjugate to
Xµ(τ), which we easily calculate to be
Pµ =
∂L
∂X˙µ
=
1
e
X˙νηµν .
On the other hand, taking the variation of S[e,X ] with respect to e gives the constraint
X2/e2 +m2 = 0, and upon substituting for Pµ we obtain the standard mass-shell condition
P 2 +m2 = 0. (2)
A brief calculation shows that the Hamiltonian for this system is H = e(P 2 +m2)/2; an
inverse Legendre transform then gives L = X˙µPµ − H as the Lagrangian. Noting that the
action (1) is just the time integral of the Lagrangian we find
S[X,P, e] =
∫ 1
0
dτ
(
X˙µPµ − e
2
(P 2 +m2)
)
. (3)
In this formulation the worldline metric behaves like a Lagrange multiplier that imposes the
mass shell constraint (2). It is conventional to re–label the worldline metric as the lapse
3function, e(τ) = N(τ), so that (3) becomes
S[X,P,N ] =
∫ 1
0
dτ
[
X˙µ(τ)Pµ(τ)− N(τ)
2
(
P 2(τ) +m2
)]
. (4)
Suppose that the worldline of the particle satisfies Xµ(0) = yµ and Xµ(1) = xµ, i.e. the
worldline begins at the point y and terminates at the point x. The amplitude for propagating
from y to x is then obtained by taking the path integral of the exponential of the action (4),
viz
G(x, y) =
∫
DXDPDN exp
{
i
∫ 1
0
dτ
[
X˙µ(τ)Pµ(τ)− N(τ)
2
(
P 2(τ) +m2
)]}
. (5)
G(x, y) is simply the propagator for the theory and so we will represent it graphically in the
usual way
G(x, y) =
x y
,
where the arrow indicates the direction of momentum flow.
III. PROPAGATION AMPLITUDE FOR AN ARBITRARY PROCESS
Consider a process in which ni initial state particles undergo a series of interactions
to produce nf final state particles. No restriction is placed on the number of particles
participating in a given interaction, we demand only locality, i.e. interacting particles occupy
a single point in spacetime. This evolution can be represented by an oriented graph Γ in
which the edges, labelled by e, represent the worldlines of the particles and the vertices,
labelled by v, represent interactions. An example with ni = 1 and nf = 2 is given in Figure
1.1
v1
v2
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FIG. 1. A possible graph, Γ, with ni = 1 and nf = 2.
Let Xe(τ) denote the worldline of a particle propagating along the edge e and Pe(τ) the
momentum it carries. If we reverse the orientation of an edge, e → −e, then Xe(τ) =
1 To emphasize, a vertex is a point having both incoming and outgoing momentum. Therefore, where an
initial edge originates and where a final edge terminates are not considered vertices.
4X−e(1 − τ) since X−e(τ) traverses the same path as Xe(τ) only backwards. Similarly,
Pe(τ) = −P−e(1− τ), where the minus sign takes into account that the direction of momen-
tum flow has be reversed. We will adopt the notation xe ≡ Xe(0) and x−e ≡ X−e(0) = Xe(1)
for the endpoints of the edge e while xine and x
out
−e will denote the coordinates of the initial and
final state particles respectively. The amplitude for the graph Γ, denoted IΓ(x
in
e , x
out
−e ), is con-
structed as follows: 1) Introduce vertex coordinates zv 2) Assign a propagator to each edge
e and then form their product 3) Integrate over the fiducial coordinates zv. Implementing
this procedure yields
IΓ(x
in
e , x
out
−e ) =
∫ ∏
v∈Γ
d4zv
∏
initial e
Ge (xe, ze,t)
∏
internal e
Ge (ze,s, ze,t)
∏
final e
Ge (ze,s, x−e) , (6)
where ze,s and ze,t are, respectively, the coordinates of the sourcing and terminating vertex
of the edge e. The requirement that interactions occur at a single point in spacetime can be
made explicit by extracting a delta function for each vertex and re–writing (6) as
IΓ =
∫ ∏
v∈Γ
d4zv
∏
v∈Γ
∏
se=v
te=v
d4xeδ
(4) (xe − zv)
∏
e∈Γ
Ge (xe, x−e) , (7)
where the product
∏
se=v
te=v
is taken over all edges sourcing (se) from v and terminating (te)
at v with the latter having their orientation reversed. For example, referring to Figure 1 we
have ∏
se=v4
te=v4
d4xe = d
4x−e3d
4x−e4d
4xe6d
4xe7 .
This type of product will appear repeatedly and it will be convenient to introduce the
notation ∏
v∈Γ
∏
se=v
te=v
≡
∏
v,e
.
Returning to our expression for IΓ in equation (7) we take the Fourier transform of the
delta functions and expand the Ge using equation (5) from the previous section. The result
is
IΓ =
∫ ∏
v∈Γ
d4zv
∏
v,e
d4xe
d4pe
(2pi)4
∏
e∈Γ
Dµe exp (−iSΓ) , (8)
where Dµe = DXeDPeDNe and
SΓ = −
∑
e∈Γ
∫ 1
0
dτ
[
X˙e · Pe −Ne
(
P 2e +m
2
e
)]
+
∑
v,e
pe · (xe − zv). (9)
The coordinates, pe, employed in the Fourier transform are dual to the vertex coordinates zv,
a relationship which suggests the designation “vertex momentum” for the pe. This should
be contrasted with the Pe(τ) which are dual to the worldline coordinates Xe(τ) and referred
to as edge momenta.
5To obtain the equations of motion for this system, and in particular the vertex factor, we
simply take the variation of SΓ:
δSΓ =
∑
e∈Γ
∫ 1
0
dτ
[
δXµe P˙µ,e − X˙µe δPµ,e − δNe
(
P 2e +m
2
e
)
+NeP
µ
e δPµ,e
]
+
∑
v,e
[(δpµ,e)(x
µ
e − zµv ) + pµ,eδxµe − pµ,eδzµv − Pµ,e(0)δxµe ] ,
where we have assumed that δXe(0) = 0 and δXe(1) = 0 for incoming and outgoing edges
respectively. Setting the variations along the worldline to zero we obtain
P˙µ,e = 0 X˙
µ
e = Neη
µνPν,e P
2
e +m
2
e = 0, (10)
which hold for all e ∈ Γ. The interpretation is standard; momentum is conserved along a
linear worldline and the mass–shell condition is satisfied. Turning now to the variations at
the vertices we find
xµe = z
µ
v ∀v ∈ Γ, (11)
pµ,e = Pµ,e(0) ∀e ∈ Γ, (12)∑
se=v
te=v
pµ,e = 0 ∀v ∈ Γ, (13)
and it is assumed that if xe and zv appear in the same equation the edge e innervates the
vertex v. Equation (11) can be easily recognized as the locality condition; all interactions
must occur at a single point in spacetime. The subsequent equation relates the vertex
momenta to the edge momenta, and noting that the edge momenta is conserved we obtain
Pe(0)− Pe(1) = pe + p−e = 0,
where Pe(1) = −P−e(0) was used in the second equality. The locality condition can be
combined with this relation and the expression for X˙e in (10) to relate the vertex momenta
to a difference in position, viz
zte − zse = τepe, τe ≡
∫ 1
0
Ne(τ)dτ. (14)
The interpretation of the final equation, (13), is immediate when combined with equation
(12), we find ∑
se=v
te=v
Pµ,e(0) = 0, (15)
which expresses the conservation of edge momentum at each vertex. Having exhausted this
simplest example we now consider the case where the geometry of spacetime is non-trivial.
IV. WORLDLINE ACTION IN CURVED SPACETIME
Recall the form of the worldline action for a particle propagating in flat spacetime
S[X,P,N ] =
∫
dτ
[
X˙a(τ)Pa(τ)− N(τ)
2
(
Pa(τ)Pb(τ)η
ab +m2
)]
6where the Latin indices a, b indicate thatXa and Pa take values in Minkowski space. We now
suppose that Xa 7→ Xµ takes values in some generic manifoldM with metric gµν = eaµebνηab.
The momentum conjugate to Xµ, say Pµ, takes values in TX(τ)M, but for convenience
we write it in–terms of the flat momentum Pa as Pµ = e
a
µ(X)Pa. Making the additional
replacement ηab → gµν in the mass shell term we obtain the action
S[X,P,N ] =
∫
dτ
[
X˙µeaµPa −
N
2
(
PaPbη
ab +m2
)]
, (16)
where we have used gµνeaµe
b
ν = η
ab. To demonstrate that this action is reasonable we will
now calculate the equations of motion for Xµ and Pa:
δS =
∫
dτ
[
− d
dτ
(
eaµPa
)
δXµ + X˙µeaµ,νPaδX
ν + X˙µeaµδPa −
1
2
δN
(
PaPbη
ab +m2
)
−NPbηabδPa
]
.
Setting the variations to zero we find
− d
dτ
(
eaµPa
)
+ eaν,µPaX˙
ν = 0, (17)
X˙µeaµ −NPbηab = 0, (18)
PaPbη
ab +m2 = 0. (19)
The second equation can be solved for Pa, and after changing variables to proper time
ds = Ndτ we obtain
Pa = ηabe
b
µ∂sX
µ. (20)
Substituting this relation into equation (17) gives the evolution equation for Xµ:
∂s
(
eaµe
b
νηab∂sX
ν
)− ηabeaν,µebα∂sXν∂sXα = 0. (21)
The product of tetrads in the second term can be symmetrized over (α, ν) and re–written
as, ∂µ(ηabe
a
νe
b
α)X˙
νX˙α/2. Making the replacement gµν = ηabe
a
µe
b
ν in (21) then gives
∂2sX
ρ +
1
2
gρµ (gµν,α + gµα,ν − gνα,µ) ∂sXν∂sXα = 0,
which is just the geodesic equation. This is what we expected, free particles in a curved
spacetime obey the geodesic equation. It is also enlightening to write the evolution equation
(17) in terms of Pa as
d
ds
Pa = e
µ
a(e
b
ν,µ − ebµ,ν)Pb∂sXν . (22)
Noting that the above equation is antisymmetric in µ, ν, we obtain that P aPa is conserved
along the worldline and so the mass–shell constraint is satisfied if it is satisfied initially.
Introducing the spin connection, we can write this in the more compact form
d
ds
Pa − ∂sXµωµbaPb = 0, ωµba ≡ −(∇µebν)eνa. (23)
7Equations of this type can be solved by iterative integration, viz
Pa(s) = Pb(0)U(s)
b
a, U(s) =
−→exp
∫ s
0
dτX˙µωµ(X(τ)), (24)
where U(s) is the parallel transport operator along the geodesic to which Pa is dual.
Returning to our expression for the worldline action in curved spacetime, equation (16),
it follows that the amplitude for a particle to propagate from the point y to the point x is
given by
G(x, y) =
∫
DXDPDN exp
(
i
∫ 1
0
dτ
[
X˙µeaµ(X)Pa −N
(
PaPbη
ab +m2
)])
.
The development now proceeds as in the previous section. We consider an arbitrary process
in which ni initial state particles undergo a series of interactions to produce nf final state
particles. No restrictions are placed on these interactions other than demanding locality.
The process is represented by an oriented graph Γ with a corresponding amplitude given by
IΓ(xine , xout−e ) =
∫ ∏
v∈Γ
dµ(zv)
∏
initial e
Ge (xe, ze,t)
∏
internal e
Ge (ze,s, ze,t)
∏
final e
Ge (ze,s, x−e) ,
where dµ(zv) =
√
g(zv)d
4zv is the covariant measure on spacetime.
Naively, the form of the interaction vertex can be obtained by proceeding as we did in
flat spacetime: Make locality explicit by extracting a delta function for each vertex, Fourier
transform the delta function, Take the variation of the resulting action. Unfortunately,
the second step in this sequence presents a major impediment. A key property of IΓ is
its invariance under diffeomorphisms, a symmetry which is not preserved by the standard
Fourier transform. To proceed we need to define a generalization of the Fourier transform
which does preserve diffeomorphism covariance; it is to the development of such a “covariant
Fourier transform” that we turn in the subsequent section.
V. WORLD FUNCTION AND COVARIANT FOURIER TRANSFORM
The standard Fourier kernel is given by exp(ix · p) and manifestly breaks diffeomorphism
invariance. In particular, since xµ transforms as a coordinate and not a contravariant vector,
its contraction with the covariant vector pµ does not transform as a scalar. It is, therefore,
the failure of xµ to behave contravariantly which destroys the covariance of the Fourier
kernel. In this section we will present a generalization of xµ which does transform properly
and then use this “generalized coordinate” to construct a covariant Fourier kernel. Our first
step is to introduce Synge’s world function.
A. Synge’s World Function
Consider a manifold M endowed with a metric gµν and a torsionless metric compatible
connection Γµνρ. We restrict our attention to an open region O ⊂ M such that for every
x′, x ∈ O there is a unique geodesic γx′x connecting x′ to x. Synge’s world function σ(x′, x)
(see [7]) is then defined as
σ(x, x′) ≡ 1
2
(s− s′)2 , (25)
8where s− s′ is the arc-length between x′ and x as determined by γx′x. This definition makes
clear that the world function is symmetric upon interchange of its arguments and transforms
as a scalar with respect to both x′ and x. We will now derive some important properties of
σ(x, x′) which will prove useful in subsequent sections.
Let ξµ(λ) be an affine parametrization of γx′x so that the geodesic can be described by
the Lagrangian
L =
1
2
gµν
dξµ
dλ
dξν
dλ
.
Let λ0 denote the value of λ at x
′ and λ1 its value at x, then
s− s′ =
∫ s
s′
ds =
∫ s
s′
√
gµνdξµdξν =
∫ λ1
λ0
√
2Ldλ = (λ1 − λ0)
√
2L, (26)
where the final equality follows by noting that L is constant along an affinely parametrized
geodesic. Substituting this result into the definition of the world function we obtain
σ(x, x′) = L(λ1 − λ0)2 = (λ1 − λ0)
∫ λ1
λ0
Ldλ = (λ1 − λ0)S(x, λ1; x′, λ0), (27)
where S is Hamilton’s principle function. The covariant derivatives of σ(x, x′) can now be
calculated by means of the Hamilton–Jacobi equation, e.g. taking the covariant derivative
at x we find
σ;µ = σ,µ = (λ1 − λ0) ∂S
∂xµ
= (λ1 − λ0) ∂L
∂x˙µ
= (λ1 − λ0)gµν x˙ν , (28)
where x˙µ = dξµ/dλ|λ=λ1. A short calculation then yields the equation of motion
1
2
gµνσ;µσ;ν = σ. (29)
Swapping the roles of x and x′ gives similar expressions for the covariant derivative of the
worldfunction at x′
σ;µ′ = −(λ1 − λ0)gµ′ν′x˙ν′ (30)
1
2
gµ
′ν′σ;µ′σ;ν′ = σ. (31)
It should be noted that the indices on a tensor indicate the point at which it is evaluated,
for example gµ′ν′ = gµ′ν′(x
′). We can generate implicit expressions for higher derivatives
of the world function by differentiating (29) and (31) repeatedly. In particular, taking one
additional derivative we find
σµνσµ = σν σ
µ′
ν′σµ′ = σν′ (32)
σµν′σµ = σν′ σ
µ′
νσµ′ = σν , (33)
where we have omitted the semicolon to simplify notation. Although these equations were
easily derived they are quite significant. The first set demonstrates that the second order
derivative of the world function at x (or x′) behaves like a Kronecker delta when acting on
σµ (or σµ′). Referring to equations (A3) and (A4) in Appendix A, the second set shows that,
9up to a sign, the second order mixed derivative of σ behaves like the parallel propagator
when acting on σµ or σν′ .
Let us now take a brief look at the behaviour of σ(x, x′) when x tends to x′, or vice versa.
This is known as the coincidence limit and is obtained by letting λ1 → λ0 on either side of
(27), (29) and (31). The result is
[σ] = [σ;µ] = [σ;µ′ ] = 0, (34)
where the square brackets [. . .] indicate that the coincidence limit x → x′ has been taken.
Finding coincidence limits for the second order covariant derivatives is a bit more involved
but one finds (see [7])
[σµν ] = [σµ′ν′] = gµν [σµν′ ] = −gµν . (35)
The covariant derivatives of σ(x, x′), being the derivatives of a bi–scalar, transform as con-
travariant vectors. In particular, σµ(x, x′) transforms as a scalar at x′ and a contravariant
vector at x, and vice versa for σµ
′
(x, x′). It follows that σµ
′
(x, x′) behaves exactly like the
“generalized coordinate” mentioned in the preamble to this section and therefore can be
used to define a covariant version of the Fourier kernel.
B. Covariant Fourier Transform
Fix a point x′ ∈ M and let pµ′ ∈ Tx′M. The combination pµ′σµ′(x, x′) transforms like a
scalar at both x and x′ and so a natural candidate for the covariant Fourier kernel is given by
exp(ipµ′σ
µ′(x, x′)). This form of the kernel is not functional though since it leaves implicit
the dependence of pµ′ on x
′. Instead, we make use of the tetrad eaµ′ and write pµ′ = pae
a
µ′(x
′),
so that the desired kernel is given by
exp
[
ipae
a
µ′(x
′)σµ
′
(x, x′)
]
. (36)
The covariant Fourier transform (see [8, 9] for an earlier implementation) is now defined
as a map, Fx′, from scalar functions onM to scalar functions on the cotangent plane T ∗x′M,
i.e.
Fx′ : f(x) 7→ fˆx′(p),
where
fˆx′(p) ≡
∫
dµ(x)V1/2(x, x′) exp
(
−ipaeaµ′(x′)σµ
′
(x, x′)
)
f(x). (37)
The factor V(x, x′) is a bi–scalar known as the Van–Vleck Morette determinant ([10],[11]),
and arises as the Jacobian in the change of variables xµ 7→ σµ′(x, x′). It is given explicitly
by
V(x, x′) = g−1/2(x) |det (σµν′(x, x′))| g−1/2(x′), (38)
and satisfies [V] = 1. We can also define an inverse Fourier transform via2
F−1x′ (fˆx′)(x) ≡
∫
dν(p)V1/2(x, x′) exp
(
ipae
a
µ′(x
′)σµ
′
(x, x′)
)
fˆx′(p), (39)
2 For sake of convenience we are not including factors of (2pi)4
10
where dν(p) = g−1/2(x′)d4p. A few technical remarks regarding the domain of the covariant
Fourier transform are in order. The definition of the worldfunction assumes the existence of
a unique geodesic connecting x to x′; a condition which is not, in general, satisfied for two
arbitrary points in M. To ensure that the worldfunction remains single valued its domain
must be restricted to a normal convex neighbourhood of x′, denoted Cx′. Consequently, the
Fourier transform must be restricted to functions which vanish outside of Cx′. We must
similarly restrict the inverse Fourier transform to functions in the image of Fx′. For a more
detailed discussion we refer the reader to [4].
A straightforward calculation now gives the following representation for the delta function
on M
δ(x, y) =
∫
dν(p)V1/2(x, x′)V1/2(y, x′) exp
[
ipae
a
µ′
(
σµ
′
(x, x′)− σµ′(y, x′)
)]
, (40)
where we have assumed that δ(x, y) is “covariant” in that it satisfies∫
dµ(x)δ(x, y)f(x) = f(y),
for some scalar function f(x). The delta function presented in (40) emphasizes the symmetry
between x and y but observing that V(x, x′) and V(y, x′) can be factored out of the integral
allows us to write
δ(x, y) =
∫
d4pV(y, x′) exp
[
ipae
a
µ′
(
σµ
′
(x, x′)− σµ′(y, x′)
)]
. (41)
This formulation is useful when considering the special case y = x′ for which the delta
function simplifies to
δ(x, x′) =
∫
d4p exp
[
ipae
a
µ′σ
µ′(x, x′)
]
. (42)
Note that the delta function, δ(x, x′), will always have a well defined covariant Fourier
transform since it is guaranteed to vanish outside of Cx′.
VI. INTERACTION VERTEX IN CURVED SPACETIME
Having concluded our development of the covariant Fourier transform we are now pre-
pared to continue with the programme suggested at the conclusion of Section IV.
A. Implementing Localization
Recall our set-up: An arbitrary process is represented by an oriented graph Γ with local
interactions and relevant amplitude given by
IΓ(xine , xout−e ) =
∫ ∏
v∈Γ
dµ(zv)
∏
initial e
Ge (xe, ze,t)
∏
final e
Ge (ze,s, x−e)
∏
internal e
Ge (ze,s, ze,t) . (43)
11
To make locality explicit we extract a delta function for each edge sourcing or terminating
at a vertex, viz
IΓ(xine , xout−e ) =
∫ ∏
v∈Γ
dµ(zv)
∏
v,e
dµ(xe)δ(xe, zv)
∏
e∈Γ
Ge (xe, x−e) . (44)
Define I˜Γ to be the quantity obtained from IΓ by dropping the vertex integrals and fixing
the zv to be distinct points in spacetime. Taking x
′ = zv in equation (42) then allows us to
Fourier transform the delta functions appearing (44). We find
I˜Γ(xine , xout−e , zv) =
∫ ∏
v,e
dµ(xe)δ (xe, zv)
∏
e∈Γ
Ge (xe, x−e)
=
∫ ∏
v,e
dµ(xe)d
4pe exp
(−ipa,eeaµv(zv)σµv(xe, zv))∏
e∈Γ
Ge (xe, x−e)
=
∫ ∏
v,e
dµ(xe)d
4pe
∏
e∈Γ
Dµe exp(−iSΓ),
where the action SΓ is given by
SΓ = −
∑
e∈Γ
∫ 1
0
dτ
[
X˙µe Pa,ee
a
µ −Ne
(
Pa,ePb,eη
ab +m2e
)]
+
∑
v,e
pa,ee
a
µvσ
µv(xe, zv). (45)
As in the case of flat spacetime we obtain the vertex factor, along with the kinematical
equations of motion, by taking the variation of SΓ. The equations describing the free evolu-
tion of a particle were derived earlier (see (17) - (19)) and shown to be consistent with the
geodesic equation. As such, we can focus on variations at the vertices which we find to be3∑
v,e
[
eaµv(zv)σ
µv(xe, zv)δpa,e + pa,ee
a
µv ,νv(zv)σ
µv(xe, zv)δz
νv
v + pa,ee
a
µv(zv)σ
µv
ν(xe, zv)δx
ν
e
+pa,ee
a
µv(zv)(∂νvσ
µv(xe, zv))δz
νv
v − Pa,e(0)eaν(xe)δxνe
]
.
Setting the variations to zero we obtain the relevant equations of motion
eaµv(zv)σ
µv(xe, zv) = 0 ∀v ∈ Γ (46)
Pa,e(0)e
a
µ(xe) = pa,e∇xµeσa(xe, zv) ∀e ∈ Γ (47)∑
se=v
te=v
pa,e∇zµv σa(xe, zv) = 0 ∀v ∈ Γ, (48)
where we have made use of the notation σa(x, x′) = σµ
′
(x, x′)eaµ′(x
′). Note also that whenever
xe and zv appear in the same equation the edge e is assumed to innervate the vertex v.
From (28) we see that the first of these equations requires xe = zv, which is just the locality
condition. Taking the coincidence limit on either side of the remaining equations, making
use of (34) and (35) and multiplying by the inverse tetrad we find
Pa,e(0) = −pa,e and
∑
se=v
te=v
pa,e = 0. (49)
3 We have assumed that δXe(0) = 0 and δXe(1) = 0 for incoming and outgoing edges respectively.
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These equations should be supplemented with the equation for conservation of momenta
along an edge. As shown in (24) the momenta Pe(1) = −P−e(0) at the end of an edge is re-
lated to the initial momenta Pe(0) by parallel transport along e, denoted Ue ≡ −→exp(
∫
e
dxµωµ).
Thus, the equation governing conservation of momentum along an edge is given by
pa
−e + (pe ·Ue)a = 0, (50)
where we denote (p · U)b = paUab. As in the case of flat spacetime we can use the localiza-
tion condition to relate the vertex momenta to a difference in position, although here the
computation is more subtle. Begin with the derivative of the worldfunction evaluated at the
endpoints of the edge e, i.e. σµxe (x−e, xe). Equation (30) then allows us to write
σµxe (x−e, xe) = −(s1 − s0)∂sXµe (0)
= −∂sXµe (0)
∫ 1
0
Ne(τ)dτ,
where ds = Ndτ is the proper time along the world line. Now use (18) to replace ∂sX
µ
e (0)
in favour of Pe(0) so that
σµxe (x−e, xe) = −τeP ae (0)eµa(xe), (51)
where τe =
∫
Nedτ . Finally, the localization equation allows us to identify x−e = zte and
xe = zse while our relation between edge and vertex momentum yields Pb,e(0) = −pa,e and
so
σa(zte , zse) = τep
a
e . (52)
These localization equations are compatible with the parallel transport equation of momenta
along an edge since
σa(zte , zse)Uea
b = −σb(zse , zte); (53)
see Appendix A for a proof.
B. Localisation on Loops
In this section we will study the localization equations (50) for a graph that possesses a
loop L. Assume that L consists of the edges L = e1e2 · · · en, and that ei = (ii + 1), goes
from vertex i to vertex i+ 1. We denote by Pi the external momenta incoming to vertex i
and by pei = pii+1 the momenta on edge ei starting at vertex i. This is illustrated in Figure
2. The localization equations, (50), read
pi+1i + pii+1 ·Uii+1 = 0, Pi = pii−1 + pii+1, (54)
where i = 1, . . . , n and addition is modulo n. Define Uaa+m ≡ Uaa+1Ua+1a+2 · · ·Ua+m−1a+m
to be the holonomy from a to a+m, so that upon summing the above relation we obtain
Sn ≡ Pn + Pn−1 ·Un−1n + · · ·P1 ·U1n = pn1 ·(1−Hn), (55)
where Hn = Un1U12 · · ·Un−1n is the total holonomy around the loop based at the vertex n.
To generalize this relation to an arbitrary base vertex we introduce the momenta transported
from the vertex i
Pˆi ≡ Pi ·Uin, (56)
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so that Sn =
∑n
i=1 Pˆi. We immediately obtain pii+1Uii+1 = Pˆi+ pi−1iUi−1i+1 which can then
be solved iteratively to express pii+1 in terms of the external momenta and pn1 as
pii+1 ·Uin = (Pˆi + · · · Pˆ1) + pn1Hn. (57)
Putting equations (55) and (57) together we see that the loop momenta pii+1 are entirely
determined by the external momenta, which is related to the fact that in presence of gravity
the total momenta around a loop is no longer conserved.
v1 v2
v3
v4
v5
vn−1
vn
pe1
pe2
pe3
pe4
pen−1
pen
P1 P2
P3
P4
P5
Pn−1
Pn
FIG. 2. The loop L = e1e2 · · · en
When spacetime is flat Hn = 1 and so, the right hand side of (55) vanishes, total momen-
tum is conserved and the loop momentum is independent of the external momenta. Con-
sequently, one must integrate over the loop momenta when performing the path integral,
leading to the well known problems with ultraviolet divergences. On the other hand, when
gravity is present the holonomy will differ from the identity allowing, quite generically, the
operator (1−Hn) to be inverted. In this case we can express all the momenta in terms of the
external ones! For a small loop the holonomy approximates to Hab = δ
a
b +R
a
bµν∆A
µν + · · ·
where ∆A is the loop area. The invertibility of (1−H) is therefore related to the invertibility
of Rab(X) for all invertible bivectors X . Thus, in a fully curved background the only way
(generically) to have a non invertible (1 − H) is to consider a loop of zero extension, i.e.
with ∆A = 0. It is these loops of zero size that give rise to divergences in quantum field
theory.
In summary, the effect of a gravitational field on an extended loop is to produce a vio-
lation of total momentum conservation. This phenomena is related to the fact that, in the
present case, loop momenta can be expressed entirely in–terms of the external momenta.
Therefore, if we could argue that quantum gravity requires the expectation value of the
holonomy 〈H〉 to be different from unity for all loops, even those which shrink to an effec-
tive size of zero, this would have a dramatic regulating effect on Feynman integrals, at least
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on their semi–classical evaluation. In particular, we could restrict loop integrals to a finite
region of momentum space.
C. Nonlocal vertex
In the previous section we showed that coupling to a classical gravitational field modifies
the loop propagator by introducing a holonomy (around the loop) into the conservation
of momentum equation. On the other hand, we saw that momentum conservation at the
vertices is unaffected, being identical to the relations derived for flat spacetime.
A pertinent question arises, how do quantum gravity effects alter particle physics ampli-
tudes? It is well known that the inclusion of quantum gravity introduces a new mass scale
into the theory, namely the Plank mass. Our question can then be phrased more formally as
follows: Suppose we couple gravity to a Feynman integral and compute, by some method,
the quantum gravity average, how does this evaluation affect the Feynman integral? It
is tempting to assume that the computation, done in any theory of quantum gravity, will
correspond to a mass dependent deformation of the standard integral. According to the
philosophy presented here, and assuming that new degrees of freedom do not appear, this
deformation can in turn be entirely reabsorbed into a deformation of the particle action.
It is natural to assume that this deformation will affect the vertex interaction. Indeed
it was the vertex factor paσ
a(xe, zv) which, as we have seen, determined the localization
condition xe = zv. Such exact localization will certainly be relaxed in a theory of quantum
gravity. We propose, therefore, to modify the vertex interaction as an effective way to
include quantum gravity (de–localizing type) effects.
The simplest such modification is to consider a vertex interaction of the form paσ
a(xe, zv)−
pap
a/2M where M is the quantum gravity mass scale. In the Euclidean formulation of the
theory this amounts to replacing the vertex interaction, δ(x, z), by a Gaussian weight
δM(x, z) =
(
M
2pi
) d
2
e−Mσ(x,z). (58)
The equations of motion resulting from this de–localized vertex are readily found to be (c.f.
(46) - (48))
Mσa(xe, zv) = p
a
e (59)
Pa,e(0)e
a
µ(xe) = pa,e∇xµe σa(xe, zv) (60)∑
se=v
te=v
[pa,e∇zµv σa(xe, zv)] = 0, (61)
Observe that the mass scale only enters in the first equation, modifying the locality condition
by ensuring that xe and zv are no longer identified. Substituting this into equation (61) and
using that the Synge function satisfies4 σa∇zµσa(x, z) = eaµ(z)σa(x, z) we obtain∑
se=v
te=v
pae = 0, (62)
4 See equation (33)
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which, as before, is the usual conservation of vertex momenta. Where the modification
becomes apparent is in the relationship between the endpoint momenta P and the vertex
momenta p; from equation (60) we have
P ae (0) = Mη
abeµb (xe)∇xµeσb(xe, zv) = Mηabσµe(xe, zv)eµea (xe). (63)
Let Vev denote the parallel propagator from zv to xe, then σ
µe = −[Vev]µeνvσνv(xe, zv) and so
P ae (0) = −Meaµe(xe)[Vev]µeνvσνv(xe, zv) (64)
= −M [Vev]abσb(xe, zv) (65)
= −(pe ·Vev)a, (66)
where we have made use of the notation [Vev]
a
b = e
a
µe(xe)[Vev]
µe
νze
νz
b (zv) in the second line.
Remarkably, this implies that the conservation of momenta along edges is modified in a
trivial manner, viz
p−e + pe ·(VseeUeV−ete) = 0. (67)
The term in brackets is the full propagator from se to te indicating that the form of this
equation is identical to the one consider for a local vertex, see (50). It follows that the
de–localization of the vertex does not affect the momenta conservation equations, either at
the vertex or along the edges. It’s only effect is to modify the relationship between momenta
and coordinates, e.g. in a flat spacetime the modification enters through a shift in proper
time
zte − zse = (τe + 1/2M)pe. (68)
A more general modification of the vertex, that is quadratic, Lorentz invariant and symmetric
under exchanges of momenta will include an additional term proportional to
∑
e,e′ p
a
e′pe,a/2M .
This term gives rise to effects which are similar to the ones considered above.
VII. CONCLUSION
In this paper we considered the extent to which demanding local interactions affects the
form of the interaction vertex. We began with flat spacetime, showing that localization
gives rise to conservation of momentum at each vertex and the identification of edge and
vertex momentum. Generalizing to a curved geometry we found that conservation of vertex
momentum was maintained but now edge and vertex momentum were no longer identical,
instead being related by parallel transport. Next, we considered the effects on loop diagrams
immersed in a gravitational field, showing that the loop momenta is entirely determined by
momenta external to the loop. This result presents an intriguing approach for regulariz-
ing loop integrals in standard QFT. Finally, we argued that the semi–classical effects of
quantum gravity could be accounted for by modifying the interaction vertex so as to relax
strict locality. Making a particular choice of de–localized vertex we demonstrated, rather
remarkably, that conservation of momentum at a vertex was preserved; in fact the only
modification was in the relationship between edge and vertex momenta. This opens the way
towards a deeper investigation of how to de–localize the vertex in the presence of quantum
gravity and whether this de–localization is related to introducing non–trivial momentum
space geometry as postulated in Relative locality.
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Appendix A: Parallel Propagator
Consider two points in spacetime x, x′ ∈ M joined by a geodesic γxx′. The parallel
propagator, denoted Uµµ′(x, x
′), is the operator which takes a vector field at x′ and parallel
transports along γxx′ to a vector field at x. By definition, a geodesic is a curve which parallel
transports its own tangent vector, i.e. T µ∇µTν = 0, where T µ = dγµxx′/dτ for some affine
parameter τ . In terms of the parallel propagator this becomes
T µ(x) = Uµµ′(x, x
′)T µ
′
(x), T µ
′
(x′) = Uµ
′
µ(x, x
′)T µ(x). (A1)
The tangent vectors T µ(x) and T µ
′
(x′) are related to the derivative of the worldfunction at
x and x′ via equations (28) and (30), respectively. In particular,
σµ(x, x′) = T µ = Uµµ′T
µ′(x′) = −Uµµ′σµ
′
(x, x′), (A2)
with a similar computation holding for σµ
′
. Substituting into (A1) we find
σµ(x, x′) + Uµµ′(x, x
′)σµ
′
(x, x′) = 0 (A3)
σµ
′
(x, x′) + Uµ
′
µ(x, x
′)σµ(x, x′) = 0, (A4)
which justifies the statement made in the text that, when acting on σµ or σµ′ , the second
order mixed derivative of the worldfunction behaves like the parallel propagator (up to a
sign). These equations can be written in the ea basis by making a couple of observations.
Focusing on (A3), we have
σµ(x, x′) = ∇xµσ(x, x′) = ∇xµσ(x′, x) =⇒ eaµ(x)σµ(x, x′) = σa(x′, x), (A5)
Uµµ′σ
µ′ = Uµµ′e
µ′
a (x
′)eaν′(x
′)σν
′
= Uµµ′e
µ′
a (x
′)σa, (A6)
with similar results holding for (A4). Thus, we obtain the form of these equations used in
the text
σa(x′, x) + Uab(x, x
′)σb(x, x′) = 0, (A7)
σa(x, x′) + Uab(x, x
′)σb(x′, x) = 0. (A8)
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