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Abstract
Language operations on trajectories provide a generalization of many common operations such as concatenation, quotient,
shufﬂe and others. A trajectory is a syntactical condition determining positions where an operation is applied. Besides their elegant
language-theoretical properties, the operations on trajectories have been used to solve problems in coding theory, bio-informatics
and concurrency theory.
We focus on algebraic properties of substitution on trajectories. Their characterization in terms of language-theoretical properties
of the associated sets of trajectories is given. The transitivity property is of particular interest. Unlike, e.g., shufﬂe on trajectories,
in the case of substitution the transitive closure of a regular set of trajectories is again regular. This result has consequences in the
above-mentioned application areas.
© 2006 Elsevier B.V. All rights reserved.
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1. Introduction
Language operations and associated language equations have long been a fundamental area of research in the theory
of computing [15,20]. The study of language operations is often a major contributor to fundamental knowledge on
classes of languages. The theory of AFLs is perhaps the principal example.
Recently, there has been much interest devoted to language operations which are parameterized, in the sense that
their behaviour is speciﬁed by a parameter. The type of parameters include both languages [2,17] and sets of integers
[1]. These parameterized language operations have applications to concurrency theory, bio-informatics and study of
ciliate DNA assembly, as well as to solution of classical formal language theory puzzles. In this paper, we focus on the
formalism of trajectories ﬁrst introduced by Mateescu et al. [17].
Trajectory-based operations, a parameterized family of language operations, describe operations by means of another
language [17]. Trajectories aremotivated as ameans of describing parallel combination of words syntactically restricted
in some controlled way. The initial introduction of trajectories, called shufﬂe on trajectories, describes language
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operationswhichwork by inserting the symbols of oneword into another.Many classical language operations, including
shufﬂe and concatenation, are particular cases of shufﬂe on trajectories. The initial work by Mateescu et al. [17]
focused on uniﬁed results on shufﬂe on trajectories, including closure properties and algebraic properties of the shufﬂe
on trajectories operation. The algebraic properties Mateescu et al. examined include associativity, commutativity,
completeness and determinism [17]. An application of trajectories to modelling an interplay of concurrent processes
was also introduced.
Since its introduction, the notion of trajectories has been recognized as a powerful and elegant model for several
different problems in formal language theory. The applications of trajectories are many. Kari et al. use trajectories in
DNA code word design [13], exploiting the nature of trajectories to specify the types of forbidden bonds between code
words used in DNA computing. In this way, the bond-free properties of Kari et al. [13] yield many previously studied
DNA bonding properties as particular cases.
Trajectories are also employed inmodelling channels with errors [11], where errorsmay occur as insertions, deletions
and substitutions. The authors show that, under the assumption of regularity of the trajectories describing the error
types, it is efﬁciently decidable whether a given regular language is error detecting with respect to the given error
types. Other applications of trajectories have also been studied. These include modelling of language operations in
bio-informatics and formal software veriﬁcation [3] and the theory of codes [4].
The application of trajectories to modelling channels with errors described above was aided by the introduction of
substitution on trajectories [11], a trajectory-based operation which allows for controlled letter substitutions. In Kari
et al. [12], an application of substitutions on trajectories to modelling imperfect bonds in double-stranded DNA
molecules was presented. Closure and decision properties of substitution on trajectories have been also studied in
[11,12]. See Domaratzki [6] for a survey of recent results on trajectories.
This paper focuses on the algebraic properties of substitution on trajectories. Along with investigating when a
substitution on trajectories operation deﬁnes, e.g., a transitive, monotone or compatible binary relation, we seek char-
acterizationswhich yield decidability results.We give these characterizations in terms of language-theoretical properties
of the associated sets of trajectories. Finally, we mention the impact of the results in the areas where substitution on
trajectories have been applied.
2. Deﬁnitions
For a comprehensive background in formal languages and automata theory used throughout the paper, we refer the
reader to Rozenberg and Salomaa [19], particularly to the chapter by Yu [21]. Let  be a ﬁnite set of symbols, called
letters. Then ∗ is the set of all ﬁnite sequences of letters from , which are called words. The empty word  is the
empty sequence of letters. The length of a word w = w1w2 . . . wn ∈ ∗, where wi ∈ , is n, and is denoted by |w|.
Note that  is the unique word of length 0. We denote
∏n
i=1ui = u1u2 . . . un, for ui ∈ ∗. For any w ∈ ∗ and a ∈ ,
by |w|a we denote the number of occurrences of a in w. For instance |011001|1 = 3. Throughout this paper, we assume
that  has at least two letters, unless otherwise noted. A language L is any subset of ∗. By L we denote ∗ − L, the
complement of L.
A deterministic ﬁnite automaton (DFA) is a quintuple M = (Q,, , q0, F ) such that Q is a ﬁnite and nonempty
set of states, q0 is a start state, F is a set of ﬁnal states, and  : Q ×  → Q is a transition function. The function 
can be extended to Q × ∗ → Q as follows: (q, ) = q, (q, ax) = ((q, a), x) for each q ∈ Q, a ∈ , x ∈ ∗.
The language accepted by the automaton M is the set L(M) = {x ∈ ∗|(q0, x) ∈ F }. Analogously we deﬁne a
nondeterministic ﬁnite automaton, an NFA. In this case the mapping  is Q × ∗ → 2Q.
We now recall the deﬁnition of substitution on trajectories, originally given by Kari et al. [11,12]. A trajectory t is a
word over {0, 1}. Given a trajectory t and u, v ∈ ∗, the substitution in u by v is given by
u t v =
{(
n∏
i=1
uivi
)
un+1 : n0, u =
(
n∏
i=1
uiai
)
un+1, v =
n∏
i=1
vi
t =
(
n∏
i=1
0ji1
)
0jn+1 , ai, vi ∈ , ai = vi ∀i, 1 in,
ui ∈ ∗, ∀i, 1 in + 1, ji = |ui | ∀i, 1 in
}
.
Note that if |u| = |t | or |v| = |t |1 then u t v = ∅.
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We extend this operation to sets of trajectories T ⊆ {0, 1}∗ as follows:
u T v = ⋃
t∈T
u T v.
Further, if L1, L2 are languages, then
L1 T L2 = ⋃
u∈L1
v∈L2
u T v.
We note that the notation T was also used by Mateescu [16] for the trajectory-based operation splicing on routes.
This concept is unrelated to substitution on trajectories except in that they both are based on the concept of trajectories.
Intuitively, given a set of trajectories T ⊆ {0, 1}∗, the operation T dictates that character substitutions must occur
at every position where a 1 occurs in a trajectory t from T, while no substitution is allowed if a zero occurs in t.
Furthermore, the substitution must insert a distinct character. We consider some examples:
(i) If T = {0, 1}∗, the resulting operation T is known as the substitution operation. In this operation, substitutions
are permitted in any possible position.
(ii) If Tk = 0∗(10∗)k0∗, the language x T k contains all possible words obtained by substituting exactly k symbols
of x by different symbols.
The following observations follow easily by deﬁnition:
Observation 1. Let x, y ∈ ∗ and t ∈ {0, 1}∗. If x t y = ∅ then |x| = |t | and |y| = |t |1.
Observation 2. Let x ∈ ∗. For all T ⊆ {0, 1}∗ and y ∈ ∗, if x ∈ x T y then y = .
We also deﬁne the substitution in u of v on trajectory t as follows:
ut v =
{(
n∏
i=1
uiai
)
un+1 : n0, u =
(
n∏
i=1
uivi
)
un+1, v =
n∏
i=1
vi
t =
(
n∏
i=1
0ji1
)
0jn+1 , ai, vi ∈ , ai = vi ∀i, 1 in,
ui ∈ ∗, ∀i, 1 in + 1, ji = |ui | ∀i, 1 in
}
.
The operation t can be extended to sets of trajectories and languages as in the case of t . Furthermore, T and T
are mutual left inverses since w ∈ (x T v) if and only if x ∈ (wT v), for all v, x,w ∈ ∗, T ⊆ {0, 1}∗.
2.1. Elementary properties
We now turn to elementary algebraic properties of substitution on trajectories operations, with a focus on decidability
results.The results, in a sense, are to be expected due to the asymmetric role of the operands in substitution on trajectories,
but are included for completeness.
Let ♦T be an operation on trajectories. In what follows, we say that a set of trajectories T has a property ♦-P
if and only if ♦T has the property P. For instance, below we obtain necessary and sufﬁcient conditions on T being
-associative, by which we mean that T is an associative operation on languages.
We say that a set of trajectories T is -associative if ( T ) T  =  T ( T ) for all , ,  ∈ ∗. The reader
may verify that this is equivalent to T being an associative operations on languages, i.e., L1 T (L2 T L3) =
(L1 T L2) T L3 for all L1, L2, L3 ⊆ ∗.
We say that a set of trajectories T is -associative if (T )T  = T (T ) for all , ,  ∈ ∗.
Theorem 3. Let T ⊆ {0, 1}∗ be a set of trajectories. Then T is an -associative set of trajectories (resp.,-associative
set of trajectories) if and only if either
(1) T = {∅} or
(2) T ⊆ 0∗ with  ∈ T .
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Proof. We establish the result for -associativity only. The result for -associativity is left to the reader. (⇒): we ﬁrst
establish two claims separately.
Claim 4. Let T ⊆ {0, 1}∗ be a set of trajectories. If there exists t ∈ T − 0∗, then T is not -associative.
Let t ∈ T − 0∗ with |t |0 = n and |t |1 = m. Consider
0n+m ∈ (0n+m t 1m) t 0m.
The ﬁrst application of t gives t ∈ 0n+m t 1m and then 0n+m ∈ t t 0m. However, consider
0n+m /∈ 0n+m T (1m T 0m).
To see this, note that |y| = m for all y ∈ 1m T 0m. As t /∈ 0∗, m = 0. Thus, y =  and thus, by Observation 2,
0n+m /∈ 0n+m T y. Therefore, T is not -associative, as
(0n+m T 1m) T 0m = 0n+m T (1m T 0m).
This establishes the claim.
Claim 5. If T ⊆ 0+ is a nonempty set of trajectories, then T is not -associative.
Let T ⊆ 0+ and t ∈ T with t = 0m for some m > 0. Consider
t ∈ (t t ) t .
This is easily veriﬁed. However,
t T ( T ) = ∅.
To see this, note that  /∈ T , and so  T  = ∅. Thus, T is not -associative, establishing the claim.
Combining Claims 4 and 5, we see that if T ⊆ {0, 1}∗ is nonempty and -associative, then T ⊆ 0∗ and  ∈ T .
(⇐): We now establish the converse. Firstly, if T = ∅, then clearly T is trivially -associative. Next, let T ⊆ 0∗
with  ∈ T . We establish ( T ) T  =  T ( T ) for all , ,  ∈ ∗. Let
x ∈ ( T ) T .
As T ⊆ 0∗, we must have that  =  = ,  = x and 0|x| ∈ T . Let tx = 0|x|. Now, consider
x ∈  tx (  ).
Now, we prove the reverse inclusion. Let
x ∈  T ( T ),
with  ∈  T  such that x ∈  T . Let t ∈ T be such that x ∈  t . Then t ∈ 0∗ and so  = . This implies that
 =  =  as well. Now, we can see that
x ∈ ( t ) t .
Thus, for all , ,  ∈ ∗, x ∈ ( t ) t  if and only if x ∈  t ( t ). Therefore, T is -associative. This
establishes the result. 
The next corollary follows by known decidability properties of context-free languages and by the previous theorem.
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Corollary 6. Let T ⊆ {0, 1}∗ be a context-free set of trajectories. Then it is decidable whether T is -associative
(resp., -associative).
We note that associativity has been examined by Mateescu et al. [17] for shufﬂe on trajectories. However, the
necessary and sufﬁcient conditions for shufﬂe on trajectories operation to be associative are more complicated than in
our case.
We say that a set of trajectories T is -commutative if  T  =  T  for all ,  ∈ ∗. We say that a set of
trajectories T is -commutative if T  = T  for all ,  ∈ ∗.
Due to the asymmetrical roles of the operands, we do not expect many sets of trajectories to deﬁne commutative
substitution on trajectories operations. Indeed, absolutely no nonempty set of trajectories can deﬁne a -commutative
operation.
Theorem 7. Let T ⊆ {0, 1}∗ be a set of trajectories. Then the following hold:
(a) T is -commutative if and only if T = ∅.
(b) T is -commutative if and only if T ⊆ 1∗.
Proof. We ﬁrst show the result for -commutativity. Let T be a nonempty -commutative set of trajectories. Since T
is nonempty, there exist ,  ∈ ∗ such that  T  = ∅. Let x ∈  T . Note that in this case, we necessarily have
 = . By Observation 1, |x| = ||. As T is -commutative, x ∈  T , and so |x| = ||. Therefore, || = ||.
Now, by deﬁnition of T , if || = || and  T  = ∅, we must have that 1|| ∈ T . Further, this implies that x = .
By applying this to the fact x ∈  T  as well, we get x = . Thus,  = , a contradiction.
Now, consider -commutativity. Let T be a set of trajectories. We ﬁrst claim that if there exists t ∈ T − 1∗, then
T is not -commutative. Assume not. Then let n = |t | and m = |t |1. Note that m < n and t ∈ 0nT 0m. However,
0mT 0n = ∅, as it is impossible to substitute a string of length n into a string of length less than n. Thus, if T is
-commutative, then T ⊆ 1∗.
Now, let T ⊆ 1∗ be arbitrary. Let ,  ∈ ∗ be arbitrary. Assume that x ∈  T . Then there must exist t =
1n ∈ T such that x ∈  t . But as t = 1n, this implies that  = . Therefore, x ∈  t  as well. Thus, T is
-commutative. 
We conclude with the following corollary:
Corollary 8. Let T ⊆ {0, 1}∗ be a context-free set of trajectories. It is decidable whether T is -commutative (resp.,
-commutative).
3. Substitution as a binary relation
We now deﬁne a natural binary relation 	T deﬁned by substitution on trajectories. Let T ⊆ {0, 1}∗ and x, y ∈ ∗.
We say that x	T y if and only if y ∈ x T ∗.
The binary relation 	T is intuitively deﬁned by x	T y if x yields y when a substitution along T is performed (with any
possible word as the right operand). Consider the following examples:
(i) If T = {0, 1}∗, then x	T y if y can be obtained from x by a substitution of zero or more symbols in any position of
x. Consequently, x	T y holds for each x, y ∈ ∗ with |x| = |y|.
(ii) IfT = 0∗1∗, then x	T y if we can obtain y from x by substitution of some sufﬁx of x. That is, x = x1 . . . xixi+1 . . . xn
and y = x1 . . . xiyi+1 . . . yn, where xj , yk ∈ , 1jn, i + 1kn and xk = yk, i + 1kn.
(iii) Let k1. If T = 0∗(10∗)k , then x	T y if we can obtain y from x by exactly k letter changes.
We note that an analogous relation was deﬁned for shufﬂe on trajectories [5,10]. The binary relation deﬁned by shufﬂe
on trajectories generalizes several well-known relations on strings, most notably the preﬁx relation, subword (or inﬁx,
factor) relation and the substring relation (embedding order) [5]. The binary relation 	T is used implicitly to deﬁne
noisy channels by Kari et al. [11].
We now investigate conditions onT that ensure that 	T deﬁnes a relation satisfying a given property.We are interested
in fundamental properties such as reﬂexivity, symmetry and transitivity. Similarly as in the previous section, we say
that a set of trajectories T has a property 	-P if and only if 	T has the property P.
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3.1. Transitivity
Recall that a binary relation 
 on ∗ is said to be transitive if x
y and y
z imply that x
z for all x, y, z ∈ ∗.
We now consider conditions on T which will ensure that 	T is a transitive relation.
Notice that any associative operation T deﬁnes a transitive binary relation 	T . However, the two conditions are not
identical. We see below that many nonassociative sets of trajectories deﬁne transitive binary relations. As an example,
consider the relation 	T where T = {0, 1}∗ (i.e., the substitution relation). Then T is nonassociative by Theorem 3
but 	T is transitive. Indeed, if x 	 y 	 z, then |x| = |y| = |z|, and x 	 z by the substitution which changes x to z.
We ﬁx some notation ﬁrst. Let ∨ denote bitwise (inclusive) OR of two words over {0, 1} and  denote bitwise
exclusive OR of two words over {0, 1}. Let t1, t2 be trajectories of the same length n with t1 = ∏ni=1t1,i and t2 =∏n
i=1t2,i . Deﬁne
(t1, t2) =
{
n∏
i=1
si : si ∈ {t1,i ∨ t2,i , t1,it2,i}
}
.
That is, the operation  returns a set of words that are formed by performing all possibilities of inclusive or exclusive
OR at each position.
Obviously, if t1, t2 are words of the same length, then (t1, t2) = ∅. For instance, the set always contains the word
t1 ∨ t2, as well as t1t2, though these two words may be identical. It is not surprising to see appear in results related
to T , as, for instance, Kari et al. note that for all v, t ∈ {0, 1}∗, v t {0, 1}∗ = vt [11, Lemma 5].
Example 9. Let t1 = 0111 and t2 = 0011. Then
(t1, t2) = {0100, 0110, 0101, 0111}.
Intuitively, (t1, t2) represents those possible trajectories t satisfying the following conditions:
(i) If no substitution occurs at position i in t1 and t2 (i.e., the ith symbols of t1 and t2 are zero), then no substitution
occurs at position i of t.
(ii) If exactly one substitution occurs at position i in t1 and t2 (i.e., the ith symbols of t1 and t2 are distinct) then a
substitution must occur at position i of t.
(iii) If substitutions occur in both t1 and t2 at position i, then a substitution may or may not occur at position i of t.
For any T ⊆ {0, 1}∗, let
(T ) = ⋃
t1,t2∈T
(t1, t2).
Observe that T ⊆ (T ) holds for all T ⊆ {0, 1}∗, since t ∈ (t, t) for all t ∈ {0, 1}∗. We prove the following lemma
about (T ):
Lemma 10. There exist an alphabet  and -free morphisms 1, 2,  : ∗ → {0, 1}∗ such that for all T ⊆ {0, 1}∗,
(T ) = (−11 (T ) ∩ −12 (T )).
Proof. Let  = {(0, 0, 0), (0, 1, 1), (1, 0, 1), (1, 1, 0), (1, 1, 1)}, i.e., letters in the alphabet  consist of triples
(x1, x2, x3) where xi ∈ {0, 1} for all 1 i3. Intuitively, x1 will represent the left operand, x2 the right operand
and x3 the result.
Our morphisms are deﬁned by
1((0, 0, 0)) = 1((0, 1, 1)) = 0,
1((1, 0, 1)) = 1((1, 1, 0)) = 1((1, 1, 1)) = 1,
2((0, 0, 0)) = 2((1, 0, 1)) = 0,
2((0, 1, 1)) = 2((1, 1, 0)) = 2((1, 1, 1)) = 1,
Note that −11 (0) (resp., −12 (0)) represents all possible input/output combinations with a zero as the left (resp., right)
operand, while −11 (1) (resp., −12 (1)) represents all possible input/output combinations with a one as the left (resp.,
right) operand.
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Now, we deﬁne  by
((x1, x2, 0)) = 0 ∀x1, x2 ∈ {0, 1},
((x1, x2, 1)) = 1 ∀x1, x2 ∈ {0, 1}.
That is,  is a projection on the third component.
Now, consider t ∈ (−11 (T ) ∩ −12 (T )). Let t1, t2 ∈ T be such that t ∈ (−11 (t1) ∩ −12 (t2)), a t1 =
∏n
i=1t1,i and
t2 = ∏ni=1t2,i and for some n0 and t1,i , t2,i ∈ {0, 1} for 1 in. Let t ′ ∈ −11 (t1) ∩ −12 (t2) be such that t ∈ (t ′).
Then we observe that we must have
t =
n∏
i=1
ti ,
t ′ =
n∏
i=1
(t1,i , t2,i , ti ).
Therefore, we can now consider the deﬁnitions of 1, 2 to see that t ∈ (T ). This is since 1, 2 insist that the ﬁrst and
second components form the valid part of an operation which produces a result which is “between” t1t2 and t1 ∨ t2.
We leave the reverse inclusion (T ) ⊆ (−11 (T ) ∩ −12 (T )) to the interested reader. 
Corollary 11. The class of regular languages over {0, 1} is closed under .
To complement this result, we note that the same does not hold for the context-free languages:
Lemma 12. The class of context-free languages over {0, 1} is not closed under .
Proof. Let T = {02n1n : n1} ∪ {1n02n : n1}. We claim that
(T ) ∩ 1+0+1+ = {1n0n1n : n1}.
To see this, note that if t1, t2 ∈ T have the same length, then either t1 = t2 or, without loss of generality, t1 = 02n1n
and t2 = 1n02n for some n1. In the latter case, the only word t in (t1, t2) is precisely 1n0n1n. If t1 = t2, then
(t1, t2) ⊆ {02n(0 + 1)n, (0 + 1)n02n}, and thus its intersection with 1+0+1+ is empty. 
We can now use the deﬁnition of (T ) to give necessary and sufﬁcient conditions on T being 	-transitive:
Theorem 13. Let T ⊆ {0, 1}∗. Then T is 	-transitive if and only if (T ) = T .
Proof. Let (T ) = T . Let x	T y and y	T z. In particular, let t, s ∈ T and ,  ∈ ∗ be such that
y ∈ x t ,
z ∈ y s .
Note that |x| = |y| = |z| = |t | = |s| by deﬁnition of T . Let n be the length of these words. Let x = x1 . . . xn,
y = y1 . . . yn, z = z1 . . . zn, t = t1 . . . tn and s = s1 . . . sn, where xi, yi, zi ∈  and ti , si ∈ {0, 1}∗.
Deﬁne I = {1 in : xi = zi}. Consider the trajectory u = u1 . . . un deﬁned by ui = 0 if i /∈ I and ui = 1 if
i ∈ I . We claim that u ∈ (s, t) ⊆ T . There are three cases:
(a) If i ∈ I , note that xi = zi so that ti = 1 or si = 1 (or both). By deﬁnition, ui = 1. Thus, ui ∈ ti ∨ si .
(b) If i /∈ I and ti , si are not both equal to one. Then i /∈ I implies xi = zi . We must then have that ti = si = 0. If
this were not the case, then exactly one of ti and si is equal to one, and then exactly one substitution must have
occurred at position i between x, y and z. But xi = zi , which is impossible, according to the deﬁnition of T .
Thus, ti = si = 0 and ui = 0 as well, by deﬁnition. Thus ui ∈ ti ∨ si .
(c) If i /∈ I and ti = si = 1, then xi = zi . In this case, ui = 0. Thus, ui = tisi .
Thus, in each case, ui ∈ {ti ∨ si, tisi}. Therefore, u ∈ (t, s).
We now construct  ∈ ∗ such that z ∈ x u . Let I = {i1, . . . , im} for some m0. Then let  = 1 . . . m with
j = zij for all 1jm. Then it is easy to verify that z ∈ x u , since if i ∈ I , then ui = 1 and the corresponding
position of  matches the letter of z. If i /∈ I , then ui = 0 and xi = zi .
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We now show the reverse implication. Assume that T is 	-transitive. The inclusion T ⊆ (T ) holds, so we establish
only that (T ) ⊆ T . Let u ∈ (t, s) for some t, s ∈ T .
Note that |t | = |s| = |u|. Let n be this common length and t = t1 . . . tn, s = s1 . . . sn and u = u1 . . . un.
We construct three words , ,  over the alphabet {0, 1, 2} which will satisfy
 	t , (1)
 	s , (2)
 	u . (3)
As t, s ∈ T , (1) and (2) imply that  	T , by the transitivity of T. Combined with (3), this implies that u ∈ T , which
will complete the proof.
Each of ,  and  have length n, so let  = 1 . . . n,  = 1 . . . n and  = 1 . . . n. Let 1 in. Then consider
each of the following cases:
(a) ti = si = ui = 0. Let i = i = i = 0.
(b) ti = 0, si = ui = 1. Let i = i = 0 and i = 1.
(c) ti = ui = 1 and si = 0. Let i = 0 and i = i = 1.
(d) ti = si = 1 and ui = 1. Let i = 0, i = 2 and i = 1.
(e) ti = si = 1 ui = 0. Then i = i = 0, i = 1.
Consider the following facts:
(i) if ti = 1 then i = i and if ti = 0 then i = i .
(ii) if si = 1 then i = i and if si = 0 then i = i .
(iii) if ui = 1 then i = i and if ui = 0 then i = i .
Thus,  ∈  t ∗,  ∈  s ∗ and  ∈  u ∗. Thus, we have established (1)–(3).
Now, the 	-transitivity of T, (1) and (2) imply that 	T . In particular, by deﬁnition,  and  differ at precisely those
positions where ui = 1 (this should not be a surprise to us, as 	u). Therefore, the trajectory in T which witnesses
	T  is exactly u. Thus u ∈ T and (T ) ⊆ T , as required. 
Decidability of 	-transitivity for regular sets of trajectories is an immediate corollary:
Corollary 14. Given a regular set of trajectories T, it is decidable whether T is 	-transitive.
We now consider undecidability of transitivity for more complex sets of trajectories.We will employ a meta-theorem
of Hunt and Rosenkrantz [7]. A predicate P on a class of languages C is a subset of C; if L ∈ C satisﬁes the predicate
P, we denote this fact by P(L). A predicate P on C is nontrivial if P = C and P = ∅. The predicates in the following
theorem [7] are phrased in terms of linear context-free grammars (LCFGs) and the class of linear context-free languages
(LCF).
Theorem 15. Let P be a nontrivial predicate on LCF over ∗ such that P(∗) holds and P is preserved under quotient
with a singleton language. Then given an LCFG G, it is undecidable whether P(L(G)) holds.
Theorem 16. Let T ⊆ {0, 1}∗ be a linear context-free language. Then it is undecidable whether T is 	-transitive.
Proof. We employTheorem 15.We note that {0, 1}∗ is 	-transitive, and that, e.g., {01} is not 	-transitive, so the property
is nontrivial.
Let T be 	-transitive and let a ∈ {0, 1}. We show that (T /a) ⊆ T/a. Let t ∈ (T /a) with t1, t2 ∈ T/a such that
t ∈ (t1, t2). Then we note that ta ∈ (t1a, t2a) for both a = 0 and a = 1, as can be easily veriﬁed. As t1a, t2a ∈ T ,
we have (t1a, t2a) ⊆ T . We conclude that ta ∈ T and t ∈ T/a. Therefore, (T /a) ⊆ T/a as required. 
3.1.1. Transitivity closure
If {Ti}i∈I is a family of 	-transitive sets of trajectories, then the set of trajectories⋂i∈I Ti is also 	-transitive.Therefore,
the 	-transitive closure of a set T of trajectories can be deﬁned as follows: for all T ⊆ {0, 1}∗, let
tr(T ) = {T ′ ⊆ {0, 1}∗ : T ⊆ T ′, T ′ is 	-transitive}.
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Note that tr(T ) = ∅, as {0, 1}∗ ∈ tr(T ) for all T ⊆ {0, 1}∗. Deﬁne T̂ as
T̂ = ⋂
T ′∈tr(T )
T ′. (4)
The set T̂ is the smallest 	-transitive set of trajectories containing T. The operation ·̂ : 2{0,1}∗ → 2{0,1}∗ is indeed a
closure operator in the algebraic sense, since T ⊆ T̂ , and ·̂ preserves inclusion and is idempotent. This is similar to
the case of closure operators on sets of trajectories for shufﬂe on trajectories constructed by Mateescu et al. [17] for,
e.g., associativity and commutativity, or the transitivity closure operator for the binary relation deﬁned by shufﬂe on
trajectories [5].
Note that for all T ⊆ {0, 1}∗,
T ⊆ (T ) ⊆ 2(T ) ⊆ 3(T ) ⊆ · · · ⊆ T̂ .
We note that  is monotone and continuous (in the same manner as the transitivity closure operator for the binary
relation for shufﬂe on trajectories [5]) and thus T̂ is the least upper bound of {i (T )}i0. Hence, given T, we can ﬁnd
T̂ by iteratively applying  to T, and in fact
T̂ = ⋃
i0
i (T ). (5)
Let T ⊆ {0, 1}∗ and n1. Then deﬁne
In(T ) = {i ∈ {1, 2, . . . , n} : ∃t1t2 . . . tn ∈ T ∩ {0, 1}n, and ti = 1}.
That is, i ∈ In(T ) if there exists a word t ∈ T of length n whose ith letter is one.We have the following characterization
of T̂ which will be useful to us:
Lemma 17. For all T ⊆ {0, 1}∗,
T̂ = {t1 . . . tn ∈ {0, 1}∗ : T ∩ {0, 1}n = ∅ and ∀i, 1 in, (i /∈ In(T ) ⇒ ti = 0)}. (6)
Proof. Let t ∈ T̂ . Then either t ∈ T or there exist u, v ∈ T̂ such that t ∈ (u, v). If t ∈ T , then certainly
T ∩ {0, 1}|t | = ∅ and also if ti = 1 then i ∈ I|x|(T ). Thus, t is contained in the right-hand side of (6), trivially.
Thus, assume that t ∈ T̂ −T , in which case there must exist u, v ∈ T̂ such that t ∈ (u, v). Note that |u| = |v| = |t |.
By induction (formally, on the minimal i such that t ∈ i (T )), we have that u = u1 . . . un and v = v1 . . . vn, such that
i ∈ In(T ) implies ui, vi ∈ {0, 1} and i /∈ In(T ) implies ui = vi = 0. Let t = t1 . . . tn.
Now, if i ∈ In(T ), then ti ∈ {0, 1}. If i /∈ In(T ), then ui = vi = 0 and by deﬁnition of , ti = 0 as well. Thus, t is
contained in the right-hand side of (6). Thus, the left-to-right inclusion of (6) holds.
Let us consider the reverse inclusion. Let n0 be such that T ∩ {0, 1}n = ∅. Let t = t1 . . . tn such that if i ∈ In(T )
then ti ∈ {0, 1} and if i /∈ In(T ), then ti = 0. Let J = {j1, . . . , jm} ⊆ In(T ) be the set of indices such that j ∈ J if
and only if tj = 1. Assume ﬁrst that J = ∅. For all j ∈ J , let u(j) ∈ T ∩ {0, 1}n be such that u(j) = u(j)1 . . . u(j)n and
u
(j)
j = 1; such u(j) exist by deﬁnition of In(T ).
Deﬁne v(j) = v(j)1 . . . v(j)n ∈ T̂ by v(j)j = 1 and v(j)k = 0 if k = j . Note that v(j) ∈ T̂ as v(j) ∈ (u(j), u(j)).
Finally, we now note that t ∈∨mj=1 v(j). This implies that t ∈ T̂ .
If J = ∅, then t = 0n. However, then we have that t ∈ (t ′, t ′) for any t ′ ∈ T ∩{0, 1}n (by assumption, such t ′ must
exist). Therefore, t ∈ T̂ . This establishes the right-to-left inclusion. 
We consider the following example to illustrate the subtleties of computing T̂ :
Example 18. Let T = {00001, 01000, 10000}. Then I5(T ) = {1, 2, 5}. Consequently, we get that
T̂ = {00000, 00001, 01000, 10000, 11000, 10001, 01001, 11001}.
Note that in this case, words from T̂ cannot be obtained by considering a single t in T and substituting zeroes for ones.
Consider for example the word 11001 from T̂ . In order to obtain 11001, the following two inclusions must be noted:
01001 ∈ (00001, 01000), and 11001 ∈ (10000, 01001).
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Thus, to determine if t ∈ T̂ , we cannot simply guess a single t ′ ∈ T and determine that in each position where t has
an occurrence of one, t ′ also has an occurrence of one. Indeed, with our construction, in order to verify that t ∈ T̂ , at
each position where t has an occurrence of one, we must be able to verify that there exists some t ′ ∈ T such that t ′
has an occurrence of one at the same position. However, at each position where this occurs, a different t ′ ∈ T may be
required.
Example 19. Continuing the previous example, note that t = 11001 ∈ T̂ , and this is witnessed by the following three
facts:
(i) At position one, t has an occurrence of one. The word t ′ = 10000 ∈ T also has an occurrence of one in position
one.
(ii) At position two, t has an occurrence of one. The word t ′ = 01000 ∈ T also has an occurrence of one in position
two.
(iii) At position ﬁve, t has an occurrence of one. The word t ′ = 00001 ∈ T also has an occurrence of one in position
ﬁve.
However, different t ′ are required in (i)–(iii).
We use these observations concerning T̂ to show that the regular languages are closed under taking transitivity
closure:
Theorem 20. If T ⊆ {0, 1}∗ is a regular language, then so is T̂ .
Proof. We construct an NFA accepting T̂ . It works by guessing a (possibly different) word u ∈ T of the same length
as the input t with ui = 1 each time we require such a word u to witness a certain letter’s validity in t as a member of T̂ .
Let M = (Q, {0, 1}, , q0, F ) be a DFA accepting T. We deﬁne
M̂ = (2Q × 22Q, {0, 1}, ̂, ({q0},∅), F̂ ),
as follows. The set of ﬁnal states is deﬁned by
F̂ = {(P, C) : P ⊆ Q,∅ = C ⊆ 2Q,∀S ∈ C, S ∩ F = ∅} ∪ {(P,∅) : P ∩ F = ∅}.
To deﬁne the transition function, we ﬁrst extend  to a function from sets of states to sets of states as usual: (P, a) =
{(q, a) : q ∈ P } for all P ⊆ Q. Let  : 2Q → 2Q be given by (P ) = (P, 0) ∪ (P, 1). Furthermore, we extend
 to a function acting on 22Q as (C) = {(P ) : P ∈ C}. The transition function ̂ is now given by
̂((P, C), 0) = { ((P ),(C)), ( (P ),(C) ∪ {(P, 1)})}
̂((P, C), 1) = {((P ),(C) ∪ {(P, 1)})}.
Intuitively, we describe the action of M̂ as follows. Each state is a pair (P, C) where P ⊆ Q and C ⊆ 2Q. Assume that
a word t = t1t2, where t1, t2 ∈ {0, 1}∗, is accepted by M̂, and that after reading t1, M̂ is in a state (P, C).
• The set P represents all states in M which can be reached by a word the same length as the input which was so far read
by M̂ : if (P, C) ∈ ̂(({q0},∅), t1), then P is the set of q ∈ Q such that there exists u ∈ {0, 1}|t1| with q = (q0, u).
• The set C contains sets P ⊆ Q such that in each P we will require that there is a state q which leads to a ﬁnal state
by reading a word of the length |t2|. That is, for all P ∈ C, we require that there exists a q ∈ P and u ∈ {0, 1}|t2|
such that (q, u) ∈ F .
Consider now what happens each time there is an occurrence of 1 in the input word. In this case, if we are currently
reading the ith symbol, then by Lemma 17, i ∈ In(T ) (where n is the length of our input). Thus, there must exist u, v
with |u| = i−1 and |v| = n− i such that u1v ∈ T . Notice that (q0, u) ∈ P where P is the ﬁrst component of the state
we are currently in. We now must determine v. Thus, we add the set of states (P, 1)—which contains (q0, u1)—to
C, the second component. Now, as we consume the remaining n − i symbols of the input, the set (P, 1) continues to
be simulated on n − i symbols to guess the word v such that |v| = n − i. The situation on reading a zero in the input
word is similar. We leave the formal details to the interested reader.
The ﬁnal states of the form (P,∅) where P ∩ F = ∅ accept those words of the form 0i which are in T̂ . Note that
the only words which take us to a state of the form (P,∅) are of the form 0i , and 0i ∈ T̂ if and only if there exists
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Fig. 1. A DFA for T = {, 1, 001, 100}.
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Fig. 2. An NFA for T̂ .
w ∈ T with |w| = i, i.e., P ∩F = ∅. These states are required to be ﬁnal in the case that 0i is the only word of length i
in T. 
Example 21. Let us illustrate the construction from the proof of Theorem 20. Let T = {, 1, 001, 100}. Then we can
calculate T̂ = {, 0, 1, 000, 001, 100, 101}. Let us verify this with our construction. A DFA for T is given by Fig. 1.
The NFA for T̂ constructed by the proof of Theorem 20 is given by Fig. 2. The states labels correspond to
A = ({q0},∅), B = ({q1, q4},∅), C = ({q2, q5},∅),
D = ({q3},∅), E = ({q3}, {{q3}}), F = ({q2, q5}, {∅}),
H = ({q3}, {∅, {q3}}), I = ({q1, q4}, {{q1}}), J = ({q2, q5}, {∅, {q2}}).
K = ({q2, q5}, {{q2}}),
Note that only accessible states are drawn in Fig. 2.
We note the difference between transitivity closure for shufﬂe on trajectories and substitution on trajectories: for shuf-
ﬂe on trajectories, there exist regular sets of trajectories whose transitive closure is not context free [5]. To complement
Theorem 20, we show that the closure property does not hold for context-free languages:
Lemma 22. The class of context-free languages over {0, 1} is not closed under the operation ·̂.
Proof. Consider again T = {02n1n : n1} ∪ {1n02n : n1}. Using Lemma 17, we see that
T̂ = {x0ny : n1, x, y ∈ {0, 1}n},
which is not a CFL. 
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3.1.2. Transitivity for binary alphabets
We brieﬂy consider the case of transitivity when we are restricted to two letter alphabets. Let  be an alphabet such
that || = 2. We say that T is 2-	-transitive if  	T  and  	T  imply  	T  for all , ,  ∈ ∗.
The case of 2-transitivity is interesting since the constructions in Section 3.1 occasionally relied on alphabets of size
three. The main difference in the case of binary alphabet is that if x 	T y 	T z and, in the ith position, there is a letter
change between both x and y and between y and z, then it must be the case that the ith letter of x and z are the same.
Therefore, if two substitutions occur between x and z, to simulate the same result in one step will always require zero
substitutions, unlike the case of potentially larger alphabets.
Thus, let(T ) be deﬁned by
(T ) = {t1t2 : t1, t2 ∈ T }.
We can then establish, in the same manner as the results in Section 3.1, the following result:
Theorem 23. Let T ⊆ {0, 1}∗. Then T is 2-	-transitive if and only if(T ) ⊆ T .
We note that the closure properties of are similar to those of. In particular, the regular languages are closed under
, while the context-free languages are not. The closure of the regular languages implies the following corollary:
Corollary 24. Given a regular set of trajectories T, it is decidable whether T is 2-	-transitive.
3.2. Compatibility
We say that a binary relation 
 on ∗ is left-compatible (resp., right-compatible) if x
y implies wx
wy for all
x, y,w ∈ ∗.We say that 
 is compatible if it is both left- and right-compatible. The following results provide a simple
characterization of the cases when 	T is (left-/right-) compatible.
Lemma 25. Let T ⊆ {0, 1}∗ be a set of trajectories. Then 	T is left-compatible (resp., right-compatible) if and only if
0∗T ⊆ T (resp., T 0∗ ⊆ T ).
Proof. We establish the result for right-compatibility. The result for left-compatibility is symmetrical.
Let T 0∗ ⊆ T . Let u, v,w ∈ ∗ with u	T v. Then there exist t ∈ T and  ∈ ∗ such that v ∈ u t . As
t ′ = t0|w| ∈ T , vw ∈ uw t ′ . Thus uw	T vw.
Assume that T 0∗ is not a subset of T. Then there exist t ∈ T and i ∈ N such that t0i /∈ T . Let j = |t |0 and k = |t |1.
Consider that 0j+k	T t , as t ∈ 0j+k t 1k . However, 0j+k · 0i	T t · 0i does not hold, as t0i ∈ 0j+k+i T 1k would
imply that t0i ∈ T . Thus, T is not right-compatible. 
The following corollaries are immediate:
Corollary 26. Let T ⊆ {0, 1}∗ be a set of trajectories. Then 	T is compatible if and only if 0∗T 0∗ ⊆ T .
Corollary 27. Given a regular set of trajectories T, it is decidable whether 	T is left-compatible (resp., right-
compatible, compatible). Given a linear CF set of trajectories T, it is undecidable whether 	T is left-compatible
(resp., right-compatible, compatible).
3.3. Monotonicity
We say that a binary relation 
 on ∗ is monotone if xi
yi for i = 1, 2 implies x1x2
y1y2 for all x1, x2, y1, y2 ∈ ∗.
Again, we have a characterization of the cases when 	T is monotone.
Lemma 28. Let T ⊆ {0, 1}∗ be a set of trajectories. Then 	T is monotone if and only if T 2 ⊆ T if and only if T = T +.
Proof. The fact that T 2 ⊆ T if and only if T = T + is obvious. Thus, we establish that T is monotone if and only if
T 2 ⊆ T .
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Assume that T 2 ⊆ T . Let xi	T yi for i = 1, 2. Let ti ∈ T and i ∈ ∗ be chosen so that yi ∈ xi ti i for i = 1, 2.
Then as t1t2 ∈ T , we have the fact that y1y2 ∈ x1x2 t1t2 12 implies that x1x2	T y1y2. Thus, T is monotone.
Assume that T is monotone. Let t1, t2 ∈ T be arbitrary. Let ni = |ti |0 and mi = |ti |1 for i = 1, 2. Thus, we have that
0ni+mi 	T ti for i = 1, 2. By the monotonicity of T, 0n1+m1+n2+m2	T t1t2. Thus, there exist t ∈ T and  ∈ {0, 1}∗ such
that t1t2 ∈ 0n1+m1+n2+m2 t . But it is now clear that  = 1m1+m2 and t = t1t2. Thus, t1t2 ∈ T and T 2 ⊆ T . 
From this, the decidability results follow easily [5]:
Corollary 29. Given a regular set of trajectories T, it is decidable whether 	T is monotone. Given a LCF set of
trajectories T, it is undecidable whether 	T is monotone.
3.4. Reﬂexivity
Recall that a binary relation 
 is reﬂexive if x
x for all x ∈ ∗. We ﬁnd that identical necessary and sufﬁcient
conditions from the case of shufﬂe on trajectories [5] also apply to the case of substitution on trajectories:
Lemma 30. Let T ⊆ {0, 1}∗. Then 	T is reﬂexive if and only if 0∗ ⊆ T .
Proof. Let T ⊆ {0, 1}∗. Assume that T is associative. Then for all x ∈ ∗, we have that x ∈ x T ∗. By Observation
2, this implies that x ∈ x T , and we have that 0|x| ∈ T for all x ∈ ∗. Thus, 0∗ ⊆ T . The proof of the converse is
similar and left to the reader. 
The following corollary is immediate upon noting that unary context-free languages are effectively regular:
Corollary 31. Let T ⊆ {0, 1}∗ be a context-free set of trajectories. Then it is decidable whether 	T is reﬂexive.
3.5. Symmetry
Recall that a binary relation 
 is symmetric if x
y implies y
x for all x, y ∈ ∗. We ﬁnd, somewhat surprisingly,
that every T ⊆ {0, 1}∗ deﬁnes a symmetric relation. This is in contrast to the case of the relation T for shufﬂe on
trajectories, where every T deﬁnes an anti-symmetric binary relation [5].
Theorem 32. Let T ⊆ {0, 1}∗. The relation 	T is a symmetric binary relation.
Proof. Intuitively, the relation 	T is symmetric since we can “undo” any substitution we perform on x to obtain y.
Formally, let x 	T y. Then there exists t ∈ T and z ∈ ∗ such that y ∈ x t z. In particular, we have that
t =
n∏
i=1
0ji1ki , x =
n∏
i=1
ii , z =
n∏
i=1
i , y =
n∏
i=1
ii
for some integers n0, ji, ki0 with 1 in and words i , i , i with 1 in. The following conditions also hold:
(a) |i | = ji for all 1 in.
(b) |i | = |i | = ki for all 1 in.
(c) For all 1 in, let i =
∏ki
j=1i,j and i =
∏ki
j=1i,j . Then i,j = i,j for all 1 in and 1jki .
Let w = ∏ni=1i . Then we have that x ∈ y t w. Note that the t above is the same t as was used in y ∈ x t z.
As x ∈ y T w, y	T x. 
4. Conclusion and consequences
Wehave examined fundamental algebraic properties of substitution on trajectories, and the associated binary relation.
We gave necessary and sufﬁcient conditions on sets of trajectories, under which the substitution on trajectories or the
associated relation satisﬁes these algebraic properties. Among the properties we have considered are commutativity,
associativity, transitivity and compatibility. It turned out that the most interesting is the case of transitivity. Unlike the
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previously studied operation of shufﬂe on trajectories [5], the transitive closure of a set of trajectories with respect to the
substitution-induced relation preserves regularity. In other words, the transitive closure of a regular set of trajectories
is again regular.
This fact has certain consequences in the application areas of substitution on trajectories. For instance, Kari et al.
[11] showed that common types of noisy channels can be characterized by the binary relation 	T deﬁned in Section 3.
For the case of regular trajectories T , a quadratic-time algorithm was presented, deciding whether a given regular code
C is error detecting for the channel 	T . Now, assume that a signal is transmitted subsequently through several channels
with the same characteristics 	T , where T is regular. Then this compound channel can be characterized by the relation
	T̂ . By Theorem 20, T̂ is regular, too, and the same algorithm can be applied to decide whether a code C is error
detecting for the compound channel.
Similarly, a characterization of imperfect bonds between single-stranded DNA molecules using substitution on
trajectories is given by Kari et al. [12]. These imperfect bonds can contain so-called bulges—short DNA sequences
without hydrogen bonds within a double-stranded DNA molecule. Again the relation 	T can be used to characterize
pairs of single-stranded DNA molecules forming these bonds. Eventual regularity of T implies the existence of effective
algorithms analysing sets of reacting molecules [12].
Now, observe that in many DNA computing processes (as well as other lab techniques) there is an initial solution
of (double-stranded) DNA molecules. These are then reproduced by polymerase chain reaction (PCR), providing a set
of possibly imperfect copies of the original molecules. If one can ﬁnd certain regularities as to the positions where
these copies may be altered, then they can be characterized by 	T . After several cycles of the process, the relation
of an initial set Sinit and a ﬁnal set Sﬁnal of molecules is given by 	T̂ . We have seen here that if it were true that
T was regular then T̂ is also regular, hence we can effectively characterize the ﬁnal set of molecules. (We have not
examined the effect of applying the closure operator ·̂ on sets T more complex than context-free, which are likely
more prevalent in real-world situations.) Moreover, we can also effectively predict possible bonds between these
molecules [12].
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