Slow running or straggler tasks in distributed processing frameworks [1, 2] can be 6 to 8 times slower than the median task in a job on a production cluster [3] , despite existing mitigation techniques. This leads to extended job completion times, inefficient use of resources, and increased costs. Recently, proactive straggler avoidance techniques [4] have explored the use of predictive models to improve task scheduling. However, to capture node and workload variability, separate models are built for every node and workload, requiring the time consuming collection of training data and limiting the applicability to new nodes and workloads. In this work, we observe that predictors for similar nodes or workloads are likely to be similar and can share information, suggesting a multi-task learning (MTL) based approach. We generalize the MTL formulation of [5] to capture commonalities in arbitrary groups. Using our formulation to predict stragglers allows us to reduce job completion times by up to 59% over Wrangler [4]. This large reduction arises from a 7 point increase in prediction accuracy. Further, we can get equal or better accuracy than [4] using a sixth of the training data, thus bringing the training time down from 4 hours to about 40 minutes. In addition, our formulation reduces the number of parameters by grouping our parameters into nodeand workload-dependent factors. This helps us generalize to tasks with insufficient data and achieve significant gains over a naive MTL formulation [5] .
Introduction
Distributed processing frameworks [1, 2] split a data intensive computation job into multiple smaller tasks, which are then executed in parallel on commodity clusters to achieve faster job completion. A natural consequence of such a parallel execution model is that slowrunning tasks, commonly called stragglers [1, 3, 6, 7, 8] , potentially delay overall job completion. Stragglers form a major hurdle in achieving near optimal job completion times -a recent study [3] shows that straggler tasks are on average 6 to 8 times slower than the median task of the corresponding job.
Proactive straggler mitigation techniques [4, 9, 10] attempt to schedule tasks in a way that limits the effect of stragglers by modeling straggler behavior. Recently, Wrangler [4] showed that incorporating predictive models of straggler behavior in the scheduler can lead to large improvements in job completion times.
However, to address heterogeneity in the nodes and changing workload patterns, proactive model based approaches have previously modeled each workload 1 and node independently. Independent models pose two critical challenges: (1) each new node and workload requires new training data which can take hours to collect, delaying the application of model based scheduling, and (2) clusters with many nodes may have only limited data for a given workload on each node leading to lower quality models.
These shortcomings can be addressed if each classifier is able to leverage information gleaned at other nodes and from other workloads. For instance, when there is not enough data at a node for a workload, we can gain from the data collected at that node while it was executing other workloads, or from other nodes running the same workload. Such information sharing falls in the ambit of multi-task learning (MTL), where the learner is embedded in an environment of related tasks, and the learner's aim is to leverage correlations between the tasks to improve performance of all tasks. The aim of this paper is to adapt MTL for learning a generalized predictor with better prediction accuracy and ultimately improve job completion times.
In this work, we exploit explicit knowledge about the dependencies between tasks to improve the performance of MTL. In particular, we can group classifiers by workload and by node. To incorporate this group structure, we generalize the formulation proposed by Evgeniou, et al. [5] , to include clusters of tasks. Using our formulation to predict stragglers allows us to reduce job completion times by up to 59% over Wrangler [4] . This large reduction arises from a 7% increase in prediction accuracy. Further, we can get equal or better accuracy than [4] using a sixth of the training data, thus bringing the training time down from 4 hours to about 40 minutes. In addition, our formulation reduces the number of parameters by grouping parameters into node-dependent and workload-dependent factors. We show that, in the event of a particular task having insuf-ficient data, parameter grouping can lead to significant gains over a naïve MTL formulation [5] .
Finally, while we have shown experiments on straggler avoidance, our learning formulation is general and can be applied to other systems that train node or workload dependent classifiers [10, 11] . For instance, ThroughputScheduler [10] uses such classifiers to allot resources to tasks, and can benefit from such multitask reasoning. We leave these extensions to future work. To summarize, our key contributions are:
1. We propose a generalized formulation for MTL that considers clusters of tasks and allows us to reduce parameters, improving generalization.
2. Instead of machine learning datasets, we show the benefits of MTL in general and our formulation in particular on a real world application, where we (a) avoid stragglers better, improving job completion times significantly and reducing net resource consumption, and (b) can work even with a sixth of the training data and thus a much shorter training period.
Background and Motivation
Today, data is getting generated at an unprecedented scale due to popular Internet-based computer applications that serve millions of users, such as e-commerce websites and social networks. The rate at which this data is growing has rendered parallel processing on commodity compute clusters an inevitable and an attractive option. Google originally proposed its MapReduce framework [1] allowing them to process enormous amounts of data generated by various applications. MapReduce is highly scalable to large clusters of inexpensive commodity computers. Hadoop, a popular open source implementation of MapReduce [12] , has been widely adopted by industries of various sizes. For accelerating a job's completion time, MapReduce divides a data intensive computation job into multiple smaller tasks. These tasks are executed in parallel on multiple machines (nodes) in a compute cluster. A job finishes when all its tasks have finished execution. A key benefit of such distributed parallel processing frameworks is that they automatically handle failures, without needing extra efforts from the programmer. Two basic modes of failures are the failure of a node and the failure of a task. If a node crashes, MapReduce re-runs all the tasks it was executing on a different node. If a task fails, MapReduce automatically re-launches it.
However, a tricky situation arises when a node is available but is performing poorly. This causes tasks scheduled on that node to execute slower than other tasks of the same job scheduled on other nodes in the cluster. Since a job finishes execution only when all its tasks have finished execution, such slow-running tasks, called stragglers, extend the job's completion time. This, in turn, leads to increased user costs.
Existing approaches for dealing with stragglers broadly fall into reactive and proactive categories. The MapReduce paper [1] identified the problem of stragglers and suggested speculative execution as a mitigation mechanism. This is a reactive scheme that is dominantly used on production clusters including those at Facebook and Microsoft Bing [8] . It operates in two steps: (1) wait-and-speculate if a task is executing slower than other tasks of the same job, and (2) replicate or spawn multiple redundant copies of such tasks hoping a copy will reach completion before the original. Due to the wait-and-speculate step, this scheme is inefficient in time. Also, due to the second step that replicates tasks, such mechanisms lead to increased resource consumption without necessarily gaining performance benefits. LATE [7] improves over speculative execution using a notion of progress scores, but still results in a resource wastage. Cloning mechanisms [3] , being replication-based, also incur extra resources.
Proactive approaches aim at predicting straggler tasks before they are launched [4, 9, 10] . Thus, they are time efficient. They are also efficient in reducing the resources consumed by smarter scheduling and avoiding replication of tasks. Hence, we use a recently proposed proactive approach, Wrangler [4] , as our baseline. We first review Wrangler's pipeline below, and then discuss the avenues for improvement.
Our Baseline -Wrangler:
Wrangler has two components ( Figure 1 ): (1) A model builder that trains a classifier to predict if a task launched at a node will become a straggler, given the current resource usage counters on the node. Training data for each node and workload is collected by recording the resource usage counters at the time a task is launched along with the relative duration of the tasks (i.e., did it straggle). Each such task forms a data point; the resource usage counters form its feature vector, and the label is whether or not the task became a straggler. (2) A modelinformed (predictive) scheduler. Before launching a task on a node, the scheduler collects the node's resource usage counters and runs the classifier. If the model predicts that the task will be a straggler, the scheduler does not assign the task to that node. It is later assigned to a node that is not predicted to create a straggler. See [4] for details on architecture and implementation.
Due to the heterogeneity of nodes in a cluster, the model builder trains a separate classifier for each node. Note that to build a training set per node, every node should have executed sufficient number of tasks. Wrangler takes a few hours (approximately 2-4 hours, depending on the workload) for this process. Additionally, because each workload might be different, these models are retrained for every new workload. Thus, for every new workload that is executed on the cluster, there is a 2-4 hour model building period spent on collecting data. In typical large production clusters with tens of thousands of nodes, it might be a long time before a node collects enough data to train a classifier.
Moreover, we may not always get enough data for each node executing a workload. For example, in our case, each task of a workload executed on a node amounts to a training data point. Placement of input data on nodes in a cluster is managed by the underlying distributed file system [13] . To achieve locality for faster reading of input data, sophisticated locality-aware schedulers [7, 14] try to assign tasks to nodes already having the appropriate data. Based on popularity of the data, the number of tasks assigned to a node could vary. Hence, we may not get uniform number of training data points, i.e., tasks executed, across all the nodes in a cluster. There could be other reasons behind skewed assignment of tasks to nodes [15] : even when every map task has the same amount of data, a task may take longer depending on the code path it takes due to the data it processes. Hence, the node slots will be busy due to such long running tasks. This could lead to insufficient number of tasks assigned to some nodes.
These observations suggest that our modeling framework should be robust to skewed and limited data.
Need for multitask learning:
Our proposal is to leverage the correlations between the classifiers to reduce data collection time. Concretely, a task executing on a node will be a straggler because of a combination of factors. Some of these factors involve the properties of the node where the task is executing (for instance, the node may be memory-constrained) and some others involve particular requirements that the tasks might have in terms of resources (for instance, the task may require a lot of memory). These are workload-related factors. When collecting data for a new workload executing on a given node, one must be able to use information about the workload collected while it executed on other nodes, and information about the node collected while it executed other workloads.
This kind of sharing of information is precisely the motivation for the machine learning paradigm known as multitask learning (MTL). In MTL, we are given a set of learning tasks and we want to learn a classifier for each one. Each task has its own training data set, although typically all training points of all tasks live in the same feature space. The tasks are related to each other, and the goal of MTL is to leverage this relationship to improve performance or generalization of all the tasks.
In our formulation, each node-workload pair will form a task. However, unlike typical MTL formulations, our tasks are not simply correlated with each other; they share a specific structure, clustering along nodeor workload-dependent axes. With this in mind, we describe our MTL formulation below.
Proposed Formulation
Suppose there are T tasks, with the training set for the t-th task denoted by D t = {(x it , y it ) : i = 1, . . . , m t }. Here x it ∈ R d are feature vectors and y it ∈ {−1, +1} are labels. We start from the formulation of Evgeniou, et al. [5] , who write the classifier w t for task t as:
Here, w 0 is a weight vector shared between all tasks and captures information shared between tasks, and v t is a vector that specifies how w t deviates from w 0 . The training objective is a variant of the standard SVM objective: min w0,vt,b,ξ≥0
This formulation shares information equally among all the tasks. However, as argued before, our tasks cluster into groups along various axes. To capture such structure, we assume that the tasks are partitioned into G non-overlapping groups. Denote the group of the t-th task by g(t). Then we can write the classifier w t as:
In general, there may be multiple ways of splitting tasks into groups. In our application, one may split tasks into groups based on workload or on nodes. To formalize this, assume there are P ways of defining groups. The p-th partitioning has G p groups, and the task t belongs to the g p (t) group under this partitioning. Now, we also have a separate set of weight vectors for each partitioning p, and the weight vector of the g-th group of the p-th partitioning is denoted by w p,g . Then, we can write the classifier w t as:
Finally, note that w 0 and v t can also be seen as weight vectors corresponding to trivial partitions: w 0 corresponds to the partition where all tasks belong to a single group, and v t corresponds to the partition where each task is its own group. Thus, we can include w 0 and v t in our partitions and write Equation 3.4 as:
Intuitively, at test time, we get the classifier for the t-th task by summing weight vectors corresponding to each group to which t belongs. As in Equation 3.2, the learning problem involves minimizing the sum of L 2 regularizers on each of the weight vectors and the hinge loss:
Here w is the concatenation of all the w p,g . #(p, g) is the number of tasks assigned to the g-th group of the pth partitioning. The scaling factor λp#(p,g) T interpolates smoothly between λ 0 when all tasks belong to a single group, and λ1 T , when each task is its own group.
Reduction to a standard SVM:
One advantage of the formulation we use is that it can be reduced to a standard SVM, allowing the usage of off-the-shelf SVM solvers. Below, we show how this reduction can be achieved. For every group g of every partition p, define:
Now concatenate these vectors into one large weight vectorw :
Then, it can be seen that λ w variables, the regularizer in our optimization problem resembles a standard SVM. Next, we transform the data points x it into φ(x it ) such that we can replace the scoring function withw T φ(x it ). This transformation is as follows. Again, define:
Here δ gp(t),g is a kronecker delta, which is 1 if g p (t) = g (i.e. , if the task t belongs to group g in the p-th partitioning) and 0 otherwise. Our feature transformation is then the concatenation of all these vectors:
It is easy to see thatw T φ(x it ) = ( P p=1 w p,gp(t) ) T x it . Intuitively,w concatenates all our parameters with their appropriate scalings into one long weight vector, with one block for every group of every partitioning. φ(x it ) transforms a data point into an equally long feature vector, by placing scaled copies of x it in the appropriate blocks and zeros everywhere else.
With these transformations, we can now write our learning problem as :
which corresponds to a standard SVM. In practice, we use this transformation and change of variables both at train time and at test time. 2. One group for each node, consisting of all L tasks belonging to that node. This gives us one weight vector for each node w n , n = 1, . . . , N , that captures the heterogeneity of nodes.
3. One group for each workload, consisting of all N tasks belonging to that workload. This gives us one weight vector for each workload w l , l = 1, . . . , L, that captures peculiarities of particular workloads.
4. Each task as its own group. Since there are N L tasks, we get N L weight vectors, which we denote as v t (following the notation considered in [5] ).
Thus, in our formulation, the weight vector w t for a given workload l t and a given node n t is: (3.12)
The corresponding training problem is then:
where λ 0 , ν, ω, τ are hyperparameters which we set using grid search on a validation set. Different variants of this formulation can be achieved by removing one or more of the terms from Equation 3.12. We can achieve this effect by setting the corresponding hyperparameters, λ 0 , ν, ω, τ to ∞. For example, setting ω to ∞ will force all w l to be set to 0. Mathematically, one can take the equivalent feature transformation in Equation 3.10 and take the limit as one of the hyperparameters approaches ∞. The corresponding feature vector block will approach 0, and the corresponding weight vector block being a finite linear combination of the feature vectors will approach 0. At test time, these terms will not contribute.
Exploring the relationships between the weight vectors:
Before getting into the experiments, we can get some insights on what our formulation will learn by looking at the KKT conditions. The lagrangian of the formulation in Equation 3.13 is:
β it ξ it (3.14)
Taking derivatives w.r.t the primal variables and setting to 0 gives us relationships between w 0 , v t , w n and w l :
Evgeniou et al., [5] also obtain Equation 3.15 in their formulation, but the other relationships are specific to ours. These relationships imply that these variables shouldn't be considered independent. w n , w l and w 0 are scaled means of the v t 's of the group they capture.
Discussion and comparison to other formulations:
Our formulation (Equation 3.6) follows a long line of prior work on MTL using clusters of tasks [16, 17, 18] . However, to see the advantage our formulation offers, consider the variant of Equation 3.12 where we remove v t . This variant does not have any task-specific parameters, but still captures both node-and workloaddependent properties of the learning problem. It is thus similar to a factorized model where the node and workload dependent factors are grouped into separate blocks. It has (N + L)d parameters, whereas a formulation like that of [5, 16, 17] will still have N Ld parameters (here d is the input dimensionality). Thus, it reduces the number of parameters while still capturing the essential properties of the learning problems. In addition, since this variant no longer has a separate weight vector for each task, we can generalize to tasks (i.e node-workload pairs) that are completely unseen at train time: the classifier for such an unseen task t will simply be w 0 + w nt + w lt . It thus explicitly uses knowledge gleaned from prior workloads run on this node (through w nt ) and other nodes running this workload (through w lt ). On the other hand, formulations such as [5] will have to fall back on the generic w 0 in such situations, while it is unclear how [16, 17] can be adapted to such a case. This is especially an issue in our application where there may be a large number of nodes and workloads. In such cases, collecting data for each task (i.e node-workload pair) will be time consuming, and generalizing to unseen tasks will be a significant advantage. We show such generalization in Section 4.
Empirical Evaluation
Our dataset consists of 4 real world workloads from production clusters at Facebook and Cloudera's customers, % Training Data which we denote as F B2009, F B2010, CC b and CC e. We replay these workloads on a 20 node EC2 cluster. See [4, 19] for details on data and replay methodology. Each data point is represented by a 107 dimensional feature vector comprising the node's resource usage counters at the time of launching a task on it. We evaluate our approach using two metrics: first, classification accuracy, and second, improvement in overall job completion time. Below, we describe (1) how we use different MTL formulations and prediction accuracy achieved by these formulations, (2) how we learn a classifier for previously unseen node and/or workload and prediction accuracy it achieves, (3) the improvement in overall job completion times achieved by our formulation over Wrangler, and (4) reduction in resources consumed using our formulation compared to Wrangler.
Variants of proposed formulation:
As specified in Section 3, we learn a weight vector of the form w t = w 0 + v t + w nt + w lt as shown in Equation 3.12.
We consider several variants of this general formulation. We first consider individually w 0 , w n and w l :
• f 0 : In this formulation, we set τ , ν and ω to ∞. This corresponds to removing v t , w n and w l . This formulation thus learns a single global weight vector, w 0 , for all the nodes and all the workloads.
• f n : We set τ , λ 0 and ω to ∞. This corresponds to only learning a w n , that is, one model for each node. This model learns to predict stragglers based on a node's resource usage counters across workloads, but it cannot capture any workloaddependent properties.
• f l : We set τ , λ 0 and ν to ∞. This means we only learn w l , i.e., a workload dependent model across nodes executing a particular workload. This model learns to predict stragglers based on the resource usage pattern caused due to a workload across nodes, but ignores the node's characteristics.
The above three formulations either discard the node information, the workload information, or both. We now consider multi-task variants that capture both node and workload properties:
• f 0,n,l : We set τ to ∞, removing v t entirely and only learning w 0 , w l and w n . As described above, this formulation reduces the total number of parameters and can also generalize to unseen tasks.
• f 0,t : This is the formulation proposed by Evgeniou, et al. [5] , and corresponds to setting ν and ω to ∞. Note that this formulation still has to learn on the order of N Ld different parameters and hence, might generalize worse than f 0,n,l .
• f 0,t,l : This formulation extends the formulation in f 0,t by additionally learning a weight vector for each of the workloads executing across a set of nodes. Thus, only ν is set to ∞.
Prediction accuracy:
We aim at learning to predict stragglers using as small amount of data as feasible, as this means shorter data capture time. Note that stragglers are fewer than non-stragglers, so we oversample from the stragglers' class to represent the two classes equally in both the training and validation sets. Table 1 shows the percentage accuracy of predicting stragglers with varying amount of training data. We observe that:
• With very small amounts of data, all MTL variants outperform Wrangler. In fact, all of f 0 to f 0,t,l need only one sixth of the training data to achieve the same or better accuracy.
• It is important to capture both node-and workloaddependent aspects of the problem: f 0,n,l , f 0,t and f 0,t,l consistently outperform f 0 , f n and f l . Table 3 : Improvement in the overall job completion times achieved by f 0,n,l and Wrangler over speculative execution.
• f 0,t and f 0,t,l perform up to 7 percentage points better than Wrangler with the same amount of training data, with f 0,n,l not far behind.
Note that f 0,n,l , f 0,t and f 0,t,l seem to perform similarly, with f 0,n,l performing slightly worse. However, as mentioned earlier, formulation f 0,n,l has reduced number of total parameters and, because it has no taskspecific weight vector, can generalize to new tasks unseen at train time. This is in contrast to f 0,t which has to fall back on w 0 in such a situation, and thus may not generalize as well. We see next if this is indeed true.
Prediction accuracy for a task with insufficient data:
We trained classifiers based on f 0,n,l and f 0,t leaving out 95% of the data of one node-workload pair every time. We then test the models on the leftout data. Table 2 shows the percentage classification accuracy from 20 such runs. We note the following:
• For 13 out of 20 classification experiments, f 0,n,l performs better than f 0,t . For 10 out of these 13 cases, the difference in performance is more than 5 percentage points.
• For workloads F B2009 and CC b, we see f 0,n,l performs better consistently.
• f 0,n,l sometimes performs worse, but in only 3 of these cases is it significantly worse (worse by more than 5 percentage points). All 3 of these instances are in case of the CC e workload. In general, for this workload, we also notice a huge variance in the numbers obtained across multiple nodes. See [4] for a discussion of some of the issues in this workload.
This shows that f 0,n,l works better in real-world settings where one cannot expect enough data for all node-workload pairs. In our next experiment, we see if f 0,n,l improves job completion times.
Improvement in overall job completion time:
We now evaluate our formulation, f 0,n,l , using the second metric, improvement in the overall job completion times over speculative execution. We compare these improvements to that achieved by Wrangler (Table 3 ). Improvement at the 99 th percentile is a strong indicator of straggler mitigation techniques. We see that f 0,n,l significantly improves over Wrangler, reflecting the improvements in prediction accuracy. At Table 4 : Resource consumption with f 0,n,l and with Wrangler over speculative execution, in terms of total task execution times (in seconds) across all the jobs. f 0,n,l reduces resources consumed over Wrangler for F B2009, CC b and CC e.
Reduction in resources consumed:
When a job is launched on a cluster, it will be broken into small tasks and these tasks will be run in a distributed fashion. Thus, the total resources consumed is the sum of the resources used by all the tasks. As in [4] , we use the time taken by each task as a measure of the resources consumed by the task. Note that, because these tasks will likely be executing in parallel, the total time taken by the tasks will be much larger than the time taken for the whole job to finish, i.e., the job completion time (Table 3) . Ideally, better straggler prediction will imply fewer stragglers and thus fewer tasks that are replicated by straggler mitigation mechanisms (like speculative execution). This should result in lower resource consumption, including lower total task-seconds. Table 4 compares the percentage reduction in resources consumed in terms of total task-seconds achieved by f 0,n,l and Wrangler over speculative execution. f 0,n,l reduces resource consumption significantly more than Wrangler for 3 out of 4 workloads, confirming our intuitions. In particular, for F B2009 and CC b, f 0,n,l reduces Wrangler's resource consumption by ∼ 40%, while for CC b the reduction is ∼ 5%.
Prior Work
Straggler mitigation: Reducing the completion times for jobs running on distributed processing frameworks [1, 2] is a well studied problem [20, 21, 22] . Stragglers are one of the major contributors to elongated job completions, and several approaches [6, 7, 8, 3, 23] attempt to mitigate them. Most of these approaches are reactive and replicative -they act only when tasks are already running slow and launch redundant copies of such tasks leading to additional resource consumption.
Scheduling or load-balancing approaches [20, 14, 24, 25, 22, 21] though proactive, rely on advance knowledge of causes behind stragglers or situations causing stragglers. Thus, they could miss dynamically changing loads on the nodes, resource requirements and communication patterns that are likely to cause stragglers [6, 4] .
Other proactive approaches [9, 10, 4] use machine learning to predict slow-down of tasks. Wrangler showed a model-informed scheduler that uses these predictions to avoid stragglers. In this work, we improve the accuracy of these predictions by sharing data across nodes in a cluster, thus using lesser training data per node and per workload and enabling prediction for new nodes and workloads. Multitask learning: The idea that multiple learning problems might be related and can gain from each other dates back to Thrun [26] and Caruana [27] . This notion was formalized by, among others, Baxter [28] and Ando, et al. [29] , who quantified this gain. Much of this early work relied on neural networks as a means of learning these shared representations. However, contemporary work has also focussed on SVMs and kernel machines. Our work is an extension of the work of Evgeniou, et al. [5] , who proposed an additive model for MTL that decomposes classifiers into a shared component and a task-specific component. In later work, Evgeniou, et al. [16] , propose an MTL framework that uses a general quadratic form as a regularizer. They show that if the tasks can be grouped into clusters, they can use a regularizer that encourages all the weight vectors of the group to be closer to each other. Jacob, et al. [17] , extend this formulation when the group structure is not known a priori. Xue, et al. [18] infer the group structure using a Bayesian approach. The formulation we propose is also designed to handle group structure, but allows us to dispense with task-specific classifiers entirely, reducing the number of parameters drastically. This allows us to handle tasks that have very little training data by transferring parameters learnt on other tasks. Other ways of controlling parameters include using a 2, 1-norm for feature selection [30] , learning a distance metric [31] , and using low rank regularizers [32] .
Conclusion
In this work, we have shown the utility of multitask learning in solving the real-world problem of avoiding stragglers in distributed data processing. Our novel MTL formulation captures the structure of our tasks and reduces job completion times by up to 59% over prior work [4] . This reduction comes from a 7 point increase in prediction accuracy. Our formulation can achieve better accuracy with only a sixth of the training data and can generalize better than other MTL approaches for tasks with little or no data. Finally, although we use straggler avoidance as the motivation, our formulation is more generally applicable, especially for other prediction problems in distributed computing frameworks, such as resource allocation [10, 11] .
