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Let A be a compact set in Rp of Hausdorff dimension d. For s ∈ (0,d), the Riesz s-
equilibrium measure μs,A is the unique Borel probability measure with support in A that
minimizes the double integral over the Riesz s-kernel |x − y|−s over all such probability
measures. In this paper we show that if A is a strictly self-similar d-fractal, then μs,A
converges in the weak-star topology to normalized d-dimensional Hausdorff measure
restricted to A as s approaches d from below.
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1. Introduction
Let A be a compact subset of Rp with positive d-dimensional Hausdorff measure. Let M(A) denote the (unsigned) Radon
measures supported on A and M1(A) ⊂ M(A) the probability measures in M(A). Recall (cf. [8,5,9]) that for s ∈ (0,d) the
Riesz s-energy of a measure μ ∈ M(A) is
Is(μ) :=
∫ ∫
1
|x− y|s dμ(x)dμ(y),
and that there is a unique measure μs,A ∈ M1(A) called the equilibrium measure with the property that Is(μs,A) < Is(ν) for
all ν ∈ M1(A)\{μs,A}. The s-potential of a measure μ at a point x is
Uμs (x) :=
∫
1
|x− y|s dμ(y),
and for any measure μ with ﬁnite s-energy
Is(μ) =
∫
Uμs dμ.
For s  d, Is(μ) = ∞ for all non-trivial μ ∈ M(A). We shall denote the d-dimensional Hausdorff measure as Hd and the
restriction of a measure μ to a set E as μE e.g. HdA := Hd(· ∩ A). The closed ball of radius r centered at x is denoted
by B(x, r).
The study of equilibrium measures arises naturally in electrostatics. Speciﬁcally one may consider μs,A as the positive
charge distribution on a conductor A that minimizes a generalized electrostatic energy mediated by the kernel |x − y|−s
where, in the classical electrostatic or Newtonian setting s = d − 2. This s = d − 2 Riesz kernel is harmonic away from its
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priate kernel is −ln |x− y|, which is studied extensively in logarithmic potential theory (cf. [14]) and is widely used e.g. to
examine orthogonal polynomials in the complex plane.
The Riesz kernels for s = d − 2, while no longer harmonic, provide a useful mathematical model for interactions that
decay more or less rapidly, or are more or less singular than the classical electrostatic interactions. Additionally one may
deﬁne fractional Laplace operators as inverses of Riesz potentials when s = d− 2. An understanding of the behavior of Riesz
potentials for s = d− 2 is therefore of value. Here we shall focus on the limiting case when s approaches d from below, and
in particular on the behavior of the energy minimizing measures μs,A .
In the case of the interval A = [−1,1] (d = 1) it is known that μs,[−1,1] is absolutely continuous with respect to the
one-dimensional Lebesgue measure and the Radon–Nikodým derivative of μs,[−1,1] is cs(1 − x2) 1−s2 where cs is chosen to
make the measure of unit mass. One can see μs,[−1,1] converges in the weak-star topology on M(A) to HdA/Hd(A) as s ↑ 1.
More generally it is shown in [2] that this convergence occurs for certain d-rectiﬁable sets.
In this paper we prove the same result for any compact self-similar fractal A ⊂Rp satisfying
A =
N⋃
i=1
ϕi(A),
where the union is disjoint and the maps ϕ1, . . . , ϕN have the form ϕi = Li Ai +bi for some Li ∈ (0,1), unitary matrix Ai and
offset bi ∈ Rp . We refer to such sets as strictly self-similar d-fractals. In [10] Moran shows for strictly self-similar d-fractals
the Hausdorff dimension is also the unique value of d that satisﬁes the equation
N∑
i=1
Ldi = 1,
and that Hd(A) ∈ (0,∞). Moran shows this results for fractals satisfying the broader open set condition (cf. [3]), however we
use the strict separation in the proofs of the following results.
A bounded set A is said to be Ahlfors d-regular if there are constants 0 < C1, C2 < ∞ depending only on A so that for
all x in A and all r ∈ (0,diam A)
C1r
d < HdA
(
B(x, r)
)
< C2r
d.
One refers to lower or upper Ahlfors d-regularity if the lower or upper bound holds respectively. Ahlfors d-regularity es-
tablishes bounds on different notions of density. The ﬁrst notion of density we shall consider is the classical point density.
Given a Borel measure μ, let Θrd(μ, x) := μ(B(x, r))/rd denote the average d-density of μ over a radius r about x. The limit
as r ↓ 0,
Θd(μ, x) := lim
r↓0 Θ
r
d(μ, x),
when it exists, is the classical point density of μ at x. It is consequence of a result of Preiss [12] (also cf. [9]) that if A is
a strictly self-similar d-fractal, then at HdA-a.a. x ∈ A these point densities Θd(HdA, x) do not exist. However, Bedford and
Fisher in [1] consider the following averaging integral:
D2d(μ, x) := lim
ε↓0
1
|lnε|
1∫
ε
1
r
Θrd(μ, x)dr,
which they call an order-two density of μ at x. It is known (cf. [4,11,15]) for a class of sets including strictly self-similar d-
fractals that D2d(HdA, x) is strictly positive, ﬁnite and constant HdA-a.e. We shall denote this strictly positive HdA-a.e. constant
as D2d(A). Note that if A is Ahlfors d-regular and if either the classical or order-two densities exist, they are bounded below
by C1 and above by C2. Note also that a compact set that is upper Ahlfors d-regular has ﬁnite Hd-measure.
In this paper we examine the limiting case as s ↑ d of the Riesz potential and energy of a measure μ by considering the
following normalized d-energy and d-potential:
I˜d(μ) := lim
s↑d
(d − s)Is(μ), U˜μd (x) := lims↑d (d − s)U
μ
s (x),
when they exist. In [16], Zähle provides conditions on a measure μ for which D2d(μ, ·) and U˜μd agree. (Cf. [6] for gener-
alizations to other averaging schemes.) We use this result to prove that the limit I˜d(μ) exists for all μ ∈ M(A), that this
normalized energy gives rise to a minimization problem with a unique solution and use this minimization problem to study
the behavior of the equilibrium measures μs,A as s ↑ d.
The study of Riesz potentials on fractals is also examined in [17,18] by Zähle in the context of harmonic analysis on frac-
tals. In [13], Putinar considers a different normalization for the Riesz d-potential in his work on inverse moment problems.
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Theorem 1.1. Let A be Ahlfors d-regular and have an HdA-a.e. constant order-two density D2d(A), then:
(1) The limit I˜d(μ) exists for all μ ∈ M(A) and
I˜d(μ) =
{
dD2d(A)
∫
(
dμ
dHdA
)2 dHdA if μ 	 HdA,
∞ otherwise.
(2) If I˜d(μ) < ∞, then the limit U˜μd equals dD2d(A) dμdHdA μ-a.e. and
I˜d(μ) =
∫
U˜μd dμ.
(3) I˜d(λd) < I˜d(ν) for all ν ∈ M1(A)\{λd}.
Theorem 1.2. Let A be a strictly self-similar d-fractal, then there is a constant K depending only on A, so that for any s ∈ (0,d),
μs,A(B(x, r)) Krs for μs,A-a.a. x ∈ A and r > 0.
A bound similar to that in Theorem 1.2 is presented in [9, Chapter 8]. This result differs in that the constant K does not
depend on s.
Theorem 1.3. Let A be a strictly self-similar d-fractal and let λd := HdA/Hd(A), then μs,A converges in the weak-star topology on
M(A) to λd as s ↑ d.
2. The existence of a unique minimizer of I˜d
The proof of Proposition 2.1 is given by Hutchinson in [7, §5.3].
Proposition 2.1. If A is a strictly self-similar d-fractal, then A is Ahlfors d-regular.
The potential Uμs (x) of a ﬁnite Borel measure μ at a point x has the following useful expression in terms of densities:
(cf. [9, Chapter 8])
Uμs (x) :=
∫
1
|x− y|s dμ(y)
=
∞∫
0
μ
({
y: |x− y|−s  t})dt
=
∞∫
0
μ
({
y: |x− y| t−1/s})dt
= s
∞∫
0
μ(B(x, r))
rs+1
dr = s
∞∫
0
Θrd(μ, x)
1
r1−(d−s)
dr,
where the second to last equality results from a change of variables replacing t−1/s with r. Note that for all R > 0
lim
s↑d
(d − s)s
∞∫
R
Θrd(μ, x)
1
r1−(d−s)
dr = 0.
From this we conclude that if U˜μd (x) exists, then
U˜μd (x) = lims↑d (d − s)s
R∫
0
Θrd(μ, x)
1
r1−(d−s)
dr,
for any R > 0.
The relationship between the order-two density and the limiting potential is examined by Zähle in the context of stochas-
tic differential equations in [16] and also by Hinz, in [6]. We include a proof of this relationship from [6].
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U˜μd (x) = dD2d(μ, x).
Proof. One may verify that the function kε(t) := ε2χ(0,1](t)tε−1|ln t| is an approximate identity in the following sense: If
f :R→R is right continuous at 0 and is bounded on (0,1), then
lim
ε↓0
∞∫
0
kε(t) f (t)dt = f (0).
Deﬁne the following function:
f (t) :=
{
1
|ln t|
∫ 1
t
1
r Θ
r
d(μ, x)dr when t > 0,
D2d(μ, x) when t = 0.
If D2d(μ, x) exists and is ﬁnite, then f is right-continuous at 0 and bounded on (0,1) thus
D2d(μ, x) = lim
ε↓0
∞∫
0
kε(t) f (t)dt
= lim
ε↓0 ε
2
1∫
0
tε−1
1∫
0
χ[t,1](r)
r
Θrd(μ, x)dr dt
= lim
ε↓0 ε
2
1∫
0
1
r
Θrd(μ, x)
r∫
0
tε−1 dt dr
= lim
ε↓0 ε
1∫
0
1
r
Θrd(μ, x)r
ε dr
= lim
s↑d
(d − s)
1∫
0
Θrd(μ, x)
1
r1−(d−s)
dr = 1
d
U˜μd (x). 
Lemma 2.3. Let A be lower Ahlfors d-regular and have a ﬁnite and HdA-a.e. constant order-two density D2d(A) and let μ ∈ M(A). If
μ = μ	 + μ⊥ is the Lebesgue decomposition of μ with respect to HdA , then:
1. U˜μ
⊥
d (x) = ∞ for μ⊥-a.a. x.
2. U˜μ
	
d (x) = dD2d(A) dμdHdA (x) for μ
	-a.a. x.
Proof. The Radon–Nikodým theorem ensures that for μ⊥-a.a. x,
lim
r↓0
μ⊥(B(x, r))
HdA(B(x, r))
= ∞.
For such an x, let M ∈ R be arbitrary and R > 0 such that for all r ∈ (0, R) we have μ⊥(B(x, r))/HdA(B(x, r)) > M. It then
follows that
lim inf
s↑d
(d − s)s
∞∫
0
μ⊥(B(x, r))
rs+1
dr 
(
inf
r∈(0,R)
μ⊥(B(x, r))
HdA(B(x, r))
)
lim inf
s↑d
(d − s)s
R∫
0
HdA(B(x, r))
rs+1
dr
 M lim
s↑d
(d − s)sC1 1
d − s R
d−s = C1Md,
where C1 is the lower bound from the Ahlfors d-regularity of A. Since M is arbitrary this proves the ﬁrst claim.
568 M.T. Calef / J. Math. Anal. Appl. 371 (2010) 564–572To prove the second claim we begin with the following equality for an arbitrary R > 0:
(d − s)s
R∫
0
μ	(B(x, r))
rs+1
dr
= dμ
	
dHdA
(x)(d − s)s
R∫
0
HdA(B(x, r))
rs+1
dr + (d − s)s
R∫
0
(
μ	(B(x, r))
HdA(B(x, r))
− dμ
	
dHdA
(x)
)HdA(B(x, r))
rs+1
dr. (1)
By Proposition 2.2 the limit as s ↑ d of the ﬁrst summand in (1) is dμ	
dHdA
(x)dD2d(A) for HdA-a.a. x. The absolute value of the
limit superior of the second summand in (1) is bounded for HdA-a.a. x by
sup
r∈(0,R)
∣∣∣∣μ	(B(x, r))HdA(B(x, r)) −
dμ	
dHdA
(x)
∣∣∣∣dD2d(A),
which can be made arbitrarily small by choosing R suﬃciently small. Thus the limit as s ↑ d of (1) exists HdA-a.e. and hence
U˜μ
	
d does as well. 
For a measure μ ∈ M(A), let
I˜d(μ) := lim inf
s↑d
(d − s)
∫ ∫
1
|x− y|s dμ(y)dμ(x).
Proposition 2.4. Let A be lower Ahlfors d-regular and have a ﬁnite and HdA-a.e. constant order-two density D2d(A). If I˜d(μ) < ∞ for
μ ∈ M(A), then μ 	 HdA and dμdHdA ∈ L
2(HdA).
Proof. Let μ ∈ M(A) so that I˜d(μ) < ∞, then by Fatou’s lemma∫
lim inf
s↑d
(d − s)Uμs dμ I˜d(μ) < ∞.
This implies that lim infs↑d(d − s)Uμs is ﬁnite μ-a.e. and, by the ﬁrst claim in Lemma 2.3, μ 	 HdA . By the second claim in
Lemma 2.3 and the previous equation∫ (
dμ
dHdA
)2
dHdA =
∫ (
dμ
dHdA
)
dμ =
∫
1
dDd2(A)
U˜μd dμ < ∞. 
2.1. Proof of Theorem 1.1
With the preceding results we may now prove Theorem 1.1.
Proof of Theorem 1.1. Let μ ∈ M(A) so that I˜d(μ) < ∞, then by Proposition 2.4 μ 	 HdA and dμ/dHdA ∈ L2(HdA). The
maximal function of μ with respect to HdA is
MHdAμ(x) := supr>0
μ(B(x, r))
HdA(B(x, r))
= sup
r>0
1
HdA(B(x, r))
∫
B(x,r)
dμ
dHdA
dHdA .
The maximal function is bounded on L2(HdA) (cf. [9, Chapter 2]) and so MHdAμ ∈ L
2(HdA). We shall use this to provide
a μ-integrable bound for (d − s)Uμs that is independent of s and appeal to dominated convergence. We begin with the
point-wise bound
(d − s)
∫
1
|x− y|s dμ(y) = (d − s)s
∞∫
0
μ(B(x, r))
HdA(B(x, r))
HdA(B(x, r))
rs+1
dr
 MHdAμ(x)(d − s)s
[ diam A∫ HdA(B(x, r))
rs+1
dr +
∞∫ HdA(B(x, r))
rs+1
dr
]
0 diam A
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[
(d − s)s
diam A∫
0
C2rd
rs+1
dr + (d − s)s
∞∫
diam A
1
rs+1
dr
]
, (2)
where C2 is the constant in the upper bound of the Ahlfors d-regularity of A. The quantity in brackets in (2) may be
maximized over s ∈ (0,d) and we denote this maximum by K . Then, by the Cauchy–Schwarz inequality,∫
KMHdAμdμ < K
∫
(MHdAμ)
(
dμ
dHdA
)
dHdA < K‖MHdAμ‖2,HdA
∥∥∥∥ dμdHdA
∥∥∥∥
2,HdA
< ∞.
By dominated convergence the second claim follows. The ﬁrst claim follows from the second and from Lemma 2.3 and
Proposition 2.4.
The ﬁnal claim of the theorem follows from a straightforward Hilbert space argument. Let ν denote the ﬁnite mea-
sure dD2d(A)
−1HdA . By the previous argument and Proposition 2.4 the set of measures with ﬁnite normalized d-energy
is identiﬁed with the non-negative cone in L2(ν) (denoted by L2(ν)+) via the map μ ↔ dμ/dν . Under this map we
have I˜d(μ) = ‖dμ/dν‖22,ν . A measure μ of ﬁnite d-energy is a probability measure if and only if ‖dμ/dν‖1,ν = 1. We
seek a unique non-negative function f ∈ L2(ν)+ that minimizes ‖ · ‖2,ν subject to the constraint ‖ f ‖1,ν = 1. The non-
negative constant function 1/ν(Rp) satisﬁes the constraint ‖1/ν(Rp)‖1,ν = 1. Let f ∈ L2(ν)+ such that ‖ f ‖1,ν = 1 and
‖ f ‖2,ν  ‖1/ν(Rp)‖2,ν , then
1
ν(Rp)
=
∥∥∥∥ fν(Rp)
∥∥∥∥
1,ν
=
〈
f ,
1
ν(Rp)
〉
ν
 ‖ f ‖2,ν
∥∥∥∥ 1ν(Rp)
∥∥∥∥
2,ν

∥∥∥∥ 1ν(Rp)
∥∥∥∥
2
2,ν
= 1
ν(Rp)
.
Thus 〈
f ,
1
ν(Rp)
〉
ν
= ‖ f ‖2,ν
∥∥∥∥ 1ν(Rp)
∥∥∥∥
2,ν
.
From the Cauchy–Schwarz inequality f = 1/ν(Rp) ν-a.e. By the identiﬁcation above the measure λd := HdA/Hd(A) ∈ M1(A)
uniquely minimizes I˜d over M1(A). 
3. The weak-star convergence and bound on the growth of μs
The proofs of Theorems 1.2 and 1.3 rely on the following classical results from Potential Theory (cf. [8,5]). Let Es denote
the set of signed Radon measures with ﬁnite total variation such that μ ∈ Es if and only if Is(|μ|) < ∞. The set Es is a
vector space and when combined with the following positive-deﬁnite bilinear form
Is(μ,ν) :=
∫ ∫
1
|x− y|s dμ(y)dν(x)
is a pre-Hilbert space. Further, the minimality of the s-energy of μs,A implies Uμ
s,A
s = Is(μs,A) μs,A-a.e.
We shall also use the Principle of Descent: Let {μn}∞n=1 ⊂ M(A) be a sequence of measures converging in the weak-star
topology on M(A) to ψ (we shall denote such weak-star convergence with a starred arrow, i.e. μn ∗→ ψ ) then for s ∈ (0,d)
Is(ψ) lim inf
n→∞ Is(μn).
Lemma 3.1. Let A be a compact subset of Rp such that dim A = d and Hd(A) < ∞, then
lim
s↑d
Is
(
μs,A
)= ∞.
Proof. Without loss of generality we shall assume that diam A  1, then for 0 < s < t < d and any measure μ ∈ M(A),
Is(μ) It(μ). Let {sn}∞n=1 be any sequence increasing to d so that μsn,A
∗→ ν for some ν ∈ M1(A). Then for any t ∈ (0,d)
we have
It(ν) lim inf
n→∞ It
(
μsn,A
)
 lim inf
n→∞ Isn
(
μsn,A
)
. (3)
Expression (3) is independent of t and so we may take t ↑ d. Then by monotone convergence
lim
t↑d
It(ν) = Id(ν).
Because the capacitary and Hausdorff dimensions agree (cf. [9]), Id(ν) = ∞. The claim follows. 
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lim
s↑d
sup
y∈A
dist
(
y, suppμs,A
)= 0.
Proof. Let s ∈ (0,d) and δ = supy∈A dist(y, suppμs,A). We consider the possibility that δ > 0. Pick y′ ∈ A so that
dist(y′, suppμs,A) > δ/2. Let ν = HdA∩B(y′,δ/4)/HdA(B(y′, δ/4)). For β ∈ [0,1] we have (1− β)μs,A + βν ∈ M1(A). The lower
Ahlfors d-regularity ensures that ν is not identically zero and the upper Ahlfors d-regularity ensures that Is(ν) < ∞ for all
s ∈ (0,d). Deﬁne the function
f (β) := Is
(
(1− β)μs,A + βν)= (1− β)2 Is(μs,A)+ β2 Is(ν) + 2β(1− β)Is(μs,A, ν).
Differentiating gives
1
2
df
dβ
= β[Is(μs,A − ν)]− [Is(μs,A)− Is(μs,A, ν)] and 1
2
d2 f
dβ2
= [Is(μs,A − ν)].
Because Is(·,·) is positive deﬁnite, Is(μs,A − ν) > 0. Because μs,A is the unique minimizer of Is , f cannot have a minimum
for any β > 0, hence Is(μs,A) − Is(μs,A, ν) 0. We obtain
Is
(
μs,A
)
 Is
(
μs,A, ν
)
 1
(δ/4)s
, and hence δ  4
Is(μs,A)1/s
.
The compactness and the upper Ahlfors d-regularity of A ensure that Hd(A) < ∞. By Lemma 3.1 δ ↓ 0 as s ↑ d. 
3.1. Proof of Theorem 1.2
The next lemma is straightforward and its proof, which is included for completeness, employs common techniques and
ideas presented by e.g. Hutchinson in [7]. For the rest of the paper we shall order our maps {ϕ1, . . . , ϕN } so that the scaling
factors satisfy L1  L2  · · · LN .
Lemma 3.3. Let A be a strictly self-similar d-fractal then, for each x ∈ A and r > 0 there is a subset A′ ⊂ A so that:
1. B(x, r) ∩ A ⊂ A′ .
2. A′ = ϕ(A) for some similitude ϕ .
3. diam A′ < Wr where W depends only on the set A.
Proof. Choose x ∈ A and r > 0. Let K˜ = mini∈1,...,N {dist(ϕi(A), A\ϕi(A))}. For the case when r  L1 K˜ , let A′ = A and then
trivially A ∩ B(x, r) ⊂ A′ and diam A′ < r(2diam A)/(L1 K˜ ).
We now consider the case when r < L1 K˜ . Because the images of A under each ϕi are disjoint, we may assign to every
y ∈ A a unique inﬁnite sequence { j1, j2, . . .} ∈ {1, . . . ,N}N so that {y} = ⋂∞n=1 ϕ j1 (ϕ j2 (· · ·ϕ jn (A) · · ·)). If {i1, i2, . . .} is the
sequence identifying x, let M be the smallest natural number so that Li1 Li2 · · · LiM K˜ < r (note that M  2), then
r  Li1 Li2 · · · LiM−1 K˜ <
r
LiM
<
r
L1
.
Let A′ = ϕi1(ϕi2 (· · ·ϕiM−1 (A) · · ·)), hence diam A′ = Li1 Li2 · · · LiM−1 diam A < r diam A/(L1 K˜ ). To complete the proof we shall
show B(x, r) ∩ A ⊂ A′ .
Choose y ∈ B(x, r) ∩ A. If y = x, then y ∈ A′ , otherwise let { j1, j2, . . .} be the sequence identifying y ∈ A and m the
smallest natural number so that jm = im . We have that
Li1 Li2 · · · Lim−1 K˜  dist(x, y) r  Li1 Li2 · · · LiM−1 K˜ ,
from which we conclude m M forcing y ∈ ϕi1(ϕi2 (· · ·ϕiM−1 (A) · · ·)) = A′ .
The claimed constant W that holds for both cases is (2diam A)/(L1 K˜ ). 
The remaining proofs will make use of the following fact regarding the behavior of equilibrium measures on scaled sets:
If B ′ = ϕ(B) where ϕ is a similitude with a scale factor of L, then for any Borel set E ⊂ B ′ , μs,B ′ (E) = μs,B(ϕ−1(E)) and
Is(μs,B
′
) = L−s Is(μs,B). This follows from scaling properties of the Riesz kernel.
Proof of Theorem 1.2. Without loss of generality assume diam A  1. Let x ∈ A and r ∈ (0,diam A/4), then
Is
(
μs,A
)= Is(μs,A + μs,A ) Is(μs,A )+ Is(μs,A ). (4)B(x,r) A\B(x,r) B(x,r) A\B(x,r)
M.T. Calef / J. Math. Anal. Appl. 371 (2010) 564–572 571By Lemma 3.2 there is an s0 ∈ (0,d) so that μs,A(A\B(x,diam A/4)) > 0 for all s ∈ (s0,d). It follows for this range of s
that μs,A(B(x, r)) < 1. Note that the choice of s0 depends only on A and not on x. First, consider the case s ∈ (s0,d). If
μs,A(B(x, r)) = 0, then the claim is trivially proven. Assume μs,A(B(x, r)) > 0. We normalize the measures on the right-
hand side of (4) to be probability measures and obtain
Is
(
μs,AB(x,r)
)+ Is(μs,AA\B(x,r))= μs,A(B(x, r))2 Is
(
μs,AB(x,r)
μs,A(B(x, r))
)
+ (1− μs,A(B(x, r)))2 Is
(
μs,AA\B(x,r)
1− μs,A(B(x, r))
)
. (5)
By Lemma 3.3 we may ﬁnd a set A′ ⊂ A so that B(x, r) ∩ A ⊂ A′ , diam A′ < Wr and A′ is a scaling of A. The right-hand
side of (5) is bounded below by
μs,A
(
B(x, r)
)2
Is
(
μs,A
′)+ (1− μs,A(B(x, r)))2 Is(μs,A)
= Is
(
μs,A
)[
μs,A
(
B(x, r)
)2(diam A′
diam A
)−s
+ (1− μs,A(B(x, r)))2]
> Is
(
μs,A
)[
μs,A
(
B(x, r)
)2( Wr
diam A
)−s
+ (1− μs,A(B(x, r)))2]. (6)
Combining (4) and (6) and dividing by Is(μs,A) gives the following:
1μs,A
(
B(x, r)
)2( Wr
diam A
)−s
+ 1− 2μs,A(B(x, r))+ μs,A(B(x, r))2,
hence
2μs,A
(
B(x, r)
)
μs,A
(
B(x, r)
)2[( Wr
diam A
)−s
+ 1
]
, and thus μs,A
(
B(x, r)
)
 2
(
W
diam A
)s
rs.
Let K1 be the maximum of 2(W /diam A)s over s ∈ [0,d], K2 the maximum of (4/diam A)s over s ∈ [0,d] and Ka :=
max{K1, K2}, then μs,A(B(x, r)) < Kars for all x ∈ A, r > 0 and s ∈ (s0,d).
For s ∈ (0, s0] we have the bound (cf. [9, Chapter 8]) μs,A(B(x, r))  Uμ
s,A
s (x)r
s = Is(μs,A)rs for μs,A-a.a. x. Because
diam A  1, Is(μs,A) Is0 (μs0,A) for all s ∈ (0, s0]. Let K = max{Ka, Is0 (μs0,A)}, then μs,A(B(x, r)) Krs for μs,A-a.a. x ∈ A
and r > 0. 
3.2. Proof of Theorem 1.3
Proof of Theorem 1.3. Let f : A → R be continuous. Since A is compact f is uniformly continuous on A. Fix ε > 0 and
let δ > 0 so that f (A ∩ B(x, δ)) ⊂ ( f (x) − ε, f (x) + ε) for all x ∈ A. Let M be a natural number high enough so that
LMN diam A < δ.
Let α be a multi-index of length M taking values in {1, . . . ,N}M . If α = (i1, . . . , iM), then we denote ϕi1(ϕi2 (· · · (ϕiM ) · · ·))
by φα . Let x˜ be any point in A. For any ν ∈ M1(A) we may write∫
f dν =
∑
α
∫
f dνφα(A) =
∑
α
f
(
φα(x˜)
)
ν(φα(A)) +
∑
α
∫ (
f − f (φα(x˜)))dνφα(A).
It follows that∣∣∣∣
∫
f dν −
∑
α
f
(
φα(x˜)
)
ν(φα(A))
∣∣∣∣< ε. (7)
As in the proof of Lemma 3.3 let K˜ = mini∈1,...,N {dist(ϕi(A), A\ϕi(A))}. If α and α′ are different multi-indices of
length M , then dist(φα(A),φα′(A))  LM−11 K˜ . By Lemma 3.2 there is an s0 < d so that for all s ∈ (s0,d) we have
supy∈A dist(y, suppμs,A) < LM−11 K˜ . From this we conclude μs,A(φα(A)) > 0 for any multi-index α of length M and any
s ∈ (s0,d). For such a choice of s we have
Is
(
μs,A
)
>
∑
α
Is
(
μs,Aφα(A)
)=∑
α
μs,A
(
φα(A)
)2
Is
(
μs,Aφα(A)
μs,A(φα(A))
)

∑
α
μs,A
(
φα(A)
)2
Is
(
μs,φα(A)
)
.
We shall use the notation Lα to denote Li1 Li2 · · · LiM . By appealing to the scaling properties of the Riesz energy, the above
becomes
Is
(
μs,A
)
>
∑
μs,A
(
φα(A)
)2
Ld−sα
Is(μs,A)
Ld
. (8)α α
572 M.T. Calef / J. Math. Anal. Appl. 371 (2010) 564–572Let ψ be any weak-star cluster point of μs,A as s ↑ d and let {sn}∞n=1 ↑ d be a sequence so that μsn,A
∗→ ψ and hence so
that (μsn,A(φα(A)))α converges in [0,1]NM , then dividing (8) by Ld−sα Is(μs,A) and taking a limit as sn ↑ d gives
1= lim
n→∞
1
(LM1 )
d−sn  limn→∞
∑
α
μsn,A(φα(A))2
Ldα
=
∑
α
[limn→∞ μsn,A(φα(A))]2
Ldα
.
We then apply the Cauchy–Schwarz inequality to obtain
1=
∑
α
lim
n→∞μ
sn,A
(
φα(A)
)=∑
α
limn→∞ μsn,A(φα(A))√
Ldα
√
Ldα 
√∑
α
[limn→∞ μsn,A(φα(A))]2
Ldα
√∑
α
Ldα  1.
Note that the sum over α of Ldα is one because the sum over i ∈ 1, . . . ,N of Ldi is one. From the above equality we have
limn→∞ μsn,A(φα(A))√
Ldα
=
√
Ldα hence limn→∞μ
sn,A
(
φα(A)
)= Ldα
for every multi-index α of length M . Because λd(φα(A)) = Ldα , we have that
lim
n→∞
∑
α
f
(
φα(x˜)
)
μsn,A
(
φα(A)
)=∑
α
f
(
φα(x˜)
)
λd
(
φα(A)
)
,
and so∣∣∣∣ limn→∞
∫
f dμsn,A −
∫
f dλd
∣∣∣∣< 2ε.
The choice of ε in (7) was arbitrary as was the choice of the continuous function f and so λd = ψ for any weak-star cluster
point ψ , and hence μs,A
∗→ λd as s ↑ d. 
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