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ВВЕДЕНИЕ 
Теория алгоритмов и программ служит основным источни­
ком идей и теоретической базой работ по развитие математи­
ческого обеспечения ЭВМ. В последнее время многие теорети­
ческие результаты нашли важные применения. Поэтому не 
случайно, что по теории алгоритмов и программ ведутся ин­
тенсивные исследования как в нашей стране, так и аа рубе­
жом. 
Данный сборник посвящается различным вопросам этой 
теории. Часть работ относится к таким хорошо известным 
разделам теории алгоритмов, как теория сложности вычисления 
и проблеме эквивалентности многоленточных автоматов. 
Здесь,в частности, получены новые существенные результаты, 
касающиеся вычислений на вероятностных машинах. 
В сборнике рассмотрены и более нетрадиционные разделы 
теории алгоритмов и программ, например алгебраическая тео­
рия баз данных. 
Большая часть сборника посвящена такому совершенно но­
вому направлению, как автоматический синтез программ. 
Здесь впервые с полным доказательством излагаются резуль­
таты по индуктивному синтезу программ, полученные в ВЦ 
ЛГУ им.П.Стучки и получившие широкую известность как в на­
шей стране, так и за рубежом. 
О ВЕРШТНОСТНЫХ И ДЕТЕРиНШРОВАШЫХ МАШИНАХ 
ТЫИНГА СО ВХОДОМ И ВЫХОДОМ 
Р.В.Фрейвалд 
ВЦ ЛГУ иы.П.Стучки 
В статье доказывается, что вероятностная одноленточ­
ная одноголовочная маски а Тьюринга со входом и выхэдом 
может в реальное время со сколь угодно высокой вероятно­
стью 1 ­ € ( € > 0) распознавать язык, распознавание которо­
го на детерминированных машинах такого же типа требует 
почти квадратичное' время. Этот результат был опубликован 
в / I / , однако там технически наиболее сложная часть д о ­
казательства, а именно доказательство того, что рассмат­
риваемый язык трудно распознаваем на детерминированных 
машинах, была дана в очень конспективной форме. Было 
сказано, что используется метод доказательства, применен­
ный в / 2 / . В настоящей статье дается полное изложение 
док еа ательства. 
Детерминированная одяоленточная одноголоьочная «ван­
на Тьюринга со входом и выходом ­ э т о нестерка 
< Х , г*, 2 , 5 , 4 * ( I > • ** в 
X ­ конечный алфавит (буквы на входе), вклвшвцкм сим­
вол # ; 
У ­ конечный алфавит (буквы на рабочей ленте) , вклю­
чающий символ А ; 
2. ­ конечный алфавит (буквы на выгоде), включающий сим­
вол Л ; 
В ­ конечный алфавит (внутренние состояния); 
­ инициальное состояние ( <1 4 £ 5 ) ; 
I ­ множество инструкций. Каждая инструкция является 
цепочкой символов из Х*У*$*1—]*5*Ъ*1*[СЯ,1.]. 
Первые три символа инструкции называются ее левой 
частью, а последние четыре символа ­ е е оравой 
частью. Требуется, чтобы для любой цепочки ив 
Х*У*$ во множестве I нашлась одна я 
только одаа инструкция с такой левой частью. 
У этой машины имеется одна бесконечная в обе стороны 
рабочая лента, по которой передвигается одна головка. В 
начале работы машина находится ь состоянии q,, , ка вход 
поступает первая буква рассматриваемого слова, рабочая 
лента пуста. Далее, на втором шаге на вход поступает вто­
рая буква слова, на третьем шаге ­ третья к т . д . После 
поступления на вход последней буквы слова начинают посту­
пать символы # . Пусть на очередном шаге работы машины 
состояние равно q , K e $ , головка обозревает букву цеУ, 
и на вход поступает символ хеХ . Пусть множество I со ­
держит инструкцию х у q,K —*<\,к, у ' г £ . Тогда машина 
на этом шаге переходит в состояние q,'K , заменяет букву у 
на у ' , выдает на выход 2 к,если % »<? ( ё = L) » 
то головка двигается на одну ячейку вправо (влево) и.если 
£ =С , i остается на месте. Данное слово принимается, 
если первый отличающийся от Л символ, выданный машиной 
на выход после поступления на вход последней буквы вход­
ного слова, равен I . Слово отвергается, если этот символ 
равен 0 . 
Определение вероятностной машины отличается от опре­
деления детерминированной машины тем, что в левой части 
инструкций появляется еще один символ ­ выходное значе­
ние датчика случайных чисел с конечным алфавитом, который 
на каждом шаге работы выдает свои выходные значения равно­
вероятно и по схеме Еернулли, т . е . независимо от значений, 
выданных на других шагах. Требование, чтобы для каждой 
воэыозной левой части инструкции (дополненной теперь еще 
одним символом) во множестве нашлась одна и только одна 
инструкция с такой левой частью, сохраняется. 
Для каждой заканчивающейся реализации работы вероят­
ностной машины можно подсчитать вероятность этой реализа­
ции. Вероятность результата у при работе машины Til на 
х ­ это сумма вероятностей реализаций работы Ж на х,прк 
которых вырабатывается результат у . 
Будем говорить, что вероятностная машина Ж распо­
знает язык L с вероятностью р (р > 1/2)« если 7П , при 
работе на произвольном х^с вероятностью не мяньшей чем р , 
- > 
принимает х . если х е (_ , и отвергает х , если хеЕ 
Вероятностная машина распознает язык I з а время г(ас) 
с вероятностью р ( р > */к) , если для любого слова х с 
вероятностью не меньшей, чем р , выполняется следующее 
событие: машина, работая н а х , останавливается не позже 
времени г ( х ) с результатом 
Си(х)ш{1' если X 6 ^ 
^ 0 , если х 2 L . 
Рассмотрим язык В , который состой* на всевозможных 
слов вида 
х 1 у 2 </2 у 2 . . . 2 1 / , 
где у ­ произвольное симметричное слово в алфавите (0,4], 
и слово X содержит [ Щк /уI ] букв 2 , где <у| ­ длина 
слова у . 
ЛЕММА I . Для любого €>0 существует вероятностная 
одноленточная одноголовочная машина Тьюринга со входом и 
выходом, которая распознает язык Б в реальное время так, 
что машина принимает любое слово из 1> с вероятностью I 
и отвергает любое слово из Б с вероятностью 1 ­ £ . 
ДОКАЗАТЕЛЬСТВО. Конструкция требуемой машины ТКс 
зависит от £ только выбором следующей константы €е . Кон­
станта с £ определена т а я , что она превыдает длину всех 
слов языка Б , у которых число символов 2 в слове н е 
больше, чем 2­2 1оа^е. Таких слов только конечное число. 
Кашина 7П{, делит все слова на короткие (не больше чем се 
букв) и длинные (больше чем Сс б у к в ) . На коротких словах 
машина выдает верные результаты. Пусть на вход поступает 
.длинное слово 
у . 2 у , Я у ь 2 . . . 2 {/«.. 
Тогда 2­2­&&£ и 2 « ­ ^ < £ . Машина 7ПС записы­
вает у, на ленту со сжатием двух символов в одну ячейку. 
Потом параллельно выполняются следующие два действия. 
I) Проверка условия п « С У > 1 3 • (Для этого 
на специально выделенном "этаже" ленты при обработке у. 
записывается массив из [^/22 единиц. При обработке 
• • • УС « Л ) 
• У< (А) у. (0 
• за 9.fta­5)«f.«*­l) 
Рис . I . 
— #fi*J) ' » a*) 
**ft-<) 
•Kb) j . ft) ... 
Рис . 2 . 
Beat x c D , t o W £ достоверно выдает правильный 
ответ "принадлежит". Если х в D . и слово содержит два 
под слова у; и у/ различной длины идя число букв 2 отлич­
но от [буд, , то # t £ также достоверно выдает пра­
вильный ответ "не принадлежит". Остается рассмотреть оду­
каждого следующего под слова у; (Ы{<.Х, ... зачерки­
ваются 1­я, 3 ­ я , 5 ­ я , . . . кз оставшихся единиц этого масси­
ва. Равенство п. * 1ч*1] выполнено тогда и только 
тогда, когда последняя единица зачеркивается при обработ­
ке у*. .) 
2) Сравнение каждого очередного у; либо с у . ,либо 
с обращением у , , либо свертывание ук* "змейкой" ( см* 
рис. I и 2 ) , проверка на симметричность и одновременно 
проверка на совпадение со всеми предыдущими , которые 
обрабатывались в такой режиме. (Точнее, если до сих пор 
не обнаружилось отличив длин полслов у , , ч , , ' ч» , , . . . , то в 
начале обработки следующего ус> головка находится либо на 
начале записи у . , либо на конце; а первом случав у ; 
обязательно сравнивается с у , , во втором случае с веро­
ятностью 1/2 у; сравнивается с обращением у, н е веро­
ятностью 1/2 сравнивается н а симметричность Н на совладе­
ние со всеми у ; , которые тоже свертывались "Змейкой.) 
чай, когда хеХ> . в с е под слова у; имеют одинаковую дли­
ну С и число букв 2 равно [(од^И . 
Мшина Мс обращается к датчику случайные чисел линь 
в начале обработки некоторые на подслое у , , у А > . . . , 
(да и то не в с е х ) . Назовем способом обработки данного сло­
ва х (зависящим от работы датчика случайные чисел) слово 
*<> °Ч> ••• , , где ос; равно 0 . если </; сравнивается 
с {/. » ':оу равно I , если у; сравнивается с обращением 
ус , и ос; « 2 , если ус свертывается "змейкой". 
Пусть % ­ число нулей в . . . «с*;­. Тогда веро­
ятность способа сх(<кь . . . с*,,, очевидно, равна 2 * ' * * . Так 
как в любом <х,о<ь . . . «„ , число нулей не превышает 1+ а / 2 , 
то вероятность одного фиксированного способа не больше 
чем 2 ' ~ Л / * . 
Покажем теперь, что если неонехоторои слове х маши­
на 7КС выдает результат "принадлежит" при двух различных 
способах обработки, то х в Б . И з этого будет натекать 
утверждение леммы, так как 2 ' ~ * / * < С . 
Пусть «,(*,, . . . <*» и (Ь, (Ь^ ... (Ь*, ­ два различных спо­
соба обработки. Пусть £ ­ первое такое / , что « / и /Зу 
от ли чаются. Так как ° ( ; / О и (Ь{ 4 0 , то без ущерба для 
общности считаем, что « ; = I и р~с • 2 . Так как (Ь: « 2 , 
т о ус симметрично. Так как «х; • I , то у(­ совпадает с 
обращением у 0 , а следовательно, и с самим у„ . Так как 
2 , то с ус совпадают все уу при тех у* , что £у =2. 
Так как ус совпадает как с уа , так н с обращением ув , 
т о у; совпадает Тйхже со всеми ук при тех 'К , что рк »0 
или (Ьк ­ I . Следовательно, все у п (1**14,*, 
совпадают и симметричны, т . е . Хв1> . Лемма доказана. 
Нераспознаваемость языка Р в реальнее время на детер­
еннированных одноленточных одноголовочкых машинах Тьюринга 
со входом и выходом доказывается методикой, известной под 
названием "техника следов". Рассмотрим ряд понятий, подго­
тавливающих применение этой методики. 
Без ущерба для общности можно считать, что наши машины 
имеют ленту бесконечную только в одну сторону (вправо) . И з ­
вестно, что это ограничение не увеличивает существенно вре ­
мя работы ыешны. 
1-ю слева ячейку ленты Г '<• = 0 , 1 , 2 , . . . ) обозначим,'через 
9.1. Предположим , что в начале работы лента 
пуста, а головка находится в ячейке Я0 • Точкой £ на лен­
те назовем границу между ячейками Я; и £с+1. 
При £ <у через _<<•',/> обозначим зону, состоящую из 
всех / ­ £ +^ ячеек, расположенных между точками с­< , / . 
При у« оо через <£,/> обозначим бесконечную зону, р а с ­
положенную правее точки ¿ ­ 1 . Помимо общей нумерации 
ячеек ленты на каждой зоне иожет рассматриваться своя 
внутренняя нумерация ячеек (также слева направо). 
Конфигурацией зоны < £,у > (отнесенной к такту С ) н а ­
зывается функция, указывающая для каждого натурального п. , 
не большего длины зоны: I ) какая буква вписана в ячейку с 
внутренний номером а зоны < £ , / > , и если эта ячейка 
обозревается головкой, то 2 ) в каком состоянии; 3 ) входную 
букву в момент V \ 4) выходную букву в момент V . 
Конфигурацией (отнесенной к такту С ) машины называет­
ся конфигурация зоны < О, оо > . 
Пусть при переработке машиной слова х головка в пер­
вый раз переходит точку й в состоянии , затем в. с о ­
стоянии Ц.(Х) и т . д . Тогда мы будем говорить, что слово х 
имеет в точке с* след с^(*)о,а)... Длиной следа будем на­
зывать длину слова $ , т . е . число переходов этой 
точки. Если переходов нет , то говорим, что след пуст. 
Определим процедуру разделения слова х на куски отно­
сительно точки 4 . Рассмотрим работу машины при подаче на 
вход слова I . Ту часть слова х , которая поступает на вход 
между 1 ­ м и (1+1)­м переходом головкой точки е1 , назовем 
£­м куском слова х ( £ > 0 ) . Так как в начале работы г о ­
ловка находилась на Яо • нетрудно заметить, что буквы из 
кусков с четными номерами появились на входе, когда головка 
находилась левее точки с( , а буквы из кусков с нечетными 
номерами , когда головка была правее. 
Рассмотрим следующую конструкцию. Разделим слово х< 
на куски относительно точки е(« , и слово х ^ ­ н а куски отно­
сительно точки <1х. . Если количество кусков в обеих случаях 
совпадает, то возьмем куски с четными номерами из х , , куски 
­ 10 ­
с нечетными номерами не Хд, и соединим их в порядке возрас­
тания номеров. Слово, получанное в результате такой конструк­
ции, обозначим через 5(х„ хл,4+<1А). 
ЛЕША 2 . Пусть машина работает на словах х, и хи так, 
что след слова х , в точке совпадает со следом слова Хд, 
в точке' с^д,. Тогда машина на слове 5 (х, ,*«, , еЦ, Ык) ра­
ботает так, что конфигурации зони < 0 , с*, > (отнесенная к 
такту, когда на вход подается последняя буква слова) совпа­
дает с конфигурацией зоны < О, <<", ^ при работе машины на 
х , , а конфигурация зоны <<л,+ 1, оо > работы на 
5 (х,,Хх,,Ы,, £<*) совпадает с конфигурацией воин < < • / , < » > 
работы машины на | 
Пусть </ ­ произвольное симметричное слово • алфавите 
{0,4) , а слово х «эА</А... Ху принадлежит Х> . Введем та­
кую функцию м , что 1 х | с 4 ( • Подавим слово X » 
на вход машины. Совокупность ячеек, где головка находилась 
хотя бы один р а з , пока на вход подавалась первая половина 
первого вхождения под слова « в слово х , назовем исход­
ной зоной слова X . 
1 /т( |х |) ячеек направо от исходной зоны назовем кон­
трольной зоной этого слова (см. рис . 3 ) . Работа машины з а ­
нимает не более, чем г ( 1 х\) шагов/Следовательно, для каж­
дого слова в контрольной зоне найдется по крайней море одна 
такая точка, что головка перешла ее не более 
* (|х|)- ж \Гь7Тх\) р а з . Зафиксируем для каждого слова х 
«оду такую точку. Назовем ее контрольной точкой слова х . 
Пусть число состояний машины равно л . Все слова дан­
> й длины | х | имеют в своих контрольных точках следы, дли ­
н ­ которых не превосходит V * С' х _ 0 • Поэтому слова длины 
I о1 могут иметь в своих контрольных точках не более 
различных следов. 
Пусть М ­ некоторое множество слов длины д (АА) из 
яэь­ка £ , л ­ некоторый след, 5 * » 2 » " н е к 0 Т О Р ы в 
числа, не превосходящие г СI >) . 
­ и да 
Обозначим через Ц ( <х, 5 , , 5«, , з* , 5«) подмножество 
всех тех слов множества М , для которых: 
а) след в контрольной точке этого слова равен л ; 
б) суммарное количество букв первого вхождения слова у 
в слово х в кусках с четными номерами (при делении на 
куски относительно контрольной точки) равно з4 ; 
в) перед самым длинным из кусков с четными номерами, 
относящимся к первому вхождению слова у в слово X (если 
таких несколько,то ­ перед первым из них;если в некоторый 
кусок попадают и буквы из дальнейших вхождений слова у , 
то они не учитываются), в слове имеется ровно .5«, букв; 
г) среди первых 5«, букв слова ровно принадлежат 
кускам с четными номерами; 
д) первое вхождение буквы 2 в слово х встречается • 
куске с номером бн . 
Число слов в любом множестве Т будем обозначать ч е ­
рев 1Т| . 
что 
исходная зона 
­ / V 
контрольная 
Рис. 3 . 
ЛЕША 3 (<к , з , , 5д_, е., г • > ) можно зафиксировать та 
м с* 
где С 0 ­ некоторая велячкна, зашсящая линь от параметров 
ДОКАЗАТЕЛЬСТВО. В контрольных точках слов множества 
И монет быть не более чем 2 •* < *" { ** , >" различных 
следов. Каждый и» параметров $,,ь,ъл не превышает А> , 
а параметр ън не превышает ¿(1*) . Следовательно,имеется 
не более чем . ( 1 л у » . д сд>> * ^.каа*» 
пятерок ( ос, 5 , , а х , 4» ** ? к «адов схооо из К входит в н е ­
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которое из М (<ч , з<, 5^, 5 У ) , о т с е д а й вытекает утвержде­
ние л е ж а . 
Зафиксируем теперь одну детерминированную одноленточ­
ную одноголовочную машину со входом и выходом ФЬ , распо­
з н а л ^ с язых Ь . 
ЛЕММА 4 . Если на вход машины Ж поданы разные слова 
языка I ) , то до момента подачи на вход первой буквы 2 их 
конфигурации различны. 
ДОКАЗАТЕЛЬСТВО. Действительно, пусть Ж при подаче 
двух различных начал слов языка Ъ переходит в одинаковые 
кон<£игурации. Это значит, что машина не различает эти н а ­
чала у' и у* . Пусть X» ­ такое слово в алфавите {0,1,2}, 
что у ' 2 х„€1) . (Такое X. определяется однозначно.) Ка­
шина Ж принимает слово у'% Хо 1 . Но тогда 7И прини­
мает и слово у * 2 х „ # В . Противоречие. Лемма доказана. 
Пусть Мс, ­ множество, содержащее те и только те 
слова х , которые принадлежат 2) , длина которых равна 
1(2Х)л у которых во время подачи на вход второй половины 
первого вхождения полслова у в слово х головка машины 
отходит правее контрольной точки на расстояние 
f^x) > су «У* (•(*%)) . 
ЛЕММА 5 . При любом с1>0 число слов в Мс« не п р е ­восходит 2 > ­ с ^ ­ с ) . у * ( 4 ( 2 Я ) ) 
ДОКАЗАТЕЛЬСТВО. Покажем сперва, что при. люб ой фикса­
ции ( о с , 5 , , 5 1 » 6 л , ^ ) У всех слов множества М(<х»*<|3д,.5,»>5»;) 
совпадают подслова длины с, • УТ(1"(азСЗ • начинающиеся 
(5 а +1)­ой буквой (ниже будем называть их С­подсловами). 
Пусть х , , Х д б Мс<с«.*»»5д,,5^а,у Обозначим реализации 
Работы Ж на х, и хк через /«• , Д , • Так хах у X, и х * 
совладают следы в их контрольных точках, можно построить 
составленное слово х ' • 5 ( х « , х 4 ; 
контр.тгчка|,коктр .точха2). Слово X' обладает следующими 
свойствам: 
I ) х ' ё 7> . (Согласно лемме 2 машина.на х ' выдает р е ­
зультат "принадлежит", ибо н а каждом из х , и хх она выдает 
такой результат . ) 
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2) Начало слова х ' до первого вхождения буквы 2 имеет 
такую же длину 2Д , как я соответствующие начала слов sc. 
и X*, (первое вхождение буквы 2 встречается у слов х , и хк 
в кусках с одинаковым номером, и суммарное количество букв 
ив указанного начала в кусках с чотными номерами у в тих слов 
совпадает). Это показывает, что центр симметрии начала слова 
х ' не сместился. 
3) У слов х' и х, совпадают С­л одслова (первая половина 
начала слова х ' до первого вхождения буквы 2 совпадает с 
первой половиной начала слова х , , таи как во время подачи 
•букв первой половины слова х , головка находилась в исходной 
вене , т . е . левее контрольной точки. Ив симметричности начал 
слов х' и х , следует, что и вторые половины начал слов с о ­
впадает, в тон числе совпадают я С­подслова). 
4) С­подслова совпадают также у х ' и хи. (С­подслова 
по определению принадлежит кускам е четными номерами, притон 
в словах х, и Хд, перед С­полсловами находится одинаковое чис­
ло букв ив кусков с четными номерами.) 
Следовательно, С­подслова совпадают такав у х, к x f c , 
а значит я у всех слов из Нс< ("*.»«»«».» *», в*,). Из симметрич­
ности начал всех слов Me, (*,*),HiS».S»}" совпадения С­под­
слов следует, что при любой ф а с а д а ( < * , « , , а * . , в», •«,) 
ю м в вафрсеяровать ( * , з%, в», в», 6«) , 
1 * с , Г 
Ив двух последних неравенств вытекает утверждение 
СЛЕДСТВИЕ. Можно так заф1хенровать С, ( , ) 
­ 14 ­
Глубиной ячейки исходной зоны над овей ее расстояние от 
правого конца исходной вены (см. р и с . 4 ) . 
Через М~ обозначим множество всех слов х языка £> , 
длина которых равна л (Я>) , я для которых максимальная 
глубина ячеек, посещенных головкой во время подачи второй 
половины первого вхождения полслова ч в слово х , Ц <*х) 
меньше чем А / 3 % х * ( а ­ число букв в алфавита ленты, 
включая пустой символ). 
ЛЕММА 6 . ( Э С 3 > 0 ) ( З л . ) ( * А > л . ) [ / М " 1 » 2 
глубина 0.1 шшшшшшшшт 
V ! 
исходная аона 
Рис . 4 . 
ДОКАЗАТЕЛЬСТВО. Пограничной зоной будем называть 
вену, занимающую ь ^ & самых правых ячеек исходной 
зоны и еще (4 + е5в ))­Ж*(л,зо) ячеек правее ее ( с м . р и с . 5 ) . 
О г вида о, в пограничной зоне возможно не более 
Рассмотрим множество 
?'г*г ­ | м \ м с ^ | > 2 ­ « ­ ( 2 * ) . «> 
Пусть к , и К]. ­ две конфигурации погранччной зоны. 
Обозначим через М' ( * 1 , К*) множество всех слев из М*, 
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у которых конфигурация пограничной зоны в момент Л равна 
к% , а в момент Я л равна кг. . 
Каждое слово из М' попадает в некоторое М'(К<, * 
поэтому можно зафиксировать К* и Кд, так, что 
М ( К П К 4 ) | > ^ ^ > + е < » ) * г ч < + с « ) / Ш с « 5 5 ' 
Однако, если бн М'С** • к**) содержало два различных сло­
ва х , и Х х , то слово, составленное яа начала слова х< (до 
момента > ) и конца слова Хд, (начинал с момента Д ) , име­
ло бы в момент Яд такую же конфигурацию, как х , , что про­
тиворечит лемме 4 . 
Поэтому 1М* * Л 
Сравнение этого неравенства с ( I ) дает 
исходная зона пограничная зона 
Рис. 5 , 
1 ( * ( * » ) > 
6 {4+С**) 
лемма доказана. 
Нева цель ­ доказать, что время работы любой детерми­
нированной одноленточней едаоголовочной маихны Тьюринга со 
входом я выходом, распознающей явив I ) , для бесконечно 
многих слов х на мальва, чем соя**» 1х»* / •*» 1*1. 
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Если для некоторой такой машины для бесконечно многих X 
имеет место | д р | ^ £ * ­ У Ш а > > ) , то нужное утвержде­
ние вытекает из леммы 5 . Остается доказать утверждение для 
тех машин, у которых (3> в)(УД ьЛ в)(1М*| <2*" у *<*<"» ) . 
Далее и : рассмотрим только слова специального вида и усилим 
леммы 5 и 6 , формулируя их применительно к этим словам. До­
казательства проводятся аналогично, только в подсчетах учи­
тывается, что все рассматриваемые множества содержат сущест­
венно меньше слов. 
Специальным словом с параметрами <& ; с; Л, ¿1, ... 
назовем следующее слово из нудей и единиц: 
Первые с( букв &ч,, •••&< произвольны ­ они составля­
ют первый массив свободных букв. Следующее <Г« букв называ­
ются связанными к подчиняются отношению я у^-сц (1*1.1, 
После массива связанных букв следуют свободных, 
т . е . произвольных, погон <ГХ связанных, т . е . подчиняющихся 
9е>1 * У е ­ и , (<» 4Л,.... £ ; е ш 4 4 £ • [ 4 ] ) . 
Потом следует снова [ ^ ] свободных букв, £ъ связанных я 
т . д . (см. р и с . 6 ) . Слово оканчивается массивом свободных 
букв. При этом требуется, чтобы любое было не больше 
общей длины всех предыдущих массивов. 
<&*укти*. {сЬ>й>3^|с*«д»<^[«Ьо«<суы«|... ( сЫоук {еЬа^оице }сЬа&у)Ий | 
Рис.6. 
Пусть V/ ­ специальное слово с параметрами д.;с-, <Г,, 
Приведенной длиной слова IV называется число 
свободных букв в нем, т . е . & + а ­ [ £ ] • 
05означим через и множество слов языка 2) , у которых 
первая половина каждого под слова и ­ специальное слово, 
причем параметры <*; с ; <Г,,«£, — , ^ совпадают у всех слов 
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множества Ы. Приведенную длину б( + этих слов 
обозначим через I . Длину поде лов у этих слов обозначим 
через Я л » а длину самих слов ­ через г. (2>) . Число слов 
в М равно Я е • 
05означим через Мс4 подмножество К, содержащее те и 
только те слова, у которых во время подачи второй половины 
под слова у головка нашей фиксированной машины отходит пра­
вее контрольной точки на расстояние ^ 0 " ) £ а, «V* (л < 2 » ) . 
ЛЕММА 7 . При любом с,>0 число слов в Мс, не пре­
восходит 2 г ­ < с , ­ Г ^ ­ с И . ­ ^ с 7 с Н 7 ) # 
ДОКАЗАТЕЛЬСТВО отличается от доказательства леммы 
5 в основном лишь тем, что там совпадение С­подслое у всех 
слов некоторого множества означало совпадение такого же _ 
количества (свободных) букв в первой половине педслоь у '. 
Здесь надо учитывать, что одна свободная буква может соот­
ветствовать сразу 4 2 1 4 1 буквам С­под слов. 
СЛЕДСТВИЕ, Можно так зафиксировать С"/** . что 
, , , п 1 - Уг ( * ( * » ) . 
| м с Н • * ( 2 ) . 
Через М" обозначим подмножество множества М, состоя­
щее из всех слов, для которые максимальная глубина % (•*/) 
ячеек, посещенных головкой во время подачи второй половины 
первого вхождения подслоэа у в рассыатриааемое слово, мень­
ше чем I / 5 ­ & д 4 е . . 
ЛЕММА 8 . (3 С 1 >0)(^)(»<с)(Зс( в )(Ус1><<.)(У<ЛД ) . . . ,<^) 
Выше были рассмотрены специальные слова, у которые па­
раметр п. принимает значения 1 , 2 , 3 , , . . В дальнейшем, чтобы 
считать лемму 5 частным случаем леммы 7 и лемчн б частным 
случаем леммы В, под специальным словом с параметром п. ж о 
будем понимать производное слово ( в алфавите [0,4] ) дли­
ны & . 
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Зеркальное отображение любого слова У/ будем обозна­
чать через т.1 (V) . Слово, образованное первыми <Г бук­
вами слова т! будем обозначать через п и ( ы ) ^ . 
Л Е Ш 9 . [ < * л ) ( * с ) ( З с 1 ) ( ^ > а К У < £ . £ > ­ ­ , < Г г О 
ДШЗАТЕДЬСТВО. Пусть дано: 
№ C K33Kv4>c7xvd ­ v <f 4 , . . . , d ; ) ( |M­{< z t r i t < i ^ h <2) 
Возьмем С = и рассмотрим конечное число р а з ­
личных n*o,4,Z,S­i'to&éJ'1 • Пусть <t 0 настолько велико, 
что при указанных а и с для всех d ïdo формула (2) 
истинна. Обозначим через 1? л множество всех слов длины d0 
в алфавите £ 0 , 1 } . 
Пусть будет подмножеством всех тех слов W из Ra * 
что 
По лемме 5 и формуле ( 2 ) 
Отнесем к (<Г) (<г= <,г,...,<А)все те слова Мш Я„' , что 
в результате подачи которых на вход слова Ы'т.Ц*/)г головка 
заходит в исходную зону слова н-тЦ*) ( т . е . в зону, где 
голоака находилась, пока на вход подавалось слово ь/ ) н а 
глубину не меньшую чем 3 ^ ^ • 
Зафиксируем некоторое сГ, так , чтобы 
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Й« определим к ах множество всех слов вида »-т1(я)^ ­V , 
где к / с йо С<5".) , а V ­ произвольное слово (в алфавите 
£ длины л.ь^ъ . Для 1?, справедливы следующие 
утверждения: 
I ) все слова из Я, ­ специальные слова с одинаковыми 
параметрами о^ ;ЗЬч 4 4 ; <Г< ( и , следовательно, с одинаковой 
ДЛИНОЙ а , т а . + я * ¿^¿1 )'» 
3) пока подается любое слово из Й, , головка побывает 
не более чем на т , • о!. • с^У* (л и«**)) 
ячейках ленты. . "> 
Аналогичным способом из С, получим к} 4 . Для этого 
определяем Й,' как множество всех тех слов и/6 Й< • что 
По лемме 7 я формуле (2) 
Далее, к (<Г) отнесем все такие слова ^ « е ; , что 
в результате подачи на вход слова и • т1 (ы) головка 
заходит в исходную зону слова Ы' т1 (и) на глубину, не 
меньшую, чаи " З Т ^ Х • Зафиксируем нехторсе 6^ 
так, чтобы 
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Наконец, Я% определим как множество всех слов вида 
w•mi(w;< r .у , где и / е й , ^ ) , а V ­ произвольное слово 
( в алфавите {0 .1} ) длины ^ ^ ^­ . При этом: 
I ) ' все слова из ­ специальные слова с одинаковыми 
параметрами <ЛС ; 3- ; ¿1 , ¿1, (и, следовательно* с 
одинаковой длиной 
2) е ^ 2 е , в + г ' ^ Ч > " ; 
3) пока п сдается < любое слово из , головка побыва­
ет не более чем на 
й Ло + % • т а ! с ( 0 . щ а х Уг С* =• т , 
**1«Д! }е{4.х! • 1 
ячейках ленты. 
Аналогично построим множества Вл , Щн, . . . , £,< < где 
N х С­ (&} дв)*' , попутно определяя <Га, <ГЧ, 
и «14 <кн , а также пользуясь с 1 » , с / " , . . . , с*. 
Ин обладает аналогичными свойствами: 
I ) все слова из Ям ­ специальные слова с одинаковыми 
параметрами с*„; ЪЬцх%; <^,<£, ... , <Гц (*» следователь­
но, с одинаковой длиной <кя»<к^* * л • ) , 
0 3 ) пока подается любое слово из Я.ы , головка побыва­
ет не более чем на 




п а х С, * с , 
• 
ш а х t ' ( « C*a,­); • t ( i ( i d , ) ) . 
Так как конфигурации машины после подачи различных начал 
слов в алфавите [0,1} по лемме 4 различим, то число г(пм) 
конфигураций длины т и не меньше числа слов в d* : 
Отсюда 
1i(M(b*j.))> ft i • . 
Так как dB можно было ввить сколь угодно большим, так 
как d „ < d , * . . . < d« idw-Z1*" 
« tCldj.) 4 <Zdj.+*) • (4 т С Ь у ^ З ) , 
то заключаем, что при некоторой С, > о у навей машины 
t (г) > с, • г 1 / 4 } г для бесконечного числа 
различных г . Лемма доказана. 
Из лемм I , 8 и 9 непосредственно вытекает следующая 
теорема. 
ТЕОРЕМА 10 . ( I ) Для любого £ > о существует веро­
ятностная одколенточнал одноголовочная машина Тьюринга со 
входом я выходом, которая распознает язык D в реальное 
время так , что машина принимает любое слово из Х> с веро­
ятность*) I и отвергает любое слово из Ъ с вероятностью 
1-1 . (2) Для любой детерминированной одноленточной одно­
головочной машины Тьюринга со входом и выходом, распознаю­
щей язык D , существует такая константа о 0 , что для 
бесконечно многих различных п существует слово длины п. , 
на RCтором машина работает больше времени, чем 
С •л* / togx п . (3) Существует детерминированная одно­
ленточная одноголовочная машина Тьюринга со входом и вы­
ходом, распознающая язык D з а время 
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АНАЛОГ ТЕОРБЗЩ ПАРИКА ДЛЯ ЯЗЫКОВ. 
ПРШИМАИЙК многолштрчньк ОДНОСТОРОННИМ 
КОНЕЧНЫМ НЕДЕТЕРМИШУОВАННЫМ АВТОМАТОМ 
Д.Г.Гейдманис 
ВЦ ЛГУ ии.П.Стучки 
I . Введение 
Мы опишем языки, принимаете П. ­ленточным односто­
ронним конечным недетерминированным автоматом (сокращен­
но: п ­ленточный 1­КНА), путём подсчёта символов в с л о ­
вах языка.* 
Опишем П ­ленточный 1­КНА. Подробное определение 
таких детерминированных автоматов можно найти в / I / . 
На каждой из двух лент автомата имеется по одной головке. 
Головки могут стоять на месте или двигаться слева направо. 
Входной информацией автомата является упорядоченная пара 
слов, написанных на лентах. После конца слова на каждой 
ленте написан специальный маркер • Работа автомата 
задаётся программой, состоящей из команд. Команда по внут­
реннему состояние в очередной момент работы я по буквам, 
обозреваемым головками (ату тройку будем называть левой 
часты» команды) • определяет следующее внутреннее состояние 
я движение той я другой головки (эту тройку будем называть 
правой частью команды). В левой части команды совокупность 
букв, обозреваемых головками, назовём условием команды. 
Во множестве внутренних состояний выделены начальное с о ­
стояние и два заключительных состояния (принимающее и о т ­
вергающее). Пара слов принимается (отвергается) , если в 
результате его обработки автомат приходит в принимающее 
(отвергающее) заключительное состояние. 
п •ленточный 1­КНА отличается от детерминированного 
таи, что программ! может содержать команды с одинаковыми 
левыми частями я различными правыми частями. 
Реализацией работы автомата на данной паре входных 
слов называется последовательность выполняемых команд. 
Недетерминированный автомат принимает данную пару слов, 
если существует реализация работы, оканчивающаяся в прини­
мающем заключительном состоянии. 
2. Определения 
Пусть имеется недетерминированный автомат 01 
Обозначим множество состояний автомата (X через 
£ <|>< > >.. 1 <^п.\ , а множество команд программы автомата ­
( Г, 1 . . . . , Iт.) • Программу можно изобразить в виде ориен­
тированного меченного графа. В 9 графе в автомата 01 
имеется ровно столько вершин, сколько состояний в автома­
т е , и ровно столько ориентированных дуг , скольхо команд 
в программе автомата. Каждая вершина помечена одним из с о ­
стояний автомата, каждая дуга ­ командой программы. В гра­
фе автомата из вершины, помеченной состоянием , в 
вершину, помеченную состоянием ^ , ведет дуга , поме­
ченная командой 1К из программы автомата 01 , тог­
да и только тогда, когда команда 1 К переводит автомат 
из состояния в состояние 
Введем естественное понятие порождения цепочек команд. 
Определение 2 . 1 . Граф автомата порождает данную ко­
нечную цепочку команд, если в графе существует цепь, на­
чинающаяся в вершине, помеченной нагольным состоянием ав ­
томата, что I ) цепь проходит по стольким дугам, сколько в 
даннс? кепочке команд; 2) I ­ т а я команда цепочки совпа­
э дает с меткой на I ­той дуге цепи. 
Пусть кроме графа б недетерминированного автома­
та 01 имеется еще один граф Qл , у которого коли­
чество вершин и дуг может отличаться от п и а , 
соответственно. 
Определение 2 . 2 . Будем называть граф сопоста­
вимым с автоматом 01 , если Ц является графом 
(вообще говоря другого) автомата и если метки на вершинах 
графа С, ­ это элементы множества состояния автомата 
01 , а метки на дугах графа С, ­ это команды из про­
граммы автомата 01 . 
Очевидно, что граф 6 автомата 01 сопоставим 
с автоматом 01 также,как сопоставим любой подграф 
графа О . Любой граф сопоставимый с автоматом 
можно получить из конечного числа подграфов графа О 
путем совмещения некоторых вершин. 
Определение 2 . 3 . Будем говорить, что граф G 4 » с о ­
поставимый с недетерминированным автоматом (X , модели­
рует граф $ автомата 01 , если граф б, по­
рождает только те (но не обязательно все) цепочки команд, 
что порождает граф 6 • 
Определение 2 . 4 . Граф В 4 • сопоставляемый с неде­
терминированным автоматом 01 , будем называть строго 
эквивалентным графу 13 автомата 01 , если граф Q4 
порождает те и только те цепочки команд, что порождает 
\граф О • 
Иначе говоря, граф и, строго эквивалентен графу 
О , если эти графы моделируют друг друга . 
Перед тем как давать определения некоторых видов 
графов, скажем, что простой цепьв будем 
считать цепь без повторяющихся вершин, а простым циклом ­
замкнутую простую цепь. 
Если в графе О нужно особенно выделить вершину 
А среди других вершин, то будем писать ( С , А ) н 
говорить о графе с выделенной вершиной. 
Пусть 6 . и (а^ ­ графы, сопоставимые с автома­
том (X , а А , и А х ­ некоторые неузловые вершины 
графа в, и б с о о т в е т с т в е н н о . 
Определение 2 . 5 . Назовём графы с выделенными верши­
нами ( С 4 , А 4 ) Н ( 6 г > А х ^ НЗОМОрфнЫМИ, 6СЛИ СуЩеСТ­
вует взаимно однозначное соответствие ^/1 между верши­
нами графов в, н Ск такое, что I ) вершина А4 
соответствует вершине А ь (это обозначим А г ), 
2) кз вершины В, в вершину С, в графе 6, идет 
дуга ( В, , С , ) , тогда и только тогда.когда в графе & х 
такие идет дуга ( Й х , Сд. ^  из вершины В х в вершину 
С$ такая, что выполняется 6 , _/<• 6*. и С«у1 С ь , 
и метки на дугах С В, , С, ) и С ) одинаковые. 
Иначе говоря, графы изоморфны, если совмещая выде­
ленные вершины, можно потом наложить друг на друга также 
г­есь граф, и при этом метки на дугах совпадают . Бели вы­
деленные вершины обоих графов помечены одним и тем же на­
чальным состоянием^ то изоморфность этих графов очевидно 
влечет также строгую эквивалентность. 
Определение 2 . 6 . Кактусом назовем ориентированный 
связный граф, каждая дуга которого принадлежит ровно од­
ному простому циклу. 
Будем говорить, что кактус лежит на верпине графа, 
если при ее удалении из грефа получается по крайней мере 
две связные компоненты, одна из которых ­ кактус без уда­
лённой вершины. Вершину, на которой лежит кактус, назо­
вём узловой вершиной. 
Теперь кактус можно определить также рекурсивно: 
I ) простой цикл ­ это кактус; 2) граф, состоящий из как­
туса, на любой верлине которого лежит кактус, ­ это 
тоже кактус. 
Определение 2 . 7 . Кактускым деревом данного кактуса 
назовем дерево, получаемое при взаимно однозначном ото­
бражении простых циклов кактуса в мног.^ство вершин дере­
ва , в котором две вершины инцидентны общем!' ребру тогда 
и только тогда, когда прообразы вершин дерева ­ простые 
идолы кактуса имеют общую вершину 
Определение 2 . 8 . Деревом Хусими назовём ориентиро­
ванный связный граф, состоящий из дерева с корнем, дуги 
которого ориентированы от корня к листьям (назовём его 
несущим деревом), на любой вершине которого лежит любое 
количество кактусов. 
Пусть А и Б ­ вершины дереза Хусими. Обозначим через 
АВ простую цепь в дереве Хусими, соединяющую вершину А 
с вершиноГ. В. Докажем, что если цепь АВ существует, то 
она единственная. 
Во­первых, если А и В ­ вершины одного кактуса, то 
очевидно, цепь, соединяющая А и В, существует. Если, р а с ­
суждая от противного, от А к В идут две разные простые 
цепи, то получается, что в цепи, соединяющей В с А, су­
ществует дуга, принадлежащая двум разным простым циклам. 
Это противоречит определению кактуса. Во­вторых, если 
А и В ­ вершины несущего дереза, то очевидно, сущест­
вует единственная цепь АВ. В­третьих, если А и В ­ верши­
ны двух разных кактусов, то цепь можно разделить на три 
составные части: I ) соединяющую А с несущим деревом, 2) по 
несущему дереву до другого кактуса, 3) по другому кактусу 
от несущего дерева до вершины В. Но, как выяснилось выше, 
каждая из этих частей ­ простая единственная цепь 
Понятие дерева Хусими для неориентированных графов 
ввели Уленбек и Риддел после появления статьи Хусими в 
связи с описанием структуры химических молекул. Кроме т о ­
го исследованием занялись Харари и Нормен / 2 / , но они 
затрагивали главным образом вопросы, касающиеся подсчета 
топологически различных графов при фиксированном числе 
вершин и др . условиях. 
В нашем случае дерево Хусими появляется как граф не­
детерминированного автомата. Мы ставим себе задачей пока­
з а т ь , что все , что могут сделать недетерминированные а в ­
томаты вообще, то хе самое могут сделать и недетермини­
рованные автоматы, графы которых ­ деревья Хусими. 
Ниже определим понятия линейного и полулинейного под­
множества множества М а . Пусть (Ы ­ множество не­
отрицательных целых чисел. Для каждого П * 4 положим 
№ л = 1Ы х |М х . . . х Ж1 ( п р а з ) . Введем некоторые 
операции. Пусть » 6 М | г , 1 . 4 с Ыл, ^ с ^ " ­ . Тогда 
4' 1­, ­ это множество всех векторов, представ иных в 
виде V­ •» и­, , где и , е | _ , ­ , Ц * Ц ­ множество 
векторов в виде и, + а х , где и,е 1_4 и и х е 1_г ; 
' в 
V : ­ множество векторов в виде к.­ "О- , где к. е !М 
1_, У 1^ и 1_4 П Ь х _ его обычное объединение и пере­
сечение множеств. п 
Определение 2 . 9 . Множество !­ с М называется ли­
нейным, если !_ = 14Л+ гГ, *+ V-*•» . • ­ + 1Ъг , где и><£1М 
и М " ­ С = 2 , т . ) . 
Определение 2 . 1 0 . Подмножество множества N на­
зывается полулинейным, если оно является объединением 
конечного числа линейных множеств. 
< 
3 . Описание посредством полулинейных множеств языков 
принимаемых многоленточным 1­КНА. 
Результат Парика Я*« / 3 / с помощью полулинейных 
множеств описывает контекстно ­ свободные языки или в 
терминах автоматов ­ языки, принимаемые одноленточным од­
носторонним недетерминированным автоматом с магазинной 
памятью. Мы же дадим похожее описание многоленточных 
языков, но для коночных автоматов. 
Рассмотрим п ­ленточный 1­КНА. 
Без потери общности можем предположить, что слова на 
всех лентах написаны в одном и том же алфавите 21 ~ 
= а , , , . . . , а е } . Пусть Ъ = ...г*^)€(1Т. Будем 
обозначать через отображение множества, £3* на 
С ­той ленте (I'- 4,2­, • и) во множество |№ ' , опре­
деляемое следующим образом: ц/ 1 ^)= ( ^ а ( * Л » # а / * ^ > ••• 
. . . , # а ^ 5 4 ^ , г д е #г а ( * число вхождений символа о.^ 
в цепочку 2 ¿ . А 
О ЛЕММА 3 . 1 . Если 1­КНА, граф которого­дерево Хусими, 
принимает л ­ленточный язык И ( М с ( Е * ) " " ) , где 
для каждой ленты алфавит Ц состоит из £ символов, 
то множества ЦТ\м\,ЦГ1Ц^\), ••• , у'ЧГЧ) ­ полулинейные 
подмножества множества |Ы . 
В доказательстве по цепочке команд, порождаемой г р а ­
фом автомата, восстановим п. ­ленточное слово 2­ , 
которое принимается этой цепочкой команд» Исследуя все 
принимающие цепочки команд, порождаемые графом автомата, 
мы получим множество слов, т . е . язык М , принимаемый 
автоматом. Но о каждом слове 5 нас интересуют только 
значения функций у ' ( 5 ) ,4т1 (1),..,, у л ( >) , а 
о языке М ­множества у4 (м ) , у  2[Н), ••• , у л (  м ) • 
ДОКАЗАТЕЛЬСТВО. Покажем, что ^ Ч ( М ) полулинейное 
подмножество множества 1К/ 4 , рассматривая одно фиксиро­
ванное "I (1=4,1, . , п.) . 
Пусть V" ­ это цепь по графику автомата. Обозначим 
1> (и назовём векторе , кратности символов на "ь ­той 
ленте цепи \У ) вектор { А , , К Ц , . . . : такой, 
что выполняя цепочку команд, порождаемую цепью^ Г > , го­
ловка 1 ­той ленты передвигается вправо .£! *7.£ раз 
и ровно П. Г раз при этом головка х ­той ленты 
обозревает символ О,;. £ С * т, 2 , ' ­ ; : , * V ; 
Аналогично АВ обозначим вектор кратности символов 
на *ь ­той ленте простой цели АВ из вершины А в вершину 
В, и сГ ­вектор кратности символов х ­тей ленты 
простого цикла Ы. . 
Обозначим буквой 0 вершину несущего дерева 
Хусими, помеченную начальным состоянием автомата. Пусть В 
вершина дерева Хусими, помеченная принимающим заключитель­
ным состоянием. Исследуем произвольную цепь от 0 к верши­
не 3 . Она должна содержать простую цепь ОВ, которая в 
узловых вершинах может пополняться замкнутой цепью по 
кактусу, лежащему на этой вершине. 
Чтобы цепочка команд, порождаемая цепью от 0 к В бы­
ла бы выполнимой на какой­то паре слов (так;!} цепь назо­
вём непротиворечивой) необходимо и достаточно, чтобы ко­
манды этой цепочки не содержали противоречий з односто­
роннонтью автомата, т . е . I ) если в цепочке впервые встре­
тилась команда, содержащая условие: головка <- ­той 
ленты обозревает маркер # (С*4,Х,.„,П), то предыдущая 
команда цепочки должна предусматривать перемещение голов­
ки 1­той ленты вправо, а все последующие команды 
должны обеспечивать положение головки на месте, 2) если 
данная команда цепочки предусматривает, что головка 1­той 
ленты обозри^ает другой символ, а не такой как в предыду­
щей команде, то предыдущая команда должна предусматривать 
передвижение головки 1­той ленты вправо 
Если к непротиворечивости цепи прибавить, что послед­
няя дуга цепи помечена командой, переводящей автомат в 
заключительное принимающее состояние,и зсе головки при 
этом обозревают маркер, # , то выполнив команды цепочки, 
порождаемые данной цепью, автомат пару слов принимает. 
Иначе не существует такой пары слов 0 на которой выполнив 
эту цепочку команд, автомат принял бы её ­
Пусть вершина В помечена принимающим заключительным 
состоянием. Обозначим М(В) множество слов, принимаемых в 
вершине В цепочками команд, порождаемых цепями, начинаю­
щимися в вершине.С. Пусть цепь 0В по дереву Хусими содер­
жит узловые вериины А , . А а , . ­ . . А к . Обозначим Ос 
кактус (или букет кактусов), лежащих на узловой вершине А;,, 
Тогда множество цЛ( И ( в точности равно сумме 
ОА . ^ г е . ^ А . Х 1 ­56(6^ * А ^ Х ­ г * ( 6 > Д к В = 
= ОВ ¥ ^Ж1б-} , (•*). 
где # ( б; ) множество векторов кратности символов % ­той 
ленты по всем непротиворечивым цепям в Ос г начинаю­
щимся и кончающимся в вершине Ас . 
То, что Ьб( ­ полулинейное подмножество мно­
жества , можно показать, рассуждая по следующей 
схеме. Пусть на вершине А в цепи ОВ лежит букет & , 
состоящий из кактусов Й 4 , Н а » ­ « , + Ц и пусть К с ­
кактусное дерево кактуса ( с = *Д»­­'»тЬ*| прообраз кор­
невой вершины которого ­ это простой цикл, содержащий 
вершину А. Пусть входящая в вершину А и выходящая из А 
дуга цепи ОВ помечена, соответственно, командой 1^ и ^ « . д , 
а входящая в А и выходящая из А дуга кактуса Ц | поме­
чена соответственно командой 1с $ц и (С-4,2) , 
Определим команду I, предшествующую команде 1 г 
(обозначим I, £ 1Х ) , еслибусловие команды 1 г можно 
подучить из условия команды I , путем замены по крайней 
мере одного символа из алфавита £ на маркер # > 
или если эти условия совпадают. ' 
Тогда X ( 6) будет объединением сумм 
.. л £ { К ^ ^ х , I ^ ^ ) + Х { К ^ , I ^ 4 ж , 1 ^ ) 
по всем комплектам ( К ^ ^ К , ^ •..> К ^ ) таким, что 
1) (Ц'Ч»-" 1 * ае|*х$твновка кортеиа ( 4 , 2 , •., "О , . 
2) ­ это связное­поддерево дерева к с ( ^Н '2 , ••., £ ) • , 
содержащее корневую вершину ( К'/ может быть пустым 
поддеревом 0 ) ; 
3) для любых команд 1, * ^ 1 5 * 1^ в случае пус­
тых поддеревьев определено: ' 1 4 ( 0 , 1 , , 1 5 ) + 2, (к;> Ix .I i . ) = 
= И , ( К Л о М Я ¿ £ ( 0 , 1 . , ! . . ) = , 
_ ^ ( к ! , Г 4 , 1 | . ) » тадаю определею £ ( / М ь > 1 * ^ ^ ° 
В сумме (хж) через Х ( к [ , , I , , 1 4 ) обозначено 
множество векторов кратности символов 1 ­той ленты 
по всем таким замкнутым цепям С по кактусу И с • идущим 
через вершину А ,, , где цепь С по 190101611 мере один раз 
обходит дуги всех циклов ­ прообразов вершин поддерева к, 
• идет только по этим простым циклам, я если перед первой 
дугой цепи С присоединить дугу, помечав уг командой I, , 
и после последней ­ дугу с меткой 1 а , то получается 
непротиворечивая цепь. Беля тахоЛ цепи С не существует, то 
X ("К• , I , , 1 д ) определим как пустое множество и всю 
сумму (ян) ­ тоже как пустое множество. Множество 
X (К[ Л„ I * } можно выразить следующим образом: 
^ Ц К М о О * X » * * , г д е с у м м а Х 1 < 
идет по всем простым циклам с! ­ прообразам вершин 
поддерева к ' ь , а сумма £ л идет только по тем прос­
тым циклам ~с(. ­прообразам вершин поддерева к; , у 
которых все дуги цикла помечены командами с одним и тем 
же числом маркеров # в условии,и дуги которых образуют не­
противоречивую цепь. ^ 
Очевидно, что Х ( К ; Л , > 1 1 ^ ­полулинейное 
подмножество множества М е , значит сумма (их) тоже 
полулинейное подмножество N 
Итак сумма вида (я) ­ полулинейное подмножество мно­
жества М*' . Объединяв множества ч/"ч(г1{в)> по 
всем вершинам В в дереве Хусими, которые помечены прини­
мающим заключительным состоянием, получим множество Ц/" Т (М}, 
которое как объединение полулинейных подмножеств ­ также 
полулинейное подмножество множества N £ . П 
Следующая лемма верна для любого вида недетермини­
рованного автомата, поскольку использует только законо­
мерности меченного графа. 
ЛЕиМА 3 . 2 . Для каждого недетерминированного автомата 
01 существует граф {-Ь ( (X) , сопоставимый с автоматом 
СН .такой что I ) граф Й ( (К) строго эквивалентен графу 
автомата 01 ; 2) граф Н(СН) ­ это дерево Хусими. 
Схема доказательства леммы. Обозначим Р множест­
во всех конечных цепей пе графу автомата (X . Опишем 
алгоритм, который работает на любой цели 3 из Р и 
создает дерево Хусими X ( $ ) , которое моделирует .граф 
автомата 01 и в частности порождает цепочку # 
команд ­ меток цепи $ . Обозначим X множество всех 
деревьев Хусими, получаемых алгоритмом из цепей множества 
р . Покажем, что из­за особенностей алгоритма, X -
это конечное множество деревьев Хусими, которые в сово­
купности порождают все конечные цепочки команд, которые 
порождает граф автомата 01 . Совмещья вершину, поме­
ч е т гут начальным состоянием автомата 01 , объединим 
все элементы X в одно дерево Хусими, которое строго 
эквивалентно графу автомата 01 . 
ДОКАЗАТЕЛЬСТВО. Приведем алгоритм, который по данной 
цепи дуг • й ­ I 2«. Ял, . . . , и «.) по графу автомата 
создает дерево Хусими Х(Ф) . Без ограничения к общности 
предположим, что граф автомата (X не имеет петель. 
Обозначим первую вершину цепи 3 символом 0.0 , а 
последующие ­ 0 , , . . м О т такие, что из вершины С^_ 4 , к 
вершине 0 ¿ идет дута Ф,. 2 , . . . , т ) . йакт, 
что вершина й п о м е ч е н а состоянием С£ ± автомата 
СН , обозначим равенством 0.^=» <^ , а что дуга 
помечена командой I- из программы автомата СЧ ­
равенством "5; . • , 
Для любого подмножества ^ с О , п } обозна­
чим 5" = [ Ц;, I <Э^£ 5 } множество меток, которыми поме­
чены вершины множества 5 . Пусть в 5 действует от­
ношение эквивалентности 3 , разбивающее множество 5 
на классы эквивалентности. Любую вершину из Б будем 
использовать как представитель класса эквивалентности, к 
которому она принадлежит. Обозначим ( $ ) граф с 
вершинами из фактормножества з / а , такой, что вершинам в 
множестве ¿3 из одного класса эквивалентности соот­
ветствует ровно одна вершина в графе , и с ду­
гами из цепи Я} , что если 6 содержит вершины с? , . , 
и 0,; , то в_грзфе Ья(В) из (З,,., > 0 { идет 
дуга с меткой *Й й . Обозначим ( 5 ) подграф графа 
автомата 01 с множеством вершин 5 и, если в £ ^ £ 5 ) 
из О,, . , к 0^ идет дуга с меткой £)„ , то в графе 
(э«(.Я) из вершины й ь _ 4 к 6?; идет дуга с меткой 
Работа алгоритма заключается в вычислении множества 
вершин 5 и отношения эквивалентности =. в нем, и 
в конце работы определяем Су (5 ) как искомый граф Х(Й) . 
Для описания алгоритма множество 5 разбито на два 
непересекающиеся подмножества: рабочие вершины $>­ » 
которые во время работы алгоритма могут быть с помощью 
эквивалентности = определены совпадающими с очеред­
ной обрабатываемой вершиной, и нерабочие вершины 5 й ( 5 г 5 г ^ 5 н 1 ­
Будем считать, что изменяя подмножества 5 Р и 5^ соот­
ветственно меняется также множество Б и обратно. 
Основное действие в алгоритме ­ при обработке очеред­
ной вершины цепи И ­ искать среди рабочих вершин такую, 
которая помечена тем же состоянием что очередная и при ее 
нахождении очередная и рабочая вершина объявляются совпя­
даицими и создается новый простой цикл. 
Во всех действиях ваяны только метки вершин ­ состо­
яния автомата , а названия вершин <30 • <Э1 > 0;2 , . . . 
нужнь­ только для техники описания алгоритма. 
А Л Г О Р И Т М 
do i =H to vvk ^ < > 
tfcet S P U { f l J i 
iHm. /* £^*<3р. Пусть имеется в точности k+4 вершина * / 
/ • (к*о> Oj # , ^ , . ­ ,Q^«S p (C*j '< j i | <~.<i l t ' « i ) f что V 
s P = 5 Р и { а л , Ос ­ a i k > 
/* I<3j€SpIj„<J * i. } ­ его новый простой цикл */ 
/*(3^{t)j£S| j K *j * i . } r ­ вто новый кактус,лежащий * / 
/+ на вершине QL (CLj*Qj4£ ... = у 
\J ( к>0 и существует a 6 {•*,!, •­­ >*} , что графы 
с выделенными вершинами ( 6 j g { С , £ 5 I j y ­ ^ J * J 
и ( ^ { d j C S t ^ a j t i } . ^ ) изоморфны ) 
Иа& s•= S ^ t Q j € S I j \ < j < О . ' 
K K * 
В алгоритме использован цикл ­ ­ ­ ^ , 
Оператор ветвления i i ­ t h e n ­ ci*e ­ i t 
ния := й оператор = , относящий вершины к од­
ному классу эквивалентности. Комментарий заключен в скоб­
ках /*­ и * • / . 
Обозначим 5 ( 0 I 5р(<-) и Б и ( значение мно­
жества, соответственно, Б э 5р и после обра­
ботки вершины 0 1 . Обозначим I Б I объем или число 
элементов множества 5 и I (К \ ­ количество состоя­
ний автомата ОЬ . 
Сформулируем некоторые утверждения, исполняющиеся 
при работе алгоритма. 
УТВЕРЖДЕНИЕ I . Для каждого 0 * t 4 < Ьх * т ю 
(З^е ^ С ^ ч ) следует, что 5 ( 1 , ) с Б (1^) » т . е . . 
что' 6д(5("Ы) подграф графа (3$ ( 5 ( ta.)) . 
Вершины из 3 удаляются единственным оператором 
3 •  = 5 \­IQj €51 }к< »<<•}) Значит, рассуждая от против­
ного, при каком­то ( I, < <- < 1,.) удалив вершину 
< £«) удалилась бн также вершина ¿7^ . 
Противоречие! 
УТВЕРВДШИЕ 2. Вершины одного класса эквивалентности 
в множестве о помечены одной и той же меткой. 
Это очевидно следует из того, что единственный опе­
ратор (3, е О ; выполняется только тогда, когда 0 : * й ; . •к _ ** «к 
УТВЕРВДШИЕ 3 . Граф 6д ­ это простая цепь из 
вершины (3о и вершине ОI .. 
При 1 = 0 утверждение выполняется тривиально, 
ведь $р(0) = / С о ) . Пусть утверждение 3 верно 
при ОЪ'-•*> . Сравним множество ЛГр (±+1.) с мно­
жеством « З р ( £ 1 . Если объем множества З р ( t + О 
уменьшился, то при 1*г+л уменьшение происходит оператором 
а р , в 8 р Ч Ч Л е а р 1 1 к < 1<*3 I «и» оператором 
Ь \ { О д € ^ 1 ]„< , * с 4 ; , которые на множество Ъ р 
действуют идентично. Положив •» а н в = 1 из 
утверждения I следует, что $ р ( ( к Л с . Значит из 
С^­м Щ О-} К и из того, что вершины (3:«=5/»^<^ 
из bp удалены, следует равенство Sp ( j« ) * Sp ( t ­ М ) , 
Верно индуктивное предположение для С - j K . Если 
объем ISp(i*­Oi увеличился, то множество S p C t H ) 
увеличилось на вершину < 2 * м « где Q * . i ^ ­ 5 p C f c ) • 
Значит в 5 р появился новый класс эквивалентности я 
цепь бед (Sp ( i + 0 ) ­ это простая цеп», удлиненная 
на одну д у г у д о вершины Q t и • Если допустить, что 
I 5 p ( l H ) | ­ l _ S p C t ) J , то должно быть Q±^= Qt 
(значит Qtt<t ­ Qt ) • ч т о невозможно вследствие допуще­
ния, что в графе автомата (X петлей нет. 
Индукцией по f t покажем, что G$ ( S ( t ) ) ­ это 
дерево Хусими. При с ­ О множество 5 ( 0 ) = { Q o ^ , 
а граф из одной вершины ­ это «тривиальное дерево Хусими. 
Предположим, что при I lOi ь i t) граф G g . ( S ( d ) 
дерево Хусими, состоящее из несущего дерева, ­• простой 
цепи Q0Qi , на узловых вершинах которой лежат кактусы. 
Из утверждения 2 следует: простая цепь Q 0 ßi ._­ это граф 
G g f S p ( О ) . Положим L = t + 4 . Если Sp-fc), 
то Q^e Sp ("t + 4) . Из утверждения I следует, что граф 
G a ( S ( t + 0 ) ­ это граф Ga(s(tM_- , простая цепь 
О o u t которого удлинена на одну дугу из вершины Q-t 
к Qt­H . Если Q t + i е _ 3 р ( ^ _ , то находится верши­
на Q ^ e S p C t ) , что QjK = flt+( и определяется 
O i K = K Q t H . и либо вершины { o j e S l ^ j < t + < i 
удаляются из множества Ь> , тогда Gg 
либо эти вершины в множестве S(t *i) остаются и в том 
числе вершина Q ^ е S(t*l) . Тогда из утверждения I • 
следует, что граф Gg(S(tt0) ­ это граф 
к которому присоединена д у г а из ведвивм Q i ж вершине 
° н . Заметим, что аервика Q t . 4 яшляет 
ся представителем класса эквивалентности, вжлянаанего нее 
такие вершины Q j & S p ( t ) , что = 431» 4 * 
и в том числе Q J ( < = Q t + i . В соответствии с утвержде­
нием 3 множество вершин цепи Ü 0 Q t ­ это S p ( t ) . Из 
части Qr Q t цепи и вышеупомянутой дуги из 
Qt к Q t + < образуется простой цикл, поэтому на 
вершине Ctrl лежит кактус. Вершины 
{Qj^Spl <JK <i < i* < } переносятся из Sp в S H , 
поэтому множество S р(*•1) равно множеству вершин 
цепи , при этом цепи Q.0Qt** и QoQjK 
равны. 
Покажем, 3T0 дерево Хусими порождает цепочку 
команд 2 ­ ( Я , , ... wm. ) . Пусть во время работы 
алгоритма на цепи Ч) множество S уменьшается t 
раз при значениях i:L; • О <е< < е г < . . . < с г $ m и пусть 
Сd — ­*,2.. ­ , ч.) множество, включающее при с * Ij 
удаленные, вершины и вершину G<^ . Вершины' удалялись 
при условии, что на вершине уже лежит кактус, 
изоморфный кактусу 6$) ( Д j ) . Обозначим Е о * **) и 
для каждого j * А, 2, . . . , ч. из цепи создадим 
новую цель Ej , замещая каждую дугу в Е j _ ч , 
идущую по кактусу Ggjf^j) ,_на соответствующую дугу 
изоморфного кактуса. Значит Ej = £j .< и дуги цепи Ej 
до I: ­той дуги включительно идут ik> графу GafS(Lj)/ . 
Граф б$)(5(ч>) подграф графа G5) ( S(m)) , который 
содержит также все дуги ^ J <J > Ч ) из цепи 90 , 
поэтому цепь £ х ( Ё­,­­.= = # ) идет по дугам графа 
То, что граф Х(Й) = Gj)( S(m)) моделирует граф а в ­
томата (X очевидно_следует из того, что граф Q^)(SCm)) 
моделирует подграф G^(S(^^) графа автомата £Н . 
Определим множество X , которое состоит из гра­
фов X(9i) получаемых алгоритмом, по всем конечным ц е ­
пям Q по графу автомата СЧ , исходящим из вершины, 
помеченной начальным состоянием. Покажем, что X конеч­
ное множество, если одинаковыми считать изоморфные графы 
с выделенной вершиной 0 о • Для этого достаточно пока­
зать , что разных кактусов, получаемых алгоритмом, конечное 
число. 
Уровнем простого цикла в кактусе с выделенной верши­
ной А,где А принадлежит ровно одному простому циклу, на­
зовем количество дуг простой цепи по кактусному дереву 
кактуса из корневой вершины, прообраз которой ­ простой 
цикл содержит А, к вершине, прообраз которой ­ данный 
простой цикл. 
Обозначим Н k f К »О V множество кактусов с выделен­
ной вершиной, сопоставимых с автоматом СЧ , что I ) 
кактусы из И к состоят из простых циклов по графу 
автомата O l ; 2) если для каждого кактуса G из 
Н к и узловой вершины В в нем рассмотрим множество 
подкактусов кактуса G , лежащих на вершине B t то сре­
ди них нет двух изоморфных какчусов С выделенной вершиной 
В; 3 ) простые циклы*кактуса находятся не далее К ­го 
уровня. 
Тахим образом, множество ^ о состоит из всевоз­
можных пар ( G, А) , где G ­ простой цикл по графу 
автомата Qi. и А­вершина этого цикла. Элемент множест­
ва Н к ( •< * О мы получим из любого элемента множест­
ва Н 0 ­ пары ( G„> А„) , к любой вершине А , в цикле 
GQ (А, ^ А 0 ) присоединением любого количества (включая 
ноль) разных кактусов G с выделенной вершиной А, где 
пера (G, А) ­ элемент множества и вершины 
А и A« помечены одним и тем же состоянием автомата 
(Н. , и присоединение происходит путем совмещения вер­
шины А, кактуса G c с вершиной А кактуса G 
Покажем, что для каждого дерева Хусими из X 
любой кактус в X(JÖ) ­ это элемент множества, Нк при 
К - I CHI . Во­первых, множество простых циклов в графах 
из И к ограничено. Пусть с. S (>ъ) множество вершин 
какого­то простого цикла в графе X('ß) . Из утвержде­
ния 2 следует, что простому циклу Ga(_S< ) в графе 
**Х ( 9 ) соответствует простой цикл G|i (S , ) в графе_ав­
томата СН , идущего по вершинам из множеству S , . 
Во­вторых, заметим, что количество вершин цепи Q c Qi , 
равное числу классов эквивалентности в множестье_ S P ( t ) 
(утверждение 3 ) , совпадает с объемом множества ( ^ ) . Но 
5 подмножество множества состояний автомата СЧ. и 
I S I ^ I (X I • ^° утверждения I следует, что для каждого С 
Ос € Б( т.) количество вершин цепи 0ои.с не 
превосходит | СН. | 
Множество разных деревьев Хусими, получаемых из ц е ­
пей по графу автомата СЧ , конечно, что следует из 
ограниченности несущего дерева ­ цепи (2<>Ст. и из то ­
г о , что на каждой вершине несущего дерева может находиться 
не более чем ограниченное число кактусов из множества 
Используя результаты лемм мы можем доказать следую­
щую теорему. 
ТЕОРЕМА. Для каждого языка И , принимаемого П -
ленточным 1­КНА, множества ц / С М ) , ц / ^ М ) , > у Т ^ я в ­
ляются полулинейными. 
ДОКАЗАТЕЛЬСТВО. Пусть СЧ ­это 1­КНА, который при­
нимает язык М . Из леммы 3.2 следует, что автомату СЧ. 
соответствует строго эквивалентный автомат СН. , граф 
которого ­ это дерево Хусими. Из леммы 3 .1 следует, что 
у принимаемого автоматом СЧ' языка 14^ множества 
ц/'(М), у^М)> ^ "'С^О ­ это полулинейные множества. • 
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0 РАСПОЗНАВАНИИ ­ЯЗЫКОВ 
АВТОМАТАМИ С МАГАЗДОНОЯ ПАМЯТЬЮ 
Д.Я.ТаЙминя 
ЛГУ им.П.Стучки 
Известна следующая теорема (см. например Г1] ) : 
ТЕОРЕМ I . [ 1 } Если язык над алфавитом из одной, 
буквы распознаваем односторонним автоматом с магазинной 
памятью, то этот язык является регулярным, т . е . распозна­
ваем конечным автоматом. 
Цель настоящей статьи ­ доказать аналогичную теорему 
для ы ­языков ( т . е . языков ч состоящих из слов бесконеч­
ной длины). 
Конечным детерминированкнм автоматом й называется 
пятерка (У , & > С Г , ц,в , Р ) , где I ­ входной алфавит 
(непустое конечное множество), О, ­ конечное, непустое 
множество внутренних состояний, сГ ­функция переходов 
(отображение из 0 . * £ в О. ) , <^е с О. ­ начальное 
состояние, р е в . ­ множество принимающих состояний. 
Говорят, что автомат Я принимает слово, если, окончив 
работу над словом хг , автомат попадает в принимающее 
состояние г } . А е Р . Говорят, что автомат Д отвер­
гает слово ос , если, окончив работу над словом ос , 
автомат попадает в отвергающее состояние с^х. ф Р 
Говорят, что автомат А распознаёт язык I. , если А 
принимает осе слова из I. и только эти слова. 
Функционирование автомата А происходит строго д е ­
термлнированно: в каждом такте следующее состояние полностью 
определяется воспринимаемым символом и текущим состоянием. 
Гели допустить возможность выбора следующего состояния, 
т . е . функция переходов сТ неоднозначна, то имеем дело 
с так называемым недетерминированным автоматом Д' . Го­
ворят, что недетерминированный автомат Я ' принимает 
слово от , если существует по крайней мере одна после­
дозательность допустимых выборов состояний, при которой 
считывание слова завершается в принимающем состоянии 
фо, е Р . Автомат А' отвергает слово, если т а ­
кой последовательности допустимых наборов состояний не 
существует. 
Конечный детерминированный со ­автомат ОС таи 
хе как и автомат й имеет конечный входной алфавит 
£ , множество внутренних состояний О. , функцию 
переходов сГ , начальное состояние с\„ . Множество 
всех подмножеств состояний . со ­автомата обозначим 
через У . В выделено подмножество @"е У , назы­
ваемое множеством принимающих подмножеств. 
Пусть при работе со ­автомата ОС над некото­
рым си ­словом ж некоторые внутренние состояния 
Щ'чгЯ'ч »••• > 3 повторяются бесконечно много р а з , 
а остальные ­ не более чем конечное число р а з . Тогда мно­
жество ТУ = {<С1Л » < З . С 1 , , . . . , ^ т 1 н а э ь в а е т с я предельным мно­
жеством состояний со ­автомата ОС при работе над 
X . Говорят, Что ОС принимает ос , если предель­
ное множество 7Г принадлежит <5* . Говорят, что ОС 
распознаёт со ­язык £ , если ОС принимает все 
со ­слова из *6 и только эти со ­слова. 
Детерминированным автоматом с магазинной памятью на­
зывается семерка М = >>~><4",Хаь<и>^^ г А е л " 
множество внутренних состояний (конечное, непустое), Е ­
входной алфавит (конечное, непустое множество), Г ­мно­
жество символов магазинной памяти (конечное, непустое), 
еГ ­ отображение множества Л * ( 1 1 / { Х } ) х Г в 
множество всех конечных подмножеств множества & * Г * , 
<£о С О. ­ начальное состояние, 2 а ­ маркер магазин­
ной памяти, р £ & ­ множество финальных состояний. 
Множество финальных состояний разделяется на принимающие 
и отвергающие состояния. Автомат заканчивает работу, если 
он попадает в финальное состояние. Автомат с магазинной 
памятью принимает слово х , если финальное состояние 
является принимающим, и отвергает слово ос , если фи­
нальное состояние является отвергающим состоянием. 
Автомат, находясь в каком­либо состоянии, читает 
букву из входной ленты или Л я самый правый символ 
магазинной памяти является 7. € Г . Элементарным шагом 
работы автомата является следующее: автомат переходит в 
другое внутреннее состояние, стирает считанную букву или 
Я , стирает символ X на ленте магазинной памяти и 
записывает произвольную последовательность (быть может, 
пустую) на ленте магазинной памяти, начиная с ячейки, в 
которой был записан символ Я, . 
Если функция переходов & неоднозначна, то имеем 
дело с так называемым недетерминированным автоматом с ма­
газинной помятью. Недетерминированный автомат с магазинной 
памятью принимает слово X , если существует такая по­
следовательность допустимых выборов внутренних состояний, 
\ что автомат считав слово х попадает в принимающее с о ­
стояние, и отвергает слово ос в противном случае. 
Детерминированный со ­автомат с магазинной памятью 
отличается от такого же автомата для обработки конечных 
слов лишь тем, что вместо множества Р финальных со ­
стояний для автомата определено множество ®" приникаю­
щих подмножеств ( & £ У , где & ­ множество всех 
подмножеств внутренних состояний со ­автомата с мага­
зинной памятью). 
При попытке сформулировать аналог теоремы I , возни­
кает следующее затруднение. Слов в алфавите из одной буквы 
бесконечно много. Они друг от друга о.лииаются длиной сло­
в а . В однобухэенном алфавите возможно только одно со ­
слово. Поэтому прямой аналог упомянутой теоремы малосодер­
Оателен. Будет доказана следующая 
ТЕОШ/А 2 . Пусть со ­язык к над алфавитом {0,л\ 
таков, что буква I в СО ­словах из (­ появляется не 
более одного р а з а . Тогда из распознаваемости I недетер­
минированным автоматом с магазинной памятью следует р а с ­
познаваемость и конечным автоматом. 
Перед доказательством этой теоремы введем несколысо 
обозначений и докажем две леммы. Рассмотрим произвольный 
язык I. конечных слов над конечны.! алфавитом X 
Зафиксируем букву а а* £ , обозначим I ' з 2 и { а. $. 
Образуем ы ­язык Ь ы над алфавитом Г 
1 0 : ( з с а " I х е 1 1. 
ЛЕММА 3 . Язык I. (конечных слов) распознаваем детер­
минированным автоматом с магазинной памятью тогда и толь­
ко тогда, когда язык (_« (со­слов) распознаваем детерми­
нированным со­автоматом с магазинной памятью. 
ДОКАЗАТЕЛЬСТВО. Легко видеть, что из распознаваемости 
автоматом с магазинной памятью языка I следует и рас­
познаваемость языка (_ ы и автоматом с магазинной па­
мятью. 
Докажем, что из распознаваемости языка 1 . ы со ­
автоматом с магазинной памятью следует распознаваемость 
языка I. автоматом с магазинной памятью. 
По со ­автомату с магазинной памятью М о , рас­
познающему язык 1.<о , построим автомат с магазинной па ­
мятью М , распознающий язык (. . 
Для моделирования нам понадобится дополнительная ин­
формация о каждой тройке Я С яI > эс(€) , 9.^) , где 
ц,1 ­ внутреннее состояние автомата, х (И ­ обозревае­
мая буква на входной ленте, 2 / ­ обозреваемая буква в 
магазинной памяти, дано следующее: а) если х(1) $ а. и 
автомат Мы при выходе из тройки Я) будет работать 
бесконечно долго, больше не читая букв из входного, слова, 
то м<о будет принимать или отвергать входное слово; 
б) если х К) = а , то возможны два случая: I ) автомат 
М ы больше не будет заходить левее X / на ленте ма­
газинной памяти, в этом случае известно, будет ли М<о 
входное слово принимать или отвергать, 2) если автомат М и 
при дальнейшей работе будет заходить левее в магазин­
ной памяти, то известно, в каком внутреннем состоянии о / 
это будет. 
Эта дополнительная информация конечная, не зависящая 
от входного слова, и она задана равномерной таблицей для 
всех входных слов. 
Рассмотрим автомат М , который будет моделировать 
работу автомата М и . Автомат М , читая начальный 
фрагмент х со ­слова ос<ХШ Сгде x*¡ Z*) , выпол­
няет те же самые действия, что и автомат М со , учи­
тывая в каждый момент времени дополнительную информацию 
о соответствующей тройке £ . Бели из дополнительной 
информации следует, что автомат Мь» продолжит работу 
бесконечно долго, не читая новую букву из входной ленты 
(случай а) ) то моделирующий автомат на атом месте о с ­
танавливается и выдает такой же результат , как и автомат 
M w , т . е . принимает или отвергает входное слово. 
Если из дополнительной информации следует, что авто­
мат MGJ продолжает считывать буквы с входной ленты, то 
продолжаем ^моделирование, пока М « не прочтет эту бук­
ву. Когда с входной ленты автомат М « первый раз счи­
тываем букву а , к е р о х о г ч м к .iaкдочнтеяькоъу этапу ноде­
лирсвакия. Если автомат M<j продолжает считывание 
букв а на входной ленте , то наш автомат М рабо­
тает без чтения новых символов на входной ленте и исполь­
зует дополнительную информацию о соответствующей тройке 
Я . Если из дополнительной информации следует, что, про­
должая работу бесконечно долго, левее соответствующего 
символа X/ из тройки S) , автомат M«j на ленте мага­
зинной памяти заходить не будет, то i оделирующий автомат 
выдает такой же результат, как и автомат M w , т . е . 
принимает или отвергает входное слово. Если автомат M w 
Сбудет возвращаться к символу^ то Зудсн пред ;л гать ^ с о л и р о ­
вать автомат M w после момента возврата. Если автомат 
Mto будет заходить левее символа X/ а состоянии t\', 
то моделирующий автомат использует дополнительную информа­
цию о новой тройке ( q / , a ,Х) 
Так моделирующий автомат либо прочтет всю запись на 
ленте магазинной памяти, либо достигнет какого­то символа, 
левее которого продвигаться не будет. В любом случае пос­
ле конечного числа шагов автомат М останавливается 
и выдает результат. Лемма доказана. 
ЛЕША 4 . Язык L (конечных слов) принимается не­
детерминированным автоматом с магазинной памятью тогда 
и только тогда, когда язык L ш (со ­слов) принимается 
недетерминированным со ­автоматом с магазинной памятью. 
ДОКАЗАТЕЛЬСТВО отличается от доказательства леммы 3 
лишь следующим. Яри определении дополнительной информации 
о тройках JB ( ч± ', х (С), Xj) вместо реакции из ­ а в ­
томата указывается множество всех возможных реакций. При 
моделировании данного со ­автомата недетерминированный 
автомат М выбирает одну их этих реакций. 
ДОКАЗАТЕЛЬСТВО ТЕОРЕМЫ 2 вытекает из леммы 4 и теоре­
мы I . 
ПРЕДЛОЖЕНИЕ 5 . Существует такой со ­язык в алфави­
те {О, f J , каждое со ­слово которого содержит не бо­
лее двух символов 4 , и который распознаваем детерми­
нированным со ­автоматом с магазинной памятью, но не 
распознаваем конечным со ­автоматом. 
ДОКАЗАТЕЛЬСТВО. Легко видеть, что этим свойством об­
ладает язык {О*Л О*"л о ° ° з . 
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о числе состояниа ЮНЕЧНЮС АВТОМАТОВ, 
РАОЮЗКАСЩЮ: РАВЕНСТВО со­СЛОВ 
Д.Я.Тайминя 
ЛГУ им.П.Стучки 
В настоящей статье pe t a пойдет об оценке необходимого 
к достаточного числа состояний конечных автоматов, распо­
знающих равенство со ­слов , т . е . бесконечно длинных слов, 
с о с т о я ! ^ из букв конечного алфавита. 
Конечным автоматом Я называется пятерка ( Z.Q. , <Г, 
о,,,,F ) , где Z ­ входной алфавит (непустое, конечное мно­
жество), (X ­ конечное, непустое множество внутренних с о с ­
тояний, 6 ­ функция переходов (отображение а * £ в а ) , 
«jo ­ начальное состояние, F e й ­ множество финальных 
состояний. Множество всех входных слов, каждое из которых 
перевидит с\.0 в какое­либо финальное состояние cj,c F , 
называется языком, представляе.:ым автоматом Д . 
Конечный со ­автомат ОС так же как и автомат А 
имеет конечный входной алфавит £ , множество внутренних 
состояний d , функцию переходов & , начальное состояние 
q,«>. 
Множество всех подмножеств состояний со ­автомата ОС 
обозначим через Ir* . В *¡r выделено подмножество (§*£ , н а ­
зываемое множеством финальных подмножеств. 
Пусть при работе со ­автомата ОС над некоторым со ­
словом эс некоторые внутренние состояния q, 1г> — >Я<%] 
повторяются бесконечно много р а з , а остальные ­ не более, 
чем конечное число р а з . Тогда множество У * <Vi\\ 
называется предельным множеством состояний со ­евтомата ОС 
при работе над х • Говорят, что ОС принимает X , если 
предельное множество 7? принадлежит <§" . Говорят, что ОС 
распознает язык «б , если ОС принимает все со ­слова из 
£ и только эти с о ­ с л о в а . 
Будем сравнивать число состояний конечных автоматов 
и конечных со ­автокатов при распознавайте равенства с л о в . 
Нсззт пок&а'тьей, чтс тлело состояв :ГЙ в сбоях случаях должно 
быть приблизительно одинаковым, ко однако это не так ­ о т ­
личие нояет быть экспоненциальное. Точнее дата каждого кеШ 
рассмотряи яэнк 1%: 1-к = 1у2.у I у е £ 0 , * ] * ] 
и <о ­язык М * ; 
М« = { У« Л у г 2 у э 2 ­ А » . I ( ^ л Х у а ^ У п ч ) А(*0(Ч„€{о,*]*3. 
ПРЕДЛОЖЕНИЕ I . Дчя рэеполявванпа вэнка 1Л конечным 
автоматом необходимо не мгкее 2 К состоянии. 
ДОКАЗАТЕЛЬСТВО очйвлдяо. 
ТЕОРЕУА 2 . Для распознавания язака М*. конечным ш-
авто;.?атом достаточно 2к+2 СОСТОЯНИЙ. 
' ДОКАЗАТЕЛЬСТВО. Докэзстельстзо этореун опирается не 
то, что обычный конечный автомат каезт пашп­шакцие я отзео­
гакцие состояния, я для ш ­"37о:.­этэ определяется ияоггества 
пркяииэюдах и отвергавших состоянии. 
Вага а>­автомат лиеат состояния йЛгЯ-Х . '••><£* > йЛ» 
Ч>1 ,...,Я*к уЯа. ,Я-к • Лг.т­.­зг 01 работает следу­цим 
образом: когда чзчниаотся яощ'\ ррагнепт , тогда после 
прочтения перзе;! буквы зрагмэнга (обозначая­ ее (4)} а з ­
тойзт 01 песеходят з состояние ви?.?*« после прочтения. 
чтороИ букзы шря1*яент$ автомат пеочпттт в состояние 
и т . д . Пчеле проттеняя к­тоП буква автомат п»рвхзд'::г з 
состояние ^ к * ' * 0 • Зслк в йЗ*0«­ЛЯбО лз оостолнлй <{,1 
( 4 * автомат прочитает ¿, то ээтомат переходят в 
СОСТОЯЯИ0 Ц,\ . ?О.ТТ Я СОСТОЯНИЯ С {^| ИЛИ ф £ 8ГТ0МЗЯ 
прочитает 0 яля I , тогда автемзт перехоягс в сдаяГоянке Я х-
Если з состояния ( £ ы яка сс\ . э ­ т е в т пропитает ? , то а з ­
тога? переходят в состояние . Ясли з ооох­ояяяя е р а 
или <11 автомат протнтзчт 2, ­тогда автомат переходит з с о с ­
тояние Если в состояния <£ л автомат'прочптээт 0 и.тп 
I , та аг.тоязт дадьгае работает кап в начальной состоя!!"':: о^. 
Если в состоят?:: %\ э"?о!.:?т .прот/таат вое та вне ч?о, то 
автомат остается в это"! зе состоянии. ВрвияйавззйЯ б^дут 
все та «аожеетва состоянии а.чтэката 01 , гат"т ; , с сода?­ат 
<$,Л , не соаерта? Ц.\ и из кэ.­дой дарн есстолни: я1,Я-\ 
содертэт розно одно состояний,. 
логуетт»:?, что (о ­ е л е ю у* . . . А и ^ А . . . . ; г 
иадлехвт языку М к , т . е . вое чпогмен­ты »1 \ШЗХ длин,­
о 
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к и, начиная с некоторого места л . , все щ , £> п. равны. 
Рассмотрим, как автомат ОС будет принимать это слово 
Начиная с некоторого фрагмента Уи, , внутренние состо­
Я? ><?­г < "чЯк > Ч?а. повторяются беско­
нечно к­.юго раз (по одному р а з у в каждом фрагменте «/£ ) , 
внутренние состояния с\,*л1*> >Ях> « ^ к 7 * 5 > Яч. 
не появляются ни одного р а з а . Такое множество бесконечно 
много раз повторяющихся состояний по определению является 
принимающим. 
Допустим, что со- слово </4 Л у г Д . . . X цк% ... не при­
наллехшт языку Мк . В этом случае есть несколько возмож­
ностей. Во­первых, мо^ет быть, что длина какого­то фрагмен­
та ус отлична от к . В этом случае со ­автомат при чтении 
со ­слова попадает в состояние , из которого больше 
нивогда не будет выходить. Но каждое множество состояний, 
содержащее с\к , является отвергающим. 
Во­вторых, возможно, что все подслова имеют длину 
к , но неверно утверждение, что начиная с некоторого к 
все Чц равны. Это означает, что существует такое у , 
А(^4 к . т о в подсловах у с , 1>п бесконечно много 
раз встречаются как (,/) * о , так и у> £ р = 4 . 
Из этого следует, что бесконечно много рая появляются внут­
ренние состояния с£ и с£у , но все множества внутренних 
состояний,которое содержат эти состояния одновременно, я в ­
ляются отвергающими. Теорема доказана. 
Сравнение предлзжения I и теоремы 2 показывает, что 
число состояний еще не достаточно характеризует сложность . 
автомата. Зле надо учитывать сложность множества принимаю­
щих состояний. Полученный эффект как раз опирается на т о , 
что само множество состояний может быть даже очень слож­
ным по сравнению с числом состояний. 
С другой стороны, сравнение полученных двух веэульта­
тов показывает, что доказательство нижних оценок числа сос­
тоявдй (о ­автомата отнюдь не тривиальная задача, которая 
бы автоматически решалась применением техники доказатель­
ства нижних оценок числа состояний обыкновенных конечных 
автоматов. Докажем нитаюга оценку числа состояний конечных 
со ­автоматов, распознающих язык М < , 
ТНЗРЕМА 3 . Каждый конечный со ­автомат, который р а с ­
познает язык Мк, имеет не менее, чем к состояний. 
ДОКАЗАТЕЛЬСТВО. Допустим от противного, что существу­
е т такое к и такой конечный ш ­автомат, который распо­
знает язык Мк с менее, чем к состояниями. Рассмотрим 
входное слово «/« з. у г А . . . Д у* £ . . . , у которого все 
у; = Ок • Это слово принадлежит языку мк . Автомат прини­
мает слово. Это означает, что начиная с некоторого места, 
все те состояния, которые со ­автомат прин:мает конечное 
число р а з , автомат уже больше не будет принимать. Это под­
слово обозначим через у 5 . Так как подслое уг бесконечно 
много, но число состояний конечно, то существует бесконеч­
ная последовательность этих подслое 1 ОД 3 (без ущерба для 
общности можно считать, что все £/ >5 ) , чтение которых 
наш фиксированный автомат всегда начинает в одном к том же 
входном состоянии. Так как число состояний со ­автомата 
меньше к , то со ­автомат, читая полслове у£ 4 , будет 
принимать некоторое состояние повторно, т . е . существует 
внутреннее состояние ц,„ , в которое со ­автомат прихо­
дит после чтения буквы у ц и') ж усл(1") (1">б'). 
Заметим, что если мы удлиним любое из у£,­ на 
нулей, то наш со ­автомат не заметит подмены к закончит 
чтение поде лов а у С/ в том же внутреннем состоянии. 
Наряду с ш­словом у 4 X */г Д, . . . Х у < л . 4 . . . рассмотрим 
и другое со ­слово, в котором «/£«, у £ 3 , у ; л , . . . удли­
нены на С"- С' цулвй. Это со ­олово на принадлежит со ­язы­
ку Мк , так как ке выполняется условие о длине фрагментов 
У£ • С другой стороны, наш со ­автомат попадает в то же 
самое множество бесконечно много раз повторяющихся состоя­
ний как и при чтении первого со ­слова. А это значит : что 
со ­автомат принимает и второе со ­слово , не принадлежащее 
языку М в . Это приводит к противоречию. Теорема доказана. 
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^ : А ­ » В ­ отображение множества А в множестве В 5 
( * 1 . . . . , 1 ^ ( А 1 , . . . , А ^ ­ * ( В 1 , . . . , Б п ) ­ ^ : А д ­ » В 1 > . . . , | п : А п — В*; 
в частности, если А 1 ж 4 . =А„ г А , то пишем(<Ь>­. ЛпГА­*^, . . .^ . 
­ отображение обратное ^ » *?|А' ­ ограничение «^  
на А' » 1А1 ­ мощность множества А • 
Под понятием "автомат" веадТе понимается упорядочен­
ная пятерка <А,В,0 . ,Г ) ^) » А,В,0­ ~ произвольные к о ­
нечные непустые множества, а (Г,}):0,*А —»(й,Б>) . Ради 
удобства под (Л повсюду понимается автомат < А , В Д , Г , , под 
Логические связки ­ это V (или), Л (и) , ==* 
( в л е ч ё т ) , * * (тогда и только тогда, когда) , V ­ (для всех) , 
3 (существует). 
Симбол ^ заменяет словесный оборот "есть по опреде­
лению"; так, если ^ , ­ отображения, то 
«р^(х)^ (^1}»(Х)), ­ 1 « ; | 3 х ^(Е ) ­^3. 
Слова "множество" и "алфавит" употребляются как с и ­
нонимы. А* ­ мнояэство всех слов алфавита А, включая и 
пустое слово. 
ТГТп 1к,к*1,...,п} ; но если I ­ индекс, то вапись 
'с Я^п означает, что I пробегает все значения множества Ь,п • 
в {(а) ­ число символов (букв) в слове а> ; 
(и,= и ­ 1 . . . а п Л £7п К а 0 " 1 ) * » 
а ^ О Д ^ Ч ^ { ?> в С Я И а ^ 0 " ' 1 1 , если 
( а ­ а в . . . а ь Л ¥*-07й { а * с 6 , 1 » = » 
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Оп ­ слово на п нулей. 
Гх1 ­ наибольшее целое число, меньшее иди равное х . 
Знак а в тексте отмечает начало доказательства, а 
знак и' ­ его окончание. 
О п р е д е л е н и е . Будем говорить, что (А модели­
рует <# посредством (^,^РС) - в символической записи 
(Ку&Ц.^Х) , если: 
<си)л.(Д(я,и.),ж}* ^ ( П ж С ^ . ^ М ^ ) 
для всех хОС, * € 2 , а е Х * . 
Условимся, что Д(ь,и)*» К , если а ­ пустое слово. 
Отметим, что условие (О) фактически позволяет опре­
делить ^ на множестве X . В таком случав (С1\ служит пра­
вилом доопределения \ф на X * • 
Далее , если 0 ( > и д:В*—*У такое, что 
ЗИй.'УОС»"'!|Э(а,<{Ш , то . Л * * ^ , * ) . Имея ввиду, 
ЧТО О,, X ­ конечные множества, получаем ­ •йСО.^ СХЙ ­ ко­
нечное множество. Это показывает, что определение моделиро­
вания финитно. Иными словами ­ отображение $ необходимо 
определить только на лКИ^ОСЙ , т . е . на конечном множестве, 
для остальных слов алфавита. В отображение доопределяется 
произвольно. 
О п р е д е л е н и е . Условимся говорить, что (Л 
моделирует <& (в символической вал иск (Л>&), если существуют 
такие Л , что А Если кроме того тал 1^(х)«£ 
то будем говорить, чтоСК моделируете со словами длины Г 
(символически ­ СЛ. ) . ­ ' 
(Л. называется (п_,9) ­автоматом, если 1А1»Г(>1 
• 1 Ы " 9 > 1 . Класс всех (о^в) ­автоматов обозначается 
череэ 1 к в . 
В Ц ] рассмотрен следующий частный случай моделиро­
вания. 
О п р е д е л е н а е. Говорят, что сЛ t ­модели­
рует А (символически ­ (A s> $з ) , если существуют такие 
Н,1>. * ) ' < X , Y . Z ) ­ ( A \ B ¡ * , f t ) , « о : 
a) vj¿ ­ инъекция; 
(Ш *Д(*,*)­Г<*(*.),«|<»3!>, Y*<*.*)­­u(*l*),f<*)) 
для всех (Л,а0б2*Х. 
Если кроме того moAl»f(r)­l* , то говорят, что Л 
i ­моделирует & во словами длиной I* (символически ­ (А ъ <ft ) . 
Доказано С i ] , что существует такой ­автомат 
^ , для которого справедливо следующее предложение; если 
(K*á¡ w (А является , 8 ) ­ автоматом, то 
^ Г Ч ^ Т Ю М Ы . (1) 
Естественно встает вопрос; 
Справедлива ля оценка (1) в общем случав? 
Предложение 1 дает отрицательный ответ, зато предложе­
ние 2 показывает, чТо для малых $ , j даже в общем случав 
оценка (1) верна. 
Ив предложения 6 видно, если изменить понятие модели­
рования, то удается улучшить оценку ( 1 ) . 
Введена мера сложности для класса <1Д , даны первые 
оценки сложности. Предложения 3 , 4 , 5 дают точные вкачения О 
сложностей для классов , Л^. , соответственно. 
Интерпретация понятия моделирования • * 
Введенное понятие моделирования согласовано оо схе­
мой:, кодирующее устройство ­ моделирующий автомат ­ декоди­
рующее устройство (рис. 1 ) . Поясним подробнее схему •fcw ­
сл. ­ т ^ ь . Если на вход кодирующего устройства Уси подается 
буква c ¿ X » *о перерабатывает * а. олово <f(x)€ А* • Да­
лее, устройство (автомат) (А слово <|(*) переводит в w e b * » 
а, наконец, декодирующее устройство Ъ выдает символ 
(К < —^  п 1* 
Рис. 1. 4 ^ ­ кодирующее устройство; СЛ ­ модели­
рующий автомат; ^ ­ декодирующее устройство. 
Пусть ¥с*1,п «£,^ Х « автоматов, находясь а состо­
янии.я, перерабатывает слово х * . . . х п в слово и ^ . . . <^п . 
Тогда устройство ^ 1 ­ (Л. ­ ^ после установления (Л. в 
состояние %<й) преобразует также слово & £ . д^ , , в слово 
Прямая связь между и Ти^ (рис. 1) указывает на 
необходимость информации для устройства кдг, о длине слов 
^(х^ . Это иллюстрирует следующий пример: Д *»В ** ИЙ, 
Определяя ^ х ^ ^ * » О, ^Х»,)*. »£(и^«»00, ^ 
получаем, что <Л ><6 . 
Слово 00 расшифровывается двояко: 
0 0 ­ ^ ( ^ 1 0 0 ­ ^ ( . Ц д ) ^ ) . 
По своему замыслу устройство <А-%^ должно 
t ­моделировать & , но после подачи буквы на вход "5^ , 
если не имеется прямой связи между ^ и ^ , устройство 
^ не в состоянии работать. 
Итак, если дано слово х 1 . „ х п , то всегда имеется 
возможность сконструировать слово ^«^. . .^(*гЛ • Автомат СЛ. 
слово ^*1)...^(*и) также всегда перерабатывает в слово 
> н о Далее это слово однозначно переработать в 
4/(\лг) е У . Кроме того, воли автомат <£> находясь в состо­
янии » , букву X перерабатывает в ^ , то устройство 
"^ 1 ­ СД. ­ ­, ^ букву х тоже перерабатывает в ^ , если 
только (А находится в состоянии х(к,) . Отметим, что рабо­
та устройств ^1., 1 ^ не зависит от состояния у. (а), в кото­
ром установлено устройство СЛ. . 
j/(wi).. . $(w„) , если не известны длины слов >?0bi\...,*iUn\ 
не всегда удается.Ситуацию "не спасает" и задание числап . 
Тдк, в данном примере ООО­ ^ H y i ) ^ * ) ­ "К*рЧ*<р­
Отметим следующий результат [ 1 ] : 
Значит, существуют такие отображения ^, ф, * , что 
£л> cè(­f,*|j,70 . Доказывая в [1 ] этот факт, отобрахвние ^ 
строится так, чтобы V x e X l^i.*)*»* » т . е . в схеме i ^ ­ d l ­ i ^ 
прямая связь между и \ ^ излишня. Более того, доказывая 
( I 1 ) , построен автомат «fr [1] так, чтобы 
Мы видим, что существуют такие автоматы для которых 
в схеме ^ ­ с Л ­ ^ г . Срис. 1) прямая связь между ^ и ^ 
при t ­моделировании не нужна. 
Далее,рассматривая доказательство предложения ^уви­
дим, что там тоже прямая связь между ^ « 1 ^ не нужна. 
Оценка длины слова 
П р е д л о ж е н и е 1 . k 
V i r e tf* 1 сЛе $1 U > l Л n > i = ь сЛ * * > . 
• Ограничимся конструкцией отображений f , f и опре­
делерисм подходящего автомата (А • 
Пусть Y ­ W t l W , 
2 ­ t x J O ^ ô T m î ^ A . ' B * ОД. 
•P(*i)*5 <Ц,... 0 n " 1 . , где «s!*, е ОД к определены, 
исходя из равенства I ­ С ад. Я*. 
Воя дальнейшая трудность состоит в том, что 
если у « о * 
' J Lu. в остальных случаях; 
где С , : У \ Ц о } ­ . В * 4 u Y \ l ^ î ­ » B * V ­ Y — Б* 
W ­ l o ^ l . H ­ t . — l r f i . 
с э < ^ > " 0 1 f" • • Т о & > f s e *Д и определены из ра­
венств 
г ( < к ^ ^ I & > ' е с л и 3 * < < Ч ^ > - a i + i 
I. оДд в остальных случаях. 
О п р е д е л е н и е отображения ^ . 
(а,) Если 3 6'feM1(d.pīS4>?(t t f)­2.^t), где M t ­ мно­
жество нечетных чисел, то 
(¿1) Пусть 3 6 e M 0 ( d ŗ ī s ^ t * e y 2 . j ^ , где М 0 ­ мно­
жество четных чисел. 
. ( а ) « a . ( Ŗ t , * J f ij, Л А ( а с > * А » ) г u ^ V 
. (л.(*1,*оН 41 Л u ^ J ) ­ * 
(б) «Mfcj , х») ­ £,А . х ^ . ) ­ ^ 
(¿(,1) ^ ( ^ ­ , 1 ) ^ 0 во всех остальных случаях, а 
П р е д л о ж е н и е 2. 
О Пусть X l * ; | ļ - 0 ,*}; Y ' * * t y ; ļ i ­ 0 , Щ ; 
Z *• t »J ļ - 0,li»3 , где * ^ а ч ^ 1 4 
Отсюда следует, что 
V x Vij З а * ( » , * ) - ļ J . . (2) 
П р е д п о л о ж и м ^ ч т о 64 > & 0 f , $ , * ) A Зх1*(х>&. 
Тогда, имея вви,ау ( 2 ) , ¥¡,»0,1» i\v'*l Uw" l)-2iA 
Последнее условие противоречит факту, что £ ­ отображение; 
ведь в алфавите 0,1 существуют только 4 разные 
олова длин* 2 . 
Ч 
П р в д п о л о ж и и , что tx Ц{х)-Ъ ; тогда 
3 * 3 * ' (*• т *' Л тЧ*)­ рг 4 «уЫ». 
Имея ввиду (2), получаем: 
¥ ^ Зч* 1ч/ ( ^ Ь ^ Л ^ ) ­ ^ ' Л р ^ ­ р г ^ ' Х (3) 
ведь автомат работает так, что одинаковые буквы, находясь в 
одном и том же состоянии, перерабатывает в один и тот же р е ­
зультат. , , ' 
Пусть W в­[V|^­ГMpt 1>л¿•QJ яУкАч^1Л},!^Г1рг[*[)-
множества, содержащие только слова алфавита ОД длины 3 . 
Пусть 5<«])=и\еУ и содержит все ^ . Тогда У*УоиУ1, 
так как +хЦ<х)'Ъ , л,(аД^х)УЕз^а,^*."!) и выполняется ( 2 ) . 
Но Г ^ и Ц ^ Г У ! /потому найдутся такие ^еУ\У^ , что ^ . 
Отсюда видно, что пара условию (3) не удовлет­
воряет. Значит неверно, что т г !<|Кх)­3 . а 
Из предложения 1 заключаем, что З с Ч ^ ^ ъ 
0\ > §з . Но предложение 2 показывает, что аналогичный 
результат для автоматов класса неверен. 
Отсюда, если Т&«^Ц 3<д>5^ в (А £ & , то это ье 
означает, что 5 в ^ можно* менять местами. Более того , даже 
такой ослабленный результат не следует: 
В этой смысле параметры $ и | не входят симметрично. 
Сложность класс о*Ц . 
О п р е д е ' л е н в е . Под суммарной оложноотью а в ­ О 
томата <Ь понимаем число 
п(&)** пнл л^ц) , где 
й.« ^ А (Д >*(•»,$,*). 
Число п | % «Л А) будем называть суммарной 
сложностью класса 
Корректность определения вытекает на нижеследующих 
рассуждений. 
Так как * 
¥ 5 3 * 6 < Ц V * ¥и В Я М*,х)­у, (4) 
» 
т о n^> s r i a ^ f l . 
Иэ условия ( l 1 ) следует, что 
П р е д л о ж е н и е 3 . n ļ - l k . 5 
• Сперва построим такой автомат & € <L 5 , для ко­
торого n(3i) > Щ , а потом в пункте Clv) покажем, что 
Пусть X«»txA\ | ­ 0 > 1 : Y - t ^ l i ­ O / i ^ Z %U-
e Отсюда следует (2) и 
V x V x ' 4 ^ Y ^ ' ]R U ( f c , x > ^ A x t f c , x > ^ . (5) 
Ради удобства далее слово v будем называть кодом 
буквы * (^) длины I* , если «f(x)«v ( $ W V ļ$ и Kv> Г. 
(i) Пусть З х 3x' [ ^ ­ ^ A ^ a V ^ j J ^ г д а * i » 4 ~ 
буквы. 
Имея ввиду (2) и т о , что рг^Сх)» p t ^ C s t ) , получаем: 
должны существовать коды v 0 ) v b v 4 длины 2 соответственно для 
букв ļJg^i.Ut,; притом р г ^ - p^Vļ = P4Vj, • Таким обравом, 
ситуация (с) невозможна, ведь эти коды должны быть р а з ­
личными. 
' Заключаем: существуют не более двух букв алфавита х 
коды которых длины 2 . 
(41) Пусть 3я З х И ф ­ ^ А ц Л ^ * ) ­ A i A ^ j l ­ , 
ГДв Al.Aj^fj­ буКВЫ. 
Понятно, что (5) имеет место и для х , х . Отсюда: 
имеются минимум два кода буквы у 0 , один v£ длины 2, дру­
гой >vi длины 3 . Во так как р Ц ^ ­ pi.»,«fiэс!> , то т^­ртцЛ^ 1 . 
Условие (5) имеет место как для пары ( ^ ^ о ) , так и 
для пар (ф,^.) и . Пользуясь тем, что слов длины 3 
с началом v j равно 2, получаем 3 v f # V o Ш ф ­ Ь Л ^ у ^ ц Д 
Тоже имеет место для пар (",»,$>), ( ^ . " Д % > % \ 
Следовательно, не найдется такого слова У л длины 2 , чтобы 
$(v*)>Ņ* ; ведь слов длины 2 имеются ровно 4. 
Итак, ситуация (<Н) тоже невозможна. 
(4U) Пусть Зх° 3 х^ Ц(х*)­1 ? (к 1 )» Й Л 
Зх, 3«? i*? Л^)'1^)'1*^)-Ъ. 
Пользуясь (i.) , заключаем, что рЧчЧх") ф p t ^ U . . ) . Отсюда: 
З х 1 х! 3x u t р г ^ х ) = рг1^(.х!)= 
1 РЧjļfc$ Лt«?(х> ?, Л l t I * ) « l ­ f *" ) • 53. 
Далее, из (¿1) получаем, что >*Чх)«,ЦА.1,—» 
[ ķx)* «ц а 3 Л *?lx')­ <**£»Л&1. 
Теперь, согласно конструкции автомата ¿3 : 
T w € Y f c З й , [ Ц ^ э ^ С х С х ^ ­ р ^ Л (б) 
*') ­ p i j , w Л ж") ­ рг 5лл01 • 
потому для каждой тройки *ļ,yļr*£ найдутся такие кода 
v, v ' , v* , что 
pt 4 v = pt jv ' - p t ļV* , (7) 
pi^v '- pt A v", (8) 
Имея ввиду, 4To­y 0 ) yi ,^2, различные буквы, заключаем: 
для этих букв нужда, как минимум, 3 различных кода длины 2 . 
Значит, двое ив этих кодов различается ухв первыми буквами; 
ведь слов длины 2 только 4 . 
Понятно, что слова u^Ue^j, ^ i ^ ^ i . ^ ^ i т о х е удов­
летворяют условию ( б ) . Отсюда: для каждой буквы 4»,4j нужны 
как минимум два кода длины 3; иметь ввиду ( 7 ) . 
Далее, ^.^>%, ļ j i ^ fc» Ч^У­Ч,*. также удовлетворяют 
условию ( 6 ) . Оказывается, что предыдущие кода буквы ^ дли­
ны 3 вдесьне годятся. Действительно, по (7 ) ­ (9 ) заключаем, с 
что хода для 4i и %^ совпадают ­ противоречие. 
Следовательно, для этих трех слов надо использовать 
ещё как минимум 4 новые кода длины 3 . 
Остается рассмотреть слово j j o H t ^ • Аналогично 
предыдущему заключаем, что для буквы <ji нужен новый код дли­
ны 3 . Но ведь исполь8овано не менее 8 различных слов длины 
8 , чтобы построить вовне коды. Итак, для буквы <^ уже не 
имеется возможности построить новый код. Следовательно, 
ситуация (Cii) тоже невозможна, если все ас' равные. 
Теперь приступим непосредственно к оценке числа пЛ&). 
Имеем r>^*)»fii* • n a v п ч « п 5 , где все >"к , потому nOSr)» 10. 
Но из f¿) получается, что не более двух гц ,ай; значит 
В. свою очередь из ( t i l ) получается, что остальные трое 
Гц, не могут быть равны 3 . Остались следующие возмож­
ности: 2+2+3+3+4.14, или 2+3+3+3+3=14, T.e.,_n(*»)>­lU. 
(¿v) Далее предположим, что X 0.WJ; 
Y * í ^ | j ­ 0 , a l ; Z ­ U j j j ­ ^ ñ i ; (A,*)­Z*X— (2дЛ произвольные 
фиксированные отображения; А ­ В ­ 0 , 1 . 
Мы ограничимся конструкцией отображений и опре­
делением подходящего автомата Л , чтобы п(&)«1ц . 
Нижеследующее построение аналогично доказательству 
предложения 1. 
flx.)««000, <•(*!)•* ом, 
Y ( x ¿ M l , «f(«uWW0L 
С з : У ­ * В * / с ц : У ­ ^ Б \ ™ e 
Cjí^WOOO, C i í y ^ O O l j 
c 3 (u . )** loo , C j ^ h í o i , CjíijOMOOj 
С ц ^ * « 00, С ц{^)*=01, c J S j O ^ l Q . 
цч) ­ Í C U V ) > вел» 
•t l U 0 в остальных случаях. 
Q.M<j, | i-0,m A s - M M - 07*1. 
Г<<&, ,t) M r v , x * ) ­ •, 
ttcf ,0) í °> вслиХ­f Y o i ; 
^ • ° , U J U . е с л и А 1 « У 0 1 , 
где Л* * U t t u * ¿ . • X » * * » * . ^ . 
^ 11, если лЛ*г,г 4 ) ­ у». 
Уже теперь можно заметить два основных принципа: 
(а) е с л и А ^ У и » * о ^ ­ Й & Щ^^Х^ определяется 
исходя из Cj и , в противном случае ­ йэ с 3 ; 
(б) воли M Ä t . i j ) * ^ , *о ­Хс£о,*у1хчЙ определяется 
•сходя из Сд и ц, , в противной случае ­ из с } . 
I I b остальных случаях. 
Щл'Ь *•* \ р ^ л й ^ х Д е о л и А.(й; ,хО­ я «АХ^ о а ,0)­0; 
. I РЧ^хО^.хДесли 4 Ц « , 0 Ы . 
Г О , если А . ( 8 ­ , х к ) ­ и 1 ; 
** 1 1 » е с л и М ^ . х ^ т ^ Л и Д ^ . х ^ ц у , 
T P I t c ^ o \ , * 0 , E C J M МЧЛ^­Ц».'­
v i А ^ J r W f t i X * , e c i n X s Y i v , 
* |pijC«A(«i.«t\ если Л 1 « У < * ; 
Ipia с ^ О ^ х Д если Л 1 ­ Yoi­
v t (p*.4*toi,*0. если x ^ x ^ Y u . A ^ . O W O ; 
** W*.*<*i.4V, если х 1 » 1 , * > ^ К Н ч > ж , 0 ) ­ 0 ; . 
\pb ciMr4,*,i, если М ч А ^ ' ^ ^ ^ о о . О ­ 0 ; 
1р»*с л М^,хДеоли » ( o ^ . O ­ l . • 
П р е д л о ж е н и е ^ V J>i n^­^bp^^. 
d_ Пусть X­l«o ,* iJ , Y ­ ty i , . . .^ , Z*U.,...,»mV 
А»ВнОД an^riag^l . Пусть ^ ж ^ о Г , f t x ^ l d T 1 0 
Имея ввиду, что в алфавите 0,1 разных слов длины п 
равно 8Г>$ получаем, ч т о для каждого &*Y можно построить 
код < р ( ш ) ­ ^ . . Д в алфавите 0,1 , т . е . , ^ ­ инъекция. 
Д * Ц | 1 « 0 , т Ш < ^ , | 1 ­ 0 7 т A \ ­ l ; n ­ t A е.*0,11 
. i «­о*, если i ­n­ lA AUi,x*>­*g. 
^ р Л Ь р г ^ Ф х О ь л . х » ) . x ­
Отоюда видно, что <К ^ sbC<f,^,*) , где Vl­öTm *üO*» <f. • 
П р в д л о ж е н и в 5. п 5 »10. 
О Пользуясь (4), получаем, что т ж е Х Ц^х)>5 , где 
01* А.*, и Л > Л ^ , ^ , *) . В свою очередь из пред­
ложения 2 следует, что З х 1^(х)>Ь . Это означает, что 
Следупдая конструкция, схожая, по­существу, о доказа­
тельством предложения 1 показывает, что п\ г Ш. 
Пусть Х­1х 0 , х1 , х г , 3 ,У ­1о>, . . . ,й^» Z-lгt,...,гn>\, 
А ^ В **0,1; ^(*о)% ООО, ^( = с А ) ^ Ш ; ^ С х ^ ­ 0100­, 
СС1,Ц,СЛ):У — (В*, В", В " ) , где 
С»1ф) % о ^ а г , •=» о * сЦаои! и,,), и.^е 0,1; 
•УДО* Ос^щ)­, с 3 ^ > ­ 1 6 ^ 0 ; 
<* $ М * > . если 
у и в остальных случаях. 
^ Ч и Л ) " ptjCiMfcl.it»). 
Положив У1­?£т *(*1>»<£, можно убедится, что 
Моделирование с задержкой 
О п р е д е л е н и е . Будем говорить, что (Л. моде­
лирует & с задержкой посредством } , *Л ­ симводичео­
ки: СЧ » ^ г ( ^ , ^ , х ) , если: 
си) ш«о­1­*.*»­* 
л.1 Д(*,а) ,х)­ у ^ Г Ч * №,уия%*), 
д л я всех « . е А*, и,еХ*. х е Х , ж* г. 
Отметим, что тут также как и в ситуации моделирова­
ния отображения достаточно определять только на к о ­
нечных множествах. 
Введенное понятие согласовано со схемой: кодирующее 
устройство ­ моделирующий автомат ­ декодирующее устройство 
(рис . 2 ) . 
VI/ 
(К 
х а х 
4 
Рис. 2. моделирующее устройство; Л ­ модели­
рующий автомат; декодирующее устройство. 
Принцип работы схемы аналогичен списанной для рис. 1, 
только в данном случае не нужна верхняя связь , ведь Т х е Х 
1>И.Х)­1*. Кроме того, после подачи слова х а ещё надо по­
дать одну букву х' . Так, если автомат & слово х а пере­
рабатывает в слово ч\£ , то моделирующее устройство ' 
олово жц.»' перерабатывает в олово у' . Сле­
довательно, если отбросить у , то моделирующее устройство ^ 
выдает то же самое, что Аг . 
Подобно случаю моделирования мы будем употреблять 
вались (К»£т. \ 
П р е д л о ж е н и е 6 . ° 
З А « А Л5>1г 
, где 
о Пуоть У Ч ж с Ц . 0,5ЧЗ,У'СЦ1| 1»0Д­и, А'1он.\1'0,а­и, 
В ­ { Ь ; . | I ­ 0,9­1] упорядоченные множества, т . е . для каждого 
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элемента зафиксирован индекс I . Пусть 
* С Ц . * а а ^ 1 , тЧч«в Ьс%ч N , 4 ­ • ^ • о ь * Ч ' г ч ­ ^ 1 Г ^ , 
(С) О п р е д е л е н и е отображений 
Су^ если п ­ 1 * М < $ ЛНй1р1...$>1*>1; 
И?* ".^0 ** [ ц.0 в остальных случаях. 
О п р е д е л е н и е множества 0. . 
а* . г*укг«уу , где ( 2 «уу к * ж 1 и, ^  2 "У л к ­1д*л |­ а п* ­11 
Кроме тога, . „чГ ^ Ш * , Х ; \ л 1 а , * , р ,еоли 5; 
^1(&,ч), * если ¿+5. 
(£.11) О п р е д е л е н и е отображения Г . 
ц > , если Зз 4.­рц<|1*0> 
в противном случае. 
1(*»^ в противном случае; 
для всех к • &, Р . 
(IV) О п р е д е л е н и е отображения 3 . 
Пусть ^:У—»В* , где ^ ( ( ^ ­ ч ^ . * = • . . ­ ^ ^ ­ Э . 
Тогда № , 1 } 0 . * 4 РЧН4^*)'» * * * , ^ 0 ? " 4 Р * к ^ л 
Тем самым автомат (А. определен полностью. Прямая про­
верка дает: й . » ^ 1 ? , ^ , * ­ ) , где х л г . > * ( * , 1 £ , ) . в 
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О ПРОБЛЕМЕ ЭКВИВАЛЕНТНОСТИ ДООГОЛЕНТОЧШХ АВТОМАТОВ, 
ОДИН ИЗ КОТОРЫХ ПРОИЗВОЛЬНЫЙ 
А.А.Калис 
ВЦ ЛГУ им. П.Стучки 
т _ _ 
Как известно, одной из нерешенных проблем в теории_ 
автоматов является проблема эквивалентности многоленточ­
ных детерминирование, конечных автоматов [ О . 
Разрешимость проблемы эквивалентности для автомата с дву­
мя лентами была доказана в 1973 году Бердом [ 2 ] . Позже 
была доказана разрешимость проблемы включения, и еле до ­
вательно, эквивалентности для автоматов, каждое состояние 
которых содержится не более чем в одном цикле [ з ] . Близкие 
к этому результаты были получены в [ 4 ] . Для класса автома­
тов, совершающих ограниченное число переходов на все лен­
ты, кроме двух, была доказана [5 ] разрешимость про­
блемы эквивалентности. 
В данной работе доказана алгоритмическая разрешимость 
проблемы эквивалентности для многоленточных автоматов о 
произвольным числом лент при условии, что один из автома­
тов совершает переходы на пары лент ограниченное число 
раз (другой автомат может быть произвольным). Число пере­
ходов на пары лент ограничено заранее известно! констан ­
той. Видно , что данный класс автоматов значительно 
перекрывает второй'ив вышеупомянутых классов. Известно 
(и легко доказуемо), что проблема включения для многолен­
точных автоматов в общем случав неразрешима. Проблема 
включения неразрешима также для класса автоматов, рае ­
смотренного в данной работе* так как он содержит в себе 
класс двухленточных детерминированных автоматов*. Тем са ­
мым рассмотренный нами класс является самым широким клас ­
сом из введенных в настоящее время с разрешимой проблемой 
эквивалентности и неразрешимой проблемой включения. 
Приведем основные определения, п ­ д е н т о ч н ы м 
о д н о с т о р о н н и м а в т о м а т о м над ко ­
вечный алфавитом Ц называется система 
где • ) ( f l , M , ^ , f ) ­ обычный автомат, т . е . G ­ ко ­
нечное множество состояния, ­ начальное состояние,М­
­ функция переходов, определенная на Q *(Zu{t)) (fe ­
­ специальный символ, обозначающий конец слова на ленте ) , 
F ­ множество благоприятных состояний, б) Q * Q t С , 
i i I -> Сс п С/ ­ Р ( то есть , если £ « С: ,то 
в состоянии ^ двигается головка на <• ­той ленте ) . 
Пусть Z* - множество всех слов в алфавите £_ , вклю­
чая пустое слово Л • Будем говорить, что п. ­ка х ­
­ ( х ч , х 1 ( . , х Л ) € ( £ * ) " • д о п у с к а е т с я 
автоматом 7С , если УС , прочитав все слова с , х^ ­.л, , 
• Х*.С э приходит в некоторое состояние c^ef. 
Слово хс£ « £.*£ ( t * t s будем называть с о ­
д е р ж и м ы.м i ­й л е н т ы автомата ОТ , или 
просто l —й л е н т о й . Множество п. ­ок , допускаемых 
автоматом X • будем называть я з ы к о м а в т о м а ­
т а в обозначать через L(7t) . Через , л< { l , 2 , 
, . . . } .обозначим класс всех п.­ленточных автоматов. В даль­
' нейшем нас будут интересовать автоматы из Q , у 
которых число переходов на пары лент ограничено некоторой 
константой с . Множество таких автоматов обозначим че ­
реа .Определим класс Q t более точно. Пусть 
9С« Д п , х ­ « . , д * . x,)c(£.*£Y* и ка этой п. ­ке а в ­
томат проходят черев состояния 5* , < } > . , % * » 
Пусть i »«.'«* Ci<... <i ' f c »»K. такие, что 
• » с/С*! 
Если для любых а ­ох Х« Сх*£)Л число к ограннче­
шреходов на одры лент ограничено константой с . 
Основным результатом данной работы является 
Т е о р е м а I . Для любой пары автоматов <Х^О.~ и 
£ с Л ' проблема эквивалентности алгоритмически раз ­
решима. 
Сначала докажем более простой факт: 
Т е о р е м а 2 . Проблема эквивалентности для автоматов 
из класса алгоритмически разрешима. 
Идея доказательства состоит в сведении проблемы э к ­
вивалентности к проблеме достижения состояния в некоте ­
рой машине М . Пусть Л , *•« Л 1 . Будем моделировать 
работу автоматов 01 и £ на одних и тех же входных 
лентах. При этом, вообще говоря, автоматч с лент читают 
неравномерно, т . е . на входных лентах будут участки, про­





р и с . 1 . 
V 
рис . 2 . 
' Верхний автомат на двухэтажном участке читает с 
верхнего участка ленты, а нижний автомат ­ с нижнего. 
Когда двухэтажный участок кончается, автоматы начинают 
читать продолжение ленты. 
Ситуацией называется кортеж 
& **•) - li.it. 
*ч/****;^**гУ^У», о ) , 
где (р,,^е Ол и О ь-
а; - {V»*." | 1«г; 1 ,г 1 ­ 4«.} _ дара номеров лент, 
число переходов на пары лент, 
и ­ номер ленты, с которой читает состояние , 
Поясним введенные понятия и их содержательный смысл. 
Каждое состояние автоматов может читать лишь с одной лен­
ты, а , (соответственно « г ) указывает, с какой парой 
лент работает автомат.Например, для из ( I ) « = 
ч {«V., 4»] . Иногда О с будет содержать лишь один 
Иногда во время моделирования мы будем производить заме­
ну автоматов. В связи с этим будут появляться также двух­
этажные участки входных лент: 
элемент, именно, когда автомат сходит с одной пары лент 
на другую пару (в этом случае известна лишь одна лента, 
с которой автомат будет работать) . Таким образом,для 
л ^ < 4 а будет содержать только один элемент. 
*у» счетчик изменений множества «*>' . Для <^. из ( I ) 
/,1И для » ^ л­.в! , для <^.\.. ­ г 
Таким образом, ^ п с . для автоматов из Я ' . £г 
введено для удобства работы, так как номер ленты, с кото­
рой происходит чтение, определяется состоянием ^ . 
Графическая интерпретация ситуации показана на рис .2 . 
Крестиками отмечены ленты, с которых читает соответству­
ющее состояние. а > и й» на рисунке не показаны. 
Для выполнения требуемого моделирования автоматов 
ст. и £ введем понятие и­­ ленточной моделирующей ма­
шины М ­ м (ог, •£•) для автоматов (X , & . 
Вод машиной М('01, будем понимать систему / " ! ­ < $ , л , 
е . , Л > т / > , где 5 ­ множество ситуаций, Л - функция 
переходов, А ­ множество акцептирующих ситуаций, Т -
внешняя память в виде с.тэна, в которой будут накапливаться 
ситуации, 5о ­ (< е£, { c j > 0 , с", л ' ) , <<,.*, ф - о,у, л * > ) 
­ начальная ситуация. 
М начинает работать с начальной ситуации и при каждом 
шаге пер­ходит в новую ситуагию , при этом, возможно,счи­
тывая с одной из входных лент. Функция переходов и множе­
ство акцептирующих ситуаций будут описаны ниже, модели­
рование, т . е . , работа машины М будет происходить поз ­
тапно. Первый этап начинается ь начальна момент . Если 
при переходе от ситуации & на следующую з а ней ситуацию 
5* меняется хота бы одно из множеств о * , то 
кончается один этап и начинается другой. В начале каждого 
этапа стэк Т очищается. • 
Опишем переходы малины М . Под $ •2­» 5 ' будем по­
нимать тот факт, что в М происходит переход от ситуации 
& к ситуации 5' при чтении с соответствующей ленты 
символ о « £ . &­£*У ­ пустой переход, когда Н 
не читает ни с одной ленты. В автоматах Л • переход 
от состояния к состояние с£ обозначим через . 
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Опишем теперь возможные переходы. Если возможно выполне­
ние нескольких переходов, то выполняется переход с мень­
шим номером. Пусть М находится в ситуации 
1. Если у,, и Ях. из одного автомата, и &1 < , 
происходит переход 5 Л»з'­= (&*,&*­) , т . е . , модем 
автоматы меняются местами. 





то происходит переход 
• -*» «я\ -/.,.„.«/;,.. .,^.>, 
< *Ь. Ч » % V ­ » 
графически . 
ж з — ­ — ы 3 = > 3= 1 
Если 11«««. , то а 1 * о * • *«.»*>*. . Если tW< я^ 
и ' а . , » 1 , то , «г1*|,4+4. . Е с л и 
<ч#о , . • , то й 4 * а , « { 1 и , 1 ; » ^ ­ г 1 . 
В последних двух случаях кончается очередной этап моде ­
жирования и очищается стек Т . 
3 . Если = * ^.х-^^'х . »о анало­
гично предыдущему случав 
ЕСЛИ ^ £ 0 , . , «О 0­1 а а , . ) 1,1 , Ь г . ЕСЛИ Ж 
и \ах\-*\ , то о ^ ­ а , и [ 41.1 
В последних двух случаях кончается очередной этап модели­
рования и очищается етех Т . 
Очевидно, что черев конечное число шагов с перехода­
ми типа 2 я 3 ситуация & перейдет в ситуацию 
5 * (Ч^.гиЛ»,*». ^ . . 6 * . V . , . . . , 7»>) } 
в которой Ч", з \7 £ & а. Л . Поэтому при определении сле­
дующих переходов (они выполняется после переходов 1,2 ,3) 
будем предполагать, что в ситуации 5 \*\^ = у4<_ = д 
4 . Если 1 « * ! * . (я иу Ъ г « ч у С и _ л ) , то для каждого о * 2. 
• ^ С ф . й . , ! * . * ! , * * «*> ,<.%1>с£Х,*^«г 
т . е . , оба автомата читает один • тот же символ и совер ­
вавт переходы на новые состояния, а •' и А.' определяют­
ся так же, как в переходах 2 x 3 . 
Теперь остался случай, когда * ^ : * У » , » ­ Л , а 
. В дальнейших переходах будет использован стек 
Т . Ситуации лв стека будем изображать с помощью боль ­
вне букв: # 
5 * (< СЦ, А,­, в , , Т „ У / . , . . . А >• ,<(* . , А»., в,.ТТ.. V . , . . . , V . > ) . 
б . Итак, пусть у « п . * . 4 . ж Л « . Для про­
стоты будем считать, что ¿ » » 1 , * 1 « г . . » • • • ^ • У 4 ­ Л 
* , I а ^ ­ ( 4 . 0 : 
^ Г Г 1 Г Ж ! Г У/л 
5 . 1 . Если в стэхе Т нет ситуации 5 такой, что С\ »<^Л, у,­V, 
^-^г. * .Уж* V* (и = , У 4 »^ \ / л , ­ . • • Л, =» ах , 
Л ^ ­ а , . , в , = 4 4 , В * = ^ , 1.. = Т,. , и­Та ) , то 
* « « . , « V * , г , , , . . . , * ^ > , <е ,» ,<я а > <* , г» .,*.ч>) 
добавляется в стэк Т и для каждого о е I происходит 
переход 5 ­ 2 ­ « . ^ . а , , . . . , * / . , « , . . . , У/ . > , 
• . или графически 
5 V I 
Условия в скобках и/> можно опустить, 
так как по определению стэк содержит лишь ситуации из т е ­
кущего этапа, а в этапе каждый автомат работает лишь о 
двумя лентами. 
5 . 2 . Пусть в стеке Т имеется ситуация 5 такая , что 
Ох^г « О г ­ ^ . У,= >/. , У , ­ ^ . Е с л и 
А . 1 ^ 21 Ь*к1 г *о происходит надетермини­
рованный переход на ситуацию 6 и 8' : 
е­*. 5 ­ ( < 0 . . , Л , , в 1 , т , , \ « / 1 , . . . , \к/»>, 
< й ж А . З к Л ж , ^ , . . . , ^ > ) 
0 1 
У­ 1. I с ЕС ­ж: 
с 
Если ^ 1 > ^ I */:) , «о происходит пере­
ход как в 5 .1 без записи 5 в стэк . 
Тем самым переходы машины М описаны. 
Будем говорить, что с о с т о я н и я о , , , ^ £ С7ои^ 0 
О * р а з л и ч и м ы в с и т у а ­
ц и я 5 , если существует , « ж ) € ( • £ * £ ) * 
такое, что о, 4 на Сь/*^,*!.^.*и~<*~) перехо­
дит • о,; , о,,, на ( У . * , , V . * . . ) о п е р е х о ­
дит в ^ 1 , причем один на (±\ , < ^ принадлежит множе­
ству благоприятных состояний, а другой не принадлежит. 
Будем говорить, что при переходе 5 (а* 1 и ( А ] ) 
о о х р а н я е т с я р а з л и ч и м о с т ь с о с ­
т о я н и й , если состояния в & различимы тогда и толь­
ко тогда, когда состояния в 5 ' различимы. 
.. Томив X. .В переходах 1 , 2 , 3 , 4 и 5.1 различимость с о ­
стояний сохраняется. 
Д о к а з а т е л ь с т в о . В действительности, если в 
ь ' соотолния различимы, т . е . существует такая <* €(214)"", 
на котором лишь одно из состояний переходит в благоприят­
нее состояние, то в в также существует «*' , получен ­
ная .из* при добавлении символа щ к той ленте , с котороР в 
ситуации а производилось чтение.Наоборот, если состоя­
ния из £ различимы, то для $' П.­КУ <*.' получим . уда­
ляя в п.­ке ситуации & символ а в ленте , из которой 
произошло чтение. 
Теперь рассмотрим переход 5 .2 . 
Д е ы ы а 2 . Пусть в ситуации 5 имеются неде­
терминированные переходы £ ­^­­5 • 
1. Если в ситуации 5 состояния различимы, то состояния 
различимы или в ситуации Б , или в ситуации *' . 
2 . Если автоматы 0 1 и & эквивалентны, то в ситуациях 
5 л а' состояния не различимы. 
Д о к а з а т е л ь с т в о . Пусть в » ( з * , & г ) , Б ­ ( / 5 4 , 5 г ) } 
5* ­ ( б 1 ' , ь*­') . Из конструкции перехода 5.Е следует, 
что 8*­» Б*", а 1 ' » а% £ * . Очевидно, что при 
любой "­­ке «с ¿(21V)"" тогда состояния из ^ » 5 п е ­
рейдут в одно и то же. состояние. Также в одинаковые с о с ­
тояния перейдут состояния из * 5 х ' , 5 * . 
Докажем утверждение I . Пусть состояния из & р а з ­
личимы на «*. Для определенности предположим, что »* 
переходит в благоприятное состояние, » 5 1 ­ в неблаго ­
приятное. Тогда £> х =$ г переходит в неблагоприятное 
состояние, а *»'«5>? ­ в благоприятное состояние. Так 
как $**»*! , то в 6 или в * ' состояния будут р а з ­
личимы, а именно, если Б 1 и &*' переходят в благопри­
ятное состояние, то различима будут состояния из 5 , 
так как $ . « 5 х ' при «• переходят в неблагоприятное 
состояние. Если 5 1 и 5*' переходят в неблагоприятное 
состояние, то будут различимы состояния из $ ' 
Докажем утверждение 2 . Если 01 и & эквивалентны, 
то в начальной ситуации л . состояния не различимы. Из 
леммы I следует, что во всех ситуациях до первого перехо­
да типа 5.2 состояния не различимы. Рассмотрим очередной 
переход типа 5.2. По предположению в предыдущих ситуаци­
ях состояния не различимы. Заметим, что ситуация S в 
моделировании была когда­то перед s , иначе она не могла 
попасть в стэк. Поэтому состояния в & не различимы. Пусть ' 
для определенности состояния из S при <* переходят в 
благоприятные состояния. Так как , то при том же 
•* состояние из 5* переходит в благоприятное состояние. 
Из того, что s*'=s* и S*«s*­' следует, что состояния 
из а*' и $*•* переходят в благоприятные состояния. Та ­
хин образом .состояния из S и s ' при °< переходят в 
благоприятные состояния, и значит, состояния из S и s' 
не различимы. Лемма доказана. 
Л е м м а 3 . Число различных ситуаций, достижимых 
в машине М [ а , & ) при вариации входных лент, ограни­
чено некоторой константой С л , 4 «причем С л , л­ можно 
эффективно найти по & и & . 
Д о к а з а т е л ь с т в о . Рассмотрим следующие два 
утверждения: 
1) число этапов моделирования эффективно ограничено 
некоторой константой, 
2) в каждом этапе моделирования сумма длин слов 
^ ( iv /Л увеличивается ограниченное число р а з . 
Из этих утверждений следует, что w;| • |v . /J для 
каждой достижимой ситуации ограничено, и поэтому число 
достижимых ситуаций также ограничено. Теням образом.для 
доказательства леммы достаточно доказать утверждения I я 
2. о 
I . Пусть И моделирует автоматы Oi,'¿ е Sit на 
некоторой п.­ке х е (£.*«.)*" , проходя ситуации s о , ¿i, 
¿t . Новый этап моделирования начинается, е с ­
ли при переходе на новую ситуацию меняется хотя бы один 
из в » , а* . При этом меняется я ¿i. • 4­х, • Сопоставимо 
каждым саге у моделирования * число f,ít)*tí+ií 
Рассмотрим произвольный переход s t Л»*« . Если н о ­
вый этап не начинается, то 4(4­**) • L U ) . Пусть при пе­
рехода 5« ~ начинается новый этап. Если это 
переход 2 , 3 , 4 или 5 Д , то А О * ) ­ А (О • ! иди A(t*i) ­
• jt(t) + l . Если это переход типа 5.2 s , и 
состояния в &t из разных автоматов, то может случиться, 
что М*м> < i ( t ) , но тогда и в последующих ситуациях состо­
яния будут принадлежать одному автомату. Если в переходе 
типа 5.2 состояния из одного автомата, то * ( Ч * 0 » ¿ ( 4 ) 
из ­ за применения перехода I . Так как (X,fr€S2î ,то 
как было замечено при определении ситуации, * , ,£» .< .»« ­
Исходя из свойств l i t ) заметим, что 4 ( 0 * j e . 
Таким образом число этапов не превосходит ic*4 • 
2 . Пусть s ; ,!>.••«,.. . , !> . . . . . s* ­ п о с л е д о в а ­
тельность ситуаций в некотором этапе. Определяем £(t) ж 
­ £ . | w c C 4 ) | , i(t) ­ ± . U i ( t ) j . 
Очевидно,­ что при переходах 1 ,2 ,4 .3 максимальное значение 
Lit) и не меняется или уменьшается. В од­
ном этапе число ситуаций с разными ,<J,»,>л,«л. будут 
не более чем /QHQl i f ï ) . Пусть переход s . ^ s , . . 
типа 5 . 1 . Тогда *tVt) ­.{(t) •« > x t4*<y»*(4 ) .Если 
s , ­s» 5,.« типа 5.2 и является первым из обеих неде­
терминированных переходов ( т . е . s^S >, то i(t-4)< 
lit) , i ^ t ) ­ i ( t ) , если вторым ( т . е . s ^ s ' ) , 
то £(Ч*4> -Kt) , \(tn)~\(t\+i . Таким образом . 
Пусть Н:~~о.п {,.(:), КО) . Т о г д а л Ч О * М.-(* твЛ<)М, 
*.(«.)* Н­.'­0о|%1)­* I . Число переходов ограничено 8с.*i . 
Поэтому в любой последовательности ситуаций $ < , . . . * S», 
полученной при моделировании автоматов OL И £ • 
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Из этого следует, т о число возможных ситуация ограничено 
константой И . Ясно, что и в стеке Т число ситуаций 
не может, превосходить число Н . Лемма доказана. 
В машине М (04 , %) надо определить еще акцептуаль­
иые ситуации. Такими будут все ситуации s *««};«.e«, l t , t t > 
£­">, <<{.,..оч, ¿c, tt. «­*>) такие, что один из $ « . . 3 , 
принадлежит множеству благоприятных состояний автоматов 
o í и & , а другой не принадлежит. 
Под я з ы к о м L м а ш и н ы Л7 будем 
понимать множество л ­ок из ( Z L ' t ) , на которых М 
переходит в акцептирующее состояние. Из вышеизложенного 
следует 
Л е ы и а 4 . Автоматы O l , £ € £ 2 П эквивалентны 
тогда и только тогда, когда язык машины L ( M ) пустой. 
Теперь заметим, что М реализуема в недетерминиро­
ванном п ­ленточном автомате. В качестве состояний тако­
го автомата берем пары ( * Д " ) , где з ­ произвольная 
ситуация, у которой S^W{:*^'J««f) í Н , "Г ­
­ стек, т . е . кортеж яэ всевозможных ситуаций с ограни­
ченной длиной. Переходы автомата будут такими, как в ма­
лине М , благоприятными состояниями будут состояния, в 
которых есть акцептирующие ситуации. Для конечного неде­
терминированного автомата проблема пустоты языка разре­
шима. Тем самым теорема 2 доказана. 
Рассмотрим теперь доказательство теоремы I . Оно поч­
ти полностью совпадает с доказательством теоремы 2 , изме­ .О 
няется лишь немного работа машины М . Пусть сне sil, £eQ*. 
В качестве начальной ситуация берем ситуацию 
о 
На первом этапе работы мамины М в каждой ситуации S 
определяем « v « í , ъ^-о . Кроме того,на"первом 
этапе в переходах 6.1 j i 5 .2 ,а не будет требовать выпол­
нения равенств w 1 ­ W i , w H ­ g 4 . Этап кончится, к о г ­
ды будет выполнен переход 5 .2 а ^ * ' , т . е . переход на 
ситуацию о состояниями из автомата Ot < <2* . Последу­
ющие этапы работы мамины М выполняются как 
в доказательстве теоремы 2 . Заметим, uro леммы I , 2 , 4 
имеют место и в случае теоремы I . Остается показать, что 
имеет место также и лемма 3 . Ясно, что число этапов моде­
лирования я в данном случав ограничено константой. На са ­
мом деде, число этапов, следующих з а первым этапом, огра­
ничено константой 8 с «­1 , так как в них состояния из (X* 
Я.' . Заметим, что на первом этапе v, « v L « . . . . v « ~Л 
и что в стэке могут находиться не более /Q/-/0/ различ­
ных состояний. Так как сумма длин слов в ситуации 
£_.0w.V + /*•/) увеличивается лишь тогда, когда ситуа­
ция заносится в стэк , то £.(lwt*h>cf ) *кИг 
Очевидно, что и в последующих этапах <*>1 */*,•/) 
увеличивается ограниченное число р а з . Из этого следует, 
что лемма 3 истинна и в случае теоремы I . Также как в 
теореме 2 машина И реализуема в недетерминированном 
автомате. Тем самым теорема I доказана. 
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ЛИНЕЙНОСТЬ ОЦЕНКИ ЧИСЛА ЙСВТОРШИЙ И СИНТЕЗ 
ПРОСТЫХ РЕГУЛЯРНЫХ ЯЗЫКОВ 
К.Х.Черанс 
ВЦ ЛГУ им. П.Стучхн 
I . Введение 
Известен ряд работ, в которых изучаются последователь­
ности, не содержащие периодических подпоследовательностей 
( т . н . неповторяющейся последовательности). А.Туа (л.тгше ) 
/ I / в 1906 г . показал существование бесконечной неповторяю­
щейся последовательности над 3­символьном алфавитом. Далее 
это направление развил Я.Бринкхюс У .Бг1пкьи1г ) / 2 / , оце­
нив число неповторяющихся троичных последовательностей. 
Ф^.Декинг (р.н.1)екк1лв ) / 3 / исследовал повторение и п е ­
рекрывание блоков в двоичных последовательностях, а также 
бесконечные двоичные последовательности, имеющие периоди­
ческие подпоследовательности со сколь угодно длинными пе­
риодами. Имеются также исследования по "строго неповторяю­
щимся" последовательностями (см. / 4 / ) . 
Однако естественно ставить вопрос и о последовательно­
стях (словах) , содержащих периодические подпоследовательно­
сти (подслова), оценить "меру повтор им ости" блоков в слове 
длины Гу над некоторым алфавитом. Переходим к точным опреде­
лениям. 
2 . Теоремы линейности 
Пусть § ­ некоторый алфавит (содержательно \ § \ У/ 2) 
к А ­ х 1 Х а . . , > Л ­ слово над § ( х<*2> )°. Поделом 
П = х г . . х г слова А назовем периодическим с периодом 
4 , 6 г . р . е с л и XI = для . П н а ­
зовем етоого периодическим в /V с периодом ^ , если 
1° П периодично с периодом ; 
2° П непериодично с периодом е/ , где с^' -
' любой собственный делитель 0^ ; 
4° коайАшиент повторения к С п ) * | ~ ^ | ? А ' 
где ПН) ­ длина П . 
ТЕОРЕМА I . В слове длины п> число строго периодичес­
ких под слов не превшее т 5.25*у . 
Легко убедиться, что эта оценка по порядку не может 
быть улучшена: на словах вида (10100101)* число строго 
периодических подслое не менее 0.7г\, (для достаточно 
бОЛЬВИХ IV ) • 
Для каждого строго периодического педслова П в Л 
определим реальный коэффициент повторения кЧп)«к(гЛ­4. 
Числом повторений в слове А назовем сумму к ' (п) , 
где П пробегает множество всех строго периодических под­
слов слова А . 
ТЕОРЕыА 2 . В слове длины ^ число повторений не пре­
вышает 6IV . 
Для слов длины «V имеем ннжнлю оценку числа повторе­
ний, равную достигаемую на слове 11.^ Л. 
Имеется гипотеза, что в слове джины «V число поаторв­
или не превышает гу­1. (она не доказана). 
3 , Синтез простых регулярных языков 
В данном параграфе рассмотрим применение полученных 
линейных сценок при изучении индуктивного синтеза языков. 
Простым регулярным выражением (над ) назовем регу­
лярнее выражение, включаюаое конкатенации и не более одной 
итерации Кланы, т . е . вцражение вида А6*С, где А , в . С « 2 
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ПРОСТЫМ регулярным языком назовем язык, описываемый 
простым регулярным выражением, например, 
(•М)*0; (А)*, 04(4)% ОШЮ)\- Ц0; 
Конструкция, соответствующие простым регулярным языкам, 
существуют и в реальные языках программирования, например, 
в ПД/1. 
< программа > : : * ( < оператор ) ) 
< идентификатор) буква> ( I символ) )* 
(оператор­OPEW> : : « O P E N FILE <ния­файла> 
( , PILE <11мянфайла) )* j 
Д.Англуин ( D.Angluin ) / 5 / исследовала на синтезируе­
мое ть в пределе по положительными денными некоторые подоб­
ные, более общие подклассы множества регулярных языков» 
Пусть \У ­ класс всех простых регулярных языков. 
Если LeQ" списываем выражением А в*С , будем иметь 
L«*A6*C • Язык L e \7" будем считать заданным . . если задано 
одно его описывающее выражение. Пусть 4 ( 0 =ГА&'с, 
где A&C, i*0J ,2 , . . . . .Пр„ i >д, M O B O V t ( t ) н а з о ­
вем характерным для L . 
Два простые регулярные выражения навовем эквивалент­
ными, если они описывают один и тот же L е \9~ . Например, 
4.(01)* и (40)*i эквивалентны, но не одинаковы. 
Рассмотрим аффективную процедуруМ , которая работа­
ет следующим образом: в начале работы ­М получает входной 
параметр ­ слово над S . Затем она последовательно выраба­ 4 
тывает вопросы ­ слова над § , которые задает "оракулу". 
Оракул на каждый вопрос возвращает ответ "да" или "нет" . В 
зависимости от ответа оракула М формирует следующий во­
прос. В конечном итоге процедура Н выдает некоторое про­
стое регулярное выражение и останавливается. 
Под оракулом языка L будем понимать "оракул", кото­
рый на ему сообщенный вопрос 6 отвечает "да", если B*L 
и "нет" в остальных случаях. 
Будем говорить, что И правильно синтезирует язык 
Le& , если при подаче И в качестве входного параметра 
'­ характерного слова для L и при оракуле языка L , М в р е ­
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зультате работы выдает выражение, описывающее (_ • 
Назовем И алгоритмом правильного синтеза (АПС) про­
стых регулярных языков, если М правильно синтезирует 
каждый . 
ТЕОРЕМА 3 . Существует алгоритм правильного синтеза <9С 
простых регулярных языков, который для каждого и 
каждого допустимого входного параметра И е 1_ задает не 
более 6ю< вопросов (где а » С ( н ) ) . 
Положим ^ ) = £ ( ^ 0 ) ДЛЯ 1­€Л? , и пусть 
, из 4 Д , . . . , Будем говорить, что 
некоторым свойством Е обладают почти все простые р е г у ­
дярные языки, если г д е Р л 
.Подробное обсуждение этого понятия см. в / о / . 
ТЕОРЕМА 4 . Существует АПС ОС , удовлетворяющий усло­
вию теоремы 3 и задающий ровно 2 вопроса для почти всех 
простых регулярных языков при любом допустимом значении 
входного параметра. 
Пример такого алгоритма дан в $5 . 
$4 . Схема доказательства теорем I и 2 
Пусть *Ц.(с*) ­ число строго периодических подслое в А, 
имеюяих период <\. и коэффициент повторения л . Задача 
сводится к получению оценок 
Требуемая оценка получается сложением линейных оценок 
для подмножеств множества строго периодических полслов 
слова А. Доказано: 
*=3 с^-Ь т Л  * 1 1 "Л* 
(1 .2 ) 
а » 
«1=1 * Н № 
1 ­ 1 ­
$»1 *=3 * (4 .*) 
И л , ( £ 0 4 ^ п . (5) 
При доказательстве большинства оценок неоднократно 
применяется 
1ЕММА I . Пусть А = *.1..*и> К>сл*Ь-е(С%$; д . Ь * Л / 
Тогда при *; = х<.а. для 1*1, , к ­ л я * д * к ^ для 
1*1, . . . * ­ Ь , имеен для &= 4 , *­«( . г д е 
^ = .наибольший общий делитель чисел а и Ь . 
Для получения ( I ) . (2) к (3) у каждого строго перио­
дического полслова П выделяем,"активную часть" 2 ( п ) 
и показываем, что 5 ( П ч ) п 4 ( П а ) # е = ^ П 1 = П 1 , 
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(где е ­ пустое слове) . Ори доказательстве ( I ) сначала 
разбиваем все строго периодические полслова на 
От непересечении активных частей получаем указанные оценки. 
При оценке (5) существенным оказывается понятие струк­
туры повторений. Поясним это понятие. При определении строго 
­периодического полслова опускаем требование 2 ° , получаем 
определение £ строго3 псевдопериодического подслова П 
в слове А. При к(п) =. % определим представительную 
часть П , как любое подслово П слова П t имеющее длину 
е л п ) = к ( п ) < v = H • 
Структурой повторений 1R- назовем множество псевдопе­
риодических под слов, если 
2 ° у всех П « ^ можно выбрать представительные 
части так, чтобы их центры совпадали; 
3 ° представительная часть длиннейшего П € Q выбра­
на в крайне левом из возможных положений; 
4° периоды для П € V¿ образуют арифметическую про­
грессию с разностью Д.€ bJ и первым членом между d н 2xL \ 
5 ° псевдопериодические подслова в Q , имеющие 
< ^ > 2 Л ­ строго периодические подслова слова А. 
Структуру повторений ' Я будем называть полной, если 
не существует структуры •ч^'Я . 
Суммируемой частью полной структуры *Й назовем 
4 « л > п Ш ) = Я , \ ^ П . ] , где П„ ­ строго периодическое 
подслово с наибольшим периодом в Q . 
По.определению строго периодического подслова можно 
получить, что если Ч*<-%.«\х<ах^1У Я»< 
(ИЛИ R 4 > t ? o > ^ > , l « ­ ­ « 4 U ^ ( « V * ­ * i . , *U­l4> . 
•в_ 1 'Йг­9 4 |>о к , 1 , где у строго периодических подслов , П . и П г ( K(n¿=fcinJ>. *.m¿=Z) периоды а , , p¿, и о^ и 
центры представительных частей &± , м fi£ соответственно. 
Отсюда, разбив строго периодические подслова по Уд , по­
дучим оценку £%YV для числа строго периодических подслое, 
не входяи^те в суммируемые части полных структур. Число 
входящих же удается оценить по ( 4 . 1 ) . 
5 . Алгоритм синтеза 
Сначала введем ряд вспомогательных понятий. Отбросив 
в определении строго периодического подслова требование 4 ° , 
получим определение £ строго] полупериодического подслова 
П в слове А. 
Для i ^ M t и простого регулярного выражения А 6 С 
( ( ( б ) > 0 ) определим £ (Ав^С. , с) = П » где П полу­
пери одическое подслово слова A g ' C , содержащее 8 ' , и при 
атом (.(в) = t • О (^П) j . Заметим, что f ­ всюду 
определено, однозначно, спрьективно, а также эффективно н а ­
ходимо по 2 словам из семейства А6*С • т . е . языка 
L ^ A 6 * C 
Пусть 1 ­ класс всех простых регулярных выражений 
над S , = ­ отношение экшвалентности выражений в I . 
Ввиду сказанного для А*&хС4 = А 2 б г ^ г . 
• ( A , 6 * C 1 , i ) = i ;CA*^fC f c , t) при. ik 1 Д , . : 
тем самым { может быть определено на 0 = l / = (исключив 
случай U 6 ^ = 0 ­ ) . , 
Для каждого полупериодического подслова П (в любом 
слове над S ) имеем конечность и эффективную находимое гь 
\ v ( n ) , а также имеем возможность эффективно найти 
по V e (L) к V x ( l ) . Ввиду характерности входного слова Не[_ 
имеем для полупериодического подслова П = \ (U, О 
слова Н к(г\)>,С>,2, 
Спишем алгоритм СХ . удовлетворяющий теореме 4 . ОС. 
будет выбирать подряд все строго периодические подслова 
П | • поданного характерного слова И е L , выясняя для 
каждого из них путем вопросов, существует ли такое mt»i+l 
tnl'Xi {(L,»n) = П | , до получения положительного от­
вета. 
Положим G<j ­ слово, полученное от И вычеркивани­
ем у него ( к ( П ] ) ­ 0 • «J (flj) подследозательных символов 
из Щ . Алгоритм СН. работает следующем образом: 
1. (Организация выбора). Найти из оставшихся строго 
периодических подслов т о , которое имеет наибольший период. 
Перейти к 2 . Если все строго периодические подслова в Н 
исчерпаны, перейти к 3 со значением ( И , Н ) . 
2 . (Проверка). Для 1= 0 . 4 , ­ к(п) ­Я до появления 
второго положительного ответа 
1) построить слово 6^­ , 
2) задать вопрос о 
­ Если нет положительных ответов, отметить П | как 
рассмотренное, перейти к I . 
­ Если получено два положительных ответа при 1*М» 
и С = И Схсв) , то перейти к 3 со значением 
­ Если получен один положительный ответ, перейти к 3 
со значением ^щ)^, с « < п ) ­ ^ ) 
3 . (Синтез) . Полученной паре слов С С О | Ух(01) 
построить и выдать Ц . Кончить работу. 
Не вдаваясь в подпробности , отметим, что оценку числа 
вопросов в общем случае получаем по теореме 2 . Ввиду свойств 
отображения {• имеем по крайней мере линейную верхнюю оцен­
ку числа вопросов для любого АПС. 
Имея описанную организацию выбора, можно показать, что 
ОС почти во всех случаях в первых двух вопросах задаст с о ­
ответственно ^„(1.) и ^ ( 1 ^ (при любом характерном слове) , 
где I . ­ синтезируемый язык. Идея доказательства состоит в 
сопоставлении одного единственного описывающего регуляр­
ного выражения каждому простому регулярному языку. 
При сценке числа простых регулярных выражений, сопо­
ставленных с языком сперва зафиксируем а , а также способ вы­
борки итерации Клини, затем при оценке числа выражений не 
синтезируемых з а 2 вопроса сведем случай существования " н е ­
годного" характерного слова к негодности слова У*.^!.) . 
Оценим сверху вероятность того, что в слове У ^ Д Ь . ) 
существует строго периодическое под слов о с периодом боль­
шим чем 1(Ъ) , откуда, освободив положение итерации Клини, 
получим оценку отношения . 
Заметим, что при оценке синтеза требование характер­
ности Н для L необходимо: если рассмотреть процедуры, 
синтезирующие также по Vj . ( l ) , то ввиду квадратично­
ста числа полупериодических подслов и свойств имеем 
по крайней мере квадратичную верхнюю оценку числа з а д а ­
ваемых вопросов для любого такого алгоритма. 
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МОДЕЛЬ БАЗЫ ДАННЫХ С НЕДЕТЕРШДОГОВАННЬМИ 
ПЕРЕХОДАМИ 
Я.П. Цирулис 
ЛГУ им. П.Стучки 
1. В в е д е н и е . В С ZJ была предложена модель реля­
ционной базы данных, представлявшая собой автомат вида(5,0,А) 
с заданной операцией *: S»Q-B , где S ­ множество состояний 
базы,Q ­ алгебра запросов,А ­ подходящая апгебра отношений, 
a s»ej, понимается как отношение, соответствующее в состоянии 
S запросу q . Там же коротко обсуждалась модель базы данных с 
изменяемыми состояниями ­ автомат(5,1,0 ,А) , г д е ! ­ система 
команд управления и задана дополнительная операция • : S»I •» S ; 
кроме того, £ еше должно определенным образом действовать на 
Q. Это модель с детерминированными переходами. В ф З , (4} 
была описана подобная модель с недетерминированными перехода* 
ми, когда Z действует на Q неоднозначно. 
Здесь мы более подробно чем вСЭЗ.СО обсудим предло­
женную там модель, точнее, некоторый более общий ее вариант. 
Под базой данных будем понимать автомат вида(5,1,0,А), где 5, 
£,Q,A имеют прежний смысл и заданы операции 
подчиняющиеся, разумеется, определенным условиям. Все необ­
ходимые уточнения приводятся ниже. Для простоты мы ограничи­
ваемся случаем, когда рассматриваются не алгебры, а лишь мно­
жества данных, причем все эти множества односортные. Работа 
не содержит существенных доказательств; основным ее результа­
том следует считать предложенное точное определение базы. 
2. А л г. е б р ы о т н о ш е н и й . Пусть в дальнейшем 
V ­ фиксированное бесконечное множество, а V * ­ множество 
всех конечных подмножеств V, включая пустое. Элементы V бу­
дем называть атрибутами, а множества из V*­ родами. 
В литературе можно найти много различных вариантов по­
нятия алгебры отношений, и в принципе не важно, какое из них 
использовать в определении базы данных. Те варианты, где на­
бор аргументов отношения не предполагается упорядоченным, 
можно сгруппировать в два класса следушим образом. Можно на­
зывать отношением рода X над множеством данных О любое под­
множество множества О* и в основе алгебры отношений положить 
семейство (Яе^ V*) множеств всех отношений любых родов. 
Тогда получается многосортная алгебра. Но часто удобно отож­
дествлять отношения, различающиеся лишь т . н е з . фиктивными 
(несущественными) аргументами и, в частности, рассматривать 
каждое отношение и как отношение любого большего рода. Тог­
да отношениями называют подмножества множества О у , "завися­
щие" лишь от конечного числа атрибутов. Точнее, в этом слу­
чав отношением рода X над О называется любое такое множест­
во Йс О * , что для любых двух ^,Г€0У 
* « « , У1Л • т | Х — -гей 
или, что то же самое, 
Г |Х = +|Х ­ ( Г « Я « Г е « ) . ' 
Пусть # е * х по­прежнему означает множество всех отношений 
р о д а / , и пусть й«( :-1)(Ке1х / « И ­ множество всех отноше­
ний над О любых родов; это множество потом тем или иным пу­
тем превращается в алгебру.­на этот раз односортную. Понят­
но, что действительно # « ^ с йе^при ХсУ . Оба подхода тесно 
связаны между собой (см , , н а п р и м е р , ) и по­существу даже 
равнозначны. В С^^д^л мы придерживались первой точки зрения 
как несколько более естественной, но здесь выберем вторую: ^ 
она более удобна технически. 
Множество Р е С (в случае необходимости будем писать 
/?е£(ОЛ, также как и каждое из множеств Яе!*, замкнуто от­
носительно теорико­множественных операций объединения, пе­
ресечения и дополнения и является поэтому булевой алгеброй 
Опять­таки, для наших целей не важно, какие другие, специфи­
ческие для отношений операции ш 1?с1 будут выбраны. Для оп­
ределенности выберем на/?«.(. структуру, уже известную в ал­
гебраической логике. Пусть И*.С и *,у с V ; когда положим: 
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Зх й­ : ­ {*<ь0 у . 'лля некоторого T F fi и всех it/, ii-ttl 
Тогда множестпо , рассматриваемое как алгебра сигнатуры 
•Л: = iv>,­,Зл.••<«;,!„ «^становится цилиндрической алгепрой мио­
кеств [:<"]. Понятно, что et*»­*^«'{»vj и ч т 0 е с л и то 
J J x « t Всякое подмножество Ас!. , замкнутое относительно 
операций из Л и содержащее все диагонали ctßJ, будем накипать 
алгеброй отношений над 0 . Если А такая алгебра, через Лд обо­
значим пересечение A n fiel х . 
3 . Я з ы к и з а п р о с о в и к о м а н д . Зафиксиру­
ем теперь некоторое множество И , каждому элементу '< которого 
приписан некоторый род att-it) . Элемент» lj будем налипать 
символами отношений. Определяемый отим множеством яаык реля­
ционных выражений ­ алгебра сигнатуры Л, свободно порождае­
мая множеством W ­ мог бы служить языком запросов для базы 
данных (лвбоштно, что он с точностью до технических деталей 
совпадает с языком логической системы £ из Cf>J). Однако мы 
хотим учитывать в запросах и команды управления (см. опреде­
ление операции о в разделе I ) и поэтому должны расширить 
этот язык, допуская на нем действие команд управления. В ре­
зультате получится некоторая разновидность языка динамичес­
кой логики. 
Пусть зафиксировано еще одно множество ­ множество Q 
простых команд управления. Их возможная структура и смысл 
нас сейчас не будет интересовать (но см. C'iJ ) . Будем считать 
что разрешается из простых команд с помощью подходящих опе­
раций образовать и составные. Для определенности допустим, 
что имеются двуместные операции • и I , одноместная операция 
* и нульместнал операция £ . Тогда язык команд управления L с 
представляет собой алгебру сигнатуры {• , ! ,* ,IJ , свободно 
порождаемую множеством С. Возвращаясь к языку реляционных 
выражений, будем теперь считать, что им является алгебра L f t 
сигнатуры Л и L c , свободно порождаемая множеством £ . Целесо­
образно стать на более абстрактную точку зрения и соединить 
оба языка в одну двусортную алгебру Ь=(Ц , 1«)сигнатуры 2 : = 
= 0чЛи1<>], где • ­ операция смешанного типа 1­с*1­Л­»­1­е, опре­
деляемая условием т о ^ х т ^ « здесь справа ­ выражение языка 
1_й, в котором т понимается уже как операция на 1_й . Алгеб­
ра~[_ свободно порождается "двусортным" множеством ( С , а ) , т . е 
является, по терминологии С 7 3 , алгеброй 2­термов над множест­
вом "переменных" С и £ . 
мы будем иметь дело и с произвольными алгебрами указан­
ных сигнатур. Если, например, (1,0) ­ алгебра сигнатуры 2 , 
будем называть операцию о действием алгебры 21 на О и писать 
60 ,^ вместо б о ^ , как бы превращая этим £} вй и 1­с*~алгебру на­
подобие I­ с .Нам будет удобно рассматривать также расширенные 
сигнатуры &*::9иСуЛ**Л^Й и 2.*--#иЛо1«}, где элементы С и й 
понимается как дополнительные константы. Тогда каждая из ал­
гебр 1 с , 1 в и и оказывается (свободной) алгеброй с пустым 
множеством порождающих, или т . н а з . инициальной алгеброй 133 в 
классе всех алгебр соответствующей сигнатуры. Это означает, 
что дли каждой б'­алгебры I имеется единственный гомоморфизм 
Х £: 1.£­»£ , а для каждой (Л*у 1­^­алгебры 0 ­ единственный го­
моморфизм Ъ л : к„•» 0 , и что пара X : А J является единствен­
ным "двусортным" гомоморфизмом ­алгебры (1.,. , / .« ) *fj.fi) • Эти 
гомоморфизмы будем называть каноническими. 
Произвольную алгебру сигнатуры 2 * будем называть мини­
мальной, если она не имеет собственных подалгебр. Очевидно, 
что алгебра минимальна т . т . т . , когда сна является гомоморф­
ным образом £_, и что гомоморфный образ любой минимальной ал­О 
гебры сам минимален. 
4 . О п р е д е л е н и е б а з ы д а н н ы х . Если за­
дана область данных 0 , то интерпретацией языка^я в С будем 
называть любое отображение С : (о) , сохраняющее роды 
( т . е . такое, что са) е &.£<иг(ц,). Пусть Ы ­ множество всех ин­
терпретаций. Можно было, бы уже четверку ( Ы , 1 С , < - а и 1 £ ) пре­
вратить в автомат интересующего нас вида. Мы все же будем до­
пускать более общие конструкции. Прежде всего, часто не все 
интерпретации обязательно реализуются в базе как возможные ее 
состояния, а кроме того, мы не хотим исключать ситуации, ког­
да разные состояния реализуют одну и ту же интерпретацию. Да­
лее, желатольно учитывать ту или иную "степень эквивалент­
ности" выражений языков L c и (­„ и поэтому вместо самых языков 
использовать, скажем, какие­либо их фактор­алгебры. Наконец, 
обычно не все отношения из 1?еХ доступны в базе, тем или иным 
образом "встроены"в нее. Поэтому разумно в качестве четвер­
той компоненты автомата допускать произвольные алгебры отно­
шений над D. Учитывая все сказанное, а также некоторые другие 
соображения, приходим к следующим образом уточненному опреде­
лению базы данных. 
ОПРЕДЕЛЕНИЕ. Базой данных над множеством D называется 
всякая система (5,ltQ,А) с операциями »: Pis), ». S»Q­»A, 
о: £*Q­*Q» где «? ­ произвольное множество, А ­ какая­либо ал­
гебра данных над 0 , £ ­ алгебра сигнатуры &*, Q - алгебра 
сигнатуры Л* , и выполняются следующие условия (для S'cS ш 
пишем У ­ в вместо { s . о ; se.S'J и 3V<ļ, вместо {s*4:s*S'i ) : 
( i ) 5 « ( в , б г ) S ^ . e j . e ^ , л . 1 в , | в д ) = j . 6 . , И 5 . 6 ^ , s-i = Ļ S J , 
S - В * a CU-S»»") t ГДе 6 - S i И В " " 
( l i ) j . <?,""?,,"­ • 3 ' Ч ^ ^ ' Я 1 _ , 5 * i < i , ­ V = ­ s * * ' A ­ 5 ' * x ­
(iii) J . l t A ^ , , ; 
t*VJ 5»(e» i { . ) « U « i ' e J " < l ) ; 
(v) 2­алгебра ( I ,Q) минимальна. 
Алгебра (I ,Q) называется входной алгеброй базы. 
Мы не включили в схему базы какие­либо ограничения на 
состояния (например, условия целостности),как это иногда де­
лают. В нашем случае такие ограничения ­ аксиомы базы ­ имеют 
вид тождеств в алгебре L. Рассмотрим этот вопрос подробнее. 
Пусть 8 : = (S,I,Q,A) ­ какая­либо база данных. Два элемента 
в, , б 2 из £. или <10<\г из Q будем называть неразличимыми в В 
(обозначения: в , ^ ь г ) . если для любого состояниям из 
S $>4 \>>в | и, соответственно, s*ç f=i»о. . Мы можем говорить и 
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о двусортном отношении неразличимости 5 =(­2;, ^ ) на алгебре 
(1,С). Теперь, следуя примеру общей алгебры, назовем систе­
мой тождеств в 1_ любое двусортное бинарное отношение Е-{Ес>е£) 
на I: Е с с 1_с ^ д а ^ • Будем далее говорить, что база 3 удов­
летворяет системе тождеств Е, если для любого С­тождества 
е £ с и любого £ ­тождества </„/ г )е£^ элементы к\т1, а • 
также и Х^Д неразличимы в в . Две базы можно считать эк­
вивалентными, если они удовлетворяют одним и тем же тождест­
вам. 
5. С ж а т и е а л г е б р и I , Входную алгебру базы 
6=($,£,С,л) можно считать в некотором смысле избыточной, если 
в I или в (? имеются неравные неразличимые элементы. Если 
такой ситуации нет, т . е . если отношение неразличимости & 
оказывается двусортным отношением равенства на (£,<?), будем 
называть базу редуцированной.' Мы увидим ниже, что, не теряя 
общности, можно ограничиться рассмотрением лишь редуцирован­
ных баз. 
Пусть теперь .В ­ какой­либо класс баз данных в схеие 
Алгебру £_ можно использовать как язык для описания 
свойств баз из этого класса. Однако нетрудно догадаться, что 
про+АКТОРИЭОВАВ ее по системе Е(&3псех тождеств, которым 
удовлетворяют члены ¿3, мы должны получить менее избыточный 
язык, пригодный для тех же целей. Покажем, в каком смысле 
это действительно так. 
Сперва построим одно важное семейство 2 ­ а л г е б р . Пусть 
заданы множество 5 и область данных В. Множество !Р($2) всех 
бинарных отношений на 5 можно рассматривать как 0­алгебру 
относительно операций композиции, объединения и взятия реф­ . 
лексивного транзитивного замыкания, а также отношения тож­
дества на 3 . В то же время на множестве М(о^пех функций 
типа 5­»й*/(о> стандартным образом­(поточечно) индуцируется 
структура алгебры, однотипной с йиЮ) . Следующим образом 
определим действие • алгебры (Р(52) на й*/(о. )^ . 
; ­ и ( ^ У* ! « > > , ;" 
где у а ) ; в{*'е5;11*')* Полученную а результате о ­ а л г е б р у 
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((К*V, %Ы(о)5 ) обозначим через С­$>о]. Нал понадобится 
ЛЕММА. Пусть заданы 2 ­ алгебра (Х ,в ) , а также операции 
. : Яа > , »: 5 » а ­ Пег (о) я отображения р х : - Р^ 1 ) , 
<3 — (Ы(о)3такие, что 
л«<> = 5 » о, = 
где ? в = ^ 1 < 6 ­ > ' • Тогда операции • и » в системе 
( 5 , п о д ч и н я ю т с я условиям (< ) , ( " ) , из опреде­
ления базы данных в том и только в том случае, когда пара 
<р является гомоморфизмом алгебры (£,<?) в [ $ , р } . т . е . 
когда выполнены соотношения 
где л ­ отношение тождества, а и . операция транзитивного 
замыкания. 
Мы опустим доказательство, заключавшееся в проверке 
большого числа простых соотношений. В следующей теореме £(В) 
означает множество всех тождеств, которым удовлетворяет база 
6 . 
ТЕОРЕМА. Для каждой базы в=(5Д.0,А) отношения * и Е(в,) 
являются конгруэнциями на алгебрах I. и ( £ . 0 ) , и соответству­
ющие им фактор­алгебры !_/В и (1(<? )/В минимальны и изоморфны 
между собой. 
ДОКАЗАТЕЛЬСТВО. Отношение % является, очевидно, ядер­
ной эквиваленцией гомоморфизма р из леммы, поэтому оно яв­
ляется ^­конгруэнцией* а значит, и 2­конгруэнцяей на (5 ,0) . 
В свою очередь является ядерной эквиваленцией 2 ­ г о м о ­
морфизма ^Х­:1­**С5,1>], где \ ­ канонический гомоморфизм в 
(£,<?), поэтому и Е 1 й ) является конгруэнцией алгебры*­. А т . к . 
<рЧ)С­)­Ш,0), обе фактор­алгебры изоморфны одной и той же . 
подалгебре алгебры [ 5 , 0 ] . Их минимальность вытекает непосред­
ственно из определений. 
СЛЕДСТВИЕ. I . !{аждая база эквивалентна редуцированной 
базе , имеющей то же множество состояний и ту же алгебру от­
ношений. 
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СЛЕДСТВИЕ 2 . Пусть £> ­ произвольный класс баз . Отноше­
ние ЕС Л) является конгруэнцией на 1_, и для любой базы В ­
= (6,1,0,А) из £ существует единственный 2­гомоморйиэм 
ДОКАЗАТЕЛЬСТВО. Понятно, что Е ( ^ ) является пересечением 
чсех конгруэнции Е(В>) , где 8б£ , и поэтому и само является 
конгруэнцией. А т . к . £(В)с£(8) , алгебра 1/& , а значит и 
(1,0)/В изоморфна фактор­алгебре алгебры ЦЗЬ . 
Звиду минимальности этих алгебр натуральный гомоморфизм 
Ц$> ­»­(г,СЦ/вбудет единственным. 
Добавим еше, что в силу двусортного аналога известной 
теоремы обсей алгебры (см. , например, [ 1 ] , предложение?.II 
главы Я Н / В является подпрямым произведением всех 1­/в (или 
( 1 , « ) / в ) . 
Итак, алгебра обладает некоторым свойством свободы 
относительно баз данных из 3 , и ее можно рассматривать как 
некоторый язык для описания свойств этих баз . Таким образом, 
тождества для класса & действительно можно писать в языке 
то, в каком случае база из Л> удовлетворяет некоторой 
системе таких тоткдеств, определяется в точности так же, как 
выше. 
6. 3 а к л юч и т е л ь н ы е з а м е ч а н и я . Для 
баз данных имеется естественное понятие гомоморфизма, с по­
мощью которого класс всех баз в фиксированной схеме превра­ о 
щается в категорию. Имеет несомненный практический интерес и 
сравнение баз , определенных в разных схемах. Отметим еще од­
ну чисто алгебраическую задачу: описать класс всевозможных 
алгебр вида 1­/!Ь(рассматриваемых с точностью до изоморфизма) 
аксиоматически. Нетрудно понять, что если (1,6 Я ­ такая ал­
гебра, то 0 должна быть (локально конечной) цилиндрической 
алгеброй,X ­ регулярной алгеброй Клини и и что элементы I , 
тая же как в случае динамической алгебры, действуют на (Э 
как аддитивные, сохраняющие булев ноль операторы; они, кро­
ме того, перестановочны со всеми кванторами и сохраняют 
все диагонали. Но полное решение указанного вопроса трудно; 
оно включает в себя, как "аетныс случаи, теоремы представ­
ления и для цилиндрических, и для динамических алгебр. 
Идеи привлечения методов динамической логики в теорию 
баз данных принадлежит Б.И.Плоткину. Им же была поставлена 
задача определения понятия "динамической" базы данных. 
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й.Я.Канелс 
ВЦ ЛГУ им. П. С тучки 
Детерминированный односторонний автомат с магазинной 
памятью имеет входную ленту, на которой головка может сто­
ять на месте или двигаться слева направо (но не на ­
оборотки один магазин (рабочую ленту, на которой головка 
может производить записи только в крайней правой ячейке, 
для чтения записей, расположенных левее, головка должна 
предварительно уничтожить записи, которые расположены пра­
вее ) . Работа автомата задается программой, состоящей из 
команд. Команды по внутреннему состоянию в очередной мо­
мент и по буквам, обозреваемыми головками на входной ленте 
и на магазине (эту тройку будем называть левой частью к о ­
манды), определяет следующее внутреннее состояние, движе­
ния головок и, возможно, букву, записываемую в магазин 
(эту четверку будем называть правой частью команды). Во 
множестве внутренних состояний выделены начальное состоя­
ние и два заключительных состояния (принимающее и отвергаю­
щее). Входное слово принимается (отвергается) , если в р е ­
зультате его обработки автомат приходит в принимающее (от ­
вергающее) заключительное состояние. 
Недетерминированный односторонний автомат с магазинной ­
памятью отличается от детерминированного тем, что программа 
может содержать команды с одинаковыми левыми , но с 
различными правыми частями. Говорят, что недетерминирован­
ный автомат принимает данное входное слово, если существу­
е т такая последовательность выполняемых команд, при кото­
рой автомат, работая на данном входном слове, приходит х 
принимающему заключительному состоянию. Подробное определе­
ние детерминированных и недетерминированных односторонних 
автоматов с магазинной памятью приведено в / I / . 
Указанные выше типы автоматов значительно сильнее к о ­
нечных автоматов. Например, язык принимается недетермини­
рованным односторонним автоматом с магазинной памятью тог ­
да и только тогда, когда этот язык является бесконечным. 
РАСПОЗНАВАНИЕ ЯЗЫКОВ В СЩНОБУКВЕННСЫ АЛФАВИТЕ 
ВЕРШТНОСТНЬМИ АВТОМАТАМИ С МАГАЗИННОЙ ПАМЯТЬЮ 
Известно, что класс бесконечных языков существенно аире 
класса языков, распознаваемых конечными автоматами / I / . 
С другой стороны, из теоремы Парика / I / вы­
текает, что если язык в однобуквенном алфавите принимает­
ся недетерминированным (или, тем более, детерминированным) 
односторонним автоматом с магазинной памятью, то этот 
язык распознается и конечным детерминированным автоматом. 
Вероятностный односторонний автомат с магазинной п а ­
мятью отличается от детерминированного тем, что левая 
часть всех команд зависит еще от выходного значения про­
стейшего бернуллиееского датчика случайных чисел, осуще­
ствляющего равновероятный выбор символа из конечного а л ­
фавита. Говорят, что вероятностный автомат распознает 
язык L с вероятностью р ( р> j ) , если для любого 
входного слова х с вероятностью, не меньшей чем р , 
автомат принимает X , если ос € L , и отвергает х , 
если х# L . Говорят, что вероятностный автомат распо­
знает язык L с изолированной точкой сечения, если с у ­
ществует такое р > , что автомат распознает L с 
вероятностью р . 
ТЕОРЕМА. Если некоторый язык в однобук венном алфа­
вите распознается вероятностным односторонним автоматом 
с магазинной памятью с изолированной точкой сечения, то 
этот язык распознается и конечным детерминированным а в ­
томатом. 
Доказательство этой теоремы технически сложно. Из­за 
недостатка места оно будет опубликовано в другом издании. 
Для сравнения отметим, что аналог нашей теоремы для 
языков в более богатых алфавитах не имеет места, В / 2 / 
доказано, вероятностные односторонние автоматы с магазин­
ной памятью могут распознавать языки, не являющиеся б е с ­
контекстными . 
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0 ВЫЧИСЛИТЕЛЬНОЙ СИЛЕ ДБУХЛЕНТОЧНЫХ 
КОНЕЧНЫХ АЛЬТЕШИРУЫа АВТОМАТОВ 
Ы.Я.Албертс 
ВЦ ЛГУ им.П.Стучки 
В [ I ] било введено мощное обобщение понятия недетермини­
рованных машин ­ понятие "альтернирующая машина". Альтерниру­
ющие конечные автоматы распознают только регулярные языки, и 
альтернирующие машины Тьюринга ­ только рекурсивно перечисли­
мые множества [ д ] . В [1} введена естественная иерархия аль­
тернирующих машин. В настоящей работе рассматривается та же 
иерархия многоленточных конечных автоматов и доказывается, 
что возможности различных типов автоматов этой иерархии раз ­
личны на нижних этажах, п.­ленточный конечный альтернирующий 
автомат есть обычный Л.­ленточный конечный недетерминирован­
ный автомат, множество состояний которого разделено на мно­
жество экзистенциальных / 3 / и множество универсальных / V / 
состояний. 
Автомат имеет управляющий элемент с конечным числом со­
стояний и обрабатывает г» ­Ли слов. На каждой ленте написано 
слово в конечном алфавите 3£ 1 которое заканчивается на специ­
альном символе . Каждая лента имеет одну только читающую 
головку, которая в каждый момент может либо,стоять на месте, 
либо двигаться вправо. Один шаг автомата состоит в том, что 
он переходит в новое состояние и меняет положение головок на 
лентах согласно функции переходов или переходит в новую $ 
конфигурацию . Переход из некоторой конфигурации «. в другую 
конфигурацию /I обозначим через а и — £ . Если какая­то голов­
ка достигает символа*, то она далее не двигается. Обработка 
г\»­ки слов заканчивается, когда все головки обозревают 4» . 
Процесс вычисления автомата М на х можно' отобразить в 
виде конечного дерева вычислений, корень которого начальная 
конфигурация М на х (?м(ж), а одна ветвь ­ это вычисление 
/последовательность конфигураций/, которое заканчивается на 
принимающей или отвергающей конфигурации. 
Чсрез " V " обозначим операцию логического сложения, а 
через " А " ­ операцию логического умножения. Определим рекур­
сивную процедуру разметки вершин /конфигураций/ дерева вычис­
лений автомата М на х , используя функцию, определенную ниже 
*>' - - * 
е с л и * л ­конфигурация, 
Д ^((Ь) | если л V­конфигурация, 
I , если Л принимающая конфигурация, 
О , если Л отвергающая конфигурация. 
Автомат М принимает /отвергает / слово X , если $(б~(с)) =1 
Будем говорить, что автомат П распознает язык 1_ , если 
I / М принимает каждое х » Ц • 
2 / М отвергает каждое х $ £ . 
Альтернирующий автомат М будем называть Зк­альтерниру­
ющим / \£ ­альтернирующим/ автоматом, если начальное состо­
яние является 3­состоянием / V­состоянием/ и на любом вычис­
лении кванторы 3 и V , приписанные у конфигураций, меняются 
не более чем к.­I р а з . Условимся, что 3 , ­ / V, ­/автоматы есть 
обычные детерминированные автоматы. Класс языков, который рас­
познается двухленточными конечными З к / \ £ /­альтернирующими 
автоматами, обозначим через Х к / П к / . 
Определим языки _ . 
Е, »{(о х,о» <101м. ­ ю»") I а. ^ > х , 
Ь^«{ ( х 2 3 , и!­»­) | Сх,а)еА, ­ А ­ ( ^ ) б Е < ] 
B [2] доказаны следующие соотношения между классами X, , 
П, . П, /теоремы 1­3 / . 
ТЕОРЕМА I . В,* (Z,nrV)N­n. 
ТЕОРЕМА 2 . Е , * Х , \ П , 
ТЕОРЕМА 3 . А,,* Г ^ Ч Ц , 
Ниже доказываются аналогичные результаты для классов Т.г, 
П г , И, и п , . 
ТЕОРЕМА 4 . I / Bt « (I^nnjNCr^Ut, ,) 
2 / Fx *(Z»nn I ^4Cn ,ü£,V 
ДОКАЗАТЕЛЬСТЮ. I / Опишем работу двухленточного конечного 
3j­альтернирующего автомата М,, распознающего язык В,. , на 
паре слов (TC2 j ,«2*) . Автомат М, экзистенциально выбирает и 
проверяет следующие условия: 
/ 4 . 1 / ( ж , * ) * А , 
/ 4 . 2 / ( j ­ . ^ t E ^ 
Поскольку А,* П., и Е,* X, • то Вх * X,.. 
Далее опишем работу двухленточного конечного V t ­альтер­
нирующего автомата Иг , распознающего язык BL , на паре слов 
( x l ^ . u l ­ * ) . Вначале работает 4$­автомат, который произ­
водит проверку условия / 4 . 1 / ^ Если он попал в принимающее 
состояние, то заканчивает работу. Если автомат попал в от­
вергающее состояние, то начинает работать 3, ­альтернирующий 
автомат, который проверяет условие / 4 . 2 / . Следовательно, 
Б»*П г . 
Допустим от противного, что существует двухленточный ко­
нечный 3, ­альтернирующий автомат М 3 , распознающий язык Ьг , 
и число его состояний равно •» . Рассмотрим пару слов вида 
(оЧо,(о'1)' о 1 2 оо) ( 1 > 4 » г ) . принадлежащую языку В» . 
Легко видеть, что М 4 принимает и некоторую пару слов вида 
(о 'го , оЧ... io«i о , " ч в , . . . 4 о | 2 о о ) (к>1) 
не принадлежащую языку Вг . Противоречие. 
Допустим от противного, что существует двухленточный ко­
нечный V$ ­альтернирующий автомат , распознающий язык Ьх , 
и число его состояний равно ­J . Рассмотрим пару слов вида 
( О г о ' , 0 2 (о** 1 1) ' 0*л ) ( Í » 4 » г ) не принадлежащую 
яэыку . Легко видеть, чтоМ^ не принимает и некоторую па­
ру слов в и д а ( о 2 о ' , 0 2 ( 0 ^ 1 ) * о'*" (1 0**")*) ( * И ) 
из языка В>г . Противоречие. 
2 / доказывается по схеме I / . 
ТЕОРЕМА 5 . £ г б ­ Г , > П г 
ДОКАЗАТЕЛЬСТВО. I / Опишем работу требуемого двухленточ­
ного конечного З г­альтернирующего автомата М 4 , распознающе­
го язык Е г , на паре слов (х,*.Я.*) . Автомат М1 экзистен­
циальным образом выбирает и проверяет следующие условия: 
/ 5 . 1 / ( * , * ) * Е, 
/ 5 . 2 / ( о с , * ) * А* 
Поскольку А,* П, и Е ^ Х , , то Е г * 2 1 г . 
2 / Допустим от противного, что существует двухленточный 
конечный ^ ­а. ьтернирующий автомат # распознающий язык 
Е , • и число его состояний равно ­о . Рассмотрим пару слов ви­
да ( * . . р ж ( о 1) ( о " О 1 о ~ " 2 ( о Ч ^ ' ^ ^ о ' ) С*­ * 0 
принадлежащую языку Е г . На любом вычислении М 4 на ( « . . } . ) 
назовем критической первую 3 ­конфигурацию. Да.ее произведем­
раскраску дерева вычислений Д ^ ч ^ а в т о м а т а М ь на ( ж . , ^ . ) 
следующим образом. Если соответствующая конфигурация такая, 
что головка на второй ленте находится левее символа " 2 " , то 
покрасим вершину в красный цвет, в противном случае в синий• 
цвет. Поскольку (х„д . )* Е х , то все критические конфигурации 
Д ^ х . ^ являются принимающими. Для этого достаточно сущест­
вования вычисления из каждой критической конфигурации в неко­
торую принимающую конечную конфигурацию. Для каждой критичес­
кой вершины зафиксируем одно такое вычисление ^гаким_ обвалом, 
чтобы при одинаковых критических конфигурациях они совпали бы. 
Число различных критических конфигураций не больше чем 
• (л+2)г . Легко видеть, что на второй ленте найдется такой 
сегмент о' , при чтении которого на всех зафиксированных вы­
числениях из критических конфигураций головка на первой ленте 
стоит на месте. Заменяем его на О 2 ' . Рассмотрим отвергающее 
дерево вычислений М4 на паре слов вида ( х . , ^.,) «. 
(О*, О*4 2' [Qt^)' 0 я ' (40* У) не из языка Е г . 
Легко видеть, что все красные критические конфигурации дере­
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ва ( х . я в л я ю т с я принимающими. Следовательно, должна су­
ществовать отвергающая синяя критическая конфигурация. Зафик­
сируем вычисление из начальной конфигурации в эту синюю крити­
ческую конфигурацию. Очевидно, на второй ленте найдется сег ­
мент О" 5 ' 1, при чтении которого на зафиксированном вычислении 
головка на первой ленте стоит на месте. Используя повторение 
состояний, этот сегмент удлиняем. Таким образом, мы построили 
пару слов вида ( о 4 , ( о ^ Ч ) * о 1*" (­1 о 1 " ) * 2 (о ( <)' о11 *) 
( г* > о ) из языка Е г , дерево вычислений автомата М г 
на котором содержит отвергающую критическую конфигурацию. 
Противоречие. 
ТЕОРЕМ 6. А г е П г \ Г г 
ДОКАЗАТЕЛЬСТВО. Утверждение А г * П г доказывается по 
схеме I / теоремы 5 . 
Утверждение А^? £ г доказывается по схеме 2 / теоремы 5 
с той разницей, что в начале рассматривается пара слов вида 
( о * , ( о Ч ) 1 о 1 2 ( о 4 ' 1 1 ) * ( " г ) V * * ) (1тг) 
не принадлежащая языку А г , который по предположению распозна­
ется некоторым двухленточным конечным З^альтернирующим а в ­
томатом. 
Теоремы 1­6 дают соотношение между классами П , , П, , 
X , . П г , 2 ^ в виде следующей картины. 
РАЗРЕШИМОСТЬ ПРОБЛЕМЫ ЭКВИВАЛЕНТНОСТИ 
ДЛЯ ГРАФИЧЕСКИХ ВЫРАЖЕНИЙ 
А.Н.Браэма 
ВЦ ЛГУ им.П.Стучхи 
Введение 
В работе [ I ] введен формальный язык, удобный для опи­
сания общих закономерностей встречающийся при индуктивном 
синтезе программ. В данной работе введено некоторое обоб­
щение этого языка ( т . н . язык графических выражений) и ис­
следована разрешимость проблемы эквивалентности. 
Прежде чем дать точное определение языка графических 
выражений поясним его на содержательном примере. Рассмот­
рим алгоритм "пузырьковой" сортировки. Одним из наиболее 
простых методов изложения данного алгоритма является опи­
сание его работы на примере массива длины 4 : 
ВХОД: А ( 1 : *<) 
ОПИСАНИЕ: 
(0 .1 ) 
I F A U ) > a u ) t h e n МО*­» M l ) ; 
I F A (X) >' A O " ) T H E * A ( 1 ) * ­ » A U ) ; 
I F M s ) > A CO T h e * A ( J ) « a ( < . ) ; 
I F A ( 4 . ) > A ( 2 ) THEtf A ( 1 ) « A ( 1 ) : 
T F ' A (2) > А Ы T h E N A (2) *­» A (3); 
T F A ( 1 ) > A ^ ТмЕ>/ А ( 1 ) « ^ А ( 2 ) -
Используя язык графических выражений такой пример 
можно записать следующим образом: 
ВОВДД: A I f ­ « ) 
ОПИСАНИЕ: (0 . 2 ) 
[ [ I F АДО>АОи) Them a ( i ) * * A l > l ) ; J j ^ L . i t 
Обобщая данную запись для массива произвольной длины, 
получаем 
ВХОД: А ( 4 : . 
ОПИСАНИЕ: (0 .3 ) 
где ^ ­ произвольное натуральное число. 
Под индуктивным синтезом здесь понимается восстановление 
выражения вида (0 .3) по примеру вида ( 0 . 1 ) . 
В данной работе будет определен язык графических вы­
ражений, сформулировано понятие эквивалентности графи­
ческих выражений и доказана алгоритмическая разрешимость 
проблемы эквивалентности. 
I . Основные понятия 
Пусть 2 ­• Е ч V 2 ! и \ЛУ 0 I ­ некоторый 
алфавит, где 2 ­ конечное множество произвольных сим­
волов, 2 ­ множество .целых чисел, Ф * { Г Д а * 
и 1= ( I , 3 , ­ т . н . множество параметров, 
множества £ ч , 2 , \Л/ и I попарно не пере­
секаются. Целые числа будем представлять в десятичной фор­
ме, при этом числа,состоящие из более чем одной цифры бу­
дем подчеркивать я принимать з а один символ. 
Пусть 5 ­ слово в алфавите 5Г , в котором 
некоторые по дело ва вида I или 1«с ( Д * Т , С € 2 ) 
могут быть подчеркнуты. Т е р м о м £ назовём слово 
вида 
С * 0 С».» 
где К € I я ­ либо константы, либо слова вида 
X или Т1С. ( 1«: I , <=« 2" ) . $ назо­
вём т е л о м т е р м а 5 , «,/1 ­ е г о г р а ­
н и ц а м я, а К ^ е г о с о б с т в е н н ы м п а р а ­
м е т р о м . Терм 5 назовём к о р р е к т н ы м , если 
его тело S по крайней мере в одном месте содержит 
подчеркнутое подслово J<_ или К*с ( с « 7£ ) . 
В дальнейшем, если не оговорено противное, под т е р м а ­
м и будем понимать именно корректные термы. Через 
S C T J c , . , •• • ; 1 , 1 < 0 , Г д в o ; e ^ , I i € l 
( [ с [i,---,*] ) , обозначим слово, которое получается 
из S • если во всех вхождениях выражений вида I ; или 
I­V»c_ вместо 1 ( подставить Q; и вычислить 
значения подчеркнутых выражений. Например, если 
S ^ A I B C J i l ) , то =. А З 6 ( О • 
Будем говорить, что границы « , р, терма ф и к ­
с и р о в а н ы , если л,^ € 2? . Определим з н а ­
ч е н и е v a l ( , l ) для термов 
• [ 3 ] (1 . 2 ) 
с фиксированными границами: 
vJCS)-S(Kic 4 )SCKlc 4 .J)S(K| v i«r) ...SOIc,), ( i . a ) 
где . <5"=1 , если с 4 ^ с г , и <f=­4 . , если 
с 4 > с г . сГ называется н а п р а в л е н и е м 
терма 5 . Например, если 5 ­ С А Т й(т*г)1 то 
Vo.l(5) = AlBe<)A2B(s)AlB(t)Aí.e(K>AS6(S) ¡ 
Определим теперь графическое выражение. Пусть X -
некоторое слово в алфавите О 2Г u I я х, ; 
. . . I * * I ­ параметры вотречаавреся в X . Пусть 
все Г; ( UÍ.­<, .•­ , к ] ) входят в X в 
виде I ; или I ; * c ( c e ) . Тогда такое 
слово X назовём п р о с т ы м г р а ф и ч е с ­
к и м в ы р а ж е н и е м . 
Определим г р а ф и ч е с к о е в ы р а ж е н и е 




где [ ^ 1 г } , если млн ^ « у ^ 
0 . е с л и » ­ С 1 
[ Т г ) , если £ » £ г или А а У с ; » 
0 , если л,= с г 
если Г * г,, • I •* т г . 
4 . Других графических выражений нет . 
Выражение будем считать к о р р е к т н ы м , если 
все входящие в него термы являются корректными я имеют 
различные собственные параметры. В дальнейшем, если не 
оговорено противное,под выражениями будем понимать именно 
корректные выражения. Если множество свободных параметров 
графического выражения состоит из одного элемента (пусть 
это будет N ) , то такое выражение будем называть унар­
Свободные параметры слова X назовём в н е ш н и ­
м и для терма [ X ] , x ­ i A 
Определим г л у б и н у oUptV< С В ) в ы р а ­
ж е н и я Е индуктивно: 
1. Простое графическое выражение является графическим 
выражением; все параметры, входящие в это выражение, 
являются свободными. 
2 . Если X и V ­ графические выражения с множест­
вом свободных параметров Я» ж 1 ч , то слово XV 
является графическим выражением ( X и У будем назы­
вать подвыражениями выражения Х У ) с множеством 
свободных параметров В , 0 1 ч . 
3 . Пусть X ­ графическое выражение с множеством сво­
бодных параметров Ц х . Тогда терм 
является графическим выражением с множеством параметров 
С 1 , \ Ш ) и I и 1 я • 
1. Если Е ­ простое выражение, то oUpth C E V o . 
2 . Если Е = » Е Д г , то о1«?р±Ь(Е) = 
3 . Если Е . ­ C £ l W i ( i , то oí«eplU ( Е У ~ 
Под г л у б и н о_й т е р и a S понимается 
глубина выражения Е ­ S . Терны глубины I мы бу­
дем называть п р о с т ы м и т е р м а м и , а термы 
большей глубины ­ с л о ж н ы м и т е р н а м и . Терм 
S назовём в н е ш н и м в выражении Е , если он 
не содержится в другом терме выражения Е 
Если 1« , ! „ ­ некоторые свободные параметры 
выражения Е , то часто будем писать Б СТ4 , . . . , Т«) . 
В таком случав вместо Е (.1,1 а* , . . . , I»I <0 » где 
о , , е.* * 2 будем писать просто Е 1>»,••• . 
Так, например, значение терма E*.W) J'^V<¿ ;с, можно 
записать 
v o i a s a , ) ] 1 . t | C i ) = s < o s c v « 0 s c c » ) , 
где сГ ­ направление терма C­sCTl 3 ^, с,,с, • 
Пусть W СT t j . . . } Т » ) ­ графическое выра­
жение, где I , ­ свободные параметры данного 
выражения. К о н к р е т и э а ц и е й выражения 
W C U , - , ! * ) назовём графическое выражение w ( c , ; 
. . . , 0 » ) . г д е c ­ ^ Z C * « U , ­ , » 1 ) . Б е л и I , , 
1 К ­ все свободные параметры выражения W , то 
полученное выражение . W С с » , •••, С«) назовём 
к о н к р е т н ы м . Очевидно, в конкретном выражении 
границы всех внешних тернов фиксированы. 
" П е р в у в р а з в ё р т к у VAL 1 C^CV­./O) 
конкретного выражения мы получаем заменяя в W C ^ , ­ ­ , ^ 
все внешние терны их значениями. Например, 
З н а ч е н и е VAL ( w ) конкретного выражения 
W определяется индуктивно: 
1. Если d«ptV, (.\«) = 0 , то V A L C W ^ a w 
2 . Если d e p ^ Cw) > О , то 
VAC ( w ) » V A L (^  VAL1 ( w ­ ) ) . 
Например, VAL ( Д С П Г . 1 ( 1 Jj* M ) ­ . 
Часто вместо VAL W i c , ' , . . . / , ) ) будем писать 
V A L ( .w i С 4 , . . . ; с . ) . 
Будем говорить, что два графические выражения 
Е ; ( М 4 ( . . . . " J « Е Д м . , . . . , * . ) (где и 
М ( ... м ( ­ все свободные параметры E t к е , ) 
э к в и в а л е н т н ы ( Е 4 ) , если для каж­
дого набора натуральных чисел о 4 , . . . , о» существуют 
такие Ь 4 1 ht , и идя каждого наборе натуральных 
чисел Ь , . . . . , Ь ( существуют такие ft, , что 
VAL ( . G t О = V A L C E , A , - , 4 ) ' 
Будем говорить, что Е 4 и Е г а с и м п т о т и ­
ч е с к и э к в и в а л е н т н ы , если существует такое 
с t IN , что для каждого набора а 4 , . . . такого, 
что V i : с.j > с и V;, j l c . j ­ c . j l > с , оуществуот 
такие натуральные ь 4 , . . . ( ь ( и для каждого набора Ь 4 у 
— , b t такого, что Vi . Ь, •> с и ¡ | Ц ­ Ь / \ > с 
существуют такие натуральные . с , ; с , , что 
V A L i K ' j ' o i ' n O * V A L C . E , ­ , ь , , . . . , > , ) • 
o 
В данной работе доказаны следующие теоремы. 
ТВОРЕНА I . Проблема асимптотической эквивалентноетм 
для графических выражений алгоритмически разрешима. 
Из доказательства теоремы I следует также 
ТЕОРЕМА 2 . Проблема эквивалентности для унарных гра ­
фических выражений алгоритмически разрешима. 
2 . Идея доказательства 
Доказательство разрешимости проблемы асимптотической 
эквивалентности основано на следующем факте: два выражения 
асимптотически эквивалентны тогда и только тогда, если 
некоторое достаточно большое значение одного выражения 
совпадает с некоторым значением второго выражения. Поясним 
это более подробно для унарных выражений. Пусть даны два 
унарных выражения Е и F , и пусть X равно 
VAL С Е , ° 0 ДЛЯ некоторого достаточно большого с « 1Л/ . 
Если Е ~ Р , то существует такое Ь * , что 
V A L « V A L C E J C ­ ) * X . Л е г к 0 видеть, 
что Ь можно эффективно найти. Доказательство разреши­
мости асимптотической эквивалентности основано на факте, 
что существование такого b t W является и достаточным 
условием ТОГО,ЧТО Е ~ F . 
Дня того, чтобы описать идею доказательства данного 
утверждения введем несколько понятий. 
В дальнейшем нам будет удобно графические выражения 
представлять в несколько другой форме. Простые термы ( т . е . 
термы глубины один) будем записывать с помощью т . к . много­
точечных термов. Так вместо С т ^ ) 3 1 » « 1 *х будем пи­
сать < T ( * i ) Т(.«а")"> . Например, терм 
[ а Г В Л 1 » 1 ^ ц записывается, как < А 1 в ( з ) 
0 0 0 a n g C N * V > > ~ . » вьфажение . Щ ] £ ч , г 3 I ­ J t 
как К * ••• а^Эа­ад. 
Наряду со значением V A L ( Е , а ) выражения Е , 
будем рассматривать и р а з в ё р т к у в ы р а ж е н и я 
д о г л у б и н ы и, — VA L к С Е., о.) , которая 
отличается от V&L ( £ , < ь ) тем, что термы глубины к или 
м е т ,е не эаменяютсл их значениями. Например, если 
E > t A W < i « . I > J i ^ a 3 « . . , и 
А [ & < Л ' " 1 > 3 1 » - , , - i , ' а V A L 4 (. ) - А В < 1 « о . 
1 > А в <!••. i > а < ^ « . чу А В < f . i " > 6 < ; 4 ~ » 2 > В < 4 . . о З > 
­ IKJ ­
Идея доказательства следующая. По последовательнос­
ти X с помощью некоторого алгоритма синтеза S по­
степенно будем с торить последовательности X* , Х , Х „ 
С другой стороны» 0 помощью Некоторого алгоритма преобра­
зования П 4 будем преобразовывать выражения Е и F 
в Е . , Е , , . , £ . ( Е , - 6 , ­ , . . * е . ) я F T , F , , . , . , Р „ 
(rt~fx~ ... ­ F . ) соответственно так , чтобы для всех 
i . l , . . . , »­i имело место: V A L ¡ ( . £ ; , 0 = X¡ 
и V A L ; ( F i ( b ) * X¿ , а в конце V A L , ( e . f t ) , 
* Е Л » ) • « ^ U C P . , b ^ ) = Р Л О 
откуда Е Л 0 ­ ^ — R . ( . * ) • И* в то го будет следовать 
Е ~ F . 
Опише еперь эту идее более подробно. 
Рассмотрим подпоследовательность V последова­
тельности X . Наэоввм Y (р ,1) ­ р е г у ­
л я р н о й (. рД € iw ) , если существует такой простой 
терм т =• { t \ , t l » с 1 Т , » ­ р (где | Т i ­ число 
символов в последовательности Т ) , что Y * v c l ( T ) * 
р будем, называть п е р и о д о м , a i ­ ф а к­
т о р о м.Лодпоследовательность'ГЧ'Л , к * Н , . . . l \ 
последовательности "Y назовём п . т е д о м Y . 
Иногда п ­тела регулярных последовательностей будем 
просто называть т е л а м и . 
Пусть X = ы . . р ... « . « . , 4 ... « , « „ 4 ... *„ 
(«,« X ) ' и пусть . Y * м« ... « , ­ ( р Д ) ­
регулярная подпоследовательность ( р Д € IW) . Будем 
говорить, что Y можно с д в я н у т ь . в п р а в о , 
«ел" « » т 4 . . . o t l < t также ( р Д ) ­ р е г у л я р ­
ная подпоследовательность. Будем говорить, что Y можно 
р а с ш и р и т ь в л е в о , если « „ ... tt 
i \ " О 
(^р, 1*4.) ­ регулярная подпоследовательность. 
Пусть Y ( р Д ) ­ регулярная подпоследователь­
ность последовательности X и пусть *>* W . Будем 
говорить, что подпоследовательность Y , w ­ п о ­
к р ы в а е т подпоследовательность Y 1 , если хотя бы 
одно из л ­ тел ( п * подпоследовательности Y 
содержит гл или более тел подпоследовательности V . 
В доказательстве важное значение будет иметь следую­
щая лемма о регулярных последовательностях. 
ЛЕММА I . Пусть подпоследовательность X - (р4,£4)-
регулярное, а подпоследовательность У - (р4,1«) ­
регулярное. Пусть X и У содержат общую подпосле­
довательность 2 • Тогда, если 1*Н ­ **<м< (р 4 ) р,) + 
+ Ч Р ч К> » то Р** Р* • 
ДОКАЗАТЕЛЬСТВО. Пусть р 4 < р 4 и пусть общая 
подпоследовательность 2 ­ " Ч ^ г ­ ­ *» г Согласно у с ­
ловию леммы п > р а ч­ А р 4 . 
Сначала опишем некоторый алгоритм, который будет р а ­
ботать на слове 2 и в итоге выдаёт определённое число 
. Затем докажем, что, во­первых, если 2 регу­
лярно о периодами р 4 и р х , то 5„ = О и, во­вто­
рых, если £„ » О . т о р 4 ­ р 4 . В алгоритме мы бу­
дем использовать одну переменную 3 и будем считать, 
что в начале она имеет значение 0 . Ещё в алгоритме 
мы будем использовать маркер, который будем передвигать 
по слову 2 
Так как слово . 2 регулярное с периодом р 4 , 
то в нем существует сх г , 4. 5 р < р 1 , такое, что 
Установим в начале маркер на •ос р . Далее алго­
ритм будет работать следующим образом. Если в какой­то 
момент маркер стоит на символ й | и | £ р 2 , то пере­
местим маркер на « | „ р < . Если > > р г , то пере­
местим маркер на <*;­р г • Оря каждом таком передвиже­
нии маркера переменной Б . мы прибавим, соответственно, 
Л ^Р4 ­ *1 «ли * Н ч ~ ° ^ (ниже будет доказано, 
что с*,', и * г Р г всегда являются числами 
и поэтому упомянутые разницы имеют смысл). После р** р ч . 
таких шагов алгоритм закончит работу. Значение переменной 
3 в этот момент обозначим через 3 , . 
Легко видеть, что если маркер будет находиться на 
каком­то символе , то имеет место = « , • 5 
Также легко доказать, что после р 4 * р г передви­
жений маркера ( т . е . по окончании работы алгоритма будет 
сделано рг передвижений вправо и р 4 передвиже­
ний влево и маркер снова будет на « р . Поэтому в 
момент окончания работы й ? = + £ • Отсюда по­
лучаем, что ^ „ а. £ » О . 
Теперь докажем, что если Бе = О , то р,.* р 2 . 
Сначала заметим, что: 
1<*,.Р1­ <*, I * 4. (2 .1) 
К«р> ­ Ы« 1 й 4 " (2 .2 ) 
Докажем, что 
из сх­ • ­ ос­ » д • следует к ­ л . =4 
' М г К гр» 1 (2 .3) 
а из < * , . * ­ V " 1 Следует • « ^ ­ м ^ — { ; 
Перед тем как доказывать (2 .3 ) покажем, что из него сле­
дует р, . 
Для этого допустим, что в начале мы выбрали схр , 
для которого « г . р 1 ­ о<р » 4. (соответственно, 
о»,,р, ~ « р * _ 1 ) . Из (2 .3) следует, что для лю­
бого <х; , на котором в какой­то момент находится 
маркер, ­ в 1 (соответственно, 
(х­ .^­ ы \ * ­ 4 Ь Отсюда в свою очередь с л е ­
дует, что всякий раз , когда мы передвигаем маркер вле­
во , мы к 5 прибавляем + 1 (соответственно, ­ 4 ) . 
Так как согласно! вышесказанному', по окончании работы ал­
горитма маркер вправо будет передвинут всего р». р а з , 
то к Б из­за правых переходов будет прибавлено р г 
­ из ­
(соответственно, - р , ) . С другой стороны, так как мар­
кер влево будет передвинут р! р а з , то учитывая 
(2.2) . , мы получим, что к £ и з ­ з а левых переходов бу­
дет прибавлено число не меньше, чем ­ р 4 , я не 
больше, чем р , . Таким образом, 5 5 р г - рц ( с о ­
ответственно, 5 ^ - р г+ р 4 >. Но так как $ в - О , 
то отсюда следует, что рА =: р г . Согласно началь­
ному предположению р1 > р 4 . Отсюда получаем, что 
Р* = Р* ' 
Таким образом,для завершения доказательства остаётся 
доказать утверждения ( 2 . 3 ) . Докажем первое из них. 
Предположим противное,т.е. что = 4 , ж 
Из (£ .1 ) следует, что возможны три случая: 
I» °*#»р1*р»­ ^ { т . е . ° ^ . р , ч ч € ) 
2 . « ^ р ^ р , ­ * ^ = 0 
3 . ^ . р , , р , ­ « 4 , р , « ­ 4 ­
Случай I невозможен, так как легко видеть, что в 
этом случае получаем « ^ Р г € 5 1 ' и, следовательно, 
^ ч , но это противоречит °< 4Чр, ­ ^ = 4. 
Покажем, что случаи 2 я 3 также невозможны. Для каж­
дого ив них возможны три подслучая 
а) < Ч . р . = « ¿ « 4 
б) . « ^ в . » ­ , ­
с) ^ . р, « о<; ­ 4 • 
Таким образом, всего мы имеем 6 случаев, которые п о ­
казаны в следующей таблице: 
Таблица I 
«¿4 «¡.1 с., .3 
• Ч °гЛ у • «|.р,.р4 ^ 1 | Ч ^ 
2* • в^»4 в^ «4 о^ Ч 
* «Г* Ч * Г 4 ^ 2 1 V $1 1 , 
э ь «¿-1 «¿­3 
2< ^­4 «{­4 «¡­4 
3 4 я$­4 «¿­2 
Рассмотрим разницу 1 0 ( ¿.ip t »p l ­ ^j.ipt I • Из 
таблицы видно, что в любом из 6 случаев эта разница стро­
го больше I . Однако это противоречит ( 2 . 2 ) . Таким образом, 
случаи 2 и 3 также невозможны. 
Если теперь ещё раз просмотреть приведённые выше 
рассуждения, то легко убедиться, что для их справедли­
вости достаточно, чтобы \Z\ < • 
Лемма доказана. Из леммы I легко получаем 
СЛЕДСТВИЕ. I . Пусть зафиксировано некоторое число 
с в<£ 1М такое, что с . > 5 . Пусть X Срч/М~ 
регулярная последовательность с í 4 > cD , содержащая Cp*j¿ t ) ­ регулярную последовательность Y с 
^ i с, такую, что рч * р х . Тогда последователь­
ность ( с о ­ 5 ) покрывает последовательность Y . 
Теперь мы можем описать алгоритм синтеза S . Ал­
горитм зависит от некоторой константы с . с IM и 
работает следующим образом. Алгоритм берет первую, начиная 
с левой стороны данной последовательности X • регу ­
лярную подпоследовательность Y такую, чтобы 
I ) фактор { подпоследовательности Y был бы больше 
или равен с, » 
.2) не существовало бы другой регулярной подпоследователь­
ности Y ' с фактором i ­ Со такой, что подло еле­' 
довательность Y , ( c , ­ S ) покрывает подпоследо­
вательность Y" . 
Затем алгоритм максимально расширяет и смещает впра­
во найденную подпоследовательность Y так, чтобы не на­
рушилось ( 2 ) . После этого алгоритм заменяет эту подпосле­
довательность на соответствующий терм Т • [То] 1 ш < % 
( т . е . такой, что val ( Т ) « Y ' , в продолжает обра­
батывать таким же образом оставшуюся часть последователь­
ности X з а термом Т . Результат работы алгоритма 
синтеза 3 ш последовательность X обозначим 
через S C X . c . ) . На1п5имвр, если 
X ~ АВА1А1 АЗ A*AS47»3 j ( А , 6 £ ) 
ТО 
S ^ X . S " ) ­ AÜ><,Ai А А > А < 5 — S> . 
Пусть теперь £ 0 * Е , f, = F и 
Х 0 ­ VAL С Е. , = VAL (, Р , , . Выберем с . неко­
торым образом в зависимости от Е.„ и Р с • Пусть 
X ^ S C X ^ c . " ) . 
Преобразуем Е„ в е *. { Е^ ~ Е„ ) и Р. в F^ 
( P t "~ F, ) так , чтобы имело место 
V A L ^ E ^ o ) V V A L T («чЛ) ~ X* . (2 .4 ) 
Алгоритм П 4 , осуществляющий такое преобразова­
ние, является наиболее сложной часты) доказательства и 
ему в основном и посвящены следующие главы. С . вы­
брано так , чтобы такие преобразования были бы возможны. 
Таким образом,(2.4) можно переписать следующим обра­
зом: 
* S U . , с . ) 
(2 .5 ) 
V A L , С П 4 и О , ь) * S С Х . ^ ) • 
Последовательность X, = S ( X . , с . ) содержит 
многоточечные термы глубины один. Будем временно их счи­
тать специальными символами я игнорировать их семантику. 
Тогда к X t опять можно применить алгоритм синтеза S . 
Также поступим я с термами глубины один выражений Е» ж 
F t я применим ещё раз алгоритм í~ l t . Получим 
V A L A C n . W , b > S U C t , c , ) , ( 2 . 6 ) 
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где c t выбрано в зависимости о г E t и F, . 
Продолжая таким образом, получаем индукцией 
(2 .7 ) 
где Е ­ . П ^ Е ц ) , F , > П . CFu . ) , 
% * S C X f e * » 5 H : i • c i выбрано в зависи­
мости от Е, к F¡ ( U l i , . . . , «.«.I >; 
Фактически это означает, что из 
V A 4 U . , О = V A L , C P . y .*•) (2.8) 
следует 
V A L M С а С Е ^ . б ^ У А ^ ^ Г и Ю , Ь ) ' (2 .9 ) 
Легко видеть, что если всегда ct > \ , то с у ­
ществует такое » , что имеет место: 
S e x . , О = х „ „ ­ х . , 
т . е . алгоритм $ на Х„ уже ничего не проеннтеэи­
рует. Из определения преобразований выражений будет легко и 
вытекать, что для этого о имеет место 
V A W E ^ O ­ E ^ ­ U ) (2.10) 
• в 
• V A L ^ C F ^ , ^ * R*M .. ( 2 . I I ) 
Следовательно, так как 
V A L ^ Í 6 ¿ c > ­ V A L ^ ( F ^ j ^ ¿ (2.12) 
то 
£ к ^ ( с О * (2.13) 
Имеет место следуищая 
ЛЕММА 2 . Если Е(с . ) ­ Р (Ь ­) для достаточ­
но больших а е »1 и Ь«= N , то Е ( « ) = Р{*»*«) , 
где с = Ь ­ с (лемма может быть обобщена и на 
случай многих параметров). 
Из леммы следует Е „ м ~ р„, л . Так как по ин­
дукции для каждого к < « ч 1 : Е « ~ Е и Р,~Р > 
то £ ~ Е « , г ~ Р»« ~ р ­
Этим показано, что если для достаточно больших сч 
и Ь существует такое X , что X = У А Ц Е . ^ г УА\.(РЬ) 
то ; Е ­ р . 
Таким образом, остаётся определить алгоритм П , и 
доказать, что имеет место 
^ и С Г и О , 0 ) = 5 ( ^ 1 ( . Е ^ , © ) , < : „ . ) (2 .14) 
Так как в Е ^ г термы глубины к - 1 считают­
ся символами, то достаточно доказать, что имеет место 
для произвольного Е­ . 
В дальнейшем будем считать, что с 0 зафиксировано 
к будем его опускать. 
Ниже мы определим ещё один алгоритм преобразования 
П д для разверток • глубины один ­ У А Ц ( Е , С ) , 
к докажем, что 
1) У А 1 д п и в ) , с ) » П Д У А Ц и , * > ) 
2) П Д У М Д Е ^ У ) = $ * У А и ^ * } ) . 
Из чего и следует равенство ( 2 . 1 5 ) . 
Спишем идею алгоритмов f~ l t и Г 1 4 . Алгоритмы 
будут основаны на некоторых правилах преобразования. 
Поясним их на примерах. 
P I . Правило сдвига: 
0 < А 1 . . . А К , > А т«* О А < . 4 А « . к А > 
Р2. Правило расширения: 
ОА<4.А к А > —> < О А ЙА^> 
РЗ. Правило объединения: 
< А 1 . . . А « Ч > < Д к ^ »«• А ] . > г* < А 1 . . . A L ^ 
Р4. Правило синтеза 
AL A L A I A S AÉ A ? ­ » < A 1 « ­ . A ? > 
P5 . Правило развертки коротких термов 
< А 4 . . . А 2 > > ­ » А 4 А 2 А З 
Равенство V A L 4 Ш г ( Е ) = П Д У А ц t ( Ё , с , ) ) 
означает, что упомянутые правила PI­P5 работают на 
и V A L t в некотором смысле одинаково. На­
пример, если 
то после применения сдвига вправо и расширения влево в Е 
подвыражения <1»«*1>ТЧ и г У А 1 ~ , ( ^ Я ) 
соответственно < 4 « . . s > 6 » < 1 — 4 > ? ( < ; , . „ . 7 } £ и 
<<••««> Э получаем соответственно, 
П , С * А Ц ( Е , « ) ) = О — « > < 4 « ~ 7 > < 4 ' ­ * > < < — 3 > 
В данном случае 
V * t 4 С П , ( е ) , О . * í \ ( V A L . (6,1)1 . 
Но, к сожалению, не всегда это верно. Покажем на примерах 
основные трудности. 
Пример I . 
Пусть 
Пусть с . = 1 . Легко видеть, что применить 
какое­либо из правил к Ег. невозможно, но к УАц1е,*) 
можно применить следующие правила: 
1) к К 2 — б> ­ правило расширения, 
2) к <ь«»4}> ­ правило развёртки. 
Только в подслове 1<3 »«С> 4<*1 ••• О 1<г«"й >> 
правила "работают" также кал в Е 4 , т . е . правила не 
применимы. Однако Е 4 можно преобразовать в а с и ю т о ­
тически эквивалентную Е \ , такую, чтобы равенство 
имело место: 
1<и~.4"> к ? . . . ^ [Ч <£ . . . ] т : К ь б> . 
Легко убедиться, что Е — Е. и что 
К сожалению, раскрытие не всегда "спасает" Рассмот­
рим второй пример. 
Пример 2 . 
Е, * С С К а — У ^ " > ] 1 
2 « ' " 8 > 2 <а—»> 2 < 3 . ­ 8 > 2 <ц ..•«> 
Ъ<д...»> а<! . ­«•> 2 0 « ~ « > з <>.­•«) 
I К а . . . 8 > можно применить правила расширения. 
Легко видеть, что раскрытие в атом примере не поможет. 
Чтобы можно было "спасти ситуации" в этом случае сначала 
разобьем внешний терн Е г на два терма. Получим 
Теперь после раскрытия терма £ Т < 1 4 . " ^ у 
к подученному выражение можно применить те же правила, 
что и к развертке. 
Таким образом, перед работой преобразователя П 4 
мы должны предварительно преобразовать выражение С в 
выражение С" такое, чтобы достаточно близко стоящие 
разные параметры имели в развертке ^ ' А ^ ( £ , с.) до­
статочно отличающиеся значения. Более точно это будет 
определено в следующем параграфе, где и будет дан алго­
ритм такого преобразования, 
3 . Предварительные преобразования 
выражения 
В данном параграфе мы опишем предварительные преоб­
разования выражения, которые необходимы для того, чтобы 
правила преобразования, упомянутые в 2 , одинаково пре­
образовали выражение и его развертку до глубины I . 
Нам будет удобно представить выражения в виде дерева. 
Каждому терму Т ( будет соответствовать вершина дерева 
т ; , к которой приписан собственный параметр 0терма и 
его границы. Если терм Т входит в терм Т ( , то соот­
ветствующая вершина г­ является потолком вершины т ; . 
Простым выражениям соответствуют листья дерева. Например, 
выражению Е. = С А 1 _ [ В 2 3 Э < : . , Л } ^ соответст­
вует следующее дерево: 
ВЗ 
Если выражение состоит из конкатенации нескольких внешних 
тернов, то его можно представить как упорядоченный л е с . 
Иногда нам будет удобно объединить этот лес токе в дерево 
с помощью ребер другооо вида. Например, выражение 
представляется в виде дерева следующим образом 
ск 
Отметим, что глубина olе V> ( т ) терма Т тогда 
равна глубине соответствующего поддерева. Расстояние от 
вершины Г , соответствующей терму Т , до корня 
дерева (соответствующего внешнему терму), назовем 
в к л ю ч е н н о с т ь ю т е р м а Т и обозначим 
через inci ( ? ) • Можно также представить в виде дерева 
выражение до определенной глубины, а как листья дерева 
оставить остальное выражение. Далее нам будет удобно пред­
ставлять в виде дерева все составные термы, а простые 
термы оставить в виде многоточечных термов. Например, вы­
ражение 
в виде дерева выглядит следующим образом: 
Такое дерево назовем д е р е в о ы в ы р а ж е н и я . 
В этом параграфе нам также будет удобно считать* что 
кроме свободных параметров М«, , . . . , N . имеется ещё 
один ­ фиктивный свободный параметр, значение которого 
равно нули (обозначим его'через О" ) . Будем считать, 
что все константы с * 2 записаны в форме О+с 
До сих пор мы считали, что выражение Е О , , * \ ) 
определено дли любых натуральных значений • о, , с 
параметров гЛ , . Однако в дальнейшем вам 
будет необходимо рассматривать и случаи, когда на допусти­
мые значения параметров наложены некоторые ограничения, 
например, допускаются только такие наборы чисел о , , . . . ; с . , 
для которых выполняется предикат тг ( о . . . . . , с.,) .Любой 
набор .чисел с,. , . . . . , с . удовлетворяющий некоторому 
предикату, назовем в ы б о р к о й , д о п у с т и м о й 
д а н н ы м п р е д и к а т о м . 
. В дальнейшем важное место будут иметь выборки 
с ч . ­ ( с ч . допустимые предикатом 
где с« 2 ; î. j СГ \ i, «  1 к Î • Для обозначения такого 
условия будем писать 
(3 .2) 
я говорить, что п а р а м е т р и, данного выраже­
ния в ы ш е п а р а м е т р а Юс н а к о н с ­
т а н т у с . Условие (3 .3 ) фактически означает, что 
допустимы только такие выборки значения с 4 С» 
параметров М, ( « ч , для которых имеет место ( 3 . 1 ) . 
Будем говорить, что п а р а м е т р просто 
в ы ш е п а р а м е т р а Ы; и писать 
если имеет место 
­ 3 c t 2 • : N ( i Wj • 
Пусть для выборок параметров N t , w« выраже­
ния Е. имевт место N t i ^ 4 ... 4 w H . Тогда бу­
дем говорить, что параметры л и н е й н о у п о р я д о ­
ч е н ы . Будем говорить, что параметры л и­
н е й н о у п о р я д о ч е н ы с а а п а с о ы с 
(.с* 2 ) , если N. $ * г $ ... * Мч . 
Пусть Т ­ некоторый терм выражения Е , к 
î t J . . . , I r ­ все свободные параметры терма Т 
(вклвчая <У ) . Зафиксируем значения ь , . . . ^ ь » сво­
бодных параметров N4 выражения Е . 
Рассмотрим возможные выборки 0 » t Ц » значений 
аараметров I t > . . , * . , приданных b t 
Будем говорить, что т а р ы Т ­ л и н е й н ы й 
( л и н е й н ы й с з а п а с о м с ) при данной 
выборке Ь» Ь к , если существуют такие ц i „ , 
что имеет место 1 ^ 4 "Ц « ... <, fc*. (соответст­
венно, I ( $ î \ $ ­ . <! 1 ; . ) . Будем говорить, что 
т е р м Т * р ­ о т д е л и м ы й ( P t r v ) , если 
он линейный с запасом Р(с т .„ . , • 4 ) , где с т ^ . ­
макснмальное абсолютное значение чисел, встречающихся в 
теле Т терна Т . Будем говорить, что в ы р а ж е ­
н и е Е­ Р ­ о т д е л и м о е (для данных Ь, , 
... , Ь. ) , если все сложные термы 6 Р ­ отделимые. 
Рассмотрим терм Т ­ [ т 0 ) ' ] Т . ­ А .Пусть ы = 
. | 4 " ­ 1 , « с , 2 ) . Т о г д а 
будем писать * $ л , если имеет место Т д ^ < ^ Т г . 
Назовём терм Т о д н о с т о р о н н и м , если « | л 
или (1 ^ * . Будем говорить, что н а п р а в л е ­
н и е <Г одностороннего терна Т , равно * 4 » 
если * £ л • а ­ 1 если р $ *. 
Пусть дан односторонний терм Т » Ст 
Ч а с т и ч н ы м р а с к р ы т и е м т е р м а Т 
с т е п е н и * назовем выражение 
где <Г ­ направление терна, п * \ . 
В дальнейшем мы будем использовать преобразования 
выражений, в которых термы будут заменяться их частичны­
ми раскрытиями, а частичные раскрытия иногда будут заме­
няться обратно термами. Поэтому удобно ввести понятие т . н . 
аннотированного частичного раскрытия. Для этого будем 
использовать специальные символы £ * '} . А н ­
н о т и р о в а н ы мы ч а с т и ч н ы м р а с к р ы ­
т и е м т е р м а Т = ^ Т ( ' Г ) 3 | К « 1 Й назовём выраже­
ние: " • 
о 
Теперь можно определить в и р т у а л ь н о е 
ч а с т и ч н о е р а с к р ы т и е т е р м а 
Т * [ т ( 1 ) ] ж . Если терн Т имеет глубину 
I , то виртуальным частичным раскрытием терма Т я в ­
ляется просто аннотированное раскрытие терма Т 
Пусть определено виртуальное частичное раскрытие для 
термов имеющих глубину меньше к. (где и > 1 ) . 
Пусть терм Т * ­ Г т с г ) З г . ^ имеет глубину к . Вир­
туальным частичным раскрытием терма Т назовем выра­
жение: 
где Т " \ « . < Г ч и о ) , Т ^ Ч А - А . " - * ) ) 
выражения полученные из Т ( Г ) заменой термов их произ­
вольными частичными раскрытиями. Подвыражения Т и \ * ) 
назовём в и р т у а л ь н ы м и п р о д о л ж е н и я ­
м и т е р м а Т д л и н ы *. 
Будем говорить, что в выражении £ терм Т » [ т и ) ] | | ( 1 
<Х ­ и з о л и р о в а н , если он односторонний и вхо­ ' 
дит в подвыражение 
где I | Т ­ виртуальные частичные раскрытия 1 . 
Иными словами, терм Т О, ­изолирован, если с обоих 
сторон от него стоят его виртуальные продолжения длины (Д. 
Будем говорить, что выражение Е О. ­изоли­
ровано, если все его термы О. ­изолированы. 
Оказывается, что Р ­отделимость и 0. ­изоли­
рованность при достаточно больших Р и О. как раз 
в являются теми условиями, которым должно удовлетворять 
выражение, чтобы правила преобразования описанные в 2 
преобразовали одинаково развёртку до глубины I и выра­
жение. Поэтому важна следующая 
ЛЕША 3 . Пусть дано выражение Е С * * , . 
Пусть *•*•>'••»'. ';Ац некоторые дсстаточко большие и 
отличающиеся между собой значения параметров. Тогда су­
ществует алгоритм, который для натуральных Р> и О. 
преобразует данное выражение Е в ассимптотически 
эквивалентное выражение Е такое, что Е являет­
ся Р ­отделимым и О. ­изолированным. 
Доказательству этой леммы будет посвящена остальная 
часть данного параграфа. Из доказательства будет видно, 
что полученное выражение фактически будет Р ­отдели­
мым и О. ­изолированным не только при данных значе­
ниях о , . о . » , но также при любой выборке значе­
ний, удовлетворяющей условию 4 к/^ ^ ... <, Кг, 
при достаточно большой с , где «*.»»»«•••»'» такие, 
ЧТО С х ч < < ... < 0 ; 4 . 
В дальнейшем для простоты будем рассматривать только 
унарные выражения, для произвольных выражений доказатель­
ство аналогичное. 
Множество,состоящее из всех свободных параметров 
терма Т и его собственного параметра, назовём множе­
ством в н е ш н и х параметров терма Т . Определим 
о т н о ш е н и е п о д ч и н е н н о с т и п а р а ­
м е т р о в ) в выражении. 
1. Для свободных параметров выражения N ж <Т 
имеют место 
(Т — N 
2 . Пусть для свободных параметров 1 Л , . . . , Т„ терма 
Т имеет место отношение подчиненности: 
• пусть ^ 1 ^ ] ^ , Ч 1 ! ^ 
или Т = [ Т ( и ] ­
Тогда имеет место отношение подчиненности: 
Термы, у которых для всех свободных параметров 
I , . . . . , 1 \ имеет место 
назовём и с п р а в и м ы м и . Термы, у которых для 
всех внешних параметров Т о . . . . , I * имеет место 
назовём п р а в и л ь н ы м и . Например, в выражении 
термы [ Г , ] ь , о д и ГПУ^т,* 
Со­» Г­»!*­» *) '"­правильные, а терм Г1&1к.а ,«*~ 
неправильный. 
Заметим, что прямые подтермы правильных термов я в ­
ляются исправимыми. 
Очевидно,вз 1 4 —• I» следует 1 г 4 Т г при 
любом достаточно большом о . Если кроме 1 г — 1 г 
имеет место и 1 г ^ 1 г , то будем писать 1 1 ­ ^ 1 г . 
Терм, для всех внешних параметров которого имеют место 
отношения 
*1 4 Т •­• ? Ч 
назовём с ­ п р а в и л ь н ы м . 
Перейдём к описании алгоритма преобразований. Он бу­
дет основан на трёх нижеописанных процедурах. 
­ • Первая процедура ­ п р о ц е д у р а р а с к р ы ­
т и я т е р м а Т в с т е п е н и с Сс*1М) 
применима к термам с односторонними границами и заменяет 
терм 
на аннотированное частичное раскрытие 
Очевидно, если <х ^ (\> ахи . р ** <* , то полу­
ченное выражение асимптотически эквивалентно начальному. 
Главное свойство этой процедуры_звключается в той, что 
после его применения к терну Т * и \ !Ц««> имеет 
место «. ^ I 4 ^ (или /ъ ^ Г £ <* ) , где с 4 
зависит только от с (если «. = !,*<:, и р » , 
то с 4 » «.i* ( с ­ , с , 1 , с ­ Kjl ] ) , но не ОТ Сл . 
Вторая процедура ­ п р о ц е д у р а р а з б и е ­
н и я т е р м а применима только к исправимым термам 
• она заменяет исправимый терм Т на конкатенацию 
правильных термов Т \ Т» той же глубины как Т . 
Точнее, если для свободных параметров терма 
*Р ­ 1"тСП)г . . г ч *с» , t i t , с , имеет место: 
или Г ч — ... ­ * t i , — ­ ­ * I;.­» •­ — 1ц. / 
то Т заменяется на конкатенацию: 
или 
__ о 
Очевидно, если для терма Т имеет место 
Ч t v . ^ \Л­•• f ч.. i \ 
«с полученное выражение асимптотически эквивалентно пер­
воначальному. Назовём такие термы р а з б и в н ы м и . 
Очевидно, все термы = [ т ( 1 ' ) ] р = : . . . т , г . . " Р 8 ­
вильные и имеют односторонние грЪ*ицы\ 
Третья процедура ­ п р о ц е д у р а ^ о т д а л е ­
н и я п а р а м е т р о в т е р м а Т н а 
р а с с т о я н и е о( I <Л с >м ) применима к пра­
вильным термам с односторонними границами, все предки ко­
торых также имеют односторонние границы. Определим про­
цедуру рекурсивно. 
Пусть Т = [ т } ( Ь К ( и с » ^ « ( ­ ^ . с о ^ с й 
Бели С*с1 Ст") > 1 , то 
­ применить процедуру отдаления параметров к первому 
предку ( т . е . к прямому предку Т ) на расстоя­
нии 2. с ; 
­ применить процедуру раскрытия терма Т в с т е ­
пени с 
Если < . п с ( . ( т ) = 0 , то ­ применить процедуру 
раскрытия терма Т в степени С 
Заметим, что работа процедуры фактически заключается 
в последовательном применении процедур раскрытия ко всем 
предкам терма Т . В полученном выражении можно естест ­
венным образом определить терм соответствующий терму Т . 
Очевидно, имеют место следующие свойства. 
1. Полученное выражение асимптотически эквивалентно ис­
ходному выражение. 
2 . Для терма полученного выражения соответствующему терму 
Т имеет место: 
. г ' . Т г ч Т - 7 Ч-
(процедура "отдаляет" параметры на расстояние о1 ) . 
Процедуру отдаления параметров можно использовать 
для преобразования исправимых термов в разбивные. На с а ­
мом деле , пусть терм Т » 1 Т 1 1 е г ^ С к | г „ * с , ­
исправимый терм. Тогда его предки являются правильными 
термами. Применим к прямому предку терма 1 процедуру 
отдаления параметров на расстояние о.= *&у(\сЛ 1с„*<ЭД ) , 
1 ) . Тогда после преобразования терм т 4 , 
соответствующий терму т , получится разбивным. К тер­
му Т ' теперь можно применить процедуру разбиение, в 
результате чего получим конкатенацию правильных.термов 
% ,... с односторонними границами. Теперь их по­
томки являются исправимыми, с помощью отдаления парамет­
ров их можно преобразовать в разбивные, а дальше, с по­
мощью процедуры разбиения ­ в правильные с односторонними 
границами. Таким образом, спускаясь вниз по дереву выра­
жения, мы постепенно можем преобразовать все термы в 
правильные о односторонними границами. 
Опишем более подробно алгоритм преобразования выра­
жения в асимптотически эквивалентное, все термы которого 
правильные с односторонними границами. Мы будем обходить 
дерево выражения сверху вниз [ 2 ] и применять к верши­
нам ( т . е . к термам) попеременно процедуры отдаления пара­
метров и разбиения. По определению, самый внешний терм 
является правильным. 
В отличие от простого обхода дерева сверху вниз, при 
применении процедур отдаления параметров и разбиения об­
разуются новые ветви (новые подтермы) в дереве. Поэтому 
необходимо доказать, что обход когда­нибудь закончится. 
Для этого заметим, .что все новые неправильные подтермы, 
которые образуются, имеют глубину на единицу меньше 
глубинк рассматриваемого терма, ' 
Таким образом, мы получим выражение, все термы кото­
рого правильные и имеют односторонние границы. В резуль­
тате теперь можно применить процедуру отдаления^ парамет­
ров к любому подтерму этого выражения. Заметим, что после 
применения процедуры отдаления в полученном выражении все 
термы также будут правильными с односторонними границами. 
Покажем теперь, как такое выражение преобразовать в Р ­
отделимое. Ив конструкции будет видно, что алгоритм можно 
легко изменить тех, чтобы получить и 0. ­изолированность. 
Сначала заметим, что если абсолютное значение максималь­
ной константы, встречавшейся в теле Т терма Т р а в ­
но с и.*» , то применяя к терму "Т процедуру от­
деления параметров на расстояние с1 ~ С ^ . - ^ У Р* 
терм Т преобразуется в 9 ­отделимый. Чтобы преоб­
разовать выражение' Е в Р ­отделимое, необходимо 
применить такую процедуру ко всем термам. Однако здесь 
появляется трудность, так как применяя процедуру к терму 
Т , у других термов константы могут увеличиться. Поэ­
тому обход дерева надо построить так, чтобы преобразован­
ные термы ухе не портились. Это возможно, так как проце­
дура отдаления параметров обладает следующими свойствами: 
Свойство I . Процедура, применённая к терму Т , 
меняет только предков терма Т и его границы, а тело 
Т • терма Т и все его потомки и братья не меняют­
с я . . ч 
Свойство 2 . Если для какого­нибудь потомка Т тер­
ма Т имеет место ••• л" Т»„ , то после примене­
ния процедуры к Т для Т ч это свойство остаётся 
в силе. 
Будем теперь обходить дерево выражения, применяя про­
цедуру отдаления параметров на определенное расстояние 
снизу вверх [ 2 ] , т . е . будем применять эту процедуру к 
очередному терму и отмечать его как обработанный только 
после того, как все его потомки (подтермы) обработаны. 
Тогда из свойств I и 2 следует, что ни один из обрабо­
танных термов не будет позже "портиться". Но так как при 
применении процедуры отдаления параметров число подтермов 
выражения увеличивается, мы должны доказать , что процесс 
обхода остановится. Дня этого отметим следующее свойство 
процедуры отдаления параметров. 
Свойство 3 . Пусть к какому нибудь потомку Т глу­
бины о!0 терма Т применена процедура отделения пара­
метров. Тогда новые подтермы, которые могут образоваться 
у терма Т , будут иметь глубину не больше о!.­ 1 . 
Справедливость этого свойства непосредственно сле ­
дует из конструкции процедуры отдаления параметров. 
Докажем теперь индукцией, что процесс обхода закон­
чится для любого поддерева глубины oi e , Для этого пред­
ложим по индукции, что процесс обхода завершится для 
любого поддерева глубины <Л- 4 . Пусть далее, 
терм Т глубины d0 имеет прямые поддеревья 
% , . . < , % » глубина которых сА4 , о* к < 
Начнём обход этих поддеревьев начиная с тех, которые 
имеют самую большую глубину ­ <А-\ . В процессе 
обходе у дерева Т образуются новые поддеревья, но 
согласно свойству 3 , они имеют глубину не больше ct,­ 1 . 
Затем обходим поддеревья глубины о!,­ 2. , в результа­
те образуются новые поддеревья глубиной не более ci- 3 • 
Затем обходим поддеревья глубиной CĻ- 3 , , и 
т . д . до 1 . Таким образом, процесс обхода з а ­
вершится, мы показали, как преобразовать произвольное 
выражение в р ­отделимое. 
Заметим теперь, что свойство Р ­отделимости с о ­
хранилось также и в случае,еели мы при обходе дерева вы­
ражения применили бы процедуру отделения параметров на 
расстояние большее, чем d * СсТ.,., + 0 ' £> . Но так 
как процедура отделения параметров фактически заключается 
в применении процедуры раскрытия, то. очевидно,' если взять 
достаточно большое d мы можем а результате получить 
О. ­изолированное выражение ­для любого О. . 
Лемма доказана. ­
4 . Основные преобразования выражений 
В данном параграфе будет описан некоторый алгоритм L~LT 
преобразования выражений, обладающий следуицим свойством. 
Если выражение Е Р ­отделимое и Q­изолированное для 
достаточно больших Р^Я , то для преобразованного выра­
жения П 4 ( Д ) имеет место ( 2 . 1 5 ) : 
У М Д П Л Е ) ,<>) = S ( . V A L < . £ . ° . ) ) ­
Основную часть алгоритма преобразования П 4 составля­
ет т . н . линейный преобразователь Л « преобразующий линей­
ные выражения ( т . е . содержащее только термы глубины о д и н ) . 
А в свою очередь будет основан на некоторых нижеописанных 
правилах преобразования линейных выражений. Ори этом А , 
так же как и S , будет зависеть от некоторого параметра 
Пусть этот параметр зафиксирован. 
Опишем упомянутые выше правила преобразования. 
Пусть 
­ линейное выражение, где I; • f, у'х ... f„\ ­ простые 
слова, а t ; • <<*i...«с1». «»• ... А ^ . ^ ­.простые термы. 
Здесь для терма * = •*• p , t . . . f > . ) > иногда 
нам будет удобно пользоваться записью 
оц ( если *, = (4 4 ; 
с<. + cJ~ С еГ — направление терма t ) , если <*; Ф / Ь ; 
где 
F>; , если «J = I 
Р\;­<Г , если. <*; 
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Определим операцию — следующим образом: 
с * ­ Ь , если с,,ь имеют вид * или Т » с , 
О | если с в Ь 
не определено в остальных случаях ­
Под разницей ° ­ ь здесь понимается алгебраическая разни­
ца, например, 1 * 7 - 8 * Г­ 1 . 
Определим теперь сами правила преобразования. Будем 
говорить, что т е р м +. м о ж н о с д в и н у т ь 
в п р а в о в выражении С , если непустое, 
(Г 4—£>1 определено ш имеет место 
. .» ^ . 1 . »»% к * ^ ­ ^ • 
Если терм (} можно сдвинуть вправо, то под с д в и г о м 
4» в п р а в о в выражения 
будем понимать замену выражения 1_ на 
где АЧ< - < о О ; . . . М­ АГ^4 > 
Будем говорить, что т е р м * ; м о ж н о расам­ . . 
рить влево в выражении |_ , если I; ­ непустое, *5 — определено для | *1«,*,*] • 
Если терм -1; можно расширить влево в 1_ , то под 
р а с ш и р е н и е м т е р м а 4 ; • в л е в о в выра­
женин: 
будем понимать замену выражения на 
Будем говорить, что т е р м ы I, и м о ж ­
н о о б ъ е д и н и т ь в выражении и , если 1 ( > л ­
пустое, периоды термов Ц и 4 ­ м одинаковы и 
ЕСЛИ термы 4; и можно объединить в |_ . то 
под их о б ъ е д и н е н и е м будем понимать замену вы­
ражения 
на С * 1 л 4 ^ Ц • 
* \ - < * . . . . < ~ й * : . , ^ ц > • 
Рассмотрим терн Т = ­ С Т ] г«*,л выражения Е . 
Ф а к т о р о м этого т е р м а назовем значение р , - * , 
Если р — о*. ~ с , где с« }К , то будем говорить, чтс 
ф а к т о р т е р м а Т ­ п о с т о я н н ы й . В про­
тивном случае определим м и н и м а л ь н о е з н а ч е ­
н и е ф а к т о р а т е р н а ЙГ4, как минимальное из 
возможных числовых значений выражения А — <* . при данных 
значениях свободных параметров выражения. 
Пусть зафиксировано некоторое число с * М . Тогда 
будем говорить, что т е р м ±; в выражении 1_ м о ж н о 
з а м е н и т ь е г о з н а ч е н и е м при данной фак­
торе с , , волн фактор терма пестояикый к меньше с . . 
Если терм i, в L ЬКМИО заменить его значением 
при данном факторе, то под в а м • н о й будем понимать 
замену выражения 
L » L t t ; L t 
на i N u v c i u o L, : 
Остается еще определить п р а в и л о с и н т е з а 
при данном факторе с , , под которым будем понимать один 
ваг алгоритма синтеза S упомянутый в 2 . Правим приме­
няется к простым полсловам рассматриваемого выражения. 
Отметим, «по асе правила преобразования обладают сле­
дующий свойством: полученное в результате применения одно­
го из правил выражение асимптотически эквивалентно первона­
чальному. 
Отавам теперь вам алгоритм Л . Алгоритм Л , так же 
ывя и алгоритм синтеза $ , будет зависеть от некоторого 
параметра с,« t*NÍ . Алгоритм Л применим только к линей­
ным выражениям е односторонними термами. Фактически мы опи­
шем один шаг алгоритма ­ последовательное применение правил 
преобразований В определенном порядке к определенному под­
выражению рисматриваемого выражения L . Выполнять шаги 
алгоритма ми будем слева направо, при этом каждое выполне­
ние шага будет начинать ел о того места, где закончилась ( 
предыдущее. Правую часть выражения, к которой еще не приме­
нялись ниш алгоритм», назовем необработанной частью выра­
жения. 
Один ваг алгоритма Л заключается в следующем. 
1. Сначала применяем правило синтеза (с параметром с.) 
к простому подвыражению необработанной части выражения, 
нажодлцемуоя левее первого необработанного терма справа. 
Синтезированный в результате этого терн отмечается кал не­
обработанный» 
2. Затем к первому необработанному терну слева приме 
няем/ 
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а) правило расширения, пока это возможно*, 
б) правило объединения, поха это возможно; 
в) правило сдвига, один р а з , если это возможно. 
Пункты а ) , б) и в) повторяются один з а другим в ука­
занном выше порядке, пока хотя бы один из них применим. 
3 . Далее применяем к первому необработанному терму 
правило развертки с фактором с „ , если это возможно. 
После выполнения пунктов I , 2 и 3 полученный терм 
(или слово v e l (О ­ если применялось [травило развертки) 
отмечаем как обработанный и применяем опять описанные выше 
действия I , 2 и S к необработанной части. 
Легко видеть, что описанный выше алгоритм Л , рабо­
тая на произвольном линейном выражении L , работу закончит 
после выполнения конечного числа шагов, и для полученного 
выражения A ( L ) будет иметь место Л (1Л ~ L . 
Для описания алгоритма преобразования выражений 
нам понадобится еще о п е р а ц и я п е р е с т а н о в ­
к и к в а д р а т н ы х с к о б о к . Но сначала отметим 
некоторые свойства алгоритма Л . 
Рассмотрим линейное выражение L . Пусть R0­) ­ класс 
всех линейных выражений, полученных из L , разными частич­
ными раскрытиями термов выражения L • Через d<¡ обозначим 
максимальную длину тел термов выражения 1_\ = Л . ( О , 
где L ; fe R (.Ļ) . Пользуясь следствием 2 . 1 , можно дока­
зать , что существует inc. % [ ej,1 \ , по всем выражениям 
данного класса R(i_) , и его можно оценить. Пусть 
(ниже будет дана ета оценка для более общего случая) . 
Пусть теперь данное выражение L является (X ­ и з о ­
лированным, где 
а * . 
Такое выражение назовем развернутым. Пользуясь леммой 2 . 1 , 
можно доказать следующее свойство развернутых выражений. 
Свойство I . Пусть L ­ L , t , Н г Ц ­ развернутое вы­
ражение, где Ц ;!_г ­ линейные подвыражения, i , ,4, ­
простые термы, I ­ простое подвыражение. Тогда существует 
такое I , что 
л ( 0 = kiCXh) С л и л ^ 
( т . е . алгоритм Л на подвыражениях и (4 t L t ра­
ботает независимо). v 
Символы подслова I назовем изолирующими. В общем 
случае слово С может быть и пустым, тогда будем говорить, 
что между подвыражениями и l t*t,L, находится изоли­
рующая точка. В этом случае подвыражения Ц Д , и 1,4, L t 
будем называть независимыми. Очевидно, следующее свойство 
независимых подвыражений. 
Свойство 2 . Пусть L = L 1 L , , где L t и L, ­ два 
независимых подвыражения. Тогда 
л со ­ л со л д.,) . 
Таким образом, развернутые выражения мсжно разделить в не­
зависимые подвыражения, к которым Л можно применить от­
дельно. Любые два терма входят в одно и то же независимое 
подвыражение тогда и только тогда, когда они объединены. 
Отметим следствие свойства 2 . 
СЛЕДСТВИЕ 2 , . Пусть С Д Д Ц ­ линейное выражение 
и ­ терм, к которому при работе алгоритма Л не принес 
няется правило развертки. Пусть £ ~ L t*i Ц • где |* ­
произвольное линейное выражение. Тогда в подвыражениях 
выражений L и L" имеются одни и те же изолированные 
точки. 0 
Пользуясь следствием I , можно доказать следующее 
важное свойство алгоритма Л . 
Свойство 3 . Пусть L ­ конкретное линейное выраже­
ние. Тогда, если c i l t i j •• £" . где U l „ , , ­
максимальная длина тел термов выражения |_ » то 
A U ) * S C V A L C L ) ) 
e 
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(через S ( A ) обозначено S (A,C.") при фиксированном 
с « ) . 
Более подробно это свойство доказано в работе / 3 / 
(только ь несколько иной контексте) . 
Рассмотрим теперь выражение 
F = [ Т ( 1 ) ] 1 = ­ ^ Т ^ ^ ) , (АЛ) 
где <f ­ направление терма Т (по определению терм Т* ­ од­
носторонний) . 
Пусть Т О ) . ^ C l ^ l f ) , где Т. (О и 
( I ) ­ подвырвжения. Тогда легко доказать , что выраже­
ние (4 .1 ) эквивалентно следующему выражению: 
• FN - т » [ T I ( I ) T 4 ( 1 4 ) ] 1 М ( Д т , [>*/) . 
Такое преобразование F в f' назовем перестановкой квад­
ратных скобок на к символов, где * * i T i ( l ) , ­ длина 
под слова Т, ( I ) . 
Перестановку квадратных скобок можно определить в для 
более общего случая. Рассмотрим выражение 
где ­ виртуальное продолжение терма [ т ( * ) ] 1 = 0 ( , , . 
Так как по Т можно однозначно восстановить Т • то one­ ' 
рацию перестановки квадратных скобок очевидным образом мож­
но определить и в этом случае. Если T(l) = T t ( l ) Т, (Г ) 
(где ТД1) I т , ( 1 ) ­ подвыражения), то и Т ( I ) можно 
представить в форме Т Ч П ^Т,*&) ТгЧО > Г Д в 
Т \ ( 1 ) ~ Т, 4 ( 1 ) * T.CI") ~ Т. 4 ( ! ) . Таким образом, 
результатом перестановки квадратных скобок в выражении F 
будет выражение 
Г ­ т; («) [ад­глет.*) i 3 „ А X ) • 
­ 140 ­
Теперь опишем алгоритм преобразования выражений 
Работа алгоритма будет заключаться в 1*иклическом выполне­
нии некоторого шага. Этот шаг будет применяться к подвыра­
жениям, состоящим из внешних сложных термов выражения, и 
линейному подвыражению, находящемуся левее данного сложно­
го терма Т" . Шаг будет заключаться в а) применении линей­
ного преобразователя А к некоторому т . н . расширенному 
линейному фрагменту данного выражения; б) перестановке 
квадратных скобок рассматриваемого сложного терма ТГ ; 
в) рекурсивном запуске самого_алгоритма П 4 на выражении 
X . являющемся телом терма Т (точнее, не самого терма Т 
а терма Т ' , полученного после перестановки квадратных 
скобок). Таким образом, П г должен быть описан для произ­
вольных, т . е . не только для унарных выражений. В случае, 
если рассматриваемое выражение линейное, то П < совпадает 
с А . 
Если выражение Е является О­изолированным для 
(О, * 4) , то любому смежному терму Т всегда предшествует 
линейное подвыражение и • £ можно записать в форме 
Е * и Т Л , Т , \ . . , СТ. и.. . 
где I.» ,••41»к,4 ­ линейные подвыражения, а Т 1 , . . . ) Х 
­ внешние сложные термы. 
Рассмотрим некоторое подвыражение ЦТ< и определим 
понятие расширенного линейного фрагмента для Ц Т { . 
Пусть Т. 1 ь 1 Т ; и У 1 1 ж ­ | ( 1 . Рассмотрим два 
случая: ' 
I ) о1вр(и ) •= 2 , т . е . "П(Д) ­ линейное. 
Тогда расширенным линейным фрагментом подвыражения 
назовем линейное выражение , 
2)' Лер^С/ГТ) > 2 . 
Тогда Т; также можно записать в форме 
ю Х т Ш Ш 1 ) ­ ад­Си) . 
НАЗОВЕМ ТЕРМ Т.* ПЕРВЫМ ВНУТРЕННИМ ТЕРМОМ ТЕРМА Т, 
РАСШИРЕННЫМ ЛИНЕЙНЫМ ФРАГМЕНТОМ ПОДВЫРАЖЕНИЯ ЦТ, В ЭТОМ 
СЛУЧАЕ НАЗОВЕМ ЛИНЕЙНОЕ ВЫРАЖЕНИЕ 
ОЧЕВИДНО, КАЖДОМУ СИМВОЛУ ЛИНЕЙНОГО РАСШИРЕННОГО ФРАГ­
МЕНТА СООТВЕТСТВУЕТ СИМВОЛ В ЦТ| И, СЛЕДОВАТЕЛЬНО, В 
Е.. 
Опишем теперь алгоритм П 4 точное. 
Пусть 
ГДЕ 1 ~ 4 Ь , ^ , ­ ЛИНЕЙНЫЕ ПОДВЫРАЖЕНИЯ, .­. ,Т, 
ВНЕШНИЕ СЛОЖНЫЕ ТЕРМЫ. 
ПУСТЬ ПОДВЫРАЖЕНИЕ ЦТ».;». Ц ­ Д Ц ОТМЕЧЕНО КАК 
ОБРАБОТАННАЯ ЧАСТЬ ВЫРАЖЕНИЯ* ТОГДА АЛГОРИТМ П., ДЕЙСТВУ­
ЕТ СЛЕДУИЦИМ ОБРАЗОМ: 
1. ЗАПУСКАЕТСЯ АЛГОРИТМ ЛИНЕЙНЫХ ПРЕОБРАЗОВАНИЙ Л. , 
НА ПЕРВЫЙ РАСШИРЕННЫЙ ЛИНЕЙНЫЙ ФРАГМЕНТ НЕОБРАБОТАННОЙ 
ЧАСТИ ВЫРАЖЕНИЯ, Т.Е. НА ЦТ­С­О , ЕСЛИ О1«Р41>(Т1)­2 
и НА Ц1*(«0 , ЕСЛИ С­ВРН'(Т;) > 2 . _ 
2. ПЕРЕСТАВЛЯЮТСЯ КВАДРАТНЫЕ СКОБКИ ТЕРМА Т \ ДО 
СИМВОЛА. £ , СООТВЕТСТВУЮЩЕГО ПЕРВОМУ ИЗОЛИРУЮЩЕМУ СИМВОЛУ 
1­0 {СООТВЕТСТВЕННО, («<) , НАЧИНАЯ С ПЕР­
ВОГО СИМВОЛА ТЦ»0 (СООТВЕТСТВЕННО, Ц, (.•<) ) . ПОЛУЧЕН­
НОЕ ВЫРАЖЕНИЕ ОБОЗНАЧИМ ЧЕРЕЗ С(Т­( . 
3. В СЛУЧАО, ЕСЛИ С.*РН.СТ:) > 2 И ЛЕВАЯ СКОБ­
КА ПЕРВОГО ВНУТРЕННЕГО ТЕРМА_Т' СТОИТ_ СРАЗУ ПОСЛЕ ЛЕВОЙ 
ПЕРЕСТАВЛЕННОЙ СКОБКИ ТЕРНА Т ; , ТО К Т ; , ПРИМЕНЯЕТСЯ АЛ­
ГОРИТМ П 4 . ЕСЛИ О1«Р*Г» Ш Д Т | ) ) ,_ТО ПЕ­
реставля0гся_КВЕДРАТНЬЕ СКОБКИ ТЕРМА *Ц ЗА ТЕРМОМ Т* И 
ЗАМЕНЯЕТСЯ Т * НА [ПДТ*' ' ) ] . ЗАТЕМ ОСУЩЕСТВЛЯЕТСЯ 
переход к I . 
4 . Применяется алгоритм Í L t к телу терма Т ; . Да­
лее,если clepU С П^П"^) > О , то отмечается 
CÍTÍ ках обработанное и осуществляется переход .к 2 . 
Глубину терма [ П 4 ( Т ) ] будем называть ф а к т и ­
ч е с к о й г л у б и н о й т е р м а T ­ [ T ] 1 I ­ ( V 
т . е . фактическая глубина терма Т определяется как 
о1«.р*Ч Ш Д ? ) ) * i • 
Для доказательства корректности алгоритма, т . е . для 
доказательства равенства 
V A L t СП 4(Е); о . , ­ . , * / ) = S (VAL ( Е ; о . , . . ; | с . ) ) 
определим еще один алгоритм преобразования Г1, t преобра­
зующий развертку до глубины один ( т . е . V A t t ( E ^ . . . . с . . ) ) , 
к докажем, что 
У А ^ С П Л Е ) , 6 . , ­ ^ . ) = rijCvAt^EjO., . .^) (4 .2) 
. íí1C*ífAL tCEio<l...JG.))=SCvAL( lbic,4,...1c I.)) • (4 .3 ) 
Фактически алгоритм П г будет работать не на развертке 
V A L í ( £ ^ c i i . . . ; & , ) , но иа т . н . аннотированной развёртке 
У А Т Д Е ^ с , , ­ , » • ) • Для того, чтобы определить аннотирован­
ную развертку, необходимо установить связь между символами 
к полсловами выражения £ я символами и полсловами развер­
ток VAL . (& J c . t , . . . ; c , ' ) ' этого же выражения. Например, 
Е ­ А [ В З < С 1 . . . С 0.­1 > 1 
4 — \ 
% \ ~ ­ ­ ­ ­ V . ; ­ ­ ­ ­ ­
V A L t (. Е, i ) «= A B i <С4 ~ C Í > B l < « t — cl ¡>Ъ < С Í . » O t > , 
где стрелками — , ­> и ­> указаны символы р а з ­
вертки V A L ^ Í B J G * , . . ^ ^ ) , соответствующие символам вы­
ражения Е : А , В к 3 * 1 , соответственно. Их 
назовем о т о б р а ж е н и я м и соответствующих с и м ­
в о л о в выражения, а соответствующие символы £ назовем 
п р о о б р а з а м и . Точно airo понятие можно определить 
индуктивно. Таким хе образом можно определить и отображе­
ния поделов выражения в развертке. 
Часто нам будет удобно говорить не об отображениях 
самих символов, а об отображениях п о з и ц и й , занимае­
мых символами или находящихся между данными символами дан­
ного выражения. Например, в V A L 4 ( E , 3 ) между третьим 
и четвертым символами слева ( т . е . между " 4 " и " < ") на­
ходится позиция отображения позиции £ , занимаемой хвдрат­
ной скобкой: " f " . 
Иногда нам понадобится указать в развертке УА1Д£)«,г>*^  
границы подслоя, являющихся образами тел термов выражения 
Например, для нашего примера 
= А [ Б Ч < а . . . С 2 > « B 2 < c d . . . c i > « B3<ct — с ц > 1 • 
Символами "Г " и " 3 " отмечены границы первого и последне­
го отображения тела терма, а символом " « " ­ гранитты между 
различными отображениями данного тела терма. Если в такой • 
развертке дополнительно еще указаны преобрази всех симво­
лов, то развертка называется аннотированной и обозначается 
через \ 7 А Т к ( £ ; с , , . . . , 0 . . ) . 
Опишем теперь работу алгоритма П ¡ на аннотированной 
развертке VAtjOsjo».^о, )• Для этого, во­первых, мы опреде­
лим операцию перестановки квадратных скобок для аннотиро­
ванных разверток. Пусть 
= №ДтИ­т(­.0­.­•Т(>)­,о 1 ,_ |с.)]VAL 1 (T>.í)^ 4 . . . . ;C^ ) • 
­ аннотированная развертка выражения ­.Ttt)],,,,, T 4(f«0 , 
где <Г­ направление терма Т = [ Т < г ) 1 , . Т(^<5) 
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­ первое продолжение терма Т. Пусть Т ( 1 ) = Т 1 ( 1 ) Т г ( 1 ) 
м ТЧА*"*) = Т Д а ^ ) Щ ) . Тогда перестановку 
квадратных скобок в аннотированном примере определим как 
преобразование данного выражения в выражение 
Ш« (л>) [Ш-МАТЛ"^)-т><от,(*.г<0 • 3 
. . - - . • Т , ^ Т 1 ( ( 4 ^ ) ; о , , . . , с ^ ] ^ Д т 4 ( ^ ) , ^ , • • , * . ) -
В случае аннотированной развертки также можно опреде­
лить и понятие расширенного линейного фрагмента. Пусть д а ­
на аннотированная развертка 
А ­ Г 1 [ А ; . Л \ . Я . . А , ; ­ . ] Г 1 [ А : . А , 1 . _ . А " 1 * ] ... 
:..Г.Г^.а».....^ ]... Гж[А1.аъ...« а ; ] Г ^ . 
где и,... Д М ( ­ линейные подслова, а ... 
... • А*' ] ­ аннотированные развертки внешних подтермов. 
Тогда расширенным линейным фрагментом полслова 
назовем слово ' О 
_ , если А ] не содержит квадратных 
скобок, и 
Ц 1/{ . г д е Ц _ ­ левая час­вь А* до 
первой квадратной скобки, если *А' содержит квадратные 
скобки. 
Алгоритм П 1 работает таким же образом, как к алго­
ритм П г , если 
а) под расширенным линейным фрагментом понимать расши­
ренный линейный фрагмент для аннотированных разверток; 
б) под перестановкой скобок понимать перестановку 
скобок в аннотированной развертке, 
в) под рекурсивным запуском алгоритма на тело терма 
понимать запуск алгоритма на всех отображениях тела данно­
го терма, 
г ) если при выполнении пунктов 3 или 4 алгоритма глу­
бина какого­то терма оказывается равной единице, то квад­
ратные скобки, соответствующие этому терму, вычеркиваются. 
Докажем теперь утверждение ( 4 . 2 ) : 
' где под П г СУАГ 4 (Е­ . с? ) ) понимается линейное выра­
жение, которое получается из УА1.^(.&; ? ) после работы 
алгоритма П г и вычеркивания всех квадратных скобок. Это 
равенство должно выполняться, если в о, ­ ^ о , , . . ­ ; й „ ) 
все значения о 4 с , достаточно большие и д о ­
статочно отличаются друг от друга. 
Рассмотрим сначала линейный случай, когда Г 1 1 и П } 
редуцируются и линейному преобразователю Л 
Рассмотрим линейное выражение 
ПУСТЬ г ­ К . . . . / * . ) И £ . ) , 
где «( и А) либо целые числа, либо имеют вид: Ь с , 
где 1« 1 , с * ? . Будем говорить, что л и н е й ­
н и й п р е о б р а з о в а т е л ь Л р а б о т а е т 
о д и н а к о в о н а в ы р а ж е н и я х 1.,= 1_(«) 
и 1_г= I вели имеют место: 
л е и ? » = л ( . ц , ? ) Х Д | 3 ) 6й 
и Л (!_(£)) ^ Д С Ц г ) ) ^ ) • (4.5) 
Фактически достаточно требовать лишь одно из этих равенств, 
так как из одной следует другая. " 
Таким образом, мы должш доказать , что если ) 
­ линейное выражение и 3 « <••») ­ некоторый на­
бор, где значения с., , . . . , с . достаточно большие и доста­
точно отличаются друг от друга, то на выражениях И . ^ / и . 
Ц З ) алгоритм Д работает одинаково. Более точно, мы 
докажем еледуяшую лемму: 
ЛЕША 4. Пусть 1_ ­ линейное выражение, с М ( ­ мак­
симальное абсолютное значение констант выражения [_ > с*<, ­
максимальная длина тел термов выражения Л 0 ­ ) (как мы уже 
упомянули, его можно оценить) и пусть М . , . . . , ^ * ­ не­
которые параметры выражения Ь . Пусть С ­ ЬСМ^с^...Мж|с.) , 
где а, . , . . . , а» с N такие, что 
1) С ; ­ с _ , > 2 ( с ^ . о | . ) . 1 ' , 
2) ^ , ¿ 4 и , . . , К 1 : | с ; ­ с ­ ) > 2 С с ^ + 0 | Л ) . 4 . о 
Тогда алгоритм Л на выражениях Ь и 1_ работает одинако­
в о . ' / .» \ ­ " . • • •/ 
ДОКАЗАТЕЛЬСТВО. По определению мы должны доказать: 
А а (^,­ ) м.))См ,1с . , , . . . ,м к | с . ) •* Л ( с ( й , ( . . * о . ) ) . 
Выберем некоторый параметр выражения: N4. Пусть мак­
симальное значение аддитивных констант параметра N4 равно 
с 4 , т . е . для любой константы, которая встречается в под­
выражении М»*0_ , имеет место: . Пусть 
1­ 4 ­ 1_ (.N4. , где » , > с ж ь , * с 4 + К 
Заметим, что тогда в Ц все константы можно разделить 
на два непересекаюцихея класса с 4 и с г , где 
Теперь легко доказать, что если какое­нибудь из правил 
преобразования линейных выражений можно применить к како­
му­нибудь подвыражению выражения I , то это же правило 
можно применить и к соответствующему подвыражению Ц и 
наоборот. Обозначим через гЦ) и у (и) результаты при­
менения какого­нибудь подвыражения I и• Ц , соответствен­
но. Тогда, очевидно. 
Если бы максимальные абсолютные значения с . и с 
не увеличивались, то индукцией легко можно было бы дока­
з а т ь , что 
Однако в результате применения правила СНЕига константы с 
и с 4 могут увеличиваться на единицу. В то же время з а ­
метны, что из конструкции алгоритма Д следует, что если 
к данному терму * правило сдвига применено Н1 ­ раз 
(где 1Н ­ длина тела терма Ч ) , то после этого к Ь 
Л и м Х м ч . о . . ) = леи.) • ( 4 . 6 ) 
будет применяться правило расширения и в результате увели­
ченные константы опять уменьшатся на | t | . Таким образом, 
при работе алгоритма Л константы не могут увеличиться 
больше, чем на о.„ , где d , ­ как и прежде наибольшая дли­
на термов выражения A ( L ) . Следовательно, если 
то равенство (4 .6) выполняется. 
Теперь утверждение леммы легко можно доказать индук­
цией по числу эаыенных параметров. 
Лемма доказана. 
Вернемся к равенстве ( 4 . 2 ) . Для его доказательства 
достаточно доказать следующие два утверждения. 
УТВЕРЖДЕНИЕ I . Если выражение £ является Р ­ о т ­
делимой и й ­изолированной для достаточно больших Р и Q. , 
то при работе Г К все расширенные линейные фрагменты, к 
которым применяются алгоритм Л , удовлетворяют условиям 
леммы 4 . 
УТВЕРЖДЕНИЕ 2 . Если выражение Е является Р ­ о т ­
делимым и О. ­изолированным для достаточно больших Р и Q , 
то при работе f l t полученные промежуточные выражения как 
млнимум являются (Р ­с ) ­отделимыми и ( ­ и з о л и р о в а н ­
ными, где С d%pU ( . Е ) . 
Для доказательства, , во­первых, оценим максимальную 
возможную длину тел простых термов с переменным фактором 
или фактором больше с . среди всех термов выражений £ ч 
которые можно получить из Е при работе П». 
Рассмотрим "достаточно большой" пример v a l ( e \ S ) 
выражения Е (можно считать, что V Á l A e 4 , £ в * = 
V A L ( . E , S ) ) . Каждому простому терму Е х «удовле ­
творяющему вышеупомянутым требованиям,соответствует в 
V A L L E 4 , S ) регулярная последовательность длины не 
меньше с , , которая не (.<.­£) ­покрывает другую регуляр­
ную последовательность с фактором не меньше с , . Поэтому 
длина тела терма меньше или равна наибольшему периоду р е ­
гулярных последовательностей, удовлетворяющих данному у с ­
ловив. Согласно следствию I , такиз регулярные последова­
тельности не могут содержать другие регулярные подпоследо­
вательности с фактором больше или равным" с 0 . Поэтому 
наибольшую длину периода ot e можно оценить, если извест­
на наибольшая длина ~D f t­последовательности, не содержащей 
ни одной регулярной подпоследовательности с фактором боль­
ше или равным Cf : 
Индукцией по глубине выражения нетрудно получить с л е ­
дующую оценку для Ъ0 
где w ~ d%p4W ( Е ) 
Таким образом, 
Пусть теперь L ­ некоторое линейное подвыражение т е ­
ла Т сложного терма Т , внешние параметры I . , . . . , I* 
которого обладают свойством 1„ Т 4 ... 4 Ī * для 
о + 1 . Пусть далее V ­ U M c , / 
. . . , Т » \ с . к ) , где с, . , ._ ) с« ' ­некоторая 
выборка параметров Т 0 , . . , Т к •. Тогда L и С удовле­
творяют условиям леммы 4 Если еще вспомнить определение 
отделимости, то получаем следующую лемму: 
ЛЕША 5 . Пусть L ­ линейное подвыражение выражения 
Т ( 1 ) , где ГТСТЛх Р­отделимый терм в данном 
выражении Е , Р > 1 о 1 , + 4 . Пусть L 4 ­ произволь­
ный образ подвыражения |_ в У А Ц ( . Е . а ) . Тогда 
A l O C U ­ i U l e . ) * A C O . г д е c,„... (c, k 
­ образы параметров Т в , • . . , ! > в образе L4 
, Таким же .образом можно доказать и следующую лемму. 
ЛЕММА 5А. Пусть L* ­ линейное подвыражение выражения 
T U . T U - K f ) . где T = [ T U . ) ] ( «Г­направление 
терма т ) ­ Р­отделимий терм в данном выражении Е , 
Р > 1 (.c­.+ l ^ * \ . Пусть L " ­ произвольный образ 
подвыражения L* в v A L t ( E , S ) . Тогда Л ( 1 / ) ( ī , ) o . ; 
, 1к 1с,») ­ А (_ L*1 ) , где & й ­ образы па­
раметров I . Т* в образе LV . 
Из этих двух лемм следует 
СЛЕДСТВИЕ 3 . Пусть £ ­ произвольное Р ­отделимое 
и О­изолированное выражение, где Р > 2 (.el, + 4 ) * 1 
и й > ..Пусть Т ­ произвольный терм выражения Е , 
входящий в подвыражение IT , где L ­ линейное подвыраже­
ние Е . Пусть L*1 ­ расширенный линейный фрагмент подвы­
ражения LT и пусть L*' ­ произвольный образ подвыра­
жения L* в v A L t ( : E j « ) . Т о г д а A (.L*) U e l c . , , 
Ш , I j a . ) = A U * ' ) . где с „ . . . , 6 , ­ образы пара­
метров I , , . . . , Т К в образе . 
ЭТИМ утверждение I доказано. 
Переходим к доказательству утверждения 2 , Для этого 
сначала докажем следующую лемму. 
ЛЕША 6 . Пусть Т = [ Т С П . . . . . .< f t ­ Р­отделимнй 
терм выражения Е , P > 2 ( J . + l ) * l , olepH ( Т ) «* 2. 
я T ( J ) ­ развернутое выражение. Рассмотрим выражение 
Т ( / . Т ( « * ­ « Г ) • Тогда между подвыражениями ТЧ") и 
ТО*­* сГ) или в подвыражении Т(°<­.о") находится изолирую­
щая точка. 
ДОКАЗАТЕЛЬСТВО. Таким же методом,как в лемме 5 , с 
можно доказать, что на выражениях Т(«<) Я Tis**f) алго­
ритм А работает одинаково. Из этого следует, что Т(«<) 
и "ТЧ^-кЛ имеют одни и те же изолирующие точки. 
Рассмотрим в подвыражении ТО*) последний терм {[«•) 
среди термов с переменным или достаточно большим факторами. 
Имеются две возможности: либо з а * Н<*) следует изолирую­
щая точка, либо ее нет . 
Рассмотрим первую'возможность. В этом случае в подвы­
ражении ТС*­»«О з а соответствующим термом •((«<• так­
же следует изолирующая точка, а согласно следствию 2 , 
изолирующая точка следует и з а соответствующим термом 
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Ц<х+<0 всего В1тражения Т(*0"1\**оО . "«о и тре ­
бовалось доказать. 
Рассмотрим вторую возможность; за последним термом 
Н*) среди термов с переменным или достаточно большим 
фактором изопирующей точки нет. Рассмотрим значение 
^ \ ­ ( л Ч * ) Т ^ * 0 , <=•.,­,<=•«) « г д е ­ в ы ­
борка параметров Т . 1 Ч при каком­нибудь достаточно 
большом значении свободны­*: параметров , ••, К* данно­
го выражения Е . Из сказанного выше следует, что в слове 
Л = УАи (Лл")Т ( с '*0*е. . , . . ,«». ) подслово,'.начинающееся нв 
позже, чем с образа терма Ч (*.) и гп;юдолжа1сшееся до кон­
па А , является регулярны!. Так как это регулярное под­
слово пересекается с регулярным подсловом, являющимся об­
разом 4 (о<) , то по лемме I период равен длине тела 
терма ­Н*) . С другой стороны, так как ­Ц*') и ­К***/) 
имеют переменные или достаточно большие факторы, то слова 
У М . ) о . с и \ГА|_(и­«*«Л, о. г . . ,« |«) содержат д о ­
статочно длинные подслова А , и А„ , имеющие одинаковую 
длину, такие, что для соответствующих символов <<| и 
этих подслов А г и А , имеет место 
«** ^°< г ; или 1 * \ . 
Из этих равенств можно получить противоречие таким же об­
разом, как при доказательстве леммы . I , Таким образом, 
второй случай также невыполним. 
Этим лемма 6 . доказана . ' 
Теперь легко доказать, что при работе алгоритма П 4 
квадратные скобки любого сложного терка могут быть пере­
ставлены на число символов не больше, чем длина тела это ­
го терма. Действительно, для термов, имеющих фокти'гескуто 
глубину 2 • ? т о следует из леммы Б , а для остальных 
термов это очевидно. Отсюда, в свою очередь, получаем, 
что если терм был Р ­отдельным и 0,­изолированным, то 
после перестановки он в худшее случае будет ( .Р ­1) ­отде­
лимым и ($. ­ •!)­изолированным. Отсктда следует спраБздта­
­ 152 ­
вость утверждения 2 . 
Теперь равенство ( 4 . 2 ) , т . е . 
можно доказать простой индукцией по глубине выражения 
В Переходим к доказательству равенства ( 4 . 3 ) , т . е . : 
Доказательство этого утверждения также состоит из 
двух частей: 
••. , '•' ' [ ­ ; . ' •'"' . •• 
П ^ т а Т Д е , ? ) ) = Л и А ц и . З ) ) . (4 .7) 
Л и л и ( е , г У ) = £ С у А и Е , с ? ) ) • (4 .8 ) 
Равенство ( 4 . 8 ) является свойством 3 линейного 
преобразователя Л . Поэтому остается доказать лишь равен­
ство ( 4 . 7 ) . Для этого нам понадобится следующая лемма. 
ЛЕММА 7 . Пусть Т = Г т ( 1 . | 1 1 1 . . . ; 1 . ) 1 г > ^ л ­ Р ­ о т ­
делимыЯ терм выражения Е , где 'Р>'2У.*4)?Ч , « = 1 р + с г 
, г ­ Т . ^ с , . Рассмотрим выражения 
Т ( о . > ; , . . . * е . . " ) Т ( с . . < Г , . . / - . ) 
т ч / ^ с . , . . . , ^ о т ч ^ ч ^ , . • 
где о . , с 4 , . . . , о , . ­ произвольная выборка значение пара­
метров Т . , 1 , , . .., Т„ , «.= с у с р и / ' . • а ^ . П у с т ь 
1_ ( Т . , ! * I » ) ­ произвольное линейное подвыражение 
вьражения Т ( Т ; Д г , . ^ 1 « > Т ( . 1 к * 4 , и , * - , * * ) . Тогда на вы­
ражениях 
и С.*., <ч:»«•.!<>«) . 
линейный преобразователь А работает одинаково. 
Эту лемму можно доказать таким же образом, как я лем­
му 5 . 
СЛВДСТВИЕ 4 . В выражениях I С с>.,с 1 , . . . , с») 
К . * . с . » . ) «­и о 4 . . . . / с . ) ­ имеются одни и 
те же изолирующие точки. 
Теперь можно доказать следующую лемму: 
ЛЕША 8 . Пусть § ­ С («,­сГ) С А (.к.) • А (У..о ) • 
. . . • д А " ( ^ О * ^ ) - аннотированное подслово аннотирован­
ной развертки У А I г СЕ,с?) , где ^С^о', 
г 0€: 5*,,*,*«^,... ; А . } ­ аннотированная развертка тела 
Т терма Т = Е т и ^ , ^ . С (.«,­сГ) ­ правая ли­
нейная часть аннотированной развертки левого виртуального 
продолжения терма X , А " ) ­ аннопфованная р а з ­
вертка правого виртуального продолжения терма Т . Рассмот­
ри».: расширенный фрагмент слева Б и переставим квадратные 
скобки согласно алгоритму Полупим 
В ' » С и.­<Г) А , М [а^-О А\(л,<0 «А,(*..</)АДы..2сГ) • 
­ ­ . • А \ ( | 1 . ) А 1 ( , < , . < 0 ] А Д ­ ^ . с Г ; , 
где А ^ т . ) А , СТ«) «• А Ц . ) • Тогда гаадратные скобки 
[ ; ] и точки отделения образов тела терма Т : • ­
находятся в изолирующих позипиях, линейного выражения 
С ( * . ­ < О а К ) а ( Ы . . С Г ) » ­ А ( М А л ( » . . о ) , 
г д е _ _ А ( ( « ) > А* (Ав+с") отлучается соответственно 
из А(г.") и А а ( 4 , * * 7 инчеркиванием онкотап.!». 
­ 154 ­
ДОКАЗ/ffEJlbCTBO. Сначала докажем, что левая квадратная 
скобка находится в изолирующей точке. Не очевиден лить 
случай, когда терм Т , скобки которого мк переставляем, 
имеет глубину больше двух, и скобки передвигаются до левой 
скобки первого внутреннего сложного терма ( т . е . между обе­
ими квадратикии скобками нет непустого подслова). Легко 
видеть, что 1то возможно лишь в случае, когда первый вну­
тренний сложннй терм имеет фактическую глубину I и объ­
единим с термом,стоящим левее е г о . Но согласно определению 
алгоритма П г тогда эти термы будут объединены. Этот 
процесс объединения продолжится, пока не наступит момент, 
когда денное условие не будет выполнено.­ Такой момент ког­
да­нибудь наступит. Действительно, если терм, квадратные 
скобки которого мк переставляем» имеет фактическую глубину 
больше двух, то это очевидно. Если терм имеет фактическую 
глубину равную двум, то его тело содержит изолирующую точ­
ку и она "остановит" дальнейшее объединение. 
Теперь из следствия 4 сразу вытекает справедливость 
леммы для случая, когда ciepth СТ) •« 2 , т . е . когда 
А(.т) не содераит квадратных скобок. 
В случае, кегда d e p H ( T ) > 2 • мы долгий по­
требовать, чтобы все внутренние сложите термн подэыраиения 
Т б ш и 6v как минимум 2­иэолированнкми. Тогда, пользуясь 
леммой с и следствием 2 • как и в случае dep4l»(T) = 2 
мокко доказать справздливость леммы и в данном случае. 
Леша докаэац­а.; 
Теперь легко видеть, что имеет място следующее утверж­
дение: в выражении П г CvA"LA ( Е , о ) ) все квадратные 
скобки и то'!ки отделения образов тела термов находятся в 
дгожрупщих точках выражения VAL i ( Е , о ) . 
Из ятого утверждения легко следует равенстве ( 4 . 7 ) и 
вместе с тем ( 4 . 3 ) : * 
П а ( . ^ ц ¿ S U A H E , S ) ) . 
Так как мы уже доказали ( 4 . 2 ) : 
то доказано основное утверждение данного параграфа: 
V Á L 1 ( . n I C E ) , ? ' ) * S C V A L C E , ? ) ^ . " 
Вспомним, что здесь мы должны потребовать, чтобы вы­
ражение Е было Р ­отделимым и Ci­иэолированнш, при 
Р > 2 C d U * l ) + l и Q ^ A o l . , где d e *cVME 4 \" 
IEM =. м о . ( 1 Е , | , \Е г О t H t и Е , ­ выражения, эквива­
летность которых исследуется, с» * мо.* С И \ ) + 5 
( м е х берется по простым термам выражения E t и Е , ) , 
vi = »wc\x ( d«p4W ( Е г ) , c k p H С Е » ) ) . Вспомним еще, 
что согласно сказанному в 3 , необходимые величины значе­
ний параметров М 4 , W « j и М , , , . . , Н е могут быть оце­
нены по Р и GL . 
Таким образом, доказано, что из 
V A L t E . c n VAL (.Р, к ) 
следует 
V A L ^ n ^ E ^ . S ) * V A L t ( n 4 ( F ) , t ) í 
Отсюда индукцией, какг.показано в 2 , может быть получено, 
что из 
VAL ( F . c . ) * VAL ( Р , Ь ) 
следует 
Е. ~ F 
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И11ДУКТИВНЬЯ СИНТЕЗ ГРАФИЧЕСКИХ ВЫРАЖЕНИЙ 
* А.Н.Бразма, И.Э.Этмане 
ВЦ ЛГУ им.П.Стучки 
В работе [ I ] введен формальный язык для описания 
общих закономерностей встречающихся при индуктивном син­
тезе программ ­ язык графических выражений. В работе CZJ 
решена проблема эквивалентности графических выражений. 
В предлагаемой работе решена проблема синтеза графичес­
ких выражений. Данное решение использует идеи изложенные 
в L 3 J , а также ряд новых идей. 
Переходям к уточнению необходимых понятий и формули­
ровке основного результата работы. 
Пусть H = ž'už'<"&o'tf ­ некоторый алфавит, 
где 21' ­ конечное множество символов, 2 fc­ множест­
во целых чисел, &*ļ&, ' 
. Целые ч а с -
ла мы будем представлять в десятичной форме, при этом 
числа, состоящие из более чем одной цифры, будем подчер­
кивать и принимать з а один символ. 
Определим понятие терма. Пусть У ­ слово в алфа­
вите 2. , в котором некоторые полслова вида У или 
У+С /У* У, 6& могут быть подчеркнуты. Т е р ­
м о м Т называется слово вида: 
где Я $ и Л л /5 либо константы из «а? , 
либо слова вида У или 'У*С. { У* $ . ,7~ назы­
вается т е л о м т е р м а <£ , /Э ­ е г о 
г р а н и ц а м и , а # ­ с о б с т в е н н ы м п а­
р а м е т р о м т е р м а Т " . Терм Т называется 
к о р р е к т н ы м , если тело 7" по крайней мере в од­
ком месте содержит подчеркнутое слово Я или УС+С 
С & ~Ш . В дальнейшем, под термом мы будем понимать 
именно корректные термы. 
Через Т(У,/й„ . . Ул/аА ) , где У/€ & и й(еЖ 
. , / !•]) обозначим слово, полученное из 7~ сле­
дующим образом: во всех подчеркнутых местах выражения 
У и Ус* С вместо Ус подставляем й4-
и вычисляем значение, где это необходимо. Например, если 
Т*ЛМЩ/ . то У7У/3)=ММ 
Будем говорить, что границы терма. сС,/3 фиксиро­
ваны, если ¿1?* ^ • Пусть Т» СТУр^р, где 
фиксированы к г / + /, если «р ( 6' будем называть 
у I еслил>/з 
направлением терма Т ) . Тогда в н а ч е н и е /$<й/У"1 
т е р ы* а Т определим следующим образом: 
Например, если Т ш СУУ/?/У?Л)//./^ , то 
Определим теперь графическое выражение. Пусть ­
некоторое слово в алфавите 2?1'и2:"# и -
параметры, встречающиеся в слове \# (они должны быть 
подчеркнуты в и входить в Л в виде £ или 
У< +£ . . с& Ж) . Слово назовем п р о с т ы м гра ­
фическим выражением, а параметры 4/-,%, ­ с в о ­
б о д н ы м и п а р а м е т р а м и в . 
Определим г р а ф и ч е с к о е в ы р а ж е н и е 
с множеством свободных параметров # ' индуктивно. 
1 . Простое графическое выражение является графичес­
ким выражением; все параметры, входящие в это выражение, 
являются свободными.< 
2 . Если X и Зг ­ графические выражения с множест­
вом вободных параметров и # -Уу , то слово Л У 
является графическим выражением с множеством свободных 
параметров У/^ сУ/у ( X и У будем н а з в а т ь п о д ­
в ы р а ж е н и я м и выражения X У ) . 
3 . Пусть X ­ графическое выражение с множеством 
свободных параметров У/^ . Тогда терм 
является графическим выражением с множеством свободных 
параметров 
г Д е $ ^ ]{/'!, е с л и или У/*• С г 
А I 0 \ если 
У1л = I {Уь}, если ^ = ^ или ^ ел ( 
6 ^ '. если ^ - I* ( 
если «к и Ух 
4. Других графических выражений нет . » 
Выражение будем считать корректным, если все входя­
щие в него термы являются корректными и имеют различные 
собственные параметры. В дальнейшем, если не оговорено 
обратное , под выражениями будем понимать именно коррект­
ные выражения. Если множество свободных параметров гра­
фического выражения состоит из одного элемента (пусть 
это будет Л ) , то такое в ы р а ж е н и е будем на­
зывать у н а р н ы м . 
Далее нам будет удобно считать, что кроме свобод­
ных параметров У(, •• Ул выражения имеют еще один ­
фиктивны!, свободный параметр (обозначим его через О1 ) , 
значение которого равно нулю. Будем считать, что все 
константы се. ~Ж , которые не входят в подчеркнутые 
слова вида У*С , "записаны в форме С+ С 
Определим г л у б и н у Уе/гМ/Ё) в ы р а ж е ­
н и я Ь индуктивно: 
1. Если В ­ простое выражение, то Уз/гЦь/ЕА'О-
2 . Если В-Е(ЕХ , то йеп1к(£)-тйХ^ерШЕ,}, 
3 . Если £'СГ7^А , то е(б/11А0-с1ф&0+/. 
Если У// ,У* ­ некоторые свободные параметры 
выражения 4Р , то часто будем писать 
В таком случае вместо 0$/$^,....УлМл) • где 
й/г;й*е^ б У А е м писать просто Щ^-.ь^ йл} . Так, на­
пример, значение терма Т^СУ/г.* с можно записать 
где (Г ­ направление терма Т. 
Пусть •••!%) ­ графическое выражение, где 
4>>"7 Ул ~ свободные параметры данногс выражения. 
К о н к р е т и з а ц и е й выражения К/У,,..., Ул/ 
назовем выражение » где С/,...,СК 
Если У,.,., Уц - все свободные параметры выражения &\ 
то полульыное выражение №(с,,.. ,г Сл) назовем к о н ­
к р е т н ы м . Очевидно, в конкретном выражении границы 
всех внешних термов фиксированы. ''. 
П е р в у ю р а з в ё р т к у 
конкретного выражения мы получаем заменяя в Л'/*?/,..-/с*) 
все внешние термы их значениями. Например, 
Р а з в е р т к а конкретного выражения 
определяется индуктивно. 
1 . Если ЫорММУ-О , то Ш/Ф V. 
2 . Если <Ьгр1/1{вг1>0 , то Ж { 0 * Ш {Ш 
Например, 
Часто вместо £Ш • , будем писать 
Рассмотрим теперь унарные графические выражения. 
Унарные графические выражения Е/ и £ ^ будем 
называть а с и м п т о т и ч е с к и э к в и в а л е н ­
т н ы м и , если существует такое £«Ж,что для каждого сЪ 
такого, что Л>б , имеет мйсто 061/7#1/'£(;а). 
Пусть теперь Е ­ унарное выражение и пусть 
/= &а/Е}&) ­ некоторая его развёртка /а^^/-
Пару !р= /Х^й/ будем называть п р и м е р о м в ы р а ­
я е н и я . Задача синтеза состоит в том, чтобы по ^ 
построить выражение Е , асимптотически эквивалентное 
Е • Для этого будут определены некоторые правила ин­
дуктивного вывода. 
Систему Б правил вывода назовем а с и м п т о ­
т и ч е с к и п о л н о й д л я у н а р н ы х 
г р а ф и ч е с к и х в ы р а ж е н и й , если для 
любого унарного графического выражения Е существует 
константа Се/А/'- такая , что какое бы значение входно­
го параметра Л>с мы ни брали, система 5 преобра­
зует пример Р*{##1 (£1а);а.) в графическое выраже­
ние Е , асимптотически эквивалентное Е 
^ Основным результатом данной работы является по­
строение некоторой системы правил индуктивного вывода и 
доказательство её асимптотической полноты. * 
Для определения требуемых правил индуктивного вы­
вода, введем сначала необходимые понятия. Пусть X я в ­
ляется конкретным выражением. Будем говорить, что под­
выражение (полслове­) У=^..Х'-*}--Хр вы_ 
ражения X является /У ­ р е г у л я р н ы м , 
6СЛИ • 
1) У не содержится ни в одном терме выражения, 
2) существует такой терм - *(/ С 
/ З у / * / г ( 1 2 - [ _ - число символов в последовательности 
Е ) , что Р Ш ( Т д ) = У ; терм 7^, будем называть 
п о р о ж д а ю щ и м термом подвыражения У , у2 ­
п е р и о д о м , а ^ ­ ф а к т о р о м . 
Под п р и в л е к а т е л ь н о с т ь ю 
регулярный последовательности с периодом /I . и фактором 
У будем называть отношение 
Т " ^ 
Первое правило индуктивного вывода фактически будет 
заключаться в том, что регулярное подвыражение, имеющее 
максимальную привлекательность, заменяем соответствующим 
термом и данный терм в некотором смысле максимально рас­
ширяем вправо и смещаем влево. Например, рассмотрим од­
но применение правила вывода к выражению. 
После замены подвыражения 1/Л£//€Л¥АХ!#$Л термом, 
получаем 
после максимального смещения влево получаем 
Однако, чтобы расширение и смещение определить более 
точно, нам понадобятся некоторые понятия. Пусть Л и 
3 ­ конкретные выражения. Будем говорить, что Л я в ­
ляется л е в ы м ( п р а в ы м ) п о д в ы р а ж е ­
н и е м У , если существует такое выражение С , 
что ШМ/*Ш/0/Ш/С/ (соответственно, 
11№ЬШ*4№0_4№?4} • ) . Это запишем следущим об­
разом: S£цJ (соответственно 3^-^ ) . Любое выражение 
С » удовлетворяющее данному условию, будем называть 
л е в г­ й (соответственно, п р а в о й ) р а з н и ­
ц е й . Например, если 
Л,°аба&<(л9 , то 
Щ4г£( , я выражения 
Ъ«£*#^ . и 
являются примерами левых разниц выражений / и м 
Для нахождения левой (правой1 разницы двух конкретных 
выражений $ и \р , очевидно, существует тривиальный 
алгоритм: сравниваем развертки тм/ * т/л/ , 
если левая (соответственно, правая) часть /№1/У/к 
^Ш//?/ совпадают, то остаток является разницей. На­
пример, так как 
/Ш Ш-а /аШУа*с1ГлбйУа/а</ „ 
Ш/Л/'аб'а^/аУ , 
то &/&л<1ЩУ&* является разницей между 
и $ . Однако для построения правил индуктивного вы­
вода нам понадобится более сложный алгоритм нахождения 
разниц. Содержательно это означает следующее: если Л 
является левым (соответственно, правым) подвыражением 
выражения Л , то разницу С между / и $ мы будем 
искать в такоЯ форме, чтобы по мере возможности она сов­
падала с левоГ: (соответственно, правой) частью выраже­
ние. •/ . Например, в рассмотренном вьете примере подхо­
дит разница с'/ - Аи/Уу^ /у . Такую разницу будем 
называть к а н о н и ч е с к о й . Для более точного 
описания алгоритма нахождения каноническое разницы нам 
понадобится понятие т . н . а н н о т и р о в а н н о й 
р а з в е р т к и в ы р а ж е н и я {Щ,///;^ -^х) 
Пусть дана развертка 
Очевидно, для каждого символа из X можно указать 
соответствующий символ из выражения Е , и наоборот: 
для каждого символа из Е можно указать соответствую­
щие символы из X . Символы из X назовем о т о б р а­
жее н и я м и соответствующих символов из Е , а 
символы из Е назовем их п р о о б р а з а м и . Ана­
логично можно определить и отображения любого подвыра­
жения из Е . Таким образом, в X можно указать все 
полслова, являющиеся образами тел различных термов. 
Укажем это следующим образом. Левые и правые .границы 
отображений всего терма отметим символами ' £ и 'У' , 
соответственно, а отображения отдельных тел термов от­
делим символом ' . ' . Например, если 
Л * ЕГаУУу^^у^сО. и 
£ = а ХХУаХ^ 4 ^ 3 £Х $7^ А > то 
Ж Ш* ССа Г]-Са АаМСа /• аХ-а5]- С2 ХаХ -а У*0> 
Са 1-а.Х-аЗ-й4-а:]-Га/аХаХа^аХаХ'Х/а, 
СС/аХ-ЕА ХаХ-С/а -М ХйУХЕХй-Ла7, 
Такие развертки, в которых указаны все границы термов 
и тел термов, а также для каждого символа его образ, 
будем называть а н н о т и р о в а н н ы м и р а з ­
в е р т к а м и . Отметим, что по аннотированной разверт­
ке выражения можно легко восстановить само выражение. 
Теперь можно описать алгоритм построения левой (правой) 
канонической разницы Л* (соответственно, А# ) 
для конкретных выражений. Спишем его с помощью примера. 
Очевидно, для выражений -4 и X? , приведенных 
выше, имеет место X} ^  -X . Покажем, как найти их 
левую каноническую разницу. 
Рассмотрим развертки и 4УгА/лХ . Так 
как ХЗ ?Л , то между символами т/4) и левой 
частью #ДиХ1) можно установить однозначное соот­
ветстаие. Имея ввиду_это соответствие преобразуем анноти­
рованную развертку /Ш /А) следующим образом: 
Щ (ЛЦ'=£[а / / • Га ШЬГа /• ал а Л/. Га/ аЛЛ У Га 0; 
Г [а /• ал .йЗ'йЫО» Га /- ал аМ-а/~- а^7/а, 
т . е . так , чтобы его левая часть совпала с 
Далее­, соответствующим образок преобразуем и само Л в 
Л* теперь можно представить в виде: А*** Й^С* , где 
Ж- ГГа }Г/у. а_ 4 £ Й ^ 
с " - - г с Щ щ ^ у 
Так как , то £ является разни­
цей. Разницу', полученную описанным алгоритмом, назовем 
канонической и обозначим через А\(А,&) , правую р а з ­
ницу, найденнуа аналогичным образом, обозначим через 
Рассмотрим теперь конкретное выражение 
•:.'-У,1ГЩ.и где ?-&ГЩ^у 
некоторый внешни? терм выражения а, ¿¿21} У,,/л 
годвыражения. Пусть 6-/ , если , и Ф=-</ 
если а > £ . Тогда будем говорить, что терм Т 
м°о ж н с р а с п и р и т ь в п р а в о в выражении 
^ , если существует такое СМ & , что с > £ 
(соответственно, С < 6 ) и имеет место 
Под р а с ш и р е н и е м т е р м а «7" тогда будем 
понимать замену выражения 4*г на 
Например, если 
т о , так как 1\\ЛЦ а кА Л-3..4 ' * 
получаем $ г ( £ а # % . Щ  Л * 
Если ^ I Сф}./(I сСаКЩ, г / 
т о , так как ­ ' . 
получаем 
¿2 яЖн/ЬкУ'*' 
то , так как 
получаем 
Будем говорить, что т е р м 7* р а с ш и р е н 
максимально, если не существует с е Такое, что имеет 
место 
.Будем говорить, что терм Т~ можно с м е с т и т ь 
в л е в о в выражении 4^ , если существуют такие вы­
ражения и , „то Л У / ' и 
имеет место: 
т ; / Т / А • 
Под с м е щ е н и е м т е р м а 7 в выражении У . бу­
дем понимать замену выражения на выражение 
Пусть, например ; . 1^ =г / / ^ / ^ / у ^ , ^ / ­
берем Л/У/=й& , ' ­ Т а к как 
Если в выражении ^ вновь полученный терм 3~ не 
возможно больше сместить, то будем говорить, что т е р м 
Т с м е щ е н м а к с и м а л ь н о . 
Определим теперь правила индуктивного вывода. 
П р а в и л о ^ . Пусть 4/ ^ ^ } ­ регулярное 
подвыражение конкретного выражения X с максимальной 
привлекательностью и фактором /*Л (если таких У 
несколько, то берем самое л е в о е ) . Тогда заменяем 'У на 
порождающий терм ТУ . Далее максимально смещаем и 
расширяем. Полученное таким образом выражение / ' из 
У будем называть выражением, полученным из / по 
правилу ^ ­ # . , 
П р а в и л о к . Пусть дана пара / « ' ^ у , где 
4$ - конкретное выражение а« Ж . Пусть / / ­ те 
символы из Л/ , которые принадлежат & и больше й/Л 
Заменяем все такие ^ на У* с. , где - й; 
Остальные символы в ^ не меняем. Полученное таким 
образом выражение V из № будем называть выражением, 
полученным из 4/ по правилу и? • 
Пусть теперь £/Л') - унарное графическое выраже­
ние и пара Р= (Х;а) ­ его пример. Тогда правила индук­
тивного вывода применяются следующим образом. Применяем 
правило ^ к Л , в результате получаем выражение 
X . К полученному X' опять применяем правило 
в т . д . Пока правило У уже больше не применимо. В 
результате получаем некоторое конкретное графическое 
выражение . Далее к паре {Щй) применяем правило 
•Я . Правило Л повторно применять не разрешает­
с я . 
Основным результатом данной работы является следую­
щая 
ТЕОРЕМА I . Система правил вывода (Л, Я) является 
асимптотически полной для унарных графических выражений. 
Фактически мы докажем более сильную теорему I ' , к о ­
торая является обобщением теоремы I для выражений с про­
извольным числом свободных параметров. Для этого сначала 
обобщим саму систему правил вывода. О этой целью введем 
еще несколько понятий. В дальнейшем мы будем считать, 
что на возможные значения свободных параметров Л, . / <А/> 
выражения Е наложены ограничения, т . е . фактически мы 
будем рассматривать пары (ЕрГ,,..,,^); 
г д е . У ­ некоторый предикат, которому должны удов­
летворять значения свободных параметров выражения. Ины­
ми словами, рассматриваются только такие значения 
й " " ' • я П в р а м в т р о в « Я * * «ото­
рвы условие \Р!а1)...1 йк) выполнено. В частности, 
ни будем рассматривать предикаты следующего вида. Пусть 
Се2е • в пусть существует такая перестановка С/, , ^ 
издежсов /г. • А , что для значений '$у в 
параметров в У выеет место: 
Такое условие обозначим через 
и, если данный набор й у , > • ' у ^ л значений параметров 
Щ удовлетворяет ( I ) , то будем писать: 
Нам также понадобится следующий предикат: 
Наэопем его у п о р я д о ч е н и е м параметров. 
Если для свободных параметроз ^ . . . ^ выражения 
имеет место Л^,"-,^] , то будем говорить, что они 
у п о р я д о ч е н ы . 
Пусть даны выражения £/Жг.г Ул1 и . , ^ • ^ у ' 
и имеет место упорядочение ^ < А , . . • Будем гово­
рить, что в ы р а ж е н и я Ь и / ~ с ­ э к з и ­
в а л е н т н ы / £ е п р и д а н н о м у п о ­
р я д о ч е н и и Л , если для любых наборов зна­
чений а,','.^ #л , для которых выполняется Щ/Л'.^. * й?^/" 
имеет место 
Будем говорить, что Е(А^. • Л'л) и /ТА/ :.. #Л 
почти а с и м п т о т и ч е с к и э к в и в а л е н т ­
н ы п р и д а н н о м у п о р я д о ч е н и и У , 
если существует такое с , что они С ­ эквивалентны 
при этом же упорядочении. 
Пусть дано зыражение и упорядочение 
<" ' Б у д е м говорить, что набор значений 
¿2, ' А параметров Л ь . , , . , с ­ в ы р а з и ­
т е л ь н ы й ( С * ' А// , если имеет место 
и для всех ' у ^ / ^ . . . , * / 
Любой набор ( №1 Щ/Щг-/ Я* )' СА) назовем п р и ­
м е р о м выражения Е . П р и м е р выражения на­
зовем с ­ в ы р а з и т е л ь н ы м , если набор 
а^.../ак с­выразительный. 
Обобщим теперь понятие асимптотической полноты си­
стемы правил вывода для выражений с произвольным числом 
свободных параметров. С и с т е м у 5 п р а в и л 
в ы в о д а назовем п о ч т и а с и м п т о т и ­
ч е с к и п о л н о й для любой пары (Е ( # к ) ) , 
• • / » е с л и существует такое С</Л' ,' 
что для любого г > С\- , имеет место следующее: ка­
кой бы с­выразительный пример б*} выра­
жения Е мы ни брали система 5 преобразует 
пример в выражение £ ' , асскмптотически эквивалентное 
Е при данном упорядочении <Я 
Для унарных выражений почти асимптотическая полно­
та совпадает с асимптотической полнотой. . 
Обобщим тепесь систему правил <*/ так, чтобы 
она была почти асимптотически полной для выражений с про­
извольным числом параметров в упомянутом теше смысле. 
Правило ^ при этом не изменится, а вместо правила 
$ возьмем следующее 
П р а в и л о к ' . Пусть дана пара ('2 / А , / 4ц) . 
где /!с\ конкретное выражение, Д/етА^ Лгг--/й^ -
попарно различные. Пусть &{< й^< ... < йл . Пусть Ус' -
те символы из , которые принадлежат 2? . Заме­
няем все такие <](; на +£, , где / такое, что 
Остальные символы в Н6 И€НЯ6М • 
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ТЕОРЕМА l'. Система правил вывода являет­
ся почти асимптотически полной. 
Очевидно, что из теоремы I1 следует теорема I . 
Переходим к доказательству теоремы I . Будем счи­
тать , что данное выражение £ не содержит термы кон­
стантной длины ( т . е . термы вида J~~fyfJ%*£±Jgf/J[-+tt )» 
так как их всегда можно заменить развертками. 
В дальнейшем, кроме полной развертки Л^^/EjA^...^J^J 
выражения Е • мы будем пользоваться и различными час­
тичными развертками, в которых некоторые подвыражения 
могут остаться не развернутыми. 
Так, если 
и дано Л- 4 , то можно рассматривать, например, 
следующие частичные развертки: 
Можно и некоторые термы заменить развертками не полностью. 
Так, например, возможны следующие частичные развертки 
выражения £ (А'/: 
[MIß.« * * & Щ . а Щ-ЛЛ-
Таким же образом, как для полной развертки, можно опре­ К 
делить понятие о б р а з а и п р о о б р а з а 
некоторого символа или подвыражения для частичной р а з ­
вертки. 
Пусть Т ­ некоторый терм выражения Е 
Тогда будем различать р а з в е р н у т ы е и не 
р а з в е р н у т ы е отображения терма У в данной 
развертке . Для развернутых отображений можно опре­
делить ф а к т о р этого о т о б р а ж е н и я . 
Если Е некоторое подвыражение выражения Е , 
то через ^ / ^ / ^ у Л//••,,<%/ будем обозначать такую 
развертку £ . где подвыражение Е остается не 
развернутым. Будем ее называть разверткой до данного 
подвыражения Е _^ _^ 
Пусть 
/ - ,Ш (Е; й) , где СЬ = .. у а*) -
набор значений параметров Ж(/ '•. у А/( выражения Е . 
Рассмотрим последовательность слов (конкретных выражений) 
г где / . = / а Хс^/ полу­
чается из Х^ применением правила счнтеза У} „ Слова 
Ус .. ХЦ назовем п р о м е ж у т о ч н ы м и 
р е з у л ь т а т а м и с и н т е з а . 
Рассмотрим некоторый промежуточный результат синтеза 
Хм (»< Л/ . Пусть Хы ±ХЦ, УХц , где У ­ регу­
лярное подслово Хщ , имеющее наибольшую привлекатель­
ность. Пусть Х#+/" Х„^Т*/~ , где внешний терм Т* 
получен заменой подпоследовательности У порождающим 
термом Ту и максимальным расширением и смещением тер­
ма Ту влево. Тогда подслово У назовем о с н о ­
в о й с и н т е з а н у л е в о г о п о р я д к а 
т е р м а Т* и обозначим через /Ь/ГЖ0ХУ~*1 
Фактор регулярного слова У назовем ф а к т о р о м 
о с н о в ы с и н т е з а _ н у л е в о г о п о р я д ­
к а и обозначим через « 
Рассмотрим теперь все внешние термы £ * , 
подслова У* $,оа<Хе £Г*) / Д л я каждого из них опреде­
лена основа синтеза нулевого порядка: % "/0Я<^В^/Г--) 
Ук*^Хв£%*/ . Множество подвыражений 
назовем о с н о в о й с и н т е з а п е р в о г о 
п о р я д к а т е р м а У* и обозначим через 
^ОиХ/^Т*! - Минимальный из факторов слов 
назовем ф а к т о р о м о с н о в ы с и н т е з а 
п е р в о г о п о р я д к а т е р м а Т* > 
Таким образом, индукцией можно определить о с н о в у 
с и н т е з а 4 ­ т о г о п о р я д к а у6>/?й^ /У *1 
т е р м а Т* и ф а к т о р о с н о в ы с и н ­
т е з а л ­ т о г о порядка /^^(у ^ если 
Л 4 окр^к (1Г*) ­ / . Ф а к т о р о с н о в ы 
с и н т е з а ' т е р н а Т* определим как 
Часто нам будет удобнее вместо основы синтеза дан­
ного порядка <Т*) пользоваться­ о с н о в о й_ 
с и н т е з а д а н н о г о у р о в н я /ояаС*'(Е*)\ 
которая определяется следующим образом: ^ 
Основу синтеза нулевого порядка часто будем назы­
вать о с н о в о й с и н т е з а в е р х н е г о 
у р о в н я . 
Основу синтеза можно определить не только для терма, 
но также и для любого подвыражения. 
В дальнейшем мы часто будем пользоваться разверт­
кой выражения Е - и данных ЛГ/. .• 7 а# , где р а з ­
вернуты все подвыражения, кроме основы синтеза данного 
уровня некоторого терма или подвыражения. Обозначим эту 
развертку через <{£,)(£,&„•.•, а * ) ­
Теперь можно сформулировать следующую лемму: 
ЛЕММА I . Пусть дано выражение Е и пусть 
^» ^{£¡0} , где а Л(Ц4.... й*) - набор значений 
параметров Е . Пусть ­ некоторый промежуточный 
результат синтеза, и пусть Т* ­ некоторый внешний 
терм из ; 1^^* ­ фактор основы синтеза этого терма. 
Тогда существует^такое ^ б / , зависящее только от 
Ь ( а не от й ) , что, если ^ , т * > $ и а с ­
выразптельно при достаточно большом с , то £ можно 
преобразовать в £ ' , симптотически эквивалентное £ , 
такое, что существует частичная развертка У выраже­
ния Е* , что 
где (Хщ) ­ развертка выражения Хм , до 
терма 7» 
ДОКАЗАТЕЛЬСТВО. Докажем, что для всех Х< 
имеет место следующее утверждение: выражение Щ мож­
но преобразовать в выражение Ек , асимптотически 
эквивалентное Е , такое, что для £к существует 
развертка , для которой имеет место: 
Л = ^ ^ у / у ^ 
где № ( * * } ~ развертка выражения Хм до 
основы синтеза Л ­того уровня терма Т* . 
Для *~О справедливость этого утверждения очевид­
на . Допустим, что утверждение верно для некоторого К< к 
и докажем, что тогда оно верно и для X * / 
Рассмотрим некоторый внешний терм ТУ выражения 
^^•^,^¡^1 Мн) и образ Л*? этого тер­
ма в развертке ^^ц/*/?*) • Заметим, что 
подслово является регулярным. Пусть его фактор 
равен / * , а период р* . Тогда У** , содержит по 
крайней мере различных чисел. Поэтому, если у, 
достаточно большое, то >А*'* делано содержать подслово 
являющегося развернутым образом некоторого тер­
ма / / ' в ы р а ж е н и я £ к , имеющим фактор У"/ такой, 
что ^ * /* - Хйяцп . Индукцией по глубине терма 
% ' легко доказать, что ^ должен содержать регу­
лярную подпоследовательность с фактором 
где С_ ­ некоторая константа (а/) зависящая толь­
ко от . Пусть период у/*' равен /1, 
В [2] доказана следующая лемма. 
ЛЕММА 2 . Пусть подпоследовательность 
регулярная, а подпоследовательность V - (рц,/л)-
регулярная. Пусть X к <У содержат общую подпосле­
довательность Я . Тогда, если /2/> /явх/А,/?//* 
&ИНЛ ' ( р ф / . Т О / Г , ' / ! Л • 
да леммы легко получить 
СЛЕДСТВИЕ I . Пусть подпоследовательность X 
регулярная, а подпоследовательность (Р*>А/ ~ Р 6 ­
гулярная. Пусть / и 'У содержат общую подпоследо­
вательность «5? . П у с т ь / у - ^ / й . Тогда 
щШ /:*) > Ш- 5Ц<* 
Из следстзия I вытекает, что дляпериодов р* и 
р4 последовательностей А т и , соответственно, 
имеет месте либо * 
либо , 
Допустим, ЧТО / у 
Так как / , -Леш > ^ ­ £С/Ш . то, если 54 
достаточно большое, рр > р4 • . Пусть и Ж4 
привлекательности последовательностей Л ^' и , соот­
ветственно. Тех как из правила синтеза следует, что 
Ж/> 1} , то ^ у / • Поэтому 
где £ ' = зависит только от . Тогда 
7.* ~ к ( £-* « л ш ^ 
Если достаточно больлое, то 3Ļ >Jff , а это я в ­
ляется противоречием, поскольку, в таком случае следуя 
правилу Jļ , мы должны были заменять порсждшощнм 
термом последовательность JT' 
Таким образом, мы доказали, что /V 
Докажем теперь, что тогда тело терма У)* совпа­
дает с телсм терма Tt с точностью до смещения, т . е . 
тело 7?/fJ можно представить в форме: 
где TrV/Jftj-ZV/, 0 * й ' 
Для этого достаточно заметить, что любоП развернутый об­
раз любого подтерма J/ терма 7j имеет фактор мень­
ше некоторой константы У* , зависящей только от са­
мого выражения. Действительно, из свойства с­выраэктель­
ности набора йГ/---, Лл , с л е з е т , что для всех <з<; & 
/{,/€ {t,..; *•}} ­ имеет место й( < с- й/ 
Если теперь фактор Tt не был бы ограничен, то при 
достаточно больэкх #//•­*/ ,:ы образ «у содер­
жал бы регулярнуг подпоследовательность с привлекатель­
ностью больше привлекательности , что протизоре­
чило бы применению правила J . 
Таким образом, мы доказали, что существует такая 
развертка J- выражения £/( , в которой каждому 
внелнему терму Т(* экргжекия_ ^f^j^f^/f»/ $ W 
соответствует некоторый терм Ti , который совпадает с 
J~, * с точностью до смещения. Очевидно, если в J'x 
все термы теперь максимально распирить и сместить в 
таком жь порядке в каком они были просинтеэированы в 
fctttIТ*\ , то для полученного выражения J' 
будет иметь место 
Остается показать, ч^м Ех можно преобразовать в Ец^ 
такое, что существует развертка выражения 
£Гм . для которой имеет место 
Алгоритм таких преобразований фактически является 
обобщением алгоритма П± из [2] . Опишем сначала идею 
алгоритма. 
•3 началу выражение £а преобразуется в некоторое 
выражение сц 1 асимптотически эквивалентное , 
термы которой обладают описанным ниже свойством 
Р ­отделимости и (5 ­изолированности (Рф?Из 
алгоритма преобразования будет следовать, что эти преоб­
разования фактически достаточно провести только в самом 
начале, т . е . при О , так как, если Р и 
достаточно большие, то свойство Р ­отделимости и 6? ­
изолированности при преобразованиях сохраняется. 
Дальше будут описаны правила смещения и расширения 
термов выражения. Из построения этих правил будет следо­
вать , что термом выражения Е* можно приписать р а з ­
личные номера так, чтобы имело место следующее свойство: 
если при преобразовании А* какие­то образы термов 3< 
и ^ выражения £ к "конТаятируются", то меньший 
номер имеет тот терм, образ которого в ^^/л*/***/!г*) 
"пресинтезирован" раньше. 
После этого применим к термам выражения упомянутые 
правила расширения и смещения в порядке возрастания н о ­
меров. Будет доказано, что полученное таким образом вы­
ражение Ем асимптотически эквивалентное Е< , и 
дда него существует частичная развертка такая, 
что 
Переходим теперь к более точному описанию алгоритма 
преобразования. Сначала опишем более точнее предвари­
тельное преобразование Е к в Ех 
Пусть дано выражение Е , пусть ^ • • • / « ' / ­
свободные параметры £ , и пусть дано Л'/Л/,.. ­ / ^ 5 / 
Пусть Т - некоторый терм выражения Е % ~ 
свободные параметры тела Т~ терма У . Будем гово­
рить, что терм Т является Р ­ о т д е л и м ы м , 
если существует упорядочение «/ и число С^Я/ , такие 
что для любых значений Л4/ й( параметров У/, .•./Лс 
для которых имеет место Л//Л//>*< а{) выполняется 
'^Р(ыв,^,>где е*** ~ м а к с и и а л ь н о е абсолютное зна­
чение констант из Т . Будем говорить, что в ы р а ­
ж е н и е Е Р ­ о т д е л и м о е , если все 
его термы Р ­отделимые. 
Пусть Т* А • ПУ011» о******* , 
р = # (е1,е1е2) '• . Будем писать «С £ р3 , 
если имеет место У'е-е,^еА • Назовем т е р м 
Т о д н о с т о р о н н и м , если <£ £ Р или 
р 4 А . Будем говорить, что н а п р а в л е н и е 
</* терма Й? равно * / , если <А /1 , и равно 
_ / , если Р* <£ • ' ! 
Очевидно, что если выражение £ Р ­отделимое 
для достаточно большого г , то все его термы односто­
ронние. 
Определим понятие левого и правого подвыражения. 
Пусть даны выражения ЕРЛ'^.*.^?*) и 6($Г'^А'л) 
и пусть дано, что имеет место упорядочение ^Я/ 
Будем говорить, что G является л е в ы ы ( п р а ­
в ы м ) п о д в ы р а ж е н и е м Е , если сущест­
вует такое С «г /V , что для любого набора {й/,. •., й^Р 
значений параметров . , . / Л £ , для которого выпол­
няется ^с(&1г"1^<} имеет место 
( соответственно, Е/й^..., 4 Л у / <= , • •; ал)). 
В этом случае будем писать Р 'г & (соответственно, 
Пусть теперь ТЛЕТ(У)]^р ­ односторонний терм 
выражения £ . Будем говорить, что терм У й-
и з с л и р о в а н в £ , если он входит в подвыраже­
ние ЛТЯ , где 
Любое подвыражение о / ' РУЗ'/ , для которого выполняется 
Л' % ЕУРЛ^^и-Л ,* -У (соответственно, Л'£ 
ГМЯ1&л+Гл,/я )» п * С( , назовем л е в ы м (п р а ­
в ы м ) ' п р о д о л«ж е н и е м т е р м а Т д л и ­
н а г 
Будем говорить, что в ы р в а ж е ы и е / Г 6( -
и з о л и р о в а н н о ., если все его т е р » 0, ­ изоли­
рованы. 
В С23 доказана следующая 
ЛЕША 3 . Пусть дано Е(ЛЬГ -, #<1 и 2е ^К/"/^) 
Тогда, если с достаточно большое, то существует алго­
ритм, который для любых Р в $ преобразует выраже­
ние Е в Р ­отделимое и О ­изолированное выраже­
ние Е , асимптотически эквивалентное £ . 
Фактически, мы будем использовать выражения, в к о ­
торых Р ­отделимы и ¿7 ­изолированы только те термы, 
которые имеют уровень больше некоторого /< * & 
, где под уровнем терма понимается уровень 
вложения скобок терма. 
Определим теперь правила смещения и расширения для 
териав выражения. Для этого сначала определим левую я 
правую разницу двух выражений Р и й Пусть 
* Р ( Ъ , 6 № г . . У<) (РМ,;**!* **)) 
и пусть дано ,.-, А'/.) . Тогда существует такое 
выражение Н(Л{,. , что для любых значений 
&,Г..,АК таких, что У({а4„.., йл) для достаточно 
большого Се/1/ , имеет место 
Ш ^ ^ Г Г М ^ ^ ^ Г - , *Л}*М/С/а,,:., V 
(соответственно, Ш *л)Ю1{Р; 
'-?НУ€;а,г.,а*)). 
Выражение Н будем называть л е в о й ( п р а в о й ) 
р а з н и ц е й в ы р а ж е н и й Г и б ? . 
Построим теперь алгоритм А1 (й#} , который 
выясняет, верно ли, что (соответственно, У~ % & ) 
я, если да , то находит левую (соответственно, правую), 
разницу этих выражений. Результат работы алгоритма обо­
значим через А1 (О,?! (соответственно, ' Ац(£;Р/ ) и 
назовем к а н о н и ч е с к о й р а з н и ц е й вы­
ражений Р и й . 
Допустим, что для некоторого с ­выразительного 
О. = / & / , , &л) при достаточно большой С имеет место 
/?<Г/5 б Т ^ С о о о т в в т с т в е н н о , ^ ^ ^ . Запустим на выра­
жения /?*Г/ и б/сГ/ алгоритм нахождения канонической 
разницы для конкретных выражений Л\_ (соответственно, 
Л ^ ) . Как было сказано выше, алгоритм А* (соот­
ветственно, А$ ) постепенно преобразует выражение £{а) 
в СУУР) . Параллельно будем преобразовывать таким 
же образом и выражение €(Щ в С'^А . Полученное 
(зУ/у/ можно будет записать в форме <з 'УЛ'1 = 
-6,'0Й6'М . где ( с о о т в е т с т в е н н о , ^ / ^ ) 
обладает свойством : ШУб/^/* (соответ­
ственно, 1Ж(СЛ'• а"/' М/У,Я) ' ) . Так как а а~ 
выразительный, то , если С ­ достаточно большое, из 
теоремы I работы £27 следует, что (*,'~ Р (соответствен­
но, О1" У ) . Далее, по определению левей (соответственно, 
правой) разницы 6/ (соответственно, ) является 
левой (соответственно, правой) разницей. Назовем его д е ­
вой (соответственно, правой) канонической разницей выра­
жений Р к 6 . 
Сформулируем некоторые свойства канонической разницы. 
СВОЙСТВО I . Пусть даны выражения Р/*//-;^/ и 
0 ( £ / г . . и пусть при упорядочении ^ / ^ ­ / «^<у 
имеет место Р*тЕ* (соответственно, / ' % £ ) . Если 
д л я " & п . г и й к имеет место Л е & / / • • у &*) Щ* 
достаточно большом С , То 
(соответственно, А* (Рщ,,.,у йх// б{й,г • йм))= 
= 4 , (рЗЬ,,...,^/) 
СВОЙСТВО 2 . Пусть даны выражения Е и @ и 
пусть Е с О (Р <= в) . Тогда, если Р я £ Р-
отделимые и 0 ­изолированные при достаточно больших Р 
и £} , то й имеет форму £ =* в< <2Л » где 
Р (соответственно, 6?, *• Р ) . 
Пусть теперь дано выражение Е = £(Т£Л , где Т 
внешний терм. Пусть для всех свободных параметров 7 #л 
выражения £ дано ХЩ,-,^*) . Тогда для терма * 
можно определить правила расширения и смещения таким же 
образом, как и для конкретного выражения, только вместо 
разниц А* и & % необходимо брать разницы А ^ 
и йц . Из свойства I и этого определения следует: 
СВОЙСТВС^З. «Пусть £ « Е¥?<- £<,/ * 
где -7/,. , - некоторые внешние термы выражения Е. 
Пусть для всех свободных параметров £ имеет место 
У(4'/г • ,£д) . Через 17(фг . / / ¿ 7 (£) обозначим 
I чыратсение^ которое получается из Е , если к термам 
//, / • / применить правила максимального расши­
рения, и смещения в указанном порядке. Тогда, если ,¿2^ 
удовлетворяют (И^.../ ¿1^ при достаточно больном 
С . то 
Как уже отмечалось, для преобразования Е некото­
рые его тчрмы в определенном порядке перенумеруем и з а ­
тем к ним применим правила преобразования ( т . е . расши­
рения и смещения). Эти термы будем называть о с н о в ­
н ы м и термами данного преобразования, а те термы, ко­
торые не имеют номеров и не являются подтермами основных 
термов, назовем т е р м а м и в ы с ш е г о п о р я д ­
к а . При преобразовании Е* также будет необходимо 
смещать термы высшего порядка. В данном случае под сме­
щением будем понимать''не только смещение влево, но и 
смещение вправо (очевидно, смещение вправо можно опреде­
лить таким же образом как и влево.) 
Пусть даны выражения • Лц) и 6?/Л// • • у » 
и пусть имеет место упорядочение ^л) • . Будем 
говорить, что Е является и с т и н н ы м п о д ­
в ы р а ж е н и е м (5 (запишем это / Г с £ ) , если 
существуют такие (возможно и пустые) выражения 
Н<МГ' , и НХ(ЩГ.У*) , что для любого 
набора а»(л1г. й^) , для которого имеет место 
З с ( й 1 , . в е р н о : 
Будем говорить, что Е % 6 п е р е с е к а ю т с я , 
если они имеют непустое истинное подвыражение. 
Рассмотрим выражение Р * Р4 ТУЛ У, ^  Е*ЪЪ ?Ег/ч 
где т ­ некоторый внешний' терм а ЕЛ, ­5 я ­
любые поделова. Применим правила преобразования к терму 
Ё . В результате получим выражение Е*£'р£/ (соот­
ветственно, ЕТУЛ'?'У/ ) , где Т ­ терм, полученный 
из У в результате преобразований. Будем говорить, 
что терм & при преобразованиях п о г л о щ а е т 
подвыражение /О , если ^Е^^Т (соответственно, Е]^рУ'}-
Будем говорить, что терм ? . д о с т и г а е т подвы­
ражение , если ^£У',л Е- и Т имеет непус­
тое пересечение. 
Рассмотрим теперь выражение Р'^У/РЦ Тл £4 
(Р$^а 71 /у/. Пусть терм 7/ является о с ­
новным термом в данном преобразовании, а ^ является 
т е р г м высаего порядка.^ Пусть при преобразованиях терм 
«7, достигает терма ^ . Тогда имеются две возмож­
ности: либо терм $ поглощает терм ^ , л/бо нет. 
В каждом из этих случаен выражение Р будем преоб­
разовывать по разному. В первом случае терм Р, будем 
просто распирять, пока это возможно или пока он не д о ­
стигнет терма высшего порядка, которого он не поглощает. 
Во втором случае тефм ^ будем смещать вправо (соот­
ветственно, влево) так, чтобы терм Т/ его не достигал. 
Докажем, что если Р <$ ­иволирозанное для доста­
точно большого 0 , и для параметров •Л// ­ • у «^А 
выражения Р имеет место ^ (У(/ .,/¿'¿1 , то это 
возможно. 
Во­первых, заметим, что из свойства 2 следует, что 
этот случай воэможен_только, если <Р принадлежит 
продолжению терма ^ . Докажем, что в этом случае, 
терм 7^  достаточно сместить в пределах его продолже­
ния переого порядка, т . е . что з наихудшем случае подвы­
ра^еште I ^ / ­ ^ / / . ^ Рз (соответственно, р}РР%(РИ^л / 
достаточно зсменить'на ^^РХ^^^г.^^^^Х//}^)'"' 
(ссотиетстзенао, Ае (Ъ$ «•?))££($¿.¿7/^^, ' ' 
. где о направление терма 7 | . Утверждение легко выте­
кает из следующей леммы. _ 
Л Е Щ 4. Пусть дано выражение Р/ 3 Ъ'-^Р, , 
где Т, некоторый внешний терм. Пусть для свободных 
параметров выражения имеет место условие 
*Пусть выражение ^*Р.'7^Р/ получено из Р/ под­
ставкой выражения вместо некоторого параметра 
Л/ , где сА/ или еГ--/ , т . е . Рл'• Р/^/Л^// 
Тл - 74(Х;Ш / Л и 5 Щ Щ Щ 
Рассмотрим выражение Р{(Лч1Р^/<Р/ пР) • Р( Р}-
~Р%Р/Р/^' • Тогда, 6 0 , 1 1 5 достаточно большое, 
то при расширении и смещении термы ^ и ^ не доств­
гают друг друга. 
Эта чемыа является обобщением леммы б из С2] и 
доказывать её здесь мы не будем. 
Таким образом, мы показали как преобразовать произ­
вольный внешний терм выражения. Пусть теперь данный терм 
^ не является внешним в выражении Е-к _ , а является 
подтермом какого­то терма Т'_ . Тогда 7' можно пред­
ставить в форме * ' * L'' Н/(У)7(У). 
В этом случае возможно, что в некотором образе T'/eJ 
тело терма 7' , где" се% ­ некоторая из возможных 
значений параметра У , образ -Т/а) терма TffJ при 
преобразовании достигает подвыражение T'fc t<f) _ (или 
7~''(с-<Г) ) • где <f ­ направление терма 7~ 
Иными словами говоря возможно, что образ T/âJ дости­
гает следующий образ тела У терма 7' . В этом слу­
чае выражение Л^ будем преобразовывать следующим об­
разом. Так как выражение й, ­ изолированное, то терм 
7' входит в подвыражение • f ff'/f/fj,^ £ , где 
T'U-f/CfF и T'fpyj^S ' .Рассмотрим 
выражение T'ffi/G (соответственно, F7'/А/ ) я 
применим к терму ffp) (соответственно, Т/Л) ) правила 
расширения и смещения. Пусть X/ последний символ под­
выражения G (соответственно, F ) которого достигает 
терм 7/р/ (соответственно, 7/А/ ) , а У/,/ сле­
дующий символ з а ним (из леммы 4 вытекает, что такие 
7{ п существуют). Тогда смещаем в выратении 
tfx терм 7' до символа соответствующего символу 
J t t ( . После этого применяем правила расширения я 
смещения к терму TfJf выражения . При этом 
очевидно ffii не достигает квадратных скобок терла 
7' , а из свойства 3 следует, что образы преобразо­
ванного терма У($ совпадают с преобразованными обра­
зами Т(с) для всех возможных значений е параметра У . 
Остается показать, что описанное смещение терма 
высшего порядка не противоречит смещению этого же терма 
при преобразовании подвыражений, находящихся левее или 
прайсе данного терма. Это прямо вытекает из следующей 
леммы. 
ТЛ.Ж 5 . Пусть ^ Р -
отделимый терм некоторого выражения щ при достаточно 
большом Р . Рассмотрим выражения: 
рл -ги-р/р'М 
Пусть ч. ­ произвольный вимшнй подтерм терма Т"' . 
Тогда, если при расширении И: «щении терм Т дости­
гает (не достигает) некоторый символ в каком­то из выра­
жений />,У5 и л и Рз » *° *вр" У достигает 
(соответственно, не достигает) соответствующий символ в 
«X •• другом кз выражений Р/, или Р3. 
Справедливость леммы легко вытекает из свойства 3 
правил преобразования. 
Таким образом, для завершения доказательства леммы I 
остается показать, что термы выражения Рх можно упо­
рядочить так , как было отмечено выше, т . е . если при 
преобразованиях развертки ^ какой­то терм 7^ ' , 
являющийся обрезом терма 7 } , достигает терм Тл' , 
являющимся образом терма Тл , то наименьший номер 
имеет тот из термов ; '•• , соответствующий об­
раз которого в №Р ^ при синтезе полу­
чен первым. ' 
Для этого вспомним, что а Р ­отделимом и $ ­
изолированном выражении при достаточно больших Р и 
терм Т{ , достигающий терма 7^ , может его 
не поглощать только в_ том случае, если 7? принад­
лежит продолжении 7^ . Тогда существование упомяну­
того выше упорядочения термов легко вытекает из следую­
щпй леммы. 
ЛЕММА 6. Пусть дано выражение Л»^г ^л*/г 
где ^ ­ внешние термы. Пусть У4у..уУ5г 
свободные параметры выражения £ и пусть имеет место 
упорядочение Л(Л^)...^к) . Рассмотрим развертки 
/!> т а) и т Щ ?)> 
где й=(й0 ..а*) / / ^ / / • ­ V . Обозначим 
привлекательность регулярного подслова, соответствующего 
образу подтерма Т/ » в У через д / г • . а в Л 
через д / г / / ^ / . Тогда существует такое с е » 
что для любых ( ? - Р а , я < г / , 
для которых выполняется /^ Г/" и ^ / , 
имеет место: 
_ <­ / 
для любых подтермов ^ и ^ • 
Доказательство леммы очевидно. 
Этим доказательство леммы I завершено. Пусть теперь 
У и У) два конкретных выражения таких, что 
тМ-4^АЕ// . П у с т ь .У­У ,7> 4 я 
£ 'Л, % где £ и ^ ­ внешние термы. 
Будем говорить, чтс т е р н ^ с о в п а д а е т о 
т е р м о м ^ , если У,' ?л Л М 7 = ,ШРА/ и 
^ Пусть / ­ выражение, <2 ­ некоторый набор зна­
чений этого выражения и Л ­ некоторая частичная р а з ­
вертка выражения £ при данном _ й . Пусть <7/ 
некоторый терм из >/ . Через Т," обозначим прооб­
раз терма в выражении , Пусть далее в не­
которое конкретное выражение такое, что МЬ/Д/. 
Будем говорить, что развертку У моею эквивалентно 
преобразовать в Л , если для каждого внешнего терма 
7, развертки У выражение £ можно преобразСБать 
в такое асимптотически эквивалентное £ ' , что терм 
7,° преобразуется в т е р м У / " 1 такой, что его образ, 
соответствующий образу У, , совпадает с некоторым 
термом из £ 
, Теперь моьно сформулировать важное следствие, выте­
кающее из леммы I . 
СЩСТ311Е 2 . Пусть £ ­выражение ••, ал) 
некоторый с ­выразительный набор значений параметров £ } 
У ­ <?йЬ{Е;а) - развертка £ , а У* ­ проме­
жуточный результат синтеза на X такой, что при синте­
зе X -^Х^-о •• • —*• Х/„ все привлекательности заменен­
ных регулярных подолов больше некоторого /с & V 
Тогда, если $ и с достаточно большие, то сущест­
ьует такая частичная развертка «У выражения , 
что X можно эквивалентно преобразовать в Хл-
Для завершения доказательства теоремы I , кроме 
следствия 2 , нам понадобится ещё следующая 
ЛЕММА 7 . Пусть дано выражение £• 7 • £7^/7^.^ ^ , 
где 7 ­ Р ­отделимый терм, и пусть ^ г - , ^ л -
свободные^ параметры выражения Р . Пусть далее , 
/- №С(£<71 , где а=раГ/.. , Я*/ ­ набор .значений 
параметров УР& , и пусть Хм ­ некоторый про­
межуточный результат синтеза на X такой, что выраже­
ние X' {1РС (У, ¡71 можно эквивалентно преобразо­
вать в -У' так, чтобы X* Ха . Тогда, если Р -
достаточно большое, то и само выражение Р .можно преоб­
разовать в асимптотически эквивалентное выражение 
р'шР,'7'^' такое, что 
рШШШШШ^ , 
огде Р4сРМ и РА 
Лемма доказывается индукцией по уровням терма Т , 
т . е . докаэьшается, что для каждого л < Ые/г^/УУ вы­
ражение Р'Т можно преобразовать в РЛ'Р4'?'**РЛ*' 
так , чтобы существовала развертка X" выражения Р* , 
для которой имеет место: 
Справедливость этого утверждения для л-0 очевидна, 
а индуктивный переход фактически является повторением 
второй части доказательства леммы I . 
Пусть теперь Х= МИ{£;&. и ск/М (£} ~ Я. 
Рассмотрим промежуточные результаты синтеза на X: ^Ж/"'Ж ' пользуясь леммой ? покажем, что 
если а достаточно выразительное, то существует та­
кой &$р, , что результат синтеза Xц содержит 
терм Т* , имеющий глубину л и произвольно большой 
фактор основы синтеза </« 
Для этого рассмотрим промежуточный результат син­
теза Хъ такой, что в процессе синтеза Х-*Х{~>,"^Х^ 
все замененные регулярные подпоследовательности имеют 
привлекательность больше или равно , а в Х^ такой 
регулярной подпоследовательности больше нет. Из следст­
вия 2 вытекает, что для выражения £ существует раз­
вертка Л такая, что Л можно эквивалентно преоб­
разовать в У л • 
Допустим теперь, что Х\ не содержит терм глубины 
Л . Имея ввиду, что Х& не содержит регулярного 
полслова с привлекательностью большей или равной '• у $ , 
то, если а £­выразительно при достаточно большим б 
от противного легко доказать, что Хь содержит терм 
/•ЕТ(&Лг' ,£¿¿1,$'$ , обла­
дающий следующим свойством: 
а) существуют значения . . Хл параметров 
У,,-.., # такие, что }ШЖ # и 
существует поделево ' ' 
развертки Л , которое можно эквивалентно преобразо­
вать а />' так, чтобы имело место: 
где Хь « Х\ ­некоторые подвыражения Х^ I 
б) выражение X" Т не возможно преобразовать в 
асимптотически эквивалентное В' такое, чтобы при 
значениях 44/ ¿4 параметров г существовала 
развертка С выражения В' такая , что 
Но существование какого терма противоречит лемме 7. Та­
ким образом, имея ввиду, что фактор регулярной подпосле­
довательности больше иди равен её привлекательности, мы 
доказали, что если глубина выражения £ равна п , 
то существует такой промежуточный результат синтеза 
что в Хн существует терм Т* глубины л * Ые^ХЛ/^У* 
с фактором основы синтеза больше или равно (/, . 




Рассмотрим дальше термы максимальной глубины *$ £"/и £ л \ 
К ним можно применять аналогичные рассуждения. Таким об­
разом, индукцией получаем, что £ можно преобразовать в 
В* асимптотически эквивалентное В , так, чтобы 
Легко видеть, что если а достаточно выразительное , 
то все дальнейшие применения правила синтеза ^ к 
Х,„ =Е~*(а) мо*но применить и к самому ВТ* • сохраняя 
при этом асимптотическую эквивалентность, т . е . для 
любого 2 > К. существует такое / Г * * ~ , £ " * « что 
Теперь, так как а-/лГ/..ах/ достаточно выра­
зительное,™ очевидно, после применения празила синтеза 
Л' из Х^ 'Вт*(а') получим выражение В** , которое 
как доказано, асимптотически эквивалентно В 
Теорема I 1 доказана. 
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A B S T R A C T S 
On probabi l i s t i c and determinist ic luring machines 
with input and output 
' R.Prelvalda 
Turing machines are considered Which begin the pro-
cess ing input by reading the input l e t t e r - b y - l e t t e r at 
l inear speed. After reading the l a s t input symbol addi-
t iona l time for. the process ing i s al lowed. A language 
i s allowed. A language D 1« constructed such that 
1) for arbitrary <f > 0 there i s a probab i l i s t i c Turing 
machine recognising £ In r e a l time with probabi l i ty 
1 / 3 , and 2) every determinist ic Turing machine needs at 
l e a s t tf/ioQA time to recognise 2 
A counterpart of the Perikh'a theorem for languages 
accepted by nondeterminietio one-way multitape 
f i n i t e automata 
D.Qeldmania' 
Let A - tape f i n i t e automaton process /3 - t u p l e s 
of words In an / - l a t t e r alphabet, l e t f'(2,r-
be an ( - tuple of in tegers denoting the number of various 
symbols i n the^word 3/ . The theorem a s s e r t s that for 
arbitrary l e n y u a g e / / accepted by a nondeteimlnist ic 
one-way fl - tape f i n i t e automaton tne s e t of s e t s (f'/H) 
ytfj/),... jfpt)) ± B e s sd l inear . 
OB the number of s t a t e s in f i n i t e automata for 
i d e n t i f i c a t i o n of ui ­words ­
D.Xaimlpa 
The number of s ta te s in detenainist lc f i n i t e automata 
recognizing the ( f in i tary ) language Lf " fy^lf t 
Uefdj}*} a n d t h e u ­language A 'fj/fXc^J,.../ 
(+~) h - Ш/у* kfr 1'}*)) i e ««ч"»«. 
No l e s s than atates are needed to recognize Lx 
but only + s t a t e s suf f ice to recognise . 
Bounds to the length of the words for the 
simulation of f i n i t e deterministic automata 
J .Bnls 
The simulation and the simulation with a delay 
act ion es studied. A concept of automata complexity ia 
introduced. 
On r e c o g n i t i o n o f (i/ ­ l a n g u a g e s by pushdown 
automata 
D.Taimina 
I f «11 tha 6> ­word* f o m aa U> ­language L^fOjJ 
contain no more than on* symbol 1 each, and L i s re­
cognised by a n o n d e t e r a i n i s t i c (determinist ic) pushdown 
automaton than L can be recognised by a deterministic 
f i n i t e W ­automaton as wel l . The counterpart of t h i s 
theorem f o r <J' ­ l a n j a a g e e with two symbols 1 in «n c; ­
word f a i l s . 
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On the equivalence problem for multitape automata, 
one of which i e arbitrary 
A.Kalis 
The dec idabi l i ty of equivalence for determinist ic 
one-way mutitape automata with a bounded number of chan-
ges of the pairs of tape i s proved. The same holds i f 
one of the automata i s an arbitrary determinist ic one. 
An estimation for the number of repet i t ions and 
inference of simple regular languages 
sK.Cerens 
I t i s proved, that i n the sequence of the length w 
there are no more thenar} r e p e t i t i o n s . Thwre 
e x i s t s on algorithm inferr ing simple regular 
languages by dialogue using no more than 6/1 questions. 
A model of data base with indetermlnist ic t rans i t ions 
J . C i r u l i s 
An algebraic model of a r e l a t i o n a l data base i s 
br i e f ly discussed i n t h i s note . 
Recognition of t a l l y languages by probabi l i s t i c 
pushdown automata 
J.Kaneps 
I f a language in a one l e t t e r alphabet i s recognized 
by a probab i l i s t i c pushdown automaton with i so la ted cut-
point then the language i s regular . 
On computational power of alternating 
one-way aut i tape f i n i t e automata 
M.Alberta 
Relatione between the c l eases of languages which 
are accepted by f i t , Z t , P , , Z J t / fl^ a l ternat ing 
one-way multitape f i n i t e automata are studied. 
The dec idabi l i ty of the equivalence for the 
graphical expreeiona 
A.Brazma 
A foxmal language of the so cal led graphical expres-
s ions designed for description of general regu lar i t i e s i s 
Introduced. The language i s based upon a formalization of 
the 'dots ' notion and i s convenient for description of 
the programs with for loops. The equivalence for the expr-
ess ions of the language i s defined and the dec idabi l i ty 
i s proved. 
The Inductive synthesis of the graphical expressions 
A.Brazma, I.Stuane 
The language of the graphical expressions i s consi -
dered and a formal example of the expression i s defined. 
The rules of an inductive inference for the synthesis of 
general expressions by a s u f f i c i e n t l y large example i s 
defined. The completeness of the given rules I s proved. 
ЗАКЛЮЧЕНИЕ 
Полученные результаты, опубликованные в данном сбор­
нике, составляют основу для разработки автоматизированных 
систем тестирования и синтеза программ, которые позволят 
снизить затраты на создание программного обеспечения ЭВМ. 
Результаты получены в рамках КИР "Индуктивные и вероятно­
стные методы в теории программ" и "Разработка вопросов 
технологии программирования", выполняемых в соответствии 
с Кг'.­плексной программой "Кибернетика" и Комплексной прог­
раммой "Математические и физические основы­развития вы­
числительной техники и информатики" ( раздел 1 Л 2 . 2 . "Сис­
темное математическое и программное обеспечение")согласно 
Постановлению * 1470/146 от 29.12 .60 АН СССР и Минвуза 
СССР. . •" ; , 
Депонированных работ в сборнике не содержится. 
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УДК 519.95 
«рейваяд Р.В. О вероятностных и детерминированных машинах 
Тьюринга со входом и выходом / / Теория алгоритмов и прог­
рамм. ­ Рига: ЛГУ им.П.Стучки, 1986. ­ С. 4­22. 
Рассматриваются машины Тьюринга, которые в начале ра­
боты читают входную информацию буква з а буквой с линейной 
скоростью. После прочтения последней буквы со входа машина 
имеет возможность работать как машина без входа. Построен 
такой язык Э ; что: I ) для любого £ =» О существует 
вероятностная машина Тьюринга, распознавшая 7) в реальное 
время с вероятностью 1/3 , 2) для распознавания 2> на лю­
бой детерминированной машине Тьюринга требуется не меньше 
времени чем п'/'йоо, п . 
Библиограф.6 назв. 
УДК 519.Э5 
Гейдманис Д.Г. Аналог теоремы Парика для языков, принимае­
мых многоленточным одностороним конечным недетерминирован­
ным автоматом / / Теория алгоритмов и программ. ­ Рига: ЛГУ 
им.П.Стучки, 1936. ­ С.23­39. 
Пусть и ­ленточный конечный автомат перерабатывает 
п ­ки слов в /­буквенном алфавите. Пусть ?­ка целых 
чисел \|/' (.г, , . . . , г») указывает число различных символов 
в слове 2 ; . Доказана теорема, показывающая, что для любо­
го языка м П­ок слов \если этот язык принимается недетер­
минированным односторонним и ­ленточным конечным автома­
том ) множество множеств (^СН) , Уг(М),~ , Ч>"(Н)) 
полулинейно. 
Библиограф.4 назв . 
УДК 519. 95 
Тайминя Д.Я. О распоэнованхи ^­языков автоматами с магазин­
ной памятью / / Теория алгоритмов и программ. ­ Рига: ЛГУ 
км.П.Стучки, 1986. ­ С. 4*­45. 
Доказано, что если в со ­языке L < r f c 5 4 ^ каждое 
со ­слово содержит не более одного символа 1, то на р а с ­
познаваемости языка L недетерминированным (или детер­
минированным) со ­автоматом с магазинной памятью вытека­
ет распознаваемость L детерминированным конечным со ­
автоматом. Аналог этого утверждения для с о ­языков с 
двумя символами 1 не имеет места. 
Библиогр. 3 назв. 
УДК 519.95 
Таймнкя Д.Я. О числе^состояний конечных автоматов, распоз­
нающих равенство с о ­слов . / / Теория алгоритмов и прог­
рамм. ­ Рига: ЛГУ им.П.Стучки, 1986. ­ С.40­45. 
Сравнивается число состоянии детерминированных ко­
нечных автоматов, распознающих, соответственно, финитный 
язык Lk - f ^ 2 / fo , í ] k ] в cu­язык 
Для распознавания языка L K требуется не меньше чем 1к 
состояний, а для распознавания М ч достаточно 2 «.»2 
состояний. 
Библиогр. I назв . 
УДК 519. 95 
Буле Я.А. Оценка длины слова при моделировании конечных 
детерминированных автоматов / / Теория алгоритмов я прог­
рамм. ­ Рига: ЛГУ им.П.Стучки, 1936. ­ С.5С­6Э. 
Уточняется понятие моделирования. Для этих уточнений 
найдены длины слов. Введена некоторая мера сложности слов. 
Бнблиограв. I назв. 
Ш 5 I 9 : 9 5 
Кали с ААЛ проблеме эквивалентности многоленточных автома­
тов , один вв которых произвольный / / Теория алгоритмов и 
программ. ­ Рига: ЛГУ им.П.Стучки, 1936. ­ С.4­22. 
Доказывается алгоритмическая разрешимость проблемы 
эквивалентности многоленточных детерминированных конечных 
автоматов с ограниченным числом переходов на пары лент. 
Проблеме эквивалентности остается разрешимой, если один 
автомат является произвольным детерминированным. 
Библиограф. 5 назв. 
УДК 519.95 
Черанс К.Х. Линейность оценки числа повторений и синтез 
простых регулярных языков / / Теория алгоритмов и программ. 
­ Рига: ЛГУ им.П.Стучки, 1986 ­ С.4­22. 
Доказано, что последоветельность длины п , не содер­
жит болье 6 п повторений. Существует алгоритм, ко­
торый синтезирует простые регулярные языки в диалоге,тре­
буя не более б " вопросов. 
Библиограф, б назв. 
УДК 519.689.2 
Цирулис Я.П. Модель базы данных с недетерминированными 
переходами / / Теория алгоритмов и программ. ­ Рига: ЛГУ 
им.П.Стучки, Г986. ­ С.87­95. 
Предлагается алгебраическая модель реляционной базы 
данных, представляющая собой автомат вида ( 5 , и , . 4 ) , 
где 2 ­ множество состояний базы, ­5 ­ системе операто­
ров управления ею, <3 ­ алгебра запросов, А ­ подходящая 
алгебра отношений и кроме того, заданы операции * . .$*2>?^) 5 
» : $хО,^»А , О ' . Х х С . ~* О. .подчиняющиеся оп­
ределенным условиям. Рассматриваются несколько элементарных 
свойств такой модели, и отмечаются некоторые естественно 
возникающие задачи, требующие, в частности, привлечения 
идей динамической логики. 
Библиограф. 7 назв. 
УДК 519.95 
Канепс Я.Я. Распознавание языков в однобуквеннсм алфавите 
вероятностными автоматами с магазинной памятью / / Теория 
алгоритмов и программ. ­ Рига: ЛГУ им.П.Стучки, 1936. ­
С. 96­97. 
Для языков в однобуквеннсм алфавите доказано, что из 
распознаваемости с изолированной точкой сечения этого язы­
ка на вероятностном автомате с магазинной памятью вытекает 
распознаваемость этого Ооыка на детерминированном конечном 
автомате. 
Библиограф. 2 назв. 
УДК. 519­95 
АлбертеМ.Я.О вычислительной силе двухленточньк конечных 
альтернирующих автоматов / / Теория алгоритмов к программ. 
­ Рига: ЛГУ им.П.Стучки, 1986. ­ С.98­102. 
Изучены отношения между классами языков, которые 
принимаются альтернирующими односторонними многоленточными 
конечными автоматами П , , I , , П 4 , 2 , , Л 2 . 
Библиограф. 2 назв. _ 
УДК 519.71 
Браэма А.Н. Разрешимость проблемы эквивалентности для 
графических выражений / / Теория алгоритмов я программ. ­
Рига: ЛГУ им.П.Стучки, 1986. ­ С. 103­156. 
Предлагается формальный язык т . н . графических выраже­
ний. Предлагаемый язык основан на формализации понятия 
многоточия и является удобным средством описания программ 
с for ­ циклами. Введено понятие эквивалентности для гра­
фических выражений и доказана его алгоритмическая разреши­
мость. 
Библиограф. 4 назв. 
УДК 519.71 
Брезма А.Н. Этмане И.Э. Индуктивный синтез графических 
выражений / /Теория алгоритмов и программ. ­ Рига: ЛГУ 
мм.П.Стучхм, 1986 ­ С. 156­189. 
Рассмотрен язык графических выражение. Определено по­
нятие формального примера графического выражения. Даны 
правила индуктивного вывода для синтеза общих выражений 
по их достаточно выразительным примерам. Доказана полнота 
предложенной системы правил вывода. 
Библиограф. 3 назв. 
LU b i b l i o t ē k a 
948009823 
1 p . 5 0 к. 
i 
