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ABSTRACT 
Accurate estimation of power system fundamental frequency is a necessity to check the state of 
health of the power index. This paper presents a hybrid technique for harmonic frequency 
estimation of non-sinusoidal signals of power systems with high order harmonics using central 
numerical differentiation and digital FIR filter algorithm. A digital low-pass FIR filter is used to 
obtain the discrete values of the fundamental sinusoidal component, and a set of digital band-
pass FIR filter is applied to compute the discrete values of the harmonic component. Using 6 
points numerical differentiation, these discrete values are used for fundamental and harmonic 
frequency estimation. For a signal with 5 harmonics, the technique requires at most 2 cycles for 
the first time of estimation computation, and requires at most 1 cycle for the latter estimation. 
Comparing with other existing techniques, the proposed algorithm is characteristic of high 
accuracy and much less time. With satisfactory results, a study example is given to illustrate the 
proposed algorithm in Matlab.  
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INTRODUCTION 
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1.1 INTRODUCTION 
Frequency is regarded as an important index of the operation of power systems. By observing 
frequency variations, utilities can know the system energy balance situations. In steady-state, the 
system frequency is always kept around 60Hz (or 50Hz). However, frequency may vary away 
from 60Hz in the transient events. In addition, there are many devices, such as power electronic 
equipments and arc furnaces, etc. generating lots of harmonics and noise in modern power 
systems. Frequency shows the dynamic energy balance between load and generating power, 
phasor can constitute the state of the system, and damping of frequency variation reveals the 
stability of power system. These parameters can even be used to predict many power systems 
accidents. So these parameters are regarded as important indices for operating power systems in 
practice. Besides, these parameters are also useful for protection relays and fault location 
techniques. 
Frequency estimation has been one of the important tasks in measurement, control, relaying 
protection, distribution automation, and intelligent instrumentation of power system, such as 
power metering. Accurate power fundamental frequency is a necessity to check the state of 
health of the power index, and a guarantee for accurate quantitative measurement of power 
parameters, such as voltages, currents, active power, and energy, reactive power, and energy, and 
so on, in multifunction power meters under steady states. 
It is essential for a method that can measure frequency in the presence of harmonics and noise. 
Therefore, an effective method for frequency estimation is required in both steady-state and in 
transient-state.  
The use of fast and high-performance microprocessors and the development of digital 
algorithms, such as zero crossing technique [1], Quadratic form based technique [2], least 
squares error technique [3]–[4], Newton method [5], Kalman filter [6]–[12], Fourier transform 
[13]–[17], demodulation technique [18],eigenvalue analysis[19] for power frequency estimation 
bring in more benefits in the fields of measurement, instrumentation, control , and monitor of 
power systems. List of different techniques are as follows: 
• Least mean squares error techniques. 
• NLMS technique. 
• Adaptive combine filtering technique. 
• Kalman filtering. 
• Finite impulse response filtering. 
• Zero crossing technique. 
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• Level crossing technique. 
• FFT techniques. 
• DFT techniques. 
• Newton method. 
• Prony method 
• SDFT technique, etc 
 
The typical use of frequency estimation in power systems is for protection scheme against loss of 
synchronism, under-frequency relaying and for power system stabilization. The applications can 
be categorized based on their time demand, that is,  
• critical real time applications, such as relay protection; 
•  on-line data monitoring in control room; 
•  Off-line data analysis of computer recordings.  
The classification is useful since the different time demands put restrictions on what type of 
frequency estimator and filter technique that can be used. In off-line data analysis we have access 
to the full time series and the estimation and filtering can be improved by using noncausal 
forward-backward filtering. To compare different methods we need a test criterion that reflects 
relevant demands. Three such demands are: 
• speed of convergence; 
•  accuracy of the estimator; and  
• noise rejection.  
The key problem is to find a method that improves all these demands and not just compromise 
one demand for another. 
1.2 OBJECTIVE        
In the past, many digital algorithms have been proposed to apply to frequency estimation [1-3]. 
Discrete Fourier Transform (DFT) is the most popular algorithm and widely used in digital 
relays. However, the accuracy of DFT is affected by frequency deviation. This drawback makes 
DFT not suitable for frequency estimation in transient-state.A new method of harmonic analysis 
is discussed here. The proposed technique employs low-pass and band-pass FIR filters to 
decompose the non-sinusoidal signal into individual sinusoidal components, and then estimate 
the frequency of each individual sinusoidal components using central numerical differentiation 
with 6 points. Using 6 points numerical differentiation, these discrete values are used for 
fundamental and harmonic frequency estimation. For a signal with 5 harmonics, the technique 
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requires at most 2 cycles for the first time of estimation computation, and requires at most 1 
cycle for the latter estimation. Comparing with other existing techniques, the proposed algorithm 
is characteristic of high accuracy and much less time. With satisfactory results, a study example 
is given to illustrate the proposed algorithm in Matlab.  
1.3 REVIEW OF PREVIOUS WORK 
Various frequency tracking methods were studied and its simulation results obtained during the 
course of study. These have been listed hereof. 
1.3.1 Zero Crossing Methods 
This is a popular method in both protection and control. When using zero crossing methods, one 
determines the time between zero crossings of the signal to determine the frequency. This can be 
carried out by having a sliding window of samples and curve fitting using a least squares 
technique [2]. This method can be applied to a single phase, but three phases may be used 
together to provide the frequency at more intervals. 
1.3.2 Quadratic Form 
This method is described in detail in Hacaoglu [3]. Suppose that we are analyzing a set of signal 
samples defined by the vector ( [ ], [ 1],......., [ 1])x x n x n x n M= − − +  . The quadratic form of x is 
defined as 
1 1
0 0
( ) [ , ] [ ] [ ]
M M
m k
F x h k m x n k x n m
− −
= =
= − −∑∑  
Where [ , ]h k m  is the (k,m )th term of an ( )M M× matrix. A nominal frequency of 50 Hz is 
assumed. By taking the ratio of two quadratic forms of x with different matrices H1 and H2 that it 
is possible to obtain an approximate formula for the frequency. 
1.3.3 Eigenvalue method of Frequency Estimation 
Estimating the frequencies of a number of sinusoids in a signal is considered. It is shown that by  
passing the signal x(t) through a continuous-time filter f(s) to obtain the filtered signal xf(t), we 
can obtain the required frequencies from the eigenvalues of the matrix product XXf
-1
, where X 
and Xf are formed from samples of x and xf  respectively. There are two positive points for using 
a continuous filter instead of a differentiator/integrator ;(1)-relaxing the practical concerns of 
designing the differentiator/integrator,  and (2)-having some freedom in designing the filter so 
that attenuation of the noise in the signal is possible especially if the noise spectrum is outside 
the band of frequencies of interest. Utilizing the filtered signal samples relaxes the condition on 
the lower allowed sampling rate known as Nyquist rate.  
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The sinusoid amplitude, frequency and phase are A, ω and φ respectively. To obtain estimates of 
the frequencies ω1……. Ωn from measurements of x available at discrete sampling instants kTs, 
k=1,2,. .., the sampling frequency ωs=2pi/Ts, must be at least twice the highest frequency in x in 
order to be able to recover all the frequency components in x. In fact, all sinusoids with 
frequencies ωi+ lωs, where l is an integer, are indistinguishable if sampled at frequency ωs 
because sin( ) sin(( ) )i s i i s s ikT l kTω φ ω ω φ+ = + + .Variations of the signal in between sampling 
instants are missed, and this is why it is not possible to distinguish between frequency aliases. If 
the signal is passed through a continuous filter and the filtered signal is sampled at the same 
frequency as the original signal, we get a new set of samples xf(kT), which carries some 
information about the way the original signal is changing in between the sampling instants.  
First, assume that the measured signal x is the sum of n sinusoids representing a fundamental 
plus some harmonics and probably some non-integral harmonics 
1
( ) sin( )
n
i i i
i
x t C tω φ
=
= +∑                                                                                      ....................... (1.1) 
Where Ci, ω, φ and are the sinusoid’s amplitude, frequency, and phase, respectively. Our 
problem is to obtain estimates of the frequencies such that the required fundamental frequency is 
among these estimates. The signal in (3) can be written in terms of imaginary exponentials as 
2
1
( ) i
n
t
i
i
x t Ae
α
=
=∑                                                                                                    ........................ (1.2) 
where  α1 …… α2n occur in imaginary conjugates ,(jωi ,- jωi ), i=1…….n and A1…… A2n occur 
in complex conjugates (Ai , A
*
i). The Laplace transform of the signal is 
2
1
( )
n
i
i i
A
x s
s α
=
=
−
∑                                                                                                .......................... (1.3) 
The first step in the proposed method is to obtain a filtered signal xf  by passing x through a 
continuous filter with rational transfer function in the domain as in Fig.1.1.Samples of x and xf   
are taken at the same time instants so that we get two sets of samples. Assuming the order of the 
filter (i.e., the number of its poles) is m, and then we can write ( )h s  as 
1
( )
m
j
j j
B
h s
s β
=
=
−
∑                                                                                                  ...…………… (1.4) 
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Let X(t) be the matrix of signal samples: 
1 1 1 2 1 3 1
2 1 2 2 2 3 2
3 1 3 2 3 3
1 2 3
( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
N
N
M M M M N
x t T x t T x t T x t T
x t T x t T x t T x t T
X t x t T x t T x t T
x t T x t T x t T x t T
τ τ τ τ
τ τ τ τ
τ τ τ
τ τ τ τ
+ + + + + + + +  + + + + + + + +  = + + + + + +   + + + + + + + + 
⋮ ⋮ ⋮ ⋮ ⋮
            ................. (1.5)         
Let t+τi and i=1,…,M be the starting instant of a frame of N samples, and Tj and j=1…..N be the 
time shifts of individual samples within the frame, measured from the starting of the frame. 
'
'
( ) 0
( )
0 0
Vt
X t U U
V
αα
α β
β
 Λ  =         
                                                                ………………. (1.6) 
'
'
( ) 0
( )
0 ( )f
t F V
X t U U
t V
α α
α β
β βχ
Λ    =     Λ     
 
Therefore, for square X(t) and Xf(t)  with M=N=2n+m, and with distinct signal frequencies and 
filter poles: 
1
1
1 ' ' ' '0( ) ( )
0 0
f
F
X t X t V V V Vα β α β
−
−
−
    =      
                                           ……………… (1.7) 
Let 1λ …… 2nλ  be the nonzero eigenvalues obtained for the pair [X(t) Xf(t)] , then because they 
are equal to the diagonal elements of F
-1
, it follows  that: 
 
                                                                                                   ………………. (1.8) 
1.3.3.1 RESULTS: 
Figure 1(a) shows the estimated eigenvalues α1 …… α4 plotted as dots, and the true values 
1jω± and 2jω± , as small circles. The plot shows that the estimated values are clustered around 
the true values, and that the error is in proportion with the true value (the estimates of the lower 
frequency seem closer to their true value than the estimates of the higher frequency). The true  
xf(t) 
  FILTER 
x(t) 
x(kt) xf(kt) 
Figure 1.1 
1
( )
i
ih
λ
α
=
 6 
values are pure imaginary, but unfortunately the estimates have small real values which are a 
result of using noisy data. To study the asymptotic statistical behavior of the estimates, fifty runs 
were taken. The estimation error vector of run number k is defined as ˆk ke α α= − .The mean 
value of the estimation error up to run k is defined as 
1
1 k
k i
i
m e
k
=
= ∑  which approximates the 
asymptotic bias in the estimate. As can be seen from Figure 1.3, the asymptotic bias in the 
estimates approaches zeros giving unbiased estimates.  
Simulation Results: 
1. A test signal of the following form was taken: 
1 2( ) cos( ) cos( )x t t tω ω= +                                                                                ........................... (1.9) 
where 1 1ω =  and 2 11ω = .Fig 1.2 shows the true and the estimated values. 
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Figure 1.3 
 On computer simulation it was seen that choice of sampling time plays an important role in 
giving an accurate estimate. By taking different sampling instants we run the program and plot a 
graph of the error estimates. It was found that there were a few spikes (as shown in fig.1.4) at 
certain points indicating points of low accuracy. These are the choice of sampling time T which 
should be carefully avoided in order to get a more accurate estimate.       
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Figure 1.4 
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2. Another test signal with a frequency of 50 Hz was taken, so that   1jω± = 314.16j± .The plot is 
as shown in figure 1.5.  
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Figure 1.5 
1.3.4 Demodulation Method  
Consider vl(k), v2(k), v3(k), to be samples of the three phase voltages 
1
ˆ( ) sin( ) ( )i i k iv k A t e kω= +            i = 1, 2, 3                                                      ...................... (1.10) 
where e, is a general noise term that can be any combination of white noise and harmonics. 
The αβ-components are defined as the complex voltage 
( ) ( ) ( )V k V k jV kα β= +                                                                                       ...................... (1.11) 
where the real and imaginary parts are calculated from 
1
2
3
( )1 11( ) 2 22
( )
( ) 3 3 30 ( )2 2
V k
V k
V k
V k
V k
α
β
  
− −    
=          
                                                         ..................... (1.12) 
In the literature, the complete transformation is often called the αβ0-transform and then also 
includes the zero sequence component. In our application we only use the two perpendicular 
parts, α and β, and therefore leave out the zero sequence component in our transformation. Note 
that Vα, and Vβ can contain plus and minus sequence voltage, but not any zero sequence 
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component. Hence, harmonics that are mainly zero sequence-such as the third harmonic-are 
blocked by the αβ transformation. 
The input signal without any negative sequence component and noise is given by 
1 1( ) [cos( ) sin( )]k kV k A t j tω φ ω φ= + + +  
         1
( )kj tAe
ω φ+
=                                                                                              ........................ (1.13) 
where A is the phase to phase RMS-value. 
The demodulation is done with a complex signal Z that rotates in the opposite direction, i.e., 
negative sequence, compared to the input signal V. 
The signal Z with a known frequency is 
0
0 0( ) cos( ) sin( )
kj t
k kZ k t j t e
ωω ω −= − + − =                                                        ......................... (1.14) 
The resulting signal, Y, after the multiplication becomes 
Y(k) = V(k). Z(k) 1 0
[( ) ]kj tAe
ω ω φ− +
=                                                                     .........................(1.15) 
We define the complex variable U as 
( ) ( ). ( 1)*U k Y k Y k= −                                                                                     ......................... (1.16) 
So that the phase difference between two consecutive samples is calculated as 
Im[ ( )]
( ) ( 1) arctan( )
Re[ ( )]
U k
k k
U k
γ γ− − ≈                                                                 ......................... (1.17) 
The deviation in angular frequency is found to be 
1
( ) [ ( ) ( 1)] . [ ( ) ( 1)]sk k k f k k
t
ω γ γ γ γ∆ = − − = − −
∆
                                          ........................ (1.18) 
The unknown frequency for the signal V is 
0
Im[ ( )]ˆ ( ) arctan( )
2 Re[ ( )]
sf U kf k f
U kpi
= +                                                                      ...................... (1.19)    
Where fo is the nominal, and fs, is the sampling frequency.     
1.3.4.1 RESULTS: 
The real and imaginary parts of input signal V and the demodulation signal Z are plotted overleaf 
in figure 1.6. 
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Figure 1.6 
                                                                          
1. A test signal was taken where the three phase voltages (without harmonics) are of the form 
( ) 2 sin( ( )) ( , )i rms iv k A k N mφ σ= +               i=1, 2, 3                                   ......................... (1.20) 
Where 1(0) 0;φ =  2 2(0) ;
3
piφ = −  2 2(0) ;
3
piφ =  
The notation N (m, σ ) is used for normally distributed white noise. A few examples have been 
taken for different SNR values and the frequency estimation is done for both filtered as well as 
unfiltered signals. 
a) SNR=80dB. Standard deviation is σ =0.0001 and the mean m=0. The signal used has an 
RMS-value of 1 p.u. giving a signal to noise ratio of 
 
1
20log( ) 80
0.0001
SNR dB= = .                                                                ........................ (1.21) 
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Figure 1.8 
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b) SNR=40dB. Standard deviation is σ =0.01 and the mean m=0. The signal used has an RMS-
value of 1 p.u. giving a signal to noise ratio of 
1
20log( ) 40
0.01
SNR dB= =  
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Figure 1.9 
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Figure 1.10 
 
 
2. Test signal of three phase voltages (with harmonics) are taken 
( ) 2 sin( ( )) ( , )i rms iv k A k N mφ σ= +               i=1, 2, 3                                     ....................... (1.22) 
The angles are calculated from 
( ) ( 1) ( ) ;i ik k k tφ φ ω= − + ∆             For k≥1 
Where 1(0) 0;φ =  2 2(0) ;
3
piφ = −  2 2(0) ;
3
piφ =  
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The frequency is time-varying, 
( ) 2 [50 sin(2. .1. ) 0.5sin(2. .6. )]k kk t tω pi pi pi= + +                                              ......................... (1.23)   
a) SNR=80dB 
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b) SNR=40dB 
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2.1 NUMERICAL DIFFERENTIATION  
Numerical differentiation is a technique of numerical analysis to produce an estimate of the 
derivative of a mathematical function or function subroutine using values from the function and 
perhaps other knowledge about the function. 
A simple two-point estimation is to compute the slope of a nearby secant line through the points 
(x, f(x)) and (x+h, f(x+h)). Choosing a small number h, h represents a small change in x, and it 
can be either positive or negative. The slope of this line is as shown in fig. below. 
( ) ( )f x h f x
h
+ −
                                                                                                  ....................... (2.1) 
This expression is Newton's difference quotient. 
 
The slope of this secant line differs from the slope of the tangent line by an amount proportional 
to h. As h approaches zero, the slope of the secant line approaches the slope of the tangent line. 
Therefore, the true derivative of f at x is the limit of the value of the difference quotient as the 
secant lines get closer and closer to being a tangent line: 
                      '( ) limf x =   
( ) ( )f x h f x
h
+ −
                                                    ......................... (2.2) 
secant 
f(x) 
f(x+h) 
x x+h h 
Figure2.1 
 16 
Let v(t) be a function of voltage signal which takes on the values v(ti)=0. At discrete points such 
as (ti,vi) and (tj,vj), i=0, 1, 2,…, M−1, j=0, 1, 2,…, M−1, the Taylor series expansion is expressed 
as 
2 2 3 3
2 3
( ) ( ) ( )
( ) ( ) ..... ....,
2! 3! !
j j j j
M M
i j M
t t t t t t t t
dv t d v t d v t d v
v t v t t
dt dt dt M dt
= = = =
∆ ∆ ∆
= + ∆ + + + + +     .............. (2.3) 
where ∆t=ti-tj.  
Without consideration of M order and higher order derivatives, we have central difference 
formulas such that 
2 3 ( 1)
(3) ( 1)
( ) ( ) ( )
( ) ( ) ( ) '( ) ''( ) ( ) ..... ( ),
2! 3! ( 1)!
M
i j i i j i i j i M
i j i i j i i i i i
t t t t t t
v t v t t t v t v t v t v t
M
−
+ + +
−
+ +
− − −
= + − + + + +
−
 
                                                                                                                                       ............ (2.4) 
Where j=±1, ±2, ±3, ±k. k=floor (M/2), floor (A) rounds the elements of A to the nearest integers 
less than or equal to A.  
Given (t0,v0), (t1,v1),…, (tM, vM) with regular spaced h, we have the following relationship: 
0 1 0 2 0 3 0 0, , 2 , 3 ,..... .Mt t t h t t h t t h t t Mh= + = + = + = +                                                 ..................(2.5) 
For j=1,2,3,…,k, Eq. (4) can be expressed as the following formula: 
2 3 ( 1)
(3) ( 1)( ) ( ) ( )( ) ( ) '( ) ''( ) ( ) ..... ( ),
2! 3! ( 1)!
M
M
i j i i i i i
kh kh kh
v t v t khv t v t v t v t
M
−
−
+ = + + + + +
−
          ............... (2.6) 
For j=-1,-2,-3,.....,-k, Eq. (4) can be expressed as the following formula: 
2 3 ( 1)
(3) ( 1)( ) ( ) ( )( ) ( ) '( ) ''( ) ( ) ..... ( ),
2! 3! ( 1)!
M
M
i j i i i i i
kh kh kh
v t v t khv t v t v t v t
M
−
−
−
− − −
= − + + + +
−
     ............. (2.7) 
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With v(ti-k)−v(ti+k) known, the solution of first and M−1 order derivatives are obtained with the 
help of the above equation set.  
For example, with M=7, the second order derivative of v(p) at point p is expressed as follows: 
2.''( ) {2[ ( 3) ( 3)] 27[ ( 2) ( 2)] 270[ ( 1) ( 1)] 490 ( )}/180v p v p v p v p v p v p v p v p h= + + − − + + − + + + − −  
                                                                                                                             ...................... (2.8) 
Also for M=7, the fourth order derivative is expressed as: 
 
4''( ) { 2[ ( 3) ( 3)] 24[ ( 2) ( 2)] 78[ ( 1) ( 1)] 112 ( )}/12v p v p v p v p v p v p v p v p h= − + + − + + + − − + + − +  
                                                                                                                             ...................... (2.9) 
 
2.2 DIGITAL FIR FILTER 
Filters are signal conditioners. Each functions by accepting an input signal, blocking prespecified 
frequency components, and passing the original signal minus those components to the output. 
There are many filter types, but the most common are low pass, high pass, band pass, and band 
stop. A low pass filter allows only low frequency signals (below some specified cutoff) through 
to its output, so it can be used to eliminate high frequencies. A highpass filter does just the 
opposite, by rejecting only frequency components below some threshold. A band stop filter (as is 
used in the algorithm) is an electric filter which transmits more or less uniformly at all 
frequencies of interest except for a band within which frequency components are largely 
attenuated. Also, it is known as band-elimination filter; band-rejection filter. A tuned circuit 
designed to stop frequencies between a lower cut-off frequency (f1) and a higher cut-off 
frequency (f2) of the amplifier while passing all other frequencies. 
FIR, Finite Impulse Response, filters are one of the primary types of filters used in Digital Signal 
Processing. FIR filters are said to be finite because they do not have any feedback. Therefore, if 
you send an impulse through the system (a single spike) then the output will invariably become 
zero as soon as the impulse runs through the filter. 
2.3 METHODOLOGY 
This chapter presents a hybrid technique for harmonic frequency estimation of non-sinusoidal 
signals of power systems with high order harmonics using central numerical differentiation and 
digital FIR filter algorithm. A novel algorithm proposed in this paper is developed to estimate the 
fundamental frequency estimation of non-sinusoidal signals with white Gaussian noises using 
numerical differentiation and central Lagrange interpolation with multi-points. The proposed 
algorithm can arrive at an accuracy of 0.001% of estimation over a larger range and only spend 
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at most 1 cycle. Comparing with other algorithms, this algorithm spends little time and 
computation over a wide range at a high accuracy, so that this proposed algorithm is adaptive to 
be applied in real-time, intelligent measurement and control cases.  
 A digital low-pass FIR filter is used to obtain the discrete values of the fundamental sinusoidal 
component, and a set of digital band-pass FIR filter is applied to compute the discrete values of 
the harmonic component. Using 6 points numerical differentiation, these discrete values are used 
for fundamental and harmonic frequency estimation. Comparing with other existing techniques, 
the proposed algorithm is characteristic of high accuracy and much less time. With satisfactory 
results, a study example is given to illustrate the proposed algorithm in Matlab.  
The proposed technique employs low-pass and band-pass FIR filters to decompose the non-
sinusoidal signal into individual sinusoidal components, and then estimate the frequency of each 
individual sinusoidal components using central numerical differentiation with 6 points. It needs 
at most 2 cycles for harmonic frequency estimation, so that it can be applied to real-time 
application cases.  
2.3.1 Digital FIR Filter 
Filtering is a process of selecting certain frequency components of a multiple-harmonic signal. 
FIR filters are often used because they are simple and easy to implement. Using dot product, the 
output of FIR filter is sum of the results of dot product of filter coefficients and the most recent n 
data samples, as shown in Fig.1. 
 
 
 
                                                   Figure2.2 
 
Let h(1), h(2),..., h(M) be the coefficients of a finite impulse response (FIR) filter of length M . 
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Using input signal x(n), the filter output signal y(n) is defined by the following equation: 
1
( ) ( ) ( )
M
k
y n h k x n k
=
= −∑                                                                                          ……………(2.10)  
The function of the frequency response is defined by:  
( )( ) ( )j jH e H eω θ ωω=                                                                                           ..................... (2.11) 
where H(ω )  is amplitude function:  
1
( ) ( )
M
jk
k
H h k e ωω −
=
=∑                                                                                            .................... (2.12) 
And θ(ω) is phase function: 
1
( )
2
Mθ ω ω−=                                                                                                  ...................... (2.13) 
 
2.3.2 Windowed Digital FIR Filter  
If the desired frequency response H
d 
(e
jω 
)  is defined, the inverse Fourier transform is usually 
used to calculate the filter coefficients:  
1
( ) ( )
2
njj
d dh n H e e d
pi
ωω
pi
ω
pi
−
= ∫                                                                       ........................ (2.14) 
Generally ( )dh n  is an infinite sequence, and h(n ) is a finite sequence. Using these coefficients 
based on the inverse Fourier transform will only approximate the desired response because the 
number of filter coefficients is finite. Therefore, a window function may be applied to truncate 
the infinite filter coefficients. If a cutoff frequency ωc is given, we have:  
( )1( ) ( ) ( )
2
j j
dh n H e W e d
pi
θ ω θ
pi
θ
pi
−
−
= ∫                                                                   ........................ (2.15) 
Where ( )jW e ω  is the frequency response window function w (n): 
1
( ) ( )
M
j jk
k
W e w k eω ω−
=
=∑                                                                                     ........................ (2.16) 
If Hamming window is used, the frequency response of FIR filter can be expressed: 
( )
( ) ( ) w
jj
w wH e H e
θ ωω ω=                                                                                   ........................ (2.17) 
Where ( )wH ω  is amplitude function: 
1
( ) ( ) ( )
2
w d RH H W d
pi
pi
ω θ ω θ θ
pi
−
= −∫                                                                 ........................ (2.18) 
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Where ( )RW ω  is the frequency response of Hamming window function. 
2.3.3 Signal Decomposition  
 
In power systems, the voltage and current signals always include high order harmonics, and in 
some cases the harmonics in these non-sinusoidal signals are also always not integral ones. In 
order to estimate the frequency of these non-integral harmonics, in this paper, we decompose the 
non-sinusoidal signals into different sinusoidal signals in different frequency scope using FIR 
filter based on Hamming window. Low-pass and band-pass filters are used to implement this 
aim.  
The FIR filter coefficients, h (k) (k = 1, 2, M), is different if the cutoff frequency in low-pass 
filters is set different value, and the filtering results are different. It is assumed that the harmonic 
frequencies are greater than 50Hz. For fundamental frequency, a low-pass FIR filter with a cutoff 
frequency of 60Hz is used. For high order harmonic frequency, band-pass FIR filters with a pass-
band frequency of 60Hz are used. After sampling the non-sinusoidal signal with a sampling 
frequency of fs , based on these sampling data sequences, we can decompose the non-sinusoidal 
signal into fundamental sinusoidal signal and other sinusoidal signals of non- integral harmonic.  
A non-sinusoidal signal with K order non-integral harmonics has the following formula: 
1 1 1 2 2 2( ) sin(2 ) sin(2 ) ..... sin(2 )K K Kx t V f V f V fpi φ pi φ pi φ= + + + + + +               ........................ (2.19) 
where f1< f2< f3......< fK. 
Using a low-pass FIR filter with a cutoff frequency fc of 60Hz, the fundamental sinusoidal 
signals can be split out of the non-sinusoidal signal, and the output y1(n) of the low pass FIR 
filter in discrete time is written: 
1 1
1
( ) ( ) ( )
M
k
y n h k x n k
=
= −∑                                                                                   ........................ (2.20) 
where h1(k) is the coefficients of the low-pass FIR filter for frequency band [0,60], x(n) is the 
sampling data sequence with a sampling frequency of fs , n = 1 ,2,..., N where N is sampling 
number in a period of power system signals. 
Filtering the non-sinusoidal signal using a pass-band frequency of a band-pass FIR filter with a 
lower cutoff frequency f2,c,low  of 60Hz and a higher cutoff frequency f2,c,high  of 120Hz, we can 
filter the sinusoidal signal out of non-sinusoidal signal in frequency band [60,120]: 
2 2
1
( ) ( ) ( )
M
k
y n h k x n k
=
= −∑                                                                                  ........................ (2.21) 
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where y2(n) is discrete value of the sinusoidal component in frequency band [60,120], h2(k)  is 
the coefficients of the band-pass FIR filter for frequency band [60,120].     
In the same way, a lower cutoff frequency fi,c,low  of 60 × i Hz and a higher cutoff frequency 
fi,c,high of 120 × i Hz are set to a band-pass FIR filter, the discrete equation of the i 
th
 sinusoidal 
component in frequency band [ 60 × i , 120 × i ] is obtained: 
1
( ) ( ) ( )
M
i i
k
y n h k x n k
=
= −∑                                                                                   ........................ (2.22) 
where hi(k) is the coefficients of the band-pass FIR filter for frequency band [ 60 × i , 120 × i ], i 
is band-pass FIR filter number, i = 2,.........I , 
60
sfI =  . The sampling frequency fs depends on the 
harmonic number K and fs should be integer fold of 60. 
After digital filtering of one time of low-pass FIR filter and digital filtering of I time of band-
pass FIR filter, all sinusoidal components in the non-sinusoidal signal are filtered out. 
2.3.4 Frequency Estimation of Sinusoidal Signals 
A sinusoidal signal with a frequency of f is written as follow: 
( ) sin(2 )x t V ftpi φ= +                                                                                       ........................ (2.23) 
Whereφ  is the phase angle of the sinusoidal signal. After sampled with a sampling frequency of 
fs, the discrete-time sequence of the sinusoidal signal can be rewritten: 
( ) sin(2 ) sin(2 )s
nT
x n V f V ft
N
pi φ pi φ= + = +                                                      ..................... (2.24) 
where s
nT
t
N
= . 
The 1
st
 order differentiation of x(n) with respect to t s  is: 
'( ) 2 cos(2 )
nT
x n fV f
N
pi pi φ= +                                                                        ........................ (2.25) 
The 2nd order differentiation is: 
2''( ) (2 ) sin(2 )
nT
x n f V f
N
pi pi φ= +                                                                   ........................ (2.26) 
Based on numerical differentiation we can compute x” (n) as: 
2.''( ) {2[ ( 3) ( 3)] 27[ ( 2) ( 2)] 270[ ( 1) ( 1)] 490 ( )}/180x n x p x p x p x p x p x p x p h= + + − − + + − + + + − −  
                                                                                                                         ........................ (2.27) 
From (17), we have: 
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2''( ) (2 ) ( )x n f x npi=                                                                                         ........................ (2.28) 
Using (19), the frequency of the sinusoidal signal is estimated by: 
1 "( )
2 ( )
x n
f
x npi
−
=                                                                                             ........................ (2.29) 
2.3.5 Harmonic Frequency Estimation 
Using digital FIR filter, we can obtain the discrete value of each sinusoidal component of the 
non-sinusoidal signal with K order non-integral harmonics. The split sinusoidal component out 
of the non-sinusoidal signal may be expressed mathematically in continuous time: 
( ) sin(2 )i i i ix t V f tpi φ= +                                                                                    ........................ (2.30) 
Using the discrete value of each sinusoidal component of the non-sinusoidal signal, we can 
estimate the frequency of each sinusoidal component of the non-sinusoidal signal by 
respectively: 
"( )1
2 ( )
i
i
i
y n
f
y npi
−
=                                                                                            ........................ (2.31) 
2.4 IMPLEMENTATION 
The algorithm proposed in this paper needs main steps for implementing harmonic frequency 
estimation of non-sinusoidal signals with high order harmonics. First, the non-sinusoidal signal is 
sampled to obtain the sampling data sequence. Second, digital low-pass and band-pass FIR filter 
are used to decompose the non-sinusoidal signal into individual sinusoidal component. Third, 
numerical differentiation is used to estimate the frequency of individual sinusoidal component of 
the non-sinusoidal signal. The detailed steps for algorithm implementation are written as follow: 
Step 1: Given band-pass FIR filter number, i = 2, ..., I. 
Step 2: Given harmonic number, K. 
Step 3: Given sample number, N. 
Step 4: Given low-pass and band-pass FIR filter delay number, M. 
Step 5: Given the sampling frequency fs according to the harmonic number. 
Step 6: Set the cutoff frequency fc =60Hz. 
Step 7: Set a lower cutoff frequency fi,c,low  of 60 × i Hz and a higher cutoff frequency fi,c,high of 
120 × i Hz for band-pass FIR filters, i = 2,..., I. 
Step 8: Compute h1 (k) (k=1 ... M) co-efficient of low pass FIR filter. 
Step 9:Compute hi(k)(k=1,......,M) (i = 2,..., I ) coefficients of band-pass FIR filter. 
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Step 10: Sample the non-sinusoidal signal with a sampling frequency of fs=512*50 Hz and obtain 
sampling data sequence x (n). 
Step 11: Compute the discrete output y1(n) of the low-pass FIR filter using equation (2.20). 
Step 12: Compute the 2nd numerical differentiation y1
”
(n) of y1(n) using equation (2.27), setting  
p= 6 . 
Step 13: Estimate the fundamental frequency f1 of the non-sinusoidal signal using equation 
(2.31). 
Step 14: set i=2. 
Step 15: Compute the discrete output yi(n)  of the band-pass FIR filter using equation (2.22). 
Step 16: Compute the 2nd numerical differentiation y1
”
(n) of  yi(n) using equation (2.27), 
Step 17: Estimate the i
th
 order harmonic frequency fi of the non-sinusoidal signal using equation       
(2.31). 
Step 18: i=i+1. 
Step 19: i=I? if No, then go to Step 14; if Yes, then end the algorithm work. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
CHAPTER 3 
 
 
 
 
 
SIMULATION RESULTS 
AND DISCUSSION 
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3.1 SIMULATION 
Following test example, a voltage signal of 5 harmonic components was taken for computer 
simulation. 
1 1 1 2 2 2 3 3 3 4 4 4 5 5 5( ) sin(2 ) sin(2 ) sin(2 ) sin(2 ) sin(2 )v t V f V f V f V f V fpi φ pi φ pi φ pi φ pi φ= + + + + + + + + +  
                                                                                                                           ........................ (3.1) 
where fi , Vi and iφ . is the frequency, amplitude and phase angle of the ith harmonic component 
respectively.  fi , Vi and iφ  is all unknown. 
We assume that f1 varies from 40Hz to 60Hz, f2 varies from 200Hz to 300Hz, f3 varies from 300Hz to 
400Hz, f4 varies from 500Hz to 600Hz, and f5 varies from 700Hz to 800Hz. The fundamental amplitude 
varies from 0V to 300V, and other harmonic amplitude varies from 0V to 100V. The phase angle of all 
components varies from 0 to 360. 
Various tests were carried out to test the sensitivity of the algorithm. 
In any case, the signal is sampled with an initial sample frequency of 25600 Hz, and a sample sequence 
obtained from this sample is used for frequency estimation. The frequencies of the components 1, 2 ,3, 4 
and 5 of the signal are all estimated at an accuracy of 0.001% over 1 Hz to 800 kHz, as shown in Table I-
Table V. The simulation is accomplished in 4 cases: 
Case 1: the amplitude of the components 1, 2 ,3, 4 and 5 of the signal are set to vary from 180 V to 260 V 
and 1 to 50 V at random respectively and the phase angle of the components 1, 2 ,3, 4 and 5 of the signal 
are set to a fixed value, say 1φ =23°, 2φ =31°, 3φ =45°, 4φ =55°, 5φ =19°. The results of the simulation 
show that the accuracy for frequency estimation of the components are all 0.001% with the amplitude of 
the 1st, harmonic varying from 180 V to 260 V and 2
nd
, 3
rd
 ,4
th
 and 5
th
 harmonic varying from 1 V to 50V 
respectively.  
Case 2: the phase angle of the components 1, 2, 3, 4 and 5 of the signal is set to vary randomly 
from 0° to 360° respectively and the amplitude of the components of the signal are set to a fixed 
value, say V1=220 V, V2=60 V, V3=40 V, V4=20 V, V5=10 V. In this case, the frequencies of the 
components of the signal are all estimated at an accuracy of 0.001% over 1 Hz to 800 kHz. 
Case 3: the frequency of the sine noise is set to vary randomly from 0Hz to 300Hz respectively. 
The amplitude of the components of the signal are set to a fixed value, say V1=220 V, V2=60 V, 
V3=40 V, V4=20 V, V5=10 V also the phase angle of the components 1, 2 ,3, 4 and 5 of the signal are 
set to a fixed value, say 1φ =23°, 2φ =31°, 3φ =45°, 4φ =55°, 5φ =19°. In this case, the frequencies of the 
components of the signal are all estimated at an accuracy of 0.001% over 1 Hz to 800 kHz. 
Case 4: the frequency of the signal is time varying in nature and is given by the expression 
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( ) 2 [50 sin(2. .1. ) 0.5sin(2. .6. )]k kk t tω pi pi pi= + +                                                   ...................... (3.2) 
 The amplitude of the components of the signal are set to a fixed value, say V1=220 V, V2=60 V, 
V3=40 V, V4=20 V, V5=10 V also the phase angle of the components 1, 2 ,3, 4 and 5 of the signal are 
set to a fixed value, say 1φ =23°, 2φ =31°, 3φ =45°, 4φ =55°, 5φ =19°. In this case, the frequencies of the 
components of the signal are all estimated at an accuracy of 0.001% over 1 Hz to 800 kHz. 
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Figure 3.1 
 
The tables’ I-V shows the percentage of error in estimation of frequencies for a set of random 
data in case of 1
st
 to 5
th
 harmonics. The MATLAB simulation results for the cases stated above 
are shown in the form of plotted graphs in figures 3.2 -3.15.  
Case 5: If the amplitude of the second to tenth order harmonics is much larger than the others, an 
equivalent harmonic is taken into consideration for replacing those high-order harmonics. Taking 
sixth-order harmonics for the central one, x (n) and x” (n) are replaced by  
1 6 6( ) sin(2 ) sin[ (2 ) ]
nT nT
x n V f V f
N N
pi φ λ λ pi φ= + + +                                              ................. (3.3) 
10
2 2 2
1 1 6 6
1
"( ) [ 2 ] sin(2 ) [ 2 ] sin(2 ) [2 ] sin[ (2 ) ]k k
k
nT nT nT
x n k f V kf k f V kf f V f
N N N
pi pi φ pi pi φ λ pi λ λ pi φ
=
= + = − + − +∑  
                                                                                                                               .................... (3.4) 
Whereλ  is a coefficient representing the influence of high-order harmonics. In mathematics,λ  
can be expressed as follows: 
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2 2 2 2 2 2
2 3 4 5 6 7
2
2
2 2 2
8 9 10
2
2
2 3 4 5 6 7
6
8 9 10
6
α α α α α αλ
α
α α α
α
+ + + + +
=
+ +
+
                                                 .......................... (3.5) 
iα (i=2, 3, 4, ...., 10.) is the general proportion of i
th
 harmonic in the total magnitude of the 
sampled voltage signal. If fundamental signal is expressed as 
1 1 1( ) sin(2 )
nT
x n V f
N
pi φ= +                                                                                   ..................... (3.6) 
Then  x” (n)  is written as 
2 2 2 2
1 1 6 6 1 1"( ) [2 ] { sin(2 ) [sin (2 ) ]} ( 1)[2 ] sin(2 )
nT nT nT
x n f V f V f f V f
N N N
λ pi pi φ λ λ pi φ λ pi pi φ= − + + + + − +  
2 2 2 2
1[2 ] ( ) ( 1)[2 ] ( )f x n f x nλ pi λ pi= − + −                                                              ...................... (3.7) 
From (3.7), we obtain 
2
1 2 2 2
"( ) ( )
( )
( 1)[2 ] ( 1)
x n x n
x n
f
λ
λ pi λ= +− −                                                                      ......................... (3.8) 
From (3.8), we get 
(4) 2
1 2 2 2
( ) "( )
"( )
( 1)[2 ] ( 1)
x n x n
x n
f
λ
λ pi λ= +− −                                                                    ........................ (3.9) 
From (3.9), 
2
1 1"( ) ( )[2 ]x n x n fpi=  
            
2
2
2 2 2
"( ) ( )
[ ][2 ]
( 1)[2 ] ( 1)
x n x n
f
f
λ
piλ pi λ= +− −                                                   ......................... (3.10) 
From (3.9) and (3.10), 
2 4 2 2 (4)[2 ] ( ) ( 1)[2 ] "( ) ( ) 0f x n f x n x nλ pi λ pi+ + + =                                           ....................... (3.11) 
The frequency estimation sensitivity for different values of λ  was tested. The simulated result is 
shown in figure 3.16. 
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3.2 RESULTS 
 
Table-I 
 
Frequency estimation of 1
st
 harmonic of non-sinusoidal signals 
 
No. Real (Hz) Estimated 
(Hz) 
Error (%) 
1 43.798 45.663 -0.0075 
2 56.808 56.827 0.0193 
3 52 52.036 0.0356 
4 55.678 55.688 0.0103 
5 50.503 50.544 0.0410 
6 52.462 52.504 0.0423 
7 57.62 57.636 0.0159 
8 59.405 59.426 0.0213 
Table-II 
 
Frequency estimation of 2
nd
 harmonic of non-sinusoidal signals 
 
No. Real (Hz) Estimated 
(Hz) 
Error (%) 
1 236.76 236.6125 -0.1475 
2 271.763 271.2587 -0.5043 
3 207.80 206.9081 -0.8919 
4 245.34 245.3496 0.0096 
5 235.325 235.1612 -0.1638 
6 218.25 217.8344 -0.4156 
7 248.76 248.9688 0.2088 
8 245 244.9984 -0.0016 
 
Table-III 
 
Frequency estimation of 3
rd
 harmonic of non-sinusoidal signals 
 
No. Real (Hz) Estimated 
(Hz) 
Error (%) 
1 314.345 314.4110 0.0660 
2 316.585 316.6081 0.0231 
3 327.502 327.2372 -0.2648 
4 366.76 367.1034 0.3484 
5 357.61 357.6790 0.0740 
6 386.75 387.4273 0.6773 
7 389.03 389.9020 0.8700 
8 381.59 382.0215 0.4285 
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Table-IV 
 
Frequency estimation of 4
th
 harmonic of non-sinusoidal signals 
 
No. Real (Hz) Estimated 
(Hz) 
Error (%) 
1 532.89 533.2344 0.3444 
2 512.68 511.9830 -0.6960 
3 544.07 544.3181 0.2491 
4 503.49 503.1755 -0.3135 
5 539.72 539.9844 0.2664 
6 565.52 565.9475 0.4265 
7 523 523.8164 0.8164 
8 598 597.4201 -0.5799 
 
Table-V 
 
Frequency estimation of 5
th
 harmonic of non-sinusoidal signals 
 
No. Real (Hz) Estimated 
(Hz) 
Error (%) 
1 741.03 740.0745 -0.9595 
2 756.39 755.7652 -0.6248 
3 768.92 768.1412 -0.7788 
4 772.09 771.1883 -0.9037 
5 735.09 735.9631 0.8711 
6 739.54 740.1550 0.6150 
7 719.14 718.3419 -0.7981 
8 705.04 704.7399 -0.3001 
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Figure 3.16 
 
3.3 DISCUSSION 
Table I shows the dynamic characteristic of the proposed algorithm for the fundamental 
frequency estimation. From the data of Table I, the estimation error is at most 0.04% when its 
value varies from 40Hz to 60Hz. Fig.3.2 and Fig.3.3 show the sensitivity analysis of the 
fundamental frequency estimation for the amplitude and phase angle of the 1
st
 harmonic. The 
amplitude varying from 180V to 260V. 
Table II shows the dynamic characteristic of the proposed algorithm for the 2nd harmonic 
frequency estimation and Fig.3.4 and Fig.3.5 shows the sensitivity analysis of the 2nd harmonic 
frequency estimation for the amplitude and phase angle of the 2nd component of the non-
sinusoidal signal respectively. From the data of Table II, the estimation error is at most 0.8 % 
when its value varies from 200Hz to 300Hz. With the amplitude of the 2nd component of the 
non-sinusoidal signal varying from 0V to 50V, the estimation error increases from –0.8% to 
0.2%. Figure 3.6 shows the estimation error of 2
nd
 harmonic with the amplitude in case of sine 
noise. The graph converges to 0. 
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Table III shows the dynamic characteristic of the considered algorithm for the 3
rd
 harmonic 
frequency estimation and Fig.3.7 and Fig.3.8 shows the sensitivity analysis of the 3rd harmonic 
frequency estimation for the amplitude and phase angle of the 3rd component of the non-
sinusoidal signal respectively. From the data of Table III, the estimation error is at most 0.8% 
when its value varies from 300Hz to 400Hz. With the amplitude of the 3rd component of the 
non-sinusoidal signal varying from 0V to 50V, the estimation error increases from –6% to 0.  
Table IV shows the dynamic characteristic of the considered algorithm for the 4
th
 harmonic 
frequency estimation and Fig. 3.9 and Fig.3.10 shows the sensitivity analysis of the 4
th
 harmonic 
frequency estimation for the amplitude and phase angle of the 4
th
 component of the non-
sinusoidal signal respectively. From the data of Table IV, the estimation error is at most 0.8% 
when its value varies from 500Hz to 600Hz. With the amplitude of the 4
th
 component of the non-
sinusoidal signal varying from 0V to 50V, the estimation error increases from 5 % to 0.  
Table V shows the dynamic characteristic of the considered algorithm for the 5
th
 harmonic 
frequency estimation and Fig.3.11 and Fig.3.12 shows the sensitivity analysis of the 5
th
 harmonic 
frequency estimation for the amplitude and phase angle of the 5
th
 component of the non-
sinusoidal signal respectively. From the data of Table V, the estimation error is at most 0.8% 
when its value varies from 700Hz to 800Hz. With the amplitude of the 5
th
  component of the 
non-sinusoidal signal varying from 0V to 50V, the estimation error increases from –0.6% to -
0.02%.  
Fig. 3.15 shows the sensitivity of frequency estimation of power systems for the frequency 
change of sine noises. The error varies between 0 to -∞ either increasing or decreasing, when the 
frequency of sine noises change from 0-70 Hz. Between 70Hz – 300 Hz, the errors first increase 
from -∞ to 0, further increasing and then settling down nearly to 0. 
In the Table-VI shown overleaf, the estimation error of NDF( Numerical differentiation  and FIR 
algorithm) are compared to other techniques, such as DFT(Discrete Fourier Transform), and 
EFFT( Enhanced Fast Fourier Transform).The data of DFT is obtained from [20] and that of 
EFFT is obtained from[17]. 
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TABLE-VI 
True NDF DFT E-FFT 
50.0 49.992 49.99 49.99 
86.6 86.5674 86.64 86.59 
150.0 149.944 149.96 150.0 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
CHAPTER 4 
 
 
 
 
 
CONCLUSION 
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4.1 CONCLUSION 
The methodology to the considered algorithm for harmonic frequency estimation is to 
decompose the non-sinusoidal signal with high order harmonics into different individual 
sinusoidal components and then estimate the frequency of each decomposed sinusoidal signal 
using numerical differentiation. Numerical differentiation algorithm is characteristic of high 
accuracy and much less time. For a non-sinusoidal signal of 5 order harmonics, at most one and a 
half cycle, in the first estimation process, and requires at most half cycle, in the latter estimation. 
Some existing techniques always employ such algorithms as FFT (Fast Fourier Transform), DFT 
(Discrete Fourier Transform) and Prony’s method to estimate the frequency and speed much 
computation time. 
4.2 SCOPE OF FUTURE WORK 
Improvement can be brought about in the design of the digital FIR filter used in the proposed 
method. When the harmonic frequencies in the non-sinusoidal signal are in closely spaced range, 
the determination of the cut-off frequencies of the band-pass filter used, becomes a major 
problem. Thus, it becomes a disadvantage. The algorithm considered uses a Hamming window. 
Further work can be done by using other windowing methods such as Hanning window, 
Rectangular window, and etcetera.  
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