Abstract-Most X-ray tubes comprise a rotating anode that is bombarded with electrons to produce X-rays. A substantial amount of heat is generated, and to increase the area of the anode exposed to the electrons, without increasing the apparent size of the focal spot, the focal track of the anode is generally beveled with a very shallow angle (typically 5-7 • in a CT tube). Due to the line focus principle, this allows a fairly large area of the focal track to be exposed to electrons while retaining a fairly small effective projected focal spot. One side effect of anode angulation is that the focal spot appears different from different positions in the detector array; the effective focal spot size at a constant distance from the tube will be larger for a peripheral detector than for a central one. These differences in the effective size of the focal spot across the field of view lead to worse resolution in the periphery than in the center of reconstructed images. In this work we describe a method for achieving more uniform resolution in fanbeam CT images by correcting for these focal spot angulation effects. We do so by modeling the effects as a series of local blurrings in the space of transmitted CT intensities and determining the effective coefficients of the corresponding discrete convolutions. The effect of these blurrings can then be compensated for in the sinogram domain through the use of a penalizedlikelihood sinogram restoration model we have recently developed.
I. INTRODUCTION
Most modern X-ray tubes comprise a circular rotating anode of tungsten or other high-atomic-number material. Electrons boiled off from the tube's cathode are drawn across a vacuum by the potential difference between the anode and the cathode and interact in the anode. These interactions give rise to Xrays by means of bremstrahlung radiative losses and emission of characteristic X-rays from atoms whose inner shell electrons are liberated by the incident electrons. Substantial amounts of non-radiative (heat) energy is generated as well, and the rotation of the anode allows for this energy to be dissipated over a wider area [1] .
To further increase the area of the anode exposed to the electron beam, without unnecessarily increasing the size of the focal spot, the edge of the anode known as the focal track is generally beveled with a very small angle (typically 5-7 degrees in a CT tube). Due to the line focus principle illustrated in Fig. 1 , this allows a fairly large area of the focal track to be exposed to electrons while retaining a fairly small effective projected focal spot [1] .
One side effect of the anode angulation, however, is that the rectangular, angled focal spot is seen differently from different positions in the detector array [1] . The central detector channels are the primary beneficiary of the line focus principle, seeing the minimal projected focal spot. More peripheral detectors see the spot from an angle that somewhat mitigates the line focus benefit. This is illustrated in Fig. 2 , which shows a view along the longitudinal axis of the scanner demonstrating that the effective focal spot size at a constant distance from the tube will
The authors are with the Department of Radiology, The University of Chicago, Chicago, IL 60637 (email: pjlarivi@midway.uchicago.edu). This work was supported in part by the Schweppe Foundation. be larger for a peripheral detector than for a central one. Simi- larly, an impulse placed a constant distance from the source will produce a larger projection if placed peripherally than if placed centrally. This is confirmed through numerical simulation employing the Radonis simulation package (Philips R&D) in which we employed a 5-degree anode angle with projected spot size of longitudinal height 0.9 mm and transverse width 0.7 mm and we simulated very small (0.02 mm) detector channels so as to focus attention on the source effects. The projections of impulses placed at 0 degrees and 20 degrees off the axis connecting the center of the source to the center of the detector array are shown in Fig. 3 These differentials in the effective size of the focal spot across the field of view obviously have consequences for the uniformity of resolution achievable in reconstructed images. This is clearly a complex issue in fanbeam CT, involving questions also of resolution non-uniformities introduced by reconstruction algorithms themselves through, for example, linear interpolation among non-uniformly spaced samples. However, on the whole, one would expect the anode angle effect to lead to poorer resolution in the periphery than in the center of reconstructed images. This is confirmed by the reconstructions shown in Fig. 3(b) of simulated impulses placed at 2 degrees and 22.5 degrees off the axis connecting the center of the source to the center of the detector array. The more peripheral impulse is obviously broader than the central one.
In this work we describe a method for achieving more uniform resolution in fanbeam CT images by correcting for the differential blurring effects of anode angulation. We do so by modeling the effects of the anode angle as a series of local blurrings in the space of transmitted CT intensities and determining the effective coefficients of the discrete convolutions characterizing these local blurrings. The effect of these blurrings can then be compensated for in the sinogram domain through the use of a penalized-likelihood sinogram restoration model we have recently developed [2] .
II. METHODS

A. Characterizing sinogram-domain anode angle blurring
In Fig. 4 , we show a transverse (x − y) view of a single-slice CT scanner with the focal spot (greatly exaggerated in size) shown at angle β = 0 from the vertical. As in Fig. 2 , this is a projection view of the focal spot, which in reality is slightly angled out of the plane shown. A dashed line labeled "Principal attenuation line" is shown connecting the center of the focal spot to the center of a detector channel of interest; it makes an angle γ with the line connecting the center of the source to the isocenter. Analytic image reconstruction algorithms implicitly assume that the measurement obtained by the detector channel shown represents the X-ray transmission through the object along the specific, ideal lines characterized by specific fanbeam coordinates γ and β (where β = 0 in this figure). In practice, of course, the measurement obtained actually reflects an average transmission through the object along all possible lines connecting every point on the source to every point within the detector channel. 1 The dotted line labeled "Example non-principal attenuation line" represents one such line. This averaging obviously limits the resolution achievable in a CT scan and can also introduce artifacts known as non-linear partial volume artifacts. Further averaging also takes place in the β direction since CT X-ray tubes typically remain on constantly during a scan and detectors integrate signal prior to each readout while the tube and detectors are rotating a small amount in β.
Any non-principal attenuation line like the one depicted in Fig. 4 can itself be characterized by a pair of fanbeam coordinates β and γ. In this, it corresponds to the line through space that would be the principal attenuation line for a different source position and detector fan coordinate. We determine this coordinate as follows. Consider the line connecting a given point on the focal spot, with transverse coordinates (x s , y s ), to a given point on the detector array, with transverse coordinates (x d , y d ), as depicted in Fig. 5 . It is straightforward to determine the parallel-beam coordinates of this line. The vector v that is normal to the line is given by Defining the vector
then the perpendicular distance from the isocenter to the line is given by |ξ| = |v · r| |v| and its angle with the x-axis by
The corresponding fanbeam coordinates can then be found by use of
where F is the source-to-isocenter distance and
Note that in this analysis, we are ignoring the averaging and obliqueness of the various lines in the longitudinal z direction due to the angulation of the anode and the finite longitudinal extent of the detector. This is because our interest in mainly in modeling and compensating for differential averaging effects in the transverse plane, and these effects are not strongly influenced by the longitudinal averaging that is also present.
We can then characterize the set of lines contributing to a given measurement by subdividing the source into numerous "sourcelets" in the width and height directions, by subdividing the detector channel's angular width Δγ of interest into "detectorlets" in the fan angle direction and by subdividing the trajectory into "trajectorylets" spanning the sampling interval Δβ between measurements. As an example, for a measurements centered at β = 0 and γ = 0.0, we subdivided the source into 10 × 10 sourcelets, the detector into 10 detectorlets and the trajectory interval into 10 sourcelets. This yielded 10 4 lines contributing to the measurement and we determined the fanbeam coordinates of each such line by the method described above. We then make a scatter plot of the resulting coordinates, as shown in Fig. 6(a) . We did the same for a channel centered at γ = 26.0 degrees. The scatterplot is shown in Fig. 6(b) . The grid overlayed in the scatterplot represents squares of dimension Δγ in γ and Δβ in β.
It can be seen that for the central area of the detector centered around γ = 0, the lines contributing the the measurement nearly all lie within a square of side Δγ by Δβ. This suggests that most of the blurring implicit in this measurement is due to the finite detector width, which is Δγ, and the finite trajectory interval Δβ over which the data is averaged. A little additional blurring due to the finite focal spot size causes only minor additional spreading beyond this central box of dimensions Δγ by Δβ. For the peripheral channel, the blurring is much more significant, spanning nearly 5Δγ in the γ direction and 3Δβ in the β direction.
B. Determining discrete blurring coefficients
With this understanding in hand, one could imagine pursuing the fairly ambitious goal of deconvolving these response functions entirely, in order to recover genuinely ideal line integrals that represent delta sampling of the underlying fanbeam sinogram. In the presence of noise, such a super-resolution strategy is fraught with peril and unlikely to meet with success.
We pursue the more reasonable strategy of attempting to equalize the resolution across the sinogram by compensating for the differential effects seen in comparing Figs. 6(a) and (b). The goal, then, is not ideal delta-sampled line integrals, but rather to achieve approximately uniform Δγ by Δβ resolution across the sinogram. To do this, we need to discretize the scatterplots of the kinds shown in Figs. Figs. 6(a) and (b) to obtain coefficients that represent effective blurrings that link the samples of the target, uniform-resolution sinogram to samples of the measured non-uniform resolution sinogram. Such discretization is facilitated by the fact that the sampling interval in the sinogram is Δγ in the γ dimension and Δβ in the β and thus we need simply find one coefficient for each of the grid shown in Figs. 6(a) and  (b) . In other words, we wish to find coefficients b i j such that we can write
are the samples of the uniform-resolution sinogram and I (meas) i the samples of the measured sinogram. N y is the total number of measurements in the sinogram, given by the number of detector channels times the number of projection views acquired (and times the number of rows in a multi-row scanner). Naturally, the matrix B of which the b i j , are elements is very sparse. For the scatterplot of Fig. 6(b) , for example, there would be at most 11 non-zero elements in the corresponding row of B. These coefficients can then be incorporated into our previously described sinogram restoration model [2] .
A variety of approaches are possible for estimating these coefficients. The most obvious involves simply binning the points in the scatterplot into the 5×3 grid of boxes spanning 5Δγ in the γ direction and 3Δβ in the β direction and normalizing the result. We found that this lead to overestimation of the resolution nonuniformities seen in practice, so we have adopted a different strategy. We bin the scatterplot into at 45× 27 grid (still spanning 5Δγ in the γ direction and 3Δβ in the β direction), to which we apply a 5×5 boxcar smoothing filter. We then subsample the smoothed 45× 27 grid down to the desired 5×3 grid by picking up the central value of each 9×9 subgrid. Figure 7 shows a plot of selected coefficients estimated in this way as a function of detector channel angle for a detector of 672 1.4 mm channels with a source-to-isocenter distance of 570 mm and a isocenter-to-detector distance of 470 mm. It can be seen that for the most central detectors there is no effective blurring and that the degree of blurring increases toward the periphery. 
III. RESULTS
In order to validate these coefficients and explore our ability to deconvolve their effect, we used the Radonis CT simulation environment (Philips R&D) to simulate two kinds of sinogram. A "standard" sinogram was simulated employing an anode angle of 5 degrees, with a projected focal spot size of height 0.9 mm and width 0.7 mm. The source was subdivided into 5×5 sourcelets for the simulation.
A "uniform resolution" sinogram was simulated using an idealized tube with a one dimensional focal spot of height 0.9 mm and of infinitesimal width with no angulation, i.e, parallel to the detector array. The source was subdivided into 5 sourcelets in the height dimension. The target sinogram should contain no transverse blurring due to focal spot effects since the focal spot is infinitesimally narrow in the transverse direction.
In both cases, we simulated a focal length of 570.0 mm and a single-row detector of 672 channels of transverse extent 1.4 mm each and of longitudinal extent 1.0 mm. We subdivided the detector channels into 5 × 5 detectorlets. We simulated 1160 projections evenly spaced over 360 degrees. In doing so, we subdivided each such sampling interval into 5 trajectorylets to model the effect of acquiring data while the source and detectors rotate. For each combination of trajectorylet, sourcelet, and detectorlet, the program calculates the line integral through the numerical phantom. It then averages the negative exponential of these line integrals.
The object considered was an elliptical phantom containing an array of point impulses, as illustrated in Fig. 8 . We recon- structed images from the standard and uniform resolution sinograms by use of a fan-to-parallel rebinning algorithm involving Fourier rebinning in the angular direction and linear interpolation in the radial direction followed by parallel-beam FBP reconstruction [3] . In order to verify the adequacy of the blurring coefficients computed by means of the method described in Sec. II-B, we applied the coefficients to the uniform resolution sinogram to see if the resulting reconstructing had similar resolution properties to that of the standard sinogram. The reconstructed impulses were fairly circular near the center of the FOV and showed more eccentricity toward the periphery. To characterize them, we calculated a variety of parameters. We calculated an average FWHM and FWTM. We also calculated what we call the radial FWHM of each impulse by calculating the FWHM of the profile through the impulse corresponding to the line connecting the origin of the phantom to the center of the impulse. The azimuthal FWHM is the FWHM of the profile perpendicular to that line. We plot the results versus the distance of the centers of the impulses from the origin in Fig.  9 . The uniform resolution sinogram data is shown in black, the is for the ideal uniform resolution sinogram, the red curve for the standard anode-angle 5 degree sinogram. The orange curve is what we get when we apply our coefficients to the uniform resolution sinogram. The hope is that it matches the red curve (which it does, pretty well). The blue curve is what happens when we use sinogram restoration with our coefficients applied to the standard sinogram The hope is that it matches the black curve (which it does, pretty well).
standard 5-degree anode angle sinogram is shown in red, and the results we get when we apply our coefficients to the uniform resolution sinogram are shown in orange. The difference between the black (uniform resolution) and red (standard) curves demonstrates the effect that anode angle has on resolution. The radial resolution particularly gets about 30% worse at the edge of the field of view with an anode angle than with an "idealized" source. The orange curve is quite consistent with the red curve indicating that our coefficients capture the effect of the anode angle pretty well. We then attempted to undo the effects of the anode angle by applying our sinogram restoration approach with the estimated coefficients to the Radonis-simulated 5-degree anode angle sinogram. It is important to note that we did not commit the inverse crime of applying the sinogram restoration approach to the sinogram obtained by applying our estimated coefficients to the simulated uniform resolution sinogram. We applied it to the real Radonis-simulated anode angle 5 data. The results are shown in the blue curves in Fig. 9 . They show that we get pretty good agreement with the "ideal" uniform resolution results.
We obtain similar results in the presence of noise. To quantify the presumed amplification of noise that arises when employing this technique with noisy data, we calculated the standard deviation in circular regions of interest around the impulses located at various distances from the isocenter in both the Radonissimulated 5-degree anode angle image and the image obtained after applying our approach to these data. In Fig. 10 we plot the ratio of the standard deviations in these two images, where it can be seen that the proposed approach produces a relatively mild, distance dependent noise amplification, as expected. 
PL Noise Amplification
IV. DISCUSSION AND CONCLUSIONS
We have demonstrated that the effect of anode angulation in fanbeam CT can be modeled as a series of discrete local blurrings of an ideal, "uniform" resolution sinogram. We have shown how to calculate the relevant coefficients and how to compensate for the effect by use of a sinogram preprocessing approach we have developed. The approach should extend directly to multislice scanners since it is primarily the transverse, as opposed to longitudinal, resolution effects we are interested in.
