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1. INTRODUCTION 
One of the basic areas of investigation in the theory of ordinary differential 
equations is the study of the behavior of solutions in the vicinity of a given 
solution. The theories of Lyapunov stability, orbital stability, as well as structural 
stability, illustrate a few of the applications that arise from the above study. 
The techniques which are used for the study of the behavior of solutions in the 
vicinity of a given solution fall roughly into three categories: the method of 
linearization, Lyapunov functions, and the method of isolating blocks. It is the 
first of these methods which is of interest here. (For a discussion of the other 
techniques see [ 171.) 
Assume that x’ = f(x) is a differential equation with P-coefficients on X, 
where X = Rn or Cn. Let x = C(t), -a < t < 00, be a given solution of this 
equation. Now form a change of variables x == 4(t) f  y. Then y  satisfies the 
differential equation 
Y’ = f(d(t) + Y) - f(C(tN = dY, t). 
I f  we let A(t) denote the linear part of g, i.e., A(t) is the Jacobian matrix off 
evaluated along the orbit C(t), then the equation for y  can be written in the form 
Y’ = A(t)y t-q% t), (1.1) 
where the linear part of F, a,F, vanishes at y  = 0. The method of linearization 
can be described as follows: 
Study the behavior of solutions of the linear equation y’ = A(t)y near y  == 0, 
and then show (if possible) that the solutions of the nonlinear equation (1 .l) near 
y  = 0 inherit the same behavior. 
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Let us review some of the successes and some of the present limitations of the 
method of linearization. First consider the case where the given solution (b(t) is 
a fixed point of x’ -f(x), i.e., a zero off. Then the matrix A, as well as the 
function F, are independent of t, and the study of the linear equation y’ i2y is 
very simple. If  it happens that the matrix A has no eigenvalues with real part 
zero, then the linear equation y’ = Ar admits an exponential dichotomy, which 
in turn, is inherited by the nonlinear equations, cf. [2, 3, 6, 71. However, if A 
has some eigenvalues with real part zero, then the linear equation admits a 
trichotomy. That is, the y-space X admits a splitting into three linear subspaces, 
x = s- + S” + As,, each invariant under A, where S_ , S, , and S.+ are the 
algebraic sums of the generalized eigenspaces of A that correspond, respectively, 
to the eigenvalues of A with negative, zero, and positive real parts. This splitting 
is then inherited by the nonlinear equation near y  = 0. S_ is replaced by the 
stable manifold, S, by the unstable manifold, and S, by the center manifold; 
cf. [2, 7, 81. 
The next level of difficulty occurs when the given solution d(t) is nonconstant 
and periodic in t with minimal period w > 0. In this case the matrix A(t) is 
periodic in t with the same period w. Likewise the nonlinear term F(y, t) is 
w-periodic in t. The arguments used in the fixed point case are applicable in the 
periodic case. Indeed, the Poincare map, which maps an initial condition onto 
its image after following the solution for one period, basically reduces the periodic 
problem to an autonomous problem; cf. [7, 81. Another way of attacking this 
problem is by means of the Floquet theory, which asserts that there is a periodic 
change of variables u = P(t)y, where P(t) is nonsingular and periodic in t, 
such that in terms of the u-variable Eq. (1 .I) becomes 
u’ = Bu + G(u, t), (1.2) 
where B is constant and G is periodic in t. The key to the analysis of the asymp- 
totic behavior of solutions of Eq. (1. l), or Eq. (1.2), is then the structure of the 
matrix B. Because of the fact that d(t) is a nontrivial periodic solution of an 
autonomous differential equation x’ = f(x), the matrix B has h = 0 as an 
eigenvalue. In other words, the invariant subspace S, for the linear equation 
U’ = Bu is nontrivial. Therefore the center manifold for the full nonlinear 
equation (1.2) has dimension 3 1. This is easy to see geometrically if one notes 
that the center manifold for the nonlinear equation contains the trajectory 
C+(T): 0 < T ,< w}, which is a one-dimensional set 9. 
The problems one faces for a nonperiodic solution $(t) are numerous. 
Difficulties occur even in the case where 4(t) is almost periodic in t. First of all, 
except for very rare circumstances there is no analog of the Floquet theory; 
that is, there is no change of variables which reduces the linearized equation 
y’ = A(t)y to be constant coefficient case. But more importantly there is no 
analog of the Poincare map in the almost periodic case, and consequently there 
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is no reason to hope that the almost periodic problem can be reduced to an 
autonomous problem. The almost periodic problem, or more generally, the 
aperiodic problem, is essentially a nonautonomous problem. 
It is the purpose of this paper to develop a theory of linearization which 
encompasses the study of the behavior of solutions in the vicinity of a given 
almost periodic motion. Our theory is more refined then that described above. 
Specifically we wish to generalize to nonautonomous nonlinear equations the 
roles of the generalized eigenspaces of linear autonomous equation x’ = Ax. 
This involves studying carefully the dynamical properties of the eigenvalues of 
the matrix A. The role of the imaginary parts of the eigenvalues is somewhat 
abstruse for the nonautonomous problems. However, the rea1 parts of the 
eigenvalues describe the exponential growth rates of the solutions of y’ = Ay, 
and this feature does generalize to nonautonomous problems. The theory we 
present here is based on a spectral theory for nonautonomous linear differential 
equations devloped by Sacker and Sell [14]. 
Consider the linear differential equation y’ = A(t)y, y  E X, with bounded 
uniformly continuous coefficients. The spectrum Z(A) is defined in Section 2, 
but in the constant coefficient case it is the set {Re p} where p ranges over the 
eigenvalues of A. More generally the spectrum is the union of a finite number of 
compact intervals Z(A) = (J:=, [ai , bi]. A ssociated with each spectral interval 
[ai, bi] there is a nontrivial linear subspace Vi(A) of Rn called the spectral 
subspace, which is characterized in terms of the solutions of y’ -= A(t)y with 
exponential growth rates in the interval [ai , bJ. (In the constant coefficient case, 
c(A) is the algebraic sum of the generalized eigenspaces corresponding to 
eigenvalues X with Re X = a, = bi .) We show in Theorems 2 and 4 that the 
nonlinear equation 
y’ = A(t)y +qy, t) (1.3) 
inherits the same structure, provided F satisfies certain reasonable assumptions. 
That is, associated with each spectral interval there exist “branch manifolds” 
V,(A, F) such that VJi(A, F) is homeomorphic to K(A). Moreover, V,(A, F) can 
be characterized in terms of solutions of (1.3) with exponential growth rates 
approximately m the interval [ai , bJ. The precise assumptions on the nonhnear 
term F are important technicalities which we shall study later. 
Our Theorems 2 and 4 include the center manifold theorem described above 
and represent the appropriate generalization of this theorem to nonautonomous 
systems. The existence of a nontrivial center manifold for the nonlinear equation 
(1.3) is thus assured whenever A = 0 is in the spectrum Z(A) of the related 
linear equation. If  X = 0 is not in the spectrum Z(A), then Theorem 1 (below) 
describes a splitting of X into stable and unstable manifolds of complementary 
dimensions. 
Theorem 4 is general enough to include the study of the behavior of solutions 
in the vicinity of an arbitrary bounded solution of x’ = f(x). However because of 
362 GEORGE R. SELL 
certain technicalities, which are described in Theorem 4, one must rsercisc care 
in applying this result. Fortunately all the technical conditions underlying 
Theorem 4 are satisfied in the case where d(t) is an almost periodic solution of 
x’ = f(z), and this leads to a rather interesting application. 
Specifically let 4(t) be an almost periodic solution of an autonomous equation 
s’ : f(x), wheref is a C2-function on X*. Then the hull H(+) I .- cl{+(~): T c Rj 
is a space with topological dimension 1 and 1 & n, where n dim S. By the 
Yontryagin-Cartwright theorem the topological dimension I is the same as the 
algebraic dimension of the Fourier-Bohr frequency module. lLve will show in 
Theorem 6 that for the induced linear equationy’ =I(t)~v one has 0 E Z(A) and 
that dim Y,(A) 13 1, where “t;(A) d enotes the spectral subspace of y’ A(t)> 
corresponding to the spectral interval [a,, , 6,] containing A --:. 0. This then 
means that the center manifold for + has dimension :s I and that it contains the 
hull H(4). In the event that the center manifold has dimension equal to 1, then 
the hull H(4) is locally homeomorphic to R’. Since H(4) is a compact Abelian 
group, it follows that N(4) is a Lie group and consequently Z-I(d) is homco- 
morphic with T’, the Z-dimensional torus. 
As we shall see, the dimension of the center manifold can be computed 
exactly in terms of exponential dichotomies for the shifted linear equation 
3” = (iz(t) - AZ)-\,, where X is real. The almost periodic theory described in the 
last paragraph has the following variation. Assume that there is a p c; 0 and 
x : 0 such that both y’ mu (A(i) pl)y and 3” (,4(r) ~~ Al)?’ admit expo- 
nential dichotomies, and let N, and :V, denote the dimensions of the stable 
manifolds, respectively. Then /VA ~~ N, ;:s 1. (This is a reformulation of the fact 
that dim $,(A) lz 1.) Furth ermore if V, - N,, = 1, then I-I($) is homeomorphic 
with T’ and the solution d(t) is quasi-periodic (Theorem 7). (An almost periodic 
solution with the property that ;V,, - N,, m= I, for some p < 0 and h 0, is 
said to be hyperbolic. Thus we see that every hyperbolic almost pei-iodic solution 
is quasi-periodic.) 
In Section 2 we shall prove the existence of the branch manifolds, as well as the 
stable and unstable manifolds, for the nonlinear problem. At the same time we 
shall study the dynamical structure of these manifolds. Section 3 will be a 
discussion of the flovv in the vicinity of an almost periodic motion. In Section 4 
we shall investigate the question of the differentiability of the branch manifolds 
and the stable and unstable manifolds. 
Our theory, which we shall formulate for ordinary differential equations in 
Euclidean space R”, or C”, can be extended in a rather straightforward manner to 
flows on a smooth manifold. This extension is discussed in Section 5. In Section 6 
we shall examine a perturbation theorem. Specifically, we will show that if the 
ordinary differential equation N’ = f(~, p) has a hyperbolic almost periodic 
soIution #(t) at p 0 and f  dim H(+), then there exists a continuous family 
T(P) of invariant manifolds, defined for TV near 0, each diffeomorphic to T’ and 
m = H(4). 
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2. INVARIANT &‘IANIFOLDS 
A. Linear Theory 
Our theory is based on the spectral theory for linear time-varying differential 
equations derived by Sacker and Sell [14]. Let us begin by recalling the essential 
features of this linear theory. 
Let JP denote the collection of all (B x n)-matrix-valued functions A(t) 
(t E R) with bounded uniformly continuous real (or complex) coefficients. We 
assume that &P has the topology of uniform convergence on compact sets. 
For each _;I E JP’ we define the &a&ate A, by A,(t) = A(’ -1 t). The mapping 
a(A, T) =- A, then defines a flow on JH’~. The hull of A is defined by 
H(A) = Cl{A,: T E R} 
and is an invariant set for the flow 0. Furthermore it follows from the Ascoli- 
Arzela theorem that the hull H(A) is a compact subset of&P; cf. [15, 161. 
For each A E ~2’” and x E X (where X =I: Rn or P), we let 9)(x, A, t) denote 
the solution of the initial value problem 
x’ = A(t)x, x(0) = x. 
The function ~(x, A, t) is linear in x, and the equation @(A, t)x = q(x, A, t) 
defines a linear operator @(A, t) on X, The operator @(A, t) is the fundamental 
matrix solution of x’ = A(t)x. The mapping 7~ defined by 
is a linear skew-product flow on X x JZZ” [13]. 
Let 1 . ( denote a norm on X. Then define a matrix norm / . / by the usual 
equation 1 B I = sup{1 Bx / : / x / = l}. 
Let CpI be a nonempty subset of ~2’“. We shall say that P is a projector on G! 
if for each A E 0Z, P(A) is a projection on X, and the mapping (-4, x) - P(A)x 
is jointly continuous in (x, A) E X x Q!. We shall say that m admits an exponential 
dichotomy ovey 02 if there is a projector P on CPI and constants K ,> 1 and 0: > 0 
such that 
j @(A, t) P(A) @-](A, s)] < Ke-a(t-s), s < 4 
/ @(A, t)[I - P(A)] @-](A, s)l < Ke-acY-t), 
(2.1) 
t .<, s, 
for all A E GY. In the event that GZ consists of a single point, {A}, this is the 
standard notion of an exponential dichotomy for the differential equation 
x’ = A(t)x [3]. It is shown in [13] that if n admits an exponential dichotomy 
over the single point {A,,}, then n admits an exponential dichotomy over the hull 
~&)~ 
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Let A t J??’ and consider the linear differential equation 
x’ 1 4(1)x. (2.2) 
If  one makes the change of variables y  -= e--h/x, where /\ is real, then Eq. (2.2) 
becomes the shifted equation 
y’ =- (A(t) -- XZ)?~. (2.3) 
The new coefficient matrix (A(r) - hl) is an element of J&‘~. Let QA(d, t) 
denote the fundamental matrix solution of (2.3); then 0,(/l, t) = e+Q(A, t). 
For h E R we define the stable and unstable subspaces by 
.YA(A) == (2 e X: ’ e-+2(x, A, t)’ - 0 as f  -+ km}, 
@/l-4) : {x E X: e-“+p(x, A, t)l - 0 as t -+ ---co). 
Let A E J&‘“. We define the resolvent set p(A) as the collection of all h E li 
such that Eq. (2.3) admits an exponential dichotomy. The spectrum Z(A) is the 
complement of p(A). 
I f  h E p(A), then for all B E H(A) the linear subspaces YA(B) and eA(B) are 
complementary, i.e., ,q(B) n @JB) = {O} and X = .z(B) + q,(B). Moreover, 
the linear skew-product flow 
T(X, B, t) -= (e-%(x, 4 t), dB, t)) 
admits an exponential dichotomy over H(A). This is turn, implies that the 
subspaces Yh(B) and eA(B) vary “continuously” in B E H(rZ), since they are, 
respectively, the range and null space of the projector associated with the 
exponential dichotomy, cf. [ 131 for details. 
The following Spectral Theorem is proved in [14]: 
THEOREM A, Let A E ~2’” .where n > 1. Then the spectrum Z(A) is the union 
of k nonoverlapping intervals 
where 1 < k ,( n. Furthermore associated with each spectral interval [ai , b,] and 
each B E H(A) there exist an integer ni (independent of B) and a linear subspace 
K(B) of X with dim Y:(B) = ?zi and such that 
(i) I < ni and n, + ..’ -$- z,~ = n, 
(ii) K(B) n %<(B) = (0) f  i -i-j, 
(iii) X = VI(B) + ... -t ,%(B), 
(iv) K(B) := ,x(B) n Vu(B) zchenezier (EL, h) n L’(A) = [q , b,], 
for all B E H(A). Moreover the linear subspaces V;(B) vary continuously in B. 
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Condition (iv) defines the linear subspaces 9<(B) and conditions (i), (ii), and 
(iii) assert that the subspaces 9;(B) are nontrivial, mutually disjoint and span X. 
Conditions (ii) and (iii) together with the statement on continuous dependence 
mean that each 
^t: = {(S, B) E x x H(A): x E vp)) 
is a subbundle of X x H(A) and that 
x x N(A) = v* + ... + $$. 
as a Whiney sum; cf. [14]. The subbundle 9; is called the spectral subbundle 
associated with the spectral interval [ai , bJ. 
For each X E p(A), the flow ?T~ admits an exponential dichotomy, which 
means that there is a projector P (depending on A) and constants K > 1 and 
01 > 0 so that inequality (2.1) holds with @,, replacing @. The constants K and (Y 
also depend on A. In order to build some uniformity into the theory we define 
p(A, K, a) to be the set of h E p(A) such that there is a projector P on H(A) such 
that 
1 @JB, t) P(B) @;l(B, s)l < Ke-a(t-s), s<t 
/ @JB, t)[I - P(B)] @hl(B, s)I < Ke-a(s-t), t < s, (2.4) 
for all B E H(A). It is now easy to verify that the following Standing Hypothesis 
is always satisfied: 
STANDING HYPOTHESIS. Let A E ~2’” and let Z(A) = (JrCl [ai , b,] denote the 
spectrum of A. Assume that the intervals [ai , bi] are ordered so that 
a, < b, < a2 < b, < ..’ < ak < b, . 
Then there exist constants K > 1 and 01 > 0 so that p(A, K, CX) contains points 
{X, , h, ,..., hk} that satisfy 
ho < ~1 < bl < 4 < a2 < ... < A,-, < ak < b, < x,< . (2.5) 
B. Nonlinear Theory 
Let us now turn to the nonlinear theory. We are primarily interested in 
studying nonlinear equations of the form 
x’ = A(t)x + F(x, t) P-6) 
where A E &, F E 9, and where P is the cohection of all functions F(x, t) from 
X x R to X satisfying 
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HYPOTHESIS H. F is Lipschita continuous in x, F(0, t) := 0 .fop a(1 t and .fi)r 
every 6 > 0 there is a 6 > 0 such that 
forallx,yinXwithix1 <6,1~: <8undallt~R. 
The analysis of this problem will proceed in two steps. First we shall consider 
nonlinear equaons of the form 
3’ =~-: A(t)x + f-(x, t), (2.7) 
where A E&L@, E E SO , and where sg is the collection of all functions $‘(x, f) 
from X x R to Xsatisfying 
HYPOTHESIS He. P isLipschitz continuous in x, @(O, t) = 0 for all t, and 
1 P(.z, t) - P(y, t), ,( e i .Y - y  ! 
joy all x, y  in X and all t in R. 
Second, we shall use our analysis of the behavior for the solutions of Eq. (2.7), 
where p E %@ , to study the behavior of the solutions of Eq. (2.6) where F E 9. 
Let ,4 E JP be fixed. A flow can be generated on the spaces X x H(A) >( z% 
and X x H(A) x 9 as follows: First, the function spaces g and SO are given 
a topology by defining convergence to be uniform convergence on compact sets. 
Next, for F in either 9 or 9e and B E H(A) we let ~(x, B, F, t) denote the unique 
noncontinuable solution of the initial value problem 
x’ = B(t)x -c F(x, t), x(0) = x. 
I f  F E R8 , then the solution cp(x, 23, F, t) is defined for all t E R. Otherwise one 
may have the so-called finite-escape phenomenon. More importantly though, 
the solution p depends continuously on (x, B, F, t). Define the translate F, by 
F7(x, t) = F(x, 7 -C t). Then the mapping 
n(.y, B, F, T) = (P(x, B, F, 71, B, , FT) 
defines a flow on X x H(A) x flG and (because of the finite-escape phenomenon) 
a local flow on X x H(A) x 9, cf. [ 161 for details. 
For F E 9 (or F E FO) we define the huZZ H(F) as 
H(F) = CI{F,: T E Ii;. 
It follows from the general theory of flows that the hull H(F) is an invariant set 
in 9 or F8 , respectively. 
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With A E .,&‘a fixed and h E p(A) we define S, to be the collection of all (x, B, F) 
in X x H(A) x F0 such that 
; e-+(x, B, F, t)l is bounded for t > 0. 
Also U,, is defined to be the collection of all (2, B, F) in XT x H(A) x .PO such 
that 
! e@v(x, B,F, t)l is bounded for t < 0. 
For I*, h E p(A) with TV < h we define V,,,, to be the collection of all (x, B, F) in 
X x H(A) i< & such that 
(i) j e-+(x, B, F, t)l is bounded for t 3 0, and 
(ii) / e+cp(X, B, F, t)~ is bounded for t 2 0, and 
Thus V,,, = S, r\ U,, . The fiber S,(B,F) is defined as 
SA(B, F) = {x E X: (x, B, F) E S,}. 
The fibers U,(B, F) and V#,,(B, F) are defined similarly. One can easily verify 
that the sets S, , U, , and VM,A are invariant sets for the flow = on X :< H(A) x &. 
This means that by following the flow ZT for T units the fibers S,(B, F), U,(B, F), 
and V,,,(B, F) are mapped homeomorphically onto the fibers SA(B,, F,), 
U,(B, , F,), and V,,*(B, , F,), respectively. 
The considerations of the last paragraph apply to the local flow r on 
X x H(A) x 9”. The sets S, , U, , and L’,,n are defined the same way, and they 
are invariant sets in this flow. However, because of the finite-escape phenomenon, 
one cannot assert that the fibers S,(B,F) and S,(B, ,F,) are homeomorphic. 
However, if x E S,(B, F) and pj(x, B, F, t) is defined for all t between 0 and 7, 
then ~(x, B, F, T) E S,(B, , F,). (A similar statement is valid for the fibers 
UP, F) and ~‘,,dB, F).) 
The sets S,(A,F), U,,(A,F), and VM,,(A,F) can be described in different 
manners. First, if one makes the change of variables y  = epAfx, then in terms of 
the y-variable Eq. (2.6) becomes 
y’ = (A(t) - hI)y + e-A’F(e”fy, t). (2.8) 
Thus S,(A, F) consists of those initial conditions for which the solution of 
Eq. (2.8) is bounded for t 2 0, and U,(A, F) consists of those initial conditions 
for which the solution of Eq. (2.8) is bounded for t 3 0. In order to give a com- 
parable description of V&A, F) we make the change of variables y  = e-d% for 
t > 0, and y  = e-G for t < 0. Then in terms of the y-variable Eq. (2.6) 
becomes 
y’ = (A(t) - M)y + ecA’F(eAty, t), t > 0, 
y’ = (A(t) - pI)y + ecutF(euty, t), t -( 0. 
(2.9) 
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Thus I/,,,(A,F) consists of those initial conditions for which the solution of 
Eq. (2.9) is bounded for all t E R. 
The sets S,(A, F), U,(A, F), and I/,,,(A, F) can also be described in terms of 
exponential growth rates. Let C,D(X, A,F, t) be a solution that is defined for all 
t 2 0, or t < 0, where x # 0 and define 
X-+(x, A, F) = h+(x) -= lim sup(l/t) log 1 ~(x, A, F, t)i, 
t-+m 
h-(x, A, F) = A-(x) -- lim inf(l/t) iog / ~(x, A, F, t)j, 
t--m 
respectively. The following implications are then valid: 
(1) x E ,SA(A, F) -‘, x+(x) < A, 
(2) x E U,(A, F) ;4 A < h-(x), 
(3) x E V,,,(A, F) * ,U < h-(x) and AT(X) < A, 
(4) h’(x) < h e- x E S,(A, F), 
(5) x < h-(x) -i x E Uh(A, F), 
(6) p < X-(x) and h+(s) < h = N E VU,n(A, F), 
provided x f  0 and the solution p)(x, A, F, t) is defined for all t > 0, t < 0, or 
t E R, as is appropriate. 
Let X and Y be two metric spaces. We shall write X k. Y if X and Y are 
homeomorphic. 
C. Stable and Unstable Man$oZds 
Let us now turn to our first theorem which concerns the stable and unstable 
manifolds for the nonlinear equation 
x’ =- A(t)x + P(x, t). (2.7) 
THEOREM 1. Assume that A E JP’ and that the Standing Hypothesis is 
satisfied. Assume further that P E s0 where 0 satisfies 
0 < (K2+2K)(K+ I)e <a. (2.10) 
Thenfor each h = )li (i = 0, l,..., K) one has 
LqB) w S,(B,P), 
e,(B) 523 U,(B, I’) 
for all B E H(A) and P E & . Moreover the homeomorphisms are Lipschitz 
continuous. In addition there exist positive constants L and /3 such that 
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for all x E S,(B, fi), B E H(A), FE $$ , and 
j e+q(x, B,P, t)l < L 1 x 1 eat, t f  0, 
for all x E U,+(B, P), B E H(A), and P E Z$ . Consequently S,(B, fl) and U,,(B, P) 
can be characterized as 
S,(B, p) = {x E X: h+(x) < h) u {0}, 
U,(B,P) = {x E x: X-(x) > A) u (0) 
for all B E H(A) and 13 E F0 . 
Proof. We let Pi (i = 0, l,..., k) denote the projector associated with the 
exponential dichotomy of rA where A = Xi . We will use the following two 
lemmas. 
LEMMA 1. Let h = hi and P = Pi and let a and b be jixed so that 
-CO < a < co and - OC, < b < CO. Then one has 
1 &(B, t) Jat P(B) @;‘(B, s) e-As[P(eAsu(s), s) - E(e%(s), s)] ds 1 
< Km-VI sup{/ u(s) - v(s)1 : a < s < t} 
and 
1 @,(B, t) Jtb [I - P(B)] @i’(B, s) e--As[&e%(s), s) - E(e”%(s), s)] ds / 
< Ka-10 sup{1 u(s) - v(s)1 : t < s < b; 
for all B E H(A) and allfl E % . 
Since one has 
/ e-As[P(eAsu(s), s) - P(e%(s), s)]l < 0 I u(s) - w(s)\, 
this follows directly from (2.4). 
LEMMA 2. Let A = Xi and P = Pi . Then one has 
1 an(B, t) P(B)x I < Ke-Ot / x 1 
for all t > 0, all x E X, and all B E H(A). In particular, if P(B)6 = .$ (i.e., if 
5 E S,(B)) then 
I QA(B, t)E I < K+ I t I 
for all t 2 0. Likewise one has 
/ Qn(B, t)[I - P(B)]x 1 < KeGt 1 x / 
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for all t < 0, all x t -\-, and all B E H(A). In particular, if I f  l’(R)]f C 
(i.e., if f  E q’/,(B)) then 
@,,(B, t)t 1 < Keni ! 6 
for all t < 0. 
This follows from (2.4) by setting s = 0 and noting that 
@,(B, t) P(B)x / ,< ; @#l, t) P(B)! : s ‘, 
j Qa(B, t)[I - P(B)]x < ; @,(B, t)[i -~ P(H)]: 1 x ,. 
Let us first prove the assertion concerning S,(B, p). Let h =-- A, and P : Pi . 
We shall use the fact that S,(B, p) can be characterized as those initial conditions 
in X for which the corresponding solution of 
y’ := (B(t) - /\I)y + e-Atfi(ency, I) (2.1 I) 
is bounded for t > 0. Rather than working with S,(Lz, p) direct]\- \ve shall 
prove the existence of a manifold in X that is homeomorphic to -i/,(B) 1~~ 
means of a Lipschitz-continuous homeomorphism. The existence of this mani- 
fold will be proven by means of the Contraction Mapping Theorem. After 
establishing the existence of this manifold we will then show that it is precisely, 
S,(B,p) and that the other conclusions of the theorem are valid. 
Fix B E H(A). Let Z = Z(B) 1 c enote the collection of all continuous functions 
#(E, t), defined for 6 E .x(B) and t -‘; 0 with values in S, such that 
(I) SU~,~, I tJ(f, t). < cc for each 5 E .%(B), and 
(2) / $(tl , t) -- (~(5,) t)! < (K A- I) 1 tl -- t, for all E, , 6,~ A/;(B) and 
all t > 0. 
The space 2 is a complete metric space with the topology generated b!. the 
family of pseudonorms 
1: $ I:,( = sup{, Q!J(~, t).: i [ < n, t 2~ 01, 
n == 1, 3,... . We shall use the following variant of the Contraction Mapping 
Theorem: 
THEOREM B. Let F be a mapping from Z into 2. Assume that there is a 
constant h, 0 < k < 1, such that 
I’ F41 - y*, Iln G fc II $1 - $2 %1 
for all n = I, 2,... . Then there is a unique Jixed point # E 2, i.e., 9-4 = $. 
(The proof of this fixed point theorem follows the standard argument and we 
shall omit the details [6].) 
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\Ve define a mapping F on 2 formally as follows: 
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.7#(6, t) =-= @$(I$ t)[ + @,(B, t) jt P(B) @,,‘(B, s) e-AsZ$“si,b(~, s), s) ds 
0 
- @,,(B, t) jtm [I - P(B)] @,‘(B, s) e-As~(e”st,b(~, s), s) ds, 
where 6 E .y,(B) and t 3 0. Let us now show that 7 maps Z into itself and that 
F is a contraction in each pseudonorm /, I’,! . First we note that the second 
:, s) and U(S) = 0. Since integral exists by virtue of Lemma 1 with U(S) == $(t 
5 E .Y$(B), Lemmas 1 and 2 imply that 
sup 1 F$([, t)l .< K j [ 1 t 2Kcl0 sup 
t>o S>O 
or in terms of the pseudonorm /! ]in , one has 
I vv, da 
Next we shall show that FI#(,$, t) is Lipschitz continuous in 6. Indeed by using 
Lemma 1, with U(S) = #([, , s), n(s) = #([a, s), a == 0, and b = co, together 
with Lemma 2 one has 
Since (2.10) implies that 2K(K $ 1)~l0 < 1 one has 
I ~$(41, t) - y+(E, , t) < (K + 1) I 5, - 4, I. 
Hence 5 maps 2 into Z. 
Next let us show that .F is a contraction in each pseudonorm. Once again 
Lemma 1 implies that 
sup I .TgL,(& 4 - SW, 9 < 2~~~0 sup I $t(E, s) - &(f, s)/, 
r, 0 .SXI 
which in turn implies that 
for n : 1, 2 ,... . Inequality (2.10) implies that 2Ka-lt’ < 1; hence 7 is a con- 
traction and by Theorem B the mapping .y has a unique fixed point in 2. 
Let 4 = CF$ be the fixed point of F. Since @JB, 0) = I, P(B)[ = E for 
[ E .CP,(B), and P(B)[I - P(B)] = 0 one has 
P(B) $b((, 0) .= P(B) T$(E, 0) = P(R)f :: 6. 
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This means that the set 
is homeomorphic to <YA(B) bv means of the Lipschitz-continuous homeomor- 
phism 4 - #(f, 0). 
We must now show that 
Mf, 0): f E :%(B)) = &(R P) (2.12) 
and derive the exponential growth estimates for S,(B,P). I f  one differentiates 
$([, t) = F~+!J([, t) with respect to t, one has 
$ #(f, t) = (B(t) - AZ) $(f, t) + e-AtP(edV(f, t), t>. 
That is, #(f, t) is a solution of Eq. (2.11). Since #(f, t) is bounded for t 2 0, 
this means that 
Next let a(t) be any solution of Eq. (2.11) that is in the class BC+ of all continuous 
functions that are bounded for t > 0. We want to show that z(t) = $(f, t) for 
some 6 E YA(B). Since P(B) z&f, 0) = f, it is clear that one must have 
f  = P(B) z(0). Now define the mapping Fe on BC+ by replacing #(f, s) with 
4(s) in the definition of .F above, where (CI E BP. The argument used above also 
shows that & maps BC-+ into itself and that Ft is a contraction in the sup-norm 
on BP. Therefore Ft has a unique fixed point in BP, and a fortiori it must be 
#(f, -), where +!J is the unique fixed point of F in Z(B). Next define w(t) by 
w(t) = z(t) - &z(t). Then one has 
dw/dt = (B(t) - AZ)w. (2.13) 
and w is bounded for t > 0. Hence w(0) E YA(B). (That is, since Eq. (2.13) admits 
an exponential dichotomy the only solutions of this equation that are bounded for 
t 3 0 begin in Y>(B).) Consequently one has 
w(0) = P(B) w(0) = Z’(B) z(0) - Z’(B) &z(O) = 0 
since P(B)[Z - P(B)] = 0. Hence ZL’ = 0, or z = &a. Because of the uniqueness 
of the fixed point of s?c one has z(t) = yG(f, t) where 5 = P(B) z(0). Thus 
or equivalently, 
which completes the proof of (2.12). 
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Next we will show that if $([, 1) = F#([, t) then j #(6, t)l -+ 0 as t - $-CO 
Indeed, let p = lim supt++= \ $([, t)\. Now use (2.10) to choose r so that r > 1 
and 2K&3r < 1. If p > 0, then there is a T > 0 so that \ $(s, t)\ < rp for 
t > t. By applying Lemmas I and 2 for t 3 T with U(S) = #(t, s), s(s) = 0, 
a = T, b = CO, one has 
where inequality (2.4) and Hypothesis HB were used in the last step. Now let 
E -+ $-co. One then has 
p < 2KdeYp < p, 
a contradiction. Hence p = 0. 
Next let us derive the exponential growth estimate for SJB, E). We will show 
that 
where 
1 e-+(x, B,fi, t)j < L 1 x / e-Ot, t > 0, (2.14) 
L= 
K . K, 
1 - 2Ka-‘8 ’ 
and K,, satisfies j P(B)x j < K, j x j for all B E H(A). (The existence of a 
finite K, satisfying the above inequality follows from the joint continuity of the 
projector P and the compactness of H(A).) The quantity p defined above is 
positive since (2.10) implies that 4iG@0 < 1. (Recall that K > 1.) 
Let x E S,(B, P) and 6 = P(B)x. Th en / 61 < Koixl and v(.r,B,E,t) == 
I,!J(~, 1). Lemma 2, inequality (2.4), and Hypothesis HB imply that 
Now define $5, t) = supsat 1 $J((, s)!. Since / +!J([, s)l + 0 as s ---f co, for every 
t > 0 there is a 7 3 t such that 
374 
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The first integral above is dominated by 
By multiplying through the last inequality by enr and applying Gronwall’s 
inequality [6, p. 361, one gets inequality (2.14). 
The fact that S,(B, E) can be characterized by 
S,(B,P) = {s E s: k(x) < A] u (0) 
now follows from inequality (2.14) and the discussion preceding the statement of 
Theorem 1. 
The argument concerning UA(B,p) IS similar. One considers now functions 
4([, t) defined for [ E @‘)/,(I?) and t < 0. The mapping .F is replaced b!- 
for t < 0. The argument now proceeds with straightforward modifications of the 
above. C&ED. 
Remark 1. The full force of inequality (2.10) was not used above. &‘e onI) 
require 2K(K -1 I)0 <: CY here. 
Remark 2. U’e showed above that 
This estimate is valid for all (B, F) F H(9) Jo ,FO ‘5’ L mce .P depends continuously 
on (B, F) and since .YA(B), and consequently Z(B), depends continuously on B, 
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one can show that the fixed point of Y depends continuously on (B, F); cf. 
[6, p. 71. This means that the mapping 
(5, B, F) - ME> Oh 8 F) 
is a Lipschitz-continuous homeomorphism between the vector bundle Sp, X 9$ 
and the invariant set S, . Similarly one has *A x F0 m U, . 
Remark 3. Since #(E, t) = .9-r/(5, t) is a solution of the shifted Eq. (2.11) it 
follows that u((, t) = enf#([, t) is a solution of 
y’ = B(t)y +P(y, t). (2.15) 
By multiplying through rj~ = Y$ by eht we see that u([, t) also satisfies 
~(5, t) = @(B, t)E + @(B, t) Jot P(B) @-VA s)&(t, 4, s) ds 
- @(B, t) jm [I - P(B)] @(II, s)l+(& s), s) ds. 
t 
As a matter of fact one can work directly with the operator defined by the right 
side of the last equation to prove Theorem 1. For example, the space Z = Z(B) 
would be defined as functions ~(6, t), defined for f  E 9”(B) and t ;> 0, such that 
(1) sup,>, e-At j u(f, t)[ < co for each 5 E -x(B), and 
(2) t+ I 451 I q - 45, t)l < (K + 1) I El - 6, I for all 5, , & E T,(B), 
and t >, 0. The pseudonorms !/ u lIn would be defined by 
II u lln = sup{1 +u(E, t)l : I t I G a, t > 01. 
Similar changes would then occur throughout the above argument. This 
approach, which is based upon studying solutions of Eq. (2.15) with certain 
growth rates, is used for related problems by Coppel [3] and Coppel and 
Palmer [4]. 
Remark 4. The stable and unstable manifolds S,(B, IT’) and U,@, P) for the 
nonlinear equation are “close to” the corresponding linear stable and unstable 
subspaces YA(B) and eA(B). Indeed, if z,,l~ = Y$ is given as above, one can 
easily show that 
IV - WN 4&f, 011 d 1 KZ,a’f-le 151-c 151, 
by inequality (2.10). Define 5 = (1 - P) $(t, 0). Since P#J([, 0) = [ one has 
#(E, 0) = 5 + 5. The above inequality means that S,(B,fl) lies in the cone 
(Notice that the above cone converges to PA(B) as 0 -+ 0.) 
505/27/3-5 
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D. Branch Manifolds 
Our next result concerns the branch manifolds for the nonlinear equation 
x’ = A(t)x $-13(x, t). (2.7) 
THEOREM 2. Assume that A E An and that the Standing Hypothesis is 
satisfied. Assume further that p E 9$ where 6’ satisjes 
0 < (P -t 2K)(K + 1>e < 01. (2.10) 
For p = him1 and h = hi let V,(B, i?) = VuJB, p). Then for each i = I,..., k one 
has 
Vi(B) w V,(B,P) 
for all B E H(A) and 13 E f10 . Moreover the homeomorphisms are Lipschitz con- 
tinuous. In particular one has 
dim V,(B, fi) = ni , 
forallBEH(A)andf;E&, where ni is defined in Theorem A. In addition there 
exist positive constants L and j3 such that 
j e-+(x, B,P, t)j < L ( x / edbt, t 2 0, 
~ e+$(x, B,fl, t)j < L 1 x 1 ear, t < 0, 
for all x E Vi(B, 13). Consequently V,(B, P) can be characterized as 
V,(B, i;‘) = {x E X: p < h-(x) and A+(x) < A} u {0} 
for all B E H(A) andfl E F0 . 
Proof. Fix i E {I, . . . . R} and let p = X,-r and h := & . Let P and Q be the 
projectors associated with the exponential dichotomy for r,, and nA , respectively. 
Let P, = Q[I - P] 2:: [I - P]Q. Then P,, is a projector and for each B E H(A) 
one has 
range P,(B) = YA(B) n @u(B) =.- K(B), 
null space P,(B) = Yu(B) f e,(B). 
Our argument will now follow the general outline of Theorem 1. The main 
step in the proof is to establish the fact that K(B) and I/,(B, E) are homeomor- 
phic. The rest of the theorem then follows from Theorem 1 and the fact that 
V,(B,p) = S,(B,P) n U,(B,P). 
A heuristic geometric argument for the homeomorphism between K(B) and 
V,(B, P) is the following: First we note that 
dim Yh(B) + dim au(B) = n + ni . 
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Since h and TV are in the resolvent of A (and of B), this means that 9’#) and 
e,,(B) are in “general position”; in other words, 
dim K(B) = dim x.(B) n au(B) = ni. 
For the nonlinear problem one has 
S,(B, r;‘) w S,(B), U,(B, fi) w e!,(B). 
Inequality (2.10) says basically that S,,(B, 8) and U,(B, fi) are in general position 
and therefore 
v,(B,fi) = S,(B,p) n Zi,(B,P) w LqB) n 2@/,(B) = V’;(B). 
Now for the details. We shall use the fact that V,(B, P) can be characterized 
as those initial conditions in X for which the solution of 
y’ = (B(t) - AI)y + e-At8(eAty, t), t 3 0, 
(2.16) 
y’ = (B(t) - pI)y + ecut13(euty, t), t < 0, 
is bounded for t E R. We will now establish the homeomorphism between q(B) 
and V,(B, P) by means of the fixed point Theorem B. 
Fix B E H(A). Let 2 = Z(B) denote the collection of all continuous functions 
$([, t), defined for [ E K(B) and t E R with values in X, such that 
(1) supt I &St)1 < cc for each 5 E K(B), and 
(2) I #(El ,t> - #(L1 t)’ < (K + 1) I t1 - & I for all 5, , E, E C(B) and 
all t E R. 
The space 2 is a complete metric space with the topology generated by the 
family of pseudonorms 
II 4 Iln = sup{/ PK, t)!: I t I < n, t E 4 n = 1, 2,... . 
Let 4 E 2. We define a mapping Y formally by 
S#(f, t) = Qn(B, t)s + @,+(B, t) so P(B) @;l(B, s> eA“~(eu8#(E, s), s) ds 
--m 
+ QA(B, t) 1” Q(B) @;‘(B, s> e-Asp(eAs$(6, s), s) ds 
0 
- QA(B, t) Jrn [I - Q(B)] @;l(B, s) e-“s&As+(& s), s) ds 
t 
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for t < 0, where t E Y<(B). By applying 1 ,emma 1 one can show that the integrals 
above all exist. The outline of the argument follows the pattern established in 
Theorem 1. We will show that 7 has a unique fixed point in Z. By differentiating 
$([, t) = 74((, t) with respect to t, one checks that #(<, t) is a solution of 
Eq. (2.16). Then we will show that 
Consider the term 
QJA, t) lo P(B) CD;~(B, s) e+‘sfl(e’s$(f, ~1, s) ds. 
-xJ 
The part involving the integral is a vector and lies in the range of P(B), i.e., in 
YA(B). In addition the size of this vector can be estimated by Lemma 1. There- 
fore by combining Lemmas 1 and 2 we have the following result. 
LEMMA 3. The following inequalities are valid: 
1 Q&4, t) j-Im P(B) @,;l(R, s) e-““[l;‘(e”“u(s), s) - @%(s), s)] ds 1 
< IPa-we-~t sug / u(s) - z)(s)/, 
\ 
for t > 0 and 
1 @JB, t) Jam [I - Q(B)] oj,‘(B, s) edAs[P(eAsu(s), s) - fl(e’%(s), s)] ds 1 
< K%-%?~t sup 1 U(S) - a(s)/ 
S>O 
for t < 0. 
Since the two expressions for Fr,f~([, t) agree at t = 0 we see that 94([, t) is 
a continuous function of (5, t). By applying Lemma 2 and Lemmas 1 and 3 with 
U(S) = I,!J(~, s) and U(S) = 0 one gets 
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or in terms of the pseudonorms jj . jjn one has 
Next we shall show that r#([, t) is Lipschitz continuous in E. Indeed by applying 
Lemma 2 and Lemmas 1 and 3 with U(S) = #([r , S) and v(s) = #([, , S) onr gets 
I SWi 7 ‘) - ~$(E,, 41 < K I f, - E, I -I- K2c10 sup I #(51 , J) - 1I,(E,, s)l 
t 2Kc1@ sup I WI, s> - 1cr(52, $11 
and by inequality (2.10) one has 
I r-P@, , t) - ~4(&, t)l G (K + 1) I E, - 52 I 
for all t1 , t, E K(B) and all t E R. Thus F maps Z into itself. 
IVext let us show that F is a contraction in each pseudonorm. Once again 
Lemmas 1 and 3 imply that 
+ UL-:H sup I h(5, s) - 426 4, 
which in turn implies that 
Inequality (2.10) implies that (K 2 + 2K)c10 < 1. Hence F is a contraction and 
by Theorem B the mapping 9 has a unique fixed point in Z. 
Let # = F# be the fixed point of F in Z. We claim that P,,(B) #(c, 0) = [ 
for all [E Y:(B). Indeed, since P,(B) P(B) := 0, P,,(B)[I - Q(B)] = 0, and 
@JB, 0) = @,,(B, 0) = I, one has 
PO(B) $w, 0) = PO(B) y?a, 0) = P”(B)5 = 5. 
This means that the set 
is homeomorphic to -t’;(B) by means of the Lipschitz-continuous homeomor- 
phism E + $([, 0). 
We must now show that 
c$qt, 0) : E E K(B)) = V,(B, q. (2.17) 
If  one differentiates #([, t) = F$([, t) with respect to t it is easily seen that for 
each 5 E Y/;(B) the function $(E, t) is a bounded solution of Eq. (2.16). Hence 
($(f, 0) : E E C(B)) 5 K(G). 
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Next let x(t) be any solution of Eq. (2.16) that is in the class BC of all continuous 
functions that are bounded for t E R. We want to show that z(t) - $([, t) for 
some 4 E q(B). Since P,(B) #([, 0) = f, it . IS clear that one must have 
[ = P,,(B) z(0). Now define the mapping Yc on BC by replacing $([, s) by (cl(s) 
in the definition of Y above, where + E BC. The above argument also shows that 
Ye maps BC into itself and that .Yc is a contraction in the sup-norm on BC’. 
Therefore Yc has a unique fixed point in BC and a fortiori it must be $([, .), 
where 4 is the unique fixed point of . f  in Z(B). Next define zc by zc z ~~ .7$x 
Then one has 
w’ --= (B(t) Al)w, t > 0, (2.18) 
w’ --= (B(t) ~~ /@c, t < 0, (2.19) 
and w is bounded for t E R. Since both Eqs. (2.18) and (2.19) admit exponential 
dichotomies it follows from the fact that w(t) is bounded for t E R that 
~(0) E X(B) n @JB), 
i.e., P,(B) w(O) := w(0). However, 
P,,(B) w(0) = Z’,(B) z(0) - P,,(B) .7&z(O) = 0. 
Hence w = 0, or z =_ Yfz. Because of the uniqueness of the fixed point of .Y< 
one has z(t) == #([, t), where E = P,(B) z(0). Thus z(O) E {#([, 0) : [ E V/,(B)}, 
which completes the proof of (2.17). Q.E.D. 
Remark 5. As in the case of Theorem 1 we have shown here that 
!i S*, - Fq& IIT < (K2 f 2K) cud’0 /I & - & !Vrl 
for all (B, P) E H(A) x & . It then follows (cf. Remark 2) that the fixed point of 
Y depends continuously on (B, F). This means that the vector bundle “+: ;i & 
is homeomorphic to VU,, , where p =I AiP1 , X :- Xi , i = I,..., k, provided 0 
satisfies inequality (2.10). 
Remark 6. Rather than using the shifted Eq. (2.16) one could prove the last 
theorem concerning the branch manifolds by using the original Eq. (2.15) 
directly. The basic idea here is already described in Remark 3. For example, the 
space Z = Z(B) would be defined as those functions ~(4, t), defined for [ E V’;(B) 
and t E R, such that 
(i) sup,>, e-At / ~(t, t)l < cc, and 
(ii) suptGo em-uf j 24(f, t)l < cc 
for each 4 E K(B), and where an appropriate Lipschitz condition is satisfied. The 
pseudonorms 11 u jln would be the maxima of the two numbers 
sup{] e-%4(,$, t)l : , [ < n, t > 01, sup{’ e-G([, t)’ : [ ! < n, t < Ol, 
FLOW STRUCTURE: ALMOST PERIODIC MOTION 381 
and similar changes would occur throughout the argument. In other words, 
the complexities inherent in Theorem 2 can be placed either in the shifted 
Eq. (2.16) or in the definition of Z(B) and the associated mapping F. 
Remark I. By using the reasoning of Remark 4 one can show that the branch 
manifold V,(B,p) lies in the cone 
Remark 8. The argument of Theorem 2 permits a somewhat more general 
conclusion. We shall formulate this in terms of the subset p(A, K, a) defined 
above. Let A E./Z” and choose y, X E p(A, K, OZ) with p < X. Assume that 
p E g0 where 6’ satisfies (2.10). Then the argument of Theorem 2 leads to the 
homeomorphism 
Y&,(B, P) = X(B) fJ @u(B), 
and this homeomorphism is Lipschitz continuous. 
In particular if CL, h E p(A, K, a) with TV < X, and if the entire interval [p, h] 
lies in the resolvent p(A), then YA(B) n g,(B) contains only the zero vector; 
cf. [14]. Consequently V,,,,(B, P) contains only the zero vector for very fl E F0 . 
In other words, we have the following converse result. 
THEOREM 3. Let A E./P and choose CL, X E p(A, K, a) with p < X. Let 0 
satisfy 
0 < (K2 + 2K)(K + l)Q < cy. (2.10) 
If there is B E H(A) and fl E F0 such that 
V,JB, P) = S,(B, p) n UJB. fl) 
contains a nonzero vector, then the spectrum Z(A) meets (CL, h); i.e., 
-&WVt4) f  0. 
E. Hypothesis H 
What do these theorems tell us about the system 
x’ = A(t)x +F(x, t), (2.6) 
where A E ~$9 and F satisfies Hypothesis H ? In order to answer this question we 
shall need the following fact. 
LEMMA 4. Let F be a CT-function that satisfies Hypothesis H. Then for every 
f? > 0 there is a b > 0, a CT-function P in F0 and a continuous map of the hull 
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H(F) onto the hull H(F), which we shall denote by (7-p 6’, such that the fnlloxing 
hold: 
(i) G(x, t) = G(x, tffor all , x I < b and t E R, and 
(ii) G(x, t) = Ofor all / x j > 26 and t E R. 
Proof. Choose a > 0 so that 
) F(r, t) - F(y, t)i < (e/5) 1 x -y 1 (2.20) 
for all 1 x / < a, 1 y  1 < a, and t E R. It is easy to see that every GE H(F) 
satisfies (2.20). Let b = a/2, and let J(Y) be a CKc-function defined for Y >z 0 
such that V(T) = 1 for 0 < T < a2/4, 0 < I(F) < 1 for aa/ < 7 < a2, v(r) :- 0 
for a2 < 7, and 0 < -V’(Y) < 2/a2 for 7 > 0. For G E H(F) define G by 
C&x, t) :: v(i x ,“) G(x, t). (2.21) 
Then G(x, t) = G(x, t) for 1 x , < b = a/2 and G(x, t) = 0 for 1 x / > 2b. It 
remains to show that G E 9$ whenever GE H(F). 
I f  j x j < a and j y  ! < a, then 
and consequently 
i 6(x, t) -- c(~, t)l < ) ~(1 x’ ,“) .-~ ~(1 y  !‘)I . i G(x, t)] 
-i- v(’ y  1”) : G(x, t) - G(y, t) 
< (4/a)(0/5) a I x -y i + (C-15) 1 x - y  1 = 0 / x - y  j. 
On the other hand, if 1 x < a and y  1 > a, then we choose z on the line 
segment joining x and y  so that : z i = a. Since G(J’, t) = G(,z, t) == 0 one has 
1 C(X, t) -- G(y, t); = ~ C(S, f) - G(z, t)f < 0 i 2 - Z 1 < 0 j X -y :. 
Finally if ) x j > a and j y  1 :’ a, then / 6(x, t) --- G(y, t)l = 0. Clearly the 
mapping G + G is a continuous mapping of H(F) onto H(p). Q.E.D. 
What does this mean ? Since G and G agree for Y 1 < b we see that the 
corresponding solutions of the two equations 
x’ = B(t)x --~ G(x, t), (2.22) 
x’ = B(t)x -1 G&x, f), (2.23) 
where B E H(A), agree as long as they remain in the region / x 1 < 6. Putting 
it another way, let D, denote the set of x in X with j x 1 < a. Then both Eq. (2.22) 
and Eq. (2.23) generate local flows on D, x H(A) x H(F) and, provided a < b, 
these two flows are precisely the same. 
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THEOREM 4. Assume that 
x’ = A(t)x +F(x, t) (2.6) 
is given where A E .k’” a& that the Standin, a Hypothesis is satis$ed. Assume 
further thet F satisfies Hypothesis H. Then there is an a > 0 with the following 
properties: 
(A) For X = hi (i = 0, l,..., h), B t II(A), and GE H(F), there exist in .Y 
Lipschitz-continuous manifolds S,(B, G) n D, and Ui(B, G) n D, homeomorphic 
to YA(B) n D, and qA(B) n D, , respectively. Furthermore the sets 
((x, B, G) E _Y x H(A) >-: H(F) : x E S,(B, G) n D,:, (2.24) 
{(x, B, G) E X ‘x H(A) Y H(F) : x E U,(B, G) n D,) (2.25) 
are invariant sets in the induced jaw on D, x H(-4) ,Y H(F). Moreover, 
S,(B, G) n D, contains the set 
{x E D, : / p)(x, B, G, t)’ < a for al2 t > 0 and X+(x, B, G) < X,}, 
and U,(B, G) n D, contains the set 
(x E D, : ) g)(x, B, G, t): < a for all t ,( 0 and h-(x, 3, G) > Xij. 
If, in addition, Xi < 0, then 
S,(B, G) n D, C S,(B, G) n D, 
Similarly, if Xi > 0, then 
U,(B, G) n D, C P,(B, G) n D, . 
(B) FOY p = hiwl and h = hi (i = l,..., k), B E H(A), and GE H(F) there 
exist in X Lipschitz continuous manifolds W,(B, G) n D, homeomorphic to 
K(B) n D, . Furthermore the set 
{(x, B, G) G X x H(A) x H(F) : x E Wi(B, G) n D,,; (2.26) 
is an invariant set in the induced flow on D, x H(A) x H(F). Moreover, 
W,(B, G) n D, contains the set 
{x E D, : 1 ~(x, B, G, t)i < a for all t E R, p < h-(x, B, G) and hi-(x, B, G) < X>. 
In particular ifp < 0 and X > 0 then W,(B, G) n D, contains the set 
{x E D, : 1 p(x, B, G, t)l < a for all t E R and h-(x, B, G) = h+(x, B, G) = 01. 
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Proof. The argument is not difficult. First we choose 0 > 0 so that 
0 < (K” $- 2K)(K + I)0 < Lx. (2.10) 
Kext we use Lemma 4 to choose 6 > 0 so that for each GE H(8) there is a 
d E P0 satisfying G = G on D, P: R. Q7e shall now apply Theorems 1 and 2 to 
as G varies over H(8). 
“y’ -- B(t)x +- qx, t) (2.23) 
The stable and unstable manifolds S,,(B, G) and U,(B, G) for h =-= hi 
(i = 0, I,..., R) are Lipschitz continuous and satisfy 
S,(B, G) n D, Fa X(B) n D,,; lJ,(B, e) n D, m &JB) n D,, 
for every a > 0. Now fix a > 0 so that La =-: b, where L is given in Theorem 1. 
Then set 
S&B, G) n D, = S,(B, c) n D, , Lrj(B, G) n II, I- U,(B, C?) n D, 
for i = 0, I,..., k. I f  x E D, and P)(x, B, G, t)/ < a < b for all t > 0, then 
q~(x, B, G, t) = q(x, B, G, t) for all t 2 0. In addition if X+(X, B, G) = 
h+(x, B, G) < A, then by Theorem 1, E E S,(B, C?). Thus S,(B, G) n D, 
contains the set 
{X E I), : , q(x, B, G, t): < a for all t ;;; 0 and h+(x, B, G) < A]. 
Similarly D;(B, G) n D, contains the set 
{x E D, : ; I&X, B, G, t) < a for all t < 0 and h < X-(X, B, G): 
Now assume that X = A, < 0. Then for 1~‘ E S,(B, 6) CT D, one has by 
Theorem 1 
1 p(x, B, G, t), s; , c”~~(x, B, C?, f) < L , x I e-B1 < L i .\‘ r, h 
for all t >, 0. Hence q~(x, I?, G, f) q(~, B, G, t) and SA(B, 6’) n D, ---. 
s,(B, G) n D, C S,(B, G) n D, . In a similar way one shows that if hi ‘> 0, 
then U,(B, G) n D, C UJB, G) n II, . 
Let us now prove (B). For ,U =y h,_i and A : Ai (i = l,..., k) we set 
Wi(B, G) n D, :-= V?(B, C?) n D,, , where G and a are chosen as above. Then 
W,(B, G) n I),, is homeomorphic to Y<(B) n DC, by means of a Lipschitz- 
continuous homeomorphism as a result of Theorem 2. The fact that 
Wi(B, G) r\ D,, contains the set 
{X E D, : q(x, B, G, t)’ < a for all I E R, ,U < h-(x, B, G) and h+(x, B, G) < A) 
is argued exactly as abol-c. 
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The invariance of the sets described in (2.24)-(2.26) follows now from the 
above discussion. Q.E.D. 
The manifolds S,(B, G) n D, (i = 0, l,..., k) are called the stable manifolds 
for Eq. (2.22). The manifolds U,(B, G) n n, (i = 0, I,..., h) are called the 
unstable manifolds for Eq. (2.22). Th ese manifolds have the same dimensions as 
the corresponding stable and unstable manifolds for the linear equations 
x' = B(t)s, or .T' = A(t)x. The manifolds W,(B, G) n II,, (i = I,..., k) are 
called the branch manifolds for Eq. (2.22). They have the same dimensions as 
the corresponding spectral subspaces for the linear equation x’ =: d(t)x. 
Remark 9. In the case that h = hi < 0, one can infer more than the fact 
that ,‘i,(B, G) n D, contains a Lipschitz-continuous manifold of the same 
dimension as .YA(B). We showed above that 
S,(B, G) n D, = S,(B, c$) n D, _C S,(B, G) n D, . 
As a matter of fact, by using the methods of Theorem 1, one can show that if 
there is an x E S,(B, G) n D, with x E S,(B, G) n D, , then the solution 
9)(x, B, G, t) must satisfy / ~(x, B, G, t)l > b 2 a for some t > 0. 
RemarR 10. As noted in Remarks 2 and 5, it follows that the stable manifolds, 
the unstable manifolds as well as the branch manifolds vary continuously over 
H(A) >~ H(F). 
Remark I I. Since Hypothesis H assures us that the choice of 0 can be made 
arbitrarily small, it follows from Remarks 4 and 7 that the invariant manifolds 
S,(B, G) n L), , U,(B, G) n D, , and W,(B, G) n D, are tangent to the linear 
manifolds ,y,(B) n D, , 4?!,(B) n D, , and K(B) n D, (respectively) at the 
origin. 
Remark 12. Let us now return to the “center manifold.” Once again consider 
the equation 
x’ .-= A(t>x $ F(x, t), (2.6) 
where d E ,+Yli and the Standing Hypothesis is satisfied and where F satisfies 
Hypothesis H. Assume now that X = 0 is in the spectrum Z(A) and let [a, , b,] 
denote the spectral interval containing 0. Let 9; denote the corresponding 
spectral subbundle in X x H(A) and let n, = dim $$(A) >, 1. Let W,(A, F) n D, 
denote the corresponding branch manifold for the nonlinear equation (2.6). 
The manifold W,(A, F) n D,, is called the center manijokd for (2.6). It has 
dimension n, . Next set p = X,-i and h = hi, where p < 0 < A. Then the 
stable manifold S,-,(A, F) n D, has dimension I, and the unstable manifold 
?Yi(A,F) n D, has dimension m where I + m + n, == n = dim S. Further- 
more one has 
&+(A, F) n D, C &(A, F) n D, , 
lJJA4, F) n D, C UA(A, F) n D,, . 
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If x E S,-r(A, F) n D, then 
I cp(x, A, F, t); < L j x 1 e-gl, t :;- 0, 
and if x E U,(A,F) n 11, , then 
, cp(x, A, F, t)’ < L / x I eR’, t < 0, 
where L and ,K are given by Theorem 1 and 4. The three spaces S,-,(A) F) n Dn , 
f@-r&F) n D, , and [!,(A, F) r\ D,, show that the trichotomy 
A- : .Yu(A) -I+ “t,(A) c I//n(A) 
for the linear equation S’ =m: ,4(t)x is inherited by the nonlinear equation (2.6). 
The following generalization of Theorem 3 is now straightforward. 
THEOREM 5. Let A E An and choose CL, h E ~(-4) with p < h. 
(A) If  there is a B E H(A) and an FE 5 with the propert?/ that for every 
a > 0 there is a nowzero vector .r’ E I’,,,(B, F) with g(x, B, F, t)’ CC a for all 
t E R, then the spectrum Z(A) meets (p, h), i.e., Z(A) n (p, h) :,t ,? 
(B) Assume that y  < 0 C. /\. If there is a B E H(A) and an F E .X with the 
property that for every a > 0 there is a nonzero vector x surh that 1 ~(s, B, F, t) < a 
for all t E R and X-(x, B, F) :-: ;\r(.x, B, F) :- 0, then 0 E Z(A). 
33. THE FLOM. IN THE VICINITY OF AK ALMOST PERIODIC ~IOTION 
IATe return now to the problem with which we began the paper. ‘That is, let 
x =~- +(t) be a given almost periodic solution of an autonomous differential 
equation x’ r-f(x) on R” with C’-coefficients. Let H(4) =- VI{+(T) : 7 E R] 
denote the hull of+. The space H(4) is the space of a compact Abelian topological 
group with a dense subgroup parameterized by the additive group K: cf. [IO, 161. 
Let 1 denote the topological dimension of H(4). By the Pontryagin-Cartwright 
theorem the topological dimension 2 is the same as the algebraic dimension of the 
Fourier-Bohr frequency module and 2 < n -- I ; cf. [l, 1 I]. 
Let x = 4(t) I 3’ be a solution of Y’ -7 f(z). Then y  satisfies the differential 
equation 
v’ --= ‘?(?‘a t) =- .f (40) --I iv> ~ .f (d(t))> 
which we write in the form 
?” -4(t)>) f  F(3’, f), (3.1) 
where A(t) is the linear part of ,g, i.e., A(t) = (kf/?Lx)i,z+~t) and F(p, t) 7: 
‘y(y, t) - A(t)?!. Since A(t) is almost periodic in t one has A EJ?‘~. Furthermore 
F satisfies Hypothesis H. 
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UTe shall now adopt the notation of Remark 12. In the event that 0 E z(A) we 
shall let [a,, , b,] denote the spectral interval containing 0. Also V0 will denote the 
spectral subbundle in R” x N(A) associated with [a,, b,] and finally we let 
W,,(A,F) n L), denote the center manifold for Eq. (3.1). 
THEOREM 6. Let x = 4(t) be an almost periodic solution of x’ = f (x) and 
assume that the topological dimension of the hull H(4) is 1 > I. Then the following 
statements are valid: 
(.A) 0 E z(A) and dim W,,(A, F) n D, := dim $ ,(A) > 1. 
(B) If dim VO(A) = 1, then H(4) e T’, an l-dimensional torus, and the 
solution 4(t) is quasi-periodic. That is, there exists a continuous function 1v: Ii1 + Rn 
such that Y(u, ,..., UJ has period 1 in each variable and 
for appropriate choice of constants 01~ ,..., crl . 
In order to prove this theorem we shall need the following fact: 
LEMMA 5. Let Z be a compact space and assume that R” x Z can be imbedded 
in Rn. Then Z is afinite set, 
Proof. Assume, on the contrary, that Z is an infinite set and let z,, be a point 
of accumulation of Z; i.e., x0 = lim z,, , where z, E Z and z, # z0 . Consider 
the compact set D” x Z = {(x, z) : 1 x [ < l}. The imbedding of Rn x Z into 
Rn induces an imbedding Y D” x Z - Rn; i.e., Y is continuous and one-to-one. 
Furthermore Sz = Y(D” x {zO}) is homeomorphic to Dn. Hence p = Y(0, za) 
is an interior point of L?. Fix 71 > 0 so that 
Since ?P is uniformly continuous on Dn x Z, for every E > 0 there is a 6 > 0 
such that 
whenever (xi , zJ E D” x Z, i = 1,2. Now set E = 7 and choose 6 so that 
(3.2) holds. If 1 z, - x0 [ < 6 then 
I Y(0, x,) - Y(0, -%)I = I WA %L) -P I < rl. 
Hence Y(0, zm) E G, which contradicts the fact that Y is one-to-one. Q.E.D. 
Proof. In order to prove Theorem 6 we must use the fact that the flow 
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generated by the differential equation X’ = f(x) is equicontinuous on II(+). l.ct 
4(x, t) denote the noncontinuable solution of the initial value problem 
x’ = f(x), x(0) = x. (3.3) 
The equicontinuity means that for every E > 0 there is a 6 = A(E) ;- 0 such that 
whenever x1 , x2 E H(#) and j x1 - x2 1 < 6 then 1 $(x1 , t)i - +(.y2 , t)~ < E for 
all t E R; cf. [16] for details. 
Now the given almost periodic solution+(t) is+(t) = $(x0 , t), where x,, =~ 4(O). 
Next we shall use the fact that the hull H(4) is homogeneous, i.e., every point in 
H($) has arbitrarily small neighborhoods of dimension 1 [IO, 1 I]. 
The connection between the solutions of Eqs. (3.1) and (3.3) is described by 
the formula 
4(x, t) =- d(q, , t> + dp, A,F, t), 
where x = x0 + y. Consequently if x E H(4) and ) x - x0 / = I y / < 6, then 
p(~*, A,F, t)i =- I $(x, t) - $(x0, t)l < 4 (3.4) 
for all t E R. 
We wish to apply Theorem 5(B). L e E = a > 0 be given and choose 8 > 0 t 
by the equicontinuity of the flow on H(4) so that (3.4) is valid. Let r, be the set 
r, = (y = x - x0: x E H(4) and 1 y 1 < S}. 
Then dim Pa = I and consequently 
dim{y E D, : / q~(?, A, F, t)l ,< a for all t E R} 3 1. 
However, the equicontinuity of the flow on H(4) im pl ies the following distality 
relationship: If x E N(d) and ; x - x0 ) = 1 y ) :> E then 
I &I-, -4, F, t); = /4(x, t) - 4(x0, t)l > 6(r) (3.5) 
for all t E R. Now, inequalities (3.4) and (3.5) imply that if x E H(4), 
x = x,, + y, y # 0, then 
A-+(?, A, F) : k(y, A, F) =: 0. 
Consequently the set r, where 
r = {y E D, : / r&y, A,F, t)l < a for all t E R and k(y, A, F) = h+(y, A, F) = 0} 
contains I’,, and thus dim r > 1. Since this is valid for every a > 0. It follows 
from Theorem 5 that 0 E Z(A). Theorem 4 then implies that the center manifold 
contains r and therefore has dimension a-1. Thus 
dim Vo(A) = dim lVo(A,F) r\ D, > 1. 
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Let us now turn to part (B). Assume that dim Y&4) = 1. Then 
dim W,(A, F) n D, = 1 
and W,,(A, F) n D, contains the set r as well as the l-dimensional subset 
r, = {y = x -x0 : x E H(d) and / y j < S>. 
The character group of H(b) is a discrete Abelian subgroup of R of rank 1. 
Consequently I’,, is homeomorphic to Rz x W where W is a compact O-dimen- 
sional group; cf. [ll, p. 1663. Since F, w R1 x W is imbedded into R1 it follows 
from Lemma 5 that W is a finite set. Hence, by choosing 6 somewhat smaller if 
necessary, we conclude that I’, w R z. Since H($) is compact and Abelian it 
follows that H(4) m F, the l-dimensional torus; cf. [I 1, p. 1701. Q.E.D. 
The following statement is simply a reformulation of Theorem 6. 
THEOREM 7. Let x = $(t) be an almost periodic solution of x’ = f  (x) where 
f  is a C2-function and assume that the topological dimension of the hull H(4) is 1 > 1. 
Let A(t) = (2f/2x)lrxdtt) denote the linear part off evaluated along d(t). Let 
p(A) denote the collection of h E R such that the linear equation 
x’ = (A(t) - hl)x 
admits an exponential dichotomy. For each h E p(A) let Nh denote the dimension of 
the stable manifold for the associated exponential dichotomy. Then the following 
statements are valid. 
(A) I f  h, p E p(A) with p < 0 < h, then NA - N, > 1. 
(B) I f  h and p can be chosen in p(A) sothatp<O<handN,--NU=l, 
then H(4) w Tz, an l-dimensional torus, and (b(t) is quasi-periodic. 
Remark 13. Theorem 7 is valid even for 1 = 0 provided one interpets To as a 
set with one point. In this case, the solution $ is a fixed point. 
Remark 14. The condition that N,, - N,, = 1 as stated in statement (B) 
above can be reformulated by saying that 
dim H(4) = dim Vo(A). 
We say, in this case, that the almost periodic solution + is hyperbolic. The reason 
for this terminology is that the flow generated by x’ = f  (x) admits a hyperbolic 
structure in the vicinity of H(4); cf. R emark 12 and Theorem 4. Every hyperbolic 
almost periodic solution is then quasi-periodic. 
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4. DIFFE~~~K~IARILITY 0~ INVARIAX\:T MANIFOLDS 
We have shown above that the stable manifolds, the unstable manifolds as 
well as the branch manifolds for the nonlinear problem 
x’ == ,4(t)x +F(s, t) (4.1) 
are Lipschitz continuous when A E JZ@ and F is Lipschitz continuous and 
satisfies Hypothesis H. If, in addition, F is a Cl-function in x, then one can show 
that these manifolds are smooth, i.e., they are Cl-manifolds. The argument is 
rather simple. 
Assume that A E J&‘” and that the Standing Hypothesis is satisfied. Assume 
further that F is a Gfunction that satisfies Hypothesis H. Then fix 0 > 0 so that 
inequality (2.10) is satisfied. Next use Lemma 4 to choose b > 0 and 8’ E S8 so 
that $’ =- F for 1 x ! < b and E? = 0 for x j 3 26. (We can and do assume that 
b < 1.) Next we consider the nonlinear equation 
x’ = A(t)x +P=(x, t), (4.2) 
which agrees with Eq. (4.1) for / x: ’ < b. 
Let us show now that a typical stable manifold S’,(4,p) is smooth. Recall 
that 
S,(A, P) =-: (#([, 0) : [ E YA(A)), 
where #(t, t) is the unique fixed point in Z = Z(A) of the mapping 
- @,,(A, t) ja [I - P(B)] @,l(A, s) e-Asfl(e’s$([, s), s) ds. 
t 
Now let W :.= W(A) denote the collection of all functions #(E, t) E Z such that 
a)((, t) is a Cl-f uric ion in f  and the derivative D+!J -T &b/at satisfies DQ!I i ,< t 
K + 1 for all (f, 1) E ,4P,(A) x A. W e claim that F maps W into itself. It 
follows then from the usual compactness arguments that the fixed point of .T 
is in W and thus S,(A, p) is a smooth manifold. 
In order to show that .F maps W into itself we first note that if $(t, t) is a 
Cl-function in 5, then S#(t, t) is also. By differentiating Y#([, t) with respect 
to [ one gets 
DeF$(f, t) = QA(A, t) P(A) + @,(A, t) j” P(A) @?(A, +?&+9(4, s), s) QJ h 
0 
%(A, t) jrn [I - P(A)] @?(A, s) flz(ehV(f, ~1, $1 @b 4 
t 
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where p ‘^, = @/ax. Since 8’ E g0 one has / II’, 1 < 0. Furthermore since $ E W 
one has / DI/J / < K $ 1. Consequently it follows from inequality (2.4) that 
1 DS# / < Kepat + Jbt Ke-“(t~S)O(K + 1) ds 
+ ltrn Ke- a(s-t)O(K + 1) ds 
< K + 2K(K + 1) ~~8. 
However, inequality (2.10) implies that 2K(K + 1)01-W < 1, hence / 094 j < 
K+ 1. 
The proof that the unstable manifolds and the branch manifolds are smooth is 
similar and we omit the details. 
5. FLOWS ON MANIFOLDS 
The theory presented above can be extended, with only minor modifications, 
to vector fields on manifolds. Let us outline this extension. 
Let f  be a P-vector field on an n-dimensional smooth compact manifold M. 
In local coordinates on M this can be expressed as a differential equation 
x’ = f(x). Let +(t) denote a given almost periodic solution. Then in a local 
coordinate patch one can make a change of variables x = +(t) + y, where y  
would satisfy the differential equation 
Y’ = ‘dY1 t) = fMt) i- Y) -.fMth 
which in turn can be linearized to obtain 
y’ = A(t)y t qy, t) (5.1) 
in this given coordinate patch. The linear operator A(t) is defined globally 
(for all t E R) as simply the linear part off evaluated along the solution d(t). The 
function F is then defined by 
F(Y, t) = f(W) + Y) -J%(t)) - 4)?, (54 
in the given local coordinate system with the origin at 4(t). In this way Eq. (5.1) 
represents the same vector field f  in a moving coordinate system with the origin 
at 4(t). However in each coordinate patch the function F is defined only for small 
values of the tangent vector y. Since d(t) remains in a compact subset of M, it 
follows that F is defined for all t F R and all y  E T,&lI with ! y  j < C, where C 
is some constant independent of t. Furthermore the function F satisfies 
Hypothesis H in the same region, cf. [9]. U :e now let F denote an extension of the 
function given by (5.2) for / y  / < C so that F is defined for all .y E T,(,,M and 
where F satisfies Hypothesis H. 
;os!27/3-6 
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The spectral theory for the induced linearized flow on the tangent bundle 7’M 
has a formulation similar to that described in Theorem A. Without going into 
detail one can now prove the analog of Theorem 6. Specifically one has 0 F Z(J) 
and 
dim W,,(-4, F) n D, -== dim $ yj(L4) ; dim H(4), 
where H(4) = cl{+(~) : T E R) is the hull of 4. I f  4 is hyperbolic, i.e., if 
dim W,(A,F) n I),, :- dim Y;,(A) :: dim M(4), 
then H(4) m T’, an Ldimensional torus, and C(t) is quasi-periodic. 
6. PERTURBATION THEORY 
Consider the family of differential equations 
Y’ - .f (.Y t4 (6.1) 
where y  is a parameter in a space 31 and f  is continuous on X x M (X RrL or 
CY) and a C2-function of x. Assume that at some specific value of p, say p 0, 
Eq. (6.1) has a hyperbolic almost periodic solution x :~- $(t). It then follows 
from Theorem 6 and Section 4 that the hull N(4) is diffeomorphic to an Z-dimen- 
sional torus II”, where 1 :- dim W(4). Because of the hyperbolicity, it then 
follows directly from [5, 121 that there is a neighborhood &J,, of p = 0 and a 
continuous family T(P), p E M, , of I-dimensional tori, where T(O) =- H(4) and 
each torus +) is an invariant set for the associated Eq. (6. I). 
Addendum. Many persons have worked on the center manifold theorem. 
References, in addition to those cited above, can be found in [7, pp. 271-2721. 
The center manifold theorem, for autonomous systems, is equivalent to a 
“reduction principle” due to Pliss [ 18, 191. 
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