Model selection when designing deep learning systems for specific use-cases can be a challenging task as many options exist and it can be difficult to know the trade-off between them. Therefore, we investigate a number of state of the art CNN models for the task of measuring kernel fragmentation in harvested corn silage. The models are evaluated across a number of feature extractors and image sizes in order to determine optimal model design choices based upon the tradeoff between model complexity, accuracy and speed. We show that accuracy improvements can be made with more complex meta-architectures and speed can be optimised by decreasing the image size with only slight losses in accuracy. Additionally, we show improvements in Average Precision at an Intersection over Union of 0.5 of up to 20 percentage points while also decreasing inference time in comparison to previously published work. This result for better model selection enables opportunities for creating systems that can aid farmers in improving their silage quality while harvesting.
DATA
The data used to train and test the networks are the same as that used in Rasmussen & Moeslund (2019) and consist of RGB images of silage taken post-harvest. Typically, kernel processing evaluation requires the separation of kernels and stover (leaves and stalks) either through manual means as in (Mertens, 2005 ; Penn State Extension, 2016) followed by sieving measurements or sieving estimation with image processing (Drewry et al., 2019) . However, the manual separation step can be cumbersome making it problematic for a farmer whilst harvesting. Therefore, in Rasmussen & Moeslund (2019) images and annotations were collected of non-separated corn silage for a direct measurement.
The dataset consists of a total of 2043 images with 11601 kernel fragment annotations. A notable difference in this work compared to Rasmussen & Moeslund (2019) is a validation set is added to combat overfitting whilst training by evaluating a model variant with the lowest validation loss. In Rasmussen & Moeslund (2019) the data was split 60% for training and 40% for testing, here we keep the same training set but evenly split the original test set such that validation and test cover 20% each. For the variation of image sizes when training and testing models images are resized from the original images dimensions of 640×1280 to either 600×1200, 400×730 or 200×365 using bilinear interpolation.
CNN META-ARCHITECTURES
The TensorFlow object detection API provides a number of options for meta-architectures and includes pre-trained models with different backbone feature extractors and hyperparameters. Hyperparameters for the training of our models remained unchanged to the configurations files provided in the API, apart from the learning rate being decreased by a factor of 10 as only fine-tuning is performed. Networks are trained using TensorFlow 1.13.1 on an machine containing an NVIDIA Titan XP and GTX 1080Ti.
The first meta-architecture adopted is the Single Shot Multibox Detector (SSD) and is an efficient single-stage bounding-box detector. SSD has a competitive accuracy whilst running much faster than other more complex networks. For the varying complexity of feature extraction within SSD we adopt MobileNetv1 (Howard et al., 2017) , MobileNetv2 (Sandler et al., 2018) and InceptionV2 (Szegedy et al., 2016) . Next, we train Faster R-CNN, a two-stage bounding-box detector that utilises the Region Proposal Network (RPN) to produce candidate proposals whose boxes are regressed and classified. For Faster R-CNN we train variants with Inceptionv2, ResNet50 and ResNet101 from He et al. (2015) . Lastly and most complex is the instance segmentation network Mask R-CNN (He et al., 2017) . The network is an extension of Faster R-CNN but with the added ability of producing masks for prediction. As the RPN is also part of Mask R-CNN the network is also able to output bounding-boxes, thus both forms will be evaluated. The feature extractors trained for Mask R-CNN are also Inceptionv2, ResNet50 and ResNet101.
RESULTS
The results in Table 1 are based upon a subset of the COCO metrics where the models with boundingbox predictions can be seen in first section and segmentation models in the second section. Additionally, we show the AP@0.5 results from Rasmussen & Moeslund (2019) for R-FCN Dai et al. (2016b) with ResNet101 and the MNC (Dai et al., 2016a) with AlexNet (Krizhevsky et al., 2012) . As mentioned in Section 2, we altered the test set such that a validation set is also available. Therefore, the results are not calculated on the exact same images as in Rasmussen & Moeslund (2019) but we argue that the new test set is large enough such that the results are comparable.
The results in Table 1 are visualised in Figure 1 where we show the AP@0.5 in (a), AP in (b) and AR@100 in (c) all against the inference time of the models. Firstly, we see a significant improvement in the AP@0.5 in comparison to the R-FCN model from Rasmussen & Moeslund (2019) in addition to a decrease in inference time for all SSD variants and some of the Faster R-CNNs and Mask R-CNNs. The models trained in this work have an AP@0.5 of around 20 percentage points higher, while running at up to 5-8× faster for bounding-boxes. However, the segmentation variants proved to be slower than previous with only the Mask R-CNN Inceptionv2 at image size 200×365 running (2019). However, improvements of up to 17.7 percentage points are seen for more complex models but at a cost of increased inference time.
Comparing the varying meta-architecture complexity we see that there is a slight gain in the metrics when evaluating bounding-box outputs. However, this comes at a cost of inference time, especially between Faster R-CNN and Mask R-CNN. Within each meta-architecture we see slight differences between feature extractors. At 600×1200 AP for SSD improves by 9.4% from MobileNetv1 to Mo-bileNetv2 but falls for Inceptionv2, Faster R-CNN increases by 4.5% from Inceptionv2 to ResNet101 and Mask R-CNN by 3.5% from Inceptionv2 to ResNet101. This shows that less is gained spending time on determining the optimal architecture for feature extraction in comparison to choosing the meta-architecture. This is in contrast to the findings in Huang et al. (2017) where large improvements could be made, for example, Faster R-CNN had a 70% increase in AP on the MS COCO test set over the evaluated feature extractors. Finally, we do see improvements in the metrics when increasing the image size from 200×365 to 400×730, but not as much when between 400×730 and 600×1200. Additionally, a significant increase in inference time is seen for most meta-architectures when the image size is at the largest.
Lastly, an example image with predictions from the best performing model with respect to AP and AP@0.5 can be seen in Figure 2 . 
CONCLUSIONS
In this work we have shown a systematic approach to train object recognition networks towards the task of kernel fragment recognition in corn silage whilst providing an overview of the trade-off in complexity, accuracy and speed. We show that slight improvements in AP and AR can be made by adopting more complex meta-architectures but at a larger cost of inference time. For all models the gain in AP and AR from a small to a medium image size was considerable, however, was minimal or worse when increasing onwards to a larger size. Minimal improvements could be made when altering the feature extractor for each meta-architecture, a contrast to findings on COCO in (Huang et al., 2017) We propose that this approach can be transferred to other similar domains where training data can be sparse in order select an appropriate model and speculate that these design choices for our models could be directly transferred to tasks with similarities in images, such as high amounts of clutter and occlusion. The improvements in kernel fragment recognition through better model selection open possibilities for a more efficient and robust system for farmers to obtain improved yields.
