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.
31. $a$ . $\ell$ $r(\ell)$ . , $r(\ell)<(8a)^{\ell}$
.
. $i$ $\frac{1}{2i-1}(\begin{array}{l}2i-1i\end{array})$ ,
$\sum_{i=1}^{\ell}\frac{2^{i}a^{i-1}}{2i-1}(\begin{array}{l}2i-1i\end{array})$ $<$ $(2a)^{p} \sum_{i=1}^{\ell}(\begin{array}{l}2P-1i\end{array})$ $<$ $(2a)^{\ell}2^{2\ell-1}$ $<$ $(8a)^{\ell}$
[BEHW87]
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41. $x_{1},$ $x_{2},$ $\ldots,$ $x_{n}$ , $V$ .
$X$ , $S\subseteq X$ . $g$ $V$ $2^{X}$
. , $S$ $x_{i}$ 4 .
$S_{N}^{0}(x_{i})=\{e\in S:x_{i}(e)=0, f(e)=N\}$ , $S_{N}^{1}(x_{i})=\{e\in S:x_{i}(e)=1, f(e)=N\}$
$S_{Y}^{0}(x_{i})=\{e\in S:x_{i}(e)=0, f(e)=Y\}$ , $S_{Y}^{1}(x_{i})=\{e\in S:x_{i}(e)=1, f(e)=Y\}$
,
$g(x_{i}, S)\equiv\varphi(S_{N}^{0}(x_{i}), S_{N}^{1}(x_{i}),$ $S_{Y}^{0}(x_{i}),$ $S_{Y}^{1}(x_{i}))$
. $g$ . $g$ ,
$x_{j}$ , . $S$ $x_{j}$
, $x_{j}(e)=0$ $S_{0},$ $x_{j}(e)=1$ $S_{1}$




. $S$ 4 $S’$ .
$g$ $x_{i}$ , $S$ $S’$
. , $x_{i}$
$g(x_{i)}S)\equiv\psi(|S_{N}^{0}(x_{i})|, |S_{N}^{1}(x_{i})|,$ $|S_{Y}^{0}(x_{i})|,$ $|S_{Y}^{1}(x_{i})|)$
$\psi$ . , $g$ $R$
. , $\psi$ $\varphi$ .
, Quinlan .





42. $S$ $x_{i}$ 2 . $S^{a}(x_{i})$













–Quinlan , Weighted Error – .
. ,
:(1) , (2) .
, .
$x_{i}$ $S^{0}(x_{i})$ $S^{1}(x_{i})$ $Y$ $N$
.. Weighted Error . $y,$ $n$ $Y$ , $N$ , $y_{0},$ $y_{1},$ $n_{0},n_{1}$
$S_{Y}^{0}(x_{i}),$ $S_{Y}^{1}(x_{i}),$ $S_{N}^{0}(x_{i}),$ $S_{N}^{1}(x_{i})$ . , $k=(y+n)/ \min\{y, n\}$
. , $x_{i}$
wmis $(x_{i})$ $=$ $\min\{n_{0},y_{0}\}\cdot\frac{y_{0}+n_{0}}{y+n}+\min\{n_{1},y_{1}\}\cdot\frac{y_{1}+n_{1}}{y+n}$
$=$ $\frac{2k}{y+n}((\min\{y_{0},n_{0}\}-\frac{y+n}{2k})^{2}+\frac{(y+n)^{2}}{4k^{2}})$
. .. Quinlan . $x_{i}$




. , Weighted Error .
, $S^{0}(x_{i})$
. , $i<irightarrow S^{0}(x_{i})\subset S^{0}(x_{j})$ .
, $S^{0}(x_{i})\backslash S^{0}(x_{j}),$ $i>j$
. ,
. , $Y,$ $Y,$ $N,$ $N,$ $Y,$ $Y,$ $N,$ $N$ , . . .
2 $Y$ $N$ 2 .
, .
. $\{x_{i}\}$ ,
. , $M(x)=x\log x$ .
27
. Quinlan . , $x_{t}$
$Y$ . $S^{0}(x_{t})$ $Y,$ $N$









. . ( $n$ ).
$n$ , $\{x_{4i}\}$ .
qnln $(x_{4i})$ $=$ $- \frac{2i}{2n}(M(\frac{i}{2i})+M(\frac{i}{2i}))-\frac{2n-2i}{2n}(M(\frac{n-i+1}{2n-2i})+M(\frac{n-i-1}{2n-2i}))$
$=$ $\frac{i}{n}-\frac{n-i}{n}(M(\frac{n-i+1}{2n-2i})+M(\frac{n-i-1}{2n-2i}))$
, .
, .. Weighted Error . Weighted Error Quinlan
( ) . Weighted Error
$n=4k,$ $k\in N$ , $\{x_{4i}\}$ .





2 Quinlan Weighted Error
. $n$ .
$\bullet$ Quinlan $\sigma=n$ .
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