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Abstract
In this paper we consider the solution of the stochastic nonlinear integrodifferential
equation of the Itô type with small perturbations, by comparing it with the solution of
the corresponding unperturbed equation of the equal type. We investigate the closeness in
the (2m)th moment sense of these solutions on finite fixed intervals or on intervals whose
length tends to infinity as small perturbations tend to zero.  2002 Elsevier Science (USA).
All rights reserved.
1. Introduction
In many problems in almost all areas of science and engineering there are real
phenomena depending on the effect of “white noise” random forces and on deter-
ministic and stochastic perturbations. These problems are at least mathematically
modelled and described by various generalized stochastic differential and inte-
grodifferential equations of the Itô type. Moreover, different problems treating
stochastic equations with perturbations have been studied by several authors in
the past years, in many papers and books, for example, in basic monographs by
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Khasminskii [1], Liptser and Shiryaev [2], and Skorohod [3]. From the theoretical
point of view, and much more from the point of view of various applications, it is
important to study the solutions of these equations by comparing them, in some
reasonable sense, with the solutions of the appropriate equations independent of
perturbations.
Essentially, the basic ideas of the present paper go back to paper [4] treating the
stochastic differential equation of the Itô type with small perturbations of a special
type. Our main interest here is to investigate how the perturbations, more general
than in [4] and depending on a small parameter ε ∈ (0,1), affect the solution of
the following nonlinear stochastic integrodifferential equation:
dxεt = F˜
(
t, xεt ,
t∫
0
f˜1
(
t, s, xεs , ε
)
ds,
t∫
0
f˜2
(
t, s, xεs , ε
)
dws, ε
)
dt
+ G˜
(
t, xεt ,
t∫
0
g˜1
(
t, s, xεs , ε
)
ds,
t∫
0
g˜2
(
t, s, xεs , ε
)
dws, ε
)
dwt ,
xε(0)= xε0 a.s., (1)
compared with the solution of the corresponding unperturbed equation of the
same type,
dxt = F
(
t, xt ,
t∫
0
f1(t, s, xs) ds,
t∫
0
f2(t, s, xs) dws
)
dt
+G
(
t, xt ,
t∫
0
g1(t, s, xs) ds,
t∫
0
g2(t, s, xs) dws
)
dwt , t ∈ [0, T ],
x(0)= x0 a.s. (2)
We shall restrict ourselves to the estimation of the closeness of these solutions in
the (2m)th moment sense. Note that similar problems are studied in [5,6].
Here, we assume that w = (wt , t  0) is a one-dimensional normalized
Wiener process defined on a complete probability space (Ω,F ,P ) with a natural
filtration {Ft , t  0} (i.e., Ft = σ {ws, 0  s  t}), x0 is a random variable
independent of w and xt is a one-dimensional stochastic process. The random
functions fi :J ×R ×Ω → R, gi :J ×R ×Ω→ R, i = 1,2, F : [0, T ] ×R3 ×
Ω → R and G : [0, T ] × R3 ×Ω → R, where J = {(t, s): 0  s  t  T }, are
Borel measurable on their domains, fi(t, s, x) and gi(t, s, x) are Fs -measurable
for each s  t, x ∈ R, F(t, x, y, z) and G(t, x, y, z) are Ft -measurable for
each (x, y, z) ∈ R3. Clearly, the initial condition xε0 and the random functions
f˜i , g˜i , i = 1,2, F˜ , G˜ are defined as x0 and the corresponding random functions
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from Eq. (2). Here, we adopt the shorter notation, omitting ω in the all random
functions and processes.
Note that Eq. (2) was studied earlier in many papers by Murge and Pachpatte,
for example, in [7], and also in [8] as a special case of a general equation
which contains more specific stochastic differential and integral equations. In fact,
Eq. (2) is influenced by the recent paper [9] by Berger and Mizel.
In papers [7] and [8] the basic existence and uniqueness theorem was proved
on the basis of the classical Picard method of iterations: If E|x0|2 <∞ and if
the random functions fi, gi, F and G are globally Lipschitzian and satisfy the
usual linear growth condition, then Eq. (2) has a unique a.s. continuous and Ft -
measurable solution xt satisfying E{supt∈[0,T ] |xt |2}<∞. Moreover, by applying
the procedure used in [2], one can prove that if E|x0|2m <∞ for any fixed number
m ∈N , then E{supt∈[0,T ] |xt |2m}<∞.
The purpose of the present paper is to expose conditions under which the initial
value xε0 and the random functions F˜ , G˜, f˜i , g˜i are close in some way with x0 and
F,G,fi , gi , respectively, so that the solutions of these equations are close in the
(2m)th moment sense. In accordance with this fact, Eq. (1) could be treated as the
perturbed equation, with respect to the unperturbed equation (2).
The paper is organized in the following way: In Section 2 we formulate the
problem of perturbations and we expose our main results. First, we give a global
estimation for the (2m)th moment closeness for the solutions of the perturbed and
unperturbed equations. Starting from this estimation, we give conditions ensuring
the (2m)th moment closeness of these solutions on finite time-interval [0, T ].
Since the previous results are generally not valid if the time-interval is infinite, the
main result of this paper refers to finding intervals [0, T (ε)] whose length tends to
infinity as small perturbations tend to zero, so that the solutions of Eqs. (1) and (2)
are close in the (2m)th mean on these intervals.
2. Formulation of the problem and main results
Furthermore, for notational simplicity reason, let us denote that
A1xt =
t∫
0
f1(t, s, xs) ds, A2xt =
t∫
0
f2(t, s, xs) dws,
B1xt =
t∫
0
g1(t, s, xs) ds, B2xt =
t∫
0
g2(t, s, xs) dws,
Fxt = F(t, xt ,A1xt ,A2xt ), Gxt =G(t, xt ,B1xt ,B2xt ).
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Thus Eq. (2) can be expressed in a shorter integral form as
xt = x0 +
t∫
0
Fxs ds +
t∫
0
Gxs dws, t ∈ [0, T ]. (2′)
Motivated by the basic paper [4], we suppose that there exist the nonrandom
functions αi :J × R → R, βi :J × R → R, i = 1,2, α3 : [0, T ] × R → R,
β3 : [0, T ] ×R→ R, depending on ε, such that we can denote that
A˜1x
ε
t =A1xεt +
t∫
0
α1
(
t, s, xεs , ε
)
ds,
A˜2x
ε
t =A2xεt +
t∫
0
α2
(
t, s, xεs , ε
)
dws,
B˜1x
ε
t = B1xεt +
t∫
0
β1
(
t, s, xεs , ε
)
ds,
B˜2x
ε
t = B2xεt +
t∫
0
β2
(
t, s, xεs , ε
)
dws,
F˜ xεt = F
(
t, xεt , A˜1x
ε
t , A˜2x
ε
t
)+ α3(t, xεt , ε),
G˜xεt =G
(
t, xεt , B˜1x
ε
t , B˜2x
ε
t
)+ β3(t, xεt , ε).
Now, Eq. (1) has a shorter integral form as
xεt = xε0 +
t∫
0
F˜ xεs ds +
t∫
0
G˜xεs dws, t ∈ [0, T ]. (1′)
The terms αi and βi are called the perturbations in the perturbed equation (1).
However, if we require the perturbations to be small enough, then we can expect
the solutions of the perturbed and unperturbed equation to be close in some sense.
In view of that, we introduce the following assumptions:
(A1) There exist a positive integer m and a nonrandom value δ0(ε), such that
E|x0|2m <∞, E|xε0 |2m <∞ and
E
∣∣xε0 − x0∣∣2m  δ0(ε). (3)
(A2) There exist nonrandom nonnegative bounded functions δi(·), γi(·), i =
1,2,3, defined on J and depending on ε, such that
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sup
x∈R
|αi(t, s, x, ε)| δi(t, s, ε), sup
x∈R
|βi(t, s, x, ε)| γi(t, s, ε),
i = 1,2,
sup
x∈R
|α3(t, x, ε)| δ3(t, ε), sup
x∈R
|β3(t, x, ε)| γ3(t, ε). (4)
(A3) The random functions fi, gi,F,G are globally Lipschitzian uniformly in J
and there exist the unique a.s. continuous nonanticipating solutions xεt and
xt of Eqs. (1) and (2), respectively, satisfying E{supt∈[0,T ] |xεt |2m} <∞
and E{supt∈[0,T ] |xt |2m} < ∞. All the random and nonrandom integrals
employed further are also well defined.
If we require that δ0(·), δi(·), γi(·) are small for ε sufficiently small, then we
can expect, under some conditions, that xt and xεt are close in the (2m)th moment
sense. In order to prove this fact, we shall first give the following global estimation
for E|xεt − xt |2m, which plays an important role in the description of our main
results.
Proposition 2.1. Let xεt and xt be the solutions of Eqs. (1) and (2), respectively,
defined on a finite fixed interval [0, T ], and let the assumptions (A1)–(A3) be
satisfied. Then, for t ∈ [0, T ] and m> 1,
E
∣∣xεt − xt ∣∣2m 
[
δ
1/m
0 (ε)e
∫ t
0 ξ(s,ε) ds
+A
t∫
0
[
2p(s, ε)+ (2m− 1)Aq(s, ε)]e∫ ts ξ(r,ε) dr ds
]m
, (5)
where
p(s, ε)=M
s∫
0
δ1(s, r, ε) dr +MCs(m−1)/2m
( s∫
0
δ2m2 (s, r, ε) dr
)1/2m
+ δ3(s, ε),
q(s, ε)=M2s
s∫
0
γ 21 (s, r, ε) dr +M2C2s(m−1)/m
( s∫
0
γ 2m2 (s, r, ε) dr
)1/m
+ γ 23 (s, ε),
ξ(s, ε)= c1s(2m−1)/(m−1) + c2s + c3s(m−1)/(2m−1) + c4 + c5T
+ 2Ap(s, ε),
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and A,C,M,c1, c2, c3, c4, c5 are some generic positive constants independent
of ε and T ; for m= 1,
E
∣∣xεt − xt ∣∣2  5
[
δ0(ε)+ t
t∫
0
µ(s, ε) ds +
t∫
0
ν(s, ε) ds
]
eP4(t), (6)
where
µ(s, ε)= 2L2
s∫
0
[
sδ21(s, r, ε)+ δ22(s, r, ε)
]
dr + δ23(s, ε),
ν(s, ε)= 2L2
s∫
0
[
sγ 21 (s, r, ε)+ γ 22 (s, r, ε)
]
dr + γ 23 (s, ε),
P4(t)= 5/3L2
[
2L2t4 + 5L2t3 + 3(1+L2)t2 + 3t].
Proof. Let us denote that
zεt = xεt − xt , ∆εt =E
∣∣zεt ∣∣2m.
Let m> 1. If we subtract Eqs. (1′) and (2′) and then apply the Itô’s differential
formula to (zεt )2m, we obtain(
zεt
)2m = (zε0)2m + 2mI1(t)+m(2m− 1)I2(t)+ 2mI3(t),
where
I1(t)=
t∫
0
[
F˜ xεs − Fxs
](
zεs
)2m−1
ds,
I2(t)=
t∫
0
[
G˜xεs −Gxs
]2(
zεs
)2m−2
ds,
I3(t)=
t∫
0
[
G˜xεs −Gxs
](
zεs
)2m−1
dws.
Because EI3(t)= 0 for t ∈ [0, T ], then
∆εt =∆ε0 + 2mEI1(t)+m(2m− 1)EI2(t), t ∈ [0, T ]. (7)
In order to estimate EI1(t), we shall use Hölder’s inequality for p = 2m,
q = 2m/(2m− 1) and then the elementary inequality |a + b|r  kr(|a|r + |b|r),
where kr = 2r−1 ∨ 1, r  0. Thus we find
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EI1(t)
t∫
0
(
E
∣∣F˜ xεs − Fxs∣∣2m)1/2m(E∣∣zεs ∣∣2m)(2m−1)/2m ds
 2(2m−1)/2m
t∫
0
[
E
∣∣F (s, xεs , A˜1xεs , A˜2xεs )−Fxs ∣∣2m
+E∣∣α3(s, xεs , ε)∣∣2m]1/2m(∆εs)(2m−1)/2m ds.
By applying the Lipschitz condition to F , and after that (4), we get
EI1(t)A
t∫
0
[
L2mE
(∣∣zεs ∣∣2 + ∣∣A˜1xεs −A1xs∣∣2
+ ∣∣A˜2xεs −A2xs∣∣2)m + δ2m3 (s, ε)]1/2m(∆εs )(2m−1)/2m ds.
By applying the elementary inequality |a+b+ c|r  kr (|a|r +|b|r+|c|r ), where
kr = 3r−1 ∨ 1, r  0, and denoting A= 2(2m−1)/2m, B = 3(m−1)/2m, M =ALB ,
we obtain
EI1(t)M
t∫
0
∆εs ds +M
t∫
0
[(
E
∣∣A˜1xεs −A1xs∣∣2m)1/2m
+ (E∣∣A˜2xεs −A2xs∣∣2m)1/2m](∆εs)(2m−1)/2m ds
+A
t∫
0
δ3(s, ε)
(
∆εs
)(2m−1)/2m
ds. (8)
Now,
t∫
0
(
E
∣∣A˜1xεs −A1xs∣∣2m)1/2m(∆εs)(2m−1)/2m ds
=
t∫
0
[
E
∣∣∣∣∣A1xεs −A1xs +
s∫
0
α1
(
s, r, xεr , ε
)
dr
∣∣∣∣∣
2m]1/2m(
∆εs
)(2m−1)/2m
ds
AL
t∫
0
[
E
( s∫
0
∣∣zεr ∣∣dr
)2m]1/2m(
∆εs
)(2m−1)/2m
ds
+A
t∫
0
s∫
0
δ1(s, r, ε) dr
(
∆εs
)(2m−1)/2m
ds.
308 M. Jovanovic´, S. Jankovic´ / J. Math. Anal. Appl. 269 (2002) 301–316
If we first apply Schwarz inequality to the first term and after that the Young
inequality |a|r |b|1−r  r|a| + (1− r)|b|, where 0 r  1, we deduce
t∫
0
[
E
( s∫
0
∣∣zεr ∣∣dr
)2m]1/2m(
∆εs
)(2m−1)/2m
ds

t∫
0
s(2m−1)/2m
( s∫
0
∆εr dr
)1/2m(
∆εs
)(2m−1)/2m
ds
 1
2m
t∫
0
s∫
0
∆εr dr ds +
2m− 1
2m
t∫
0
s∆εs ds
= 1
2m
t∫
0
[t + (2m− 2)s]∆εs ds.
Thus, it follows that
t∫
0
(
E
∣∣A˜1xεs −A1xs∣∣2m)1/2m(∆εs)(2m−1)/2m ds
 AL
2m
t∫
0
[T + (2m− 2)s]∆εs ds
+A
t∫
0
s∫
0
δ1(s, r, ε) dr
(
∆εs
)(2m−1)/2m
ds. (9)
By repeating completely the previous procedure and by applying the well-known
integral formula (see [2], for example)
E
( t∫
t0
fs dws
)2m
 [m(2m− 1)]m(t − t0)m−1
t∫
t0
Ef 2ms ds
for any measurable Ft -adapted process ft satisfying
∫ t
t0
Ef 2ms ds <∞, we find
t∫
0
(
E
∣∣A˜2xεs −A2xs∣∣2m)1/2m(∆εs)(2m−1)/2m ds
 N
2m
t∫
0
[
t − s + (2m− 1)s(m−1)/(2m−1)]∆εs ds
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+AC
t∫
0
s(m−1)/2m
( s∫
0
δ2m2 (s, r, ε) dr
)1/2m(
∆εs
)(2m−1)/2m
ds, (10)
where C = [m(2m−1)]1/2, N = ALC. By replacing (9) and (10) in (8), we come
to the following estimation:
EI1(t)M
t∫
0
[
1+ AL+N
2m
T + AL(m− 1)
m
s
+ N(2m− 1)
2m
s(m−1)/(2m−1)
]
∆εs ds
+A
t∫
0
p(s, ε)
(
∆εs
)(2m−1)/2m
ds, (11)
where
p(s, ε)=M
s∫
0
δ1(s, r, ε) dr
+MCs(m−1)/2m
( s∫
0
δ2m2 (s, r, ε) dr
)1/2m
+ δ3(s, ε).
Analogously, in order to estimate EI2(t), we shall employ Hölder’s inequality
for p =m, q = (m− 1)/m and the procedure used above. Finally, we find
EI2(t)
t∫
0
(
E
∣∣G˜xεs −Gxs∣∣2m)1/m(E∣∣zεs ∣∣2m)(m−1)/m ds
M2
t∫
0
∆εs ds +M2
t∫
0
[(
E
∣∣B˜1xεs −B1xs∣∣2m)1/m
+ (E∣∣B˜2xεs −B2xs∣∣2m)1/m](∆εs)(m−1)/m ds
+A2
t∫
0
γ 23 (s, ε)
(
∆εs
)(m−1)/m
ds
M2
t∫
0
[
1+ A
2L2 +N2
m
T + N
2(m− 2)
m
s
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+ A
2L2(m− 1)
m
s(2m−1)/(m−1)
]
∆εs ds
+A2
t∫
0
q(s, ε)
(
∆εs
)(m−1)/m
ds, (12)
where
q(s, ε)=M2s
s∫
0
γ 21 (s, r, ε) dr
+M2C2s(m−1)/m
( s∫
0
γ 2m2 (s, r, ε) dr
)1/m
+ γ 23 (s, ε).
Finally, relation (7) together with (3), (11) and (12) implies that
∆εt  δ0(ε)+m
t∫
0
η(s)∆εs ds
+mA
t∫
0
[
2p(s, ε)
(
∆εs
)(2m−1)/2m
+ (2m− 1)Aq(s, ε)(∆εs)(m−1)/m]ds, (13)
where η(s)= c1s(2m−1)/(m−1)+ c2s+ c3s(m−1)/(2m−1)+ c4 + c5T and c1, c2, c3,
c4, c5 are some generic positive constants not depending on ε and T . By applying
the elementary inequality vr2  vr1 + v for any nonnegative number v and
0 < r1  r2 < 1, by setting v =∆εt , r1 = (m− 1)/m, r2 = (2m− 1)/2m, we get
(∆εs )
(2m−1)/2m  (∆εs )(m−1)/m +∆εs , such that (13) becomes
∆εt  δ0(ε)+m
t∫
0
ξ(s, ε)∆εs ds
+mA
t∫
0
[
2p(s, ε)+ (2m− 1)Aq(s, ε)](∆εs)(m−1)/m ds, (14)
where ξ(s, ε) = η(s) + 2Ap(s, ε). In order to obtain ∆εt from this relation, we
shall use the following generalized Gronwall–Bellman’s inequality [10, Theo-
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rem 4.9]: Let u(t), a(t) and b(t) be nonnegative and continuous functions in
[0, T ] and let C > 0, 0 γ < 1 be constants. If
u(t) C +
t∫
0
a(s)u(s) ds +
t∫
0
b(s)uγ (s) ds, t ∈ [0, T ], (15)
then
u(t)
(
C1−γ e(1−γ )
∫ t
t0
a(s) ds + (1− γ )
t∫
t0
b(s)e(1−γ )
∫ t
s a(r) dr ds
)1/(1−γ )
.
Because the relation (14) takes the form (15), it is now very easy to come to the
estimation (5) by putting u(s) = ∆εs, γ = (m− 1)/m. Thus the first part of the
proof becomes complete.
Let m= 1. Then
∆εt  52m−1
[
∆ε0 +E
( t∫
0
[
F
(
s, xεs , A˜1x
ε
s , A˜2x
ε
s
)− Fxs]ds
)2m
+E
( t∫
0
α3
(
s, xεs , ε
)
ds
)2m
+E
( t∫
0
[
G
(
s, xεs , B˜1x
ε
s , B˜2x
ε
s
)−Gxs]dws
)2m
+E
( t∫
0
β3
(
s, xεs , ε
)
dws
)2m]
.
Under the assumptions from Proposition 2.1, it is not difficult to show that
∆εt  α(t)+L2(t + 1)
t∫
0
[
1+L2(t2 − s2)+ 2L2(t − s)]∆εs ds,
where µ(s, ε) and ν(s, ε) are determined as in Proposition 2.1. Now, by applying
a version of Gronwall–Bellman’s inequality (see [10, Theorem 1.9]) to the last
relation, we obtain the estimation (6). Thus the proof becomes complete. ✷
The preceding result allows us to give sufficient conditions under which
supt∈[0,T ]E|xεt − xt |2m → 0 as ε→ 0, bearing in mind that the size of the per-
turbations is limited by δ0(·), δi(·), γi(·), i = 1,2,3.
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Theorem 2.1. Let the conditions of Proposition 2.1 be satisfied and let δ0(·),
δi(·), γi(·), i = 1,2,3, tend to zero as ε tends to zero for every (t, s) ∈ J . Then
sup
t∈[0,T ]
E
∣∣xεt − xt ∣∣2m → 0 as ε→ 0.
Proof. Let us denote
δi(ε)= sup
(t,s)∈J
δi(t, s, ε), γ i(ε)= sup
(t,s)∈J
γi(t, s, ε),
i = 1,2,
δ3(ε)= sup
t∈[0,T ]
δ3(t, ε), γ 3(ε)= sup
t∈[0,T ]
γ3(t, ε), (16)
and, for m> 1,
φ(ε)= max{δ1/m0 (ε), δi(ε), γ 2i (ε), i = 1,2,3}. (17)
Since φ(ε)→ 0 as ε→ 0, there exists a positive constant ρ, such that φ(ε) ρ
for each ε sufficiently small. Furthermore, for the functions p(s, ε), q(s, ε) and
ξ(s, ε) from Proposition 2.1 we have
p(s, ε) φ(ε)
[
(M + 1)s +MCs1/2],
q(s, ε) φ(ε)
[
M2(C2 + 1)s2 + s],
ξ(s, ε) c1s(2m−1)/(m−1) + c2s + c3s(m−1)/(2m−1) + c4 + c5T
+ 2Aρ[(M + 1)s +MCs1/2].
Obviously, from (5) it follows that
E
∣∣xεt − xt ∣∣2m  (φ(ε))mef (t)θ(t), t ∈ [0, T ], (18)
where
f (t)= d1t(3m−2)/(m−1) + b1t2 + d3t(3m−2)/(2m−1) + d4t + b2T t + d5t3/2,
θ(t)= (h1t3 + h2t2 + h3t3/2 + h4t + h5)m,
and di, bi, hi are generic positive constants, independent of ε and T . Because T
is finite and φ(ε)→ 0 as ε→ 0, then supt∈[0,T ]E|xεt − xt |2m → 0 as ε→ 0.
Similarly, for m= 1, if we take
φ(ε)= max{δ0(ε), δ2i (ε), γ 2i (ε), i = 1,2,3}, (19)
from (6) we find
E
∣∣xεt − xt ∣∣2  φ(ε)Q4(t)eP4(t), t ∈ [0, T ], (20)
where Q4(t) is a generic polynomial of the degree 4 with positive constants
independent of ε. Hence, the assertion is proved. ✷
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The basic supposition in the preceding discussion is that [0, T ] is some fixed
finite interval. Since Proposition 2.1 and Theorem 2.1 are not generally valid for
T =∞, the most important result of this paper is the following theorem in which
supE|xεt − xt |2m → 0 as ε → 0 on intervals whose length tends to infinity as
ε→ 0. Note that the construction of these intervals is more complex with respect
to the one in [6]. Consequently, we provide details for completeness.
Theorem 2.2. Let the conditions of Theorem 2.1 be satisfied for t  0. Then,
for an arbitrary number r ∈ (0,1) and ε sufficiently small, there exists a number
T (ε), where, for m> 1,
T (ε)=
[(−mr lnφ(ε)
d1
)1/2(3m−2)(2m−1)
− β
]2(2m−1)(m−1)
, (21)
and φ(ε) is given by (17), d1 and β are some generic positive constants inde-
pendent of ε; for m= 1,
T (ε)=− 3
10L
r lnφ(ε)− β, (22)
and φ(ε) is given by (19) and β is a generic positive constant independent of ε;
such that
sup
t∈[0,T (ε)]
E
∣∣xεt − xt ∣∣2m → 0 as ε→ 0.
Proof. Since all the previous estimations for E|xεt − xt |2m are valid in a finite
fixed time-interval, we shall observe a finite interval [0, T (ε)] and effectively
construct T (ε) such that supt∈[t0,T (ε)]E|xεt − xt |2m → 0 as ε→ 0.
Because (18) yields
E
∣∣xεt − xt ∣∣2m  (φ(ε))mef (T (ε))θ(T (ε)), t ∈ [0, T (ε)], (23)
we shall require that
(φ(ε))mef (T (ε))θ(T (ε))→ 0 as ε→ 0. (24)
Since φ(ε)→ 0 as ε→ 0, then there exists a constant ε0, 0 < ε0 < 1, such that
φ(ε) ρ < 1 for ε ∈ (0, ε0). In accordance with the requirement (24), it is enough
to determine T (ε) such that
f (T (ε)) <−mr lnφ(ε), ε ∈ (0, ε0), (25)
for an arbitrary number r ∈ (0,1). In order to do this, we shall apply the binomial
formula
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[
A1(T (ε))
1/2(2m−1)(m−1)+
5∑
i=2
Ai
]2(3m−2)(2m−1)
=
2(3m−2)(2m−1)∑
k=0
Ck2(3m−2)(2m−1)A
k
1(T (ε))
k/2(2m−1)(m−1)
×
( 5∑
i=2
Ai
)2(3m−2)(2m−1)−k
,
choosing the constants Ai, i = 1,2, . . . ,5, such that, in view of (25),
f (T (ε)) <
[
A1(T (ε))
1/2(2m−1)(m−1)+
5∑
i=2
Ai
]2(3m−2)(2m−1)
=−mr lnφ(ε). (26)
The term with the largest power for the function f (t) is d1t(3m−2)/(m−1). To obtain
the constant A1, let us determine k such that
k
2(2m− 1)(m− 1) =
3m− 2
m− 1 .
Thus, A1 = d1/2(3m−2)(2m−1)1 . By repeating this procedure, putting b1 + b2 = d2,
we find, in general, that
Ai =
[
di
Ck2(3m−2)(2m−1)A
k
1
]1/2(3m−2)(2m−1)−k
, i = 1,2, . . . ,5,
giving A2 for k = 4(2m− 1)(m− 1), A3 for k = 2(3m− 2)(m− 1), A4 for k =
2(2m−1)(m−1) and A5 for k = 3(2m−1)(m−1). Using the equality in (26), it
is now easy to obtain T (ε) in the form (21), taking β = (A2+A3+A4+A5)/A1.
Obviously, T (ε)→∞ as ε→ 0.
In view of (23) and (26) we see that E|xεt − xt |2m  (φ(ε))m(1−r)θ(T (ε))
for every t ∈ [0, T (ε)]. Since (φ(ε))m(1−r)(−r lnφ(ε))p → 0 as ε → 0 for an
arbitrary p  0, it follows that
sup
t∈[0,T (ε)]
E
∣∣xεt − xt ∣∣2m  (φ(ε))m(1−r)θ(T (ε))→ 0 as ε→ 0.
For m= 1, starting from (20) and completely employing arguments from the
first part of this proof, we find constants ai, i = 1,2,3,4, and after that T (ε),
such that
P4(T (ε)) <
[
a1T (ε)+
4∑
i=2
ai
]4
=−r lnφ(ε).
From that, it is easy to deduce that T (ε) takes the form (22), where β = (a2 +
a3 + a4)/a1. Thus, the proof becomes complete. ✷
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Example 2.1. Let us consider the following scalar perturbed equation:
xεt = x0 + ε+
t∫
0
[
1√
1+ |xεs |
+ sin 2
−sε
1+ |xεs |
]
ds
+
t∫
0
[
ln
(
e−s
∣∣∣∣∣
s∫
0
[
xεr + (2+ r)−1/ε
]
dwr
∣∣∣∣∣+ 1
)
+ ln
(
1+ ε
1+ s
)1/2]
dws, (27)
while
xt = x0 +
t∫
0
1√
1+ |xs | ds +
s∫
0
ln
(
e−s
∣∣∣∣∣
s∫
0
xr dwr
∣∣∣∣∣+ 1
)
dws (28)
is the corresponding unperturbed equation. Note that all the functions in
Eq. (28) and perturbations in (27) satisfy the global Lipschitz condition and the
growth condition. If E|x0|2m < ∞, then these equations have a.s. continuous
and nonanticipating solutions. Moreover, all the conditions of Theorems 2.1
and 2.2 are satisfied. Here, δ0(ε) = ε2m, δ3(ε) = sin ε, γ 2(ε) = 2−1/ε, γ 3(ε) =
(1/2) ln(1+ ε), such that
φ(ε)= max
{
ε2, sin ε,2−2/ε,
1
4
ln2(1+ ε)
}
= sin ε.
So, by using (21) we determine intervals [0, T (ε)] whose length tends to infinity
as ε→ 0 and sup[0,T (ε)]E|xεt − xt |2m → 0 as ε→ 0.
Let us give some comments:
The initial condition xε0 and the perturbations αi(·), βi(·), i = 1,2,3, in the
perturbed equation (1) could depend on different small parameters ε0, εi,µi , i =
1,2,3, respectively. Then, if the functions δ0(·), δi(·), γi(·), i = 1,2,3, from (3)
and (4) are nondecreasing with respect to these small parameters, then Proposi-
tion 2.1, Theorems 2.1 and 2.2 are valid with ε = max{ε0, ε1, ε2, ε3,µ1,µ2,µ3}.
By applying Burkholder’s inequality (see [2], for example) it is possible
to estimate ∆ε(T ) = E{supt∈[0,T ] |xεt − xt |2m} as a measure of the closeness
between the solutions xε and x , as well as to determine conditions under which
∆ε(T )→ 0 as ε → 0 on finite intervals or on intervals whose length tends to
infinity.
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