Abstract. We prove a result related to work by A. Greenleaf and G. Uhlmann concerning Sobolev estimates for operators given by averages over cones. This is done using the almost orthogonality lemma of Cotlar and Stein, and the van der Corput lemma on oscillatory integrals.
Introduction
This paper is inspired by [GU1, Theorem 3.23] . To state the result we need to introduce some notions, following [GU1] . Let (M, g) be an n dimensional riemannian manifold. We consider a C ∞ map γ Operators of this type are related to the operators of [GU1, (3.15) ]. Operators of the form (0.2) appear naturally in the theory of x-ray transforms. If M is the manifold of geodesics of (M, g) and if C ⊆ M is an n dimensional subspace, one can define for any f ∈ C ∞ 0 (M ) the function R C f (p) which associates to each p ∈ C the average of f (·) along p . In important cases the operator R t C R C is of the form (0.2); see [GU1] , [G] . Estimates on R C can be deduced from estimates on operators of the form (0.2).
(T M) , with S(T M)
The most significant estimates depend on the geometry of C, whose properties are reflected on Γ . We now restrict our attention to the case when (M, g) is equal to R n with the standard metric: the results of the type contained in this paper as well as [GU1, Theorem 3.23 ] are of local nature and can be easily transposed from this special case to more general riemannian manifolds. Theorem 1. Assume m > µ . If for any x ∈ R n for any normal direction to γ x in S n−1 the second fundamental form has rank at least k , for a fixed k with 
Theorem 3. Under the hypotheses of Theorem 2, if m − k/2 < µ , then for any
s ∈ R and for any p with |1/p − 1/2| < 1 2
The previous theorems for the case k = m − 1 were proved in [G] , [GU1] and [GU2] . The constant δ > 0 in Theorem 1 is necessary; see [GU2, . Our methods are quite different from those of these papers, and we mainly use some ideas from [PS] and [SS] .
Proof of Theorem Preliminaries
The Schwartz kernel of operator (0.2) is of the form (x, y, ω, r, ρ, ξ) Here a(x, y, ω, r, ξ) = 0 and a(x, y, ω, r, ρ, ξ) = 0, if (x, y, ω, r) does not belong to some small compact set; also
with B = 0. 
resp.
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Here each constant in (1.3.a) 
Proof. It is enough to consider the case when a (x, y, ω, r, ξ) resp. a (x, y, ω, r, ρ, ξ) has compact support. We consider P x K T (x, y) and Q y K T (x, y) , with Q the adjoint of P . Then
b (x, y, ω, r, ρ, ξ) = e −i ξ,γ(x,ω,r) P {e i ξ,γ(.,ω,r) a (., y, ω, r, ρ, ξ) }(x) .
More explicitly, our b (x, y, ω, r, ξ) resp. b(x, y, ω, r, ρ, ξ ) is equal to
Notice that if we can choose B in (1.2.a) resp. (1.2.b) arbitrarily close to −∞ then K T (x, y) is C ∞ , with bounds on the derivatives independent of the size of the supports of our symbols. This is easy to see in the case µ < m. If µ = m, notice that integrating in dρ is essentially the same as applying a pseudodifferential operator to the bounded family of functions e −i ·,γ(··· ,r) a(· · · , r, · · · ). We can assume that our a(· · · ) = 0 if |ξ| ≤ 1 . Now let ψ ∈ C ∞ 0 (R) , ψ = 1 in a neighbourhood of 1, and with support in [1/2,2]. We can split the last integral in two pieces, the most interesting being
with each c N depending on finitely many of the constants in (1.2.a) resp. (1.2.b) and can be treated using the previous remark). With a change of variable we obtain
with each of the constants in (1.4.a) resp. (1.4.b) depending on finitely many constants in (1.2.a) resp. (1.2.b). The result follows applying the Stationary Phase Theorem (see [S, Corollary 1.1.8, p. 48] ). For Q y K T (x, y) the argument is similar.
Splitting any pseudodifferential operator P = P 1 + P 2 , with P 2 smoothing and with P 1 supported near the diagonal, we can reduce Theorem 1 to the following fact: Proposition 1.2. We consider an operator T with kernel given by (1.1) where a(x, y, ω, r, ξ) = 0 if (x, y, ω, r) does not belong to a small given compact set and
The proof of Proposition 1.2 is taken up in section 2 .
Proof of Proposition 1.2
We can suppose that a(x, ω, r, ξ) = 0 only if ω belongs to a small piece of the sphere S m−1 (and if |ξ| > 1 , see the proof of Lemma 1.1). Then we can assume that the tangent spaces T y γ x , as x varies in a small compact set, are all such that T y γ x ∩ V = {0} with V a given vector space chosen to be perpendicular to one of the T y0 γ x0 and with
∈ C and a 2 (x, ω, r, ξ) = 0 if ξ belongs to a thin open cone containing V whose closure is contained in C except for the vertex. In correspondence with this decomposition we obtain two kernels. We begin by discussing the easier, which is e i ξ,γ(x,ω,r)−y a j (x, y, ω, r, ξ) r m−1 dξdωdr (2.1) when j = 2; here, for j = 1, 2,
The following fact implies that the correponding operator is L 2 bounded.
Claim 2.1.
each c α depending on finitely many constants in (2.2).
Proof of the claim. Let φ ∈ C ∞ 0 (R) with φ = 1 in a neighbourhood of the origin. Performing the above derivatives, we obtain a sum of various terms. Generically we consider the term where, say, L (x, y) derivatives and L 1 ξ derivatives are applied on the exponential. Then we reduce essentially to evaluating 
Integrating by parts a sufficient number of times with respect to either dr or dω and integrating the absolute value as above, we obtain that I 2 is essentially bounded by (1 + |ξ|) µ−m+B .
Notice that, using the previous argument, we obtain
Remark.
each c α depending on finitely many constants in (2.2).
We now consider the operator with kernel (2.1) with j = 1 . We consider a C ∞ partition of unity β 0 (t) + l≥1 β l (t) = 1 in [0, ∞) with suppβ 0 ⊂ [0, 1] and
, and we define
where a(· · · ) stands for a 1 (· · · ). Proposition 1.2 will be a consequence of the CotlarStein Lemma if we prove the following lemma.
Lemma 2.2.
There exists a c > 0 such that for every l, j > 0 with |l − j| > 3 we have:
Proof. We start with (2) and (3) . The kernel of T * l T j is x, ω, r, ξ)a(z, y, ω , r , θ) .
×ā(z, x, ω, r, ξ)a(z, y, ω , r , ξ) dz
for ξ , θ with β l (|ξ|) β j (|θ|) = 0 . Keeping in mind (2.2) and the fact that, since |ξ − θ| is large and r and r are small, |∂ z {phase}| ≈ |ξ − θ| , it is easy to conclude that the following inequality, which yields (2), holds:
The proof of (3) is similar (and easier).
We now turn to the proof of claim (1) 
2).
For the proof see the first part of the proof of Claim 2.1 Finally we turn to
Recall that a(x, ω, r, ξ) = 0 if |ξ| ≤ 1 and if ξ is outside a closed cone in R n − 0 having C (the cone introduced at the beginning of section 2) as a neighbourhood. We decompose a(·) = a j (·) with each a j (·) having ξ-support contained in a sufficiently thin cone. Our kernel (2.4) is then a sum of (see [S, Proposition 4, p. 341] ). In case II we can suppose that for some choice of coordinates ω = (ω , ω ) ∈ R k × R m−k−1 in the support of a j (· · · ) we have rk ∂ 2 ω ω ξ, γ 0 (.) = k, and the set of points satisfying ω = ω (x, ω , r, ξ) , for some function ω(·) , is exactly the set where ∂ ω ξ, γ 0 (x, ω , ω ) = 0. Still in case II we write I j (x, y, ξ, r, τ ) = dω I j (x, y, ξ, r, τ, ω ) , where
Then, essentially by the stationary phase theorem and by estimates (2.2) we obtain
see [S, Corollary 1.18, p. 48] . To estimate the L 2 norm of the operator with kernel (2.5) we can use Young's inequality. We consider case II, which is the more difficult. We write
This is bounded by (at this point we use the fact that for ω = ω (x, ω , r, ξ) , for some function ω(·) , is exactly the set where
If we integrate this quantity also with respect to either dx or dy , we obtain a number uniformly bounded by a constant, independent of y or x (the case of the dy integration is immediate, and in the case of the dx integration one uses the fact that r 1).
Proof of Theorem 2
By Lemma 1.1 we are reduced to considering the L p boundedness of operators with kernel (1.1.b) with (1.2.b) satisfied for B = 0. Consider now φ ∈ C ∞ 0 (R) with φ = 1 in a neighbourhood of the origin. We split the kernel into two pieces, (3.1) and (3.2) below. We begin considering
and from e i ξ,rγ 0 (x,ω,r) = 1 + O (|ξ|r) we split (3.1) into two pieces
for j = 1, 2, with
That the operator with kernel (3.1) is L p bounded for every 1 < p < ∞ follows from the following :
For simplicity suppose a(x, y, ω, r, ρ, ξ) = φ (r) a (x, y, ω, ρ, ξ) , and let us omit the factor φ(r) since |ξ| 1. Letâ(x, y, ω, r, ξ) = e iρrâ (x, y, ω, ρ, ξ)dρ. The desired estimates for j = 1 follow from the fact that
−|β| see p. 291, [St] , Proposition 2.
Just by taking the absolute value of the integrand in x, y, ω, r, ξ) can be thought as homogeneous of degree 0 in r , we obtain that it is bounded by (1 + |ξ|) −|β| .
We turn now to the kernel e i ξ,x−y+rγ 0 (x,ω,r) +ρr (1 − φ (|ξ|r)) a (x, y, ω, r, ρ, ξ)dξdωdrdρ . (3.2) We embed (3.2) in an analytic family of kernels, replacing a(.) in (3.2) by a z (x, y, ω, r, ρ, ξ) = a(x, y, ω, r, ρ, ξ) 
If nowâ
we have
where the c αlβ (z) as well as all the constants dependent on the parameter z introduced below grow polynomially as |z| → ∞ . Writing
our kernels are of the form e i ξ,x−y B z (x, y, ξ)dξ . Let us denote by {T z } the corresponding family of operators. An elementary calculation shows that
Moreover, with an argument as in Claim 2.1, these inequalities hold for any Re z > 0 if ξ is not, say, in the cone C introduced at the beginning of section 2. Using the proof of Theorem 1 and complex interpolation, we conclude that for
What remains to be proved are the L p estimates when a (x, y, ω, r, ρ, ξ) = 0 for ξ / ∈ C (also for ω outside a small portion of S m−1 ) . In this part of the proof we will reduce essentially to the arguments on pp. 140-144 in [PS] . First of all there is a choice of coordinates, where if γ 
and after a substitution we can assume Γ is defined by the equation
where (x 1 , x 2 ) ∈ R n−m × R m , and S(x, x 2 − y 2 ) is Lipschitz and has absolute value much smaller than |x 2 − y 2 | .
We now define the map d(x, y) = |x 1 − y 1 + S(x, x 2 − y 2 )| + |x 2 − y 2 | . It is easy to see that d(·) satifies the following three properties: for an appropriate constant c
is what is called a quasidistance-see [St, p. 10] . 
Proof. We start with the case |x 2 − y 2 | ≤ |x 1 − y 1 + S(x, x 2 − y 2 )| . Then
the estimate for the case |α| = 0 is obtained in a standard way as follows. We integrate dξ separately in |ξ| ≤ |x − y + rγ 0 (x, ω, r)| −1 ≈ |x 1 − y 1 | −1 and in the complementary region, using an appropriate smooth partition of unity. In the first case, integrating first drdω and then dξ , we find the integral is bounded, up to a constant factor, by |x 1 − y 1 | −n . Turning to the second case, we first integrate by parts dξ and then we integrate drdω, obtaining something of the form |x 1 − y 1 | −N |ξ| −N dξ, where essentially |ξ| ≥ |x 1 −y 1 | −1 , and so we find the desired bound. When |α| = 1 the argument is essentially the same.
We turn now to the case |x 2 − y 2 | ≥ |x 1 − y 1 + S(x, x 2 − y 2 )| . As above we discuss the case |α| = 0 (the case |α| = 1 admits a similar proof). As mentioned above, we can assume that ξ = (ξ 1 , ξ 2 ) ∈ R n−m × R m with c|ξ 1 | ≥ |ξ 2 | . We write w 2 = −rγ 0 (x, ω, r), and after a change of coordinates we can assume (3.3) is essentially We start by considering the case |β| = 0 . Then, taking absolute values in (3.4), we find |A z (x, y, ξ 1 )| is bounded up to a constant factor by |ξ 1 | m+Re z
(1 − φ (|w 2 |)) |w 2 | −m−Re z |b z (x, y, u 2 − w 2 , ξ)|dw 2 (3.6)
