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ABSTRACT
Light field (LF) imaging has gained significant attention due to its recent success in 3-dimensional
(3D) displaying and rendering as well as augmented and virtual reality usage. Nonetheless, because of
the two extra dimensions, LFs are much larger than conventional images. We develop a JPEG-assisted
learning-based technique to reconstruct an LF from a JPEG bitstream with a bit per pixel ratio of
0.0047 on average. For compression, we keep the LF’s center view and use JPEG compression with
50% quality. Our reconstruction pipeline consists of a small JPEG enhancement network (JPEG-
Hance), a depth estimation network (Depth-Net), followed by view synthesizing by warping the
enhanced center view. Our pipeline is significantly faster than using video compression on pseudo-
sequences extracted from an LF, both in compression and decompression, while maintaining effective
performance. We show that with a 1% compression time cost and 18x speedup for decompression,
our methods reconstructed LFs have better structural similarity index metric (SSIM) and comparable
peak signal-to-noise ratio (PSNR) compared to the state-of-the-art video compression techniques
used to compress LFs.
1 Introduction(to be completed based on the length)
Light fields (LF) have two extra dimensions, as compared to conventional images, which represents angular information
of the scene. Hence, LFs contain a large volume of data that makes storing and portability time consuming and costly.
Also, decompressing LF video with a high angular resolution at acceptable frames per second(fps) for streaming is
challenging. We aim to address these problems by predicting the entire LF from its JPEG compressed center view.
Direct application of the standard image compression techniques, such as JPEG, PNG, etclet@tokeneonedot, on the LF
do not take advantage of the existing redundancy between LF views. A better success has been achieved from the use of
video compression techniques. For using video compression methods on LFs, a sequence of images has been build from
LF views which is called pseudo-sequence[1]. A combination of machine learning (ML) methods, capable of predicting
LF views, and video compression techniques, has been explored in [2]. In this work, we present a combination of JPEG
compression with ML view predictions. LF synthesis techniques have shown the possibility of estimating the entire LF
from a single or a set of sparse views. Here, we show that there is enough information in the JPEG compressed center
view—as well as a group of sub-aperture images (SAI)—to predict the entire LF with sufficient quality. We test the
success of our method by comparing against state-of-the-art methods in LF compression that use the existing HEVC
compression.
Our method is faster in compression and decompression by 100x and 10x, respectively, compared to the direct use of
HEVC. This speed up means a set of 30 LFs with a spatial resolution of (375, 540) and angular resolution of (7, 7)
can be decompressed on a typical gaming GPU in less than 0.02 second, while HEVC-based methods it takes more
than 0.39 second. We can see that a little increase in spatial or angular dimensions will kick HEVC-based methods
out of 1 second easily. Thus, streaming with not be possible. While speeding up the process, we have maintained and,
in most cases, improved the quality of reconstruction at the same bit per pixel (bpp) ratio. We have used the mean of
peak signal-to-noise (MPSNR) ratio over all of the views and mean structural similarity index metric (MSSIM) to
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compare the reconstructed LFs of our model with those that use HEVC. We show that while the MPSNR of our method
is comparable to the direct employment of HEVC, our model can achieve higher MSSIM. This results in fewer artifacts
and better quality in the extracted synthetic aperture depth of field (DoF) images.
The contributions of this paper are as follows: We achieved compression speed up of more than 100x, and decompression
speed up of more than 10x compared to use of HEVC on pseudo-sequence of LF views. At average bpp of .0047 the
LF’s DoF reconstructed with our method improved the SSIM by .31% on average compared to the direct use of HEVC.
Finally, we introduce a small, fast and efficient convolutional neural network (CNN) for enhancing JPEG images. This
network also boosts the SSIM of the final decompressed LF.
2 Related Work
2.1 Light Field View Synthesis
Linear view synthesis by Levin and Durand [3] and depth of field extension and super-resolution by Bishop and Favaro
[4] are among the earliest works on LF view synthesis and reconstruction. Flynn et allet@tokeneonedot[5] proposed a
deep learning method to predict novel views from a sequence of images with wide baselines. LF view synthesis became
more popular after Kalantari et allet@tokeneonedot[6] showed in their work that an LF can be synthesized from its corner
SAIs with high quality. Building on the work of Kalantari et allet@tokeneonedot, Yeung et allet@tokeneonedotused
different sets of views to reconstruct dense LFs [7]. Srinivasan et allet@tokeneonedotdemonstrate the possibility
of estimating the entire LF from its center view by extrapolating using machine learning methods [8]. Choi et
allet@tokeneonedotextended the extrapolation to an LF taken with arrays of cameras [9]. LF fusion [10] and Depth-
guided techniques [11] have been popular in reconstructing an LF from a single or a sparse set of SAIs. Hu et
allet@tokeneonedot[12] aimed for a faster LF reconstruction method by using hierarchical features fusion.
The backbone of nearly every view synthesis method enumerated here is the depth-map estimation. the current work is
categorized as single view LF reconstruction. Our method is unique because we use a lossy compressed JPEG view
from which to estimate the entire LF. We use residual learning methods to guess the possible artifacts from the JPEG
compressed version of the center view to assist the main network for accurately estimating the depth map.
2.2 Light Field Compression
Lossless and lossy compression methods have been investigated extensively in the literature. For the lossless model,
Perra [13] proposed an adaptive block differential prediction method and Helin et allet@tokeneonedot[14] described a
sparse modeling with a predictive coding for SAIs of the LF.
The lossy models can be classified in to sub-categories of: standardized image/video compression techniques and
machine learning assisted compression techniques.
2.2.1 LF compression by standardized image/video compression methods
Standardized image and video compression techniques (especially HEVC) have been directly used to address the
problem of the bulkiness of LF, see e.g., [1, 15, 16]. Other methods, such as homography-based low-rank models [17]
and Fourier Disparity Layers [18], have been used to reduce the angular dimension of the LF. In another work, the LF
depth was segmented into 4D spatial-angular blocks, which was used for prediction, followed by encoding the residue
using JPEG-2000 [19].
2.2.2 Machine learning assisted compression techniques
Followed by the breakthrough in synthesizing LF views from its four corners using CNN learning techniques introduced
by [6], another work introduced a compression technique by using the same method and compressing the four corner
views by HEVC [20]. In another work, the authors proposed to keep half of the views and encode them by HEVC
and synthesize the other half by a CNN [2]. A CNN based epipolar plane image super-resolution algorithm was
used in cooperation with HEVC to compress LF as well [21]. Wang et allet@tokeneonedotproposed a new LF video
compression technique by deploying view synthesis methods from multiple inputs while encoding the input views by a
proposed region-of-interest scheme [22].
To the best of our knowledge, because the view extrapolation is ill posed, LF reconstruction from a lossy compressed
single input (specifically, JPEG) has not been explored before our work.
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2.3 JPEG Compression Artifact Reduction
For several decades, different researchers addressed the JPEG compression artifact reduction generally in three main
groups: prior knowledge-based, filter-based, and learning-based approaches. Here though, we are interested in
the learning-based approaches. The basic intention of the learning-based methods is to find a non-linear mapping
between the JPEG compressed image—compressed at different compression ratios—to the ground truth uncompressed
image. To the best of our knowledge, the first deep learning model to address this problem was created by Dong et
allet@tokeneonedot[23], where they showed the possibility of enhancing the reconstructed JPEG image by a relatively
shallow CNN. Since then, multiple researchers have gradually improved the performance of learning-based methods
by introducing new networks such as: dual-domain representations [24], deep dual-domain based fast restoration
[25], encoder-decoder networks with symmetric skip connection [26], CAS-CNN [27], one-to-one networks [28],
DMCNN [29], and dual-stream multi-path recursive Residual Network [30]. While deeper networks and state of the
art architectures have improved the task of JPEG artifact reduction, we are not focused solely on this task here. The
ultimate goal of our JPEG-Hance network is to improve the estimated depth-map from the JPEG compressed center
image of an LF. JPEG artifact reduction is the natural first step for extracting better depth-maps.
3 The Proposed Method
Here we describe our compression and decompression pipeline. The compression pipeline is simply extraction of
the center view of the LF, compression by JPEG at 50% quality, followed by discarding of all other views. The
decompression pipeline has the following steps:
1. JPEG decompression of the center view cJ
2. Enhancing cJ by JPEG-Hance to cE ,
cE = J(cJ). (1)
3. Estimating depth map d(x, u) of every view u from cE ,
d = D(cE). (2)
4. Reconstructing LF by
L(x , u)u0→u = L(x+ (u− u0)d(x, u), u0), (3)
where L is the approximated LF and u0 is the middle view index. Variables x and u are spatial and angular
indices.
3.1 Networks architectures
3.1.1 JPEG-Hance
The main goal of our JPEG-Hance network is to assist the Depth-Net in providing better depth map estimation. In
doing so, it is certainly beneficial to improve the overall quality of the JPEG decompressed image by reducing the
error between uncompressed ground truth images and the lossy compressed ones. However, the goal of our network
is not general JPEG artifact reduction; instead, JPEG-Hance should learn to enhance the parts of the image which
have the most effect on improving depth information extraction. To achieve this task, JPEG-Hance also needs to
find correspondence information from the extracted depth maps. Therefore, it is trained in two phases: first, it learns
to enhance any typical JPEG decompressed image, then again as part of the whole depth estimation pipeline. The
architecture of JPEG-Hance is shown in Fig. 1. Encouraged by ResNet50’s bottelneck building blocks structure, we
have designed our JPEG-Hance residual blocks. We have added a batch normalization (BN) layer after each convolution
followed by an exponential linear unit (ELU). The ELU followed by a last layer tanh seems to be the most promising
activation pair of functions when dealing with regression of image data scaled to the interval [−1, 1].
JPEG-Hance is pre-trained by minimizing the mean squared error of each pixel value in the RGB channels. Then it will
be added to the training pipeline for full reconstruction of LFs.
3.1.2 Depth-Net
Multiple images provide geometry information which can be used for LF reconstruction. A single image does not
provide such information. Therefore, such information should be extracted by other methods. Machine learning
techniques, particularly CNNs showed a promising potential for estimating geometry from a single image [8, 6, 7].
Thus, for the problem of depth estimation from our enhanced center image, we use a residual CNN.
3
A PREPRINT - OCTOBER 2, 2020
Figure 1: JPEG-Hance detailed structure
Figure 2: Depth-Net detailed structure
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Figure 3: Depth-Net residual blocks
Our Depth-Net is responsible for estimating corresponding depth map (disparity map) for all 49 views from the middle
JPEG compressed view. The structure of Depth-Net is depicted in Fig. 2. The Depth net has three variants of residual
blocks. The first variant is a down-sampler which uses a 2D convolution with strides of (2× 2), halving the spatial
dimension of the input image. This block is used just before the first Depth Residual Block; each time the feature size
is increased. The second type of block, the Depth Residual block, is the main residual block. This block is used the
most and extracts most of the features. The structure of the Depth Residual block mimics the bottleneck structure of
ResNet50 with added instance normalization after each of the first two convolution layers. Last, the Upsampler block is
constructed to have a 2D deconvolution (transposed convolution) layer and two 2D convolution layers with kernel size
of (3× 3). The deconvolution layer’s stride is set to (2× 2). These blocks are shown in Fig. 3.
Because we are training the Depth-Net on the actual LF data and not the ground truth depth maps, our loss functions
have to be designed to train the network in an unsupervised manner. Thus, we define the Depth-Net pre-training loss
function to be a weighted sum of four sub-functions: i) photometric loss Lp , ii) defocus loss Lr , iii) depth-consistency
loss Lc , and iv) DoF loss Ld ..
Ldepth = αLp + α1Lr + α2Lc + α3Ld, (4)
where α, α1, α2 and α3 are chosen to be 2, 100, 0.02, and 10 in our conducted experiment which are empirically found
to work well overall.
The image quality comparison sub-function ψ [11] is constructed by combining mean absolute difference of pixels and
image structural dissimilarity (DSSIM) that is derived from the structural similarity index metric (SSIM) [31]:
ψ(I1, I2) = β
1− SSIM(I1, I2)
2
+ (1− β) ‖I1 − I2‖1 , (5)
where I1, I2 are two images that are being compared and β is a number in range (0, 1), which we empirically found
that 0.15 yields better training results compared to other values. Using the sub-function ψ, photometric loss is defined
to be [11]
Lp =
∑
u
[
ψ(L(x, u)u0→u, L(x, u))+
ψ(L(x, u)u→u0 , L(x, u0))
]
. (6)
Because we are training an unsupervised Depth-Net, the more prior knowledge we can give the network, the better will
be the training quality. Zhou et allet@tokeneonedot[11] introduced defocus cue loss to be
Ld = ψ
(
L(x, u0),
1
N
∑
u
L(x, u)u→u0
)
. (7)
Also depth consistency (left-right or forward-backward) has been shown in the literature [32, 33, 34]to be a promising
regularizer for LF view synthesis purpose, where
du0→u(x) = du0
(
x, (u− u0)d(x, u)
)
, (8a)
Lc =
∑
u
||du(x)− du0→u(x)||1. (8b)
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Finally we have included depth of field (DoF) loss to further assist the network in learning depth information:
DoF =
1
u
∑
u
L(x, u), (9a)
Ldof = ψ
(
DoF,DoFu0→u
)
. (9b)
4 Experiments
In this section, we describe our method’s implementation details. Then, we use public data sets [8, 6] to evaluate our
method and investigate the impact of different parts of our network on the performance of our model.
4.1 Data sets
We have conducted our experiments over the two public data sets: Flowers [8] and 30 Scenes [6]. Both of these data
sets are captured by a Lytro Illum camera. The angular resolution of these data sets is 14× 14 views and the spatial
resolution is variable between 375× 540 and 376× 541 pixels.
The LF from these data sets are cropped to the size of 7× 7× 375× 540 to have a consistent size and vignetting.
4.2 Implementation details
Our pipeline has been trained in multiple steps. The input pipeline was one of the main variables during the training
phase.
We have implemented our model with Tensorflow 2.2 in python 3.7 on a workstation with an Intel Xeon W-2223 3.60
GHz, 64GB DDR4 memory, and NVIDIA Quadro RTX 5000.
4.2.1 JPEG-Hance
Our JPEG-Hance has been pre-trained on the 30 Scenes training data set, which contains 100 scenes. The center views
of these 100 scenes are extracted and used for training. In the training phase, the spatial dimensions of the JPEG-Hance
are set to 128× 128. First a training pool of images with dimensions of 128× 128 is created by cropping the center
views of the 100 scenes at 8 pixels steps. Therefore, the training pool had 150,000 different crops which we found
sufficient for the JPEG-Hance network to be trained without over-fitting or under-fitting. The learning rate was set to
0.0004.
The JPEG-Hance has a relatively small network and only has 202,435 trainable parameters. The pre-training phase
takes about 90 minutes to converge.
4.2.2 Depth-Net
Our Depth-Net also has a pre-training step. The Depth-Net has been pre-trained on the Flowers data set, which has 3,343
flowers. During the pre-training phase, the JPEG-Hance is used for enhancing center images while only Depth-Net
parameters are trained. The input pipeline of the flowers contains random croppings to 128 and data augmentation with
50% selection rate for the original data, 15% chance for random contrast change between [0.1, 0.5], 15% chance that
the brightness is changed randomly up to 0.4× original brightness, and the remaining 20% where the hue was randomly
changed by up to 0.4×. During the pre-training phase, 16 random crops were extracted for each epoch, and the network
was trained for 10 epochs. The learning rate was 0.0004.
The Depth-Net is the main network responsible for extracting the depth map, thus, it has more trainable parameters,
about 38.2 million. The pre-training phase takes about 7 hours to converge.
4.2.3 Training the entire pipeline
After pre-training the two networks, we now train the entire pipeline, by adding the 100 scenes to the Flowers data
set pool and using the same input pipeline as the one used for Depth-Net. The entire pipeline has been trained for 45
epochs with gradually decreasing learning rate from 0.0001 to 0.000001 for the last 5 epochs.
The last fine-tuning step includes training the pipeline on the data sets with input spatial dimensions of 375 × 540.
Here the augmentation selection is 25% original, 25% random contrast, 25% random brightness, and 25% random hue.
Because of the structure of the Depth-Net network, the input images have to be zero-padded and the resulting LFs
6
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Figure 4: The top figure is showing the MPSNR for each reconstructed LF by our method and HEVC. The bottom
figure is the MSSIM calculated for each reconstructed LF.
should be cropped to the correct size. The input dimension of the Depth-Net is 384× 544. The fine tuning phase takes
40 epochs for the network to converge with gradually decaying learning rate from 0.00005 to 0.000001. The fine-tuning
phase took around 20 hours to converge, while all other pre-training phases took less than 10 hours cumulatively.
4.3 Performance comparison
We have compared our compression-decompression results with a pseudo sequence method using the HEVC video
compression Codec. We have chosen a raster sequence over spiral because raster had slightly better performance. The
30 scenes data set has been used for comparing our method with HEVC. We use MSSIM and MPSNR metrics as well
as SSIM and PSNR of the extracted DoF from LFs to compare the results, where
MSSIM =
1
M
∑
u
SSIM(LF, L˜F ), (10)
MPSNR =
1
M
∑
u
PSNR(LF, L˜F ). (11)
To have a fair comparison, we have tuned the QP factor of HEVC for each LF to reach approximately similar bpp
between HEVC compressed LF and our method’s compressed representative. The average bpp for both methods on the
30 scenes data is 0.0047. We can see in Fig. 4 that the LFs reconstructed by our method have very similar MPSNR and
MSSIM to those decompressed by HEVC. By carefully looking at Fig. 4 it will be evident that, while our method is
slightly inferior in MPSNR metrics, it outperforms HEVC in MSSIM. Furthermore, in Fig. 5 we can see the calculated
PSNR and SSIM metrics for extracted DoFs from the reconstructed LFs. Here, our method meaningfully outperforms
HEVC in SSIM metrics while further reducing the gap in the PSNR. It is worth noting that for quality assessment, the
SSIM metric is more reliable than PSNR.
As shown in Table 1, the compression time of our proposed method is more than 100 times faster than that of HEVC,
on the same computational hardware. This is because of our more efficient compression pipeline, which is just a JPEG
algorithm on a fraction of the LF (1/49 in our case with 49 views). The HEVC algorithm processes all of the views.
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Figure 5: The DoF images extracted from ground truth LFs and the reconstructed LFs are compared using SSIM and
PSNR metrics. The top plot is representing PSNR and the bottom one is showing SSIM for each LF in the 30 scenes.
Method CUDA Comp time (s)
HEVC No 43.53
JPEG-Hance + Depth-Net No 0.42
Table 1: The time takes to compress all 30 LFs in the 30 scenes data set using our method and the HEVC. We can see
an speed up of more than 102 times.
For decompression, our method is 18 times faster than HEVC; see Table 2. To give a fair comparison, we used the
NVIDIA optimized HEVC codec using the GPU’s video decoder. So on the same hardware, this will be the fastest
implementation of HEVC.
Overall, these results indicate that our model is suitable for compressing light field videos with high angular resolution.
This is because it can be decompressed in near real time inside the GPU without the barrier of transferring high volumes
of data from host to GPU. The bandwidth used from host to GPU is equal to the size of only the center view of the LF.
5 Conclusions
We have designed a machine-learning assisted LF compression technique. It contains two sequential CNNs (JPEG-
Hance and Depth-Net). We showed that there is enough information in a highly compressed LF center view to estimate
a depth-map for LF and use it to reconstruct the whole LF. Also, compression and decompression are faster with our
method. We have used the public Flowers and 30 Scenes data sets to conduct our experiment and also to evaluate our
model. We have achieved more than 100 times speedup during compression and about 18 times faster reconstruction
compared to using HEVC on LF pseudo sequences. Comparing to HEVC, the reconstructed LFs using our method
Method CUDA Rec time (s)
HEVC yes 0.399
JPEG-Hance + Depth-Net yes 0.022
Table 2: The reconstruction time on all LFs from the 30 scenes data set by our method and HEVC. We can see that our
method is 18 times faster in decompressing.
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have superior MSSIMs, and they have comparable MPSNRs. For future work, we will try to add some other views to
improve the quality of reconstruction. The added views possibly will be more compressed than the center view. We will
also explore options to enhance the MPSNR. We are looking forward to deploying our method on an actual LF video to
explore the achieved compression ratio and streaming capabilities.
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