














 Петра Н. Лакета  
 
НЕНЕГАТИВНИ ЦЕЛОБРОЈНИ 
АУТОРЕГРЕСИВНИ ПРОЦЕСИ У 









Текст ове докторске дисертације ставља се на увид јавности, 
у складу са чланом 30., став 8. Закона о високом образовању 
("Сл. гласник РС", бр. 76/2005, 100/2007 – аутентично тумачење, 97/2008, 44/2010, 
93/2012, 89/2013 и 99/2014) 
 
НАПОМЕНА О АУТОРСКИМ ПРАВИМА: 
 
Овај текст сматра се рукописом и само се саопштава јавности (члан 7. Закона о ауторским 
и сродним правима, "Сл. гласник РС", бр. 104/2009, 99/2011 и 119/2012). 
 
Ниједан део ове докторске дисертације не сме се користити ни у какве сврхе, 







UNIVERSITY OF NIŠ 













Petra N. Laketa 
 
RANDOM ENVIRONMENT NONNEGATIVE 
INTEGER-VALUED AUTOREGRESSIVE 
PROCESS GENERATED BZ GEOMETRIC 
COUNTING SERIES 
 























  Подаци о докторској дисертацији 
   
Ментор: 
  
Др Александар С. Настић, ванредни професор, Универзитет у 
Нишу, Природно-математички факултет 
   
Наслов: 
  
Ненегативни целобројни ауторегресивни процеси у случајној 
средини генерисани геометријским бројачким низовима  



















Проучавају се целобројни ауторегресивни процеси у случајној 
средини генерисани геометријским бројачким низовима. Најпре 
се уводи модел првог реда, док се касније посматрају модели 
вишег реда и њихово уопштење. На крају се уводи 
дводимензионални процес заснован на дводимензионалној серији 
услова средине. Анализирају се особине уведених модела. 
Спроводи се оцењивање непознатих параметара модела, а 
ваљаност ових оцена се испитује на симулацијама. Квалитет 
модела се потврђује применом над реалним подацима и 
упоређивањем са другим моделима. 
 
 
                                                
 
 
               
   
Научна област:  Математичке науке 
Научна 
дисциплина:  
Математичка статистика, статистика случајних процеса 
   
Кључне речи:  
ИНАР, НГИНАР,  случајна средина, негативни биномни тининг 
оператор,  геометријска маргинална расподела, ланац  Маркова 
   
УДК:   519.246/.8 
   
CERIF 
класификација:  
 P160 Статистика, операционо истраживање, програмирање, 
актуарска математика 











  Data on Doctoral Dissertation 
   
Doctoral 
Supervisor:  
PhD, associate professor Аleksandar S. Nastić, Faculty of Sciences 
and Mathematics, University of Niš 
   
Title: 
  
Random Environment Nonnegative Integer-Valued Autoregressive 
Processes Generated by Geometric Counting Series 



















Here are analyzed integer autoregressive (INAR) processes in the 
random environment generated by geometric counting series. Firstly, 
the first order random environment INAR model is introduced. Later, 
random environment INAR models of higher order, as well as their 
general form, are defined. Finally, the bivariate model based on the 
bivariate random process is defined. The properties of all introduced 
models are analyzed. Estimation of unknown parameters is given and 
validate on the simulated data. Model quality is confirmed by 








                                                              






Mathematical statistics, statistics of random processes 
   
Key Words:  
INAR, NGINAR,  random environment, negative binomial thinning 
operator,  geometric marginal distribution, Markov chain 
   
UDC:   519.246/.8 
   
CERIF 
Classification:  
 P160 Statistics, operations research, programming, actuarial 
mathematics 
   
Creative 
Commons 











Тип документације, ТД: монографска
Тип записа, ТЗ: текстуални /  графички
Врста рада, ВР: докторска дисертација
Аутор, АУ: Петра Н.  Лакета
Ментор, МН: Александар С. Настић
Наслов рада, НР:
Ненегативни целобројни ауторегресивни процеси у
случајној средини генерисани геометријским
бројачкимЈезик публикације, ЈП: српски
Језик извода, ЈИ: енглески
Земља публиковања, ЗП: Србија
Уже географско подручје, УГП: Србија
Година, ГО: 2020.
Издавач, ИЗ: ауторски репринт
Место и адреса, МА: Ниш, Вишеградска 33.
Физички опис рада, ФО:
(поглавља/страна/ цитата/табела/слика/графика/прилога)
4/114/38/33/12/0/0
Научна област, НО: Математичке науке
Научна дисциплина, НД: Математичка статистика, статистика случајних
Предметна одредница/Кључне речи, ПО: ИНАР, НГИНАР,  случајна средина, негативни биномни
тининг оператор,  геометријска маргинална
расподела, ланац Маркова
УДК 519.246/.8
Чува се, ЧУ: библиотека
Важна напомена, ВН:
Q4.16.01 - Izdawe 1
Извод, ИЗ: Проучавају се целобројни ауторегресивни процеси у 
случајној средини генерисани геометријским 
бројачким низовима. Најпре се уводи модел првог 
реда, док се касније посматрају модели вишег реда и 
њихово уопштење. На крају се уводи 
дводимензионални процес заснован на 
дводимензионалној серији услова средине. 
Анализирају се особине уведених модела. Спроводи 
се оцењивање непознатих параметара модела, а 
ваљаност ових оцена се испитује на симулацијама. 
Квалитет модела се потврђује применом над реалним 
подацима и упоређивањем са другим моделима.
Датум прихватања теме, ДП: датум прихватања теме на наставно научном већу
Универзитета
Датум одбране, ДО:
Чланови комисије, КО: Председник:
Члан:
Члан, ментор:
Образац Q4.09.13 - Издање 1
Прилог 4/2





Document type, DT: monograph
Type of record, TR: textual / graphic
Contents code, CC: doctoral dissertation
Author, AU: Petra N. Laketa
Mentor, MN: Aleksandar S. Nastić
Title, TI: Random Environment Nonnegative Integer-Valued 
Autoregressive Processes Generated by Geometric Counting 
Series
Language of text, LT: Serbian
Language of abstract, LA: English
Country of publication, CP: Serbia
Locality of publication, LP: Serbia
Publication year, PY: 2020
Publisher, PB: author’s reprint




Scientific field, SF: Мathematics
Scientific discipline, SD: Mathematical statistics, statistics of random processes
Subject/Key words, S/KW: INAR, NGINAR,  random environment, negative binomial 
thinning operator,  geometric marginal distribution, Markov 
chain
UC 519.246/.8
Holding data, HD: library
Note, N:
Q4.16.01 - Izdawe 1
Abstract, AB: Here are analyzed integer autoregressive (INAR) processes in 
the random environment generated by geometric counting 
series. Firstly, the first order random environment INAR model 
is introduced. Later, random environment INAR models of 
higher order, as well as their general form, are defined. Finally, 
the bivariate model based on the bivariate random process is 
defined. The properties of all introduced models are analyzed. 
Estimation of unknown parameters is given and validate on the 
simulated data. Model quality is confirmed by application on 
the real-life data, comparing results with the competitive 
models.
Accepted by the Scientific Board on, ASB:
Defended on, DE:
Defended Board, DB: President:
Member:
Member, Mentor:
Образац Q4.09.13 - Издање 1
Predgovor
Qoveka radoznalost od davnina navodi da opixe svet koji ga
okruuje. Prvi pokuxaji ogledali su se u nastanku mnogobrojnih
religija. Naxi preci su osluxkivali prirodu i traili ǌene
tajne signale. Prilagali su rtve ne bi li umilostivili bogove.
Oni koji su umeli da predvide kixu ili suxu bili su visoko
vrednovani. Veo misticizma naizgled je skinut. Ulogu proroka
preuzeli su nauqnici, qije magiqne formule i proraquni zadiv-
ǉuju one koji o tome ne znaju nixta. U nauku se veruje. Danas se
barata qiǌenicama i priqa o neospornim istinama potvrenim
eksperimentima. Meutim, qini se da nikada nismo maǌe znali
o tome xta je istina i koje su prave vrednosti. Neodreenost se
uxuǌala na mala vrata kroz kvantnu mehaniku. Umesto taqnih
vrednosti poloaja i impulsa imamo samo ǌihove verovatnoe.
Izvesnost je zamenila probabilistiqka teorija. Qovek je pre-
puxten na milost i nemilost sluqaju. Ova disertacija se bavi
uvoeǌem novih matematiqkih struktura kojima se mogu opisati
odreene pojave i predvideti ǌihovo ponaxaǌe u budunosti.
Rezultat je istraivaǌa voenih u toku doktorskih studija. Au-
tor je duboko svestan nixtavnosti jednog ovakvog poduhvata u
odnosu na nauku u celini, kao i nixtavnosti nauke u odnosu na
qoveka i svet uopxte. Meutim, kako je ovo ipak jedan znaqajan
korak u spoǉaxǌem svetu, zahvalila bih onima koji su doprineli
nastanku ovog teksta na posredan ili neposredan naqin.
Najpre iskazujem zahvalnost mentoru, dr Aleksandru Nastiu,
vanrednom profesoru Prirodno-matematiqkog fakulteta u Nixu
na svoj podrxci tokom ovih godina i svemu xto me je nauqio.
Takoe bih zahvalila dr Miroslavu Ristiu, redovnom profe-
soru na istom fakultetu, koji je u izvesnom smislu bio komentor
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mojih studija. Ova dva profesora su me uvela u ceo svet INAR
modela i nesebiqno podelila sa mnom ono xto je rezultat ǌihovog
vixegodixǌeg rada. Zahvaǉujem i svim profesorima, kolegama,
kao i porodici i prijateǉima na pruenom znaǌu i podrxci.
Prvi pokuxaji modeliraǌa vremenskih nizova sa nenegativnim
celobrojnim vrednostima su se zasnivali na primeni autoregre-
sivnih modela sa neprekidnim marginalnim raspodelama. Jasno
je da ovakav pristup nije mogao dati dovoǉno dobre rezultate,
s obzirom na to da su se diskretne vrednosti opisivale pomou
neprekidne raspodele. Zbog toga su Jacobs i Lewis (1978a-c) uveli
diskretne autoregresivne modele pokretnih sredina (DARMA). Za-
tim je usledilo uvoeǌe prvog celobrojnog autoregresivnog mode-
la (INAR - Integer-Valued AutoRegressive), i to INAR(1) modela, prvog
reda, nezavisnim pristupom od strane McKenzie (1985) i Al-Osh i
Alzaid (1987). Ovaj model ima sledei oblik
Xn = α ◦Xn−1 + εn, n ≥ 1,
gde α◦ predstavǉa operator koji je u prethodnim nauqnim pu-
blikacijama na srpskom jeziku nazivan “tining” operatorom ili
operatorom istaǌivaǌa i definisan je kao α ◦ X =
∑X
i=1 Yi, pri
qemu je {Yi} niz nezavisnih i jednako raspodeǉenih sluqajnih
promenǉivih sa parametrom raspodele α, koji se takoe zove i
brojaqki niz. U zavisnosti od toga kakva je marginalna raspodela
brojaqkog niza, mogu se definisati razliqiti tining operatori.
ǋihov naziv zavisi od raspodele sluqajne promenǉive α ◦ X|X.
U sluqaju da su Yi Bernulijeve sluqajne promenǉive sa P (Yi =
1) = 1 − P (Yi = 0) = α, radi se o binomnom operatoru istaǌi-
vaǌa. Ako su Yi geometrijski raspodeǉene sluqajne promenǉive
sa oqekivaǌem α, tada je u pitaǌu negativni binomni operator
istaǌivaǌa, poxto α ◦X|X ima negativnu binomnu raspodelu. U
radu Ristić, Bakouch i Nastić (2009) uveden je INAR model sa geo-
metrijskom marginalnom raspodelom zasnovan na negativnom bi-
nomnom operatoru istaǌivaǌa (NGINAR(1)). Uopxteǌe ovog mo-
dela dato je u radu Nastić, Ristić i Bakouch (2012), u kome je defi-
nisan kombinovani geometrijski INAR model reda p (NGINAR(p)).
Takoe, Popović, Ristić i Nastić (2016) razmatrali su dvodimenzion-
alni NGINAR model.
Disertacija sadri rezultate objavǉenih radova. Najpre je,
u prvoj glavi, data motivacija za uvoeǌe sluqajne sredine u
INAR modele. Druga glava sadri rezultate u vezi sa prvim INAR
modelom u sluqajnoj sredini, koji je prvog reda. U treoj glavi
su zatim analizirani uopxteni INAR modeli u sluqajnoj sredini
vixeg reda. Dvodimenzionalni INAR model u sluqajnoj sredini
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Uvoeǌe sluqajne sredine u
INAR modele
U ovoj glavi e najpre biti reqeno sa kojim problemom su se
INAR modeli sreli, a koji se moe rexiti uvoeǌem sluqajne sre-
dine. Zatim e se opisati suxtina ideje modela koji su tema ove
disertacije i definisae se proces sluqajne sredine koji slui
kao pomoni proces u konstrukciji INAR modela u sluqajnoj sre-
dini.
Dosadaxǌa praksa primeǌivaǌa stacionarnih INAR modela u
radu sa podacima qiji grafik pokazuje odreene nestacionarne
karakteristike nije bila najadekvatnija. Zbog toga je prirodno
tragati za nestacionarnim INAR modelima, kako bi se mogli mode-
lovati podaci sa nenegativnim celobrojnim vrednostima koji ne-
maju stacionaran karakter. Takoe, poeǉno je da ovi modeli
budu xto jednostavniji za rad i u nekom smislu xto sliqniji
stacionarnim INAR modelima. Jedan od naqina na koji se nesta-
cionarnost moe ukǉuqiti je uvoeǌe novog koncepta konstruk-
cije modela primenom sluqajne sredine. Kao xto znamo, u pri-
rodi je sve povezano. Svaka veliqina koju merimo nalazi se u
nekakvim uslovima koje odreuje okolina i koji utiqu na ǌene
vrednosti. Promene ovih uslova bi, dakle, trebalo da dovedu
do promene raspodele merene veliqine. Pretpostavimo, primera
radi, da na merene vrednosti ima uticaj temperatura. Umesto
da temperaturu odredimo taqnim brojem stepeni (Celzijusovih
ili Kelvina), moemo pojednostaviti situaciju diskretizacijom
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vrednosti. Naime, moemo posmatrati tri razliqita staǌa tem-
perature: niska, sredǌa i visoka. Ako je temperatura niska,
smatraemo da proces ima jednu raspodelu, ukoliko je sredǌa
drugu, a u sluqaju visoke temperature treu. Ukoliko elimo
da jox vixe naglasimo nestacionarnost, moemo poveati broj
staǌa, tako xto emo posmatrati staǌa ekstremno niske, niske,
sredǌe, visoke i ekstremno visoke temperature. Uopxte, radi
jednostavnosti, smatraemo da se uslovi sredine mogu podeliti
u r razliqitih staǌa. Pritom je u konkretnom sluqaju dobro da
broj r nije, suvixe mali, ali ni suvixe veliki. Naime, xto je
broj staǌa vei, to je model fleksibilniji, pa samim tim boǉe
opisuje podatke. Meutim, ovo istovremeno uzrokuje veliki broj
parametara modela, xto komplikuje rad sa takvim modelom. Sada
emo dati formalnu definiciju procesa kojim modeliramo uslove
sredine.
Definicija 1.0.1 Niz sluqajnih promenǉivih {Zn}, n ∈ N0, je pro-
ces sluqajne sredine sa r staǌa, za r ∈ N, ako je on lanac Markova
prvog reda koji uzima vrednosti iz skupa Er= {1, 2, . . . , r}. Uopxte,
{Zn}, n ∈ N0, je proces sluqajne sredine ako je on proces sluqajne
sredine sa r staǌa za neko r ∈ N.
Ovde treba obratiti paǌu na samu prirodu upravo defini-
sanog procesa. Primetimo da skup Er sadri prvih r prirod-
nih brojeva. Moemo postaviti pitaǌe xta predstavǉaju ove
vrednosti i kako se mere u eksperimentu. Istina je da one nisu
nikakve opservirajue veliqine, tj. ne reprezentuju nikakvu mer-
ǉivu karakteristiku sredine. Naime, ako bismo u eksperimentu
registrovali vrednosti koje elimo opisati INAR modelom sa
sluqajnom sredinom, nikakvih mereǌa same sredine ne bi bilo.
Ovo moe delovati zbuǌujue, meutim, treba imati na umu da
ciǉ naxeg istraivaǌa nije sama sluqajna sredina, ve iskǉu-
qivo ǌen uticaj na posmatranu veliqinu qije vrednosti modeli-
ramo. U tom smislu nam nisu vane osobine sredine, jer je ǌena
jedina uloga da obezbedi uvoeǌe nestacionarnosti u odreeni
INAR model.
Sledee pitaǌe koje se namee je kako onda odrediti vrednosti
procesa sluqajne sredine, ako se one ne dobijaju eksperimental-
nim putem. Posmatraǌem podataka koje elimo modelirati moe
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se utvrditi u koliko razliqitih skupova se oni grupixu (pritom
ovaj izbor nije jednoznaqan), te u skladu sa tim pretpostaviti da
ima toliko razliqitih staǌa sredine. Ako je broj ovih staǌa r,
onda je dovoǉno da kaemo da proces sluqajne sredine ima vred-
nosti iz skupa Er= {1, 2, . . . , r}, pri qemu svaki put kada je Zn = i,
smatramo da se sredina nalazi u i-tom staǌu i da u skladu sa tim
INAR model ima i-tu raspodelu iz familije moguih raspodela
{F (x, θk), k ∈ Er. Dakle, same vrednosti iz skupa Er nisu vane,
ve samo qiǌenica da ih ima r razliqitih i da je svako staǌe
povezano sa taqno jednom raspodelom posmatranog procesa.
Ako se vratimo sada primeru sa temperaturom, mogue je nis-
koj temperaturi pridruiti broj 1, sredǌoj 2, a visokoj 3. Me-
utim, mogue je numerisati ih i na bilo koji drugi naqin, re-
cimo sredǌa 1, niska 2, visoka 3. Dakle, kao xto je ve reqeno,
sama numeracija nije vana, kao ni stvarno opisivaǌe sredine.
U ovom konkretnom primeru jedino je vano modelirati na koji
naqin promene temperature utiqu na promenu raspodele posma-
tranog procesa.
Primetimo jox jednu znaqajnu osobinu. Neka, primera radi,
za realizovane vrednosti vai zn = zn+1 = ... = zm = i, gde i ∈ Er
i zn−1 6= zn, zm 6= zm+1. Tada deo procesa Xn, Xn+1, ..., Xm odgovara
staǌu i, dok elementi procesa susedni ovom delu odgovaraju nekom
drugom staǌu. U tom smislu se ovaj deo moe posmatrati kao deo
stacionarnog procesa, poxto nema promene staǌa. Na ovaj naqin
se INAR modeli u sluqajnoj sredini mogu posmatrati kao procesi
koji su deo po deo stacionarni. Stoga se neki poznati zakǉuqci o
stacionarnim INAR modelima mogu primeniti parcijalno. Upra-
vo ovo svojstvo qini modele koji su tema ove disertacije jednos-
tavnim za analizu. Veliqina ovih “stacionarnih delova” je odre-
ena matricom verovatnoa prelaza. Xto su vee vrednosti na
dijagonali ove matrice, to je vea verovatnoa da proces ostane
u istom staǌu, xto implicira due delove koji odgovaraju jednom
staǌu.
Kada je req o Jul-Voker ocenama, u dosadaxǌoj praksi INAR
modela koristila se osobina stacionarnosti modela za dokazi-
vaǌe stroge postojanosti. Jasno je da u naxem sluqaju nesta-
cionarnih modela ovu tehniku nije mogue primeniti. Meutim,
ocene se mogu definisati na malopre pomenutim “stacionarnim
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delovima” i pokazuje se da su one strogo postojane (u sledeoj
glavi se nalazi teorema koja to potvruje).
Ovde emo ipak posmatrati proces baziran na realizovanim
vrednostima zn. Naime, kada elimo da primenimo model nad
nekim podacima, prvo emo odrediti niz {zn}, pa zatim formi-
rati model. U ovu svrhu se koristi klasterovaǌe. Nakon xto
odluqimo koliko staǌa r emo koristiti (nexto vixe o samom
odabiru broja r bie reqeno kasnije), podaci se grupixu u r
razliqitih klastera i onda se svaki klaster posmatra kao jedno
staǌe. Dakle, ako neki podatak pripada i-tom klasteru, mi emo
smatrati da je on izmeren u takvim uslovima sredine koji odgo-
varaju staǌu i. Na taj naqin je svakom podatku pridrueno odgo-
varajue staǌe, tj. odreen je niz {zn}.
Mogue je oceniti i matricu verovatnoa prelaza koja odgo-
vara ovom lancu Markova na uobiqajen naqin oceǌivaǌa verovat-
noa kao koliqnika broja povoǉnih i ukupnih ishoda. Na primer,
ako elimo da ocenimo verovatnou prelaska iz staǌa i u staǌe
j, kao ocenu emo koristiti koliqnik broja svih ovakvih reali-
zovanih prelaza i broja svih moguih prelaza iz staǌa i u neko
drugo staǌe. U sluqaju da nam je potrebno predviaǌe, a imamo
uzorak obima N , moemo predvideti ZN+1 na osnovu ZN pomou
matrice verovatnoa prelaza, zatim ZN+2 na osnovu ZN+1 itd.
Na taj naqin moemo generisati niz realizacija {zn} proizvoǉne
duine, a onda ponovo primeniti model baziran na ovim reali-
zacijama. Ovome se pribegava zbog pojednostavǉivaǌa samog mo-
dela, koji bi bio kompleksniji u sluqaju da se koriste sluqajne
veliqine, odnosno proces sluqajne sredine.
Ovakva veza izmeu INAR modela i sluqajne sredine se moe
jox vixe uopxtiti. Naime, do sada smo pomenuli da staǌa sre-
dine odreuju jedino raspodelu posmatranog procesa. Moe se
otii korak daǉe i pretpostaviti da osim raspodele ova staǌa
odreuju i red modela, kao i parametar tining operatora kojim se
model generixe. Vixe o tome se nalazi u qetvrtoj glavi. Takoe,
u sluqaju dvodimenzionalnog procesa, mogua je situacija da pos-
toje dve razliqite sredine, od kojih jedna vixe utiqe na jednu
komponentu procesa, a druga na drugu. U tom ciǉu uveden je
dvodimenzionalni proces sluqajne sredine na naqin prikazan u
sledeoj definiciji.
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Definicija 1.0.2 Niz dvodimenzionalnih sluqajnih promenǉivih
{(Wn, Qn)}, n ∈ N0, je dvodimenzionalni proces sluqajne sre-
dine sa (r1, r2) staǌa, za r1, r2 iz skupa prirodnih brojeva N, ako
su {Wn} i {Qn}, n ∈ N0, procesi sluqajne sredine sa r1, odnosno
r2 staǌa. Uopxte, {(Wn, Qn)}, n ∈ N0, je dvodimenzionalni proces
sluqajne sredine ako je on dvodimenzionalni proces sluqajne sredine
sa (r1, r2) staǌa, za neke r1, r2 ∈ N.
Naravno, mogue bi bilo potpuno analogno definisati proces
sluqajne sredine proizvoǉne dimenzije, meutim nije bilo pot-





reda u sluqajnoj sredini
Prvi korak u definisaǌu INAR modela u sluqajnoj sredini
uqiǌen je radom Nastić, Laketa i Ristić (2016), koji e biti tema ovog
poglavǉa i u kom je definisan prvi model tog tipa. Najpre e
biti prikazana konstrukcija samog modela, a zatim i ǌegove oso-
bine, kao xto su raspodela inovacionih sluqajnih promenǉivih,
korelaciona struktura procesa i uslovne veliqine. Nakon toga
e paǌa biti posveena oceǌivaǌu nepoznatih parametara. U
tu svrhu su korixena dva metoda: metod momenata (Jul-Voker)
i metod uslovnih najmaǌih kvadrata. Takoe, kvalitet ocena
je potvren tako xto su simulirane vrednosti procesa i na os-
novu ǌih izraqunate realizovane ocene parametara koje pokazuju
konvergenciju ka taqnim vrednostima parametara pri poveaǌu
obima uzorka. Na kraju, model je primeǌen nad podacima iz
stvarnog ivota, tzv. realnim podacima, gde je pokazao boǉe
rezultate u pogledu “fitovaǌa” podataka u poreeǌu sa drugim
modelima koji dolaze u obzir za posmatrani tip podataka.
2.1 Konstrukcija modela
Kao inspiracija za uvoeǌe ovog modela, posluio je rad Tang
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i Wang (2014), u kom je posmatran proces {Xn}, n ∈ N0, odreen
relacijom
Xn = φn ◦Xn−1 +
r∑
j=1
εn(j)I{Zn=j}, n ∈ N,
gde je φn◦Xn−1 =
∑Xn−1
i=1 Ui, pri qemu je {Ui} niz nezavisnih i jednako
raspodeǉenih Bernulijevih sluqajnih promenǉivih sa P (Ui = 1) =
φn i {εn(j)} niz nenegativnih nezavisnih i jednako raspodeǉenih
sluqajnih promenǉivih, dok I{Zn=j} oznaqava indikator dogaaja
Zn = j. Modifikovaǌem ove formule, moe se dobiti model zas-
novan na procesu sluqajne sredine na naqin koji je dat u sledeoj
definiciji.
Definicija 2.1.1 Za niz nenegativnih celobrojnih sluqajnih pro-
menǉivih {Xn(Zn)}, n ∈ N0, kaemo da je nenegativni celobrojni
autoregresivni proces prvog reda u sluqajnoj sredini sa r staǌa
















{Ui}, i ∈ N, je brojaqki niz nezavisnih jednako raspodeǉenih slu-
qajnih promenǉivih koji generixe tining operator, {Zn} je proces
sluqajne sredine sa r staǌa, dat definicijom 1.0.1 i {εn(i, j)}, za
n ∈ N, i, j ∈ Er, su nizovi nezavisnih jednako raspodeǉenih sluqajnih
promenǉivih, koji zadovoǉavaju sledee uslove:
(A1) {Zn}, za n ∈ N0 i {εn(1, 1)},{εn(1, 2)},...,{εn(r, r)}, za n ∈ N su
meusobno nezavisni
(A2) Xn(l) ne zavisi od Zm i εm(i, j), za n < m i proizvoǉne i, j, l ∈ Er.
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Za proizvoǉno n ∈ N, sluqajne promenǉive Xn(Zn) i εn(Zn−1, Zn)





Xn(1), sa verovatnoom P (Zn = 1),
Xn(2), sa verovatnoom P (Zn = 2),
...
...





εn(1, 1), sa verovatnoom P (Zn−1 = 1, Zn = 1),
εn(1, 2), sa verovatnoom P (Zn−1 = 1, Zn = 2),
...
...
εn(r, r), sa verovatnoom P (Zn−1 = r, Zn = r).
U prethodnim formulama d= oznaqava jednakost u raspodeli.
Teorema 2.1.1 Dvodimenzionalni vremenski niz {Xn(Zn), Zn}, dat
definicijama 1.0.1 i 2.1.1 je lanac Markova prvog reda.
Dokaz. Uvedimo najpre sledee oznake Yn = (Xn(Zn), Zn) i yn =
(xn, zn). Primetimo da je
Yn = yn ⇔ (Zn = zn ∧Xn(zn) = xn).
Neka je A = {Ys = ys, 0 ≤ s < n − 1}. Oznaqimo pn−1,n = P (Zn =
zn|Zn−1 = zn−1). Posmatrajmo uslovnu verovatnou Pn−1,n = P (Yn =
yn|Yn−1 = yn−1, A). Koristei definiciju procesa, imamo da je
Yn = yn ⇔
Xn−1(Zn−1)∑
i=1
Ui + εn(Zn−1, zn) = xn ∧ Zn = zn
 ,
dok je
Yn−1 = yn−1 ⇔ (Zn−1 = zn−1 ∧Xn−1(zn−1) = xn−1).






Ui + εn(zn−1, zn) = xn, Zn = zn
∣∣∣B) ,
gde smo sa B oznaqili dogaaj {Zn−1 = zn−1}∩{Xn−1(zn−1) = xn−1}∩A.
Zbog nezavisnosti sluqajnih promenǉivih
∑xn−1
i=1 Ui + εn(zn−1, zn) i





Ui + εn(zn−1, zn) = xn
∣∣∣B)P (Zn = zn|B) .
Kako
∑xn−1
i=1 Ui+εn(zn−1, zn) ne zavisi od sluqajnih promenǉivih koje
se javǉaju u B, to je prvi qlan proizvoda jednak verovatnoi
P (
∑xn−1
i=1 Ui + εn(zn−1, zn) = xn), dok Zn na osnovu toga xto je {Zn}
lanac Markova prvog reda zavisi samo od Zn−1, pa je drugi qlan





Ui + εn(zn−1, zn) = xn
)
. (2.1.1)
Sada emo sliqan postupak primeniti na P (Yn = yn|Yn−1= yn−1).
Ponovo ovu verovatnou moemo prikazati kao proizvod dve ve-
rovatnoe i na isti naqin, kao malopre, zakǉuqujemo da je








Kako su desne strane (2.1.1) i (2.1.2) jednake, moemo izjednaqiti
i leve strane ovih izraza, pa je
P (Yn = yn|Yn−1 = yn−1) = P (Yn = yn|Yn−1 = yn−1, A),
tj. {Xn(Zn), Zn} je lanac Markova prvog reda. 2
U prethodnoj glavi je bilo reqi o tome da je u praksi ko-
risno zameniti proces sluqajne sredine {Zn} ǌegovom realizaci-
jom {zn}. Naime, kako Zn moe uzeti bilo koju od r vrednosti
iz skupa Er, to se verovatnoa P (Xn(Zn) = x) raquna na sledei
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naqin
P (Xn(Zn) = x) =
r∑
i=1




P (Xn(i) = x)P (Zn = i).
Jasno je da bi ovakva osobina uqinila model maǌe podesnim za
rad, pa je u tom ciǉu prirodno u definiciji koristiti reali-
zaciju {zn}. Jedini razlog koji bi bio protivan ovakvom pojednos-
tavǉeǌu bila bi sumǌa da se gubǉeǌem sluqajnosti ovog procesa
moe izgubiti fleksibilnost koja je bila glavna karakteristika
modela. Meutim, ovo ipak nije sluqaj. U praksi se niz {zn}
odreuje na osnovu uzorka i to na taj naqin da se model xto vixe
prilagodi podacima (vixe o samom odreivaǌu ovog niza bie
reqeno u sekciji koja se bavi oceǌivaǌem nepoznatih parametara,
a osnovna ideja je klasterovaǌe podataka). Sa druge strane, ako
posmatramo uzorak obima N , a elimo da predvidimo budue
vrednosti Xn(zn), za n > N , moemo se vratiti procesu sluqa-
jne sredine {Zn} i pomou matrice verovatnoa prelaza (koju
moemo oceniti na osnovu ve odreenih vrednosti z1, z2, ..., zN)
generisati budue realizacije ovog procesa zn, za n > N , nakon
qega opet moemo raditi samo sa realizovanim nizom {zn}.
Osim ove, napravǉene su dodatne pretpostavke. Zbog prirode
posmatranih realnih podataka, u kojima je uglavnom prisutna
overdisperzija, pretpostavǉeno je da je marginalna raspodela
geometrijska. Osim toga, model je zasnovan na negativnom bi-
nomnom tining operatoru. Ovo se moe razumeti tako xto su
korixeni podaci koji predstavǉaju broj meseqnih kriminalnih
aktivnosti. Zato ima smisla da se ovaj broj kriminalnih aktiv-
nosti u sledeem mesecu prouzrokuje putem negativnog binomnog
tining operatora. Precizna definicija modela koji se dobija
tako xto se modelu iz definicije 2.1.1 nametnu sve pomenute pret-
postavke data je u nastavku.
Definicija 2.1.2 Neka je {zn} realizacija procesa {Zn} sluqajne
sredine sa r staǌa. Kaemo da je niz {Xn(zn)}, n ∈ N0, INAR(1)
proces u sluqajnoj sredini sa r staǌa i geometrijskom marginalnom
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raspodelom, zasnovan na negativnom binomnom tining operatoru
(RrNGINAR(1)), ako je sluqajna promenǉiva Xn(zn) definisana na
sledei naqin
Xn(zn) = α ∗Xn−1(zn−1) + εn(zn−1, zn), n ∈ N, (2.1.3)
gde je α ∈ (0, 1), brojaqki niz {Ui}, i ∈ N, ukǉuqen u α∗ predstavǉa niz
nezavisnih jednako raspodeǉenih sluqajnih promenǉivih sa sledeom
raspodelom
P (Ui = u) =
αu
(1 + α)u+1
, u ∈ N0,
sluqajna promenǉiva εn(zn−1, zn) je data u definiciji 2.1.1 i vai




, x ∈ N0, (2.1.4)
gde µzn ∈ {µ1, µ2, . . . , µr} i r∈ N.
Ovakav model je samo jedan od mnogih specijalnih sluqajeva
modela datog definicijom 2.1.1 koji se mogu definisati, xto ot-
vara brojne mogunosti za daǉa istraivaǌa.
2.2 Osobine modela
U ovoj sekciji emo istraiti neke osobine upravo konstru-
isanog modela. Poqnimo najpre sa teoremom o raspodeli inova-
cione sluqajne promenǉive.
Teorema 2.2.1 Neka je {Xn(zn)}, n ∈ N0, RrNGINAR(1) proces dat





; k, l ∈ Er
}
, tada raspodele sluqajnih promenǉivih εn(1, 1),
εn(1, 2), . . . , εn(r, r), mogu biti predstavǉene kao mexavine dve geo-




















Pritom oznaka Geom( µ
1+µ
) oznaqava geometrijsku raspodelu sa oqeki-
vaǌem µ.
Glava 2 19
Dokaz. Dokaz emo sprovesti posmatrajui funkciju generatrise
verovatnoa. Na osnovu jednaqine (2.1.3), uzimajui u obzir











Posmatrajmo sada desnu stranu jednaqine (2.2.2). Iz qiǌenice da
































Na osnovu relacije (2.1.4), Xn(j) ima geometrijsku raspodelu, pa
je na osnovu osobina geometrijske raspodele
ΦXn(j)(s) =
1





1 + µi − µis
. (2.2.5)
















1 + µi − µi 11+α−αs
=
1 + α− αs
1 + α(1 + µi)− α(1 + µi)s
,
gde pretposledǌa jednakost sledi iz qiǌenice da Xn−1(i) ima geo-
metrijsku raspodelu sa oqekivaǌem µi. Ako sada jednaqine (2.2.4),
(2.2.5) i (2.2.6) uvrstimo u jednaqinu (2.2.3), dobijamo
Φεn(i,j)(s) =
1 + α(1 + µi)− α(1 + µi)s
(1 + α− αs)(1 + µj − µjs)
=
1 + α− αs+ αµi + αµis
(1 + α− αs)(1 + µj − µjs)
=
1




· µj − µjs− α + αs
(1 + α− αs)(1 + µj − µjs)
=
1







1 + α− αs
− 1













1 + α− αs
.
Na osnovu prethodnog izraza kojim je odreena funkcija gene-
ratrise verovatnoe sluqajne promenǉive εn(i, j), moemo videti
da ona ima raspodelu datu sa (2.2.1), ako je zadovoǉen uslov
0 ≤ α ≤ µj
1+µi
, kojim se obezbeuje da su odgovarajue verovatnoe
nenegativne. Kako su i i j proizvoǉne vrednosti iz skupa Er, to












; k, l ∈ Er
}
, xto je
pretpostavǉeno u formulaciji teoreme. 2
Kao i kod svakog inovacionog procesa, potrebno je poznavati
ǌegovu oqekivanu vrednost, kao i stepen volatilnosti, o qemu
govori sledee tvreǌe.
Teorema 2.2.2 Neka je zn−1 = i i zn = j, gde su i, j ∈ Er. Tada
su matematiqko oqekivaǌe i disperzija sluqajne promenǉive εn(i, j)
redom dati jednakostima E(εn(i, j)) = µj − αµi i D(εn(i, j)) = µj(1 +
µj)− αµi(1 + 2α + αµi).
Dokaz. Neka je Φε(s) funkcija generatrise verovatnoa sluqajne
promenǉive εn(i, j). Tada dokaz sledi iz qiǌenice da je E(εn(i, j)) =




ε(1)(1− Φ′ε(1)), gde su Φ′ε(1) = µj − αµi i
Φ′′ε(1) = 2(µ
2
j − αµiµj − α2µi). 2.
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Primetimo da je oqekivaǌe sluqajne promenǉive εn(i, j) za i,
j ∈ Er pozitivno. Naime, iz teoreme 2.2.1 imamo da je












Sa druge strane, jedna od najvanijih osobina svakog autoreg-
resivnog procesa je meusobna povezanost i uzajamna zavisnost
ǌenih pojedinih elemenata. Ovo svojstvo je poznato pod nazivom
kovarijansno-korelaciona struktura, o qemu govori naredna teo-
rema.
Teorema 2.2.3 Neka je {Xn(zn)}, n ∈ N0, RrNGINAR(1) model dat de-
finicijom 2.1.2 i neka su µ1 > 0, µ2 > 0, . . . , µr > 0. Tada su:
(a) kovarijanse izmeu sluqajnih promenǉivih Xn(zn) i Xn−k(zn−k),
za k ∈ {0, 1, . . . , n} pozitivne i date formulom
γ(k)n ≡ Cov (Xn(zn), Xn−k(zn−k)) = αk · µzn−k(1 + µzn−k),
(b) korelacije izmeu sluqajnih promenǉivih Xn(zn) i Xn−k(zn−k),
za k ∈ {1, 2, . . . , n} pozitivne, maǌe od 1 i date formulom





Dokaz. (a) Neka je {Xn(zn)}, n ∈ N0, RrNGINAR(1) model dat defi
-nicijom 2.1.2. Tada Xn(zn) zadovoǉava jednaqinu (2.1.3), pa je
γ(k)n = Cov(Xn(zn), Xn−k(zn−k))
= Cov(α ∗Xn−1(zn−1) + εn(zn−1, zn), Xn−k(zn−k)).
Kako su sluqajne promenǉive εn(zn−1, zn) i Xn−k(zn−k) nezavisne,
dobija se
γ(k)n = Cov(α ∗Xn−1(zn−1), Xn−k(zn−k)).
Na osnovu poznate osobine negativnog binomnog tining operatora
da je Cov(α ∗ X, Y ) = αCov(X, Y ), ako su sluqajne promenǉive X
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i Y nezavisne od sluqajnih promenǉivih ukǉuqenih u operator
negativnog binomnog tining operatora, imamo da je
γ(k)n = α · Cov(Xn−1(zn−1), Xn−k(zn−k)) = α · γ
(k−1)
n−1 .
Primeǌujui posledǌu jednakost jox k − 1 puta, pokazuje se da







n−k predstavǉa disperziju sluqajne promen-
ǉive Xn−k(zn−k) koja ima geometrijsku raspodelu sa parametrom
oqekivaǌa µzn−k, dobija se γ
(k)
n = αk · µzn−k(1 + µzn−k).












Sada, koristei rezultat (a), korelacija sluqajnih promenǉivih







Dokaimo sada da su korelacije ρ(k)n uvek maǌe od 1. Na osnovu























Regresioni potencijal svakog modela, odnosno mogunost ap-
roksimiraǌa naredne, pa i nepoznate, vrednosti procesa ogleda
se kroz osobine, kao i same izraze koji odreuju uslovne veliqine.
Sa ovim nas upoznaje naredno tvreǌe.
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Teorema 2.2.4 Neka je {Xn(zn)}, n ∈ N0, RrNGINAR(1) model dat de-
finicijom 2.1.2 i neka su µ1 > 0, µ2 > 0, . . . , µr > 0. Tada:
(a) uslovno oqekivaǌe sluqajne promenǉive Xn+k(zn+k) za dato
Xn(zn) je
E (Xn+k(zn+k)|Xn(zn)) = αk [Xn(zn)− µzn ] + µzn+k , k ∈ N0, (2.2.9)
(b) uslovna disperzija sluqajne promenǉive Xn+k(zn+k) za dato
Xn(zn) je
D (Xn+k(zn+k)|Xn(zn)) =
αk(1− αk)(1 + α)
1− α
[Xn(zn)− µzn ]
+ µzn+k(1 + µzn+k)− α2kµzn(1 + µzn).
Dokaz. (a) U ciǉu jednostavnijeg oznaqavaǌa, neka je µn+k|n =
E (Xn+k(zn+k)|Xn(zn)) i µεn = E(εn(zn−1, zn)). Na osnovu defini-
cije RrNGINAR(1) modela i nezavisnosti sluqajnih promenǉivih
εn+k(zn+k−1, zn+k) i Xn+k−1(zn+k−1), sledi da je
µn+k|n = E (α ∗Xn+k−1(znk−1) + εn+k(zn+k−1, zn+k)|Xn(zn))
= E (α ∗Xn+k−1(znk−1)|Xn(zn)) + E (εn+k(zn+k−1, zn+k)) .
Poznato je da vai E(α ∗X|Y ) = αE(X|Y ) za sluqajne promenǉive
X i Y koje su nezavisne od brojaqkog niza ukǉuqenog u operator,
pa imamo konaqno da je µn+k|n = αµn+k−1|n + µεn+k. Primeǌujui
posledǌu jednaqinu jox k − 1 puta, dobija se





Ako sada zamenimo µn|n = Xn(zn) i iskoristimo rezultate teoreme






















= αkXn(zn) + µzn+k − αkµzn .
(b) Posmatrajmo sada uslovnu disperziju. Oznaqimo sa σ2n+k|n
uslovnu disperziju sluqajne promenǉive Xn+k(zn+k) za dato Xn(zn).
Takoe oznaqimo D(εn(zn−1, zn)) sa σ2εn. Na osnovu nezavisnosti






































+ µ2εn+k − µ
2
n+k|n







zbog poznate osobine E(α ∗ X|Y ) = αE(X|Y ) i E((α ∗ X)2|Y ) =















Uzimajui u obzir da je µn+k|n = αµn+k−1|n + µεn+k, dobijamo reku-
rentnu relaciju
σ2n+k|n = α





Primenom ove jednaqine jox k − 1 puta, dobija se
σ2n+k|n = α







Konaqno, koristei qiǌenicu da je σ2n|n = 0, rezultat teoreme
2.2.2 za disperziju sluqajne promenǉive εn+k−l, l ∈ {0, 1, . . . , k − 1}
i jednaqinu (2.2.9), dobija se traena relacija. 2
Zbog |α| < 1 je, za dovoǉno veliko k,
E (Xn+k(zn+k)|Xn(zn)) ≈ µzn+k = E(Xn+k),
D (Xn+k(zn+k)|Xn(zn)) ≈ µzn+k(1 + µzn+k) = D(Xn+k),
gde ≈ oznaqava “priblino”. Kako zn+k nije konstantno, ne moemo
govoriti o konvergenciji uslovnih veliqina. Meutim, ukoliko
posmatramo podnizove koji odgovaraju istom staǌu, onda moemo
smatrati da uslovno oqekivaǌe i uslovna disperzija konvergi-
raju ka oqekivaǌu i disperziji marginalne raspodele koja odgo-
vara tom staǌu.
2.3 Oceǌivaǌe nepoznatih parametara
U dosadaxǌem tekstu disertacije istaknuto je da INAR modeli
u sluqajnoj sredini imaju tu pogodnost da se “lako prilagoa-
vaju” podacima, xto ih qini primenǉivim u realnim situaci-
jama. Ovu svoju osobinu duguju upravo procesu sluqajne sredine,
te je od velikog znaqaja sam postupak odreivaǌa realizacije
{zn}, koji emo sada opisati. Pretpostavimo da raspolaemo po-
dacima x1, x2, ..., xN koje elimo da opixemo RrNGINAR(1) modelom.
Prisetimo se sada da vrednost zn odreuje kakvu raspodelu ima
sluqajna promenǉiva Xn(zn). Zbog toga je oqekivano da one vred-
nosti xi, i ∈ {1, 2, ..., N} koje su meusobno bliske odgovaraju istom
staǌu zi. U skladu sa takvim zakǉuqivaǌem, moe se oqekivati
da e klasterovaǌe podataka x1, x2, ..., xN u r razliqitih klastera
zapravo podeliti podatke na taj naqin da oni koji pripadaju is-
tom klasteru odgovaraju istom staǌu. Podsetimo se opet toga da
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vrednosti skupa Er koje uzimaju elementi niza {zn} same po sebi
nisu vane, poxto je ǌihova uloga jedino da poveu Xn(zn) sa
odgovarajuim parametrom raspodele µzn. Iz istog razloga nije
vano koju vrednost iz skupa Er emo pridruiti kojem klasteru.
Dakle, moemo numerisati klastere na proizvoǉan naqin, a za-
tim za svako n ∈ {1, 2, ..., N} smatrati da je zn = i ukoliko xn pri-
pada i-tom klasteru. Na ovaj naqin je u potpunosti odreen niz
z1, z2, ..., zN .
2.3.1 Jul-Voker ocene
Posmatrajmo sluqajni uzorak X1(z1), X2(z2), . . . , XN(zN) obima
N iz RrNGINAR(1) procesa {Xn(zn)}. Neka su k i n prirodni bro-
jevi, takvi da je zk 6= i, zk+1 = zk+2 = · · · = zn = i, zn+1 6= i. Ako pos-
matramo poduzorak Xk+1(i), Xk+2(i), . . . , Xn(i), moemo primetiti
da svi ǌegovi elementi odgovaraju staǌu i, kao i da je maksimalan
u smislu da se ne moe proxiriti ni levim ni desnim susedom, a
da se ne doda element koji ne odgovara staǌu i. Kako svi elementi
ovog poduzorka odgovaraju istom staǌu, on se moe posmatrati
kao uzorak iz NGINAR(1) procesa sa oqekivaǌem µi. Poxto je NGI-
NAR(1) proces stacionaran, odgovarajua uzoraqka kovarijansa je
strogo postojana. Stoga ima smisla koristiti upravo ove kova-
rijanse u oceǌivaǌu.




1 redom uzoraqka sredina, uzoraqka disper-
zija i uzoraqka kovarijansa prvog reda poduzorka Xk+1(i), Xk+2(i),






















Na osnovu ergodiqnosti NGINAR(1) procesa sledi stroga posto-
janost ovih ocena.
Vratimo se sada uzorku X1(z1), X2(z2), . . . , XN(zN). Relacija
“odgovarati istom staǌu” predstavǉa relaciju ekvivalencije na
skupu elemenata uzorka. Zbog toga se moe izvrxiti particija
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uzorka u odnosu na ovu relaciju. Za proizvoǉno k ∈ {1, 2, . . . , r}
neka je
Ik = {i ∈ {1, 2, ..., N}|zi = k},
r⋃
k=1
Ik = {1, 2, ..., N}, |Ik| = nk, n1 + n2 + · · ·+ nr = N,
Sk = (Xk1(k), Xk2(k), ..., Xknk (k)),
gde je ki ∈ Ik, ki < ki+1, ∀i ∈ {1, 2, . . . , nk − 1}. Dakle, Sk je poduzorak
poqetnog uzorka koji sadri sve elemente koji odgovaraju staǌu
k i nijedne druge. Moe se primetiti da se Sk zapravo sastoji
od svih maksimalnih poduzoraka koji odgovaraju staǌu k. Neka
su ovi maksimalni poduzorci Sk,1, Sk,2, . . . , Sk,ik, gde je ik ǌihov
broj. Neka je daǉe Jk,l = {i ∈ {1, 2, . . . , N}|Xi(zi) ∈ Sk,l}, |Jk,l| = nk,l,
i nk,1 + nk,2 + · · · + nk,ik = nk. Kao xto smo ve zakǉuqili, ocene























Definiximo sada ocene na osnovu celih poduzoraka Sk, ne uzi-
majui u obzir to da se oni sastoje od delova koji nisu povezani,
tj. iz maksimalnih poduzoraka.
Definicija 2.3.1 Ocene dobijene na osnovu poduzorka Sk koji odgo-




















































Ocene µ̂k,l su strogo postojane, tj. P (limnk,l→∞ µ̂k,l = µk) = 1. Dakle,
limnk,l→∞ µ̂k,l = µk svugde osim na skupu Ωk,l, gde je P (Ωk,l) = 0. Stoga
je µ̂k,l = µk + o(nk,l), nk,l →∞, svugde osim na skupu Ωk,l.
Na osnovu prethodnog razmatraǌa, moemo zapisati izraz za































= 1 i ∀l ∈ {1, 2, ..., ik} limnk,l→∞
nk,l
nk
< ∞, vai µ̂k →
µk, nk,i →∞, ∀i ∈ {1, 2, . . . , ik} svugde osim na skupu Ωk = ∪ikl=1Ωk,l.
Na osnovu P (Ωk) = P (∪ikl=1Ωk,l) ≤
∑ik
l=1P (Ωk,l) i osobine nenega-
tivnosti verovatnoe, imamo da je P (Ωk) = 0. Sada je
P (µ̂k → µk, nk,i →∞, ∀i ∈ {1, 2, ..., ik}) = 1.
Ovo tvreǌe jako podsea na strogu postojanost. Naime, je-
dina razlika je u tome xto stroga postojanost zahteva konvergen-
ciju kada obim uzorka tei beskonaqnosti, dok u naxem sluqaju
imamo konvergenciju kada obimi svih maksimalnih poduzoraka
tee beskonaqnosti. Ipak, mogue je pokazati i strogu posto-
janost u smislu taqne definicije. Ovim se bavi sledea teorema.




1 date definicijom 2.3.1 su strogo
postojane.
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Dokaz. Dokaimo najpre da je µ̂k strogo postojana ocena. U
tom ciǉu treba pokazati da je P (µ̂k → µk, nk → ∞) = 1. Vai
nk = nk,1 + nk,2 + ... + nk,ik. Neka nk → ∞. Ako su obimi nk,j
svih poduzoraka konaqni, tada je i nk konaqno. Dakle, da bi nk
teilo beskonaqnosti, isto mora da vai bar za jedno nk,j. Pret-
postavimo da je za neko d ∈ {1, 2, ..., ik},
nk,l →∞, za svako l ∈ {1, 2, ..., d},
nk,j → cj <∞, za svako j ∈ {d+ 1, d+ 2, ..., ik}. (2.3.2)

















































kada nk → ∞. Suma
∑ik
j=d+1 cj je konaqna, pa je zanemarǉiva u
odnosu na nk,l, za l ∈ {1, 2, ..., d}. Sada moemo zapisati nk = nk,1 +
















Konaqno, vai µ̂k → µk, nk →∞, svugde osim na skupu Ωk = ∪ikl=1Ωk,l.
Ovo moemo zapisati na sledei naqin P (µ̂k → µk, nk → ∞) = 1,
xto zapravo predstavǉa strogu postojanost uzoraqke sredine.
Sada emo dokazanu strogu postojanost uzoraqke sredine ko-
ristiti za dokazivaǌe stroge postojanosti uzoraqke kovarijanse.





0 , nk,l → ∞ svugde osim na skupu Ω′k,l mere nula. Kako smo do-
kazali da je µ̂k strogo postojana, imamo da je µ̂k → µk, nk → ∞,















0 , nk →∞
)
, (2.3.3)
tada e biti γ̂(k)0 → γ
(k)









0 , nk → ∞) = 1,
xto je ekvivalentno strogoj postojanosti ocene γ̂(k)0 . Stoga moemo


































Neka je nk → ∞. Ponavǉajui isti postupak kao malopre, pret-
postavimo da vae uslovi (2.3.2). Ovim se prethodna suma svodi


































(Xi(k)− µ̂k,l + (µ̂k,l − µ̂k))2.
Pritom, izraze µ̂k,l → µk, nk,l → ∞, ∀l ∈ {1, 2, ..., ik} i µ̂k → µk, nk →
∞, moemo predstaviti na drugaqiji naqin µ̂k,l = µk + o(nk,l), kada
nk,l →∞, ∀l ∈ {1, 2, ..., ik} i µ̂k = µk + o(nk), nk →∞. Zato moemo






















(Xi(k)− µ̂k,l) · o(nk,l).



































































0 . Ovim smo dokazali implikaciju (2.3.3), a samim tim i
strogu postojanost ocene γ̂(k)0 .









































































































































Dakle, γ̂(k)1 → γ
(k)
1 , nk →∞, qime je dokaz zavrxen. 2















Na osnovu definicije stroge postojanosti, subaditivnosti vero-
vatnoe i osobina graniqne vrednosti, lako se pokazuje da su α̂k
i α̂ strogo postojane ocene.
2.3.2 Ocene uslovne maksimalne verodostojnosti
Neka je X1(z1), X2(z2), . . . , XN(zN) sluqajni uzorak obima N iz
RrNGINAR(1) procesa. Sada emo definisati funkciju logari-
tamske uslovne verodostojnosti u ciǉu oceǌivaǌa nepoznatih pa-
rametara modela µ1, µ2, . . . , µr, α. Kako se radi o lancu Markova
















P (α ∗Xn−1(zn−1) = k)P (εn(zn−1, zn) = xi − k)
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·I{xi−1 6=0} + P (εn(zn−1, zn) = xi) I{xi−1=0}
}
.
Kako je, na osnovu raspodele sluqajne promenǉive εn(zn−1, zn),
























Di [(1− Ci)C(xi − k) + CiC(xi − k)] I{xi−1 6=0}
+ [(1− Ci)C(xi) + CiC(xi)] I{xi−1=0}
}
,














x+1 . Zbog sloenosti ove funkcije, u
praksi se ocene metodom uslovne maksimalne verodostojnosti mogu
dobiti korixeǌem nekih numeriqkih algoritama za maksimizi-
raǌe ove funkcije koji su sastavni deo mnogih statistiqkih soft-
verskih paketa.
2.3.3 Analiza kvaliteta ocena nad simuliranim po-
dacima
Sada emo ispitati kvalitet Jul-Voker (YW) ocena, kao i
ocena uslovne maksimalne verodostojnosti (CML), definisanih u
prethodnim podsekcijama. Naime, ciǉ je pokazati da ocene ne-
poznatih parametara u praksi konvergiraju ka ǌihovim taqnim
vrednostima pri poveaǌu obima uzorka. Ovo se postie na taj
naqin xto se simuliraju uzorci eǉenih obima iz procesa koji
posmatramo i nad takvim uzorcima se onda izraqunaju realizacije
ocena. U tom ciǉu smo simulirali uzorak obima 500 u 10000 po-
navǉaǌa. Naravno, potrebno je prvo simulirati proces sluqajne
sredine, a zatim ǌegovim korixeǌem i odgovarajui INAR pro-
ces. U praksi je qesto dovoǉno posmatrati procese sa dva ili
tri razliqita staǌa, te su ovi sluqajevi zasebno razmatrani u
daǉem tekstu. Pritom je potrebno zadati sledee parametre:
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◦ broj staǌa r
◦ vektor oqekivaǌa µ = (µ1, µ2, ..., µr)′
◦ parametar tining operatora α
◦ vektor pvec duine r qije komponente su verovatnoe sa ko-
jima se biraju inicijalna staǌa
◦ matrica verovatnoa prelaza pmat dimenzija r × r koja se
definixe za lance Markova prvog reda i sadri verovatnoe
kojima se u jednom koraku prelazi iz jednog staǌa u drugo, tj.
[pmat]ij predstavǉa verovatnou sa kojom e proces iz staǌa
i prei u staǌe j u jednom koraku.
1. Sluqaj sa tri staǌa
U ovom sluqaju smatramo da proces sluqajne sredine uzima
vrednosti iz skupa E3 = {1, 2, 3}. Da bismo videli na koji naqin
vrednosti parametara utiqu na ponaxaǌe ocena, razlikovaemo
tri razliqita i moemo rei reprezentativna sluqaja.
1.1. Vektor oqekivaǌa je µ = (1, 2, 3)′. Na osnovu teoreme 2.2.1
sada moemo izraqunati granicu koju α ne sme da pree i
ona iznosi 0,25, pa biramo α = 0,2. Odabrali smo pvec =
(0,33, 0,34, 0,33)′ tako da se u prvom koraku staǌa biraju sa
skoro jednakim verovatnoama. Xto se tiqe matrice vero-
vatnoa prelaza, ona je jako znaqajna s obzirom na to da
odreuje izgled procesa sluqajne sredine, a samim tim i
RrNGINAR(1) procesa. U ovom sluqaju je
pmat =
0,4 0,3 0,30,3 0,4 0,3
0,3 0,3 0,4
 .
Vrednosti na dijagonali predstavǉaju verovatnoe ostajaǌa
u istom staǌu. Vidimo da su one samo neznatno vee od
verovatnoa da se iz jednog staǌa pree u neko od druga dva
staǌa.
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1.2. Ovde je korixen vektor oqekivaǌa µ = (4, 5, 6)′. Ovakav iz-
bor dopuxta veu korelaciju, tj. vixu granicu za α, te bi-
ramo α = 0,5. Osim toga, pretpostavǉamo da je u poqetnom
trenutku drugo staǌe verovatnije od ostalih, xto je odre-
eno sa pvec = (0,2, 0,6, 0,2)′. Za matricu prelaza je odabrana
pmat =
0,5 0,4 0,10,3 0,4 0,3
0,1 0,4 0,5
 .
I u ovom sluqaju su najvee verovatnoe ostajaǌa u istom
staǌu, s tim xto je verovatnoa da se iz staǌa koje je “na
jednom kraju” doe u staǌe “na drugom kraju” najmaǌa (tj.
verovatnoa prelaza iz prvog u tree ili iz treeg u prvo
staǌe).
1.3. U posledǌem sluqaju je µ = (1, 2, 8)′. Ovakav izbor vektora
oqekivaǌa implicira niu granicu za α, te biramo α =
0,1. Za vektor inicijalnih verovatnoa je izabran pvec =
(0,6, 0,3, 0,1)′, dok je matrica verovatnoa prelaza
pmat =
0,1 0,6 0,30,2 0,3 0,5
0,1 0,3 0,6
 .
Ako se proces nalazi u prvom, najverovatnije e prei u
drugo staǌe, a ako je u drugom, najverovatnije e prei u
tree staǌe. Kada dospe u tree staǌe, najverovatnije je
da u ǌemu ostane, xto znaqi da ima tendenciju ka veim
vrednostima.
2. Sluqaj sa dva staǌa
I u ovom sluqaju posmatraemo tri razliqite kombinacije
parametara.
2.1. Najpre emo za vektor oqekivaǌa odabrati µ = (1, 2)′ i u
skladu sa granicom koju on odreuje α = 0,3. Pritom za pvec
biramo (0,5, 0,5)′, xto znaqi da se inicijalno staǌa biraju
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Tabela 2.1: YW ocene za sluqaj 1.1.






100 0,99589 2,00557 3,00441 0,19408
st. gr. 2,68695 4,69168 6,65246 1,39636
200 0,99119 2,00586 3,00355 0,19701
st. gr. 1,34039 2,32784 3,31118 0,67834
500 0,99861 2,00232 2,99752 0,19863
st. gr. 0,53974 0,92978 1,31754 0,26985
Tabela 2.2: YW ocene za sluqaj 1.2.






100 4,00237 5,01148 5,99324 0,49084
st. gr. 11,22251 11,50781 15,97502 1,04790
200 4,00264 5,01621 6,00560 0,49456
st. gr. 5,54954 5,73101 8,00416 0,51069
500 4,00129 5,00423 6,00566 0,49676
st. gr. 2,23714 2,30200 3,23006 0,20601
Tabela 2.3: YW ocene za sluqaj 1.3.






100 0,99854 1,99324 7,99212 0,09723
st. gr. 3,98321 4,31584 12,37995 4,46355
200 1,00127 1,99868 7,99392 0,09892
st. gr. 1,98700 2,17395 6,15311 2,04681
500 0,99981 2,00035 7,99983 0,10001
st. gr. 0,78869 0,86622 2,44374 0,75179
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100 0,97372 2,00921 3,03007 0,21393
st. gr. 2,86161 4,74395 5,70047 0,94502
200 0,99188 2,00378 3,01200 0,20512
st. gr. 1,34182 2,32191 2,78148 0,40580
500 0,99721 2,00090 3,00001 0,20079
st. gr. 0,51135 0,92146 1,11075 0,15303







100 3,89194 4,99390 6,04319 0,51053
st. gr. 8,85908 8,42631 8,94478 0,74102
200 3,98092 5,00306 6,02398 0,50327
st. gr. 4,42773 4,06375 4,63689 0,33986
500 3,99761 4,99303 5,99855 0,50056
st. gr. 1,59450 1,57352 1,78594 0,12960







100 0,92033 1,99812 8,00413 0,11217
st. gr. 4,42923 4,55641 4,39353 0,50847
200 0,95213 2,00017 7,99959 0,10684
st. gr. 2,12835 2,14075 2,17734 0,22146
500 0,97631 2,00232 8,01027 0,10534
st. gr. 0,81158 0,82962 0,85594 0,08487
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, te sa verovatnoom 0,6 proces ostaje u istom
staǌu, dok sa verovatnoom 0,4 meǌa staǌe.
2.2. Sada je µ = (4, 5)′, xto omoguuje veu korelaciju i u skladu
sa tim biramo α = 0,6. Ponovo je pvec = (0,5, 0,5)′. U pogledu
matrice verovatnoa prelaza posmatramo suprotnu situaciju
u odnosu na prethodnu kombinaciju parametara, u smislu da
proces sa veom verovatnoom meǌa staǌe nego xto ostaje u






2.3. Sada se posmatra sluqaj kada se oqekivaǌa u razliqitim
staǌima razlikuju znaqajno. Vektor oqekivaǌa je µ = (1, 4)′.
Za parametar tining operatora biramo α = 0,2. Xto se tiqe
inicijalnog izbora staǌa, prvo staǌe se bira sa znaqajno
veom verovatnoom, tj. pvec = (0,8, 0,2)′. Matrica verovat-





, te se iz bilo kog staǌa u
drugo staǌe prelazi ili ostaje sa verovatnoom 0,7, dok se
u prvo staǌe prelazi ili ostaje sa verovatnoom 0,3. Dakle,
proces ima tendenciju da bude u drugom staǌu.
Tabela 2.7: YW i CML ocene za sluqaj 2.1.
n1 µ̂Y W1 µ̂
Y W
2 α̂




100 0,99831 1,99878 0,29073 0,96818 2,09529 0,32119
st. gr. 2,45566 4,25409 1,24102 2,45727 5,07878 1,27816
200 1,00080 1,99801 0,29470 0,98583 2,03518 0,30994
st. gr. 1,23721 2,11595 0,62401 1,18132 2,20676 0,54138
500 0,99871 2,00032 0,29692 0,99443 2,00853 0,30257
st. gr. 0,49793 0,85208 0,25356 0,46512 0,82278 0,19269
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Tabela 2.8: YW i CML ocene za sluqaj 2.2.
n1 µ̂Y W1 µ̂
Y W
2 α̂




100 4,00418 5,01148 0,58778 3,87326 5,08567 0,61746
st. gr. 9,48699 11,50429 0,97049 6,29138 7,59957 0,93556
200 3,99947 5,00049 0,59148 3,95615 5,00041 0,60260
st. gr. 4,71575 5,77812 0,49295 3,04303 3,62314 0,39850
500 3,99595 4,99948 0,59580 3,98387 4,97811 0,59815
st. gr. 1,89895 2,33979 0,20194 1,15382 1,35172 0,13665
Tabela 2.9: YW i CML ocene za sluqaj 2.3.
n1 µ̂Y W1 µ̂
Y W
2 α̂




100 0,99960 4,00079 0,20024 0,85078 4,12198 0,24634
st. gr. 2,77164 6,23327 2,81257 3,11731 5,61843 0,88345
200 1,00030 4,00321 0,19836 0,92049 4,07302 0,23072
st. gr. 1,38526 3,10897 1,33556 1,45406 2,73887 0,41757
500 0,99929 4,00045 0,19816 0,96903 4,02906 0,21658
st. gr. 0,55628 1,23384 0,52684 0,53306 0,99794 0,16318
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Rezultati oceǌivaǌa
U svim prethodno razmotrenim sluqajevima ocenili smo ne-
poznate parametre modela α i µ Jul-Vokerovim metodom, kao i
metodom uslovne maksimalne verodostojnosti. Kako su podaci si-
mulirani u 10000 ponavǉaǌa uzoraka obima 500, a ciǉ je ispi-
tati kako se ponaxaju ocene pri poveaǌu obima uzorka, to emo
realizacije ocena izraqunati najpre na osnovu poduzoraka od pr-
vih 100 elemenata iz svakog ponavǉaǌa, zatim na osnovu poduzo-
raka koje qine prvih 200 elemenata i na kraju na osnovu celih uzo-
raka, obima 500. Rezultati oceǌivaǌa, zajedno sa odgovarajuim
standardnim grexkama prikazani su u tabelama 2.3, 2.6 i 2.9,
pri qemu prve dve odgovaraju sluqaju sa 3, a trea sa 2 staǌa.
Stvarne vrednosti parametara date su neposredno iznad rezul-
tata za svaki sluqaj. Moe se primetiti da u svim sluqajevima
realizacije ocena konvergiraju taqnim vrednostima parametara,
dok se standardne grexke smaǌuju. Xto se tiqe matrice verovat-
noa prelaza koja odgovara procesu sluqajne sredine, ǌu nismo
oceǌivali, s obzirom na to da ne predstavǉa parametar RrNGI-
NAR(1) modela i da nam nije bila neophodna za ostale izraqunate
vrednosti. Meutim, ǌena uloga je jako vana u kreiraǌu samog
procesa, poxto ona zapravo odreuje uticaj sluqajne sredine na
posmatrani proces. U sluqaju da elimo da predvidimo vred-
nosti RrNGINAR(1) procesa, tada bi trebalo oceniti ovu matricu.
2.4 Primena modela nad realnim
podacima
Ve je bilo reqi o tome da su do sada INAR modeli primeǌi-
vani i kod nekih nestacionarnih serija. Pritom ovakve serije
nemaju trend ili sezonski karakter, ve razliqiti delovi serije
imaju primetno razliqite sredǌe vrednosti. Iako stacionarni
INAR modeli ne odgovaraju u potpunosti ovakvim podacima, do
sada su korixeni, u odsustvu boǉih modela. Oqekuje se da u
ovom sluqaju INAR proces u sluqajnoj sredini pokae prednost u
odnosu na ostale modele, te je ova sekcija posveena upravo pri-
meni RrNGINAR(1) modela u sluqaju konkretnih realnih podataka.
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U tom ciǉu smo koristili podatke sa internet strane Forecast-
ing Principles (http://www.forecastingprinciples.com), i to konkretno one
koji predstavǉaju koliko ǉudi je uhapxeno u periodu od mesec
dana zbog preprodavaǌa droge. Ova realizacija vremenskog niza
je preuzeta iz 27. policijske stanice u Pitsburgu, u periodu od
januara 1990. do decembra 2001. i sadri ukupno 144 opservacije.
Slika 2.1: Grafik korixenih podataka, kao i grafici odgo-
varajuih autokorelacija i parcijalnih autokorelacija.
Kako bi se zakǉuqilo nexto o karakteru posmatrane serije,
prirodno je najpre posmatrati ǌen grafik, kao i grafike uzo-
raqke autokorelacione (ACF) i parcijalne autokorelacione funk-
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cije (PACF), xto je prikazano na slici 2.1. Na osnovu toga, moe
se primetiti da je adekvatno primeniti INAR(1) modele. Kao
mogue konkurentne modele, mi smo posmatrali sledee: celobroj-
ne autoregresivne modele sa pragom SETINAR(2,1) i SETINAR(3,2)
date u Monteiro, Scotto i Pereira (2012), Möller i Weiß (2015), INAR(1)
model sa Puasonovom marginalnom raspodelom PoINAR(1), uveden
u Al-Osh i Alzaid (1987), kvazi-binomni INAR(1) model sa genera-
lisanom Puasonovom marginalnom raspodelom GPoINAR(1), dat u
Alzaid i Al-Osh (1993), geometrijski INAR(1) model definisan u
Alzaid i Al-Osh (1988), novi geometrijski INAR(1) u Ristić, Bakouch i
Nastić (2009), negativni binomni INAR(1) iz Zhu i Joe (2006, 2010),
iterativni INAR(1) model sa negativnom binomnom marginalnom
raspodelom, definisan u Al-Osh i Aly (1992), INAR(1) model sa
sluqajnim koeficijentima i negativnom binomnom marginalnom
raspodelom, dat u Zheng, Basawa i Datta (2007). Posmatrajui
grafik podataka, mogu se uoqiti skokovi na poqetku, a zatim
u toku qetvrte godine, dok se u posledǌe dve godine primeuje
znaqajno poveaǌe posmatranih kriminalnih aktivnosti. Moe
se pretpostaviti da je ovo poveaǌe izazvano promenom nekih
uslova u Pitsburgu koja se odigrala u posledǌe dve godine. Odat-
le se prirodno namee ideja da se pokuxa sa primenom RrNGI-
NAR(1) modela. Prvi korak je klasterovaǌe podataka. O ovome
je bilo reqi u prvoj glavi. Naime, smatramo da je zn = i, tj.
da je realizovana vrednost procesa sluqajne sredine jednaka i, za
i ∈ Er, ukoliko vrednost yn pripada i-tom klasteru, za svako n ∈
{1, 2, . . . , 144}, gde je Er = {1, 2, . . . , r} odgovarajui skup moguih
staǌa procesa sluqajne sredine. S obzirom na to da sada imamo
klastere koji odgovaraju staǌima, centri ovih klastera se mogu
shvatiti kao ocene sredina µ1, µ2, . . . , µr. Zbog toga se centri
klastera koriste kao poqetne vrednosti pri numeriqkoj procedu-
ri izraqunavaǌa ocena uslovne maksimalne verodostojnosti ovih
parametara. Za oceǌivaǌe parametra α, kao poqetna vrednost
se moe uzeti sredina intervala kojem vrednost ovog parametra
mora pripadati. Kako sada znamo niz realizacija {zn}, za svako
n ∈ {1, 2, . . . , 144}, znamo da Xn(zn) ima geometrijsku raspodelu
sa parametrom µzn. Kako su parametri raspodela nepoznati, mi
ih oceǌujemo pomou ocena uslovne maksimalne verodostojnosti
µ̂1, µ̂2,. . . ,µ̂r. Pritom primeǌujemo dva modela, u odnosu na broj
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staǌa, i to R2NGINAR(1) i R3NGINAR(1). Na slikama 2.2 i 2.3 je
prikazano na koji naqin su klasterovani podaci u sluqajevima
r = 2 i r = 3, respektivno.
Slika 2.2: Klasterovaǌe podataka u dva staǌa.
Konaqno, potrebno je uporediti u kojoj meri modeli uspexno
opisuju podatke, pa je u tom ciǉu raqunata standardna grexka
predviaǌa RMS (root mean squares). Ona predstavǉa kvadratni ko-
ren sume kvadrata odstupaǌa predvieǌih od taqnih vrednosti.
U tabeli 2.10 su date vrednosti za RMS zajedno sa ocenama parame-
tara dobijenih metodom uslovne maksimalne verodostojnosti. Pos-
matrajui vrednosti u toj tabeli zakǉuqujemo da je R3NGINAR(1)
model, zasnovan na procesu sluqajne sredine sa tri staǌa pokazao
najboǉe rezultate u smislu najmaǌe vrednosti RMS. Primeujemo
da je on boǉi od modela R2NGINAR(1). Ovo se moe opisati time
xto podaci koji su na slici 2.3. oznaqeni trouglom ukazuju na
skokove u prvoj i qetvrtoj godini maǌeg intenziteta i veliki broj
skokova u posledǌoj godini, od kojih su oni maǌeg intenziteta
oznaqeni trouglom, a veeg krstom. U sluqaju sa dva staǌa, svi
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Slika 2.3: Klasterovaǌe podataka u tri staǌa.
ovi skokovi su posmatrani kao podaci iz jedne raspodele, dok
sluqaj sa tri staǌa razdvaja podatke oznaqene trouglom od onih
oznaqenih krstom.
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Tabela 2.10: CML ocene parametara i RMS za primenu INAR(1)
modela.
Model CML RMS
SETINAR(2,1) α̂ = 0,2990 3,0372
λ̂1 = 0,8417
λ̂2 = 11,5794




PoINAR(1) λ̂ = 1,237 3,6613
α̂ = 0,5948
GPQINAR(1) λ̂ = 0,5505 4,3398
θ̂ = 0,6108
ρ̂ = 0,392
GINAR(1) q̂ = 0,7596 3,9456
α̂ = 0,4809
NGINAR(1) µ̂ = 3,3014 3,4595
α̂ = 0,7308
NBINAR(1) q̂ = 0,2173 4,0185
θ̂ = 0,834
α̂ = 0,4563
NBIINAR(1) n̂ = 0,323 3,4211
p̂ = 0,5335
ρ̂ = 0,8107
NBRCINAR(1) n̂ = 0,5435 4,0232
p̂ = 0,1854
ρ̂ = 0,46
R2NGINAR(1) µ̂1 = 1,1085 3,1090
µ̂2 = 12,9138
α̂ = 0,052






vixeg reda u sluqajnoj
sredini
Modeli vixeg reda su boǉi za opisivaǌe podataka sa znaqaj-
nom parcijalnom autokorelacijom vixeg reda, odnosno jakom za-
visnoxu meu udaǉenim elementima. Stoga je prirodno uvesti
modele vixeg reda u sluqajnoj sredini zarad proxireǌa poǉa
primene. Prvi rad koji se bavi ovim je Nastić, Laketa i Ristić (2019).
U ǌemu su razmatrana dva modela koji se razlikuju u naqinu na
koji se dostie maksimalni (unapred zadati) red. Oni su do-
bijeni kao izvesna kombinacija RrNGINAR(1) modela i kombino-
vanog geometrijskog INAR(p) modela baziranog na negativnom bi-
nomnom tining operatoru (CGINAR(p)) uvedenog u radu Nastić, Ristić
i Bakouch (2012). Nakon toga su uvedeni uopxteni modeli vixeg
reda u sluqajnoj sredini, u radu Laketa, Nastić i Ristić (2018).
Uopxteǌe se sastoji u tome da se dopuxta da staǌa sredine, pored
marginalne raspodele, odreuju i parametar tining operatora,
kao i maksimalni red procesa. Upravo ti procesi su tema ove sek-
cije, qija je organizacija sliqna prethodnoj. Najpre su pomenuti
modeli konstruisani, a zatim su date ǌihove osobine. Nakon toga
su definisane ocene parametara, qiji kvalitet je ispitan pomou
simuliranih podataka. Na kraju su modeli primeǌeni nad real-
nim podacima u ciǉu pokazivaǌa primenǉivosti modela.
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3.1 Konstrukcija modela
U ciǉu uvoeǌa modela, definiximo sledee skupove:
• M = {µ1, µ2, ..., µr} - skup koji sadri mogue vrednosti parame-
tra raspodele,
• A = {α1, α2, ..., αr} - skup koji sadri mogue vrednosti parame-
tra tining operatora,
• P = {p1, p2, ..., pr} - skup moguih redova procesa,
gde r predstavǉa broj razliqitih staǌa sredine. Ovi skupovi






























k,pI{Zn=z,Pn=p}, k ∈ {1, 2, . . . , Pn}.
Model vixeg reda moemo definisati na sledei naqin
Xn(zn) =















Ako bi vailo Pn = pzn, bilo bi jako komplikovano odrediti
raspodelu inovacione sluqajne promenǉive. U tom ciǉu se Pn
definixe na drugaqiji naqin. Ovo je uqiǌeno na dva razliqita
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naqina i oba efikasno rexavaju pomenuti problem. Primeeno je
da se u sluqaju da svih Pn prethodnika odgovaraju istom staǌu do-
voǉno pojednostavǉuje izraqunavaǌe, pa je ova ideja iskorixena.
U tom ciǉu uvodimo broj
p∗n = max {i ∈ {1, 2, ..., n} : zn−1 = zn−2 = ... = zn−i},
koji odreuje koliko prethodnika odgovara istom staǌu. Prvi
naqin je da red bude odreen minimumom Pn = min{pzn , p∗n}. Dakle,
kada doe do promene staǌa zn−1 6= zn, red procesa postaje jed-
nak jedinici. Nakon toga, red procesa raste sve dok proces os-
taje u istom staǌu do onog trenutka kada dostigne maksimalnu
vrednost pzn, nakon qega je red procesa konstantan i jednak ovoj
maksimalnoj vrednosti sve do naredne promene staǌe, gde se si-
tuacija ponavǉa. Pritom, moe da se desi i da se staǌe promeni
pre nego xto proces dostigne maskimalni red za to staǌe kada se






n ≥ pzn ,
1, p∗n < pzn .
U ovom sluqaju, kada doe do promene staǌa i red procesa postane
jednak jedinici, on ne raste do maksimalnog reda, ve ostaje jed-
nak jedinici sve dok se ne ispune uslovi za maksimalni red u
tom staǌu, kada naglo skoqi do te maksimalne vednosti. Dakle,
red ovakvog procesa u staǌu zn je jednak 1 ili pzn. Ovaj model
ima maǌi broj parametara nego prethodni, pa je jednostavniji
za rad. Kako bismo ilustrovali ovako definisan niz redova,
posmatraemo realizaciju niza {zn} duine 20. U tabeli 3.1 su
prikazane odgovarajue vrednosti za Pn u sluqaju oba modela sa
parametrima r = 2 i P = {2, 3}.
Definiximo sada precizno ove modele.
Definicija 3.1.1 Neka je {Zn} proces sluqajne sredine sa r moguih
staǌa iz skupa Er = {1, 2, ..., r}, r ∈ N. Neka jeM = {µ1, µ2, ..., µr}, A =
{α1, α2, ..., αr} i P = {p1, p2, ..., pr}, pri qemu µi > 0, αi ∈ (0, 1), pi ∈ N, za
svako i ∈ Er. Kaemo da je {Xn} INAR proces u sluqajnoj sredini sa r
staǌa, skupom parametara raspodeleM, skupom parametara tining
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Tabela 3.1: Primer koji ilustruje definisaǌe redova za oba mo-
dela za realizovani niz duine 20 sa parametrima r = 2 i P =
{2, 3}.
zn 1 1 1 1 1 2 2 2 1 1
Pn za prvi model 1 2 2 2 2 1 2 3 1 2
Pn za drugi model 1 2 2 2 2 1 1 3 1 2
zn 2 1 2 2 2 2 2 2 1 1
Pn za prvi model 1 1 1 2 3 3 3 3 1 2
Pn za drugi model 1 1 1 1 3 3 3 3 1 2
operatora A i skupom maksimalnih redova P (RrINARmax(M,A,P))
ako je sluqajna promenǉiva Xn(Zn) za n ≥ 1 definisana sa
Xn(Zn) =















gde je Pn = min{pZn , p∗n}, pri qemu vae sledei uslovi:





k,p = 1 za sve i ∈ Er i p ∈ {1, 2, ..., pi}.
2. Za i ∈ Er brojaqki niz ukǉuqen u negativni binomni tining
operator αi∗ je niz nezavisnih i jednako raspodeǉenih sluqajnih
promenǉivih sa geometrijskom raspodelom sa oqekivaǌem αi.
Pretpostavǉamo da je brojaqki niz nezavisan od svih ostalih
promenǉivih koje se javǉaju u ovoj definiciji.
3. Za fiksirane vrednosti i, j ∈ Er, niz {εn(i, j)}n∈N sadri neza-
visne i jednako raspodeǉene sluqajne promenǉive.
4. {Zn}, {εn(1, 1)}, {εn(1, 2)}, ..., {εn(r, r)} su nizovi meusobno neza-
visnih sluqajnih promenǉivih.
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5. Sluqajna promenǉiva Xn(l) ne zavisi od Zm i εm(i, j) za sve n <
m i sve i, j, l ∈ Er.
U sledeoj definiciji uvexemo drugi model vixeg reda u slu-
qajnoj sredini.
Definicija 3.1.2 Neka je {Zn} proces sluqajne sredine sa r moguih
staǌa iz skupa Er = {1, 2, ..., r}, r ∈ N. Neka jeM = {µ1, µ2, ..., µr}, A =
{α1, α2, ..., αr} i P = {p1, p2, ..., pr}, pri qemu µi> 0, αi ∈ (0, 1), pi ∈ N
za sve i ∈ Er. Kaemo da je {Xn} INAR proces u sluqajnoj sredini
sa r staǌa, skupom parametara raspodele M, skupom parametara
tining operatora A i skupom redova P (RrINAR1(M,A,P)), ako za






n ≥ pZn ,
1, p∗n < pZn ,
i ispuǌeni su uslovi 1-5 prethodne definicije.
Kako su definisani procesi jako kompleksni, posmatraemo po-
jednostavǉene modele. Kao u prethodnoj glavi, pretpostaviemo
da znamo realizaciju {zn} procesa sluqajne sredine, kao i mar-
ginalnu raspodelu. U skladu sa tim, definisaemo odgovarajue
modele na osnovu prethodnih definicija.
Definicija 3.1.3 Neka je {zn} realizacija procesa sluqajne sredine
{Zn} sa r moguih staǌa iz skupa Er = {1, 2, ..., r}, r ∈ N i neka je
M = {µ1, µ2, ..., µr}, A = {α1, α2, ..., αr}, P = {p1, p2, ..., pr}, pri qemu
µi > 0, αi ∈ (0, 1), pi ∈ N, za svako i ∈ Er. Kaemo da je {Xn}
geometrijski INAR proces u sluqajnoj sredini sa r staǌa, skupom
parametara raspodeleM, skupom parametara tining operatora A i
skupom maksimalnih redova P (RrNGINARmax(M,A,P)) ako za sluqaj-
nu promenǉiva Xn(zn) vai
Xn(zn) =

















za n ≥ 1, gde Pn = min{pzn , p∗n}, zadovoǉeni su uslovi 1-5 iz definicije
3.1.1 i sluqajna promenǉiva Xn(zn) ima geometrijsku raspodelu sa
oqekivaǌem µzn ∈M, za svako n ≥ 0.
Definicija 3.1.4 Neka je {zn} realizacija procesa sluqajne sredine
{Zn} sa r moguih staǌa iz skupa Er = {1, 2, ..., r}, r ∈ N i neka je
M = {µ1, µ2, ..., µr}, A = {α1, α2, ..., αr}, P = {p1, p2, ..., pr}, pri qemu
µi > 0, αi ∈ (0, 1), pi ∈ N, za svako i ∈ Er. Kaemo da je {Xn}
geometrijski INAR proces u sluqajnoj sredini sa r staǌa, skupom
parametara raspodele M, skupom parametara tining operatora A
i skupom redova P (RrNGINAR1(M,A,P)), ako sluqajna promenǉiva






1, p∗n < pzn ,
zadovoǉeni su uslovi 1–5 iz definicije 3.1.1 i sluqajna promenǉiva
Xn(zn) ima geometrijsku raspodelu sa oqekivaǌem µzn ∈M.
U sluqaju da se nexto odnosi na oba modela koristiemo op-
xtiji akronim RrNGINAR(M,A,P).
Kao xto je ve pomenuto, RrNGINARmax(p) i RrNGINAR1(p) mo-
deli su samo specijalni sluqajevi modela datih definicijama
3.1.1 i 3.1.2. Mogue je posmatrati jox specifiqnije sluqajeve,
tj. modelima RrNGINARmax(p) i RrNGINAR1(p) nametnuti jox neke
uslove. Primera radi, ako su svi elementi skupa M jednaki, tj.
µ1 = µ2 = ... = µr = µ, tada svim staǌima odgovara ista raspodela,
pa sredina ne utiqe na marginalnu raspodelu. Kako bi se istakla
ova osobina, ovakav model emo oznaqiti sa RrNGINAR(µ,A,P).
Analogno, u sluqaju da je α1 = α2 = ... = αr = α, tj. da sredi-
na ne utiqe na tining operator, oznaqiemo RrNGINAR(M, α,P),
a kada sredina ne utiqe na red procesa, p1 = p2 = ... = pr = p,
imamo RrNGINAR,(M,A, p) model. Specijalno, RrNGINAR(M, α, p)
se odnosi na modele RrNGINARmax(p) i RrNGINAR1(p), koji su raz-
matrani u radu Nastić , Laketa i Ristić (2019), a RrNGINAR(M, α, 1)
predstavǉa RrNGINAR(1) model. Takoe je interesantno prime-
titi da se modeli RrNGINARmax(M,A,P) i RrNGINAR1(M,A,P) ne
razlikuju ukoliko se skup P sastoji samo iz jedinica i dvojki.
U praksi je nekad pogodno koristiti neki od ovih specijalnih
Glava 3 53
sluqajeva, zbog smaǌeǌa broja nepoznatih parametara modela,
ukoliko se zakǉuqi da sredina ne utiqe na neki od parametara
µi, αi, pi.
3.2 Osobine modela
Definisani procesi odreuju u potpunosti raspodelu inova-
cione sluqajne promenǉive εn(i, j) za sve n ≥ 1 i sve i, j ∈ Er. U
sledeoj teoremi je data ova raspodela.
Teorema 3.2.1 Neka je {Xn(zn)} RrNGINAR(M,A,P) proces. Pret-
postavimo da zn = j i zn−1 = i za neke i, j ∈ Er. Ako 0 ≤ αj ≤
µj
1+maxk∈Er µk
, tada raspodela sluqajne promenǉive εn(i, j) moe da se
zapixe kao mexavina dve geometrijski raspodeǉene sluqajne pro-



















Dokaz. Neka je {U (zn)m } brojaqki niz ukǉuqen u negativni binomni
tining operator αzn∗. Sa φU(zn)(s) oznaqimo funkciju generatri-
































Pretpostavimo da je zn = j i zn−1 = i za neke i, j ∈ Er. Kako je























Sluqajne promenǉive Xn(j) i Xn−1(i) imaju geometrijsku raspodelu
sa oqekivaǌima µj i µi, respektivno, dok sluqajna promenǉiva U (j)
ima geometrijsku raspodelu sa oqekivaǌem αj, pa se na analogan












1 + µj − µjs
,
xto dokazuje (3.2.1). Vidimo da je posledǌa formula gotovo ista
kao (2.2.7), jedino umesto α imamo αj. 2
Sada emo analizirati kovarijansnu i korelacionu strukturu
uvedenih modela. Poqnimo najpre sa RrNGINARmax(M,A,P) mo-
delom. Na osnovu definicije modela i osobina negativnog bi-
nomnog tining operatora imamo da je kovarijansa izmeu sluqaj-















Ako oznaqimo γ(i)n ≡ Cov(Xn(zn), Xn−i(zn−i)), tada prethodnu jed-











Oznaqimo sa ρ(i)n korelaciju izmeu sluqajnih promenǉivih Xn(zn)





































Iz konstrukcije modela sledi da je γ(0)n−1 = γ
(0)






























Ovaj rezultat se moe koristiti rekurzivno kako bi se izraqu-
nala korelacija ρ(i)n proizvoǉnog reda na osnovu korelacije ρ
(0)
n =
1, za svako n ≥ 1. Interesantno je primetiti da u sluqaju da
je zn = zn−1 i Pn = 1 za neko n ≥ 1, korelacija prvog reda je
ρ
(1)
n = αzn. Stoga, αzn predstavǉa korelaciju prvog reda izmeu
sluqajnih promenǉivih koje odgovaraju istom staǌu zn = zn−1 i
redu Pn = 1.
U sledeoj teoremi dati su uslovno oqekivaǌe i uslovna dis-
perzija definisanih procesa.
Teorema 3.2.2 Neka {Xn(zn)} predstavǉa RrNGINAR(M,A,P) pro-
ces dat definicijom 3.1.3, odnosno 3.1.4. Pretpostavimo da je 0 ≤
αl ≤ µl1+maxk∈Er µk za sve l ∈ Er i zn+1 = j, zn = i za i, j ∈ Er. Tada su
uslovno oqekivaǌe i uslovna disperzija sluqajne promenǉive Xn+1 za
date Xn, Xn−1, ..., Xn+1−Pn+1 odreeni formulama
































gde Hn = σ(Xn, Xn−1, . . . , Xn−pn+1) predstavǉa istoriju procesa.
Dokaz. Radi pojednostavǉeǌa notacije, koristiemo Xn umesto
Xn(zn), za n ≥ 0 i εn umesto εn(zn−1, zn), za n ≥ 1. Na osnovu defini-
cije negativnog binomnog tining operatora i osobina uslovnog
























Uslovno oqekivaǌe i uslovnu disperziju izraqunaemo pomou
ove funkcije koristei sledee jednakosti
E(Xn+1|Hn) = Φ′Xn+1|Hn(1), (3.2.3)






Pritom imamo da je
ΦU(s) =
1













1 + µj − µjs
.
Ako sada potraimo prvi i drugi izvod funkcije ΦXn+1|Hn(s) u
odnosu na s i iskoristimo sledee rezultate
ΦU(1) = 1, Φ
′





Φεn+1(1) = 1, Φ
′
εn+1
(1) = µj − αjµi, Φ′′εn+1(1) = 2µ
2
j − 2αjµi(µj + αj),
dobiemo konaqno
























Posledǌe dve formule uvrstimo u (3.2.3) i (3.2.4), i dobijamo
traeni rezultat. 2
3.3 Oceǌivaǌe nepoznatih parametara
U ovoj sekciji pozabaviemo se ocenama nepoznatih parametara
dobijenih metodom momenata, koje emo zatim izraqunati za se-
rije simuliranih podataka u ciǉu ispitivaǌa validnosti ocena.
Ponovo emo razmatrati ocene dobijene na osnovu metoda Jul-
Vokera i metoda uslovne maksimalne verodostojnosti. Neka je
X1(z1), X2(z2), . . . , XN(zN) sluqajni uzorak iz RrNGINARmax(M,A,P)
procesa obima N .
3.3.1 Jul-Voker ocene
Pristup odreivaǌa Jul-Voker ocena je zasnovan na istoj ideji
kao kod RrNGINAR(1) modela. U eǉi da dobijemo strogo posto-
jane ocene, podeliemo uzorak na delove koji se mogu posmatrati
kao realizacije NGINAR(1) procesa. U tom ciǉu posmatrajmo ele-
ment uzorka sa rednim brojem n, tako da vai Pn = Pn−Pn = pzn,
zn−Pn = zn−Pn−1 i zn = zn−1 = k ∈ Er (ove pretpostavke obezbeuju
to da posmatrani element, kao i oni elementi preko kojih se on
definixe na osnovu modela odgovaraju istom staǌu k i istom redu
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pk). Kako je zn = k, prvi uslov je ekvivalentan Pn = Pn−Pn = pk.
Posmatrajmo sada pomone parametre θ(zn)l,Pn , l ∈ {1, 2, . . . , Pn}, defi-
nisane sa θ(zn)l,Pn = αznφ
(zn)
l,Pn
. Kovarijansna struktura uvedenih modela


















































Takoe, ovo moemo zapisati na jednostavniji naqin γn = Γnθn,
gde smo odgovarajue vektore oznaqili sa γn i θn, dok Γn pred-
stavǉa kovarijansnu matricu. Vektori γn i θn, kao i matrica
Γn mogu biti razliqitih dimenzija za razliqito n ∈ N. ǋihove
dimenzije zavise od vrednosti reda Pn. Sa druge strane, mogue
je da su redovi Pn i Pm meusobno jednaki, za n 6= m, ali da su θn
i θm razliqiti, poxto mogu odgovarati razliqitim staǌima zn i
zm. Precizno, imamo ukupno p1 + p2 + · · · + pr razliqitih vektora
θn.
Sluqaj RrNGINAR1(M,A,P) modela je sliqan. Tada vai γ(1)n =
αznγ
(0)
n−1, za Pn = 1, dok za Pn = pzn vai (3.3.1). U ovom sluqaju
imamo r +
∑r
i=1 I{pi>1} razliqitih vektora θn.
Ako koristimo (3.3.1) i uzmemo u obzir sve uslove koje ispuǌa-
vaju uvedeni procesi, vidimo da se nepoznati parametri θ(k)l,k , l ∈



























. . . γ̂(k)pk−2,pk
...






































(Xi+h(k)− µ̂k)(Xi(k)− µ̂k), h ≥ 0, k ∈ Er.
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Ocene γ̂(k)h,pk su izraqunate na osnovu elemenata uzorka X1, X2, ..., XN
koji zadovoǉavaju uslov pomenut na poqetku ove podsekcije, tj.




∣∣i+ h ∈ S(k)0,pk}, gde h ≥ 1. Broj elemenata ovih
skupova je n(k)h,pk =
∣∣∣S(k)h,pk∣∣∣ za h ≥ 0. S obzirom na taj uslov, ovako
definisane ocene se odnose samo na one elemente koji odgovaraju
maksimalnim redovima p1, p2, ..., pr. Ako elimo da ocenimo vero-
vatnoe koje odgovaraju maǌim redovima, koristiemo modifiko-
vane ocene, o kojima e biti reqi na kraju ove podsekcije.
























, i ∈ {1, 2, ..., pk}, k ∈ Er.








Xi(k), k ∈ Er.
Mogu je i sluqaj da su vrednosti oqekivaǌa za razliqita
staǌa meusobno jednake µ1, µ2, ..., µr i jednake nekoj konstantnoj
































, i ∈ {1, 2, ..., p},
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gde su u svakom od prethodna tri sluqaja teine odabrane kao
teine definisane zastupǉenoxu odgovarajue ocene u uzorku.
Sliqan je pristup i za RrNGINAR1(M,A,P) model, samo xto u
ovom sluqaju sve verovatnoe mogu biti oceǌene. Ocene za para-
metar αk dobijene na osnovu uzorka koji odgovara redu 1, odnosno














, k ∈ Er,










(Xi+h(k)−µ̂k,j)(Xi(k)−µ̂k,j), h ≥ 0, k ∈ Er, j ∈ {1, pk},








j ∈ {1, pk}. Sva izraqunavaǌa se obavǉaju nad skupovima S(k)0,1 =
{i ∈ {1, 2, . . . , N}| zi = k, Pi = 1} i S(k)h,1 =
{
i ∈ S(k)0,1
∣∣i+ h ∈ S(k)0,1}. Pa-


































Ako neki od skupovaM,A,P sadri samo jedan element, tada se







































, i ∈ {1, 2, ..., pk}.
Definisane ocene su strogo postojane, xto se moe pokazati
na identiqan naqin kao u prethodnoj glavi.
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Takoe je mogue definisati modifikovane ocene, zameǌujui
skupove S(k)h,p, za h ≥ 1, skupovima S
(k)
0,p . Ovako dobijene ocene nisu
strogo postojane, ali je primerima razmatranim u radu potvreno
da daju dobre rezultate u praksi.
3.3.2 Ocene uslovne maksimalne verodostojnosti





logP (Xi(zi) = xi|Ai−1) .
gde je sa Ai−1 oznaqen dogaaj {Xi−1(zi−1) = xi−1 ∩ ... ∩Xi−Pn(zi−Pi) =









logP (αzi ∗Xi−k(zi−k) + εi(zi−k, zi) = xi|Ai−1) .




P (αzi ∗Xi−k(zi−k) = l)P (εi(zi−k, zi) = xi − l) · I{xi−k 6=0}
+P (εi(zi−k, zi) = xi) I{xi−k=0},
dok je, na osnovu teoreme o raspodeli inovacine sluqajne promenǉive,

















3.3.3 Analiza kvaliteta ocena nad simuliranim po-
dacima
Kako bi se potvrdilo da su Jul-Voker ocene dobre, u smislu
da reazlizacije konvergiraju taqnim vrednostima parametara pri
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poveaǌu obima uzorka, simulirani su podaci paralelno pomou
modela RrNGINARmax(M,A,P) i RrNGINAR1(M,A,P). Simulirano
je 100 realizovanih serija ukupno, svaka obima 10000. Ovo je
takoe uqiǌeno za razliqite kombinacije parametara. Posma-
trani su modeli sa 2 i 3 razliqita staǌa, tj. za r = 2 i r =
3. Najpre je posmatran model sa dva staǌa u kojem je p1 = 2,
p2 = 3. Drugi simulirani model ima tri staǌa i redove p1 =
p2 = 2, p3 = 3. Razmatrani su bax ovakvi sluqajevi, sa xto ma-
ǌim brojem staǌa i maǌim redovima, poxto bi u suprotnom ma-
trice parametara bile suvixe velike, te tabele ne bi bile pre-
gledne. Matrica verovatnoa prelaza procesa sluqajne sredine
oznaqena je sa pmat. Matrica φk sadri verovatnoe φ
k
i,j, za k-to
staǌe, j ∈ {1, 2, ..., pk}, i ∈ {1, 2, ..., j}, pri qemu se verovatnoe za
odgovarajui RrNGINAR1 model nalaze u posledǌoj koloni. Di-
jagonalni elementi matrice pmat su zapravo verovatnoe osta-
jaǌa u istom staǌu. Kao xto je to bio sluqaj sa modelom iz
prethodne glave, male vrednosti ovih verovatnoa uslovile bi
qestu promenu staǌa, xto bi dovelo do loxih ocena. Posma-
traemo dva sluqaja razliqtih vrednosti parametara modela.
1. Prvi sluqaj odnosi se na dva staǌa sredine, a vrednosti
parametara su







 1 0 00,5 0,5 0
0,2 0,3 0,5
 , pmat = [0,7 0,30,2 0,8
]
.
2. U drugom sluqaju se posmatra sredina sa tri mogua staǌa,
dok su vrednosti parametara




























500 1,0065 0,3324 0,2991 0,7009
st. gr. 0,1312 0,2140 0,8953 0,8953
1000 0,9926 0,3321 0,4375 0,5625
st. gr. 0,0930 0,1463 0,2767 0,2767
5000 0,9988 0,2995 0,4264 0,5736
st. gr. 0,0399 0,0671 0,0964 0,0964
10000 0,9999 0,2962 0,4194 0,5806














500 2,0204 0,6062 0,6067 0,3933 0,1690 0,3325 0,4985
st. gr. 0,2438 0,1840 1,7684 1,7684 0,1690 0,1361 0,1614
1000 2,0010 0,6128 0,5869 0,4131 0,1830 0,3262 0,4908
st. gr. 0,1774 0,1372 0,3955 0,3955 0,1062 0,0925 0,1089
5000 1,9935 0,5974 0,5187 0,4813 0,1884 0,3259 0,4857
st. gr. 0,0864 0,0709 0,1302 0,1302 0,0517 0,0442 0,0524
10000 2,0005 0,5933 0,5106 0,4894 0,1917 0,3250 0,4833
st. gr. 0,0620 0,0482 0,0819 0,0819 0,0360 0,0339 0,0394
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500 1,0065 0,3508 0,5235 0,4765
st. gr. 0,1312 0,2448 1,2742 1,2742
1000 0,9926 0,3410 0,4455 0,5545
st. gr. 0,0930 0,1586 0,2377 0,2377
5000 0,9988 0,3137 0,4059 0,5941
st. gr. 0,0399 0,0780 0,0923 0,0923
10000 0,9999 0,3031 0,3990 0,6010










500 2,0204 0,5874 0,1946 0,3268 0,4786
st. gr. 0,2438 0,1364 0,1957 0,1531 0,1553
1000 2,0010 0,6047 0,1873 0,3459 0,4668
st. gr. 0,1774 0,0898 0,1471 0,1113 0,1287
5000 1,9935 0,6025 0,1836 0,3399 0,4765
st. gr. 0,0864 0,0493 0,0632 0,0470 0,0577
10000 2,0005 0,6054 0,1813 0,3394 0,4794
st. gr. 0,0620 0,0383 0,0410 0,0335 0,0359
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500 0,9874 0,3311 0,3584 0,6416
st. gr. 0,1430 0,2395 0,5241 0,5241
1000 0,9812 0,3142 0,4514 0,5486
st. gr. 0,0980 0,1554 0,9597 0,9597
5000 0,9919 0,3129 0,3202 0,6798
st. gr. 0,0468 0,0737 0,1064 0,1064
10000 0,9955 0,307 0,3213 0,6787








500 1,9501 0,5107 0,3753 0,6247
st. gr. 0,3365 0,3133 0,6386 0,6386
1000 1,9782 0,503 0,4194 0,5806
st. gr. 0,2310 0,2241 0,2404 0,2404
5000 2,0042 0,4985 0,4156 0,5844
st. gr. 0,1100 0,0903 0,1061 0,1061
10000 2,0007 0,501 0,4141 0,5859














500 1,9689 0,5861 0,8083 0,1917 0,3734 0,1340 0,4926
st. gr. 0,2807 0,1982 1,1059 1,1059 0,3044 0,2200 0,1822
1000 1,9766 0,6023 0,8074 0,1926 0,3866 0,129 0,4843
st. gr. 0,2147 0,1454 0,9091 0,9091 0,1529 0,1398 0,1095
5000 1,9846 0,5913 0,6285 0,3715 0,3785 0,1456 0,4759
st. gr. 0,0885 0,0697 0,1884 0,1884 0,0649 0,0601 0,0551
10000 1,9937 0,5902 0,605 0,395 0,3823 0,1376 0,48
st. gr. 0,0573 0,0489 0,0954 0,0954 0,0438 0,0408 0,0414
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500 0,9874 0,3528 0,3226 0,6774
st. gr. 0,1430 0,2757 0,8362 0,8362
1000 0,9812 0,3134 0,3899 0,6101
st. gr. 0,0980 0,198 0,3096 0,3096
5000 0,9919 0,3092 0,3201 0,6799
st. gr. 0,0468 0,0826 0,119 0,119
10000 0,9955 0,3109 0,327 0,673








500 1,9501 0,4821 0,4211 0,5789
st. gr. 0,3365 0,2877 1,1938 1,1938
1000 1,9782 0,4898 0,3847 0,6153
st. gr. 0,2310 0,2034 0,3551 0,3551
5000 2,0042 0,5038 0,4145 0,5855
st. gr. 0,1100 0,0983 0,102 0,102
10000 2,0007 0,5098 0,4124 0,5876










500 1,9689 0,6058 0,3867 0,0659 0,5475
st. gr. 0,2807 0,1515 0,2707 0,2733 0,1727
1000 1,9766 0,5923 0,3801 0,1119 0,508
st. gr. 0,2147 0,1079 0,1581 0,1349 0,1222
5000 1,9846 0,5959 0,3765 0,1509 0,4727
st. gr. 0,0885 0,0577 0,0583 0,0582 0,0495
10000 1,9937 0,5944 0,3717 0,1539 0,4744
st. gr. 0,0573 0,0335 0,0437 0,0391 0,0369
Glava 3 67
U poreeǌu sa RrNGINARmax(p) i RrNGINAR1(p) modelima, uop-
xteni modeli vixeg reda imaju vei broj parametara, xto uslov-
ǉava veu fleksibilnost u realnim situacijama. Parametri koji
odgovaraju jednom staǌu mogu se oceniti samo na osnovu eleme-
nata koji odgovaraju tom staǌu. Kako bi se dobili dovoǉno dobri
rezultati bez poveaǌa obima uzorka, odabrali smo vee vred-
nosti parametra tining operatora, poxto one odgovaraju veoj ko-
relaciji izmeu elemenata procesa. Moe se primetiti, dakle,
da su vee vrednosti αk boǉe oceǌene. Sliqna je situacija i
sa parametrima φki,j. Xto je vrednost φ
k
i,j vea, to je vea ko-
relacija reda i pomou koje se oceǌuje parametar, xto dopri-
nosi poboǉxaǌu rezultata. Takoe se moe primetiti da su
standardne grexke za µk maǌe za maǌe vrednosti ovih parame-
tara. Sa µ, α i p oznaqeni su vektori koji odgovaraju skupovima
M,A,P. Standardne grexke parametara verovatnoe su iste u
sluqaju dva staǌa, poxto se φ̂YW2,2 dobijaju kao rexeǌa jednaqine
φ̂YW2,2 + φ̂
YW
2,1 = 1. Rezultati na levoj strani tabela 3.3 i 3.5 odgo-
varaju RrNGINARmax, a oni na desnoj strani RrNGINAR1 procesu.
Prikazani rezultati pokazuju da se sa poveaǌem obima uzorka
realizacije ocena parametara pribliavaju stvarnim vrednosti-
ma parametara, xto je i bio ciǉ ove podsekcije.
3.4 Primena modela nad realnim
podacima
Postoje neke situacije u kojima su znaqajne parcijalne autoko-
relacione funkcije (pacf) samo odreenih redova. Uobiqajeno je
da se onda podaci modeliraju nekim procesom qiji red je odreen
bax tako da pacf tog reda bude znaqajna. Meutim, time se gube
one preostale znaqajne pacf. Prednost ovde razmatranih modela
je xto oni mogu u sebe ukǉuqiti sve znaqajne pacf, poxto je ǌihov
red promenǉiv i zavisi od staǌa. Na primer, ako podaci pokazuju
znaqajne pacf reda 2 i 4, onda se moe koristiti model sa skupom
redova P = {2, 4}. Dakle, oqekivano je da u ovakvom sluqaju pos-
matrani modeli daju boǉe rezultate. Kako bismo to dokazali,
uporediemo ih sa nekim drugim modelima koji se mogu smatrati
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adekvatnim za date podatke. Izabrane su serije koje predstavǉaju
broj ǉudi uhapxenih zbog preprodavaǌa droge u 53. policijskoj
stanici u Pitsburgu, u periodu od januara 1990. do decembra
2001. godine. Ova serija je duine 144 i preuzeta je sa internet
stranice Forecasting Principles (http://www.forecastingprinciples.com).
Grafici posmatranih serija, kao i ǌihovih uzoraqkih autoko-
relacionih i parcijalnih autokorelacionih funkcija dati su na
slikama 3.1, 3.2 i 3.3. Realizacije procesa sluqajne sredine mogu
se odrediti pomou klasterovaǌa podataka, kao xto je to bio
sluqaj kod RrNGINAR(1) modela. Svaki klaster se pridruuje
taqno jednom staǌu i na taj naqin se odreuje niz realizacija
{zn}. Grafik klasterovaǌa dat je na slici 3.4. Poznajui ovaj
niz, sada se samo na osnovu definicije moe odrediti niz {Pn}.
Radi poreeǌa smo posmatrali sledee modele prvog reda:
• PoINAR(1) - INAR(1) model sa Puasonovom marginalnom raspo-
delom definisan u Al-Osh i Alzaid (1987),
• GPQINAR(1) - kvazi-binomni INAR(1) model sa uopxtenom Pu-
asonovom marginalnom raspodelom, uveden u Alzaid i Al-Osh
(1993),
• GINAR(1) - geometrijski INAR(1) model dat u Alzaid i Al-Osh
(1988).
• NGINAR(1) - novi geometrijski INAR(1) definisan u Ristić,
Bakouch i Nastić (2009),
• NBINAR(1) - negativni binomni INAR(1) dat u Zhu i Joe (2006,
2010).
Modeli vixeg reda ukǉuqeni u razmatraǌe su RrNGINARmax(p)
i RrNGINAR1(p) za p ∈ {2, 3, 4}.
U ciǉu odreivaǌa mere u kojoj modeli adekvatno opisuju po-
datke korixena je standardna grexka predviaǌa (RMS), kao i
u prethodnoj sekciji. U tabeli 3.6 su prikazani podaci za gore-
pomenute modele, dok tabele 3.6–3.9 sadre rezultate za modele
RrNGINARmax i RrNGINAR1. Meu svim posmatranim R2NGINARmax
modelima, kao najboǉi se pokazao R2NGINARmax(2, 4), s obzirom
na najmaǌu vrednost RMS. Takoe, meu R2NGINAR1 modelima,
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kao najboǉi se pokazao R2NGINAR1(4,3). Svi prikazani rezultati
pokazuju da su meu posmatranim INAR modelima najboǉe rezul-
tate dali upravo modeli koji su tema ove sekcije.
Slika 3.1: Grafik korixenih podataka.
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Slika 3.2: Grafik autokorelacije posmatranih podataka.
Slika 3.3: Grafik parcijalne autokorelacije posmatranih po-
dataka.
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Slika 3.4: Klasterovaǌe posmatranih podataka u sluqaju dva
staǌa.
Tabela 3.6: CML ocene parametara i RMS za razliqite modele
primeǌene nad posmatranim podacima.
Model CML RMS
PoINAR(1) λ̂ = 2,0076 4,2136
α̂ = 0,4174
GPQINAR(1) λ̂ = 0,8369 4,4148
θ̂ = 0,5966
ρ̂ = 0,3470
GINAR(1) q̂ = 0,7803 4,4303
α̂ = 0,3935
NGINAR(1) µ̂ = 3,6826 4,2520
α̂ = 0,4701




Tabela 3.7: CML ocene i RMS za razliqite RrNGINARmax modele
primeǌene nad posmatranim podacima.
Model CML RMS







R2NGINARmax(3) µ̂ = (13,0280, 1,1564)′ 3,0996
α̂ = 0,0425
φ̂ =
 1,0000 0,0000 0,00000,0000 1,0000 0,0000
0,5265 0,3385 0,2280





1,0000 0,0000 0,0000 0,0000
0,0000 1,0000 0,0000 0,0000
0,3314 0,3312 0,3373 0,0000
0,2620 0,1926 0,2449 0,3005

R2NGINARmax(2,2) µ̂ = (13,0869, 1,5947)′ 3,0642











R2NGINARmax(3,3) µ̂ = (13,0869, 1,5941)′ 3,0737
α̂ = (0,0000, 0,0589)′
φ̂1 =








Tabela 3.8: CML ocene i RMS za razliqite RrNGINARmax modele
primeǌene nad posmatranim podacima.
Model CML RMS
R2NGINARmax(2,3) µ̂ = (13,0869, 1,5943′) 3,0710







 1,0000 0,0000 0,00000,0095 0,9905 0,0000
0,3298 0,3301 0,3401

R2NGINARmax(3,4) µ̂ = (13,0869, 1,5932)′ 3,0748
α̂ = (0,3277, 0,0640)′
φ̂1 =





1,0000 0,0000 0,0000 0,0000
0,0000 1,0000 0,0000 0,0000
0,3292 0,3300 0,3408 0,0000
0,2351 0,1994 0,2399 0,3257

R2NGINARmax(2,4) µ̂ = (13,0869, 1,5943)′ 3,08504








1,0000 0,0000 0,0000 0,0000
0,0005 0,9995 0,0000 0,0000
0,3296 0,3300 0,3404 0,0000
0,2461 0,2004 0,2404 0,3131

R2NGINARmax(3,2) µ̂ = (13,0870, 1,5947)′ 3,06254
α̂ = (0,3296, 0,0569)′
φ̂1 =









Tabela 3.9: ML ocene i RMS za razliqite RrNGINARmax modele
primeǌene nad posmatranim podacima.
Model CML RMS
R2NGINARmax(4,3) µ̂ = (13,0869, 1,5891)′ 3,0799
α̂ = (0,3278, 0,0748)′
φ̂1 =

1,0000 0,0000 0,0000 0,0000
0,0000 1,0000 0,0000 0,0000
0,3278 0,3300 0,3422 0,0000
0,2436 0,2019 0,2400 0,3145

φ̂2 =
 1,0000 0,0000 0,00000,0060 0,9939 0,0000
0,2894 0,3323 0,3782

R2NGINARmax(4,4) µ̂ = (13,0869, 1,5932)′ 3,0863
α̂ = (0,3294, 0,0640)′
φ̂1 =

1,0000 0,0000 0,0000 0,0000
0,0007 0,9992 0,0000 0,0000
0,3294 0,3300 0,3406 0,0000




1,0000 0,0000 0,0000 0,0000
0,0000 1,0000 0,0000 0,0000
0,3292 0,3300 0,3408 0,0000
0,2350 0,1994 0,2399 0,3257

R2NGINARmax(4,2) µ̂ = (13,0869, 1,5947)′ 3,08204
α̂ = (0,3299, 0,0569)′
φ̂1 =

1,0000 0,0000 0,0000 0,00000
0,0009 0,9991 0,0000 0,0000
0,3299 0,3300 0,3408 0,0000








Tabela 3.10: ML ocene i RMS za razliqite RrNGINAR1 modele
primeǌene nad posmatranim podacima.
Model CML RMS
R2NGINAR1(2) µ̂ = (4,9086, 1,2767)′ 3,9829
α̂ = 0,2161
φ̂ = (0,5864, 0,4136)′
R2NGINAR1(3) µ̂ = (9,3830, 1,66320)′ 3,2626
α̂ = 0,1602
φ̂ = (0,7267, 0,2070, 0,0663)′
R2NGINAR1(4) µ̂ = (6,9013, 1,4031)′ 3,6646
α̂ = 01776
φ̂ = (0,7456, 0,2290, 0,0512,−0,0258)′
R2NGINAR1(2,2) µ̂ = (13,0868, 1,5867)′ 3,0624
α̂ = (0,0268, 0,0930)′
φ̂1 = (0,0000, 1,0000)
′
φ̂2 = (0,0268, 0,9732)
′
R2NGINAR1(3,3) µ̂ = (13,0867, 1,5751)′ 3,0883
α̂ = (0,4045, 0,1118)′
φ̂1 = (0,2994, 0,4045, 0,2961)
′
φ̂2 = (0,3078, 0,3947, 0,2975)
′
R2NGINAR1(4,4) µ̂ = (13,0867, 1,5727)′ 3,0354
α̂ = (0,2581, 0,1116)′
φ̂1 = (0,2510, 0,2581, 0,2522, 0,2387)
′
φ̂2 = (0,2602, 0,2461, 0,2523, 0,2414)
′
R2NGINAR1(2,3) µ̂ = (13,0869, 1,5894)′ 3,10146
α̂ = (0,3021, 0,0731)′
φ̂1 = (0,0000, 1,0000)
′
φ̂2 = (0,3021, 0,3984, 0,2995)
′
76 Glava 3
Tabela 3.11: ML ocene i RMS za razliqite RrNGINAR1 modele
primeǌene nad posmatranim podacima.
Model CML RMS
R2NGINAR1(4,2) µ̂ = (13,0867, 1,5811)′ 3,0302
α̂ = (0,2043, 0,1122)′
φ̂1 = (0,2509, 0,2043, 0,2413, 0,3035)
′
φ̂2 = (0,0353, 0,9647)
′
R2NGINAR1(3,4) µ̂ = (13,0866, 1,5731)′ 3,1009
α̂ = (0,4047, 0,1117)′
φ̂1 = (0,2996, 0,4047, 0,2957)
′
φ̂2 = (0,2623, 0,1989, 0,2447, 0,2940)
′
R2NGINAR1(2,4) µ̂ = (13,0869, 1,5890) 3,0947
α̂ = (0,2532, 0,0726)′
φ̂1 = (0,0000, 1,0000)
′
φ̂2 = (0,2532, 0,1996, 0,2411, 0,3062)
′
R2NGINAR1(3,2) µ̂ = (13,0867, 1,5812) 3,1072
α̂ = (0,4025, 0,1122)′
φ̂1 = (0,3002, 0,4025, 0,2973)
′
φ̂2 = (0,0353, 0,9647)
′
R2NGINAR1(4,3) µ̂ = (13,0867, 1,5746)′ 3,0084
α̂ = (0,2080, 0,1118)′
φ̂1 = (0,2510, 0,2080, 0,2425, 0,2984)
′




INAR model prvog reda u
sluqajnoj sredini
Ako elimo da posmatramo dva procesa koja su meusobno za-
visna, qesto je praktiqno posmatrati dvodimenzionalni proces.
Upravo to je uqiǌeno u radu koji su napisali Popović, Ristić i Nastić
(2016). S obzirom na temu disertacije, u ovoj glavi e biti
konstruisan dvodimenzionalni INAR model u sluqajnoj sredini.
Pored obiqne korelacije, komponente tog modela su povezane i
preko procesa sluqajne sredine. Pritom je ova povezanost “ukr-
xtena” u izvesnom smislu, xto e kasnije biti objaxǌeno. Ova
glava sadri samostalne rezultate koji su publikovani u radu
Laketa (2020). Model e najpre biti definisan, nakon qega e biti
istraene ǌegove osobine. Definisaemo ocene pomou metoda
Jul-Vokera i metoda uslovne maksimalne verodostojnosti, qiju
ispravnost emo testirati nad simuliranim podacima. Bie uve-
den novi metod oceǌivaǌa procesa sluqajne sredine, koji dopri-
nosi poboǉxaǌu kvaliteta ocena parametara modela. Konaqno,
konstruisan model emo uporediti sa drugim modelima u pri-
meni nad realnim podacima.
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4.1 Konstrukcija modela
Kao xto je to bila praksa kod prethodnih modela, najpre emo
uvesti jedan uopxteni model, a zatim ǌegov specijalni sluqaj
koji je zgodniji u praksi i koji e biti detaǉno analiziran.
Definicija 4.1.1 Dvodimenzionalni niz {(Xn(Wn, Qn−1), Yn(Wn−1,
Qn))}, n ∈ N nenegativnih celobrojnih sluqajnih promenǉivih je ukr-
xteni dvodimenzionalni celobrojni autoregresivni proces u slu-









V ni + νn(Wn−1, Qn−1, Qn), n ∈ N,
gde je {(Wn, Qn)} dvodimenzionalni proces sluqajne sredine sa (r1, r2)
staǌa dat definicijom 1.0.2, {Uni } i {V ni }, i ∈ N za fiksirano n ∈ N
su brojaqki nizovi nezavisnih i jednako raspodeǉenih sluqajnih pro-
menǉivih koje generixu tining operator, Wn i Qn odreuju raspo-
delu za Uni i V
n
i respektivno i {εn(i, j, p)}, {νn(i, p, q)} n ∈ N0, i, j ∈
Er1, p, q ∈ Er2, su nizovi nezavisnih i jednako raspodeǉenih sluqajnih
promenǉivih koji zadovoǉavaju sledee uslove:
(A1) nizovi {εn(i, j, p)}, {νn(i, p, q)}, n ∈ N {Wn} i {Qn}, n ∈ N0 su
meusobno nezavisni, za sve i sve i, j ∈ Er1, p, q ∈ Er2,
(A2) Xn(a, b) i Yn(c, d) ne zavise od Wm, Qm, εm(i, j, p) i νm(i, p, q) za
n < m i sve i, j, a, c ∈ Er1 i p, q, b, d ∈ Er2.
Oznaka Xn(Wn, Qn−1) upuuje na to da Wn odreuje raspodelu za
Xn, dok Qn−1 odreuje raspodelu niza {Uni }. Analogno, Yn(Wn−1, Qn)
oznaqava da Qn i Wn−1 odreuju raspodelu za Yn i {V ni }, respek-
tivno. Kako je raspodela sluqajne promenǉive Xn−1 odreena sa
Wn−1 i u prvoj relaciji prethodne definicije se ne pojavǉuje
{Un−1i }, raspodela sluqajne promenǉive εn zavisi od Wn−1 i ne
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zavisi od Qn−2, pa moemo zapisati εn(Wn−1,Wn, Qn−1) i sliqno
νn(Wn−1, Qn−1, Qn).
Ovaj model, s obzirom na ǌegovu kompleksnost, nee biti de-
taǉnije analiziran. Meutim, on je u tesnoj vezi sa modelom koji
je dat sledeom definicijom i koji je tema ove glave.
Definicija 4.1.2 Dvodimenzionalni sluqajni proces {(Xn(wn, qn−1),
Yn(wn−1, qn))}, n ∈ N, gde je (wn, qn) realizacija dvodimenzionalnog
procesa sluqajne sredine {(Wn, Qn)} sa (r1, r2) staǌa u trenutku n,
je ukrxteni INAR(1) model u sluqajnoj sredini sa (r1, r2) staǌa, ge-
ometrijskom marginalnom raspodelom, zasnovan na negativnom bi-
nomnom tining operatoru (CBRNGINAR(1, r1, r2)), ako je
Xn(wn, qn−1) = αqn−1 ∗Xn−1(wn−1, qn−2) + εn(wn−1, wn, qn−1), n ∈ N,
Yn(wn−1, qn) = βwn−1 ∗ Yn−1(wn−2, qn−1) + νn(wn−1, qn−1, qn), n ∈ N,
gde vae sledei uslovi
(B1) za i ∈ Er1, αi ∈ (0, 1), brojaqki niz {U in}, n ∈ N, ukǉuqen u
operator αi∗ je niz nezavisnih jednako raspodeǉenih sluqajnih
promenǉivih qija je raspodela definisana sa
P (U in = u) =
αui
(1 + αi)u+1
, u ∈ N0,
(B2) za j ∈ Er2, βj ∈ (0, 1), brojaqki niz {V jn }, n ∈ N, ukǉuqen u
operator βj∗ je niz nezavisnih jednako raspodeǉenih sluqajnih
promenǉivih qija je raspodela definisana na sledei naqin
P (V jn = v) =
βvj
(1 + βj)v+1
, v ∈ N0,
















, x ∈ N0,




, y ∈ N0,
gde µwn ∈ {µ1, µ2, . . . , µr1}, ηqn ∈ {η1, η2, . . . , ηr2} i r1, r2∈ N,
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(B4) Xn(a, b) i Yn(c, d) ne zavise od εm(i, j, p) i νm(i, p, q) za n < m
proizvoǉne i, j, a, c ∈ Er1 i proizvoǉne p, q, b, d ∈ Er2,
(B5) Kovarijansa izmeu Xn(wn, qn−1) i Yn(wn−1, qn) je ista kao i ko-
varijansa izmeu Xm(wm, qm−1) i Ym(wm−1, qm) za wn = wm, wn−1 =
wm−1, qn = qm i qn−1 = qm−1.
Moemo primetiti da su {Xn(Wn, Qn−1)} i {Yn(Wn−1Qn)} pove-
zani pomou procesa sluqajne sredine {Wn, Qn} na takav naqin da
zavise od obe komponente (i Wn i Qn), pa je nemogue posmatrati
ih kao dva nezavisna RrNGINAR(1) procesa. Pored toga, postoji
i povezanost izmeu Xn(wn, qn−1) i Yn(wn−1, qn), koja ne potiqe iz
procesa sluqajne sredine, i koja e se koristiti u definisaǌu
Jul-Voker ocena. Dakle, kovarijansa izmeu Xn i Yn se moe
podeliti na dve razliqite “komponente”
1) Kovarijansa izmeu {Xn(Wn, Qn−1)} i {Yn(Wn−1, Qn)} induko-
vana dvodimenzionalnim procesom sluqajne sredine {Wn, Qn},
2) Kovarijansa izmeu {Xn(wn, qn−1)} i {Yn(wn−1, qn)} za fiksira-
ne vrednosti {wn} i {qn}.
Kovarijansa prvog tipa se ne moe direktno odrediti, s obzi-
rom na to da je ǌeno poreklo iz modela datog definicijom 4.1.1,
suvixe komplikovanog za analizu. Umesto ovog modela, koristimo
onaj iz definicije 4.1.2, baziran na realizaciji procesa {wn, qn}.
Meutim, to ne znaqi da ignorixemo korelaciju prvog tipa. Mi
je uzimamo u obzir odabirom niza {wn, qn}. Ovaj niz se odreuje
klasterovaǌem, a on daǉe odreuje nizove parametara marginal-
nih raspodela {µwn} i {ηqn} kao i nizove parametara operatora
istaǌivaǌa {αqn−1} i {βwn−1}. Dakle, odreeni deo korelacije
sadran je u realizovanom procesu sluqajne sredine koji se odre-
uje klasterovaǌem. Ovakva osobina je nova i daje veliku flek-
sibilnost, ali i jednostavnost modelu.
Objasnimo sada malo boǉe kovarijansu prvog tipa. Ukoliko
su {wn} i {qn} poznati, onda su i nizovi parametara {µwn}, {ηqn},
{αqn−1} i {βwn−1} poznati, xto je ilustrovano na slici 4.1. Pro-
menimo perspektivu. Pretpostavimo da su nam poznate vrednosti
{µwn} i {αqn−1} koje odgovaraju sluqajnoj promenǉivoj {Xn(wn, qn−1)}.
Glava 4 81
Slika 4.1: Grafiqki prikaz uticaja niza {wn, qn} na nizove {µwn},
{ηqn}, {αqn−1} i {βwn−1}.
Tada moemo odrediti {wn} i {qn}, a zatim i {ηqn} i {βwn−1} koji
odgovaraju {Yn(wn−1, qn)}. Ovo je ilustrovano na slici 4.2. Vai
i obrat, xto je prikazano na slici 4.3.
Slika 4.2: Grafiqki prikaz uticaja nizova {µwn} i {αqn−1} koji
odgovaraju Xn na niz {wn, qn}, a zatim i nizove {ηqn} i {βwn−1} koji
odgovaraju Y n.
Istraimo jox malo prirodu samog procesa. Primeujemo da
Wn odreuje raspodelu za Xn, a Qn raspodelu za Yn. Na ovaj naqin
proces sluqajne sredine odreuje marginalne raspodele posma-
tranog procesa. Sa druge strane, req “ukrxten” u nazivu mode-
la ima drugo poreklo. Naime, Wn−1 takoe odreuje parametar
tining operatora koji figurixe u relaciji kojom se opisuje za-
visnost izmeu dva susedna elementa Yn i Yn−1, dok Qn−1 utiqe na
zavisnost izmeu Xn i Xn−1, a vai analogno i obratni sluqaj.
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Slika 4.3: Grafiqki prikaz uticaja nizova {ηqn} i {βwn−1} koji
odgovaraju Y n na niz {wn, qn}, a zatim i nizove {µwn} i {αqn−1} koji
odgovaraju Xn.
4.2 Osobine modela
U ovoj sekciji prikazaemo neke osobine uvedenog modela: ras-
podelu inovacione sluqajne promenǉive, matriqnu reprezentaciju,
kovarijansnu i korelacionu strukturu, kao i uslovna oqekivaǌa
i disperzije. Neke od ǌih pokazuju veliku sliqnost sa osobinama
modela iz prethodne glave.
Raspodela inovacione sluqajne promenǉive
Inovacione sluqajne promenǉive su raspodeǉene sliqno kao u
prethodnoj glavi, posmatrajui specijalni sluqaj kada je P1 =
P2 = {1}. Meutim, kako su parametri tining operatora odre-
eni drugaqije, potrebno je modifikovati ovaj rezultat na odgo-
varajui naqin.
Teorema 4.2.1 Neka je {(Xn(wn, qn−1), Yn(wn−1, qn))}, n ∈ N, CBRNGI-
NAR(1, r1, r2) model dat definicijom 4.1.2 za r1, r2 ∈ N i neka su





; k, l ∈ Er1
}




; k, l ∈ Er2
}
, za sve i ∈ Er1 i
j ∈ Er2 i ako wn−1 = i, wn = j, qn−1 = p, qn = q, i, j ∈ Er1, p, q ∈ Er2,
onda se raspodela sluqajnih promenǉivih εn(i, j, p) i νn(i, p, q) moe






































Dokaz. Prvi rezultat se moe dobiti primenom teoreme za ras-
podelu inovacione sluqajne promenǉive 3.2.1 iz prethodne glave,
pri qemu je umesto αj potrebno staviti αp. Drugi rezultat se
dobija analogno. 2
Ako koristimo isto oznaqavaǌe kao u prethodnoj teoremi, onda
su kao ǌena direktna posledica oqekivaǌa sluqajnih promenǉivih
εn(i, j, p) i νn(i, p, q) redom µj − αpµi i ηq − βiηp, a disperzije µj(1 +
µj)− αpµi(1 + 2αp + αpµi) i ηq(1 + ηq)− βiηp(1 + 2βi + βiηp).
Matriqna reprezentacija
Sada emo model prikazati pomou matrica, kako bismo radili
sa xto jednostavnijim formulama. Pre svega, uvedimo oznake kao
u prethodnim glavama, oznaqivxiXn(wn, qn−1) saXn, Yn(wn−1, qn)




























a11 ∗X + a12 ∗ Y
a21 ∗X + a22 ∗ Y
]
.
Sada model moemo predstaviti u matriqnom obliku
Xn = An−1 ∗Xn−1 + εn.
Kovarijansna i korelaciona struktura
Sledea teorema sadri izraze kojima se odreuju kovari-
jansna i korelaciona struktura posmatranog procesa.
Teorema 4.2.2 Neka je {Xn} = {(Xn, Yn)}, n ∈ N, CBRNGINAR(1, r1, r2)
model dat definicijom 4.1.2 i neka su µ1,µ2, . . . , µr1 , η1, η2, . . . , ηr2 po-
zitivni realni brojevi i k ceo broj. Tada je
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(a) kovarijansna matrica sluqajnih promenǉivih Xk i X0, data
pomou
Cov(Xk,X0) = A0A1...Ak−1Cov(X0,X0), (4.2.3)
(b) korelaciona matrica sluqajnih promenǉivih Xk i X0, data
pomou
Corr(Xk,X0) =






gde je D(Xi) = µwi(1 + µwi) i V ar(Yi) = ηqi(1 + ηqi) za proizvoǉan
ceo broj i.
Dokaz.
a) Kako negativni binomni tining operator ne zavisi od εk i
Y0, imamo
Cov(Xk, Y0) = Cov(αqk−1 ∗Xk−1 + εk, Y0) = αqk−1Cov(Xk−1, Y0)
= αq0αq1 ...αqk−1Cov(X0, Y0),
i analogno
Cov(Xk, X0) = αq0αq1 ...αqk−1Cov(X0, X0),
Cov(X0, Yk) = βw0βw1 ...βwk−1Cov(X0, Y0),











Cov(Xk, X0) Cov(Xk, Y0)










b) Xto se korelacije tiqe, imamo
Corr(Xk,X0) =





























gde posledǌa jednakost sledi iz qiǌenice da dijagonalne ma-
trice komutiraju. 2
Uslovno oqekivaǌe i disperzija
Sledea teorema daje formule za uslovne veliqine.
Teorema 4.2.3 Neka je {Xn} = {(Xn, Yn)}, n ∈ N,CBRNGINAR(1, r1, r2)
model dat definicijom 4.1.2 i neka je k ∈ N. Tada je
a) uslovno oqekivaǌe sluqajne promenǉive Xn+k za dato Xn dato
sa







b) uslovne disperzije sluqajnih promenǉivih Xn+k i Yn+k za date
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a) Na osnovu osobina negativnog binomnog tining operatora
imamo























Ako sada iskoristimo to xto nam je raspodela reziduala
poznata i formulu za oqekivaǌe datu nakon Teoreme 4.2.1,










































+µwn+k − αqn+k−1µwn+k−1 .

























































(Yn − ηqn) + ηqn+k .
Iz prethodnih jednaqina sledi traeni rezultat.
b) Na osnovu osobina negativnog binomnog tining operatora do-
bijamo sledeu rekurentnu relaciju
D(Xn+k|Xn) = α2qn+k−1D(Xn+k−1|Xn)





, bk = αqn+k−1(1 + αqn+k−1)E(Xn+k−1|Xn) +D(εn+k).
Sada moemo zapisati
D(Xn+k|Xn) = akD(Xn+k−1|Xn) + bk.









biI{k ≥ 2}+ bk.
Zameǌujui E(Xn+k−1|Xn) i D(εn+k), koji su ranije izraqu-
nati, u bi za i ∈ {1, 2, ..., k}, dobijamo




αqn+sI{i ≥ 2}+ I{i = 1}
)
(Xn − µwn)
+µwn+i(1 + µwn+i)− α2qn+i−1µwn+i−1(1 + µwn+i−1).
Zatim, zameǌujui bi za i ∈ {1, 2, ..., k} u izraze za D(Xn+k|Xn),
dobijamo














αqn+sI{i ≥ 2}+ I{i = 1}
)
(Xn − µwn)
+ µwn+i(1 + µwn+i)− α2qn+i−1µwn+i−1(1 + µwn+i−1)
]





αqn+sI{k ≥ 2}+ I{i = 1}
)
+µwn+k(1 + µwn+k)− α2qn+k−1µwn+k−1(1 + µwn+k−1).
Sliqan postupak daje odgovarajui rezultat za D(Yn+k|Xn).
2
S obzirom na prethodnu teoremu, pri dovoǉno velikoj vred-
nosti k, moemo smatrati da je E (Xn+k|Xn) priblino jednako
µwn+k, tj. E (Xn+k|Xn) ≈ µwn+k = E(Xn+k). Takoe, V ar (Xn+k|Xn) ≈
µwn+k(1 +µwn+k) = D(Xn+k) i V ar (Yn+k|Yn) ≈ ηqn+k(1 + ηqn+k) = D(Yn+k),
za veliko k. Ovde ne moemo govoriti o konvergenciji, s obzirom
na to da imamo razliqite vrednosti za wn, meutim, to moemo
tvrditi za podnizove koji sadre elemente koji odgovaraju is-
tom staǌu (kao xto je to bio sluqaj u drugoj glavi). Naime, ako
k → ∞, niz αw0 , αw1 , ...αwk sadri konaqan broj staǌa, pa mora
postojati staǌe koje se pojavǉuje beskonaqan broj puta, tj. za
beskonaqno mnogo i vai wi = s, pa imamo αs beskonaqno mnogo
puta u nizu, a kako je αs ∈ (0, 1) proizvod konvergira ka nuli.
4.3 Oceǌivaǌe parametara
Kao i u prethodnim glavama, daemo ocene bazirane na dva
metoda: metod momenata i metod uslovne maksimalne verodostoj-
nosti. U tom ciǉu posmatrajmo uzorak X1, X2, . . . , XN obima N
iz CBRNGINAR(1,r1,r2) modela.
4.3.1 Jul-Voker oceǌivaǌe
Kao xto je to bilo sa do sada opisanim modelima u ovoj di-
sertaciji, osnovna ideja prilikom definisaǌa Jul-Voker ocena
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jeste da se uzorak podeli na delove koji se mogu posmatrati kao
uzorci nekog stacionarnog procesa. U ocene e se ukǉuqiti i ko-
relacija izmeu komponenata modela {Xn(wn, qn−1)} i {Yn(wn−1, qn)},
xto naravno nismo mogli uqiniti u prethodnim jednodimenzio-
nalnim modelima.
Kako prva komponenta ima r1 staǌa okoline, a druga r2, pode-
liemo uzorak na r1r2 delova, tako da svakom delu odgovara taqno
jedno staǌe za prvu i taqno jedno staǌe za drugu komponentu. Neka
je Ik,l = {i ∈ {1, 2, ..., N}|wi+1 = wi = wi−1 = k, qi+1 = qi = qi−1 = l} za
k ∈ {1, 2, . . . , r1}, l ∈ {1, 2, . . . , r2} skup indeksa i za koje Xi odgovara
parametrima µk i αl, a Yi parametrima ηl i βk. Odgovarajui pod-
uzorak oznaqen je sa Sk,l = {Xi|i ∈ Ik,l} i ǌegov obim je nk,l = |Sk,l|.
Ispod su date ocene za oqekivaǌe, kovarijansu i parametar ti-
ning operatora definisane na poduzorku Sk,l. Indeksi 1, 0 u oznaci
uzoraqke kovarijanse γ̂1,0 oznaqavaju da se radi o oceni kovari-
janse Cov(Xn+1, Yn), 0, 1 u γ̂0,1 ukazuje na Cov(Xn, Yn+1) i 0, 0 se tiqe





















































(Xi − µ̂k,l)(Yi − η̂k,l).
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Ove ocene su strogo postojane, poxto se definixu na delu
uzorka koji odgovara stacionarnom procesu.
Neka je n ∈ {1, 2, ..., N} takav broj za koji vai wn−1 = wn =
wn+1 = k i qn−1 = qn = qn+1 = l. Na osnovu osobina kovarijanse
razmatranih u prethodnoj sekciji, imamo

















































































Sve definisane ocene su takoe strogo postojane, s obzirom
na to da predstavǉaju linearne kombinacije strogo postojanih
ocena.
Ako pogledamo sada posledǌi izraz, moemo primetiti u pr-
vom qlanu ocene za parametar tining operatora kako se pojavǉuje
kovarijansa izmeu komponenata procesa, o qemu je i bilo reqi
ranije.
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4.3.2 Ocene uslovne maksimalne verodostojnosti
Kao i ranije u radu zbog jednostavnijeg raquna, koristimo
metod uslovne maksimalne verodostojnosti. Logaritamska funk-













logP (Xi = xi|Ai) +
N∑
i=2
logP (Yi = yi|Ai),
gde smo sa Ai oznaqili dogaaj {(Xi−1, Yi−1) = (xi−1, yi−1)}. Izvoe-
ǌe, potpuno analogno onom u drugoj glavi, daje

















































Isto tako je i


















































Sada se ocene nepoznatih parametara mogu dobiti maksimizi-
raǌem ove funkcije, xto se u praksi kao i do sada radi nu-
meriqkim postupkom.
4.4 Analiza kvaliteta ocena nad
simuliranim podacima
Kvalitet prethodno definisanih ocena je ispitan nad simuli-
ranim podacima koji odgovaraju posmatranom modelu. Simuli-
rali smo 100 realizacija obima 10000 procesa CBRNGINAR(1,r1,r2)
za razliqite vrednosti parametara r1 i r2. Prvi korak je, narav-
no, simulacija dvodimenzionalnog niza staǌa {wn, qn}. Matrice
prelaza koje odgovaraju nizovima {Wn} i {Qn} oznaqene su redom
sa p(1)mat i p
(2)
mat, dok su vektori inicijalnih verovatnoa oznaqeni
sa p(1)vec i p
(2)
vec. Kao i kod prethodnih modela ove disertacije, bi-
ramo takve matrice verovatnoa prelaza koje imaju velike di-
jagonalne elemente, kako bi se izbegla situacija qeste promene
staǌa. Takoe, potrebno je voditi raquna o tome da vrednosti
parametara α1, α2, ..., αr1 i β1, β2, ....βr2 zadovoǉe ograniqeǌa koja su
nametnuta teoremom 4.2.1, pri qemu je poeǉno da one budu xto
vee mogue, kako bi kvalitet ocena bio boǉi, s obziom na to da
vea vrednost ovih parametara implicira veu korelaciju. Svi
parametri su prikazani u sledeim tabelama. Broj n predstavǉa
obim realizacije i uzima vrednosti 100, 500, 1000, 5000 i 10000.
Rezultati pri razliqitom izboru vrednosti r1 i r2 su predstav-
ǉeni odvojeno.
1. Najpre posmatrajmo sluqaj u kom prva komponenta procesa
sluqajne sredine ima jedno, a druga dva staǌa, tj. r1 = 1 i
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r2 = 2. Kako {wn} ima samo jedno staǌe, p(1)vec i p(1)mat su jed-
noznaqno odreeni, pa ih nije potrebno zadavati. Niz {qn}
ima 2 staǌa, pa p(2)vec i p
(2)
mat imaju dimenzije 2 tj. 2 × 2. Ko-








veim dijagonalnim elementima, kako bismo obezbedili do-
voǉno dugaqke poduzorke iz istog staǌa. Vrednosti param-
etara oqekivaǌa su µ1 = 2, η1 = 1 i η2 = 2. Konaqno, poxtu-
jui ograniqeǌa nametnuta izborom prethodnih parametara,
ali teei izboru xto veih vrednosti parametara tining
operatora, biramo α1 = 0,5, α2 = 0,6 i β1 = 0,3. Nad simuli-
ranim uzorcima su izraqunate Jul-Voker ocene i rezultati
su prikazani u tabeli 4.1.
Kako bismo ispitali na koji naqin vrednosti parametara
utiqu na kvalitet ocena, posmatraemo tri razliqita slu-
qaja u okviru ovog, sa r1 = 1, r2 = 2. U daǉem tekstu emo
prethodno zadate vrednosti parametara oznaqavati kao “os-
novni sluqaj”, koji emo zatim modifikovati i ispitati
promene u rezultatima.
1.1. U ovom sluqaju emo odabrati parametre kao u osnovnom
sluqaju, s tim xto je α1 = 0,1, α2 = 0,2 i β1 = 0,05, tj.
biramo maǌe vrednosti parametara tining operatora.
Na osnovu tabele 4.2 moemo primetiti da su ocene ovih
parametara sada loxije nego u osnovnom sluqaju.
1.2. Ovaj sluqaj se od osnovnog razlikuje samo po paramet-
rima µ1 = 4, η1 = 2, η2 = 4, koji su vei. U tabeli 4.3 je
oqigledno da su ocene oqekivaǌa gore nego u osnovnom
sluqaju.
1.3. Posledǌa modifikacija osnovnog sluqaja se odnosi ma






tabeli 4.4 se vidi da za n = 100 nema ocena parametara
α1 i β1, xto je posledica toga da nema dovoǉno dugih po-
duzoraka, poxto su verovatnoe ostajaǌa u istom staǌu
suvixe male (jednake su 0.1). Takoe, sve ocene su gene-
ralno gore.
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Na osnovu prethodnih razmatraǌa, moe se zakǉuqiti
da je za r1 = 1, r2 = 2 osnovni sluqaj najboǉi od svih raz-
matranih, te emo i za drugaqije izbore r1 i r2 preostale
parametre birati na sliqan naqin, kako bismo dobili
xto boǉe rezultate, bez prevelikog obima uzorka.
2. Sada posmatrajmo situaciju u kojoj obe komponente pro-
cesa imaju dva staǌa, tj. r1 = r2 = 2. Inicijalne ve-
rovatnoe staǌa su p(1)vec = p
(2)
vec = (0,5, 0,5)′, tj. u poqetku








, kako bi dijagonalni elementi bili
dovoǉno veliki. Vrednosti oqekivaǌa su µ1 = 3, µ2 = 2,
η1 = 4 i η2 = 2.5, dok su vrednosti parametara tining
operatora α1 = 0,4, α2 = 0,35 i β1 = 0,45, β2 = 0,3. Odgo-
varajue Jul-Voker ocene prikazane su u tabeli 4.5.
3. U treem sluqaju je r1 = 2 i r2 = 3. Parametri se bi-
raju analognim zakǉuqivaǌem. Verovatnoe koje odgo-
varaju procesu sluqajne sredine zadate su pomou p(1)vec =







i p(2)mat = 0,6 0,2 0,20,2 0,6 0,2
0,2 0,2 0,6
, oqekivaǌa su µ1 = 3, µ2 = 3, η1 = 3,
η2 = 2.5, η3 = 2, a parametri tining operatora α1 = 0,45,
α2 = 0,25, α3 = 0,35 i β1 = 0,4, β2 = 0,3. Svi rezultati
se nalaze u tabeli 4.6. Za n = 100 nema ocena parameta-
ra tining operatora , zbog nedovoǉno dugih poduzoraka,
xto je uzrokovano prevelikim brojem staǌa, tj. velikim
proizvodom r1r2.
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100 2,0505 0,4284 0,5482 1,0592 2,0582 0,3102
st. gr. 0,8475 0,219 0,2122 0,3920 0,7348 0,2144
500 1,9925 0,4922 0,6032 1,0263 2,0132 0,3026
st. gr. 0,1749 0,0468 0,0537 0,0736 0,1496 0,0441
1000 1,9976 0,5058 0,6045 0,9978 2,0087 0,3063
st. gr. 0,0887 0,0259 0,0285 0,0413 0,0755 0,0240
5000 1,9998 0,5013 0,5991 1,0083 2,0024 0,2989
st. gr. 0,0177 0,0049 0,0053 0,008 0,0144 0,0046
10000 2,0013 0,5023 0,6014 1,0054 2,0002 0,2985
st. gr. 0,0079 0,0024 0,0027 0,0042 0,0073 0,0022












100 2,0040 0,0965 0,2197 0,9560 1,9456 0,0491
st. gr. 0,6843 0,1833 0,1951 0,3845 0,5618 0,1862
500 2,0090 0,0867 0,2045 0,9892 2,0098 0,0501
st. gr. 0,1492 0,0407 0,0399 0,0691 0,1209 0,0409
1000 2,0109 0,0982 0,2015 0,9957 2,0125 0,0506
st. gr. 0,0738 0,0207 0,0191 0,0324 0,0616 0,0201
5000 2,0037 0,0966 0,1978 0,9981 1,9907 0,0510
st. gr. 0,0120 0,0039 0,0040 0,0069 0,0109 0,0043
10000 2,0024 0,0978 0,1980 1,0032 1,9918 0,0508
st. gr. 0,0063 0,0019 0,0020 0,0036 0,0054 0,0019
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100 3,7576 0,4303 0,5559 1,9511 4,0421 0,2624
st. gr. 1,3534 0,1892 0,1925 0,6772 1,4425 0,1859
500 3,9362 0,4791 0,5860 1,9979 3,9681 0,2871
st. gr. 0,2761 0,0420 0,0513 0,1414 0,2344 0,0406
1000 3,9847 0,4908 0,5922 1,9952 3,9845 0,2995
st. gr. 0,1451 0,0234 0,0271 0,0687 0,1201 0,0220
5000 4,0235 0,5020 0,6037 1,9909 4,0040 0,2974
st. gr. 0,0311 0,0054 0,0055 0,0116 0,0202 0,0045
10000 4,0117 0,4972 0,6008 1,9902 3,9959 0,2987
st. gr. 0,0171 0,0026 0,0029 0,0070 0,0112 0,0020












100 3,1501 0,6864 1,1961 3,4444
st. gr. 3,1217 0,6503 1,1226 3,4719
500 2,6836 0,5139 0,6773 1,2810 2,1347 0,2954
st. gr. 1,0828 0,1084 0,1362 0,4996 0,7344 0,1297
1000 2,2024 0,4923 0,6081 1,0052 2,0022 0,2816
st. gr. 0,4789 0,0591 0,0805 0,2332 0,4348 0,0652
5000 1,9561 0,4978 0,5944 0,9968 1,9402 0,2991
st. gr. 0,0662 0,0142 0,0156 0,0419 0,0688 0,0137
10000 1,9647 0,4842 0,6060 0,9807 1,9706 0,3019
st. gr. 0,0327 0,0074 0,0085 0,0229 0,0350 0,0070
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100 3,0393 2,0638 0,3624 0,3349 3,9433 2,8160 0,4243 0,2976
st. gr. 1,9701 1,3291 0,3076 0,3247 2,1742 1,9360 0,3231 0,2775
500 2,9438 1,9624 0,3717 0,3378 4,0585 2,5449 0,4332 0,2898
st. gr. 0,3578 0,2361 0,0699 0,0706 0,4501 0,3302 0,0705 0,0641
1000 3,0125 1,9721 0,3796 0,3435 4,0775 2,4946 0,4468 0,2842
st. gr. 0,1609 0,1289 0,0360 0,0356 0,2411 0,1577 0,0369 0,0315
5000 3,0207 1,9986 0,3935 0,3504 4,0368 2,5018 0,4513 0,2937
st. gr. 0,0369 0,0245 0,0076 0,0075 0,0482 0,0311 0,0092 0,0074
10000 3,0195 1,9904 0,3996 0,3484 4,0192 2,5038 0,4511 0,2980
st. gr. 0,0179 0,0120 0,0040 0,0040 0,0250 0,0158 0,0046 0,0036
4.5 Novi metod oceǌivaǌa procesa
sluqajne sredine
Neka je (x1, y1), (x2, y2), ..., (xN , yN) uzorak obima N koji elimo
da modeliramo CBRNGINAR(1,r1,r2) procesom. Vaan korak u pri-
meni ovog modela je odreivaǌe pomonog niza staǌa {(wn, qn)}, n ∈
{1, 2, ..., N}, xto se postie klasterovaǌem podataka. Kada se jed-
nom ovaj niz odredi, mogue je oceniti matrice verovatnoa pre-
laza procesa sluqajne sredine. Naime, vrednosti (pmat)
(i)
ls za i =
1, 2, l, s ∈ {1, 2, ..., ri} se mogu jednostavno oceniti kao koliqnik
broja prelaska iz staǌa l u staǌe s i broja prelaska iz staǌa
l u sva staǌa.
Kako je posmatrani model dvodimenzionalan, koristiemo dvo-
dimenzionalno klasterovaǌe. Za svaku taqku (xn, yn), n ∈ {1, ..., N}
potrebno je odrediti (wn, qn). Prirodno rexeǌe je klasterovaǌe
podataka {(xn, yn)}, meutim, ovo nije najboǉe mogue rexeǌe, s
obzirom na prirodu modela. Naime, ovo bi bilo najboǉe rexeǌe
ako bi niz (wn, qn) odreivao jedino parametre oqekivaǌa kom-
ponenti Xn i Yn, xto ovde nije sluqaj. Iz konstrukcije modela
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100 3,3466 2,5452 0,3345
st. gr. 3,2301 2,5198 0,4892
500 3,0311 2,2167 0,2188 0,3382
st. gr. 0,5927 0,9411 0,0795 0,0902
1000 3,0404 2,0156 0,4320 0,2372 0,3532
st. gr. 0,2690 0,4853 0,1056 0,0409 0,0504
5000 3,0004 2,0355 0,4627 0,2513 0,3440
st. gr. 0,0504 0,0896 0,0231 0,0093 0,0111
10000 2,9937 2,0028 0,4668 0,2507 0,3483










100 3,4921 2,3965 2,1176
st. gr. 3,7701 2,1981 1,8155
500 3,1193 2,3678 1,9860 0,3862 0,2922
st. gr. 1,1793 0,4555 0,3657 0,0968 0,1543
1000 3,1691 2,4309 1,9874 0,3988 0,2998
st. gr. 0,7628 0,2081 0,1757 0,0574 0,0977
5000 3,0101 2,4903 1,9716 0,3938 0,2936
st. gr. 0,1120 0,0443 0,0392 0,0101 0,0171
10000 2,9673 2,4989 1,9921 0,3940 0,2901
st. gr. 0,0543 0,0198 0,0190 0,0055 0,0097
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vidimo da on takoe odreuje parametre tining operatora. Taq-
nije, wn odreuje oqekivaǌe sluqajne promenǉive Xn i parametar
tining operatora βwn. Zato bi bilo dobro wn odrediti uzimajui
u obzir i µwn i βwn. Iz relacije Yn+1 = βwn ∗ Yn + ηn+1 sledi da
je E(Yn+1) = βwnE(Yn). Zato emo klasterovati {(xn, ỹn)}, gde je
ỹn = yn+1/yn, meutim moramo voditi raquna o tome da yn bude
razliqito od nule. U sluqaju da ovo nije ispuǌeno, tj da je
yn = 0, koristiemo koliqnik maksimalne i minimalne vrednosti.
Dakle, definisaemo ỹn na sledei naqin
ỹn =
{
yn+1/yn, kada yn 6= 0,
maxl∈{1,...,N}(yl)/minl∈{1,...,N}(yl), kada yn = 0,
za n ∈ {1, 2, 3, ..., N − 1}. Za n = N moemo definisati ỹN = yN .
Ako elimo da obe komponente {ỹn}i {xn} imaju jednak uticaj na
klasterovaǌe, normalizovaemo {ỹn} tako da ima istu sredinu
kao {xn}. Ako, zatim, elimo da kontrolixemo koja komponenta







za n ∈ {1, 2, ..., N}. Dakle, koeficijent k opisuje uticaj komponente
{˜̃yn} na klasterovaǌe u odnosu na uticaj komponente {xn}. Xto je k
vee, to je jaqi uticaj komponente {˜̃yn} , a za k = 1 obe komponente
podjednako utiqu. Sliqno, za n ∈ {1, 2,3, ..., N − 1} definiximo
x̃n =
{
xn+1/xn, kada xn 6= 0,
maxl∈{1,...,N}(xl)/minl∈{1,...,N}(xl), kada xn = 0,






Konaqno, klasterovaǌem {(xn, ˜̃yn)} dobijamo r1 klastera, gde se
svaki klaster pridruuje jednom od r1 staǌa, tako da ako (xn, ˜̃yn)
pripada i-tom klasteru, biramo wn = i. Analogno, klasterovaǌem
{(yn, ˜̃xn)} u r2 razliqitih klastera, odreujemo niz {qn}.
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Vixe o izboru koeficijenta k u praksi bie reqeno u narednoj
sekciji.
4.6 Primena modela nad realnim
podacima
Ciǉ ove sekcije je da opravda uvoeǌe modela poreeǌem rezul-
tata nad realnim podacima sa drugim dvodimenzionalnim mode-
lima. Korixeni su podaci kao u radu Popović, Ristić i Nastić
(2016), a tiqu se kriminalnih aktivnosti u Pitsburgu u peri-
odu od januara 1990. do decembra 2001. Posmatrana je serija
koja predstavǉa broj pǉaqki (ROBB, robberies) kao i ona koja pred-
stavǉa broj teih napada (AGGAS, aggravated assaults) iz 510. poli-
cijske stanice. Grafici vremenskih serija i uzoraqke autoko-
relacije prikazani su na slici 4.4, dok su korelacije izmeu
komponenata prikazane na slici 4.5. Jedan od modela sa kojim
emo porediti uvedeni model je geometrijski dvodimenzionalni
INAR(1) model sa geometrijskom marginalnom raspodelom (BVGGI-
NAR(1)) iz pomenutog rada, kao i ǌegov specijalni sluqaj, model
BVEGINAR(1) koji pretpostavǉa jednakost marginalnih raspodela
komponenata. Pored ǌih, u razmatraǌe e biti ukǉuqena dva
dvodimenzionalna modela iz Pedeli i Karlis (2011), koja su zasno-
vana na binomnom tining operatoru: BVPOIBINAR(1) koji pret-
postavǉa Puasonovu raspodelu inovacionog procesa i BVNBIBI-
NAR(1) koji koristi negativnu binomnu raspodelu. Za mereǌe
adekvatnosti modela u opisivaǌu odabranih podataka korixena
je standardna grexka predviaǌa (RMS), kao u prethodnim glava-
ma. Oceǌeni parametri posmatranih modela, kao i odgovarajue
vrednosti standardne grexke predviaǌa prikazani su u tabeli
4.7.
4.6.1 Diskusija rezultata u odnosu na koeficijent
k metoda oceǌivaǌa iz prethodne sekcije
Ovde emo primeniti prethodno opisan metod za oceǌivaǌe
procesa sluqajne sredine. Ispitaemo na koji naqin vrednost
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Slika 4.4: Grafici serija i autokorelacija za podatke ROBB i
AGGAS.
Slika 4.5: Meusobna korelacija za podatke ROBB i AGGAS.
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Tabela 4.7: CML ocene parametara i vrednost RMS za razliqite
dvodimenzionalne modele.
Model CML RMS ROBB RMS AGGASS




















â = b̂ = 2,650
104 Glava 4
koeficijenta k utiqe na RMS. U tom ciǉu su vrednosti stan-
dardne grexke predviaǌa za primenu CBRNGINAR(1, 3, 3) modela
pri razliqitim izborima ovog koeficijenta prikazane u tabeli
4.8. Kada je vrednost k jako velika, serije {˜̃xn} i {˜̃yn} ne utiqu
znaqajno na klasterovaǌe, pa RMS za k ≥ 10 ima konstantnu vred-
nost, tj. daǉe poveavaǌe koeficijenta k ne meǌa klastere. Sa
druge strane, za male vrednosti k, uticaj serija {xn} i {yn} postaje
zanemarǉiv i RMS ima konstantnu vrednost za k ≤ 0,01. Vidimo da
je najmaǌa vrednost standardne grexke predviaǌa negde izmeu
ova dva graniqna sluqaja, za k = 0,1.
Tabela 4.8: RMS za CBRNGINAR(1, 3, 3) model sa razliqitim koe-
ficijentima k.









Ako pogledamo grafike, moemo primetiti da su serije nesta-
cionarne i da izgleda kao da imaju najmaǌe po tri staǌa. Zbog
toga smo koristili CBRNGINAR(1, 3, 3) model. Mogue je pri-
meniti modele sa maǌim r1 (CBRNGINAR(1, 2, 3)) ili maǌim r2
(CBRNGINAR(1, 3, 2)) i dobiti i daǉe dobre rezultate. Meutim,
ako pokuxamo sa CBRNGINAR(1, 2, 2) modelom, RMS serije ROBB e
biti 23709,295, pa ovaj model nije dobar izbor. Ocene dobijene
metodom uslovne maksimalne verodostojnosti i RMS vrednosti za
koeficijent k = 0.1 i modele CBRNGINAR(1, 3, 3), CBRNGINAR(1, 2,
3) i CBRNGINAR(1, 3, 2) dati su u tabelama 4.9, 4.10 i 4.11, res-
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pektivno. Korixena je sledea notacija
µ̂ = (µ̂1, ..., µ̂r1)
′, α̂ = (α̂1, ..., α̂r2)
′,
η̂ = (η̂1, ..., η̂r2)
′, β̂ = (β̂1, ..., β̂r1)
′. (4.6.1)
Tabela 4.9: Ocene parametara metodom uslovne maksimalne vero-
dostojnosti i standardna grexka predviaǌa za koeficijent k =
0,1.
CBRNGINAR(1, 3, 3)
µ̂ = (0,431, 8,499, 3,223)′ η̂ = (6,818, 2,683, 0,339)′




 0,763 0,034 0,2030,000 0,318 0,682
0,242 0,210 0,548
 p̂(2)mat =
 0,273 0,364 0,3640,123 0,439 0,439
0,013 0,360 0,627

RMS ROBB RMS AGGASS
1,279 0,807
Tabela 4.10: Ocene parametara metodom uslovne maksimalne vero-
dostojnosti i standardna grexka predviaǌa za koeficijent k =
0,1.
CBRNGINAR(1, 2, 3)
µ̂ = (8,492, 1,861)′ η̂ = (0,588, 4,238, 0,790)′











 0,000 0,083 0,9170,049 0,439 0,512
0,111 0,244 0,644

RMS ROBB RMS AGGASS
1,727 1,218
Na osnovu vrednosti standardnih grexaka predviaǌa pri-
meǌenih modela, zakǉuquje se da model CBRNGINAR(1, r1, r2), pri
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Tabela 4.11: Ocene parametara metodom uslovne maksimalne vero-
dostojnosti i standardna grexka predviaǌa za koeficijent k =
0,1.
CBRNGINAR(1, 3, 2)
µ̂ = (4,204, 0,837, 8,890)′ η̂ = (3,350, 0,343)′




 0,400 0,450 0,1500,131 0,786 0,083
0,632 0,053 0,316
 p̂(2)mat = [ 0,574 0,4260,373 0,627
]
RMS ROBB RMS AGGASS
1,188 1,242
razliqitim odabirima vrednosti r1 i r2 daje najboǉe rezultate, u
smislu najmaǌe grexke, za posmatrane podatke. Na osnovu grafika
podataka, moe se videti da je AGGASS serija vixe promenǉiva
od ROBB serije, zbog qega je vrednost RMS maǌa za AGGASS se-
riju. Ako elimo da dobijemo maǌu vrednost RMS za jednu kom-
ponentu, moemo poveati odgovarajui broj staǌa. Ovo se vidi
u tabeli 4.12 u kojoj su posmatrani modeli CBRNGINAR(1, 4, 3) i
CBRNGINAR(1, 3, 4) sa koeficijentom k = 0,1.
Tabela 4.12: RMS za CBRNGINAR(1, 4, 3) i CBRNGINAR(1, 3, 4) mod-
ele sa koeficijentom k = 0,1.
model RMS ROBB RMS AGGASS
CBRNGINAR(1, 4, 3) 0,988 0,809
CBRNGINAR(1, 3, 4) 1,187 0,649
Zakǉuqak
U disertaciji je dat prikaz nekih INAR modela u sluqajnoj
sredini. Zbog toga je najpre bilo reqi o samim INAR modelima.
Zatim je prikazano u drugoj glavi na koji naqin uvoeǌe sluqaj-
ne sredine moe rexiti problem primene u sluqaju podataka sa
nestacionarnim karakterom. Pritom je definisan proces sluqaj-
ne sredine koji slui kao pomoni deo u izgradǌi modela. U
disertaciji su prikazani razliqiti modeli koji se baziraju na
ovoj osnovnoj ideji sluqajne sredine. ǋihovo uvoeǌe oprav-
dano je primenom nad realnim podacima, a prednost se ogleda
u fleksibilnosti modela, koja se postie upravo preko procesa
sluqajne sredine. Ovi procesi su nestacionarni, meutim, na
odreenim delovima uzorka mogu se posmatrati kao stacionarni.
Ovo svojstvo donosi brojne olakxice u radu sa ǌima. Disku-
tovano je o naqinu odreivaǌa ovog pomonog procesa u praksi.
Najpre su definisani opxti modeli, a zatim su detaǉnije raz-
matrani odreeni specijalni sluqajevi ovih modela. Nepoznati
parametri su oceǌivani na dva naqina, metodom momenata i me-
todom uslovne maksimalne verodostojnosti. Konvergencija re-
alizacija ovih ocena ka stvarnim vrednostima potvrena je na
simuliranim podacima iz ovih modela.
Prvi i najjednostavniji model diskutovan u ovoj disertaciji je
prvog reda i on je prikazan u treoj glavi. On je takoe prvi uve-
den model ovog tipa u literaturi. Kao ǌegovo prirodno uopxteǌe
je doxao uopxteni INAR model vixeg reda u sluqajnoj sredini,
koji je tema qetvrte glave. Uopxteǌe se ogleda u tome da sredi-
na utiqe na vixe parametara modela. Meutim, ovaj model nije
jedinstveno odreen. Naime, zbog odreenih potexkoa u odrei-
vaǌu raspodele inovacione sluqajne promenǉive, predloena su
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dva tipa ovog modela koji prevazilaze taj problem. Konaqno, u
petoj glavi je razmatran dvodimenzionalni model koji je zasno-
van i na dvodimenzionalnom procesu sluqajne sredine, pri qemu
je naqin na koji sluqajna sredina utiqe na model u odreenom
smislu “ukrxten”, odakle potiqe i naziv.
Pored onoga xto je prikazano ovde, autor je uqestvovao i u
pisaǌu radova Laketa, Nastić (2018), kao i Popović, Laketa, Nastić (2019)
koji u izvesnom smislu predstavǉaju proxireǌe ove disertacije.
Daǉi tok istraivaǌa ove teme moe ii u vixe pravaca.
Jedan pravac se tiqe poboǉxaǌa oceǌivaǌa procesa sluqajne sre-
dine, tj. utvrivaǌa adekvatnog klasterovaǌa podataka tako da
primeǌeni model najboǉe fituje odreene podatke. Drugo poǉe
istraivaǌa moe se razvijati zadavaǌem neke druge marginalne
raspodele ili raspodele brojaqkog niza ukǉuqenog u operator
istaǌivaǌa. Takoe, mogue je raditi na poboǉxaǌu postojeih
INAR modela dopuxtaǌem sluqajnosti sredine uvoeǌem pomonog
procesa. Na kraju, mogue je i sam proces sluqajne sredine mode-
lirati na neki drugi naqin.
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Bakouch, H.S., Ristić, M.M. (2010), Zero truncated Poisson integer-valued AR(1)
model, Metrika 72, 265–280.
Freeland, R.K., McCabe, B.P.M. (2004). Analysis of low count time series data
by Poisson autoregression, J. Time Ser. Anal. 25(5), 701–722.
Jacobs, P.A., Lewis P.A.W. (1978a), Discrete time series generated by mixture I:
correlational and runs properties, J. R. Statist. Soc. B 40, 94–105.
Jacobs, P.A., Lewis P.A.W. (1978b), Discrete time series generated by mixtures
110 Literatura
II: asymptotic properties, J. R. Statist. Soc. B 40, 222–228.
Jacobs, P.A., Lewis P.A.W. (1978c), Discrete time series generated by mixtures
III: autoregressive processes (DAR(p)), Naval Postgraduate School Techni-
cal Report, NPS55Lw 73061A.
Jowaheer, V., Khan, N.M., Sunecker, R.(2017), A BINAR(1) time series model
with cross-correlated COM/Poisson innovations, Commun. Stat. Theory
Meth., 47:5, 1133-1154.
Khan, N.M., Sunecher, R., Jowaheer, V. (2016), Modelling a non-stationary BI-
NAR(1) Poisson process, Journal of Statistical Computation and Simulation
86(15), 3106–3126.
Laketa, P.N. (2020), Crossed Bivariate Integer-Valued Autoregressive process based
on bivariate Random Environment process, Communications in Statistics-
Theory and Methods, prihvaen
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Nastić, A.S. Ristić, M.M., Bakouch, H.S. (2012), A combined geometric INAR(p)
model based on negative binomial thinning, Mathematical and Computer
Modelling,55, 1665–1672.
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