Abstract. In multiple attribute group decision making, the weights of decision makers are very crucial to ranking results and have gained more and more attentions. A new approach to determining experts' weights is proposed based on the TOPSIS (Technique for Order Preference by Similarity to an Ideal Solution) method in intuitionistic fuzzy setting. The weights determined by our method have two advantages: the evaluation value has a large weight if it is close to the positive ideal evaluation value and far from negative ideal evaluation values at the same time, otherwise it is assigned a small weight; experts have different weights for different attributes, which are more appropriate for real decision making problems since each expert has his/her own knowledge and expertise. The multiple attribute intuitionistic fuzzy group decision making algorithm has been proposed which is suitable for different situations about the attribute weight information, including the attribute weights are known exactly, partly known and unknown completely. A supplier selection problem and the evaluation of murals in a metro line are finally used to illustrate the feasibility, efficiency and practical advantages of the developed approaches.
Introduction
In the decision making process, experts usually can not provide exact evaluation values since the decision making problem has become rather complicated and much professional knowledge is needed. Hence some extent of hesitation has been expressed during the evaluating process. Many useful tools have been developed to model uncertain information including fuzzy set (Zadeh 1965; Merigó, Gil-Lafuente 2011) , intuitionistic fuzzy set (IFS) (Atanassov 1986) , intuitionistic fuzzy soft set (Maji et al. 2001; Jiang et al. 2013) , linguistic arguments (Herrera et al. 1995; Merigó, Gil-Lafuente 2013) , etc. As a generalization of fuzzy set, IFS is more appropriate for modelling uncertainty and hesitation and has been studied and applied extensively, many decision making methods in intuitionistic fuzzy setting (Atanassov et al. 2005; Chen, Yang 2011a; Chen, Tan 1994; Hong, Choi 2000; Li et al. 2009; Liu, Wang 2007; Su et al. 2011; Szmidt et al. 2014; Wei, Merigó 2012; Xu 2007; Xu, Liao 2015) have been developed. In order to better model uncertainty existing in the decision making process, the alternatives are evaluated by intuitionistic fuzzy values in this paper.
With the development of science and technology, it is less and less possible for a single decision maker to consider all aspects of a decision problem. Hence, in order to make scientific and reasonable decisions, multiple decision makers are involved in the decision making process, the corresponding problem is a multiple attribute group decision making (MAGDM) problem. For simplicity, experts' weights are often assigned in advance (Chen, Niou 2011; Chuu 2009; Hajiagha et al. 2013; Liu 2011 Liu , 2012 Pang, Liang 2012; Ran, Wei 2015; Xu 2010; Xu et al. 2012; Wei 2011) or equal weights Chen, Yang 2011b; Lin et al. 2008; Su et al. 2013; Wang et al. 2012; Wei 2011; Wu, Chen 2007 ) are taken in group decision making, whose shortcomings are obvious. For the complex decision making problem, decision makers usually come from different fields. Since each expert has his/her characteristics, special knowledge, skills and expertise, he/she may be familiar with some attributes but not so familiar with others. For those unfamiliar attributes, decision maker may give unduly high or low evaluation values. If each expert uses the same weight for all the attributes, unreasonable decision results can be deduced and incorrect alternative might be selected. Therefore, how to determine reasonable weights for experts becomes an important and interesting research topic, which has attracted extensively attentions (Brock 1980; Keeney, Kirkwood 1975; Kim et al. 1999; Li 2007; Olcer, Odabasi 2005; Ramanathan, Ganesh 1994; Yue 2011 Yue , 2012 Wei 2011) . Olcer and Odabasi (2005) transformed experts' opinions into a group consensus opinion by using the homogeneous method, in which experts are assigned different weights for different alternatives. But if the number of experts is very large, the method needs a lot of computations and poor accuracy may result in. The interpersonal comparisons are used in Keeney and Kirkwood (1975) to obtain values for the scaling constants in the weighted additive social choice function. An approach based on Nash bargaining (Brock 1980 ) is used to estimate the weights of group members. An interactive procedure is proposed by Kim et al. (1999) for solving a MAGDM problem with incomplete information, in which each group member's utility information is compared with that of a group and is then aggregated into a group one. If there are many attributes and alternatives, too many interactions have to be considered. The linguistic weighting vector has been given by Wei (2010) to represent importance. An eigenvector method is used by Ramanathan and Ganesh (1994) to determine the weights of group members by using their own subjective opinions. Yue (2011) has developed a new method to determine experts' weights by using the TOPSIS method, in which weights are calculated by using the distance of evaluation values to the positive ideal solution, the left negative ideal solution and the right negative ideal solution, respectively. In Yue (2012) , the weights of decision makers are determined by using both the positive ideal decision and negative ideal deci-sion. Though many MAGDM methods have been proposed in intuitionistic fuzzy setting, experts have the same weights for all the attributes in most of studies or have been assigned different weights for different attributes. In the latter case, the characteristics of experts should be examined, but then the computation amount is too large and this might result in poor accuracy, especially for the situation that the number of alternatives and attributes is extremely large.
TOPSIS is proposed by Hwang and Yoon (1981) , which has been studied and applied widely (Boran et al. 2009; Chen, Yang 2011a; Dymova et al. 2015; Liu et al. 2013; Lourenzutti, Krohling 2014; Park et al. 2011; Patil, Kant 2014; Tan 2011; Taylan et al. 2014; Ye 2010; Zhang, Yu 2012) . In TOPSIS, a good alternative is the one that is nearest to the positive ideal alternative, and at the same time, is farthest from the negative ideal alternative. Chen and Yang (2011a) use the constrained fuzzy analytic hierarchy process to determine attribute weights and rank the alternatives by using the fuzzy TOPSIS. Park et al. (2011) extend TOPSIS to solve MAGDM problems with interval-valued intuitionistic fuzzy information, in which the attribute weights are partly known. Zhang and Yu (2012) set up an optimization model to determine attribute weights by using the fuzzy cross-entropy and use TOPSIS to rank the alternatives. Tan (2011) develops an interval-valued intuitionistic fuzzy group decision making method based on TOPSIS by using Choquet integral-based Hamming distance. In this study, we develop a new multiple group decision making method with intuitionistic fuzzy information by using the idea of TOPSIS. In order to aggregate different evaluation values into a reasonably collective one, we first define the average value of different evaluation values as the positive ideal solution, the maximum and minimum of evaluation values as the negative ideal solutions, then the distances of each evaluation value to the positive and negative ideal solutions, respectively, can be determined, the closeness coefficients are finally calculated by using the TOPSIS method, and the weights of evaluation values can be obtained by normalizing closeness coefficients. The weights determined by our new method have the following advantages: the evaluation value has a big weight if it is close to the positive ideal evaluation value and is far from negative ideal evaluation values; otherwise, the evaluation value is assigned a small weight. The influence of unduly high or low evaluation values on the ranking result is thus reduced. According to different situations about the attribute weight information, that is, the attributes are known exactly, partly known or unknown completely, we design the corresponding decision making algorithm. If attribute weights are known exactly, the TOPSIS method is used to rank alternatives after aggregating different experts' evaluation values into a collective one by using the new method; if attribute weights are known partly, a linear programming model is set up to determine the attribute weights; if attribute weights are unknown completely, they are then determined by using the TOPSIS method. Finally, the new algorithm is applied to a supplier selection problem and a case study to illustrate their efficiency and practical advantages.
In order to do so, the rest of this paper is organized as follows. Some concepts about IFS are introduced in the next section. In Section 2, the new method to determine experts' weights by utilizing the TOPSIS method is developed, then different attribute weight information situations are considered, and the corresponding algorithm is presented. Two numerical examples are presented to illustrate our new algorithm in Section 3. The conclusions are given in the last section.
Basic concepts
As a preparation for introducing our new method, some relevant concepts are illustrated in this section.
Definition 1 (Atanassov 1986) . Let X be a fixed set, an IFS A in X is defined as:
where the functions µ → A ( ):
are the degrees of membership and nonmembership of an element ∈ x X , respectively, they satisfy ≤ µ ν ≤
Each fuzzy set can be represented as the following intuitionistic fuzzy set:
For an IFS A, the pair µ ν ( , ) and α = µ ν ( , ) be three IFVs, then the operational laws of IFVs (Xu 2007) can be defined as follows:
Let α = µ ν ( , ) be an IFV, then the score function (Chen, Tan 1994 ) of a is defined as
The bigger the score of α ( ) s is, the larger the IFV of a is. The accuracy function (Hong, Choi 2000) 
The larger the α ( ) h is, the higher accuracy degree of a is. Based on the score function and the accuracy function, the following method is proposed by Xu (2007) Definition 3 (Xu 2010) . Let α = µ ν 1 1 1 ( , ) and α = µ ν 2 2 2 ( , ) be two IFVs, then:
is defined as the distance between a 1 and a 2 .
New MAGDM algorithm in intuitionistic fuzzy setting
In the decision making process, several experts, who may come from different departments, are involved in order to get scientific decisions. Assume that there is a multiple attribute group decision problem as follows. 
During the decision making process, different decision matrices should be first aggregated into a collective one.
With the development of science and technology, the decision problem becomes more and more complicated. There are too many alternatives to be selected and many decision makers are involved to select the optimal alternative. At the same time, decision makers have their own knowledge and expertise and can not master all the knowledge needed in the decision making, they may be familiar with some attributes but not familiar with others, hence they might give unduly high or low evaluation values. If experts are assigned the same weight for all the attributes, unreasonable results can result in. Meanwhile, each expert has his/her characteristics for the specific knowledge and expertise. If the expert is familiar with or is a specialist in the attribute, he/she can give a reasonable evaluation value, hence a big weight should be assigned to the attribute. If the decision maker is not familiar with the attribute, a small weight should be assigned. Then different experts should have different weights for different attributes. If each expert's characteristics are investigated in order to assign reasonable weights for the attributes, the resulting computation amount is too large and can lead to poor accuracy. TOPSIS is an extensively used method in the real decision making. In TOPSIS, the alternatives are ranked by the size of closeness coefficients calculated by using the positive ideal solution and negative ideal solutions. In order to avoid the influence of unduly high or low evaluation values on ranking results, the evaluation values which are close to the positive ideal evaluation value and far from negative ideal evaluation values at the same time should have large weights, and the evaluation values should have small weights in other cases. Therefore, the average evaluation value can be seen as an intuitionistic fuzzy positive ideal evaluation value like that in Yue (2011) . In this way, the intuitionistic fuzzy positive ideal matrix can be defined as:
where ( ) 
where
are the intuitionsitic fuzzynegative ideal solutions (IFNISs).
The distances between α = µ ν
u ij can be defined, respectively, as follows:
The closeness coefficient of α ( ) k ij is determined by:
and the weight of the decision maker E k for the alternative A i with respect to the attribute B j can be determined as:
The new weights have the characteristic that it is large if the evaluation value is close to the IFPIS, and it is small if the evaluation value is close to the IFNISs.
After obtaining the above new weights, we can aggregate the intuitionistic fuzzy evaluation values α = ( ) ( 1,2,..., )
t into a collective one, a ij , by making use of the intuitionistic fuzzy weighted averaging (IFWA) operator:
Therefore, we can obtain the intuitionistic fuzzy collective decision matrix D as:
With the above preparation, we can now present our new MAGDM algorithm according to different situations about the attribute weight information. If the attribute weight vector is known exactly, the TOPSIS approach in intuitionistic fuzzy setting can be used to rank alternatives directly. The attribute weights should be determined firstly if they are known partly or unknown completely. In the decision making process, there are situations that the attribute weight information is not known exactly, but only part of which can be obtained. Generally, the partly known attribute weight information can be expressed as some subset of the following relations:
i j w w i j 2) A strict ranking :
w w i j 3) A ranking with multiples :
We denote the attribute weight information set as H. According to information theory, the attribute whose evaluation values are close to the positive ideal evaluation value and far from the negative ideal evaluation values at the same time should have a large weight, otherwise it should have a small weight. Basing on this principle, we calculate the closeness coefficient c ij of each collective evaluation value a ij according to its distances to the positive ideal value + α = (1,0) j and the negative ideal value − α = (0,1) j as follows:
Then the weighted closeness coefficient is calculated as:
A reasonable weight vector = 1 2 ( , ,..., )
n W w w w should make the closeness coefficient as large as possible, thus we set up the following multiple objective programming model: Since all the objectives are equal important, the above multiple objective programming model can be transformed into the following single objective programming model by using the equally weighted summation method (French et al. 1983 n are unknown, hence it is a linear programming problem, which can be solved by many algorithms such as the interior point algorithm, the simplex method, etc.
In some cases, the attribute weight information is unknown completely. Then we can determine attribute weights according to the principle that the attribute whose collective evaluation values are close to the intuitionistic fuzzy positive ideal value and far from the intuitionsitic fuzzy negative ideal values at the same time should have a large weight. In order to do this, the attribute weights can be determined as:
where c ij is determined by Eq. (15) and
In the following, we give the new algorithm based on the new attribute weight assignment method and TOPSIS method. The concrete steps are as follows:
Algorithm
Step 1. Decision makers evaluate alternatives with respect to the attributes to obtain the decision matrices
Step 2. Determine the positive ideal decision matrix + + × = α ( ) ij m n D and negative ideal decision matrices
by using Eqs (5), (6) and (7), respectively.
Step 3. Calculate the closeness coefficient of each evaluation value according to Eqs (8), (9), (10) and (11), respectively, and evaluation values' weights by using Eq. (12). Then the collective decision matrix
can be determined by using the IFWA operator as Eq. (13).
Step 4. If the attribute weight vector is known exactly, go to Step 5 directly. Model (M-2) can be used to determine attribute weights if they are known partly. For the case of completely unknown weight information, Eq. (17) can be used to calculate the attribute weight vector.
Step 5. Calculate the weighted decision matrix as Step 6. Let + α = = (1,0) ( 1,2,..., ) j j n be n largest IFVs, then the intuitionistic fuzzy positive ideal evaluation value + A is defined as:
Let − α = = (0,1) ( 1,2,..., ) j j n be n smallest IFVs, then the intuitionistic fuzzy negative ideal evaluation value A -is defined as:
Calculate the distance of each alternative's collective evaluation value to A + and A -, respectively, by the following equations:
Step 7. Calculate each alternative's closeness coefficient as follows:
Step 8. Rank the alternatives' closeness coefficients by the value of ( ) = 1,2,..., i c i m in descending order and rank the alternatives accordingly. Now, we have essentially developed three algorithms according to different situations about the attribute weight information: the attribute weight information is known completely, partly known and unknown completely. In the process of aggregating different decision matrices, the weights are determined from the evaluation values, and different experts have different weights for different attributes and alternatives, which is more reasonable in practical decision process, especially for the large-scale decision making problem where many decision makers are involved to select the optimal alternative among many candidates according to many attributes. For the real decision making problem, the decision maker can select the corresponding algorithm according to concrete situation of the problem's attribute information. In order to illustrate the efficiency and practical advantages of the proposed algorithm, we apply it to two decision making problems in the next section.
Numerical illustration
Two examples are used to demonstrate the practicality and efficiency of our new method. Example 1. This example is adapted from Ngwenyama and Bryson (1999) .
The Midwest American Manufacturing Corporation has steered a committee including the Chief Executive Officer, the Chief Information Officer, and the Chief Operating Officer to evaluate and rank eight information technology improvement projects i A = ( 1,2,...,8) i proposed by area managers: A 1 -quality management information, A 2 -inventory control, A 3 -customer order tracking, A 4 -material purchasing management, A 5 -fleet manage-ment, A 6 -design change management, A 7 -employee skills tracking and A 8 -budget analysis. The committee concerns each project's potential contribution to the firm's strategic goal of gaining the competitive advantage in the industry. Four decision makers = ( 1,2,...,4)
are selected by the committee to evaluate the alternatives with respect to the following six attributes: B 1 -productivity, B 2 -technological innovation capability, B 3 -marketing capability, B 4 -differentiation, B 5 -management, and B 6 -risk avoidance.
If the attribute weight vector is known exactly as = (0.2,0.12,0.1,0.1,0.35,0.13) W , the new Algorithm can be used to rank the alternatives. The concrete steps are as follows:
Step 1. Decision makers evaluate alternatives with respect to the attributes to get decision matrices Tables 1-4 .
Step 2. Determine the intuitionistic fuzzy positive ideal decision matrix D + as Table 5 and the intuitionistic fuzzy negative ideal decision matrices D u and D d as those in Table 6 and Table 7 , respectively.
Step 3. 
ij given by four decision makers into a collective one a ij by using the IFWA operator. The resulting decision matrix is formed as Table 8 . A 1 (0.5,0.5) (0.7,0.2) (0.6,0. Step 6. Calculate the distances of alternatives' evaluation values to the intuitionistic fuzzy positive ideal evaluation value A + and the intuitionistic fuzzy negative ideal evaluation value A -, which give us: 
. c c c c c c c c
The alternatives can thus be ranked accordingly as: 
11 is the one closest to α (1) 11 and farthest from α 11 u and α 11 d , α
11 has a large weight. The evaluation value α (4) 11 is the one farthest from + α 11 and closest to α 11 u , hence it has a small weight. While for evaluation values α α α α 31 are the ones farthest from + α 31 and closest to α 31 d , hence they have small weights. From the above results, we can see that different evaluation values are assigned different weights. As pointed out in Section 2, the weights determined by the proposed method can reduce the influence of unduly high or low evaluation values on the ranking result.
In order to illustrate the advantages of the proposed method, we compare it with the method that the weights of experts are determined beforehand, in which all the weights of experts are the same for all the attributes. For example, the weights of experts are taken as (0.20,0.25,0.15,0.40) . Then the collective decision matrix D  can be determined as in Table 10 . The attribute weight vector is known as = (0.2,0.12,0.1,0.1,0.35,0.13). W By using the TOPSIS method, the alternatives' relative closeness coefficients are calculated as . A A Now, the optimal alternative is A 2 , which is different from the optimal alternative determined by our Algorithm. Here the weights of decision makers are the same for all the attributes. But in the real decision making process, decision problems have become very complicated and more knowledge is needed. Usually, experts may be familiar with some attributes but not familiar with other attributes, hence they may give reasonable evaluation values for some attributes and probably unreasonable evaluation values for other attributes. Compared with existing methods, the proposed algorithm can reduce the influence of unduly high or low evaluation values on the ranking results. If the attribute weight information is partly known as H : For the case that the attribute weight vector is unknown completely, the weights can be determined as = (0.1562,0.1694,0.1627,0.1847,0.1689,0.1581 A A A A . The optimal alternative is A 2 .
From the above results, we can see that the proposed new algorithm can be used to solve real decision making problems. By making use of the TOPSIS method to determine weights of evaluation values given by different decision makers, the influence of unduly high or low evaluation values on the ranking results can be reduced and more reasonable and scientific decisions can be made. The algorithm has been proposed considering different situations about attribute weight information. The overall computation amount of the new algorithm is small. Though a relatively simple MAGDM problem is presented to illustrate the feasibility and efficiency of the proposed algorithm, the new algorithm is very well suitable for solving large-scale and complicated decision making problems.
In order to further illustrate the practical advantages of the proposed method, we apply it to a real decision problem, the evaluation of the murals in Xi'an Metro Line 2, Xi'an, China.
Example 2. Due to the economic development and urbanization, the transportation demand increases rapidly in Xi'an. Like that in other metropolis, the subway has become an inevitable choice for Xi'an since it is comfortable, timely, and can avoid road congestion, parking difficulty, etc. Xi'an Metro Line 2 has been operating for one year. Due to the (0.15,0.20,0.35,0.10,0.20) , then the proposed algorithm is used to rank the murals.
Step 1. The experts evaluate the four murals in the Xi'an Metro Line 2 by intuitionistic fuzzy values and the results are shown in Tables 13-15.
Step 2. Determine the intuitionistic fuzzy positive ideal decision matrix and the intuitionistic fuzzy negative ideal decision matrices by using the Eqs (5)-(7).
Step 3. Calculate the evaluation values' weights by using Eqs (8)- (12) and calculate the collective matrix by using the IFWA operator as Eq. (13), the result is given in Table 16 . Steps 4 and 5. Calculate the weighted decision matrix by ′ α = α ij j ij w .
Step 6. Step 7. Calculate the relative closeness coefficients by using Eq. (22) Da Qin Qiang has been selected as the best painting since it has high artistry and can show the cultural characteristics of Xi'an. This explains the reasonability of the evaluation result and the practicality of our algorithm. The ranking results can provide references since several other subways are under construction in Xi'an.
Conclusions
In this paper, a new algorithm based on the TOPSIS method in intuitionistic fuzzy setting is introduced. The weights of evaluation values given by different decision makers are determined by utilizing the TOPSIS technique, which has the advantages that the evaluation value close to the mean one has a large weight and the evaluation value far from the mean one has a small weight. The new weights can reduce the influence of unduly high or low evaluation values on the ranking result. Different situations about the attribute weight information are considered. If the attribute weights are known incompletely, a linear programming model is set up to determine attribute weights by maximizing the weighted relative closeness coefficients. For the situation with completely unknown attribute weights, the weights can be determined according to the principle that the attribute whose evaluation value is close to the positive ideal evaluation and far from negative ideal evaluation values has a large weight. The corresponding algorithm has been designed considering different attribute weight situations. Two real examples are finally given to illustrate the efficiency and practical advantages of the new algorithm. As the results in Tables 8-11 show, the collective evaluation values obtained by the proposed algorithm are different from the weights determined beforehand, and different decision makers' different weights determined by TOPSIS can avoid the influence of unreasonable evaluation values to the ranking result. Hence the results are more reasonable than those obtained by existing methods.
The proposed method and algorithm can be generalized to the interval-valued intuitionistic fuzzy setting. As for the future study, our new algorithm could be further enhanced by considering other aspects of uncertainty existing in decision problems. It is also interesting to apply our algorithm to solve other complex MAGDM problems.
