Abstract-This letter presents a path planning algorithm for generating a cost-efficient path that satisfies mission requirements specified in linear temporal logic (LTL). We assume that a cost function is defined over the configuration space. Examples of a cost function include hazard levels, wireless connectivity, and energy consumption, to name a few. The proposed method consists of two parts: sampling-based cost-aware path planning considering the vehicle dynamics based on rapidly-exploring random trees (RRT * ), and a high-level logic which determines how to extend the RRT tree based on spatiotemporal specifications of an LTL formula. In order to find a low-cost trajectory with computational efficiency, the proposed method expands the RRT tree with long extensions using cross entropy, while the rewiring step of RRT * is used to preserve the asymptotic optimality. In simulation and experiments, we show that the proposed method performs favorably compared to existing methods.
I. INTRODUCTION
R ECENTLY, there has been a growing attention in path planning using tools from model-checking. Such methods utilize formal languages, including linear temporal logic (LTL), computation tree logic (CTL), and μ-calculus, to specify robot task specifications [1] - [3] . While traditional path planning algorithms simply find a feasible plan connecting from an initial state to a goal region avoiding obstacles, the model-checking framework can help construct a complex robot mission, such as coverage of regions and ordering of events. For instance, in a warehouse scenario, robot's job can be expressed in an LTL formula as φ = ♦(I A ) ∧ ♦(R B ), meaning that "(eventually) inspect region A and (eventually) reach region B".
In many robotic applications, generating a feasible trajectory might not be sufficient. A high quality solution may be required with reference to a cost measure. Suppose a robot moving in a radioactive environment. It is desirable to reach the goal region while avoiding highly radioactive areas for successful operations. Hence, it is important to find a good trajectory with low cost, where the cost is defined over the configuration space. But this can be a challenging problem in practice, especially, when there exist mission specifications in the form of an LTL formula. Both the cost and the mission specifications given in an LTL formula have been considered before. Optimal control is found with different types of cost functions in finite deterministic systems, e.g., the minimax cost function for a bottleneck shortest path problem [4] and a weighted average cost function to handle a cyclic path [5] . However, they do not consider the dynamics of a robot and require high-resolution discretization for continuous path planning problems.
In order to find a feasible path for a robot with complex dynamics, sampling-based motion planning [6] , [7] , including rapidly-exploring random trees (RRT) [8] , is widely adopted in temporal logic path planning problems. Karaman and Frazzoli [9] used a rapidly-exploring random graph (RRG) [10] , which is a variant of RRT, for optimal motion planning with deterministic μ-calculus. A sparse RRG is constructed in [11] to find a feasible trajectory satisfying a given LTL specification. While it uses a modified version of a product automaton to ensure reachability to the final state, its main objective is to find a trajectory satisfying the given LTL formula instead of generating a lowcost trajectory satisfying the LTL specification. Varricchio et al. [12] extended RRT * to motion planning with process algebra specifications. However, their method can handle a basic process algebra composed of only two operators, alternative and sequential, which limits robot missions that can be specified.
Optimization methods have been applied to find an optimal trajectory meeting a given LTL specification [13] - [15] . LTL constraints are converted to mixed-integer linear constraints in [13] , [14] . However, the number of integer constraints grows with the number of obstacles and they are restricted to linearizable discrete-time dynamics. A cross entropy based planning algorithm [15] is extended to satisfy LTL constraints in [16] . In [16] , a method of re-sampling trajectory segments is proposed to improve the algorithm's efficiency. However, it is difficult to sample a trajectory satisfying an LTL specification as the length of an LTL formula increases, making it hard to apply the method in complex scenarios.
In this letter, we consider a cost-aware path planning problem under both dynamic constraints and linear temporal logic specifications. We assume the availability of a cost function defined over the continuous configuration space. A robot mission is represented as a syntactically co-safe LTL formula and the cost of a trajectory is defined as the accumulated cost over the entire trajectory. In order to generate trajectories satisfying the given temporal logic specification, we adopt the multi-layered approach [17] - [19] . The LTL constraints are handled in the high-level layer and cost-aware path planning is achieved by the low-level layer. Based on the discrete decomposition of a workspace and the automaton of a temporal logic formula, the planner searches a discrete plan to guide the RRT search tree in the low-level layer. During the tree expansion procedure, we adopt key concepts from cost-aware RRT * (CARRT * ) [20] , which uses long extensions and the rewiring procedure. Long extensions are proposed to efficiently find a low-cost trajectory based on the cross entropy optimization [15] . The rewiring procedure from RRT * [10] is used to locally update trajectory costs to preserve the optimality of a solution. An extensive set of simulations and experiments show that the proposed method can find solutions with lower costs compared to existing methods. In addition, the proposed method can be applied even when a good geometry-based decomposition of the workspace is not available, making the method applicable to a wide range of challenging problems.
II. PRELIMINARY

A. System Model
Let X ⊂ R n be the state space of a robot with X = X f ree ∪ X obs . We denote X obs as an avoid region, in which there is a possibility of collision with obstacles, and X f ree = X \ X obs as a free space. The state of the robot evolves according to the following dynamic model:
where x t ∈ X f ree ⊂ R n is the state, u t ∈ U ⊂ R m is the control input, and f is a smooth (continuously differentiable) function of its variables. x(x 0 , u) denotes the trajectory starting from x 0 with control signal u for time interval [0, T ]. Here, T is the length of the time interval. x(x 0 , u, t) stands for the state of the trajectory at time t ∈ [0, T ]. A trajectory x(x 0 , u) can be discretized with a time step Δt ∈ R + as follows:
where i f ∈ N is suitably selected. W ∈ R n w denotes the robot's workspace which describes the physical space where a robot operates. A mapping function h : X → W connects each robot's state x ∈ X f ree to the workspace W.
B. Linear Temporal Logic (LTL)
Linear temporal logic is a logical formalism, which is suited for specifying linear time properties [6] . The basic ingredients of an LTL formula are a set of atomic propositions (APs), and Boolean and temporal operators. LTL formulas are formed according to the following grammar [21] :
where a ∈ AP , is the next operator, and U is the until operator. There are also derived operators such as (always), ♦ (eventually), and ⇒ (implication).
An atomic proposition is a statement or assertion which must be true or false. We use Π to denote a collection of all atomic propositions, i.e., Π = {π 0 , π 1 , . . . , π N }. The semantics of LTL are defined over infinite traces of a given system, where a trace 
σ is a sequence of atomic propositions. For given trace σ, the notation σ φ denotes that σ satisfies φ.
1) Syntactically Co-Safe LTL: In this work, we consider a motion planning problem over a finite time horizon. Therefore, we treat a restricted form of LTL formulas, which is called syntactically co-safe LTL formulas (sc-LTL). An LTL formula φ is co-safe if any infinite trace that satisfies φ has a finite prefix which also satisfies φ [22] . Syntactically co-safe LTL formulas are the LTL formulas that contain only , ♦, U operators, when written in a positive normal form (¬ appears only in front of atomic propositions).
2) Automaton Representation: Given a set of atomic Propositions Π and a syntactically co-safe LTL formula φ, it is known that a nondeterministic finite automaton (NFA) can be constructed [23] . There exists off-the-shelf software which enables a fast translation from an LTL formula to NFA [21] . An NFA can be converted to a deterministic finite automaton (DFA), which is more convenient in computation. A DFA A φ over 2 Π corresponding to φ, is defined below.
Definition 1: A deterministic finite automaton DFA is a tuple A φ = (Q, Σ, δ, q init , Q acc ), consisting of (i) a finite set of states Q, (ii) a finite alphabet Σ = 2 Π , (iii) a transition relation δ : Q × Σ → Q, (iv) a set of initial states q init ⊆ Q, and (v) a set of accepting states Q acc ⊆ Q.
3) LTL Semantics Over Trajectories: Let the workspace W contain regions of interest P = {P 1 , . . . , P n }, and each atomic proposition π j ∈ Π corresponds to the region P j of interest. A labeling function L : W → 2 Π maps a state in the workspace to a set of true propositions. π 0 holds true for all workspace beside regions of interest and obstacles. For given
starting from x 0 with input u and time step Δt, a trace can be defined as follows: 1 shows an example of a trajectory and the corresponding trace: the trajectory is discretized into a finite number of points and the trace is defined over discretized points.
For a given trace trace(x Δ t (x 0 , u)) and a DFA A φ , automaton states are sequentially updated from the initial automaton state with respect to the transition relation in A φ [17] . If a reached automaton state is one of accepting states, then the trajectory x Δ t (x 0 , u) satisfies φ, denoted as x(x 0 , u)) Δ t φ.
III. PROBLEM FORMULATION
We now formally state the problem considered in this letter. Let c : X → R + be a cost function, which is bounded and continuous. For a given control signal u from t = 0 to t = T and initial state x 0 , the accumulated cost J(x 0 , u) of a trajectory is the line integral of c along the path of the robot which is defined as follows:
where T is the length of a trajectory. A mission task is stated in the form of a syntactically co-safe LTL formula, where each atomic proposition agrees with one of regions of interest. The main purpose of this letter is to find the minimum cost trajectory while satisfying a given syntactically co-safe LTL formula, which can be stated as below.
Problem 1: Given the dynamic model (1) of a robot, an initial state x 0 , and a syntactically co-safe LTL formula φ, find a control input sequence u with domain [0, T ] for some T ∈ R + , which minimizes J(x 0 ,u) subject to x(x 0 , u) Δ t φ while avoiding obstacles, i.e., min u(t):0≤t≤T
where
IV. PROPOSED METHOD
The proposed method is based on sampling-based motion planning, which generates a search tree in the state space of a robot. It continuously searches for low cost trajectories satisfying a given syntactically co-safe LTL formula. The overall structure of the proposed method follows the two-layered structure [17] , [24] , which consists of high-level and low-level layers, in order to efficiently expand a search tree while satisfying an LTL specification. In the high-level layer, a robot's workspace is decomposed into a finite number of regions and a discrete abstraction is constructed from the decomposed workspace along with the DFA for a given co-safe LTL formula. Based on the discrete abstraction, a high-level plan is generated, which acts as a guide to expand a search tree in the low-level layer. In order to generate a low-cost trajectory while satisfying the LTL specification, the guide is generated toward not only accepting states but also other possible high-level states. In the low-level layer, a search tree is extended based on a high-level plan. A modified version of CARRT * [20] is used to expand the search tree, such that low-cost trajectories can be obtained efficiently. The exploration information from the low-level layer is passed to the high-level layer and a new high-level plan is generated based on the updated information, and again the search tree grows based on the plan. This interaction between both layers continues iteratively until a termination condition is satisfied.
A. Data Structure 1) Discrete Abstraction:
In multi-layered planning, constructing a discrete abstraction is an important step and the quality of a discrete abstraction affects the performance of planning [24] . The goal of a discrete abstraction is to build a simplified version of the problem, which is based on the geometric structure of the problem, e.g., obstacles, so that the planner can explore possible planning options exhaustively.
In order to construct a discrete abstraction, the workspace needs to be decomposed into a finite set of regions, which can be accomplished by a geometric method [17] , [24] . The workspace excluding regions of interest and obstacles is decomposed into a number of non-overlapping regions W = {W 1 , . . . , W l } and they are all labeled as π 0 , the unoccupied workspace.
The geometric adjacency among the decomposed regions W and regions of interest P can be represented in a graph
, r i and r j are adjacent to each other}. We define a function which maps a state in the workspace
Note that the decomposition preserves propositions, that is, for
Based on the workspace decomposition, a discrete abstraction is defined by a cross product of the decomposed workspace including regions of interest and the DFA of the given syntactically co-safe LTL formula φ. A high-level state and a high-level plan can be induced from this discrete abstraction [17] .
Definition 2: For a given co-safe LTL formula φ and the 
with the following properties:
Let Z f eas be a set of high-level states, which can reach an accepting high-level state, i.e., for each q, r ∈ Z f eas , there exists a path from high-level state q, r to an accepting highlevel state. Z f eas can be found using a graph search algorithm on a graph formed from A φ .Q × D.
2) Structure of a Sampling Tree: In the low-level layer, an RRT tree T is expanded. The tree T consists of vertices T .V and edges T .E. v init represents the root of the tree which contains the initial state of a robot. Each vertex v ∈ T .V contains information required for the planning procedure: the state of the robot x ∈ X (denoted by v.x), the discrete decomposition region r ∈ R d (denoted by v.r), the automaton state q ∈ Q (denoted by v.q), and the cost of trajectory c ∈ R + from v init to the current state (denoted by v.c). An edge in T contains a control input u i,j and a time interval t i,j required to connect two vertices v i and v j . We will denote vertices with the same high-level state as:
B. Algorithm
The proposed algorithm CARL, short for cost-aware RRT* with LTL constraints, is given in Algorithm 1. Inputs to the algorithm are a syntactically co-safe LTL formula φ, an initial state of the robot x init , and an initial automaton state q init . First, a DFA for φ and a decomposition of the workspace are constructed (lines 1-2). A tree T is initialized with x init and q init (line 3). At each iteration, a high-level state to be extended and a target high-level state are chosen (lines 5-6). A discrete planner finds a high-level plan σ H from the initial high-level state q s , r s to the target high-level state q t , r t (line 7). If the high-level plan is not empty, a target region r t ∈ R d is sampled return null 17: end if using the high-level plan. Then the tree T is expanded from the selected initial high-level state to the sampled target region (line 9-10). Once the iteration ends, the minimum cost trajectory satisfying φ is selected as a solution (line 14). The detailed description of each procedure is provided below.
1) Selection of a Partition to Extend:
SelectInitialState chooses a partition of the tree to be extended: a high level state q s , r s is selected according to weights based on the low-level exploration information. A similar approach has been introduced in the multi-layered planning method [17] , [24] and we adopt the approach to our cost-aware planning. The weight of high-level state q, r is defined as follows:
where Vol(r) is the volume of region r, Cov(r) is the coverage of region r by the tree, and Nsel(q, r) is the number of times the high-level state q, r has been selected for expansion. α and β are positive real numbers to determine strengths of Cov and Nsel. One way to compute Cov(r) is to use an implicit grid. A fine grid is constructed for region r and we count the number of grid cells occupied by vertices of the tree T [24] .
A high level state q, r is chosen from feasible high-level states with probability proportional to w(q, r) and the chosen state is used as the initial state for expanding T . This probabilistic selection scheme gives a priority to states that have a large volume for its discrete region with low coverage and states that have not been visited often.
2) Selection of a Target State: SelectT argetState decides a target high-level state to be explored. In previous multi-layered planning algorithms, the target automaton is fixed to the accepting state [17] or one of interesting regions to move towards a new automaton state [19] . Since our goal is to find a lowcost trajectory, all high-level states which have a possibility of containing the optimal trajectory need to be explored.
In this work, a target high-level state is randomly selected in two ways: (C1) a region of interest for progressing to the next automaton state (with probability p H ∈ [0, 1)) or (C2) a feasible random automaton state q s (with probability 1 − p H ).
The former is to advance toward a solution satisfying the LTL specification and the latter is to explore all feasible states. Let Γ q, * be the vertices in T whose automaton state is q and let Q tar g et (q, r) be a set of possible next high-level states from q, r as defined below: 
3) Discrete Planning:
A discrete planner gives a guidance to the tree T to decide a target point for extension. With the decomposed workspace D = (R d , E d ) and the syntactically cosafe LTL formula φ, the discrete planner searches for promising high-level plans over the product space A φ .Q × D.
DiscreteP lanner finds a high-level plan σ H starting from q s , r s to q t , r t using Dijkstra's single-source shortest path algorithm. If there is no feasible path from q s , r s to q t , r t , it returns an empty set. The generated plan itself may not satisfy the LTL formula φ, but it is a partial plan (i.e., a prefix) of a plan satisfying φ, which starts from q s , r s . The cost of an edge between r i and r j is computed from the length of the line segment connecting two centroids of r i and r j . While the shortest path may not be an appropriate choice for minimizing the cost function in (3), we have empirically found that it gives a good guide for the low-level layer for finding a trajectory satisfying φ.
4) Selection of a Target Region:
Once a high-level plan σ H is found, the planner selects a high-level state from σ H to be served as a goal region during the tree expansion. A target region is uniformly sampled from the union of decomposed regions in σ H . The selected target region helps the expansion of the search tree in the lower layer as it acts as an intermediate goal before arriving at the final goal.
5) Sampling Tree Expansion:
The algorithm for the lowlevel layer is shown in Algorithm 2, which is a modified version of CARRT * [20] . CARRT * maintains two RRT trees: a standard tree T for selecting the nearest vertex to expand a tree and an extended tree T e for cost-efficient planning. While the idea of using cost-aware long extensions for efficient tree expansion in CARRT * is adopted, we only expand a standard tree T and do not use the extended tree T e . This is possible in our case since the bias issue is prevented by selecting the initial and goal regions randomly. The algorithm randomly selects a target point p t uniformly from r t (line 1). From the partition Γ s of the tree, an initial vertex v s is chosen randomly from vertices of T in Γ s with probability p L ∈ [0, 1) or the closest vertex to p t is chosen as v s with probability 1 − p L (line 2). Then, the algorithm finds a path from v s to p t . [20] is applied to find a low-cost path from v s .x to p t using cross entropy optimization (line 4). Otherwise, a steering function Steer is applied, where Steer is the same steering function used in RRT * [10] . A path segment starting from v s .x toward p t with a small time interval is generated. Once the path segment ζ seg is generated and valid, it is added to the tree T (line 9).
The function U pdateT ree is described in Algorithm 3. A rewiring procedure from RRT * is used here so that a vertex in T can improve its cost after examining neighboring vertices which leads to an optimal solution as iteration proceeds. For each node in a path segment ζ seg , U pdateV ertex updates the following information for a newly added vertex (2) v .q is equal to q new . This conservative comparison leads to find an optimal solution which satisfies the given LTL specification. A minimum cost path to each added vertex is found in lines 11-16 and the rewiring procedure is performed in lines 19-26.
6) Finding a Solution:
When the iteration ends, the algorithm returns a solution only if there exists a vertex whose automaton state is one of the accepting states A φ .Q acc . Otherwise, an empty set is returned, meaning that the algorithm has not found a solution within the provided processing time. The vertex with the minimum cost is selected from vertices of accepting automaton states. The output trajectory Ξ is reconstructed by traversing backwards from the minimum cost vertex to the root of the tree T . T
Algorithm 3:
for each v near ∈ V near do 20:
T
end if 26:
end for 27: v parent = v i 28: end for
C. Analysis
In this section, we examine the probabilistic completeness and asymptotic optimality of the proposed algorithm. Due to the page limitation, the full proofs are provided in the supplementary material [25] .
Theorem 1: Algorithm 1 is probabilistically complete. Proof: (Sketch) The structure of CARL follows the multilayered framework, where a plan is generated from the highlevel layer and the tree is extended based on a discrete plan. If a solution satisfying a given co-safe LTL formula exists, then there exists a high-level plan including the solution. The discrete planner in the high-level layer continuously tries to find a possible guide to reach accepting high-level states and finitely many decomposed regions will be considered by the low-level layer infinitely often. Since trajectories generated from vertices whose automaton states are accepting states satisfy the given LTL formula and CARRT * is probabilistic complete [26] , a feasible trajectory satisfying the given LTL specification can be found in the limit.
Theorem 2: Algorithm 1 is asymptotically optimal. Proof: (Sketch) We assume that the optimal trajectory Ξ * satisfying the given LTL specification exists. Let σ H * be the corresponding high-level plan of Ξ * . Assuming that the optimal low-cost trajectory between any pair of points is unique, σ H * is unique since Ξ * is the minimum cost solution. The highlevel planner selects the initial high-level states randomly and considers all possible next high-level states with positive probability. Since the number of high-level states is finite, all feasible transitions are selected infinitely often asymptotically.
For any high-level transition, the low-level layer can find the optimal low-cost trajectory if the high-level transition is considered infinitely often due to the asymptotic optimality of CARRT As n increases, the difference in cost between Ξ * 1,2 and a trajectory segment Ξ 1,2 decreases due to the asymptotic optimality of CARRT * and the difference goes to zero as n goes to infinity since f and c are continuous.
CARL returns a solution if there exists a vertex whose automaton state belongs to an accepting state in A φ .Q acc . Hence, the solution trajectory satisfies the LTL specification and each trajectory segment for each high-level transition becomes close to the optimal trajectory, as iteration proceeds. Therefore, the solution trajectory converges to Ξ * and its high-level plan to σ H * .
V. EXPERIMENTAL RESULTS
In this section, we show simulation and experimental results. We first show the convergence of the proposed algorithm for a simple example. Then, we consider a traffic monitoring mission using a drone. We provide results from both simulation and experiments. Lastly, we evaluate the proposed algorithm at different decomposition resolutions.
A. Convergence
We first show the asymptotic optimality of the proposed method using a simple toy example in a 2D environment (see Fig. 2 ). 1 The following simple dynamic model is used:
Additional simulation results can be found in [25] . where (x, y) is the position and (v x , v y ) is the velocity. The cost function used in simulation is shown in Fig. 2(a) , where brighter regions are higher cost areas. The tested LTL formula is a sequential mission φ = ♦(a ∧ ♦(b ∧ (♦c))). For the planning parameters, we set p H = 0.7, p L = 0.2, and the maximum iteration of 6000. As shown in Fig. 2(b) , the cost of a solution trajectory converges to the optimal cost as the iteration number increases.
B. Strategic Planning for Surveillance
We consider a navigation scenario, in which a drone performs a traffic surveillance mission over the section of the city of Helsinki (Fig. 3) while satisfying a mission specification. We set four regions of interest labeled by alphabets and obstacle regions shown in gray boxes.
A traffic accident density map is generated from the accumulated traffic accident data [27] with the following procedure: (1) the entire region of interest is discretized into grid points and the number of accidents in each grid point is counted; and (2) Gaussian process regression [28] with the squared exponential kernel is applied to smooth the field. Since the goal is to travel near accident-prone regions, we map a high accident density region to have a low cost while a low accident density region has a high cost. The proposed algorithm is applied as an off-line planner to find a trajectory passing through the most accident-prone regions while satisfying a given mission specification.
1) Robot's Dynamics: We assume that a drone navigates at a fixed altitude and the Dubins car model is used as the dynamic model for a drone at a fixed altitude:
where (x, y) is the position and θ is the heading of the drone, and v and ω are linear and angular velocities, respectively.
2) Scenario: We consider four different scenarios with different task specifications. For Scenario 1 and 2, sequential missions are assigned and coverage missions are given in Scenario 3 and 4. LTL formulas for assigned missions are given below: 3) Simulation Result: First, we compared the proposed method to two sampling-based path planning algorithms with sc-LTL constraints [17] , [19] . Algorithms in [17] , [19] are repeatedly run until a given deadline meets, and a trajectory with the lowest cost is selected among multiple runs. We also compared the proposed method to ML-RRT * , a variant of the proposed method without long extensions, to demonstrate the effects of long extensions. Fig. 4 shows simulation results for all scenarios, in which the cost of a trajectory found by each algorithm is plotted against the running time (in seconds). For each scenario, 15 independent trials are performed and the average values are shown along with error bars. In simulation, the workspace size is set as 10.825 × 8.575. The triangular mesh generation method from [29] was used for the workspace decomposition with the maximum triangle size of 0.8. Since the rewiring step of RRT* enables the discovery of a minimum cost trajectory, the proposed method and ML-RRT * find trajectories with costs that are significantly lower than other algorithms. In addition, the proposed method outperform ML-RRT * , showing the effectiveness of considering long extensions for cost-aware path planning problems.
The proposed method is compared with CE-LTL [16] using Scenario 1. Again, 15 independent trials are simulated for the both algorithms. Each trajectory in CE-LTL is parameterized by N ce parameters. CE-LTL is tested with different values of N ce and 200 trajectories are sampled for each iteration. Fig. 6 shows that both algorithms find a near optimal solution as iteration proceeds. However, CE-LTL requires more time to sample the first trajectory satisfying the given LTL specification, and the proposed method is more efficient in finding the low-cost trajectory. 
4) Experiment:
We have conducted physical experiments using quadrotor robots performing the traffic monitoring mission described in the previous section. The robot platform used in the experiment is Crazyflie 2.0, an open source nano quadrotor platform developed by Bitcraze. We consider the same costmap from the previous section and a quadrotor is allowed to move inside the workspace of 3.4 m × 2.4 m. Both the position and orientation of a quadrotor are measured by a Vicon MX motion capture system and a quadrotor follows the reference trajectory based on the measured information. Four scenarios described in the previous section are tested. As an off-line planner, the proposed method calculates a low-cost trajectory for each scenario with the Dubins car model for 1200 seconds. A quadrotor follows the calculated trajectory as a reference trajectory with . It shows that the proposed method consistently finds low-cost paths, i.e., paths passing through the most accidentprone regions, and a quadrotor robot has successfully carried out the mission.
C. Planning With Different Decomposition Resolutions
We also tested the performance of the proposed method at different workspace decomposition resolutions using Scenario 1 from the previous section. A triangular mesh is generated at different maximum triangle sizes. We also consider a naive decomposition, in which triangular mesh generation is not applied and the entire workspace, except the regions of interest and obstacles, is consider as a single region. The simulation results with different triangulation resolutions are shown in Fig. 7 . Again, 15 independent trials are performed and we report the average values with error bars. As we allow more computation, we can find a trajectory satisfying LTL specifications with lower cost regardless of decomposition resolutions. An interesting observation is that the proposed method with a naive decomposition still outperforms previous methods [17] , [19] . This is a encouraging result since it shows that the proposed method can be applied to complex environments, in which it is difficult to apply a geometry-based decomposition method.
VI. CONCLUSION
In this letter, we have presented an efficient path planning algorithm for finding collision-free, dynamic-feasible, and lowcost trajectories, satisfying co-safe LTL formulas. The proposed method shows computational efficiency in finding a low cost solution compared to existing methods and its solution converges to the optimal solution asymptotically. In our future work, we plan to address high-dimensional path planning problems under LTL constraints, such as task-based planning for manipulators with multiple joints.
