This paper presents a new statistical analysis of the least mean fourth (LMF) adaptive algorithm behavior. Nonlinear recursive equations are derived which predict the behavior of the first and second order moments of the adaptive weights for Gaussian inputs. These recursions can be used to predict the mean square error (MSE) behavior. The new model improves the available models in that it predicts both the transient and steady-state behaviors for measurement noise having any zero-mean probability density function (pdf) and for any signal-to-noise ratio. This is important because the LMF algorithm is known to outperform the LMS algorithm for non-Gaussian noise distributions and for large signalto-noise ratios. In addition, the new model explicitly shows the dependence of the algorithm's dynamics on the initial weight conditions. Computer simulations illustrate the accuracy of the new model in predicting the algorithm behavior.
INTRODUCTION
The LMS adaptive algorithm is the most employed adaptive algorithm in a variety of practical applications, maily due to its simplicity of implementation [l] . Analytical models for the LMS algorithm behavior under different input conditions are available. This facilitates the design and adds to its popularity. Adaptive algorithms based on higher order moments of the error signal have been shown to perform better than LMS in some important applications. However, the practical use of such algorithms has been restricted due to the lack of accurate analytical models to predict their behavior.
The LMF algorithm seeks to minimize the mean fourth error, which is a convex function (and thus unimodal) of the weight vector [3], [2] . It has been shown in [3] that the LMF algorithm outperforms the LMS algorithm when the additive noise in nonGaussian. In such cases, the LMF algorithm can lead to much lower noise in the weights for the same speed of convergence. In [4] , it was shown that the LMF algorithm can outperform LMS with gaussian noise for a sufficiently high signal-to-noise ratio (SNR). Figure 1 shows the block diagram of the problem studied.
MEAN WEIGHT BEHAVIOR
...,w~-l(n)]~ is the adaptive weight vector. z ( n ) is assumed stationary, zero-mean and Gaus-
IT is the observed data vector. z ( n ) is the measurement noise, assumed stationary, white, zero-mean with variance 02 and uncorrelated with any other signal. y(n) is the adaptive filter output and e ( n ) is the error signal. 
Using this expression in (2), yields:
As z ( n ) is zero-mean, i.i.d. and has zero odd moments (symmetric pdf), the expected value of (3) is given by
To proceed with the calculations, it is assumed that X ( n ) and V ( n ) can be considered independent for sufficiently small p [I] .
The second expection, conditioned on V ( n ) ,
Using the same methodology as in [7], (6) can be written as
and yl = XT(n)V(n). Note that for z(n) zero-mean Gaussian, yl (n) is also zero-mean Gaussian when conditioned on V ( n ) . Using again the independence assumption, the terms in (7) are given by Using the above results in (6) leads to Averaging (9) over V ( n ) requires extra approximations, since the pdf of V ( n ) is not known. Assuming slow learning and N sufficiently large, the following approximations are used:
is the correlation matrix of V ( n ) and tr( .) represents the trace of a matrix. Approximations (i) and (ii) are based on the fact that each component ~( n ) of V ( n ) contributes to only N of the N 2 terms in VT(n)RV(n). Thus, for lar e N, each vi(n) can be considered weakly correlated with Using these approximations, the expected value of (9) becomes
Using ( 
K ( n ) = E[V(n)VT(n)], which is required for (11)
. This result will also be used to determine the MSE behavior.
V ( 0)VT (0).

SECOND MOMENT ANALYSIS
Multiplying (3) by its transpose and taking the expected value yields
The same technique used in (3)-(9) can be used to determine the expected values in (13). Assuming independence of X ( n ) and
the expectation in the second line of (13) yields
E[e3(4(V(73)XT(4 + X(n)VT(n))l
Using the same reasoning used to obtain (lo), the moments of V ( n ) with order higher than 2 in (14) can be approximated by:
E [ V ( n) V T (n) vT (n) RV( n)]
Using these approximations in (14) yields
In determining the last expected value in (13), the terms
E [ ( X T ( n ) V ( n ) ) 2 k X ( n ) X T ( n ) ]
are neglacted fork > 1. These terms represent moments of order higher than two which are multiplied by p2. Thus, their influence can be neglected. With this consideration, 
Eq.
(1 7) can now be used in (1 1) to determine the mean weight behavior. Some interesting comments are in order regarding (17). 1 1), (1 7) and (1 8). 
EXAMPLES
The model derived in this paper has been tested in several simulations using different noise distributions. This section presents a simulation example to illustrate the accuracy of the model. Consider the system in Fig. 1 with W 
CONCLUSION
This paper presented a new statistical analysis of the LMF algorithm. The new analysis improves previous results in that higher order moments of the weight error vector are not neglected, but approximated using assumptions valid for a large number of filter weights. Recursive equations were derived for the first and second order moments of the adaptive weights for a stationary Gaussian reference signal. The model accurately predicts the algorithm behavior in both transient and steady-state phases. It is valid for any zero-mean noise probability density function and for any signalto-noise ratio. Computer simulations illustrate the accuracy of the new model in predicting the algorithm behavior for different values of step size. Though the analysis was based on assumptions of slow learning and large number of weights, the results show excellent match between theory and simulations even for reasonable large p and small number of taps. Nevertheless, a small p is usually preferred 
