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Abstract 
The mathematical model is established for a vision system including a camera and a multi-linear structured light sensor. In the
model, a novel calibration method is proposed to calibrate multi-linear structured light using a coplanar reference target. In order 
to calibrate all structured light planes, firstly the two of those should be calibrated according to points on the coplanar reference 
target in different positions. In the model, the camera coordinate is considered as a global world coordinate, and all local world 
coordinates are transformed to the camera coordinate, so that all points can be reconstructed in the camera coordinate. In this way, 
when a camera and a light sensor are fixed together as a vision system, the whole system can be moved freely and easily, which 
is useful in engineering applications. In addition, a new algorithm to calculate cross ratio is presented, which decreases amount of 
calculation and improves the calculation precision effectively. Compared to similar technologies, the model decreases the cost of 
calibration equipment, simplifies the calibration procedure and improves the calculation precision. Experimental results show its 
convenience and effectiveness.
© 2010 Published by Elsevier Ltd. 
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1. Introduction 
The calibration of structured light and a camera, in a vision system, is a necessary step in order to reconstruct 
points on object surface. There are a lot of methods of camera calibration. According to the dimension of the 
reference objects, we can classify those methods roughly into two categories. For example, in the paper [1], camera 
calibration is done well using a 3D calibration object effectively, though it’s hard to create and store the object. So a 
2D object is designed for calibration [2][3], because it is simple and cheap, and keeps highly precise and robust. 
Because of those advantages, at present, most camera calibration used 2D reference object such as chess. Before 
structured light calibration, a camera should be calibrated. At present, lots of methods of single-line structured light 
calibration [4][5][6][7][8] are proposed with high precision. However, it’s too slow to project a light plane and scan 
the object surface. For real-time application, multi-linear structured light is proposed. But its calibration has been a 
challenge for a long time. In the paper [9], it calibrates structured light one by one, so it takes too much time and 
needs some expensive assistant equipment. In this paper, a novel method is proposed to calibrate two structured 
light planes instead of multi-linear structured light quickly for real-time application. In addition, we will consider 
calibrating camera and structured light in the camera coordinate. So that the whole vision system can be moved 
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freely and easily to reconstruct the roof and bottom of any object, when camera and a light sensor are fixed together. 
At last, a new algorithm is proposed in order to decrease the count of calculation about cross ratio. 
The remainder of the paper is structured as follows: Section 2 briefly describes our mathematical model of a vision 
system. Section 3 presents the new method to quickly calibrate multi-line structured light. Section 4 describes the 
improved algorithm for calculating cross ratio. Section 5 demonstrates the effectiveness of our approach with 
experiments. Concluding remarks are given in Section 6.
2. The Mathematical Model of A Vision System 
 In the mathematical model shown in the Fig 1, there is a camera whose coordinate is ocxcyczc. The image 
coordinate is oxy. Multi-linear structured light sensor projects structured light onto the object surface in the camera 
coordinate. Provided one of those light planes is called iS . In this model, we regarded the camera coordinate as the 
global world coordinate. The local coordinate owxwywzw, which is built in the reference target, needs to be 
transformed to the camera coordinate.  
Fig1. The mathematical model of a vision system 
There is a point Q whose coordinate is (QX, QY, QZ) in the structured light plane iS  in the camera coordinate, 
and the point (PX, PY) is the projection of Q in the image.  
A camera is modeled by the usual pinhole: the relationship between a 3D point Q in the camera coordinate and 
its image projection p (perspective projection) is given by equation (1). 
[ | 0]
1
1
Qx
Px
Qy
Py A
Qz
O
ª º
ª º « »
« » « » « » « »
« » « »¬ ¼
¬ ¼
                                                                   (1) 
0
00
0 0 1
u
A v
D J
E
§ ·
¨ ¸ ¨ ¸
¨ ¸© ¹
Q
cx
co
o
P
cy
c
Camera 
y
Image
x
Structured lights sensor 
Plane Z i
yw
zw xw
Ow
[R|T] 
o
346 Z. Wei et al. / Procedia Engineering 7 (2010) 345–351
 Zhiqiang Wei,et al. / Procedia Engineering 00 (2010) 000–000  
0aQx bQy cQz d                                                               (2) 
A is called the camera intrinsic matrix, with the coordinates of the principal point (u0 ,v0),  and ,D E  the scale 
factors in image u and v axes, and the parameter J  describes the skew of the two image axes, and O  is a scale 
factor, which is a constant. Equation (2) is the formula of structured light plane iS in the camera coordinate. With 
the two equations (1) and (2), the relationship is certain between 3D points Q in world coordinate and 2D point p in 
an image. So with a 2D point and the two equations, the position of a 3D point can be gotten in the camera 
coordinate. 
3. The Calibration of All Structured Light Planes 
The coded and multi-linear structured light is projected by a projector onto a reference target in the camera 
coordinate. Since the structured light stripes in the structured light image are equal width between them, if the two 
of structured light planes are calibrated, then others can be gained in the context of pinhole model, because the 
angles between them are fixed. In this way, there are only two structured light planes need to be calibrated instead of 
all of them.  
4. The Calibration of Single-Linear Structured Light 
About the calibration of a camera, we can refer to the papers [1][2]. At present, it is assumed that the intrinsic 
parameters are calibrated. A novel method is presented to calibrate structured light where the tablet of chess is 
regarded as the reference target.  
  As is shown in Fig 2, single-linear structured light is projected onto the tablet of chess, and the camera captures 
an image. The reference target of chess is moved from the position Pi to the position Pj in the field of projection. 
And a local world coordinate is built in the reference target. So the camera can capture different images including 
2D corners and light stripes in a structured light plane. Because four non-collinear points can determine a plane, so it 
only needs to detect four or more non-collinear points in a structured light plane. 
The procedure of single line structured light calibration is described below: 
1. Print an image of chess, and paste it on a tablet. In addition, measure and record the distance between corner 
points 
2. project single-linear structured light onto the tablet, and capture a image using the camera calibrated  
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Fig2, the reference target moved from the position Pi to the position Pj. 
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3. detect 2D corners of the chess in the image, and calculate the matrix [R|T] of extrinsic camera parameters[6], 
which defines the transformation from the camera coordinate OcXcYcZc to the local world coordinate oixiyizi
4. extract the stripe of structured light in the image, and fit a straight line il using gravity model approach[10] 
5. Use a line to connect any collinear corner points, and get the cross point (qi) between the line and the stripe line  
il .  
6. employ the cross ratio[7] to calculate the point (Qi) in the local world coordinate 
7. transform the point (Qi) in the local world coordinate to the camera coordinate with the matrix [R|T] 
8. repeat the above procedure and get other points in the stripe     like the point (Qi)
9. move the reference target from position Pi to position Pj , and repeat the above procedure so as to get other 
points in the line   
10. Fit the formula of the structured light plane iS  using these points in the line il  and jl in the camera coordinate. 
4.1 The Calibration of Other Planes of Structured Light  
 As is shown in Fig 3, p is the principal point of a projector, and there are multi-line structured light is projected 
by the projector. In those light planes, there are two planes nS  and mS , which are symmetric beside the point p. 
Their intersection defines a line l . And there is a plane S  which is perpendicular to line l . And 
1l  is the 
intersection ofS  and mS , and  2l  is the intersection of S  and nS . The points Am and An are in the lines 1l  and 2l
respectively, and pAm = pAn. Obviously, there is a structured light plane i
S
, through the line l , and Ai is the 
intersection of the plane i
S
 and the line AmAn. In the same way, Ak is the intersection of the structured light plane 
kS  and the line AmAn. In the pinhole model, since the width of every structured light stripe in the structured light 
image, is the same as others, so it is obvious that
1 1i i i iA A A A  .
Since the plane nS  and the plane mS  has been calibrated, so the coordinates of Am and An can be gotten easier, 
and they might as well are regarded as  
(xm,ym,zm) and (xn,yn,zn)ǄSince 1 1i i i iA A A A  , according to the relationship of dividers segments, it is obvious 
that  
i n i n i n
m n m n m n
x x y y z zi n
m n x x y y z z
      
   
                                                                         (3). 
 Then the coordinates (xi, yi, zi) of Ai is gained. Because the plane is through Ai and l . And the line l , which is the 
intersection of nS  and mS  , and the point Ai has been gained, the structured light plane iS  can be gained easily.    
5.  The Robustness 
According to the formula (3), the equation (4) is determined. So the error of xi is described as equation (5). 
*( ) * (1 )*i m n n m nx p x x x x p p x                                                                (4) 
(1 ) ;i m n
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For the least error of xi, |m-n| should be large as soon as possible. It can be done if the angle between nS
and mS  is greatest. Please note that planes nS  and  mS  are symmetric on the main point of the projector. So in this 
way, the error of any structured light plane, which need not to calibrate, is less than m nx x'  ' .
6. The Method of Cross Ratio 
                       
In the Fig 4, there are four points A, B, C and D in a line, then their cross ratio is as follow: 
CR(A,B;C,D) = SR(A,B;C) /SR(A,B; D) 
SR (A, B; C) = AC/BC 
SR (A, B; D) = AD/BD
2 2 2( ) ( ) ( )c a c a c aAC x x z z y y     
2 2 2( ) ( ) ( )c b c b c bBC x x z z y y     
There are some calculation including square root and square. They will waste much time. In this paper, a method 
is presented to calculate the cross ratio.  
7. Improved Algorithm About Cross Ratio 
Since the cross ratio consists of simple ratio, if we can simplified simple ratio, then the cross ratio is simplified 
at the same time. 
In the Fig 5, in the coordinate oxyz, there are three points A, B and C in a line. And their projection in the plane 
oxy are A’, B’, C’ respectively. According to the graph, equation (7) is obvious. 
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 As the same principle, the equations (8) and (9) are current. As is shown, there is only deduction and addition 
instead of square root and square in the method to calculate simple ratio, so it deducts the calculation and improve 
the precision in the calculation of cross ratio. It is very useful for double cross ratio because there are many square 
root and square operations. 
8. Experiments 
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In our experiment, a multi-linear structured light image with resolution is 64h480 shown in Fig 6(a). It is 
projected to a face in 3ds Max shown in Fig 6(b). Because the intrinsic parameters of the camera can be set by users, 
it only needs to calibrate the extrinsic parameters [R|T] and multi-linear structured light by the method in the section 
3. In the result of experiment, the mean error of detecting corners is 0.18016 pixels. 
Table (1) the Error of Structured Light Plane 
L          
5          
In the side of structured light calibration, we note the structured light planes with numbers -90~90, from left to 
right. In table (1), ‘i’ is the number of a structured light plane, ‘r’ stands for the corresponding error, when the 
distance is 1000mm between the main point of the projector and the reconstructed point. The error increases 
gradually as the number of structured light plane increases.  And the maximum relative error is 0.925%. About the 
improved algorithm of cross ratio, it saves 15ms in 10000 times about calculation of cross ratio, and 63ms in 100000 
times. And the program language is c++ in vs2005. In Fig 6(c), the points on the surface in the camera coordinate is 
reconstructed, and connected with Delauney algorithm of the partition. In addition, in order to observe the result of 
reconstruction, we note the reconstructed points by pseudo color shown in Fig 6(d).    
9. Conclusion 
In this paper, a novel method of multi-linear structured light calibration is proposed. In this way, only two 
structured light planes need to be calibrated instead of all planes. And it needs only a 2D reference target instead of 
Fig 6(a) multi-linear structured light Fig 6(b) a model in 3ds Max  
Fig 6(d) model shown by pseudo color   Fig 6(c) reconstruction of the model  
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other expensive equipments. Compared with similar technologies, it decreases the cost of calibration, and improves 
the speed of multi-linear structured light calibration, so that it meets real-time applications. And they are calibrated 
in the camera coordinate, which is different from other methods of calibration so that the vision system can be 
moved freely, so it becomes more convenient and easier to reconstruction in the engineering application. 
10. Acknowledgment 
Research supported by the National Natural under Grant No. 60872099, National 863 Project under Grant No. 
2009AA12Z330, International Cooperating Project under Grant No. 2008DFA11030 and Provincial Natural Fund 
under Grant No. Z2007G06. 
References 
[1] TSAI. A versatile camera calibration technique for high-accuracy 3D machine vision metrology using off- the-shelf TV cameras and 
lensesˊIEEE Journal of Robotics and Automation RA 1987; 3(4):323-344ˊ
[2]  ZHENGYOU ZHANG. A Flexible New Technique for Camera Calibration. USA Microsoft Research, 1998. 
[3]  Zhang Guangjun. Vision Measurement.Beijing: Science Press. 2008:103-123ˈ111-118ˈ193-206. 
[4]  Zhou Fuqiang, Zhang Guangjun. Constructing Method of Feature Points Used for Calibrating Structured Light Vision Sensor . Chinese
Journal of Scientific Instrument 2005; 26(4):348-394. 
[5]  Zhu JiguiˈLi YanjunˈYe Shenghua. A Speedy Method for the Calibration of Line Structured Light Sensor Based on Coplanar 
Reference Target . Chinese Mechanical Engineering 2006;17(2):183-186.  
[6] Zhou Fuqiang,Zhang Guangjun, Jiang Jie. Field Calibration Method for Line Structured Light Vision Sensor . Chinese Journal of
Mechanical Engineering 2004;40(6) . 
[7] Wei Zhenzhong, Zhang Guangjun,Xu Yuan. Calibration Approach for Structured-lighted-stripe Vision Sensor. Chinese Journal of
Mechanical Engineering 2005;41(2):210-214.   
[8]  Han Jiandong, Lu Naiguang, Dong Mingli, Lou Xiaoping. Fast Method to Calibrate structure parameters of Line Structured Light Vision 
Sensor [J].Optical and Precision Engineering.2009;17(5):954-963.  
[9] Wang Pingjiang, Yang Haimin, Jin Jian. Calibration of projector in 3D Photography Systems Using Grating Projection.Journal of Image 
and Graphics 2007; 12(2):294-301. 
[10] XIONG Hui-yuanˈZONG Zhi-jianˈGAO Qunˈet a1ˊPrecise method for extracting center of structured light stripe. Computer 
Engineering and Applications 2009;45(10):235-237ˊ
Z. Wei et al. / Procedia Engineering 7 (2010) 345–351 351
