Modelling Dental Milling Process with Machine Learning-Based Regression Algorithms by Jackowski, Konrad et al.
Modelling Dental Milling Process
with Machine Learning-Based Regression
Algorithms
Konrad Jackowski, Dariusz Jankowski, Héctor Quintián,
Emilio Corchado and Michał Woźniak
Abstract Control of dentalmilling processes is a taskwhich can significantly reduce
production costs due to possible savings in time. Appropriate setup of production
parameters can be done in a course of optimisation aiming at minimising selected
objective function, e.g. time. Nonetheless, the main obstacle here is lack of explicitly
defined objective functions, while model of relationship between the parameters
and outputs (such as costs or time) is not known. Therefore, the model must be
discovered in advance to use it for optimisation. Machine learning algorithms serve
this purpose perfectly. There are plethoras of competing methods and the question
is which shall be selected. In this paper, we present results of extensive investigation
on this question. We evaluated several well-known classical regression algorithms,
ensemble approaches and feature selection techniques in order to find the best model
for dental milling model.
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1 Introduction
Over recent years, there have been a high increase in the use of artificial intelligence
and soft computing methods to solve real-world problems [5, 7, 16].
It is known that the complexity inherited in most of the new real-world problems
increases with the computing capabilities [18]. Higher performance requirements
with a lower amount of data examples are needed due to the costs of gathering new
instances, especially in those processes where new technology arises.
The optimisation process of machine parameters could significantly help to
increase companies’ efficiencies and substantially contributes to cost reductions in
preparation and settingmachines processes and it also helps in the production process
using newmaterials. Nevertheless, the variables and parameters setting processes are
a well-known problem that has not been fully resolved yet. Several different tech-
niques are proposed in the literature. In [8] the influence of operating parameters of
ultrasonic machining is studied using Taguchi and F-test method.
Also, ANN has been used to find relationships between the mechanical properties
of different real-world problems [2, 7] and they have been also applied for identifi-
cation of the parameters for operating conditions [10]. Conventional methods can be
greatly improved through the application of soft computing techniques [6], by gen-
erating soft computing models with high accuracy that are used to optimise machine
parameters. This research is focused on creating the best model of a dental milling
machine applying several soft computing techniques, comparing all these techniques
in terms of RMSE (Root Mean Square Error).
This study is a consequence of a preliminary study [17], where several models
were generated usingANN; however, thesemodels did not get the expected accuracy,
so in these research other softcomputing techniques have been applied using a bigger
dataset than in previous study, in order to get models with lower errors.
The rest of this paper is organised as follows. Section2 introduces all the algo-
rithms used in this study for modelling. The experiments and commented results are
presented in Sect. 3. Finally, conclusions are drawn and future work outlined.
2 Machine Learning-Based Regression
One of themethod for creatingmodel of given process is the application of regression
algorithms. Their objective is to create the best possible mapping between inputs and
outputs. In regression tasks, it is assumed that the output ŷ is the realisation of real
variablewhich depends on input X [1]. Task of finding optimal input–outputmapping
(1) means that one have to select model of function F , which reflect real relationships
between ŷ and X , and choose the function parameters β.
ŷ = F(X,β). (1)
Modelling Dental Milling Process with Machine … 703
The task is not easy as there are several issues which have to addresses. Let us discuss
the most important ones. First, in many real situations we do not have any informa-
tion on model of relation (1) or its parameters. In this case one can select the model
arbitrarily in hope that it allows for acceptable approximation of the relation. Alter-
natively, several models can be chosen and assessed experimentally by comparison
of their accuracies achieved on available testing set. Lists of available models are
wide. Among the other one can list linear or polynomial regression, non-parametric
regression–smoothing algorithms [9]. Alternatively, one can try to employ machine
learning algorithms [11], which prove their usefulness for regression and classifica-
tion tasks. Advantage of this sort of systems is that most of them are very adaptable
and can create mappingmodel which is able to adjust to current tasks inmore flexible
manner that regression algorithm based onmapping described in previous paragraph.
Some of the machine learning-based options are described later on in Sect. 1. Sec-
ond, input variables can have different types and formats, which causes problems
with their unification. Nonetheless, in many cases, their transformation into numer-
ical values can be easily done. Some problems can appear while casting nominal
variables. Usually, this process requires designing tailored distance measures which
are very often used by machine learning algorithms. Nonetheless, without loosing
ability to generalisation, in further consideration we assume that input to the system
consists of the set of numerical variables only. Next, regardless which model of F
is selected, its parameters have to be adjusted to form appropriate mapping. For this
purpose a learning set is used (2). It consists of set of sample, i.e. pairs of input and
output.
L S = {(x1, y1), (x2, y2), . . . , (xN , yN )}. (2)
There is one essential issue related with forming the learning set. Its content has to be
representative, i.e. distribution of collected samples should reflect real distribution
of population in feature space. It is hard to meet this requirement as it requires
collecting relatively large number of samples, what would be costly, time consuming
or impractical. Therefore, usually we have in hand only limited learning set and
which does not quarantine that resulting regression model approximates the real
relationships acceptably. Finally, one has to select a measure for model evaluation.
The samemeasure can be also used for regression algorithm training procedurewhich
aims at setting optimal model parameter values. In case of regression tasks, mean
root squared error measure (3) can be used for that purpose:










(F(xn) − yn)2. (3)
Formula (3) can be also used for comparative analysis of different regression algo-
rithms. Due to lack of knowledge on model of dental milling process we decided to
test possible wide range of regression algorithms. For our purposes we decided to
select several classical regression algorithms and some ensemble methods.
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2.1 Classical Algorithms
2.1.1 Linear Regression
This is supposedly the simplest predictive model [1]; nonetheless, it features surpris-
ingly high accuracy inmany practical problems. It uses simpleweighted combination
of input variables to calculate the output. The weights are set in a course of training
procedure aiming at minimising RMSE. More advanced version of linear regression
named Pace regression was proposed by Wang [19].
2.1.2 Multilayer Neural Network
This is the implementation of classical multilayer neural network [1] with nodes
arranged in sequentially organised layers. Layers are fully interconnected and input
signal is transferred forward from the first to the last layer. Each node performs
weighted fusion of its input signals and maps the response with sigmoid transfer
function. There is only one output neuron which returns the system response. Entire
system is trained using back-propagation algorithm.
2.1.3 SMOreg
SMOreg stands for sequential minimal optimisation for support vector machine
(SVM) for regression. SVM is one of the most popular machine learning algorithms
proposed by Smola [14]. SVM computes linear regression in a high-dimensional fea-
ture space. Input data are mapped using a non-linear kernel function optimisation of
the SVM that is performed by algorithmwhich is an extension of the SMO algorithm
proposed by Platt [12].
2.2 Feature Selection
In many real situations, results obtained by classical algorithms are not satisfactory
or even acceptable. Usually, it is hard to find the reason, as there are many factors
which affect the results. One can list wrong selection of regression model, and poor
representation of samples in learning set. There are few options how to improve
the performance. One of them is feature selection. It is based on the assumptions
that there can exist input variables which are not relevant to outputs. Such inputs
presented to the system can negatively affect overall performance.
Removing such an irrelevant or noised feature can improve the accuracy. There are
many possible ways how to do that. The optimal one is exhaustive selection,
i.e. comparative evaluation of all possible combinations of features. This method
Modelling Dental Milling Process with Machine … 705
is feasible only for limited number of inputs due to computational complexity.
More effective (from this point of view) are heuristic algorithms such as backward
or forward feature selection, or selection based on genetic approach.
2.3 Ensemble Techniques
The last presented approach to improve regression accuracy covers a wide range of
ensemble techniques. All of them share the same principle, i.e. it is assumed that
there is a set Π = {F1, F1, . . . , FK } which consists of several elementary (classical)
regression algorithms Fk (predictors).
The predictors in Π are trained independently. Ensemble system fuses responses
of all elementary predictorswhile the fusion function varies depending on the selected








The model (4) is very intuitive and can be calculated straightforward as there are no
additional parameters which have to be computed in a course of ensemble learning
procedure. On the other hand, this model does not take into consideration the qual-
ity of the elementary predictors. It means that all the predictors contribute to final
response in the same degree which can lead to spoiling results by week or irrelevant
predictors. Much better results can be obtained by incorporating weighting which







While selecting model (5) one must remember that
∑K
k=1 wk = 1. Important issue
that must be addressed is the method of weight selection. In the simplest implemen-
tation, the weights shall be counter proportional to RMSE of the given elementary
predictor. In more sophisticated case, they can be adjusted in the course of learning
process which aims at minimising RMSE of the ensemble according to (3).
2.3.1 Diversity of the Ensemble
Collecting elementary predictors which shall form ensemble system is not a trivial
task. Common sense tells that set of the same or similar predictors cannot help to
improve quality of regression as all the responses are almost the same. Therefore,
there is a necessity to inject some diversity into ensemble. There are several methods
possible to do this. According to Brown et al. [4] diversity can be ensured using
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implicitly or explicitly diversitymaintaining algorithms. In the following paragraphs,
we provide some insight into selected diversity maintaining methodologies.
2.3.2 Bagging
Bagging was originally proposed by Breiman [3]. In this method ensemble consists
of predictors of the same type, i.e. having the same mapping model. Diversity is
generated by partitioning empirical dataset used for training individual predictors in
the ensemble. Each of them is trainedwith its own subset created using bootstrapping,
i.e. drawing sample randomly from original dataset with replacement.
2.3.3 Boosting
More sophisticated approach is used in boosting introduced by Schapire [13]. Form-
ing homogeneous ensemble is an iterative process. At each repetition recently created
predictor is weighted according to its accuracy. The better one gets higher weights
in the ensemble. Samples in learning set are also weighted proportionally to accu-
racy of their estimation. Smaller prediction error means that weights of sample are
decreased in next iteration.
2.3.4 Heterogeneous Ensemble
The last ensemblemethod used in our researches is creating heterogeneous ensemble,
i.e. such that consists of predictors which have different mapping models. There are
many techniques which can be used for setting fusion weights (5). In our tests we
decided to use evolutionary algorithms for that purpose. In this method, weights are
encoded in a form of chromosome (i.e. vector containing weights stacked together).
Setting their values is optimisation processwhich aims atminimising regression error
(3). Population of possible solution (weights values) are processed using standard
genetic operators (i.e. mutation and crossover), which introduce some diversity into
population of solutions and exchange the parts of chromosomes between selected
individuals.
3 Experimental Evaluation
We set the following objectives for our research and experiments:
1. Examiningwide range of classicalmachine learning-based regression algorithms,
2. Investigating possibility of increasing of the regression by application of ensemble
methods such as bagging, boosting and heterogeneous ensembles.
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3.1 Experimental Framework
The following regression algorithms were implemented and tested:
1. Linear Regression (Linear Reg.),
2. Pace Regression (Pace Reg.),
3. Multilayer Neural Network with one hidden layer consisting of 5 neurons (MLP
Reg.),
4. SVM for regression optimised with SMO algorithm (SMO Reg.).
Additionally, several listed below techniques were also tested.
1. Feature selection algorithmwhich uses genetic algorithms.Methods were applied
to all elementary predictors.
2. Homogeneous ensembles. Four ensembles were created based on four listed




3. Heterogeneous ensemble which consisted of four different classical predictors.
Three methods were tested for calculating output of the system:
a. Simple mean of predictors outputs,
b. Weighted mean with weights set proportional to predictor accuracy,
c. Weighted mean with weights set by evolutionary algorithm which minimised
RMSE of the ensemble.
Classical predictors, bagging and boosting algorithms were modelled in KNIME
(an open source data mining framework [15] available at1) using WEKA nodes.2
MATLAB optimisation toolbox was for our own implementation of evolutionary
ensemble.
3.2 Dataset
In this paper we use empirical material collected during manufacturing of dental
pieces (see Fig. 1). A dynamic high-precision machining centre with five axes was
applied in this research. This real industrial use case is described by a dataset of 218
samples obtained by a dental scanner in the manufacturing of dental pieces charac-
terised by 12 input variables. The input variables (see Table1) are the following: the
type of work, the thickness, the number of pieces, the radius of the tool, the revolu-
tions of the drill, the feed rate in each of the dimensions (X, Y and Z), the initial tool
1https://www.knime.org/.
2http://www.cs.waikato.ac.nz/ml/weka/.
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Fig. 1 Metal pieces drilled by the drilling machine. a Metal pieces manufactured by a dynamic
high-precision machining centre with five axes. b Milling centre of HERMLE type-C 20 U (iTNC
530)
Table 1 Different features from the process, their units and ranges
Variable (Units) Number of feature Range of values
INPUTS
Type of work 1 1–7
Thickness (mm) 2 8–18
Number of pieces 3 1–4
Radius (mm) 4 0.15–2
Tool 5 1–4: toric, spherical, plain, drill
Revolutions per minute (RPM) 6 7,500–39,000
X-axis feed rate (mm per minute) 7 0–3,000
Y-axis feed rate (mm per minute) 8 0–3,000
Z-axis feed rate (mm per minute) 9 50–2,000
Initial diameter tool (mm) 10 91.0608–125.56
Initial temperature (◦C) 11 21.6–31
Estimate work time (s) 12 6–6,318
OUTPUTS
Time error for manufacturing (s) 1 −682–1017
diameter, the initial temperature and the estimated duration of the work. The main
parameter to estimate is the time error for manufacturing, which is the difference
between the estimated time by the machine itself and real work time—negative val-
ues indicate that real exceeds estimated time. All the variables and their ranges are
presented in Table1.
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3.3 Results and Discussion
Table2 presents results obtained in test procedure. For elevating test confidence,
10-fold cross-validation methods were used. Therefore, the table shows average of
RMSE (3) obtained for 10 repetitions of the experiments for 10-folds, respectively.
Target signalwas normalised before tests to get a value from range< 0, 1 >. Analysis
of the results from Table2 allows to make the following observations:
1. All elementary predictors obtained very similar results. The only one that stands
out is SMO algorithm. Three other got almost the same RMSE. Therefore, it is
hard to firmly state that any one can be nominated as the winner.
2. Feature selection did not bring any advantage as the results for respective algo-
rithms remain also almost the same.
3. Bagging and Boosting did not help neither. Only small improvement can be
noticed for SMO predictor as its RMSE was reduced from 0.000977 to 0.000447
by application of boosting techniques.
4. No improvement was get by ensemble techniques which use heterogeneous set
of predictors. However, it is worthy to mention that simple average, which is
probably one of the most popular techniques, spoiled the quality of the system
as it increased the error to 0.007888. More advanced weighted fusion methods
preserve the same quality. Nonetheless, as it can be seen, they are useless, as there
is no error reduction.
Finally, no one ensemble technique allows to bring any significant error deduction.
All tested systems got very similar results. Therefore, it can be clearly seen that there
are cases for which classical regression algorithms are the best options and their
improvement cannot be done by more advanced and sophisticated ensemble tech-
niques.Nonetheless, it has to beunderlined that this conclusion cannot be generalised.
Table 2 RMSE for tested regression algorithms
Linear Reg. MLP Reg. Pace Reg. SMO Reg.
Single one
predictor
All inputs 0.000425 0.000424 0.000430 0.000977
Selected
features
0.000428 0.000428 0.000426 0.000949
Homogeneous
ensembles
Bagging 0.000419 0.000420 0.000421 0.000693
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Authors are conscious that for any other cases results could be quite different. Even
more, we would like to underline that this conclusion cannot be done without making
all the reported tests.
4 Conclusion
Generation of dental milling models with high accuracy allows to optimise machine
parameters and a reduction in costs and time. The extensive investigation done in
this paper about the modelling of dental drilling machine let us to conclude that all
classical regression techniques used in this paper are the best options for modelling
the dataset used in this research.
Results obtained with the soft computing techniques applied in this paper are
better than results obtained in previous studies; however, the reason is not the usage
of more complex modelling techniques. Based on the current results and previous
one obtained in other studies, it can be concluded that the dataset used in previous
studies was smaller and not so much informative than this one; so for this reason
results are better using simpler softcomputing techniques.
Future lines of research include modelling the temperature difference and the
erosion difference (between diameters of the tool before and after themanufacturing),
which helps to measure the accuracy of the dental milling process. Additionally, it
will investigate about optimisation algorithms in order to optimise the dental milling
machine parameters.
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