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Resumen
Un conjunto S de ve´rtices de una gra´fica G es independiente si no existen dos
ve´rtices de S que sean adyacentes, esto es, la subgra´fica de G inducida por S no tiene
aristas. En este trabajo presentaremos un algoritmo paralelo que permite la obtencio´n
de todos los conjuntos independientes maximales de una gra´fica. Presentaremos los
fundamentos del algoritmo y algunas propiedades derivadas de e´stos.
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Abstract
A set S of vertices in a graph G is independent if there does not exist two adjacent
vertices in S, that is, the subgraph of G induced by S does not have edges. In this
work we present a parallel algorithm that permits to obtain all maximal independent
sets in a graph. We present the foundations of the algorithm and some properties.
Keywords: Graph, Independent Set, Independence Number, Stability Number, Parallel
Algorithm.
Mathematics Subject Classification: 90C27, 68R10
1. El problema del conjunto independiente
Conside´rese una gra´fica G = (V,A). Un conjunto S de ve´rtices de G es independiente
si no existen dos ve´rtices de S que sean adyacentes, esto es, la subgra´fica de G inducida
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por S no tiene aristas. El ma´ximo nu´mero de ve´rtices en un conjunto independiente de G
se denota por α(G) y se llama nu´mero de independencia o nu´mero de estabilidad de G.
Un conjunto independiente S es maximal, si para todo v ∈ V − S, S ∪ {v} no es indepen-
diente. Claramente | S | ≤ α(G) y la igualdad es alcanzada so´lo por algunos conjuntos
independientes. El problema de determinar el nu´mero de independencia de una gra´fica es
un problema NP-Completo, de hecho es tan dif´ıcil determinar el nu´mero de independencia
de una gra´fica, como encontrar todos los conjuntos independientes maximales de la misma.
Los algoritmos exactos que resuelven el primer problema resuelven en s´ı el segundo. Por
lo anterior, vamos a considerar que El problema del Conjunto Independiente consiste en
determinar todos los conjuntos independientes maximales de una gra´fica.
2. Algunas definiciones y propiedades
Vamos a considerar gra´ficas simples. Para una gra´fica G = (V,A) denotaremos por
V (G) al conjunto de ve´rtices de G y por A(G) al conjunto de aristas. ∆(G) va a representar
el grado ma´ximo de la gra´fica. La subgra´fica de G = (V,A) inducida por un conjunto
V − V ′ la denotaremos por G − V ′. Si V ′ contiene so´lo un elemento v, la subgra´fica
inducida correspondiente la denotaremos G − v. Γ(v) va a representar al conjunto de
ve´rtices adyacentes al ve´rtice v en una gra´fica dada.
Una gra´fica G es una gra´fica perfecta si α(GA)= θ(GA), para toda subgra´fica inducida
GA de G, donde θ(GA) es el nu´mero mı´nimo de clanes que particionan V (GA).
Sean S(G) la familia de conjuntos independientes maximales de G y S′(G−v) la familia
de conjuntos independientes maximales de G que contienen algu´n elemento de Γ(v), esto
es: S ∈ S′(G− v)⇔ S ∈ S(G) y Γ(v) ∩ S 6= ∅.
Sean σ(G) =| S(G) | y σ′(G) =| S′(G− v) |.
A continuacio´n probaremos algunos resultados importantes en los que se apoyara´ el
algoritmo:
Lema 1 Sea G = (V,A) una gra´fica simple y v un ve´rtice de G. Si S es un conjunto de
ve´rtices independiente maximal de G− v, entonces es tambie´n un conjunto independiente
maximal de G, si y so´lo si, Γ(v) ∩ S 6= ∅.
Prueba: Claramente S es un conjunto independiente de G. Si Γ(v) ∩ S = ∅, entonces
el conjunto S ∪ {v} es tambie´n independiente y en consecuencia S no es independiente
maximal de G. Si Γ(v) ∩ S 6= ∅, entonces el conjunto S ∪ {v} no es independiente. Por lo
anterior, S es independiente maximal de G.
Teorema 2 Sea G = (V,A) una gra´fica simple. S(G) = S(G − Γ(v)) ∪ S′(G − v) para
cada ve´rtice v de G.
Prueba: Conside´rese un ve´rtice v de G. De acuerdo con ese ve´rtice , definimos S1 =
{S ∈ S(G) : v ∈ S} y S2 = {S ∈ S(G) : v /∈ S}. Claramente S1 ∩ S2 = ∅ y S1 ∪ S2 =
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S(G), de donde S1 y S2 constituyen una particio´n de S(G). Cada elemento de S1 no
contiene elementos de Γ(v) , porque en caso contrario no ser´ıa independiente, de donde
S1 ⊆ S(G − Γ(v)) , adema´s, cada elemento de S(G − Γ(v)) debe contener a v, porque si
no, no ser´ıa maximal. Entonces S(G − Γ(v)) ⊆ S1 y en consecuencia S1 = S(G − Γ(v)).
Por otra parte, S2 = S′(G− v) por Lema 1, de donde se obtiene el resultado.
Corolario 3 σ(G) = σ(G− Γ(v)) + σ′(G− v) para cada ve´rtice v de G.
3. Descripcio´n del algoritmo propuesto
El algoritmo que presentamos es de enumeracio´n impl´ıcita. Para efecto de la aplicacio´n
del algoritmo, diremos que una Gra´fica es Ba´sica si sus componentes conexas son alguna
de las siguientes gra´ficas:
a) Un solo ve´rtice (Gra´fica sin aristas).
b) Una trayectoria de longitud 1.
c) Una trayectoria de longitud 2.
d) Una trayectoria de longitud 3.
e) Una trayectoria de longitud 4.
f) Un ciclo de longitud 3.
Si se denotan las gra´ficas anteriores por su secuencia de ve´rtices como sigue: a) u0 , b)
u0u1, c) u0u1u2, d) u0u1u2u3, e) u0u1u2u3u4 , y f) u0u1u2u0 , los conjuntos independientes
maximales correspondientes sera´n: a) {u0} , b) {u0} y {u1}; c) {u0, u2} y {u1}; d) {u0, u2},
{u0, u3} y {u1, u3}; e) {u0, u2, u4}, {u0, u3}, {u1, u3} y {u1, u4}; y f) {u0}, {u1} y {u2}.
Considerando que al unir dos conjuntos independientes maximales de distintas com-
ponentes conexas, se obtendra´ un conjunto independiente maximal de la gra´fica formada
por dichas componentes, es posible obtener todos los conjuntos independientes maximales
de una gra´fica ba´sica a trave´s de la repeticio´n de esta´ operacio´n, incorporando una a una,
todas las componentes conexas de la gra´fica.
Conside´rese una gra´fica simple G = (V,A) de orden n. El algoritmo va a construir
un a´rbol binario con ra´ız en G0 = G. Cada ve´rtice de este a´rbol correspondera´ a una
gra´fica inducida de G0, y en particular cada ve´rtice terminal correspondera´ a una gra´fica
ba´sica. A cada ve´rtice del a´rbol se puede llegar desde la ra´ız, a trave´s de una sucesio´n
de operaciones aplicadas a las gra´ficas asociadas a los ve´rtices precedentes. As´ı, si Gi es
la gra´fica asociada a un ve´rtice que se encuentra a una distancia k de la ra´ız y v∗i es un
ve´rtice de grado ma´ximo de Gi , si Gi no es ba´sica, a partir de e´sta se obtienen dos nuevas
gra´ficas de acuerdo a las operaciones siguientes:
1. Inclusio´n. Se obtiene la subgra´fica inducida resultado de eliminar de Gi los ve´rtices
adyacentes a v∗i . Esta gra´fica sera´ denotada Gi nuevamente.
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2. Exclusio´n. Se obtiene la subgra´fica inducida resultado de eliminar de Gi el ve´rtice
v∗i . Esta gra´fica sera´ denotada Gi+2k .
De acuerdo con Lema 1, los conjuntos independientes que se obtengan en la gra´fica
asociada a un ve´rtice terminal del a´rbol, sera´n maximales, si y so´lo si, contienen algu´n
ve´rtice adyacente a los ve´rtices eliminados en las operaciones precedentes. Esto significa
que cada conjunto independiente sera´ maximal si contiene al ve´rtice v∗i en cada operacio´n
de inclusio´n y algu´n ve´rtice de Γ(v∗i ) en cada operacio´n de exclusio´n, llevadas a cabo en
los ve´rtices previos. Con base en lo anterior obtenemos el siguiente
ALGORITMO
Sea G = (V,A) una gra´fica simple de orden n y Sea S(G) la familia de conjuntos inde-
pendientes maximales de G. k va a denotar la profundidad del a´rbol, Γ(v∗i ) el conjunto de
ve´rtices vecinos a v∗i en la gra´fica Gi y Ti sera´ el conjunto de ı´ndices de los ve´rtices en la
trayectoria de G0 a Gi, a los que se llego´ con una operacio´n de exclusio´n.
Etapa Inicial:
Conside´rense S(G) = ∅, k = 0, T0 = ∅ y G0 = G. Sea v∗0 un ve´rtice de grado ma´ximo
de G0. Si G0 no es ba´sica, constru´yanse las gra´ficas G0 = G0 − Γ(v∗0) y G1 = G0 − v∗0 ,
conside´rese el conjunto T1 = T0 ∪ {1}, to´mese k = k + 1 y pase a la etapa intermedia. Si
G0 es ba´sica, pase a la etapa final.
Etapa Intermedia (Divisio´n):
Se analizan los ve´rtices situados a distancia k del ve´rtice ra´ız, desde i = 0 hasta i = 2k−1,
proceda como sigue: conside´rese la gra´fica Gi . Si Gi no es ba´sica, sea v∗i un ve´rtice de
grado ma´ximo de Gi construya las gra´ficas Gi = Gi − Γi(v∗i ) y Gi+s = Gi − v∗i , donde
s = 2k, y considere el conjunto Ti+s = Ti ∪ {i + 2k}; mientras que si Gi es ba´sica o no
existe, espere la etapa final. Despue´s de revisar todas las gra´ficas, si alguna fue no ba´sica,
tome k = k + 1 y repita esta etapa, si no pase a la etapa final.
Etapa Final (Construccio´n):
Todos los ve´rtices terminales corresponden a gra´ficas ba´sicas. Para i = 0 hasta i = 2k − 1,
proceda como sigue: considere la gra´fica Gi y construya todos los conjuntos independientes
maximales de e´sta. Cada conjunto S que satisfaga Γj(v∗j )∩S 6= ∅ , para cada j ∈ Ti es un
conjunto maximal de G, entonces tome S(G) = S(G) ∩ {S}. Al finalizar este proceso, el
conjunto S(G) contendra´ todos los conjuntos independientes maximales de G. Fin.
4. Prueba del algoritmo
El algoritmo construye un a´rbol binario durante su aplicacio´n, a trave´s de las opera-
ciones de inclusio´n de un ve´rtice (operacio´n 0) y exclusio´n del mismo (operacio´n 1). En
el ve´rtice i del a´rbol, a profundidad k, se asocia la gra´fica denotada Gi, donde i es el
nu´mero que corresponde a una cadena binaria de ceros y unos de longitud k. La cadena
binaria expresa las operaciones de inclusio´n o exclusio´n que se efectuaron en los ve´rtices
predecesores en el a´rbol, as´ı al efectuar las dos operaciones en el ve´rtice i se obtiene una
bifurcacio´n a dos nuevos ve´rtices para los cuales se agrega un cero o un uno, en el extremo
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izquierdo de la cadena binaria, segu´n se haya aplicado la operacio´n de inclusio´n o exclusio´n
de un ve´rtice, respectivamente. (Vea Figura 1).
De acuerdo con los resultados de la seccio´n 2, S(Gi) denota la familia de conjuntos
independientes maximales de Gi. Por el Teorema 2, para el ve´rtice v∗i seleccionado se
tiene que S(Gi) = S(Gi − Γi(v∗i )) ∪ S′(Gi − v∗i ) con S(Gi − Γi(v∗i )) ∩ S(Gi − v∗i ) = ∅. Por
consiguiente, cuando Gi corresponde a un ve´rtice no terminal, para obtener los conjuntos
independientes maximales de Gi , se parte de los conjuntos independientes maximales de
Gi−Γi(v∗i ) obtenidos a trave´s de la operacio´n de inclusio´n y los conjuntos independientes
maximales de Gi − v∗i que intersectan con Γi(v∗i ), obtenidos a trave´s de la operacio´n de
exclusio´n. A partir de la obtencio´n directa de los conjuntos independientes maximales
de las gra´ficas ba´sicas, correspondientes a los ve´rtices terminales del a´rbol binario, el
algoritmo obtiene de todos e´stos la familia de conjuntos independientes maximales de G.
Considerando que en la operacio´n de inclusio´n se eliminan ∆(Gi) ve´rtices y en la op-
eracio´n de exclusio´n se elimina un solo ve´rtice, se observa que, mientras el ve´rtice terminal
del a´rbol binario, obtenido con una secuencia de so´lo operaciones de inclusio´n se encuentra
a una distancia ma´xima α(G) de la ra´ız, el ve´rtice terminal obtenido con una secuencia
de so´lo operaciones de exclusio´n se encuentra a una distancia ma´xima |V (G)|. Por lo an-
terior, sera´ la secuencia de operaciones de exclusio´n la que determine la profundidad total
del a´rbol. La profundidad ma´xima del mismo sera´ entonces menor o igual al orden de
la gra´fica. Por otra parte, al tratarse de un a´rbol binario, el nu´mero ma´ximo de gra´ficas
terminales sera´ entonces menor o igual a 2n, donde n = |V (G)|. Cada ve´rtice terminal
del a´rbol corresponde a una subgra´fica inducida de G ba´sica. Lo´gicamente, el algoritmo,
por ser enumerativo, es de tipo exponencial, pero para algunas gra´ficas particulares puede
tener un buen desempen˜o. Adema´s, a trave´s de un proceso de paralelizacio´n el algoritmo
puede mejorar ostensiblemente su desempen˜o. Este proceso lo presentamos en la seccio´n
siguiente.
5. Paralelizacio´n del algoritmo
En la paralelizacio´n del algoritmo, el procesador maestro recibira´ la gra´ficaG y creara´ una
re´plica de e´sta, denota´ndola G0, para enviarla a un procesador disponible. Posteriormente,
el procesador maestro recibira´ las nuevas gra´ficas generadas durante la aplicacio´n del algo-
ritmo, as´ı como los conjuntos independientes obtenidos a partir de las gra´ficas ba´sicas. Con
las gra´ficas generadas que reciba, a trave´s de un sistema de l´ıneas de espera, procedera´ a
enviarlas al primer procesador que se tenga disponible. Si el nu´mero de procesadores lo
permitiera, ser´ıa posible realizar el ana´lisis y construccio´n de los conjuntos independientes
de las gra´ficas ba´sicas obtenidas, en forma simulta´nea. El mecanismo de asignacio´n de las
gra´ficas a los procesadores se describe en el propio algoritmo.
ALGORITMO
Sea G = (V,A) una gra´fica simple y sea S(G) la familia de conjuntos independientes
maximales de G. k va a denotar la profundidad del ve´rtice asociado a la gra´fica Gi, en
el a´rbol binario generado por la aplicacio´n del algoritmo, Γi(v∗i ) el conjunto de ve´rtices
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Figura 1: A´rbol
vecinos a v∗i en la gra´fica Gi y Ti sera´ el conjunto de ı´ndices de los ve´rtices en la trayectoria
de G0 a Gi, a los que se llego´ con una operacio´n de exclusio´n. Mientras se tengan en el
procesador maestro subgra´ficas de G sin analizar, e´stas se asignaran a los procesadores
que se vayan desocupando, de acuerdo a un proceso de l´ıneas de espera, en el que se asigne
primero la primera gra´fica que se haya recibido.
Etapa Inicial:
Considere S(G) = ∅, k = 0, T0 = ∅ y G0 = G. Asigne k, T0 y G0 al procesador 0 y continu´e
con la etapa general.
Etapa General:
Si al procesador p se le asigna la gra´fica Gi, el conjunto Ti y el entero k, debe proceder en
la forma siguiente:
Mientras Gi no sea ba´sica, efectu´e lo siguiente:
Considere v∗i un ve´rtice de grado ma´ximo de Gi y construya las gra´ficas Gi = Gi−Γi(v∗i ) y
Gi+s = Gi−v∗i , considere el conjunto Ti+s = Ti∪{i+s} donde s = 2k. Env´ıe al procesador
maestro la gra´fica Gi+s junto con el conjunto Ti+s y el entero k + 1; mientras que en el
procesador p conserve la gra´fica Gi actualizada, junto con el conjunto Ti y tome k = k+1
para continuar.
Cuando Gi sea ba´sica, efectu´e lo siguiente:
Construya todos los conjuntos independientes maximales de Gi . Cada conjunto S que
satisfaga Γj(v∗j ) ∩ S 6= ∅ , para cada j ∈ Ti es un conjunto maximal de G, entonces env´ıe
todos los conjuntos as´ı obtenidos al procesador maestro para que sean agregados al con-
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Figura 2: Ejemplo de aplicacio´n
junto S(G). Termine la actividad en el procesador p. El procesador maestro podra´ enviar
nuevamente una gra´fica al procesador p.
Etapa Final:
Cuando haya terminado la actividad en todos los procesadores, el conjunto S(G) con-
tendra´ todos los conjuntos independientes maximales de G. Fin.
6. Ejemplo de aplicacio´n
En Figura 2 se muestra la aplicacio´n del algoritmo a una gra´fica G. Cada subgra´fica
inducida que se va construyendo se enumera y se muestra de acuerdo al ve´rtice que le
corresponde en el a´rbol.
7. Otros resultados
Si se denotan por Pn a la trayectoria de orden n y por Cn al ciclo de orden n, de Teorema
2., Corolario 3. y la aplicacio´n del algoritmo, se obtienen los siguientes resultados:
Teorema 4 σ(Pn) = σ(Pn−3) + σ(Pn−2), si n ≥ 4.
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Prueba: Supongamos que Pn es la secuencia de ve´rtices u0u1 . . . un−3un−2un−1. Si tomamos
el ve´rtice un−2 y consideramos las subgra´ficas inducidas Pn − Γ(un−2) y Pn − un−2, ten-
emos que Pn−Γ(un−2) ∼ Pn−3 ∪{un−2} y Pn−un−2 ∼ Pn−2 ∪{un−1}. Es claro que un−2
y un−1 se pueden incorporar a cada conjunto independiente maximal de Pn−3 y Pn−2 ,
respectivamente, para obtener los conjuntos independientes maximales de Pn−3∪{un−2} y
de Pn−2∪{un−1}, de donde se tiene σ(Pn−Γ(un−2)) = σ(Pn−3∪{un−2}) y σ(Pn−un−2) =
σ(Pn−2 ∪ {un−1}). Por Corolario 3 obtenemos el resultado.
Lema 5 Todos los conjuntos independientes maximales de Pn contienen al menos uno de
los ve´rtices terminales de la gra´fica, si n es par.
Prueba: Supongamos que S es un conjunto independiente maximal de Pn y consideremos
los ve´rtices de S′ = V −S. Claramente, S′ no puede contener una subtrayectoria ui−1uiui+1
de Pn. Si S′ contiene un par de ve´rtices adyacentes ui−1ui de Pn, ninguno de estos puede
ser terminal de Pn. Si S′ no tiene ve´rtices adyacentes, los ve´rtices de Pn constituyen una
secuencia alternada de pertenencia a S y S′; Dado que n es par, en este caso uno de los
dos extremos de Pn pertenece a S.
Corolario 6 So´lo uno de los conjuntos independientes maximales de Pn no contiene a
ninguno de los ve´rtices terminales de la gra´fica, si n es impar.
Prueba: Si en la prueba del lema anterior suponemos que n es impar, cuando S′ no tiene
ve´rtices adyacentes, los ve´rtices de Pn constituyen una secuencia alternada de pertenencia
a S y S′; tanto S como S′ son independientes maximales; Dado que n es impar, en este
caso los dos extremos de Pn pertenecen a S o los dos extremos de Pn pertenecen a S′.
Teorema 7 σ(Cn) = σ(Pn−3)+σ(Pn−1), si n ≥ 4 e impar y σ(Cn) = σ(Pn−3)+σ(Pn−1)−
1, si n ≥ 4 y par.
Prueba: Supongamos que Cn es la secuencia de ve´rtices u0u1 . . . un−3un−2un−1u0. Si
tomamos el ve´rtice u0 y consideramos las subgra´ficas inducidas Cn − Γ(u0) y Cn − u0 ,
tenemos que Cn − Γ(u0) ∼ Pn−3 ∪ {u0} y Cn − u0 ∼ Pn−1. Es claro que u0 se puede
incorporar a cada conjunto independiente maximal de Pn−3, para obtener los conjuntos
independientes maximales de Pn−3 ∪ {u0}. Por otro lado, por Lema 5, cuando n es impar
S ∩ Γ(u0) 6= ∅ para todo conjunto independiente maximal de Cn − u0, mientras que, por
Corolario 6, cuando n es par S ∩Γ(u0) = ∅ so´lo para uno de los conjuntos independientes
maximales de Cn − u0 . Por Corolario 3. Obtenemos el resultado.
Observacio´n 8 Si G es una gra´fica perfecta, cada una de las subgra´ficas inducidas que
se vayan obteniendo en el algoritmo conservara´ la propiedad de ser perfecta. As´ı, α(Gi) =
θ(Gi) en cada ve´rtice generado por el algoritmo, de donde α(Gi) puede indicar la profun-
didad a alcanzar por el a´rbol a partir del ve´rtice i, mientras que θ(Gi) podra indicar el
ancho o nu´mero de ve´rtices terminales del a´rbol. As´ı, si alguna gra´fica Gi es isomorfa a
Pn, no obstante que α(Pn) ∼= n/2, por lo que el a´rbol puede alcanzar mucha profundidad,
en cada bifurcacio´n del a´rbol se eliminan dos ve´rtices de la trayectoria en cada rama y no
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tendra´ un nu´mero muy grande de ve´rtices terminales. Esta situacio´n puede observarse en
la gra´fica de Figura 3, en la cual los conjuntos independientes marcados con X, no son
maximales, porque no cumplen la condicio´n de validez para la operacio´n de exclusio´n.
8. Conclusiones
La obtencio´n de cotas para el nu´mero de conjuntos independientes maximales de gra´fi-
cas es un problema que ha sido abordado por Fu¨redi [3] y Griggs, Grinstead y Guichard
[6]. Este problema, junto con el de la bu´squeda de algoritmos eficientes para gra´ficas con
caracter´ısticas particulares constituyen problemas interesantes para tratar. Consideramos
que las ideas planteadas en el desarrollo del algoritmo que hemos presentado pueden ser de
utilidad no so´lo para tratar esos problemas, sino para el desarrollo de algoritmos paralelos
eficientes.
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