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1. INTRODUCTIO;“; 
This paper deals with inequalities for functions and measures which belong 
to integral geometry, in the sense of the classical books by Bonnesen and Fenchel 
[1] and Hadwiger [2]. The investigation of these inequalities has become 
increasingly important in recent years since their connection with stochastic 
programming problems was discovered (Prekopa [3, 41, Bore11 [.5, 61). A list of 
applications to mathematical statistics can be found in Rinott [9]. The paper of 
Bore11 [6] contains a detailed discussion of inequalities of this type together 
with applications and their history. The USC: of the Brunn-Minkowski classical 
inequality in probability theory has long been known (Anderson [7], or recently, 
Davidovich et al. [S]). 
The object of this paper is to give new simple proofs of known inequalities 
and to prove some new ones. We deal only with the continuous case. Discrete 
inequalities of this type (for infinite series) were investigated by Leindlcr [lo, 1 l] 
and Uhrin [12]. An interesting connection between a multidimensional discrete 
inequality of this type and the geometry of numbers has been discovered by 
Uhrin [13]. 
The continuous cases treated here not only have measure-theoretic conse- 
quences, mentioned in the title of our paper, but also yield generalizations of a 
problem proposed by Boas [21] concerning bounds for convolution integrals. 
Let us now introduce some preliminary notations. R” means Euclidcan space 
of dimension n; R+ , nonnegative real numbers; CL, Lebesgue (L)-measure on R”; 
jAf(x) dx the Lebesgue @)-integral of the Lebesgue (L)-measurable function 
f: Rn --f R over an L-measurable set A C Rn. For A, II _C Rn, A + I3 means the 
Minkowski, or algebraic, sum, i.e., A + B = {x E Rn: x = a -{- b, a E A, b E B}. 
The characteristic function of A is denoted by xA . We shall denote by M,>(a, b), 
- 00 < 01 < $00, a: # 0,O < X < 1, the cuth mean of the nonnegative numbers 
a, b with weights h, 1 - h, defined as 
lWmA(a, b) = 0 if a.b=O 
= (AcP + (1 - /\) &)1/e if a * b > 0. 
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The definition of dZIA can also be extended for I .: 0, <r - 32, .i 2 
by taking limits in the following natural way 
i,~: us rccail the following three prop&es of Al/l,n(u, b) (see, e.g., [14]): 
ii) it is increasing in CY, when all other variables are fixed; 
(ii) it is nondccrcasing in n and b separately; 
(Iii) for A, oi fixed it is a positive homogeneous function of (u, h). 
~I’hc function f: R” - , R+ will be called OI-cozzcar~, .- xj < a < -r-~‘, 31 
j(hX (I - A)V) > ill,n(f(X),f(J)) for all X, J E ZP and 0 < X f 1. 
(1.1) 
If ti > 0, this means that f” is concave; if (Y 1 -+ so thenfis a constant function; 
if f(x) > 0, x E ZF and (Y = 0, then log f is concave or f is logarithmically 
concave ; if 01 < 0, then f” is convex; if a :- -.- “c, then! is called quasi-concave. 
Similarly, a measure v defined on L-measurable subsets of R” is called CL-cozz- 
cute, --cc < a < + co, if 
@A + (1 - A) H) 23 M&+(A), v(B)) (1.2) 
holds for ail L-measurable sets A, II C H” such that XA -: (1 - A) Z3 :s 
Z-measurable, 0 < X < 1. WC shall say that a measure 13 (defined on Z-measur- 
able subsets of R”) is generated by an L-measurable function f: R” -+ R ,_ if 
V(A) = -(J(X) dx = [ xR(x)J(xj dx (1.3) 
I’ p 
for all L-measurable sets A C Rn. 
2. FUNDA~~EKTAL INEQUALITIES 
The n-dimensional results of this paper, which are the most important io; 
applications, can be proved by a simple “induction on the dimension zz” from 
one-dimensional inequalities proved in this section. As we shall see below, the 
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proof of these is also extraordinarily simple. The basic idea of the proof can be 
found in the paper of I-lenstock and Macbeath [15], which is fundamental in this 
field. The idea goes back to Bonnesen’s proof of the BrunnRIinkowski inequal- 
ity [16] (see also [I]). 
THEOREM 2.1. Let f, g: R --• R+ be bounded, L-measurable junctions, not 
identically, zero. Wvite 
s : supg(y). (2.1) 
yoR 
h?‘(t) -: sup JcYf(~)~ 6(Y)), t E R, (2.2) 
As-(I A)!/=t 
is L-measurable, then the inequality 
holds. 
For cy > 0 this inequality can be found in the following slightly different form 
in [I 51 (SW also [17, p. 2381). 
where h(t) -- sup{h(x, y): x + y - t}, t E R, and h(x, y) equals f(x) + g(y) 
whcnJ(x)g(y) ;. 0 and 0 otherwise. Our form (2.3) has two advantages. First, 
it is more convenient for OL < 0. Second, the simple proof of [15] becomes even 
simpler. We note that inequality (2.3) holds for an arbitrary finite number of 
functions. Furthermore it remains true if instead of MxA(a, h) we take an arbi- 
trary function which is monotone and positive homogeneous in (a, b). These 
remarks will be obvious from the following proof. 
Proof. For 6 E [0, l] we write 
A(t) = {x E li:f(.q 3 r8, B(t) = {Y E R: g(y) 3 W, 
C(t) := {t E R: h:‘(t) > AI&, 6) f). 
Clearly, we have 
C(6) 2 +t) -I (1 - 4 qt), 5 E P, 11. (2.5) 
The sets A([), B(t), C(t) are L-measurable for all E E [0, I] and the functions 
Applying rhe one-dimensional Hrunn--~~rinko\l;ski--ljustcmik inequdity (see 
[IS]) to the measure p we get, using (2.9, 
i‘(C(()) 3 p(X.4([) f (1 - A) H(g) ” hp(A(5)) -f (1 --’ (1) /I(zqg). (2.7) 
Integrating both sides of (2.7) over [0, I] and takq account 0f (2.6). wc qei: 
inequality (2.3). 
l’he special case of Theorem 2.1 when y = 6 is 
( ’ h:)(t) di 2 A i7”j+) dr , (1 - A) 1 Lf(J,) [ij,. (2.8) 
*..,. * -33 I 
‘l‘hc following :heorcm asserts that the last two theorems arc cqui\-a!wt. 
TlIIx~r<eni 2.2. ?heorem 2. I is cpicalmt !o Theown 2.1 “. 
Proof. The implication Theorem 2.1 -.b Theorem 2.1 4 is triviai. .issume 
tit-st that ..- J; < x < +cc. 
I,et f, ,y Ix functions satisfying the assumptions of Thwrcm 2. I ;mcl itsstlnlc 
that Theorem 2.1 y is true. b’rite for 0 .>. 0 
a:-e satisfied for all t E R. I’asy computations show that if 
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then (2.10) holds for all t E H. 
On the other hand we can check easily that 
The relations (2.9) +- (2.12) show that if for OL, 7, y, and $ Theorem 2.1* (i.e., 
inequality (2.8)) is assumed to be true, then inequality (2.3) holds for CZ, h, f, g. 
The cases (Y .: - 03 and OL = + a3 can bc proved by standard limit considcra- 
tions. 
The right-hand side of (2.8) dots not depend on 3 and the left-hand side is 
nondecreasing in LY; hence (2.8) is sharpest for OL : -03, i.e., inequalities (2.8) 
for - cc < Q: < + cc are trivial consequences of the inequality 
s i-L SUP ---n AS :-(I A)y=l min {f(x), g(y)) dt 3 h j+f(+) dx + (I - A) j+“g(y) dy. -03 -m (2.13) 
According to our last theorem, this fact emphasizes the importance of the cast 
cl; also in inequality (2.3). Th 
really more advantageous than (2.4). 
is remark shows that our form (2.3) is 
The equivalence of (2.3) and (2.8) 1 a so p roved to be important in the investiga- 
tion of the conditions of equality in (2.3) ([22]). 
For - 1 SG r < ..-- cc inequality (2.3) can bc weakened applying the IIijldcr 
inequality to its right-hand side. The resulting inequality dots not contain y 
and S, so it can be easily extended both to unbounded functions and to n dimcn- 
sions (see Section 3). 
TIIEORI:M 2.3. Let f, g be functions satisfJ&g the assumptions of Theorem 2.1 
for --. I < a < -+ zc, Then for -- 1 < (Y. < $ w zce haoe the inequality 
Proof. I)enote 
(2.15) 
From the IIiildcr inequality we can easily dcducc that 
(Au + (I - A) v) . (Ay” ( (I ---- A) I+)‘.:3 
3 [I”‘“+“’ ;.. (1 ._ i’) (g,)41/-3q(I, a)i’a 
(2.16) 
holds for -1 :< Q .< -!.-E, 0 < /\ < 1 (in the casts z = - 1 , 0, ( CG the limit 
values should be taken). .4pplying this to the right-iland side or‘ (2.3) WC get 
(2.14). 
Kemurlz. Theorem 2.3 holds also if the functions are not bounded. To prow 
this we first truncate the functions. For the truncated functions, (2.14) is true 
and the standard limiting procedure shows it to be true for the original functions. 
For a =. 1 inequality (2.14) follows immediately from the 2-dimensional 
Hrunn-Minkowski inequality. For cx > 0 this inequality was first proved by 
Henstock and Macbcath [15] and was rcccntly proved by Bore11 [5]. The case 
(X =-. 0 can be easily derived from the case u: > 0 by letting o( --f 0. Prekopa (41 
(for h :- i) and Leindler [18] (for g eneral A) proved the result for cy :.-= 0 inde- 
pendently of the case LY > 0; the case -1 < (Y < 0 was also proved by Bore11 [Gj, 
however, these proofs arc much more complicated. 
From (2.3) an inequality can also be derived for cz < - 1. This inequality 
seems to be new. 
1’HEOREAI 2.4. Let f, g be functions satisfriq the assumptions of Theorem 2.1 
.for -. cc .< r < - 1. Then for - cc < 31 < - 1 we have the inequatity 
---1 
Proof. Let 
The right-hand side of (2.3) is equal to 
q(t) = Xa[h + (1 - A) t7]‘ia -(- (I - A) 6[(1 
i:ot- the derivative of v we get 
- A) -‘- At-*]‘:a. (2.19) 
t=.s. Y (2.! 8)
g p)(t) = A(1 - A) [At- -+ (1 - X)](l-x)~= l-‘-‘(ali-l - 6). (2.20) 
From this we see that p)(t) has a maximum at t =.: (b/a)l,(l-x), increases for 
smaller t? and decreases for larger t. I-fence F(t) can be estimated from below by 
Easy calculations show that this value is equal to the right-hand side of (2.17). 
Let us mention two easy corollaries of Theorem 2.1. These solve a problem 
of Ross [21] concerning an upper bound for convolution integral. In fact, the 
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corollaries yield results which are both more general and sharper than required 
for the problem of Boas. The first one is a straightforward consequence of (2.3). 
COROLLARY 2.1. Let f, g be functions satisfying the assumptions of Theorem 2.1 
for -co < iy < -)- cc, 0 < X < I. Then we hate the inequality 
f 
-= h?)(t) dt 2 AZ;(y, 8) - /= sup J ( 
A .f(4 ‘du - 4 
-z --ac<.u<+rz --m 
--+1--X) s )dx. 
(2.21) 
-4pplying the inequality between the arithmetic and geometric means to the 
right-hand side of (2.21) we have 
COROLLARY 2.2. Let f, g be as in Theorem 2.1 for 0 < A < I, -cc < 01 < 
+- 0~. Then we haze the inequality 
I 
+= (A) JTxYr, s> .-cc ~- 
--m ha Ct) dt 2 MO+, S) .-&Z!! m .-= 1 . 
f^(x) g(l-‘)(u - x) dx. (2.22) 
For a: =- 0 this gives the solution of Hoas’s problem. An appropriate inequality 
holds also for dimension n (see next section, (3.16)). 
3. INEQUALITIBS IN DIMENSIOI\. n 
In this section we generalize the inequalities of Section 2 to dimension n, 
n > I. The proofs go by a simple induction on n. 
THEOREM 3.1. Let f, g: Rn + R, he L-measurable functions, -(l/n) < (Y < 
+oo and0 <A < 1. If &function 
/p(t) : SUP W(fW g(Y)), tERn, (3.1) 
Al!-(I-A)!, :t 
is IA-measurable, then the inequality 
holds. 
s 
h?‘(t) dt -> M;;Cl+naj (JRnfw dx3 JR,a6(Y) dY) (3.2) 
R" 
Proof. For n = 1, (3.2) is true (see Theorem 2.3). Let n > 1 and assume that 
the theorem is true for all dimensions <n - 1. Denote for x E R”, 1 =.= 
(x2 ,..., x,) E R”-l. We can write 




> sup U 
sup iv2(f(% I 
--= Aac,+(l-A)y,--.t, 'R"-',E+(l-A)F=r 
4, g(y, t 9 df) 4 . 
As i :-.: (I.nj ‘-.. i:(iz -- I), we can use the Induction assumption Anil 
continue tire previous inequality ty 
‘I’lli: condition x 13 I.11 implies a;( 1 r (72 1) ,L) :> I, 50 using (2.14) wvc 
get (3.2). 
For (Y :P 0 inequalit); (3.2) was proved first by Dmglias [I’,] (in a form similar 
to (2.4)). The case 1 = 0 follows from this result by (L -* 0. Independcntiy of 
Dinghas’s result the case (1 = 0 was also proved by Prckopa [20] and Bore11 [6] 
(who derived the case CY .: 0 from a stronger theorem). Rinott 193 proved the 
case -(l%r) << 3 < 0 using a different approach. 
Bcforc generalizing the sharper inquality (2.3) to dimension 12, we have to 
recall the following notion (this occurs in connection with the Rrunn-Xnkowski 
inquality; see, e.g., Hadwiger [2, p. 1591). 
I,et A C I?‘-‘-* be L-measurable, u E W-r a nonzero vector and denote by Xi 
the set of (n-dimensional) hyperplancs of I?“:* having u as normal vector. ‘The 
number 
nz(A, u) = sup p(12 n II) (3.4) 
HE.?? 
(wher-e I-L denotes the n-dimensional L-measure) is called the maximal section of 
-,q orthogonal to U. I,etf: H” -+ I-? be an L.-measurable function and let us apply 
this concept to the set ((x, [) E R”~r: 0 .g [ <f(x)) and the direction ei F A* 
(the ith unit vector of I?), 1 < 1. -< n. fn this case denote the maximal section by 
vzl(f). This can clearly be written as 
Flli(,f) = SJp / ‘:R”..,fw d% ... ‘1X; I d.Yi-, ‘.. clx, (3.5) 
‘31 course, this quantity could be defined similarly for any direction u E H” 
instead of e, 
Sow the generalization of (2.3) is 
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Proof. The proof is analogous to that of Theorem 3.1. Now we have to 
continue (3.3) by using (2.3) instead of (2.14). 
The relation between the previous two theorems can be demonstrated as 
follows. Applying (3.2) to 01 7 + CO, f = xA , g = xn , where A, B C Rn are 
L-measurable sets of positive measure such that hA + (1 - A) B isl-measurable, 
we get the classical Brunn-XIinkowski inequality 
p’/“(xA -/- (1 - A) B) > @‘In(A) -I- (1 - h) p.‘jn(B). (3.7) 
Applying (3.6) to the above functions for CY = +CO, we get 
If in particular m(A, ei) = rn(tl, e,), then 
r.L(XAT(l--)R)3h~(A)t(l--)~(R). (3.9) 
Inequalities (3.8) and (3.9) arc due to Bonnesen (SW [l, 21). Inequality (3.8) is 
sharper than (3.7) except when 
CL(A) ’ m(A, ei) nl(‘r4) -q--) . 
I*(B) m(R ei) 
(3.10) 
Theorem 2.4 can also be generalized. 
THEOREM 3.3. Let f, AJ: R” + R+ be L-measurable functions, --03 < OL < 
- 1 /n and 0 < h < I. If the function hLA’(t) (see (3.1)) is L-measurable, then 
s f (x) dx, (1 - A)n-i-l’X (3-l 1) 
Rn 
Proof. ‘I’hc proof is again analogous to that of (3.2), but now two cases 
should be distinguished. 
If OL < --l/(n - I), then we get from the induction hypothesis instead of 
(3.3) the expression 
gb, ( 9 djl . (3.12) 
Applying inequality (2.17) (with 3 = -x) to (3.12) we get (3.11). If -l,(n - 1) 
<a<-- I@., then the induction hypothesis leads to (3.3) (as in the proof of 
‘I’hcorcm 3. I). \Vc can again apply (2.17) (with 3, (1 : (II I ) x)) to get (3.1 i). 
Let us mention at the end of this section a generalization of (3.2), whcrc 
instead ofl-integrals wc take integrals JR,,f(x) C/V(X) with some other measure V. 
The measure in question will bc assumed to be s-concave, - 2 .< s G: l,!iz (in 
particular, the L-measure p is l/n-concave). To prove such a statcmcnt we need 
the follon-ing theorem of Bore11 ([6, p. 1231). 
I’III:O~<EAI. if v is an s-concave measure on RI’, - 3; .< .F L< 1 :?I, then there is an 




Aoof. bp the Theorem we have a ,/3-concave <unction cp: HJ1 -F I-?- 3 -- 
s!‘( I .- HIS), such that for any v’,: R” -b R 
/3.!4) 
- Rn “R” 
Lsing (3. !4) and ,&concavity of 9 we can write 
It can Se shown easily from the Hiildcr inequality that for Y --r i$’ I’;- 9, 
.l!l~A(a. b) IGraA(c, n) 2 :lI$;,z / p,(af, bd). So that previous incquaiity can he 
continued as 
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Tncquality (3.2) easily implies an n-dimensional result similar to (2.21) and 
(2.22). 
First, the continuous form of the Minkowski inequality gives, for -.- 1 /n < 
(Y < -FCC:, 0 < h < 1, the inequality 
Lsing (3.2) this gives 
COROLLARY 3.1. Let f, g be functions satisfying the assumptions of Theorem 3.1 
for-l/n<~<++03,O.<h,<l. Thenzcehace 
1 h,“(t) dt > sup 1 J4,“.(, ..,~9,(f(x), g(u - x)) d.x. (3.15) 
For CY -= 0, n =: 1 this is the problem of Boas [21]. 
Remark, The function h,A(t), t E R”, is not L-measurable when f, g are 
L-measurable functions, in general. However, using ess-sup instead of sup in the 
definition of h,“(t), the resulting function is already L-mcasurablc (SW the 
solution of Boas’s problem by Chernoff [21], or [23]). It can be seen easily that 
the methods of proofs in this paper work also in this “ess-sup” cast. The 
resulting inequalities are slightly sharper than the results of our paper. 
While revising this paper WC have learned that Brascamp and Lich [24] 
discussed this case and also proved (2.3), (3.2), and Theorem 4.1 below. For the 
proofs they also used the idea of Hcnstock and Macbeath. 
4. SOME ~~~~SUI~E-TIIRORI~TIC CONSEQUENCES 
The n-dimensional inequalities of the previous section have some interesting 
measure-theoretic consequences. The basic question is: What can be said about 
the measure v generated by an x-concave function? 
The classical Brunrr-Minkowski inequality is the first result of this kind: 
it says that a + w-concave function f(x) -: I generates an l!n-concave measure 
in dimension n. This result is a special case of the much more general 
THEOREM 4.1. The cu-concaoe function f: Rn --, R.;. , -l/n < CY < + CO 
generates an a/( 1 r na)-concave measure. 
Pr ovj: Let -1, H L H” bc L-measurable Se& SSdl that X.1 - (1 -. Jo) !j !S 
L-measurable. \Ve can write using the a-concavity ofJ 
Vjh‘i (i -- A) R) > .I~~,(li,L;r) (i f(x) dx, f f(y) djj - .I& &(v(:r), !)(I$). 
‘A -B 
For -1 - ;o ‘I’hcorem 4.! boils dolvn to the Brunn-Jlinkowski theoxm. 
Using the Hrunn-Minkowski inequality, Bowl1 [5] proved Theorem 4.1 
for 0 x.. .Y b -:- XI. Prdkopa [4] proved the case D. -: 0. For -. l/n :< i2 -<c 0 
‘Theorem 4. I n-as proved first by Bore11 [6]. In [6] a converse result is also proved 
for -- I :n .:.: (Y :s -t- C.G (see the Thcorcm in Section 3). Kinott [9] also proved our 
Thcorcm 4.1. He chow an opposite way: first he proved this theorem and from 
this he derived the Theorem 3.1. His proof is simpler than (but not as general as) 
that of Rorell. Our proof seems to be the simplest of all. 
The following statcmcnt seems to be new. 
Prvvj. ‘I’he proof is analogous to the previous one. Sow (4.1) can bc wn- 
tinucd using (3.1 I). 
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