The neural networks have been used and tried for many intelligent processes to mimic human decision making power. Classification technique is a vital step in data mining for intelligent applications. Neural networks are quite often trained much in similar way of human learning process. The efficacy of neural networks depends upon how precisely these are trained. Training can be of many types. We have chosen harmony search algorithm to train the neural networks for its known advantages. The scope of this paper is focused on to examine the supervised learning of neural networks by employing harmony search algorithm to predict market selling trends for different items in order to support decision making and planning. We gathered data sets from market transactions to train and test real time and online neural network model. The model predicts sales automatically and updates the records after every transaction. We have implemented and tested the model over a long period by comparing actual sales with predicted ones and taking cyclical and seasonal effects into account. Results are quite encouraging and have shown good accuracy. We have analysed model by comparing with existing alternative techniques. It shows very competitive and high classification accuracy.
Introduction
Artificial intelligence is now quite matured and has shown many uses with robustness, high accuracy and stability for many engineering applications across various fields [1] . Neural networks are the first and most used nets for implementing artificial intelligent concepts. The other techniques include genetic algorithm, fuzzy logic, hybrid models and many more biological inspired processes. The neural networks have quite similar characteristics of human being such as learning capability, adaptability and generalization. The main inspirations of neural networks have been derived from biological neuron cells of human brain [2] . The biological neurons transmit chemicals called neurotransmitters to fire adjacent neuron cells.
Neuron cells are connected by massive interconnecting hair like structures called dendrites and axons. Dendrites and axons carry signals between neuron cells [3] . Stored and chemically formed neurotransmitters represent information stored in neuron cells what we call memory. Artificial neural networks are simply representation of biological neurons in that a node is analogous to neuron cell and interconnecting paths are analogous to axons and nerves. Artificial neural networks are designed to solve the problems intelligently [3] .
The market classification and segmentation is a methodology to categorize customers into homogeneous groups which have similar characteristics such as buying preferences, choices, life style, food choices etc [4] . Market segmentation is one of the most fundamental strategic planning and marketing concepts wherein grouping of people done under different categories such as the keenness and purchasing capability. The segmentation operation is performed according to similarity in people in several dimensions related to a market product. It is very well proven fact that if the segments performed for targeting customers more accurately and appropriately by an organization, the more successful the organization will be. The main objectives of market segmentation includes predicting the needs of customers precisely and thereby improving the profitability by procuring or manufacturing products in right quantity at time for the right customer. This results in manufacturing at an optimum cost. The artificial intelligent techniques, such as neural networks have been used for many similar applications to optimize various business processes to maximize profit. To meet these stringent requirements neural network based clustering technique may be applied for market segmentation to arrive at an appropriate forecasting and planning decisions [5] . It is possible to classify objects such as brands, products, utility, durability, ease of use etc with cluster analysis [6] . For example, which brands are clustered together in terms of consumer perceptions for a positioning exercise or which cities are clustered together in terms of income, qualification etc [7] . The neural networks based models can be used for forecasting the sales more accurately thus helping a business community to procure or manufacture required products in required quantity.
Data mining is comparatively new concept and software based intelligent tool adopted for collecting transactional data of customers for analyzing Customer Relationship Management (CRM) [8] . Hybrid approach of management skills and data mining is particularly suitable for CRM analysis and prediction models. This is quite often employed to validate business support information system to enhance statistical models. Data mining theory has been quite successful for customer segmentation application models in retail industries to improve business opportunities at optimum cost and maximum profit [9] . Similarly banking sector is quite optimistic of data mining models in collection of customer preferences and segmentations information to have strategic planning for long term relationship and retention of valued customers. It is very critical for banks to continuously add on new customers while simultaneously keeping good confidence level among existing customers. The innovative models developed with the help of information technology and data mining techniques can be quite natural choice for banks to forecast the behaviour of customers [10] .
Neural Networks and Training
Neural networks are intelligent information processing graphs connected through branches and nodes. The nodes are summing points and branches are critical according to weights they represent as the information reaching to nodes is scaled by weights' values. A typical neural network consists of input layer which receives many inputs parallel and simultaneously. There can be many hidden layers to augment the model accuracy and stability. The branches connecting layers are represented by weights which are normally put together in the matrix format. Finally output layer generates output function value according to the network architecture and summing functions at the nodes. An input travelling through the net gets multiplies by branch weights and operated upon by the function at the nodes. A node at hidden layer receives multiple inputs and provides its output to multiple nodes of the next layer. This simple concept of neural network is illustrated in Figure 1 as shown below.
Training of neural network simply represent mathematical operation of modifications of values in weight matrix in such a way that outputs produced have minimum error or in other words the outputs are as close as possible to the desired values [11] . The outputs, in practical never match exactly to the desired values but some threshold is set to accept outputs within the tolerable limits. The training process is repeated many times called epochs. During each epoch, weight matrix is modified and error is calculated. If error is more than acceptable limit the training session is repeated and again weight matrix is modified in order to reduce the error. This repetition is continued until error is reached below set limit. This condition is called convergence. Convergence is quite long in many cases and in yet other cases may not happen at all. The whole process of training is also known as learning stage. The learning of neural networks is quite similar to that of the human learning.
One of the mostly used training is back propagation method which is based on the minimization of mean squared error between actual outputs and desired outputs. Back propagation quite often gets stuck at local minimum and thus never converges on global minimum value [12] . To overcome local minimum convergence problem, the alternative method such as genetic algorithms, ant colony optimization and bee colony algorithm have been suggested.
Harmony Search Algorithm for Training NNs
A comparatively new algorithm called harmony search algorithm based on the improvisation of musicians has been used many times to train the neural networks [13] . A self-adoptive global best harmony search algorithm is used for training of feed forward neural networks for global optimization [14] . It has new scheme of improvisations and adoptive method for controlling the parameters. The main functional descriptions of harmony search algorithm include optimization of objective function within the upper bound and lower bound values of decision variables [15] . The analogy between music improvisation and harmony search algorithm may be briefly described as that the solution vector is represented by music harmony at given time, decision variable is represented by musical instrument, the value range of decision variable is represented by the pitch of a music instrument, the objective function is represented by audience's visual expressions or moods, local and global search schemes are represented by musician's improvisations [15] . The functioning of the algorithm may be described in the simple way that decision variables generate a value to find out global optimum solution. It uses memory consideration rate and pitch adjustment rate instead of gradient search. It is mathematically simpler and adapts easily to new situations [15] . It is used for number of applications requiring diverse optimizations [16] . Standard harmony search algorithm can be described by five main parameters [17] . These are harmony memory size, harmony memory consideration rate, pitch adjustment rate, distance bandwidth and number of improvisations. Memory size is number of solutions, consideration rate controls balance between possibilities and uses and it takes values between 0 and 1, pitch adjustment rate determines whether further adjustment is required or not. Bandwidth is step size of pitch adjustment in a single step and number of improvisations is the condition for convergence of harmony search [17] . The initial population is randomly generated and stored in harmony memory. A new candidate harmony is added subsequently and compared with worst harmony. If the new harmony is better than the worst harmony, it is replaced with new harmony. The harmony is updated in each epoch until number improvisations is reached. The step by step algorithm is given in Table 1 as shown below [17] .
Market Forecasting and Planning
Data mining techniques are normally used for knowledge classification by search engines. These techniques have been very useful and handy in searching required information from huge information data collections. Customized and carefully selected data mining techniques reinforces information management process to serve customers with better and efficient services. The models developed can readily find out customer preferences which may be very useful for various strategically important decisions. Traditionally and in good olden days, customer preference could only be known a little by surveys and posing direct questions to the customers. This was quite tedious and time consuming process. Data mining techniques have provided opportunity to determine customer preferences by only analyzing customer transaction and purchase information [18] . This can result in very useful and quick method. Yet another area of customer relationship management is customer lifetime value. The large organizations are quite often interested to determine the future returns from the customers for long term planning and forecasting based on lifetime value [19] . This is very complex and has many challenges to achieve meaningful outcome. Many individual prediction models have shown little success. Data mining and software based techniques have proven quite a bit more accurate in predicting customer lifetime value [19] . Many recent research works have indicated that data mining using concept of 3-dimensional data visualization can be very helpful in many quick decision making and better understanding of complex business issues. The 3-dimensional analysis can be applied to slice, rotate and zoom in the data projections to obtain various minute details by visual perceptions. Indirectly, business management for marketing can be easily represented by customer knowledge management [20] . Song et al. had proposed a new method to determine the dynamic and ever changing customer behavior with the help of only customer sales data [21] . They have demonstrated to monitor the changes among customers and then formulated corresponding rules for future predictions. Trained architectures of neural networks are employed to extract the precise information for market forecasting. In our model we have applied feed forward neural networks trained by harmony search algorithm.
Market Survey and Data Collections
Our data set consists of usages of brands under different conditions, demographic variables and varying attitudes of the customers. The respondents constitute a representative random sample of 2000 data points from customer transactions in a retail super market where various household products are sold to its customers. The survey is carried for a period of about 6 months. Our modelling and testing of market segmentation using clustering for forecasting is based on the customers of a leading super market retail house hold supplier located at Chennai branch, India. The organization's name and the variables directly related to the organization are deliberately suppressed to maintain confidentiality as per our agreement. It is required to mape the profile of the target customers in terms of lifestyle, attitudes and perceptions. The main objective is to measure important variables or factors which can lead to vital inputs for decision making in forecasting. The collected information is linked to the online neural network based model for classification. We also collected a sample of 1000 data points manually to test the automated system simultaneously so as to validate the machine system.
A ten point rating scale is employed for variables used in segmentation. For this, the customers are asked to give their response in categories of strongly agree as 10, strongly disagree as 0 and any other opinion in between. We have used Euclidean distance measure for the clustering analysis which is ideally suitable to similar interval scaled variables. The input data matrix of 2000 respondents and 5 variables of harmony algorithm as Table 1 Algorithm steps sequence of harmony search for the training of neural networks Step 1:
Step 2:
Step 3:
Step 4:
Step 5:
Step 6:
Set the parameter of harmony search
Initialize memory and compute objective function of each harmony vector Improvise a new harmony
If new harmony is better than worst then update by replacing worst harmony by new harmony
Repeat steps 3 and 4 until number of improvisations is reached
The best harmony vector in harmony memory is the solution to the problem discussed earlier. This algorithm searches and then tends to get universal synchronization for the best harmony by modifying weight matrix of feedforward neural networks. The weight matrix incorporates characteristics of all learnt experience in the form of data modification. The same is used to recollect in the future for the prediction of sales.
Data Inputs for Harmony Search Training
We used feed forward neural network and presented 2000 data sets each set consisting of number of items purchased by a customer. The neural network is trained using harmony search method as explained earlier. During each epoch, the weights of network, referred as harmony vectors, are updated so as to reduce the error. We used 2 hidden layers of network. The other parameters of initial biases and initial weight matrix are selected randomly. Outputs are restricted to 5 at any given time for most predicted 5 items from each customer. We selected objective function as sum of squared errors. This is computed as the total sum of squares of difference between outputs generated and desired outputs. The desired outputs are selected based on the forecasting models used for long by manual statistical computations and experience of the expert. The upper and lower bounds are set to -1 and +1. The performance of the model is tested by 1000 data points collected by putting direct questions and then computing the forecasts. Past analyses are also considered for testing the forecasting. We broadly divided items purchased by customers into 5 groups (g 1 through g 5 ) and then tested our model to predict the group sales in next 1, 2 and 3 months period. Three different analyses are made to compare and test the model. Firstly we analysed past sales records for the same items group during same period and season. This served as guide line but sales trends change with time. Therefore it is clear that this is not necessarily indication of actual sales. The second analysis is based on traditional method of combined approach of statistical model computation and experiences of the people who are continuously in the same field over the long time. We conducted survey of many experienced people and then averaged all responses to get a consolidated response most representative of the forecast over next 3 months period. We gave 2 times more weightage to these computations as they are considered to be more accurate compared to past records method. The average of past record based predictions and statistical model combined with experience based forecasting is presented as the desired forecast statistics. This is made as reference output and then model generated output is compared with it. The third and last analysis is made for the model predicted forecast.
Results and Discussions
The results are summarized in Table 2 . The first column shows 5 groups of items. These groups are made based on the similar demand and nature of requirements which necessitates each other. For example sale of razor blades and shaving gels are necessity of each other. Similarly other criteria for grouping is employed such as washing soaps and washing powders are combined and then predicted. We made records of 2000 selected customers and recorded their past sales of items grouped as g 1 , g 2 … etc. over a same seasonal sales for 3 months duration and then averaged the sales. This was direct result of our past sales and thus 100 % prediction assuming we had forecasted the same in the deeper past. This was only guiding value for experience based manual prediction by people working for a long period on the similar sales and can predict quite accurately. We have not considered these values for statistic model or neural network model proposed by us. Next statistical analysis shows sales predictions based on statistical methods such as moving average and other statistical models employed on the past data and trends. These predictions are in number of sales per month and computed for 3 months continuously. For example item g 3 is predicted as 1750 and 1150 to be sold during 2 nd and 3 rd months respectively. Similarly item group g 5 is predicted to be 1400 and 1100 respectively in the same duration. These predictions are considered while computing reference prediction for comparing with model produced results. Next analysis is made by our proposed model which was trained using sales figures of statistical model and experience based prediction as inputs and also some of the previously predicted statistics are used to train the model. The training was rigorously done over long period and repeated experiments using harmony search algorithm for feed forward neural networks. For example the model predicted sales figures for the items of group g 2 are 1860 and 1840 for first and second months' period. Similarly for group g 4 the corresponding figures are 1658 and 1730. The model predicted values are considered for the reference output sales statistics so as to validate the accuracy of the model by comparing with actual sales data as soon as it became available for analysis.
The third analysis is carried by taking average of the sales date projections by statistical model and experience based forecasts and neural network produced projections. These results can also be compared individually and separately for each of the 3 months period as shown in Table 2 . Also we can see that item group g 3 has average predicted sales figures as 1830, 1746 and 1175 for the 3 months respectively. Fourth and last analysis is made manually recording actual hard data and then summing up at the end of each month's period. We planned for 6 months simultaneously to carry out experimentations with model developed and by recording actual sales records. This planning helped us quickly compare the actual results and predicted ones at a glance. There are very encouraging results as summarized in Table 2 . If we look at Table 2 for the actual sales, then, for example item group g 3 has actual sales figures as 1864, 1758 and 1216 for the 3 months respectively. These data now can be compared with projected data and the error is estimated as +1.855 %, +0.68 % and +3.48% respectively. Here the sign + indicates that actual sales are more than predicted ones. This is very important information to be used for training of neural networks for future predictions and trends in sales data. The errors are quite small validating that the proposed model is very effective. The error ranges from 0.42 % at the least to 1.83 % at the most. Figure 2 shows the graphical visualization of the sales statistics and forecasting. It can be easily interpreted and is self-comprehensive. Visual perception is automatically updated with each sales transaction as the model is implemented online using networked systems.
These results have significantly improved stability in procuring and manufacturing items at the correct demand and supply level. The super market could easily interpret the results and can adopt to use professional knowledge for making future projections. It also has advantage of value added analysis for better management of inventory and storage. This improves the overall customer relationship by correctly providing need and supply statistics. The situation of no stock will be reduced greatly and same time over stocking is also avoided. Both the results at the end lead to the better returns on the sales. The model developed is intelligent and automated. It automatically updates forecast figures at every transaction for the next period defined by user. Moreover the model is flexible in the sense that it can used for any number of days or months to see the trend with a dedicated computing system employed for monitoring. Table 2 Forecasts of past records, statistical model based experience forecasting and neural network based predictions
We also carried out analysis for training times required by harmony algorithm to reach on converging point predetermined threshold levels. A rigorous analysis is done to compare with other training methods for neural networks. Our results again show that harmony algorithms are marginally faster. The total time taken to accomplish the training, sum of the squared errors and forecasting accuracy are considered as performance indices. The validation tests for timing analysis are planned for the future research work.
Conclusion
In summary, the artificial neural network based projection model is analyzed for forecasting sales figures over a defined period. It explains a lot about the possible advantages which exist in the target customer population for the future trends of demands. The convergent condition for model is based on the reference sales which were also rigorously computed using advanced statistical and human experience so that model can be judged on better accuracy scales. To check the stability of the model, we validated it for multiple and diverse input conditions. The major parts include 4 types of data analyses leading from one to next in a sequence so that we could logical see the patterns and trends in the projections. These analyses at the end provide further illustrations of using market segmentation for forecasting. Computing based system developed is an intelligent and it automatically presents results to the mangers to infer for quick and fast decision making process. The results are quite encouraging and error in any case is not more than 5%.
Projections are very closely projected in almost all the cases as discussed earlier. The super market for which we did modeling is currently under study for its profit making trends as compared to old performance. We also expect that in future the study analysis will become available for the knowledge dissemination. The future work will involve more trials and atomization of the market forecasting and planning process. Training times and epochs analysis of neural network training by using harmony algorithm is another major future work which has been planned.
