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Introduction
In [7,4,5,12–16] we introduced and studied certain associative noncommutative algebras A(Γ ) defined by layered
graphs Γ (or ranked posets) and their generalizations. The algebras A(Γ ) are related to factorizations of polynomials with
noncommutative coefficients and we called them splitting algebras. An important example of such algebras is the algebra
Qn defined by the Boolean lattice of subsets of a finite set (see [8]) and related to the theory of noncommutative symmetric
functions [6]. For homogeneous layered graphs [12] the algebras A(Γ ) are quadratic and one can construct their quadratic
dual algebras A(Γ )!.
It turns out that algebraic properties of A(Γ ) and A(Γ )! are closely related to homological properties ofΓ .When a layered
graph Γ is defined by a ‘‘good" regular cell complex the algebras A(Γ ) and A(Γ )! are Koszul if and only if all intermediate
(order) cohomologies of Γ are trivial ( see [2,15]).
Recall that if a quadratic algebra A is Koszul then it is numerically Koszul, i.e. the Hilbert series (or the graded dimension)
h(A, τ ) of A and the Hilbert series h(A!, τ ) of its dual algebra A! satisfy the identity
h(A, τ )h(A!,−τ) = 1. (1)
In this paper, motivated by the results from [2,15] and identity (1) we present a homological interpretation of coefficients
of the Hilbert series for the algebras A(Γ ) and A(Γ )!. In fact, instead of A(Γ )! we are working with a simpler algebra, the
algebra B(Γ ), the graded algebra associated with a natural filtration on A(Γ )!. The algebras A(Γ ), A(Γ )!, B(Γ ) are Koszul if
and only if at least one of these algebras is Koszul. Also, h(A(Γ )!, τ ) = h(B(Γ ), τ ). Note that the algebras B(Γ ) are defined
for any directed graph without any extra assumptions.
Our homological interpretation of the coefficients of the Hilbert series for the algebras A(Γ ) and B(Γ ) allows us to
obtain conditions for their numerical Koszulity and also to construct algebras with prescribed Hilbert series defined, for
example, by palindromic polynomials. Our formulas look particularly simple when certain posets associated with Γ are
Cohen–Macaulay.
There are several ways to associate an algebra to a directed graph or a poset, and there are known connections between
properties of such algebras and topological structures of graphs and posets (see [1]). The most famous example is the
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incidence algebra of a finite poset described in [18], Section 3.6. There is a certain resemblance between our algebra A(Γ )!
and the incidence algebra defined by the graph Γ but our results are quite different.
The paper is organized in the following way. In Section 1 we recall basic facts about graphs, posets and their
(co)homologies. Section 2 contains the definition of the algebras A(Γ ), A(Γ )! and B(Γ ). Our main theorem on homological
description of the coefficients in the Hilbert polynomials for the algebras B(Γ ) and its corollaries are formulated in Section 3.
Section 4 is devoted to numerical Koszulity of the algebrasA(Γ ) andB(Γ ). Section 5 contains a number of examples including
examples of algebraswith Hilbert series equal to P(−τ)−1 where P(τ ) is a palindromic polynomial. Calabi–Yau algebras also
have Hilbert series defined by palindromic polynomials (see [9]).
During preparation of this paper Vladimir Retakh and Robert Wilson were supported by an NSA grant.
1. Partially ordered sets and directed graphs
1.1. Partially ordered sets and their homology
Let P be a partially ordered set (poset). Define an i-chain, i.e. a chain of length i, in P to be an (i+ 1)-tuple
x = (x0, . . . , xi)
of elements of P with
x0 < x1 < · · · < xi.
Let Chi(P) denote the set of i-chains. The Möbius function, µ is defined by
µ(x, y) = c0 − c1 + c2 − · · ·
where ci is the number of i-chains x = (x0, . . . , xi)with x = x0, y = xi.
We say that u ∈ P covers v ∈ P (and write v ≺ u) if v < u and there is no element between u and v. If P is finite, denote
by l(P) the maximal length of a chain in P .
Denote by Pˆ the poset obtained from P by adding the minimal element 0ˆ and the maximal element 1ˆ. We write µ(P) for
µ(0ˆ, 1ˆ).
Suppose that P is a lattice, i.e. for any two elements x, y ∈ P their least upper bound x ∨ y and the greatest lower bound
x ∧ y are defined. A lattice P of finite length is a lower semimodular lattice if for any two elements x, y ∈ P , if x ∨ y covers
both x and y then x and y both cover x ∧ y.
Let F be a field and P be a finite poset. If i ≥ −1, denote by Ci(P; F) the free F-module on the set of i-chains x of P . The
empty set is a (−1)-chain, so we identify C−1(P; F)with F . Set Cn(P; F) = 0 if n < −1.
If x = (x0, . . . , xi) is an i-chain and 0 ≤ l ≤ i, define g l(x) to be the (i− 1)-chain
(x0, . . . , xl−1, xl+1, . . . , xi).
Define a map di : Ci(P; F)→ Ci−1(P; F) by linearly extending
di(x) =
i
l=0
(−1)lg l(x) (2)
when i − 1-chains exist, and setting di = 0 otherwise. It is easy to check that didi+1 = 0, and one can define reduced order
homology groups of P with coefficients in F :
H˜i(P; F) = Ker di/Im di+1.
By construction, H˜i(P; F) = 0 for i < −1 and i > l(P). Also, H˜−1(P; F) = 0 if and only if P is nonempty, and H˜0(P; F) = 0
if and only if P is connected.
Denote by C i(P; F) the vector space dual to Ci(P; F). For an i-chain x let x∗ denote the element of C i(P; F) defined by
x∗(y) = δx,y
for all i-chains y. Define ∂ i to be the linear map dual to di. One can then define the cohomology groups
H˜ i(P; F) = Ker ∂ i+1/Im ∂ i.
The Möbius function is the Euler characteristic of reduced order homology:
µ(P) =
l(P)
i=−1
(−1)i dim H˜i(P; F).
Corresponding to a poset P there is a simplicial complex∆(P). The vertices of∆(P) are the elements of P and the i-faces
of∆(P) are the i-chains of P .
Recall, that a poset P is Cohen–Macaulay if for each open interval (x, y) in P all homology groups H˜i((x, y); F) are trivial
for i < dim ∆((x, y)). Any lower semimodular lattice is Cohen–Macaulay.
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From now on we will consider F to be fixed and write H˜i(P) for H˜i(P; F) and H˜ i(P) for H˜ i(P; F).
1.2. Layered graphs
LetΓ = (V , E) be a directed graph (quiver) where V is the set of vertices and E is the set of edges. For any e ∈ E denote by
t(e) the tail of e and by h(e) the head of e. A path π in Γ is a sequence of edges π = (e1, e2, . . . , ek) such that h(ei) = t(ei+1)
for i = 1, 2, . . . , k−1.We call t(e1) the tail of π and denote it by t(π) andwe call h(ek) the head of π and denote it by h(π).
Assume that V = Ni=0 Vi. We call N the height of the graph and we say that i is the level of v and write |v| = i if v ∈ Vi.
We call Γ a layered graph if |t(e)| = |h(e)| + 1 for any edge e ∈ E.
For any directed graph Γ = (V , E) there is a corresponding partially ordered set. The elements of the poset are the
vertices v ∈ V . We say that u > v if and only if there is a directed path from u to v. By abuse of notation, we denote
the poset by the same letter Γ . Therefore, we may talk about Möbius functions and (co)homologies of directed graphs by
considering them as posets.
Obviously, for a layered graph u covers v if and only if there is an edge going from u to v.
We say that vertices v, v′ of the same level i > 0 are connected by a down-up sequence if there exist vertices
v = v0, v1, v2, . . . , vk = v′ ∈ Vi and w1, w2, . . . , wk ∈ Vi−1 such that wj < vj−1, vj for j = 1, 2, . . . , k. According to
[12], the layered graph Γ is uniform if for any pair of edges e, e′ ∈ E with a common tail, t(e) = t(e′), their heads h(e), h(e′)
are connected by a down-up sequence v0, . . . , vk such that vi < t(e), i = 0, 1, . . . , k.
Let Γ = (V , E) be a layered graph with V = Ni=0 Vi and Vi = ∅ unless r ≤ i ≤ r + L − 1. Note that this implies that
ChL(Γ ) = ∅ and that if x = (x0, . . . , xL−1) is an (L− 1)-chain then xi ∈ Vr+i for 0 ≤ i ≤ L− 1.
For 0 ≤ l ≤ L− 1 set
g l(ChL−1(P)) = Ch(l)L−2(P)
and
g l(CL−1(P)) = C (l)L−2(P).
Let C (l),L−2(P) denote the set of all linear functions f : C (l)L−2(P)→ F . Now ChL−2(P) is the disjoint union of the Ch(l)L−2(P)
and so
C L−2(P) =
L−1
l=0
C (l),L−2(P)
where we extend f ∈ C (l),L−2(P) to a function on CL−2(P) by setting f (C (m)L−2(P)) = 0 form ≠ l.
1.3. Examples of layered graphs
Two families of layered graphs are particularly interesting.
Example 1.3.1. Let Γ = (V , E)where V =Ni=0 Vi is a layered graph. We say that Γ is a complete layered graph if for every
i, 1 ≤ i ≤ N , and every v ∈ Vi, w ∈ Vi−1 there is an edge from v to w. Clearly a complete layered graph is determined
up to isomorphism by the integers |VN |, . . . , |V1|, |V0|. Let mN , . . . ,m0 be positive integers. Denote by C[mN , . . . ,m0] the
complete layered graph with |Vi| = mi for 0 ≤ i ≤ N .
Proposition 1.3.2.
dimH i(C[mN , . . . ,m0]) = 0
if−1 ≤ i ≤ N − 1 and
dimHN(C[mN , . . . ,m0]) = (mN − 1)(mN−1 − 1) · · · (m0 − 1).
Proof. The result is clear if N = 0 or −1. Hence assume N > 1. We first show that the partially ordered set V is
lexicographically shellable (in the sense of Definition 2.2 of [1]). For each i, 0 ≤ i ≤ N choose x′i ∈ Vi. If e ∈ Ei, define
λ(e) = 1 if t(e) = x′i and λ(e) = N + 1 − i otherwise. Then if [x, y] is an interval of V with x ∈ Vi, y ∈ Vj we see that
x < x′i+1 < · · · < x′j−1 < y is the unique rising unrefinable chain from x to y, so this labeling is an R-labeling. Furthermore
if x ≺ z ≤ y and z ≠ x′i+1 we have λ(x, x′i+1) = 1 < N + 1 − i = λ(x, z). Thus this labeling is an L-labeling and so V is
lexicographically shellable. Then by Theorem 3.2 of [1] V is Cohen–Macaulay, giving the first statement.
Now
dim C i(C[mN , . . . ,m0]) = dim Ci(C[mN , . . . ,m0]) = |Chi(C[mN , . . . ,m0])| =

| J|=i+1,J⊆{0,...,N}

j∈J
mj.
Thus, by the first part of the proposition and the Euler–Poincaré principle,
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dimHN(C[mN , . . . ,m0]) = (−1)N
N
i=−1
(−1)i dimH i(C[mN , . . . ,m0])
= (−1)N
N
i=−1
(−1)i dim C i(C[mN , . . . ,m0])) = (−1)N
N
i=−1
(−1)i

| J|=i+1

j∈J
mj
=

J⊆{0,...,N}
(−1)N+1−| J|

j∈J
mj =
N
i=0
(mi − 1). 
Example 1.3.3. Let ΘN denote the Hasse graph of the (Boolean) lattice of all subsets of {1, . . . ,N}. Thus the vertices of ΘN
are the subsets of {1, . . . ,N}, the level of Y ⊆ {1, . . . ,N} is |Y |, and there is an edge for Y ⊆ {1, . . . ,N} to Z ⊆ {1, . . . ,N}
if and only if Y ⊇ Z and |Y | = |Z | + 1.
If Γ is any layered graph, a ∈ V (Γ ), and i ≤ |a|, define Γa,i to be the subgraph induced by the set of vertices
{w ∈ V (Γ )|a > w and |a| − |w| ≤ i− 1}.
If Γ has unique maximal vertex v denote Γv,i by Γi. Clearly (ΘN)a,i is isomorphic toΘ|a|,i.
We will need the following results about the order homology ofΘN later.
Proposition 1.3.4. If 2 ≤ i ≤ N and 1 ≤ j ≤ i− 3 then
H j(ΘN,i) = (0).
Proof. Note that any edge e in ΘN,i has tail S and head S \ {a} for some S ⊆ {1, . . . ,N} and some a ∈ S. Define λ(e) = a.
Then λ is an L-labeling in the sense of Definition 2.2 of [1] and so,ΘN,i is lexicographically shellable and hence (cf. [1])ΘN,i
is Cohen–Macaulay, giving the result. 
Proposition 1.3.5. If 2 ≤ i ≤ N we have
dim H i−2(ΘN,i) =

N − 1
i− 1

.
Proof. If A ⊆ {1, . . . ,N}, let Ac denote {1, . . . ,N} \ A. Let N[i − 1] denote the set of all ordered (i − 1)-tuples x =
(x0, . . . , xi−2) of distinct elements of {1, . . . ,N}. Note that Symi−1, the symmetric group on {0, . . . , i− 2}, acts on N[i− 1]
by permuting subscripts. For 1 ≤ l ≤ i− 2 let σl denote the transposition interchanging l− 1 and l.
If x = (x0, . . . , xi−2) ∈ N[i− 1] and 0 ≤ m ≤ i− 2 define
bm(x) = {1, . . . ,N} \ {xm, . . . , xi−2}
and
b(x) = (b0(x), . . . , bi−2(x)).
Then
b : N[i− 1] → Chi−2(ΘN,i)
is a bijection and {b(x)∗|x ∈ N[i− 1]} is a basis for C i−2(ΘN,i).
Since b and g l are both surjective, the composition
g lb : N[i− 1] → Ch(l)i−3(ΘN,i)
is surjective. Furthermore, if 1 ≤ l ≤ i− 2 and x, y ∈ N[i− 1]we see that
g lb(x) = g lb(y)
if and only if
y ∈ {x, σlx}.
Also, if x = (x0, . . . , xi−2), y = (y0, . . . , yi−2) ∈ N[i− 1], then
g0b(x) = g0b(y)
if and only if
(x1, . . . , xi−2) = (y1, . . . , yi−2).
Now
di−2(b(y)) =
i−2
l=0
(−1)lg lb(y)
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and so
∂ i−1((g lb(y))∗) = (−1)l

g lb(x)=g lb(y)
b(x)∗.
Hence, if 1 ≤ l ≤ i− 2,
∂ i−2(C (l),i−3(ΘN,i)) = span{b(x)∗ + b(σlx)∗|x ∈ N(i− 1)} ⊆ C i−2(ΘN,i).
Thus σl acts as the identity on ∂ i−2(C (l),i−3(ΘN,i)) so setting
Ξ =

σ∈Symi−1
(sgn σ)σ
we see that
Ξ∂ i−2(C (l),i−3(ΘN,i)) = (0)
for 1 ≤ l ≤ i− 2. Furthemore,
∂ i−2(C (0),i−3(ΘN,i−1)) = span
 
y0∈{x1,...,xi−2}c
b(y0, x1, . . . , xi−2)∗|x = (x0, . . . , xi−2) ∈ N[i− 1]
 .
Consequently, if x0 = 1, then
b(x)∗ +

1<y0∈{x1,...,xi−2}c
b(y0, x1, . . . , xi−2)∗ ∈ ∂ i−2(C i−3(ΘN,i)).
Thus if
D = span {b(x)∗|x ∈ N[i− 1], 1 < x0 < x1 < · · · < xi−2}
we have
C i−2(ΘN,i) = ∂ i−2(C i−3(ΘN,i))+ D.
Define a linear map
Ψ : C i−2(ΘN,i)→ C i−2(ΘN,i)
by
Ψ (b(x)∗) = b(x)∗ if 1 /∈ {x0, . . . , xi−2}
and
Ψ (b(x)∗) = −

yl∈{x0,...,xi−1}c
b(x0, . . . , xl−1, yl, xl+1, . . . , xi−2)∗ if xl = 1.
Then Ψ σ = σΨ for all σ ∈ Symi−1. Thus
ΞΨ (∂ i−2C (l),i−3(ΘN,i)) = (0)
for 1 ≤ l ≤ i− 2.
Now if x ∈ N[i − 1] and 1 /∈ {x0, . . . , xi−2} then Ψ ∂ i−2(g0b(x)∗) = Ψ (b(1, x1, . . . , xi−2)∗) +1<y0∈{x1,...,xci−2} b(y0,
x1, . . . , xi−2)∗ = 0. Also if 1 = xl with 1 ≤ l ≤ i− 2 we have
Ψ ∂ i−2((g0b(x))∗) = −

y≠z,y,z∈{x0,...,xi−2}c
b(y, x0, . . . , xl−1, z, xl+1, . . . , xi−2)∗.
Since this is invariant under the transposition that interchanges 0 and l, it is annihilated byΞ . Thus
ΞΨ ∂ i−2(C (0),i−3(ΘN,i)) = (0)
and so
ΞΨ ∂ i−2(C i−3(ΘN,i)) = (0).
Now Ψ acts as the identity on D andΞ is injective on D. Thus we have
C i−2(ΘN,i) = ∂ i−2(C i−3(ΘN,i))⊕ D.
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Since
dim D =

N − 1
i− 1

,
the proof of the proposition is complete. 
2. Algebras associated with layered graphs
2.1. The algebras A(Γ )
Following [7] we construct now an algebra A(Γ ) associated with a layered graph Γ . The algebra A(Γ ) is generated over
the field F by generators e ∈ E subject to the following relations. Let t be a formal parameter commuting with edges e ∈ E.
Any two paths π = (e1, e2, . . . , ek) and π ′ = (f1, f2, . . . , fk)with the same tail and head define the relation
(t − e1)(t − e2) . . . (t − ek) = (t − f1)(t − f2) . . . (t − fk). (3)
In fact, relation (3) is equivalent to k relations
e1 + e2 + · · · + ek = f1 + f2 + · · · + fk,
i<j
eiej =

i<j
fi fj,
. . .
e1e2 . . . ek = f1f2 . . . fk.
We call A(Γ ) the splitting algebra associated with graph Γ . The terminology is justified by the following considerations.
Assume that there are only one vertex ∗ of the minimal level 0 and only one vertex x of the maximal level N , and that for
any edge e there exists a path θ = (e1, e2, . . . , eN) containing e from x to ∗. Set
P(t) = (t − e1)(t − e2) . . . (t − eN).
Then P(t) is a polynomial over A(Γ ) and any path from the maximal to minimal vertex corresponds to a factorization of
P(t) into a product of linear factors.
2.2. Dual algebras for uniform layered graphs
Let Γ = (V , E) be a layered graph. We assume that the layered graph Γ has exactly one minimal vertex so that for any
vertex v ∈ Vi, i > 0 there is a path πv = (e1, e2, . . . , ei) from v to the minimal vertex. In this case the splitting algebra A(Γ )
is defined by a set of homogeneous relations of order 2 and higher.
It was proved in [12] that if the graph Γ is uniform then the splitting algebra A(Γ ) is quadratic, i.e. defined by relations
of order 2.
Recall that for a quadratic algebra A over a field F there is a notion of the dual quadratic algebra A!. To define A!, denote by
W the F-span of the generators of A and by R ⊂ W ⊗W the linear space of relations of A. Denote byW ∗ the dual space ofW
and by R⊥ the annihilator of R inW ∗ ⊗W ∗. The algebra A! is the quadratic algebra defined by generatorsW ∗ and relations
R⊥. It is well-known (see, for example, [10]) that an algebra A is Koszul if and only if its dual algebra A! is. In this case their
Hilbert series are connected by (1).
Assuming that a layered graph Γ is uniform one can describe the dual algebra A(Γ )! in terms of vertices and edges of the
graph (see [14]). We describe now a slightly different algebra B(Γ ).
There is a natural filtration on A(Γ ) defined by the ranking function | · |. The corresponding associated graded algebra is
also quadratic. Its dual algebra B(Γ ) can be described in the following way (see [2]). Set V+ = i>0 Vi. For any v ∈ V+ let
S(v) be the set of all verticesw ∈ V such that there is an edge going from v tow.
Theorem 2.2.1. The algebra B(Γ ) is generated by vertices v ∈ V+ subject to the relations:
(i) u · v = 0 if there is no edge going from u to v;
(ii) v ·

w∈S(v)
w = 0.
If the set of vertices V is finite, the algebra B(Γ ) is finite-dimensional. The algebras B(Γ ) were studied in [2]. According
to the general theory h(A(Γ )!, τ ) = h(B(Γ ), τ ), A(Γ ) is Koszul if and only if A(Γ )! is Koszul, and A(Γ )! is Koszul if and only
if B(Γ ) is Koszul. Therefore, if either A(Γ ) or B(Γ ) is Koszul we have h(B(Γ ), τ ) = h(A(Γ ),−τ)−1.
3. Hilbert series for B(Γ )
3.1. Main theorem
Theorem 3.1.1. Let Γ = (V , E) be a uniform layered graph with V =
N
i=0
Vi. Then
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h(B(Γ ), τ ) = 1+

a∈V ,|a|≥i≥1
dim (H i−2(Γa,i))τ i.
We begin the proof with some preliminary remarks. We will write V+ for the vector space with basis {v|v ∈ V+}. Write
v =

w∈S(v)
w.
By Theorem 2.2.1, B(Γ ) has presentation
B(Γ ) = T (V+)/(I + J)
where I is the ideal generated by
{vw|v,w ∈ V+, w /∈ S(v)}
and J is the ideal generated by
{vv|v ∈ V , 1 < |v|}.
Let v ∈ V+ and n ∈ Z. If we set T (V+)v,n equal to the span of all monomials a1 · · · an with a1 = v and a2, . . . , an ∈ V+,
then we see that
T (V+) = F +⊕v∈V+,1≤n≤|v|T (V+)v,n.
Since the generators of I and J are homogeneous with respect to this decomposition and T (V+)v,n ⊆ I for n > |v|, we see
that, setting
Iv,n = I ∩ T (V+)v,n
and
Jv,n = J ∩ T (V+)v,n
we have
B(Γ ) =

v∈V+,1≤n≤|v|
B(Γ )v,n
where
B(Γ )v,n = T (V+)v,n/(Iv,n + Jv,n).
3.2. Proof of the theorem
Theorem 3.1.1 will follow from:
Proposition 3.2.1. dim(B(Γ )v,n) = dim(Hn−2(Γv,n)).
Proof. If j ≥ 1, u ∈ Vj+2, w ∈ Vj define
uw =

y∈S(u),w∈S(y)
y.
Recall that, for 0 ≤ j ≤ n− 2, C (j)n−3(Γv,n) = g jCn−2(Γv,n) and that C (j),n−3(Γv,n) denotes the vector space of all functions
f : C (j)n−3(Γv,n)→ F .
Also write Ch(j)n−3(Γv,n) = g jChn−2(Γv,n).
Clearly
Chn−3(Γv,n) =
n−2
j=0
Ch(j)n−3(Γv,n)
and so
Cn−3(Γv,n) =
n−2
j=0
C (j),n−3(Γv,n)
where we extend f ∈ C (j),n−3(Γv,n) to Chn−3(Γv,n) by setting f (Ch(l)n−3(Γv,n)) = 0 for j ≠ l.
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Let X ⊆ T (V+)v,n denote the span of all monomials vbn−2 · · · b0 where (b0, . . . , bn−2) ∈ Chn−2(Γv,n). Also, let
X1 = span {vvbn−3 · · · b0|(b0, . . . , bn−3) ∈ Ch(n−2)n−3 (Γv,n)},
Xj = span {vbn−3 · · · bn−1−j(bn−1−jbn−2−j)bn−2−j · · · b0|(b0, . . . , bn−3) ∈ Ch(n−1−j)n−3 (Γv,n)}
if 2 ≤ j ≤ n− 2, and
Xn−1 = span {vbn−3 · · · b0b0|(b0, . . . , bn−3) ∈ Ch(0)n−3(Γv,n)}.
Then we have
X1, . . . , Xn−1 ⊆ X,
X ∩ Iv,n = (0),
X + Iv,n = T (V+)v,n
and
Jv,n + Iv,n = Iv,n +
n−1
j=1
Xj.
Therefore,
B(Γ )v,n = T (V+)v,n/(Iv,n + Jv,n)
∼= (X + Iv,n)/(Iv,n + Jv,n)
∼= (X + (Iv,n +
n−1
j=1
Xj))/(Iv,n +
n−1
j=1
Xj)
∼= X/(X ∩ (Iv,n +
n−1
j=1
Xj)) = X/

n−1
j=1
Xj

.
Define
ψ : Cn−2(Γv,n)→ T (V+)v,n
by
ψ : f →

(b0,...,bn−2)∈Chn−2(Γv,n)
f ((b0, . . . , bn−2))vbn−2 · · · b0.
Also, for 0 ≤ j ≤ n− 2, define
ψj : C (j),n−3(Γv,n)→ T (V+)v,n
by
ψj : f →

(b0,...,bn−2)∈Chn−2(Γv,n)
f (b0, . . . , bˆj, . . . , bn−2)vbn−2 · · · b0.
Thenψ is an isomorphism of Cn−2(Γv,n) onto X , and, for 0 ≤ j ≤ n−2,ψj is an isomorphism of C (j),n−3(Γv,n) onto Xn−1−j.
For f ∈ Cn−3(Γv,n)write f =n−2j=0 fj with fj ∈ C (j),n−3(Γv,n).
Observe that
ψ∂n−2f =
n−2
j=0
(−1)jψjfj.
For 0 ≤ j ≤ n− 2, define
C [j],n−3(Γv,n) =
j
l=0
C (l),n−3(Γv,n).
Note that
C [0],n−3(Γv,n) = C (0),n−3(Γv,n)
and so
C [0],n−3(Γv,n) ∩ ker∂n−2 = (0).
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Also note that
C [n−2],n−3(Γv,n) =
n−2
l=0
C (l),n−3(Γv,n) = Cn−3(Γv,n).
Then if f ∈ C [j],n−3(Γv,n) ∩ ker∂n−2 we have
0 =
j
l=0
(−1)lψlfl
and so
ψjfj =
j−1
l=0
(−1)l−j−1ψlfl ∈ Xn−1−j ∩ (Xn−j + · · · + Xn−1).
Furthermore, since each ψl is surjective, ψj maps C [j],n−3(Γv,n) onto Xn−1−j ∩ (Xn−j + · · · + Xn−1).
The kernel of the restriction of ψj to
C [j],n−3(Γv,n) ∩ ker∂n−2
is clearly
C [j−1],n−3(Γv,n) ∩ ker∂n−2.
Thus
dim(Xn−1−j ∩ (Xn−j + · · · + Xn−1)) = dim(C [j],n−3(Γv,n) ∩ ker∂n−2)− dim(C [j−1],n−3(Γv,n) ∩ ker∂n−2).
Now we have seen that
B(Γ )v,n ∼= X/

n−1
j=1
Xj

.
Since
dim

n−1
j=1
Xj

=
n−1
j=1
dim(Xj)−
n−2
j=1
dim(Xj ∩ (Xj+1 + · · · + Xn−1))
we have
dim(B(Γ )v,n) = dim(Cn−2(Γv,n))−
n−2
j=0
dim(C (j),n−3(Γv,n))
+ dim(C [0],n−3(Γv,n) ∩ ker∂n−2)− dim(C [n−2],n−3(Γv,n) ∩ ker∂n−2)
= dim(Cn−2(Γv,n))− dim(Cn−3(Γv,n))+ dim(ker∂n−2)
= dim(Cn−2(Γv,n))− dim(∂n−2(Cn−3(Γv,n))).
Since ∂n−1 = 0 this shows that
dim(B(Γ )v,n) = dim(Hn−2(Γv,n)),
proving the proposition.
We may give an explicit description of the coefficients of τ i in the Hilbert series of B(Γ ) for 0 ≤ i ≤ 3. For x ∈ i≥3 Vi
write E(x, 3) for the number of edges in the graph Γx,3 and V(x, 3) for the number of vertices in the graph Γx,3. 
Corollary 3.2.2.
h(B(Γ ), τ ) ≡ 1+ |V+|τ +

n
i=2
|Ei| −
n
i=2
|Vi|

τ 2 +

|x|≥3
(E(x, 3)− V(x, 3)+ 1)τ 3 mod (τ 4).
Proof. For any vertex a and any vertex b of Γa,1 we have a > b and |a| − |b| ≤ 0. Thus the set of vertices of Γa,1 is empty
and so we have dimH−1(Γa,1) = 1 for all a ∈ V+. Since Γa,2 is the graph induced by S(a)we have dimH0(Γa,2) = |S(a)|−1
for any a ∈ V+. Nowa∈Vj |S(a)| = |Ej| and so
a∈V ,|a|≥2
dim (H0(Γa,2)) =
n
i=2
|Ei| −
n
i=2
|Vi|.
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Let x ∈ Vi, i ≥ 3, u be a vertex of Γx,3 of level i− 1 and v be a vertex of Γx,3 of level i− 2. Consider (u)∗ and (v)∗ ∈ C0(Γx,3).
We have ∂1(u)∗ =w∈S(u)(w, u)∗ and ∂1(v∗) = −w∈S(x),v∈S(w)(v,w)∗. Now consider the 0-chain Y =y∈V1∪V2 ay(y)∗.
The coefficient of (v, u)∗ in ∂1Y is 0 unless there is an edge from u to v and, if there is such an edge e, it is −at(e) + ah(e).
Thus Y ∈ ker ∂1 if and only if ay is constant on each connected component of Γx,3. Since Γ is uniform, Γx,3 is connected. It
follows that dimH1(Γx,3) = dim C1(Γx,3)− dim C0(Γx,3)+ 1 = E(x, 3)− V(x, 3)+ 1. 
4. A(Γ ) and numerical Koszulity
4.1. Hilbert series of A(Γ )
Theorem 4.1.1. Let Γ = (V , E) be a uniform layered graph with V =Ni=0 Vi. Then:
h(A(Γ ), τ )−1 = 1−

a∈V ,|a|≥i,0≤s≤i−1
(−1)s dim(Hs−1(Γa,i))τ i.
Proof. We will use a result from [15]. In Lemma 1.3 of that paper we show that if Γ is a uniform layered graph and if, for
integers g, h, we define
sg,h =

v1>···>vl>∗,|v1|=g,|vl|=h
(−1)l,
then
h(A(Γ ), τ )−1 = 1+

i≥1
 
g,h∈Z,g≥i≥g−h+1
sg,h

τ i.
Now, for a fixed i, and for a ∈ V with |a| = g , the chain
a = v1 > · · · > vl > ∗
with |vl| = h and |v1| − |vl| ≤ i− 1 occurs in the index set for the sum defining sg,h if and only if (vl, . . . , v2) ∈ Chl−2(Γa,i).
Thus 
g≥i≥g−h+1
sg,h =

|a|=g≥i
i
l=1
(−1)l|Chl−2(Γa,i)|
=

|a|=g≥i
i
l=1
(−1)l dim C l−2(Γa,i).
Applying the Euler–Poincaré principle and setting s = l− 1 we obtain
−

|a|=g≥i
i−1
s=0
(−1)s dim Hs−1(Γa,i),
proving the result. 
4.2. Numerical Koszulity
A version of the following theorem was announced in [11].
Theorem 4.2.1. Let Γ = (V , E) be a uniform layered graph with V = Ni=0 Vi. Assume that all minimal vertices of Γ are
contained in V0. Then A(Γ ) is numerically Koszul if and only if
0 =

a∈V ,|a|≥i,0≤s≤i−2
(−1)s dim(Hs−1(Γa,i))
for all i, 3 ≤ i ≤ N.
Proof. We see from Theorems 3.1.1 and 4.1.1 that A(Γ ) is numerically Koszul if and only if
0 =

i≥1

a∈V ,|a|≥i,0≤s≤i−2
(−1)s dim(Hs−1(Γa,i))τ i.
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Now the sum giving the coefficient of τ is empty. The sum giving the coefficient of τ 2 is
a∈V ,|a|≥2
dim(H−1(Γa,2)).
Since Γa,2 is the graph induced by the nonempty set of vertices S(a), dim(H−1(Γa,2)) = 0. Thus the coefficients of τ and τ 2
are always 0 so we have the result. 
5. Examples
5.1. Complete layered graphs and Boolean graphs
We begin with two corollaries using the results of Section 1.3.
Example 5.1.1. The algebras A(C[mN , . . . ,m1, 1]) and B(C[mN , . . . ,m1, 1]) are numerically Koszul and
h(B(C[mn, . . . ,m1, 1]), τ ) = 1+
N
k=1
N
l=k
ml(ml−1 − 1) · · · (ml−k+1 − 1)τ k.
Proof. Note that if a is a vertex of C[mN , . . . ,m1, 1] of level j, then
C[mN , . . . ,m1, 1]a,i ∼= C[mj−1, . . . ,mj−i+1].
Then Proposition 1.3.2 and Theorems 3.1.1 and 4.1.1 give the result.
In fact, the algebras A(C[mN , . . . ,m1, 1]) and B(C[mN , . . . ,m1, 1]) are known to be Koszul [15] and the Hilbert series
were computed in [13]. 
Example 5.1.2. The algebras A(ΘN) and B(ΘN) are numerically Koszul and
h(B(ΘN), τ ) = 1+
N
i=1
N
k=i

N
k

N − 1
i− 1

τ i.
Proof. This follows from Theorems 3.1.1 and 4.1.1 together with the computations of Propositions 1.3.4 and 1.3.5.
In fact, the algebras A(ΘN) and B(ΘN) are known to be Koszul [15] and the Hilbert series were computed in [3] and
[17]. 
5.2. Algebras with prescribed Hilbert series
Wemay use the results of this section to determine the Hilbert series of B(Γ ) for graphs Γ = (V , E)where V =3i=0 Vi.
Example 5.2.1. Let Γ = (V , E) be a uniform layered graph with all minimal vertices contained in V0. If V = 3i=0 Vi, and
V3 = {a} and a > b for any b ∈ V2, then A(Γ ) and B(Γ ) are Koszul and
h(B(Γ ), τ ) = 1+ |V+|τ + (|E2| − 1)τ 2 + (|E2| − |V1| − |V2| + 1)τ 3.
Proof. Since Γa,3 ≠ ∅,H−1(Γa,3) = 0. Then by Theorem 4.2.1, B(Γ ) is numerically Koszul if and only if H0(Γa,3) = (0).
Now dim ∂0(C−1(Γa,3)) = 1 and, by the argument of the proof of Corollary 3.2.2, dim ker(∂1(C0(Γa,3))) = 1. Thus
H0(Γa,3) = (0) and B(Γ ) is numerically Koszul. By [15], since V = 3i=0 Vi, the numerical Koszulity of B(Γ ) implies
Koszulity. The expression for the Hilbert series follows from Corollary 3.2.2. 
Example 5.2.2. Let Γ be a graph satisfying the conditions of Example 5.2.1. Set r = |V+| and s = |E2| − 1. Then r ≥ 3,
r − 3 ≤ s ≤ −1+ (r − 1)2/4 and the Hilbert series of B(Γ ) is
h(B(Γ ), τ ) = 1+ rτ + sτ 2 + (s− r + 3)τ 3.
Conversely, if r, s ∈ Z satisfy the above conditions, then there is a graph satisfying the conditions of Example 5.2.1 with
r = |V+| and s = |E2| − 1.
Proof. Since V1, V2, V3 ≠ ∅we have r ≥ 3. Since Γ is uniform, Γa,3 must be connected and hence has at least |V1|+ |V2|−1
edges. Of course, Γa,3 can have at most |V1||V2| edges. Thus s = |E2| − 1 ≥ |V1| + |V2| − 2 ≥ |V+| − 3 = r − 3. Also
s+1 ≤ |V1|(r−1−|V1|). Since themaximum value of x(r−1− x) is (r−1)2/4we have the remaining inequality. To prove
the existence of such a graph, let Γ ′ = (V ′, E ′) where V ′3 = {a}, V ′2 = {b1, . . . , b[(r−1)/2]}, V ′1 = c1, . . . , cr−1−[(r−1)/2]} and
where there are edges from a to every bi, from b1 to every ci, and from every bi to c1. Then the graph Γ ′a,3 is connected, so it
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Fig. 1. Cassidy–Shelton graph.
satisfies the required conditions with s = r − 3. By adding additional edges connecting vertices in V1 and V2 we may attain
examples with t edges where r − 3 ≤ t ≤ (r − 1)2/4 if r is odd and r − 3 ≤ t ≤ r(r − 2)/4 if r is even. 
Example 5.2.3. Let r ≥ 9. Then there is a uniform layered graph Γ = (V , E)with V =3i=0 Vi, V0 = {∗}, and |V3| = 1 such
that A(Γ ) is a Koszul algebra with Hilbert series
(1− rτ + rτ 2 − τ 3)−1.
Proof. For example, let
V3 = {a},
V2 = {b1, b2, e1, e2, . . . , er−7},
V1 = {c1, c2, d1, d2},
E3 = {(a, b1), (a, b2)},
E2 = {(bi, cj), (ei, cj), (ei, dj) | i, j = 1, 2} ∪ {(ei, dj) | 3 ≤ i ≤ r − 7, j = 1, 2},
E1 = {(y, ∗) | y ∈ V1}
and apply Corollary 3.2.2. 
5.3. Algebras which are not numerically Koszul
Example 5.3.1. Fig. 1 shows a uniform layered graph Γ = (V , E) (due to Cassidy and Shelton) with V = 4i=0 Vi such that
A(Γ ) is not Koszul and, in fact, is not numerically Koszul. This example may be described as follows:
V4 = {a}, V3 = {b1, b2, b3}, V2 = {c1, c2, c3}, V1 = {d1, d2, d3}, V0 = {∗};
E4 = {(a, bi)|i = 1, 2, 3}, E3 = {(bi, cj)|i ≠ j}, E2 = {(ci, dj)|i ≠ j}, E1 = {(di, ∗)|i = 1, 2, 3}.
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Proof. We observe that
dimH−1(Γa,4)− dimH0(Γa,4)+ dimH1(Γa,4)
= dim C−1(Γa,4)− dim C0(Γa,4)+ dim C1(Γa,4)− dim C2(Γa,4)+ dimH2(Γa,4)
≥ dim C−1(Γa,4)− dim C0(Γa,4)+ dim C1(Γa,4)− dim C2(Γa,4)
= 1− 9+ 21− 12 = 1
so Theorem 4.2.1 shows that B(Γ ) is not numerically Koszul. A similar calculation shows that the graph obtained from the
Cassidy–Shelton example by deleting the edge (b3, c2) also fails to be numerically Koszul. 
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