Abstract-We propose a class of codes which combine the principles of turbo coding and space-time trellis codes. It is first shown that several classes of space-time codes have an equivalent recursive realization. This fact is then exploited to design serial concatenated coding schemes with an outer code, interleaver, and an inner recursive space-time encoder. Two solutions are proposed in this paper-The use of convolutional outer codes aimed mainly to improve the power efficiency and the use of very high-rate outer codes to obtain significant improvement in power efficiency with a marginal decrease in spectral efficiency. We show that single parity check based turbo product codes are a good candidate for very high-rate outer codes. Finally, we propose an automatic repeat request scheme based on recursive realizations of space-time codes and show that the proposed scheme provides significant reduction in frame error rate.
I. INTRODUCTION
S PACE-TIME codes [1] - [3] have recently found an increased interest in the research community. Block-based and trellis-based transmit diversity schemes guarantee to achieve full spatial diversity on fading channels. However, space-time block codes do not provide any coding gain. The trellis-based and block-based codes cannot take full advantage of time diversity if it is available, such as in a time varying channel. Some concatenation schemes using space-time codes have also been proposed [1] , [4] - [6] . In [1] , a serial concatenation of a space-time trellis code with a Reed-Solomon outer code was proposed to exploit spatial and temporal variations and was termed as smart-greedy codes. Due to the concatenation with an outer code, there is a loss in the data rate and the concatenated codes considered in [1] achieve a spectral efficiency of less that b/s/Hz when a -ary modulation scheme is used.
In [4] , a concatenation of turbo-trellis coded modulation (TCM) with a space-time block code has been proposed. The idea here is that the space-time block code provides the spatial diversity and the outer turbo-trellis coded modulation (TTCM) provides the coding gain. This scheme, however, has a rather high complexity due to the TTCM outer code. In [6] , similar ideas with a less complex outer code (typically a four-state, rate-1/2 convolutional code) have been analyzed over quasi-static fading channels. Some schemes use strong binary codes, map bits to symbols using an arbitrary mapping and transmit these symbols over multiple antennas [5] . Such schemes, due to the strong outer codes, give a reasonably good performance. However, these schemes cannot guarantee any spatial diversity gains. Parallel concatenated space-time codes based on punctured turbo TCM have also been proposed by Liu and Fitz [7] . In [8] , Lin and Blum proposed the serial concatenation of an outer space-time code with a rate-1 differential encoder as the inner code on each transmit antenna separately.
In this paper, we propose and analyze a class of codes which are a concatenation of an outer binary code with an inner recursive space-time code such as considered in [9] . These codes can be decoded using an iterative (turbo) decoding procedure and, hence, we call this family of concatenated codes as turbo space-time codes (TSTC). Such codes are aimed to take advantage of the time diversity offered by the fading channel in addition to the spatial diversity available due to the use of multiple transmit antennas. The difference between the proposed codes and [8] is that in the proposed codes, the inner code is not a differential encoder used separately on the transmit antennas but is a space-time code realized in a recursive form. Two solutions are proposed in this paper-codes to primarily improve power efficiency where the outer code is of fairly low rate and codes to improve power efficiency with minimal loss in spectral efficiency (when the outer code is of very high rate). We show that several classes of space-time codes have equivalent recursive realizations. By concatenating the space-time code (realized in recursive form) with an outer code and employing iterative decoding and demodulation, significant interleaving gains may be achieved. Since the inner code is still essentially a space-time code, the overall code delivers the promised spatial diversity even when the channel is quasi-static. In this paper, we study the performance of this class of codes both through analysis and simulations and show that these codes are an excellent choice under a variety of channel conditions. Analysis of serial concatenated space-time codes such as what are considered here has recently appeared in [10] . The analysis in this paper and in [10] are similar since they are both based on deriving the union bound for SCCC over the ensemble of all interleavers. This paper also provides more specific results when the inner code is a differential encoder based space-time code. In addition to the above results, in this paper, we show that single parity check based turbo codes are a good candidate for high-rate outer codes and also propose an automatic repeat request (ARQ) scheme based on parallel concatenated recursive space-time codes. We show that the proposed ARQ scheme outperforms joint Viterbi decoding of the received frames.
The rest of the paper is organized as follows. Section II describes the system model, encoder, and decoder structures and the types of channels considered. Section III discusses the recursive realization of space-time trellis codes. In Section IV, we analyze a simple code belonging to the class of TSTC in terms of the union bound on the word error rate and show that these codes are capable of an interleaving gain. In Section V, we provide simulation results for convolutional codes based TSTCs and turbo-product codes. In Section VI, we describe the parallel concatenation structure and the ARQ scheme. The next section discusses the simulation results for the ARQ scheme. Finally, we conclude with a summary in Section VIII.
II. SYSTEM MODEL
We consider the transmission of data in frames of length . A block of data is encoded using a rate outer code, interleaved, and then encoded using a space-time inner code (Fig. 1 ). In the next section, we will show that many space-time trellis encoders can be realized using recursive encoders. The output of the space-time encoder at every epoch is a group of -ary symbols which are transmitted using transmit antennas thereby making the overall spectral efficiency b/s/Hz. At the receiver, each of the antennas receive a noisy super-position of the transmitted signals. Specifically, the signal received by the th antenna is given by (1) where is the signal transmitted from the th antenna, is the channel gain from the th transmit antenna to the th receive antenna and is an additive white Gaussian noise (AWGN) process. The channel gains and the noise process are normalized to unit power so that is the average signal-to-noise ratio (SNR) per receive antenna, independent of the number of transmit antennas. All the results in this paper, with the exception of Fig. 8 , are for two transmit antennas and one receive antenna ( and ). We use an iterative procedure [11] , [12] for decoding. First, the log-likelihood ratios (LLRs) of the bits generated by the recursive space-time encoder are computed. A general procedure for this computation from complex received signals is described in [5] . These LLRs are then fed to the inner decoder. The space-time code, being a trellis-based code, can be decoded using the MAP decoding rule [12] - [14] . Extrinsic information is then passed to the outer decoder. For the outer codes considered in this paper, computationally efficient soft output decoding algorithms exist. The outer decoder then processes the extrinsic information of the inner decoder (which is the a priori information for this outer decoder) to generate extrinsic information about both the information bits and the coded bits. This serves as the a priori information for the inner decoder for the next iteration.
In the case of parallel concatenation, a block of symbols and its (symbol) interleaved version are encoded using identical recursive space-time codes. The outputs of these codes are transmitted at two successive time instants. The overall rate of this code is 1/2. The decoding procedure is similar to that described above. In this case, since we use a symbol interleaver, all operations are on symbol likelihoods.
We consider three different types of channels-the quasistatic channel, the block-fading channel, and the independent fading channel. The quasi-static channel is such that the channel gains remain constant over the entire duration of a codeword, but change independently from one frame to another. For the block-fading case, the channel gains are constant over blocks of symbols and then change independently from one block to another. A frame of transmitted symbols has more than one such independent fade blocks. The independent fading channel changes from one symbol to another. In all cases, for any particular channel realization, the samples of are complex, zero-mean, Gaussian distributed random variables with a variance of 1/2 in each dimension. Further, throughout this paper, we assume knowledge of perfect channel state information at the receiver (perfect CSIR).
III. RECURSIVE REALIZATION OF SPACE-TIME TRELLIS CODES
Space-time trellis codes can be represented using a linear shift register (LSR) followed by a signal mapper or directly in terms of a trellis diagram which shows the output signals along each branch in the trellis. We refer to the former case as LSR based space-time trellis codes. For LSR based space-time trellis codes, the concept of a recursive realization is well understood. In order to include the non-LSR based space-time trellis codes, we define recursive realization as follows.
Definition 1 (Recursive Space-Time Trellis Codes): A space-time trellis code is said to be recursive if the minimum Hamming distance between two input words (sequences) that produces a finite length error event is two.
For the case of LSR based codes, this means that feedback shift registers are used in the encoder. For any space-time trellis code (including non-LSR space-time codes), following two conditions on the structure of the trellis are sufficient for the code to be recursive.
1) All transitions originating from a particular state are caused by different inputs. 2) All transitions terminating at a particular state are caused by different inputs.
These conditions ensure that any finite length error event includes at least two transitions where the input symbols are different. The first condition is always true; otherwise the code is not uniquely decodable. In most cases, the second condition is easy to satisfy by a suitable relabeling of the mapping from inputs to outputs.
In the following discussion, we first show how a LSR based space-time trellis code may be realized in a recursive fashion. Then, we show an example of how relabeling the trellis can make it recursive.
A. LSR Based Space-Time Trellis Codes
A space-time trellis encoder takes in an -ary ( ) symbol and outputs a set of -ary symbols. For the class of LSR based codes, this can also be viewed as an binary convolutional encoder followed by a memory-less mapper that maps the bits to -ary symbols. Given this perspective, we can show that all space-time trellis codes based on LSRs can be realized using recursive encoders. This includes the space-time trellis codes proposed by Baro [15] and El Gamal [16] , etc.
Let be the symbol input to the space-time trellis encoder at time which can be demultiplexed into a set of bits:
. At each time instant this group of bits selects one of the possible branch transitions. The outputs along the selected transition are transmitted using antennas. The encoder is equivalent to separate binary rate-1 encoders followed by a memoryless mapper. The output of the th encoder at time is a -tuple denoted by . The transform of for can be expressed in matrix form as (2) where
where is the generator polynomial linking the th input stream to the th output stream for the th transmit antenna. Let the degree of be denoted by and let . Clearly,
, where the states in the trellis diagram of the space-time code denote the content of the shift registers. Let denote the overall generator matrix which is the concatenation of the individual . Now, consider a generator matrix obtained by dividing the th row of by any polynomial . Then, the new generator matrix represents a recursive encoder for generating the same set of codewords as that of the original space-time code. It is easy to see that if the input generates a codeword with the generator matrix , then the input sequence generates the same codeword using the recursive encoder with generator matrix . If the degree of is chosen to be less than corresponding to every , then the resulting encoder has exactly the same number of states as that of the nonrecursive encoder and, hence, there is no increase in decoding complexity. For this recursive encoder a weight one input sequence generates an infinite weight output sequence and every finite output weight error event corresponds to an input weight of at least two. In general, the recursive codes generated thus are not systematic. Since it is the recursive nature of the encoders that is important in a concatenated scheme, we do not bother about the nonsystematic nature of these realizations.
These ideas are explained more clearly using the following two examples. First, consider the four-state, 4-PSK space-time 1 code employed by a two-antenna transmitter as described in [1] and shown in Fig. 2 . It may be represented by the following transfer function matrix:
The transfer function matrix of the recursive form (Fig. 2 ) of this code is given by Both these codes produce exactly the same set of codewords, though the input producing a particular codeword may be different. Similarly, a simple binary phase-shift keying (BPSK) based two-antenna delay diversity scheme [17] (Fig. 3) has the following nonrecursive and recursive generator matrices: Several known space-time codes are LSR based and hence their recursive versions are easy to find.
B. Trellis Relabeling for Non-LSR-Based Space-Time Codes
Some space-time codes such as those in [1] are directly specified in terms of the trellis. That is, the output symbols to be transmitted along each branch in the trellis specify the code, without specifying a particular encoder structure. We refer to these as non-LSR-based space-time codes. In some cases, it is possible to obtain an equivalent LSR-based structure for a non-LSR-based space-time code. However, the technique we discuss here is more general and encompasses such codes as well. Recall that for a given trellis, we wish to redefine the mapping from the input symbols to the set of output symbols such that the resulting code is recursive. As an example, consider the eight-state, 4-PSK space-time code of [1] . In reference [1] , the mapping from the input to the trellis transition has not been defined explicitly. Fig. 4 shows both the nonrecursive and recursive representations of this code. It should also be noted that there may exist more than one recursive versions of a given code. In this paper, we do not consider the effect of this choice on the performance of the proposed system.
IV. PERFORMANCE ANALYSIS
In this section, we derive the union bound on the codeword error probability for a simple code belonging to the class of serial TSTC. The code consists of a concatenation of an outer convolutional code and an inner space-time code which is a recursive delay-diversity scheme and the modulation is BPSK. Further, two transmit antennas and one receive antenna are considered. The recursive delay diversity scheme is nothing but a differential encoder followed by a delay diversity scheme as shown in Fig. 3 . Let denote the overall concatenated code, i.e., the set of all possible codewords at the output of the differential encoder (sequence in Fig. 3) .
A. Quasi-Static Fading
We start with the pairwise error probability between two codewords and for a quasi-static fading channel for any space-time code given by [1, eq. (10) For the case of a delay-diversity code, as is what is of interest here, it is easy to see that the rows of are linearly independent and, hence, the matrix has rank , thus guaranteeing full diversity. For the particular case of , , and BPSK, the product of the determinant of the eigenvalues can be reduced to certain parameters of the codewords as shown in [18] and explained below. For BPSK modulation, the Hermitian is just the transpose. The elements of and are either or . Let be the binary codeword to be transmitted over the th antenna if the codeword is being transmitted. Further, since the inner code is a linear code, we can assume that the binary transmit codeword is the all zeros codeword, i.e., , . We define the following quantities:
where refers to the Hamming weight of and is the modulo two sum operator. Thus, we may write the matrices shown at the bottom of the page. The product of the eigenvalues of the matrix For the case of delay diversity, since (that is, the sequence transmitted from one antenna is a timeshifted version of the other for all codewords), . The union bound on the probability of word error is given by (5) which can be expressed as (6) Since each codeword is a serially concatenated codeword it corresponds to an outer codeword, say of Hamming weight . Then, the union bound can be reexpressed as (7) Now, we will show that for the particular case of a recursive delay diversity inner code, is directly related to . The differential encoder has a transfer function (8) where the powers of , , and denote the input weight, output weight and length of the error event. It is clear that every error event for the inner code corresponds to an input weight of two. That is, an outer codeword of weight produces exactly error events if is even and an infinite output weight if is odd. Since the blocks are terminated, we can assume that the number of error events is . It can also be seen from (8) that the output weight of an error event is the same as the length. That is, all error events are of the form . Since each codeword can be thought of as the concatenation of one or more error events (since the code is linear), it follows that and have the form
where there are exactly concatenations of strings of 1s. The second equality follows since . Recalling that is the Hamming distance between the coded streams transmitted from the two antennas, it follows that . Here, we have excluded those codewords which are concatenations of error events such that one error event begins at the next time instant another error event ends. In that case, both error events together would appear to be a longer error event. A simple counting exercise will show that the probability of such error events occurring decreases with increasing and tends to zero for large and, hence, can be ignored. Therefore, the union bound can be rewritten as (11) where is the number of codewords with outer code weight and overall codeword weight . For a serially concatenated code with a uniform interleaver, is given by (12) where is the number of codewords of the outer code with weight and is the number codewords of the inner code (differential encoder) with weight corresponding to an input of weight . Using the result in [11] this can be expressed as (13) where is the number of codewords of the outer code with weight corresponding to exactly concatenations of error events and is the number of codewords of the inner code with input weight , output weight and concatenations of error events. This when substituted in (11) yields (14) Following the derivations in [11] , we consider the maximum exponent of the codeword length . For a nonrecursive code, , and so the exponent of is always positive. Since for a recursive code and for any code, the maximum exponent of is negative only if . This key result can be summarized as follows. If the inner code is a recursive delay diversity scheme with BPSK modulation and the outer code has a minimum distance , the concatenation scheme is guaranteed to achieve full diversity and the union bound on the probability of word error decreases exponentially in the length . Though we have not derived a closed form expression for the union bound when other recursive space-time codes are used or a higher modulation format is used, the proof above provides an indication of the expected results.
B. Independent Fading
When fading is rapid that two adjacent transmitted bits experience independent fading, then the pairwise error probability is given by [1, eq. (17)] (15) where denotes the set of time instants where the code matrices and differ. For linear codes, we can choose to be the all-zeros codeword. For BPSK constellations for the starting and ending time periods of each error event and for all time instants in between. To get an upper bound we simply consider for all . Also, the cardinality of the set in this case is bounded below by and bounded above by . Therefore, the pairwise error probability can be expressed as (16) Therefore, the union bound on the probability of error can be shown to be (17) (18) (19) We see that the diversity order is , where is the minimum distance of the overall code. The interleaving gain assures us that the number of codewords at a given distance [and hence a diversity order ] decreases exponentially in if the inner code is recursive and . Equivalently, if a particular interleaver is chosen, the probability of obtaining a large diversity order will be high. In [19] , Kahale and Urbanke have shown that the minimum distance of a serially concatenated code with a recursive inner code increases with the length by the factor (20) Therefore, as increases we can conclude that the diversity order also increases at the same rate, namely , resulting in significant improvement in performance. It should be noted here that increasing does not increase the decoding complexity per decoded bit and, hence, diversity advantage results at the expense of latency.
Similar to the case of quasi-static fading, we have shown that in independent fading, the concatenated scheme with a recursive delay diversity as the inner code, an outer code with a large minimum distance and BPSK as the modulation format, it is possible to obtain asymptotically good performance. Since quasistatic and independent fading represents two extreme cases of block fading, these codes can be expected to perform well on the general block-fading channel also.
The above results are useful when a ML decoder is used and the performance with an actual iterative decoder is quite hard to characterize mathematically. Therefore, we study the performance through simulations in the following sections.
V. SIMULATION RESULTS OF SERIAL CONCATENATION SCHEME
For simulations, we use the recursive form of the four-state code (Fig. 2) and the eight-state code (Fig. 4) with quadrature phase-shift keying (QPSK) modulation, as the inner code. An S-random interleaver [20] is used to interleave the bits between the outer and the inner code. Before transmission, the symbols to be transmitted on a particular antenna are interleaved using a block interleaver. Three different types of channel models have been studied. Namely, the quasi-static channel, the independent fading channel, and the block-fading channel. In order to demonstrate that it is the recursive nature of these codes that provides the interleaving gains, results for the nonrecursive version of the four-state code are also included.
A. Convolutional Outer Code
We study the performance of the proposed scheme with a two-state ( ) and a four-state ( ), rate-1/2 convolutional codes as outer codes. Since the rate of the outer code is 1/2, this setup achieves a spectral efficiency of 1 b/s/Hz with QPSK modulation. All simulation setups have two transmit antennas, one receive antenna, QPSK modulation, and transmission block length of 1024 symbols. Fig. 5 shows the performance of the proposed scheme over a quasi-static fading channel. Seven iterations were used in the decoder. The recursive inner code performs about 4 dB better than the nonrecursive scheme. No significant improvement was observed by using a more complex outer code or a more complex inner code. Fig. 6 shows the performance over the independently fading channel. Ten turbo iterations are needed to realize all the gains. It is observed that for the two-state "weaker" outer code, the performance improves by having a stronger inner code. On the other hand, the performance of the four-state outer code degrades when a stronger inner code is used. This is due to the nature of the iterative decoding algorithm rather than the code structure.
In Fig. 7 , we demonstrate the performance over the blockfading channel. Seven turbo iterations are used. While the recursive code has about a 4-dB gain over the nonrecursive code, the performance of the iterative decoder is between the quasi-static fading performance and the independent fading performance. When the four-state outer code is used, a weaker inner code performs better at low SNR whereas a stronger inner code performs better at high-SNR. Again, this is an artifact of the iterative decoding algorithm. Another advantage of the proposed class of codes is that it is easily extendible to more than two transmit antennas. We demonstrate this for three transmit antennas by considering three concatenated schemes based on delay diversity scheme. In all three cases, the outer code is a two-state convolutional code with generator polynomial . The inner codes for the three cases are-delay diversity scheme (nonrecursive), delay diversity with recursive realization with feedback polynomial and delay diversity with recursive realization with feedback polynomial , respectively. The performance of these concatenation schemes for QPSK modulation and data frame size of 1024 bits, over independently fading channel is shown in Fig. 8 . It is easily seen that the recursive delay diversity schemes are able to achieve greater diversity benefit (steeper slope) than their nonrecursive counterpart. Among the two recursive realizations, the does slightly better (about 0.5 dB) better. Note that for the three-transmit antenna case, it is not possible to obtain simple orthogonal codes such as the Alamouti's scheme [3] and, therefore, it is not possible to concatenate a simple orthogonal block code with a more complex outer code, for example as in [4] , to obtain good performance.
B. Single Parity Check Turbo Product Outer Code
In this section, we consider the concatenation of recursive space-time codes with a very high-rate outer code (say 0.9 or higher). The objective is to get improved power efficiency with minimal sacrifice in data rate. From Section IV, we can see that in order to get an interleaving gain, the minimum distance of the outer code in a concatenation scheme should be at least three. Since the decoder is an iterative decoder, we need to find codes which have for very high rates (0.9 or higher) and that are easily decodable. One approach is to puncture convolutional codes to rates around 0.9. However, obtaining with such high-puncturing rates would require the constraint length to be very high. This, in turn, will result in an exponential increase in the decoding complexity.
As an alternative, we propose to use two-dimensional (2-D) product codes where each of the dimensions is a single parity check code. Hence, the overall rate is . In general, the input stream can be divided into several such blocks of length to obtain a higher interleaving gain while maintaining the same rate. We consider an example with and concatenation of two such blocks. Hence, the length of the product code is 2048 bits. A spectral efficiency of 0.94 b/s/Hz is achieved with BPSK or 1.88 b/s/Hz with 4-PSK assuming independent coding on the I and Q channels. This is a very small reduction in data rate. The motivation for the choice of single parity check based product codes are that 1) for any rate the minimum distance of these codes is four [21] and, hence, we expect an interleaving gain and 2) they can be soft decoded using a belief propagation algorithm with very little decoding complexity since each of the dimensions in this code is a single parity check. Here, each iteration of the decoder consists of three iterations within the product code. This is sufficient since the outer code is 2-D [21] . Figs. 9-11 compare this scheme with the 16-state and 32-state 4-PSK based space-time trellis codes from [1] which achieve a spectral efficiency of 2 b/s/Hz. Although we are comparing two codes with marginally different spectral efficiencies, the main point is that for a small sacrifice in spectral efficiency (9% here, for QPSK), significant improvement in power efficiency can be achieved with the proposed scheme. Further, it should be noted that the decoding complexity of the proposed scheme is lesser than that for Viterbi decoding of the 32-state 4-PSK codes. The Alamouti scheme does not perform well in comparison to these higher complexity trellis codes and so we omit plotting its performance.
In the case of quasi-static fading, the proposed scheme performs better than the 8-state and 32-state codes by about 2.5 and 2 dB, respectively. For a block-fading channel with four fading blocks per frame, at a frame error rate of 0.1, the proposed scheme outperforms the 16-state code by about 3 dB after seven iterations. In Fig. 11 , the performance is compared over independent fading channels. The concatenated scheme achieves more diversity than the 32-state code after five iterations and the gain is between 2 dB (four-state inner code) to 3 dB at a frame error rate of 0.1. It is clear from the slope that even higher gains will be achievable at lower FERs.
VI. ARQ SCHEME USING A RECURSIVE SPACE-TIME TRELLIS CODES
Data transmission systems will most likely use retransmission schemes (ARQ) to reduce the frame error rate and, hence, it is important to design efficient ARQ schemes for use with space-time codes. Recursive realizations of space-time encoders provide a convenient way to design ARQ schemes based on the turbo coding principle. In the proposed ARQ scheme, the first transmission uses a recursive space-time encoder to encode the information . The output of the space-time encoder from the th transmit antenna is transmitted over a fading channel with instantaneous gain . The signal at the receive antenna is given by (21) The received signal vector is decoded and checked for errors (an error detection code such as cyclic redundancy check code is assumed). If the resulting vector has any errors, a retransmission is requested. At the encoder, the data sequence is interleaved and encoded using the same recursive encoder as shown in Fig. 12 . It can be readily seen that the two transmissions together represent a parallel concatenated convolutional code with recursive component codes. The receiver utilizes both the received frames and to iteratively decode the data [12] , [9] . Decoding proceeds in an iterative fashion until either the frame is correctly decoded or the number of iterations crosses a threshold. In the latter case, another retransmission is requested and the set-up now becomes similar to multilevel parallel concatenated codes of [22] . Thus, after each retransmission, the overall code corresponds to a lower rate code. VII. PERFORMANCE OF THE ARQ SCHEME The set of codewords for the recursive and nonrecursive space-time encoder are identical and, hence, the probability of frame error (or probability of a retransmission) is identical for both encoders. That is, the use of recursive space-time encoder does not affect the performance during the first transmission whereas after two transmissions, provides significant improvement in performance due to the parallel concatenated code structure. Since the component encoders are recursive, a significant interleaving gain results. Without the recursive realization, after two transmissions, the parallel concatenated code has nonrecursive component encoders and, hence, no interleaving gain will result. In order to show the efficacy of the proposed scheme, we compare this scheme to ARQ schemes with nonrecursive space-time encoders and also to a system where the retransmission is identical to the original transmission. The latter system allows for a ML combining of the two transmissions using a Viterbi decoder with a modified metric. The received signal during the th stage of the trellis during the two transmissions may be written in a matrix form as:
The noise terms and are i.i.d. complex, zero-mean, Gaussian random variables with variance in each dimension. So, the covariance of is given by:
The ML decoding rule may be written as (25) Fig. 13 . ARQ scheme over quasi-static fading channel.
In the case of a two-transmit, one-receive antenna system, (25) simplifies to (26) This is the modified metric used in the Viterbi algorithm for jointly decoding the two received frames. The proposed scheme has been simulated using the recursive realizations of the four-state, 4-PSK code (Fig. 2) , and the eight-state, 4-PSK code (Fig. 4) proposed in [1] . The data frame length and, hence, the interleaver length, as well as the transmitted frame length is 4096 symbols. An S-random interleaver operating on a symbol basis (as opposed to a bit interleaver) is used. The proposed scheme is compared with the ARQ scheme where no interleaver is used and the Viterbi algorithm is used to jointly decode the received frames. In order to demonstrate that it is the recursive nature of the code being used that yields interleaving gains, comparison with an identical scheme that uses the nonrecursive realization of the same space-time codes is also done.
The performance measure used to make these comparison is the frame error rate after two transmissions (that is, one original transmission and one retransmission). In case of iterative decoding, frame errors are compared after the first, the fourth iteration, and the tenth iteration. Simulation results indicate that all the performance is achieved in about four iterations for quasistatic fading and in about ten iterations for the independently fading channel. Fig. 13 shows that on quasi-static fading channels, the joint Viterbi decoding performs worse than even the first iteration of the recursive codes. The nonrecursive code (not shown in Fig. 13 ) performs almost the same as the joint Viterbi decoder and, as expected, their performance does not improve with iterations. At a frame error rate of 10 , the proposed scheme outperforms the Viterbi decoder by 1 dB after one iteration and by 4 dB after four iterations. In the case of independent fading (Fig. 14) , both the interleaving gain and the gain by using a more complex code are significantly higher. 
VIII. CONCLUSIONS AND DISCUSSIONS
We have proposed concatenation schemes based on recursive realizations of space-time codes. The concatenation scheme is based on serial concatenation of convolutional codes where the inner code is a space-time code. We have shown that on the quasi-static fading channel full diversity can be achieved and an increase in coding gain results from the concatenation. However, this is not the main advantage of the proposed scheme. The main advantage is that in addition to providing marginally improved performance to other more complex concatenated schemes on quasi-static fading channels, these schemes provide significant gains on time varying channels (even when there are as low as four independent fading blocks per codeword) and independent fading channels. We have also shown that turbo product codes based on single parity check codes can be used as high-rate codes that provide these advantages at very minimal reduction in data rate.
In general, the performance of the proposed codes will improve with increase in the length, whereas the performance of other schemes such as concatenation with an outer convolutional code, Reed-Solomon code or that of a simple space-time code will deteriorate with increase in length. Hence, the proposed scheme will offer higher advantage as the length of the codewords increases.
From the application point of view, the proposed family of codes offers a wide variety of choices. Consider, for example, the mobile users receiving data from a base station. Different users have different priorities. Some users may be willing to sacrifice both data rate and performance to keep the complexity of the receiver low. Other users may require a better performance at the cost of reduced data rate and/or a more complex receiver. The proposed class of codes offers an easy and natural way to provide such differentiated services with the same encoder structure. In another scenario, a transmitter can dynamically change the outer code being used to make a more effective use of the channel conditions. For example, if the transmitter somehow knows that the channel is quasi-static, it can simply turn off the outer code since the computational effort in iterative decoding may not justify the achievable gains on quasi-static channels. As and when time diversity becomes available, any of a variety of outer codes can be used depending on the allowed transmit power, the amount of time diversity available and the amount of rate loss allowable.
We have also proposed the use of recursive space-time codes for use in a turbo-type ARQ scheme when employing multiple transmit antennas. The advantage of this scheme is that iterative decoding is used only when needed. For example, if a more complex code is used to bring down the number of retransmissions required and the channel happens to be "good," it will not justify the complex decoding required. On the other hand, if the channel happens to be "bad," a retransmission will be needed anyway. Again the complexity is not justified. However, the proposed scheme would do better (in terms of complexity) in both these cases. Also, the proposed scheme is able to effectively utilize any time variations in the channel. For example, we observe that the gains over independent fading channels are very high. The scheme also provides a natural differentiation among various users based upon the decoding complexity they can afford. For example, if a user cannot afford the latency of four iterations, just one iteration may be used. Finally, since most space-time trellis codes have recursive realizations, users who are able to afford the complexity may use space-time codes with larger number of states, higher constellation size, and/or more than one receive antennas to obtain improved performance.
