Abstract-This paper deals with the problem of increasing the minimum distance of a linear code by adding one or more columns to the generator matrix. Several methods to compute extensions of linear codes are presented. Many codes improving the previously known lower bounds on the minimum distance have been found.
I. INTRODUCTION
In this paper we consider the question when a linear code C = [n, k, d] q over F q of length n, dimension k, and minimum distance d can be extended to a code C ′ = [n + 1, k, d + 1] q . It is a well known fact in coding theory that every binary linear code C = [n, k, d] 2 whose minimum weight d is odd can be extended to a code [n + 1, k, d + 1] 2 by adding a single parity check. This can also be expressed in terms of Construction X [17] applied to the code C, its one-codimensional evenweight subcode C 0 , and the trivial code [1, 1, 1] 2 . While this result does not have an immediate generalization to nonbinary alphabets, Hill and Lizak [9] , [10] proved the following theorem:
Theorem 1: Let C be an [n, k, d] q code with gcd(d, q) = 1 and with all weights congruent to 0 or d (modulo q). Then C can be extended to an [n + 1, k, d + 1] q code all of whose weights are congruent to 0 or d + 1 (modulo q). In order to apply this theorem, knowledge about the weight spectrum of the code C is required. A generalization of this theorem due to Simonis [16] can be applied when additionally information on the weight distribution of the code C is available. The special cases with gcd(q, d) = 1 and in particular ternary codes have been treated by Maruta [13] - [15] . However, these results are of rather theoretical nature and have mainly be used to prove the non-existence of codes with certain parameters. The application to a specific code might be difficult since one has to compute information on the weight distribution of the code first.
II. EXTENSION BASED ON MINIMUM WEIGHT CODEWORDS

A. The main criterion
In the following, we consider the problem to test if a code C = [n, k, d] q which is explicitly given by a generator matrix G can be extended and to compute an extension if it exists. Based on the set of all codewords of minimum weight, we get the following criterion for the extendability of a linear code:
Theorem 2: Let C = [n, k, d] q be a linear code over F q with minimum distance d. Furthermore, let G ∈ F k×n q be a generator matrix for C of full rank. By S d = {c ∈ C| wgt c = d} we denote the set of all codewords of minimum weight and by J d = {v ∈ F k q | wgt(vG) = d} we denote the corresponding information vectors.
The code C can be extended to a code
where X i denotes the i-th row of the matrix X. Proof: Let G ′ = (G|X) be the matrix that is obtained by appending the matrix X to G. Encoding an information vector v with the matrix G ′ we get
The weight of a non-zero codeword c ′ is d if and only if wgt(vG) = d and
In particular we consider the extension by a single column:
Corollary 3: Using the notation of Theorem 2, a linear code
In order to apply criterion (1) or (2), we have to compute the set J d of information vectors of all codewords of minimum weight.
B. Computing the minimum weight codewords
In the sequel we describe an algorithm to compute the minimum distance of a code as well as all words of minimum weight. The algorithm is based on an algorithm by Zimmermann to compute the minimum distance (see [19] and [1, Algorithmus 1.3.6]) which improved an algorithm by Brouwer. Together with some further improvements, the algorithm is implemented in the computer algebra system MAGMA (see [2] , [8] ).
The main idea of the algorithm is to enumerate the codewords in such a way that one does not only obtain an upper bound on the minimum distance of the code via the minimum of the weight of the words that have been encountered, but to establish lower bounds on the minimum distance as well. For this, we are using a collection of systematic generator matrices G j with corresponding information sets I j . Given an ordered list (I 1 , I 2 , . . . , I µ ) of information sets, we define the relative rank r j of I j as
i.e., r j equals the number of positions in the information set I j that are disjoint from all informations sets I l with l < j. If we now encode all words i ∈ F k q of weight wgt i ≤ w using all systematic generator matrices, we know that the weight of the remaining codewords is at least
as the weight in each corresponding information set is at least w + 1, and we have to subtract the positions which have been double-counted due to overlapping information sets.
Algorithm 4 (Minimum Weight Words):
MinimumWeightWords:=function(C); minwords:=∅; dlb:=1; dub:=n − k + 1; w:=1; while w ≤ k and dlb ≤ dub do for j:=1 to µ do words:={i · Gj : i ∈ F With a slight modification, this algorithm can also be used to compute all codewords of a given weight or all codewords whose weight is below a certain value. The total number of encodings to find all codewords of weight not exceeding d is given by
where w 0 is the minimum value such that
Of course, if (3) is larger than q k , one should directly enumerate all codewords instead of using Algorithm 4. But in most cases, using more than one generator matrix results in an overall saving as the maximum weight w 0 of the vectors i that has to be considered is smaller, and (3) grows only linear in µ, but exponential in w 0 . If partial knowledge of the automorphism group of the code is available, which is e. g. the case for cyclic or quasi-cyclic codes, the lower bound (4) on w o can be improved so that the overall complexity for computing the minimum weight codewords is reduced [4] , [8] , [18] .
III. COMPUTING EXTENSIONS
A. Exhaustive search
Given the set J d of information vectors of the minimum weight codewords, one can use an exhaustive search to find a column vector x or a matrix X that fulfills condition (2) or (1). In total there are q mk −1 non-zero matrices. As both conditions are bilinear, it suffices to consider normalized information vectors and may normalize the columns in the matrix X, reducing the total number of matrices by no more than the factor (q − 1)
m . Sorting the columns of the matrix gives an additional reduction by a factor of at most m!. Hence using this approach, one has to test at least
matrices in order to show that no extension exists. If one is interested in all possible extension, an exhaustive search is necessary, too. Nonetheless, exhaustive search might be feasible to find an extension if the dimension k of the code is small or if many extensions exist.
B. Extending binary codes by one position
For binary codes, condition (2) can be re-written as
The possible extensions of the code correspond to the set of solutions of the inhomogeneous system of linear equations (6) . The complexity of computing the solutions if one exists is no longer exponential as in (5), but only polynomial. Moreover, it suffices to compute a subset J 
C. Extensions by one via solving polynomial equations
For non-binary codes, condition (2) does not directly translate into an equation. However, using the fact that the roots of the polynomial y q−1 − 1 ∈ F q [y] are exactly the non-zero elements of F q , we get the condition
The set of all solutions of conditions (7) is characterized by the ideal
Testing whether the system of polynomial equations (7) has a solution and computing the solutions can be done e. g. using Gröbner bases [5] . The system does not have a solution if and only if a Gröbner basis of the ideal J contains a nonzero constant polynomial. In general, it is difficult to estimate the complexity of computing a particular Gröbner basis, and the complexity might be exponential. However, computing a Gröbner basis without homogenization quite often quickly shows that there is no solution. Using the algorithm F 4 of Faugére to compute a Gröbner basis [6] as implemented in the computer algebra system MAGMA [2] , it was quite often faster to compute all solutions via the Gröbner basis than finding a single solution using exhaustive search (see below). Hence the solutions of (1) are characterized by the ideal
D. General extensions via solving polynomial equations
in the polynomial ring F q [X 11 , . . . , X km ] in km variables over F q . Note that even for q = 2, the conditions are no longer linear, but of degree m.
E. Further remarks
For linear binary codes we have seen that sometimes it is sufficient to compute only a subset of the minimum weight codewords. In general, one can use a subset of J d to test whether a code can be extended and compute a set of candidates for the extension using the ideal J of eq. (8) or eq. (9). In many cases, the resulting set of candidates is rather small, so that one can perform an exhaustive search among them. Similar, a double extension of a code C to a code C ′′ = [n + 2, k, d + 2] q can be found using the solutions for the single extension to [11] , [12] has proposed to compute extensions using integer linear programming by reformulating (1) as hittingset problem. The ground set of the hitting-set problem is the set of all normalized non-zero vectors that can be appended to the generator matrix, so its size grows exponentially in the dimension of the code.
IV. EXAMPLES
We tested the various methods using the best known linear codes (BKLC) from MAGMA and the linear codes from [7] which establish or improve the lower bound on the minimum distance in Brouwer's tables [3] . We have not found any binary code that can be extended by one position, but many codes over F q for q = 3, 4, 5, 7, 8, 9. In Table I we list 71 of these codes together with some timing information. The columns with headings S d and |S d | provide the time to compute all minimum weight words and the number of minimum weight words. In the columns full iteration and iteration the time needed to find all or just one solution by exhaustive search (see Sect. III-A) is given for some of the codes. The next four columns provide information on the approach of Sect. III-C solving a system of polynomial equations. We have used the additional equations x 2 1 − x 1 which ensures that the first component of the column vector x is either zero or one, and x q j − x j for j = 2, . . . , k as all entries of x are elements of F q . The total running time is dominated by the time needed to compute the Gröbner basis, the construction of the equations and computing the solutions can be neglected in most of the cases. In the final column the total number of solutions is given, where we have identified solutions that differ by a nonzero scalar factor.
With some few exceptions, e. 
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