Abstract: Light-emitting diode (LED) based lights used in safety critical applications need continuous monitoring of their light output since lumen degradation is one of many failure modes. Airport ground lighting is one such application where LED lights are replacing traditional halogen lamp-based lights in the approach, runways, and taxiways. The question that still remains to be addressed is the prediction of the remaining useful life (RUL) of LED light any time during the service life cycle of the light. Life prediction methods based on reliability analysis and filtering algorithms proposed in the past were predominantly based on accelerated life tests and cannot be readily implemented for on-board diagnosis. Here, we present a model-based prognostic approach that uses particle filtering (PF) to predict the RUL for high power white LEDs that can be readily implemented on-board the lighting system. Lumen maintenance data at different test conditions are used in the PF method to calculate the L 70 , i.e., time at which lumen output reaches 70% of the initial value. A junction temperature model is developed by mapping the lumen degradation data to the junction temperature. L 70 calculated from PF is compared with a standard method recommended by the Illumination Engineering Society (IES). Finally, the RUL obtained using both the methods were analyzed. Index Terms: High-power white light-emitting diodes (HPWLEDs), lumen maintenance, lumen degradation, particle filter, End of Life (EOL), remaining useful life (RUL), halogen lamp, airfield lighting, displays, junction temperature, and on-board estimation.
Introduction
The use of Light Emitting Diodes (LEDs) for lighting has seen a steady rise in recent years. Conventional lighting systems based on incandescent, florescent and high intensity discharge lamps are being replaced with LED based lights [1] . High Power White Light Emitting Diodes (HPWLEDs) are nowadays becoming popular in safety critical applications and Airfield Ground Lighting (AGL) is one such area where lighting products based on HPWLEDs are installed in strategic locations on the approach, runways, taxiways, and helipads to guide the pilots during landing and take-off which are considered to be the most critical phases of any flight. However, the specifications are governed by strict regulations such as the International Civil Aviation Organization (ICAO) and Federal Aviation Administration (FAA). In a halogen lamp based lighting system, airfield operators replace the lamps every 1,000 hours though the average service life is about twice this time [2] , [3] . While such periodic maintenance schedules reduce the risk of sudden lamp failures, they also increase the maintenance cost due to frequent shutdown of airfields by the operators. LED lighting systems, on the other hand, are increasingly being tried in airfields because of the long service life and reduced energy consumption of LEDs. Also, the airfield operators need enough field data that supports the long lumen maintenance claims of the manufacturers for the LED lights already installed in the field [4] . The end user confidence, especially in an application like airfield ground lighting, becomes high if the lifetime claims are based on real-time usage data. Condition based maintenance schedules would avoid sudden failures and expensive system down time if the operators have an access to an early warning system based on RUL prediction.
According to the Alliance for Solid-State Illumination Systems and Technologies (ASSIST), the life of an LED device or light system as the operating time, in hours, for the light output is to reach 70% of its initial value called L 70 [5] - [7] . IES TM-21-11, the LED life prediction method recommended by Illumination Engineering Society (IES), has been considered to be a standard method by the industry by far [7] . This method computes the L 70 life based on standard aging tests under conditions recommended by IES LM 80 [8] . Lumen degradation is one of the dominant failure modes and has been studied extensively in the past [9] , [10] . According to many published literature, the excessive junction temperature of LEDs is the main cause for lumen degradation besides the degradation of other system elements such as silicone encapsulate, phosphor coating etc., [5] , [11] . However, the projecting method as per IES-TM-21-11, is believed to introduce large prediction errors and uncertainties.
Prognostics and Health Management (PHM) is an approach used for damage diagnostics and RUL predictions for systems involving critical electronic components. Numerous attempts have been made in the past to predict the RUL of solid state lighting systems based on reliability analysis and thermal behavior [12] - [16] . Physics based approaches assume a physical model describing the behavior of the system whereas, data driven approaches completely rely on the measured data to predict future state of a system. Hybrid approaches are basically fusion between the above mentioned two methods and improves the prediction accuracy in the prognostic process by complementing the advantages in each other's method [9] , [10] . Popular filtering approaches such as Kalman Filter (KF), Extended Kalman Filter (EKF) and Unscented Kalman Filter (UKF) are model based PHM techniques and they are known for predicting the life of electronic components such as electrolytic capacitors, semiconductor devices etc., in critical applications, on a state-space model [17] - [20] . Since the LED lumen degradation is a non-linear process, KF based approaches were not practically feasible to implement. Computational challenges and the inability to predict accurately over full range limits the use of non-linear filter approaches such as Extended Kalman Filter (EKF) and Unscented Kalman Filter (UKF) [21] . The state-space estimation of all these above mentioned filtering approaches is only applicable for systems with Gaussian noise.
In a recent work [22] , on-board life estimation method using HPWLEDs based on a junction temperature is reported. The computed L 70 life based on general guidelines from TM-21-11 and LM 80, was mapped with junction temperature. With the help of on-board sensors used to monitor the junction temperature and LED drive current, the RUL was computed at any point during the service life of lighting system. In this paper, we seek to apply the Particle Filter (PF) based prognostics to compute the L 70 life with the experimental data predominantly used in our previous work. Then using the junction temperature model, we estimate the RUL on-board the lighting system. We then compare the estimates obtained from PF prognostic approach and TM-21-11 to examine the most suitable method to predict the RUL. We also, try to understand the various factors affecting the accuracy of PF approach.
Experimental Description
Warm white LEDs are natural choice for replacing the halogen lamp used as white lights in airfield lighting. Warm white LEDs satisfy the chromaticity or color requirements of ICAO. CREE -XML warm white HPWLEDs are used for this work and the representative picture is shown in Fig. 1 . This LED is capable of providing 1000 lumens at max 3 A drive current [23] . The Correlated Color Temperature (CCT) of the LEDs used was between 2700 K and 3000 K. The LED's silicone encapsulate is made from polyorganosiloxanes or siloxanes and the phosphor is yellow phosphor [24] . The device chip is made from indium gallium nitride (InGaN) on silicon carbide (SiC). Among the CREE family of HPWLEDs, XML devices are one of the most efficient LEDs and give out very high lumen output [23] .
In our study, we considered two sets of samples. The first set of samples is one with varying test conditions. These are the samples used in developing the junction temperature model and later used in predicting the RUL on-board the lighting system. The second set of samples is exclusively used for training the physical model and to estimate the model parameters for initializing the PF algorithm. With one sample per each test condition, other than the training samples, the lumen degradation data was collected at three different LED drive currents (800 mA, 1600 mA and 2400 mA) and at three temperatures (25°C, 45°C and 65°C). All the test data are shown in Fig. 2 . The test temperatures chosen are different from IES recommendation due to the fact that the lights in the field are often exposed to ambient temperatures within this range. An additional aspect to IES recommendations is that during the tests, the soldering point temperature was monitored and each test was performed with different heat sink of known thermal resistance value. The junction temperature is estimated from the measured soldering point temperature. Here, the objective was to develop a junction temperature model to relate the variation of L 70 with junction temperature for a given test condition. The heat sinks were chosen such that for a given LED drive current the heat sink with a higher thermal resistance would result in a relatively higher junction temperature compared to what a heat sink with less thermal resistance would result in. Fig. 3 shows the some of the heat sinks used in the experiment.
The LEDs were mounted on metal clad PCB (MCPCB) boards to efficiently transfer heat to the heat sinks through a thermal paste interface. The lumen data was collected for about 11,000 hours at an interval of 500 hours. The Gigahertz BTS 256 LED tester was used to collect the lumen data. Gigahertz BTS 256 LED tester is a hand held device and it is designed to measure the luminous flux of single LED besides measuring the spectral profile and the chromaticity co-ordinates. The HPWLED used in our study has a low thermal resistance from junction to soldering point (R j−sp = 2.5
• C/W) [23] . The junction temperature is calculated by measuring the solder point temperature under steady state using the following relation
where T j is junction temperature, T sp is the soldering point temperature, R j-sp is thermal resistance between junction and soldering point and P is the power dissipated. k-type thermocouple was used for this purpose and a test sample is shown in Fig. 4 . For the online estimation of the End-of-Life (EOL), the junction temperature was calculated by monitoring the temperature at two different positions in the MCPCB board using SMT TMP IC. The XML LED data sheet provides the variation of chromaticity co-ordinates with soldering point temperature [23] . The estimated junction temperature for each test condition was verified with the help of the data sheet by comparing the shift in x y chromaticity co-ordinates with respect to solder point temperature. When multiple LEDs are used in a lighting system, the thermal data collected assumes significance in accurately determining the junction temperature and the accuracy depends on the placement of thermal sensor on the LED board. In our study, thermal simulation of the LED board was carried out to locate the optimum placement for the TMP IC sensor.
Theory and Methodology
The lumen degradation data obtained through the experiments are processed to obtain the L 70 by two methods. The first method is based on PF algorithm and it is a non-deterministic method. The second is the method recommended by IES TM-21-11, which is deterministic. The mean L 70 vales computed by PF method is compared with the L 70 values computed by TM-21-11. A junction temperature model is developed by mapping the L 70 values computed by these two methods to the corresponding junction temperatures. Then using the equation developed in our previous work [22] , we compute the RUL for an assumed scenario. A performance metrics is used to analyze the results.
Particle Filter Approach
Among the three non-linear filters (EKF, UKF, and PF), only PF can handle non-linear systems with non-Gaussian noise. The Table 1 summarizes the application limitations of the commonly used filters in PHM problems [26] . PF is a kind of dynamic recursive filter based prognostic tool. It uses the Sequential Monte Carlo method to represent a state of a dynamical system with a set of weighted particles and then with the help of new measurement data, it updates those particles representing the state. The state of dynamical system is represented as a probability density function. Unlike other filters, PF is powerful tool for estimating and predicting the state of non-Gaussian and as well as non-linear systems [27] . The dynamic state in our problem is the lumen state at any given time and it is an exponential degradation model. The measurement is the measured lumen maintenance or degradation data for a known period of time.
The model-based prognosis based on PF comprises of three process steps. First, the Device Under Test (DUT) is exposed to the tests under specified temperature and current, and the acquisition of lumen degradation data periodically. We call this step as DAQ to represent the data acquisition part of the prognosis process. The second step is basically setting up the estimation algorithm that involves the physical model representing the lumen degradation process, the model parameters and the measurement model. The PF algorithm estimates the model parameters by integrating the physical model with the lumen degradation data representing the state of the system. The final step is predicting the L 70 of the DUT for a given set of test conditions based on the estimated model parameters. We call the second and third steps as estimation algorithm and prediction parts of the prognostic process, respectively. The model based prognosis is depicted in the Fig. 5 [27] .
In the past, Narendran et al showed life of high power LED as a function of T-point temperature and they used an exponential degradation model in their study [28] , [29] . Earlier, Burmen et al. also predicted the life of of 5-mm pc-white LEDs using an exponential model [30] . It is widely accepted now, though not applicable to all, that the InGaN based HPWLEDs undergo non-linear lumen decay and the decay follows exponential curve [26] . The degradation path model is given in
where L (t) is the normalized light flux at time t, α and β are the model parameters. α is the decay rate and β is the initial constant. The model parameter α determines the degradation process and varies with various material types, defects, and production processes. PF is based on a statistical approach known as Bayesian inference. In this approach, the observations are used to estimate and update the unknown model parameters as a form of the probability density function (PDF) as follows:
where is a vector of unknown parameters, z is a vector of observed data or measured lumen maintenance data, L (z| ) is the likelihood or the PDF value of z conditional on the given , p ( ) is the prior PDF of , and p ( |z) is the posterior PDF of conditional on z [27] . The updating process in PF is carried out sequentially with particles having probability information of unknown parameters. With every available new observation, the posterior distribution at the previous step (k − 1th) is used as the prior information at the current step (kth), and the parameters are updated by multiplying it with the likelihood. The general estimation process of PF assumes two fundamental mathematical models. First, the state transition function f describes how the state vector evolves with time and the form of the function is
Second, the measurement function relates the observed measurements to the state vector z and the form of the function is
where k denotes the time step, x k is the damage state to be estimated, θ k is a vector of model parameters, and z k is measurement data. ν k and ω k are process and measurement noise, respectively. The lumen degradation model can be re-written in the following form
with t k = t k−1 + t. Gaussian noise ω k ∼ N (0, σ) is used with unknown standard deviation σ. The unknown parameters become
T , including the damage state x k which is obtained based on the model parameters b k .
The basic PF algorithm is based on the Bayesian filter. Let us suppose that at step one, i.e, k = 1, n random samples or particles of the parameters are drawn from the initial distribution. In the prediction phase, the posterior distributions parameters at the previous (k − 1)th step are used as the prior distributions at the current kth step in the form of samples. This phase also consists of translation of each of these samples from time (k − 1) step through the lumen degradation model to generate a new set of prior samples at time step k. The distribution of samples in this kth step correspond to p ( k ). In the next phase, updating of the prior particles is performed with the arrival of measurement data z k by assigning a weight to each paricle. This is related to the likelihood of measurement data
In (7), the PDF value of z k at the given i th samples of the unknown parameters = x, b, σ corresponds to the weight of the i th samples. The likelihood measurement corresponds to those regions of the state space that are likely occurrences of the observed measurement value z k . A higher PDF means more likely a state is supported by the observation and a low PDF means less likely the state is with respect to the measurement. In the re-sampling phase, particles are repeated or eliminated based on the magnitude of the weights. The inverse Cumulative Distribution Function (CDF) method is used to resample the particle distribution among other techniques [27] . Firstly, a CDF is obtained from the likelihood function. Then, a value is generated randomly from an uniform distribution U(0,1) which is a CDF value. Finally, a particle of the parameter having the nearest value to that of CDF is found. By iterating n times, n particles of the parameter are generated. As a result, the resampling generates the posterior distribution p ( k |z 1:k ), which becomes the posterior distribution in the current kth step, and in the next (k + 1)th step becomes the prior distribution.
TM-21-11 Method
The L 70 is computed for every set of α and β as per the IES TM-21-11 method [8] 
p is percentage of initial lumen output. and it is 70% for this work. α and β are calculated in the following way. Taking log on both sides of (2), the non-linear function can be linearized log (L (t)) = log(β) + (−α).t (9) which can be written as
Equation (10) above is in a linear form and the co-efficients c and m can be calculated by the linear regression method. From the linear regression co-efficients c and m, and further, α and β can be calculated [22] .
Results and Discussion
The results of the PF process and the TM-21-11 to obtain the L 70 are discussed here. For the prediction of the RUL on-board the lighting system, it is necessary that the measurable parameters i.e., the junction temperature and drive current of each LED are mapped to L 70 obtained from the two methods. Figs. 6-14 show the various aspects of the PF process for few selected test conditions. The black dots in the Figs. 6, 9 and 12 show the periodic observation points or lumen measurements for three separate test conditions (D i =2400, j=92.2 , D i =1600, j=126.6 , and D i =2400, j=127.5 ) at ambient temperatures 25°C, 45°C, and 65°C, respectively. Also, the same figures show the evolution of the likelihood function about the observation points with time.
The likelihood of measurement data is normally distributed according the (7) . Figs. 7, 10 and 13 show the distribution of particles about the observation points for the same test conditions ((D i =2400, j=92.2 , D i =1600, j=126. 6 and D i =2400, j=127.5 ). Here, one can observe that as the PF process evolves over time the particle distribution converges. The red markers in Figs. 8, 11, and 14 represent T , affects the prediction accuracy in the PF process. In our case, the distribution of the parameters in training samples was used to initialize the parameter distribution. Table 2 shows the values of the model parameters α and β for tests carried at 65°C ambient temperature for three drive current values. The junction temperature is mapped to the L 70 for each test condition. Similar mapping was performed at other ambient temperatures 25°C and 45°C, respectively, for three different drive currents. Fig. 15 shows the junction temperature dependency of L 70 estimated through TM-21 and PF methods for three different drive currents at The L 70 obtained from TM-21 and particle Filter (PF) methods are mapped to the junction temperature for currents 800 mA, 1600 mA and 2400 mA at 65°C ambient temperature. The difference in L 70 obtained from the two methods is also shown. Fig. 15 can be discarded as they exceed the actual testing duration of 11 000 hours by several times more [6] . The prediction ability of L 70 by TM-21 and PF methods are differing largely at small drive current at 800 mA in all these Figs. 15--17. The difference is significant at 25°C and 45°C ambient temperatures. To further understand the difference in L 70 predicted by the two methods, the difference is plotted against the corresponding junction temperatures in Figs. 18--20. An interesting point to note is that the difference between the two methods irrespective of the ambient temperatures appears to show up at the small current at 800 mA and it grows towards the lower end of the junction temperatures i.e when going from 75°C to 40°C. This suggests that there needs a better methodologies other than TM-21 method required to predict the L 70 at low accelerating conditions i.e small current and low junction temperature levels. The work done by Fan et al, concluded that the PF method predicts the life of LED better than TM-21 in an accelerated life test [25] . In our study, the large difference in L 70 predictions between these two methods at low accelerating conditions supports their findings. From Figs. 18, 19 and 20, the comparison of distribution of the confidence interval at three different ambient temperatures 25°C, 45°C and 65°C shows that the spread is large at low accelerating conditions (25°C) than at the higher accelerating conditions (45°C and 65°C). This suggest that the measurement noise is relatively high at low accelerating conditions which affects the prediction accuracy at these conditions. The Arrhenius equation for reaction rate is given by
where the reaction rate α is the LED decay rate in our study. It can be shown that by substituting (13) in (8), the L 70 has a 1/T j dependency with junction temperature [22] .
where E a is activation energy, k is Boltzman constant, and T j is by junction temperature.
On-Board Estimation Of RUL
We intend to apply the technique that the authors of this paper developed earlier for monitoring the health of the light on-board to understand the difference between the TM-21 and PF methods in a real time application [22] . The following steps are involved in the on-board real time monitoring of the light: 1) Develop a junction temperature model to fit the L 70 as a function of junction temperature. An exponential model is used to obtain the fit between L 70 and junction temperature, and we end with two sets of model parameters. One set of parameters for the junction temperature model obtained through TM-21 and another obtained through PF. The fit was used to extrapolate the L 70 at temperatures where those points were not experimentally recorded 2) The tests are conducted at only three drive currents (800 mA, 1600 mA and 2400 mA) with large intervals (800 mA) and for accurate on-board prediction, it is required to evaluate the L 70 for other currents with at least 200 mA intervals. A weighted average interpolation method was used to evaluate the L 70 for intermediate current values other than the three experimental drive currents. The validity of the interpolation method was discussed in our earlier work [22] .
3) The monitored current and junction temperature are used as inputs during RUL estimation process. In an airfield application of HPWLEDs, the lights are normally designed to operate at 5 different intensity steps [31] . Thus the RUL estimation algorithm needs to track the variation in the drive current and the junction temperature continuously. The RUL is estimated at any given point with the inputs from instantaneous current and junction temperature sensors. 4) Estimate RUL using the expression derived earlier in our work. If τ0 be the nominal life of the LED or remaining useful life of LED at time t = 0, the RUL of the LED would continue to decrease as a result of aging due to thermal effects. If τ i ,j is the life of the light corresponding to a particular current (i) and junction temperature (T j ), then the time elapsed during the operation of the LED can be represented as t i ,j . During this time t i ,j , the actual degradation caused to the LED is given by (τ0/τ i ,j )t i ,j . The factor τ0/τ i ,j accounts for the degree of degradation that the light has undergone during the period t i ,j . Therefore, the term (τ0/τ i ,j )t i ,j represents the effective run time of the light and not the actual run time. The cumulative effective run time can be obtained by tracking the junction temperature and current, and then summing (τ0/τ i ,j )t i ,j over current and junction temperature. To obtain the remaining useful life of the LED, one has to deduct the effective run time from the nominal life τ0 of the LED. Therefore, the RUL of the LED is computed using the following relation:
Here, we define two practical scenarios for the on-board life estimation of an LED light based on various operating conditions A m , B m , C m , and D m , where m = 1 corresponds to operating conditions that lead to junction temperature less than 90°C and m = 2 corresponds to operating conditions that lead to junction temperature higher than the 90°C. We call the conditions A 1 , B 1 , C 1 and D 1 as soft acceleration whereas A 2 , B 2 , C 2 , and D 2 as hard acceleration.
We calculate the RUL for both the scenarios using the TM-21 method and PF method. Though the actual run time of the lights is 28000 hrs it is obvious from the Tables 3 and 4 , that the RUL at 28000 hrs for soft acceleration scenario is much higher than the hard acceleration scenario. The difference in RUL estimate between TM-21 and PF methods for soft acceleration (2961 hrs) is nearly twice as large as the difference in RUL for hard acceleration (1516 hrs). This shows the prediction by the two methods works well for the hard acceleration. It also implies that prediction by TM-21 is promising in the region where 6 time rule is valid. Though the accuracy of a particular method can only be verified by comparing the method to the field failure data or experimental data obtained from the study to failure of the system, it appears that the TM-21 method overestimated the RUL at least at the soft accelerating conditions. The reason could be that the noise in the measurement is relatively high since the L 70 computed from the TM-21 is several times that of the actual duration of the tests. Also, the prediction by PF at soft acceleration needs to be studied further to confirm if the non-liner filtering method can be of use for predicting the RUL at all scenarios. Use of Particle Filter, a non-deterministic technique, for on-board diagnosis of lights has certain advantages over the prediction methods based on deterministic TM-21, since the measurement dynamics and uncertainties are considered in the Particle Filter approach other than the dynamical estimate and updating of model parameters with every set of new observation.
Conclusion
We presented a model based prognostic technique using the Particle Filter algorithm to estimate the L 70 of High Power While LEDs. The L 70 estimated through the Particle Filter technique was compared with the standard TM-21-11 method recommended by Illumination Engineering Society (IES). A junction temperature model was developed by mapping the L 70 , obtained from Particle Filter and TM-21 method, to the junction temperature for different currents and ambient temperatures. The Particle Filter and TM-21 methods were found to be in agreement at higher junction temperatures above 90°C irrespective of the drive current while they appear to differ lot at small values of junction temperatures near 50°C. The junction temperature dependency of L 70 was found to be exponential and model parameters of the fit were estimated for each test condition varying in current and junction temperature. The steps involved in the on-board estimation of RUL are presented. The performance of the two methods in predicting RUL was tested by assuming two practical scenarios. The non-agreement between the two methods in predicting the RUL was quite obvious in the soft accelerating conditions compared to the hard accelerating conditions. The future course of our work needs to focus on two aspects. First, suitability of PF approach for the prediction of Remaining Useful Life at low junction temperatures. Second, determining the accuracy of a particular method in predicting the remaining useful life based on the field failure data or data from the experimental study to failure.
