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Simulating nonadiabatic effects with many-body wave function approaches is an open field with many chal-
lenges. Recent interest has been driven by new algorithmic developments and improved theoretical un-
derstanding of properties unique to electron-ion wave functions. Fixed-node diffusion Monte Caro is one
technique that has shown promising results for simulating electron-ion systems. In particular, we focus on
the CH molecule for which previous results suggested a relatively significant contribution to the energy from
nonadiabatic effects. We propose a new wave function ansatz for diatomic systems which involves interpo-
lating the determinant coefficients calculated from configuration interaction methods. We find this to be an
improvement beyond previous wave function forms that have been considered. The calculated nonadiabatic
contribution to the energy in the CH molecule is reduced compared to our previous results, but still remains
the largest among the molecules under consideration.
I. INTRODUCTION
The Born-Oppenheimer approximation is widely used
in the simulation of chemical and condensed matter
systems1–3. However, the breakdown of the Born-
Oppenheimer approximation can lead to interesting new
physics and in some cases even giant effects4,5. The full
impact of using the Born-Oppenheimer approximation is
still not widely understood due to the lack of theoretical
methods that can go beyond the Born-Oppenheimer ap-
proximation accurately, although there has been signifi-
cant progress recently made in this direction1,6–21. While
nonadiabatic effects are ignored in many applications,
there are several important places where highly accurate
simulations that go beyond the Born-Oppenheimer ap-
proximation are imperative. For example, the identifica-
tion of molecules in the diffuse interstellar bands (DIB)
is one such case where highly accurate energies without
the Born-Oppenheimer approximation is needed for both
ground and excited states22. Recent experiments have
been able to identify several peaks that correspond to
ionized C60 in the DIB
23. However, many molecules re-
main unidentified and as such there are still many open
questions as to the physical processes that occur in the
interstellar medium. Theoretical approaches have not
been widely used to directly identify absorption lines in
the spectrum due to a lack of accuracy in current simu-
lations.
While identifying absorption peaks in the DIB is be-
yond what we can simulate currently, we have started
developing quantum Monte Carlo techniques to make
progress in this direction1,6. Our current focus has been
to benchmark molecular systems in which the interac-
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tions between the electrons and ions are not approxi-
mated. Fixed-node diffusion Monte Carlo (FN-DMC) is a
method in which results are only biased by what is called
the fixed-node approximation. The fixed-node approxi-
mation has been tested extensively and can be used to
produce some of the best results for clamped-ion simula-
tions24–26. For FN-DMC simulations that go beyond the
Born-Oppenheimer approximation, recent benchmarks
demonstrated some of the most accurate energies ever
calculated for a series of atomic and diatomic systems6.
There is, however, much development still needed to
improve the accuracy and scalability of these simulations
even further. The nonadiabatic effects in the atomic and
and diatomic systems, as calculated from FN-DMC simu-
lations, were generally smaller than 0.1 mHa. There were
some exceptions, and in particular the CH molecule had
an unexpectedly large contribution from nonadiabatic ef-
fects. While there could be some nonadiabatic effects in
the CH molecule, it is difficult to determine exactly how
much of the previous estimate is due to the fixed-node er-
ror. To address this question further we develop a wave
function form that is improved over those used in our
previous simulations of CH.
II. FIXED-NODE DIFFUSION MONTE CARLO
(FN-DMC)
Diffusion Monte Carlo27–32 is a projector method that
evolves a trial wave function in imaginary time and
projects out the ground-state wave function. For prac-
tical simulations of fermions, the fixed-node approxima-
tion is introduced, which depends only on the set of elec-
tronic positions where a trial wave function is equal to
zero. Wave function forms that go beyond the Born-
Oppenheimer approximation are not difficult to generate,
but finding accurate forms is an open question that has
2generated much recent interest1,33–36. For FN-DMC the
treatment of electron-ion wave functions requires min-
imal changes. The main differences are seen in that
one must use a different form of the trial wave function
that includes the ions and additionally the kinetic en-
ergy term for the ions must be included in the Hamilto-
nian. The quality of these simulations depends on the
nodal surface which is determined by the coordinates
of both the electrons and ions simultaneously. This is
a signficantly different approximation from other meth-
ods that can simulate Hamiltonians beyond the Born-
Oppenheimer approximation11,13,37,38.
For clamped-ion simulations, the fixed-node approxi-
mation has been tested extensively with many different
types of wave functions. When the trial wave function
has the same nodal surface as the exact ground-state
wave function, FN-DMC yields the unbiased ground-
state energy. Approximate nodal surfaces can be gener-
ated through wave function optimization. Approximate
nodal surfaces have been tested on a wide range of sys-
tems and provide results comparable to the state of the
art in ab initio simulations.6,24,25,29,39 In addition, the
energies generated with FN-DMC are variational with
respect to the ground-state energy.
With the exception of some very recent research1,6,
there has been little work in treating nonadiabatic sim-
ulations of ground state wave functions with FN-DMC.
Seminal work using FN-DMC for electron-ion simulations
focused on condensed systems of Hydrogen21,40,41. One
of the most well known studies of a molecular system
is by Chen and Anderson on the H2 molecule
42. The
wave function they used is specified completely in terms
of relative coordinates and only a few variational param-
eters. Since the terms used in the wave function depend
only on relative distances and are rotationally symmet-
ric, the ions and electrons are free to rotate and translate
in space. The success of H2 is misleading because it can
always be simulated exactly with diffusion Monte Carlo,
as it has no sign problem25. This implies that there are
no systematic biases in the DMC simulation, and thus
the best DMC results can be considered those that have
the smallest error bar. Therefore the variance of the local
energy and the computational expense needed to evalu-
ate the trial wave function are the important factors for
generating a wave function to simulate H2. For most
other systems, the fixed-node approximation has to be
employed, and then the quality of the nodal surface be-
comes a crucial aspect that determines the accuracy of a
simulation. Thus the challenge of performing FN-DMC
on such systems is to find good wave function forms that
generate nodal surfaces of high quality.
A. Electron-Ion Wave Function
There are several forms in which one might try to build
a wave function for electron-ion systems. The previously
discussed wave functions used for H2 are not easy to scale
up to larger systems in which defects in the nodal sur-
face can cause biases in the final results. In previous
work we have considered several different wave function
forms that make use of standard clamped-ion quantum
chemistry methods1. We considered three classes of wave
functions that are progressively more accurate as follows:
Ψ(r, R) =eJ(r,R)φ(R)
∑
i
c∗iDi(r) (1)
Ψ(r, R) =eJ(r,R)φ(R)
∑
i
c∗iDi(r, R
∗) (2)
Ψ(r, R) =eJ(r,R)φ(R)
∑
i
ci(R)Di(r, R), (3)
where r refers to the coordinates of all the electrons and
R to those of all the ions. J(r, R) is the Jastrow term
which involves variational parameters that correlate the
quantum particles and additionally enforce cusp condi-
tions on the wave function. φ(R) is the nuclear part of
the wave function. The final terms correspond to deter-
minants D and the corresponding coefficients ci. The ∗
denotes how these terms are evaluated, as will be dis-
cussed.
The nuclear part of the wave function is chosen to be
a simple product of gaussian functions over each nucleus
pair:
φ(R) ∝
∏
i
i<j
e−aij(|Ri−Rj |−bij)
2
, (4)
where a and b are optimizeable parameters. In our cal-
culations aij has only a single optimized value a, and for
bij we use the Born-Oppenheimer equilibrium distance
between the species involved.
The terms in these wave functions involve very specific
calculations that are performed and optimized in both
quantum chemistry codes and quantum Monte Carlo
codes. The determinant terms, c∗iDi(r), c
∗
iDi(r, R
∗), and
ciDi(r, R) differ based on how we optimize the determi-
nant coefficients c and how we parameterize the evalu-
ation of the determinants based on the ion coordinates
R.
The wave function in Eq. (1) is the least accurate of
the three wave functions and has a fixed determinant
regardless of where the ions are. The term c∗ indicates
that the determinant coefficients have been optimized at
the equilibrium geometry. Both the ionic part of the
wave function (φ) and the Jastrow depend on the ion
positions, which is important as the Jastrow maintains
the cusps between all the quantum particles.
The problem with this type of wave function is that
the accuracy is limited by the electronic nodes, which do
not depend on the ion positions. The wave function in
Eq. (2) fixes this problem. The c∗ indicates that the de-
terminant part of the wave function is optimized for the
equilibrium ion positions, as in the previous wave func-
tion, but the term R∗ signifies that the determinant de-
pends on the position of the ions through the basis set.
3Basis sets in molecular calculations are generally con-
structed from local orbitals centered around the atoms.
In these calculations a single particle orbital is written
as θ(r) =
∑
ji γj(r − Ri), where i is an index for an
ionic center, and j is an index for a basis set element. In
this form, wave functions depending on the ion positions
are straightforward to create and optimize, but difficul-
ties may arise with the possible directional dependence
of the single body orbitals, such as in covalent bonds1.
Eq. (3) represents what we expect to be the best wave
function considered here, since it has explicit dependence
on the ion positions for the single particle orbitals and the
determinant coefficients. Essentially this amounts to re-
calculating a wave function completely each time the ion
positions are changed. In practice this would significantly
increase the computational cost of these simulations as
well as cause many technical challenges. The main focus
of this current work is to describe a technique in which
this can be done efficiently for diatomic systems.
III. DRAGGED NODE APPROXIMATION
The fixed-node approximation is generally going to re-
sult in errors in the energy that overestimate the nonadi-
abatic effects. This is a result of the increased complex-
ity of optimizing wave functions for the full electron-ion
system. If the clamped-ion energies are more accurate
than the electron-ion energies, then we will overestimate
the nonadiabatic energy. It should be noted that in some
cases the energies for the full electron-ion simulations are
more accurate than for the corresponding clamped-ion
simulations, as seen in previous benchmark comparisons
of (Be,Be+,B,B+,C+)6. While it does appear that in
some cases the nonadiabatic simulations are as good as
or more accurate than our clamped-ion simulations, this
is less likely for molecular systems in which the ions can
move relative to each other.
Our recent simulations with quantum Monte Carlo
have used a particular type of nodal structure which is
called the dragged-node approximation1,6. This approx-
imation can be used for wave functions in the form of
Eq. (2) in which we start by generating a wave func-
tion defined at the equilibrium geometry. When the ions
change position the wave function changes based on the
basis set dependence of the ion coordinates. The change
in the wave function causes a corresponding change in the
nodes. The dragged-node approximation is completely
variational when used in FN-DMC. For systems that do
not show strong nonadiabatic behavior the dragged-node
approximation should yield excellent results. It was sur-
prising that the energy contribution from nonadiabatic
effects in our previous FN-DMC calculation of the CH
molecule6 was larger than expected, indicating that we
might need to use better wave function forms to accu-
rately simulate the energy for CH.
IV. IMPROVING WAVE FUNCTIONS
The wave function in Eq. (3) is much more general than
what we included in our previous studies but is more dif-
ficult to generate. In general it is not feasible to do a
full wave function evaluation for each new configuration
of the ions. However, for diatomic molecules it is feasible
to precompute and optimize wave functions at different
distances and then use the precomputed wave functions
in order to interpolate wave function amplitudes at other
ion positions. There are several different ways this can
be done. The first approach we considered is to use a
grid with regard to the distance between the ions and
calculate a fully optimized electronic wave function at
each grid point. Then one would evaluate the electronic
wave function at each grid point and use an interpola-
tion scheme to determine the full wave function. This
would be multiplied by a purely ionic wave function, as
in Eq. (3). Although this is technically a feasible way to
generate improved wave functions, we found that this ap-
proach was difficult to implement with regards to main-
taining a smooth wave function.
A second approach, for which we present results here,
parameterizes the determinant coefficients as a function
of the ion positions. For a diatomic system, this corre-
sponds to generating a 1D function for each determinant
coefficient. This is an improvement over the dragged-
node approximation, as the coefficients of the determi-
nants are allowed to change with ion distance, and can
capture complicated ion dependences of the nodes. In
future work it also might be possible to extend this type
of wave function to at least three particles, which would
require fitting functions for the determinant coefficients
in higher dimensions.
V. WAVE FUNCTION DETAILS
The process for generating wave functions of the types
in Eq. (2) and Eq. (3) requires the determination of sev-
eral types of variational parameters. For a wave function
given by Eq. (2), we use an initial guess for the wave
function that is generated from complete active space
self-consistent-field (CASSCF)43,44 calculations using the
quantum chemistry package GAMESS-US.45 The opti-
mized orbitals are then used in a configuration interac-
tion singles and doubles (CISD) calculation to generate a
series of configuration state functions (CSFs).46 For the
small systems LiH and BeH, a CASSCF calculation with
a large active space is used in place of CISD. The multi-
CSF expansion of the wave function can be expressed in
the following form,
ΨCISD(~r; ~Ro) =
NCSF∑
i=1
αiφi(~r; ~Ro) =
Ndet∑
i=1
ciDi(~r; ~Ro), (5)
where ~r refers to the spatial coordinates of all the elec-
trons and ~Ro refers to the equilibrium positions of all
4the ions. φi(~r) and ~α = {α1, α2, . . . } are the CSFs
and CSF coefficients, respectively, generated from CISD.
Each CSF is a linear combination of determinants, so
the wave function can be equivalently written as a linear
combination of determinants (5). The Roos Augmented
Triple Zeta ANO basis47 is used for the molecular systems
except for the smallest system LiH, where the cc-pV5Z
basis is used.
After the multi-CSF expansion is generated, we im-
pose the electron-nucleus cusp condition on each molec-
ular orbital48 and add a Jastrow factor to the wave func-
tion to include electron correlation.49 Our Jastrow factor
contains electron-electron, electron-nucleus and electron-
electron-nucleus terms. The full electronic wave function
used in FN-DMC is,
ψe(~r; ~R) = e
J(~r, ~R,~β)ΨCISD(~r; ~Ro), (6)
We optimize the CSF and Jastrow coefficients, ~α and ~β,
respectively, simultaneously with QMCPACK.50,51 Op-
timization is performed with the ions clamped to their
equilibrium positions. The equilibrium geometries for
BeH and BH are chosen to be the ECG-optimized dis-
tances for comparison with the ECG method, and the
geometries for the rest of the hydrides are taken from
experimental data.52
For the second type of wave function, we consider a
form of type Eq. (3) as discussed in the previous sec-
tion. We specifically tested this wave function for the CH
molecule by implementing the following additional steps.
At the equilibrium C-H separation Re = 2.1165 a.u., we
optimize the electronic wave function, which includes all
determinant coefficients and a Jastrow. At two C-H sep-
arations near equilibrium Rleft = 2.0 a.u., Rright = 2.25
a.u., we reoptimize only the determinant coefficients of
the electronic wave function, keeping all the other wave
function parameters fixed. For each determinant coeffi-
cient, we approximate its dependence on the distance be-
tween the ion positions (R) with an interpolation given
by the following equation,
c∗i (R) = ci(Rleft) +
ci(Rright)− ci(Rleft)
Rright −Rleft
× (R−Rleft).
(7)
We can consider a diagnostic test to determine when
this type of improvement might be important. The po-
tential energy surface as a function of the C-H distance
is plotted for several different nodal surfaces in Fig. 1. In
particular we calculate clamped-ion energies that corre-
spond to the dragged-node approximation as well as ener-
gies from a linear interpolated wave function as given by
Eq. (7). The reference result is obtained by re-optimizing
the Jastrow factor and the determinant coefficients at ev-
ery C-H separation. The region for the most probable ion
distances is indicated by the vertical dashed lines. Over
the region of important ion distances, the potential en-
ergy surface from the interpolated wave function is im-
proved over the dragged-node potential energy surface
when compared to the fully optimized potential energy
surface. Further away from the region of interest, both
the dragged-node and the interpolated wave functions
deviate signficantly from the reference data. This region
is seldom ever sampled during our FN-DMC simulations
and is not expected to affect our results.
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FIG. 1. Clamped-ion VMC total energy as a function of C-H
separation using a hierarchy of wave functions. The dashed
lines mark the FWHM of the distribution of C-H separation.
Within the region marked by the dashed lines it can be seen
that the interpolated wave function results are a closer match
to the reference ’re-opt’ energies than the dragged-node ener-
gies.
VI. RESULTS AND DISCUSSION
In our previous study, wave functions of the form in
Eq. (2) were used to simulate several different molecu-
lar systems6. To determine the nonadiabatic contribu-
tion for each system we partition the energy into dif-
ferent components, which includes the clamped-ion ener-
gies, the zero point energy (ZPE) and the diagonal Born-
Oppenheimer energy (DBOC). Everything that remained
we consider to be the nonadiabatic energy. Using stan-
dard quantum chemistry tools all of the above terms can
be calculated or approximated to high accuracy with the
exception of the nonadiabatic energy. As a result the
nonadiabatic energy is a quantity that has not been the-
oretically calculated for many systems. In our previous
study the nonadiabatic energy was less than 0.1 mHa for
most of the systems considered. There are two excep-
tions, where the nonadiabatic energy was larger, for the
cases of BH and CH molecules.
Our new results for CH with the improved wave func-
tions can be seen in Table I. Due to the variational prop-
erty of FN-DMC, it is evident that these results are
improved energy over the previous best results for the
CH molecule, which is not unexpected given the differ-
ences between the interpolated wave function and the
dragged-node wave function as seen in Fig. 1. Our pre-
vious results showed a nonadiabatic energy of 1.9 mHa.
Our new results show a nonadiabatic energy of 0.9 mHa,
5which can be seen for the largest determinant expansion
in Table I. This is consistent with our previous results,
mainly that the CH molecule is somewhat nonadiabatic,
even though our new estimate of the nonadiabatic en-
ergy is smaller. For a system with a moderate amount of
nonadiabatic energy, more effort is needed in generating
accurate wave functions. Improving the wave functions
beyond the dragged-node approximation will lower the
estimate of the nonadiabatic energy, but it is likely to
remain somewhat large if the improvements of the wave
function correspond to degrees of freedom beyond the
Born-Oppenehimer approximation. This is what we see
for CH, as the nonadiabatic energy is still relatively large
in comparison to other systems. We note that this is still
not a definitive estimate of the nonadiabatic energy, but
it is likely the best estimate ever calculated for this sys-
tem.
We also noticed interesting behavior that results from
improving the quality of the electron nodes. We per-
formed clamped-ion (static) and fully nonadiabatic (dy-
namic) calculations using different truncation levels for
the determinant expansion. The FN-DMC energy and
variance for the various calculations are shown in Table I.
As we include more determinants in our wave function,
both the energy and variance of the static calculation
decrease. However, the same does not happen for the
variance of the dragged-node approximation, in which we
see the surprising result that the variance increases. This
suggests that the clamped-ion wave functions are being
improved to a larger extent than the dragged-node wave
functions with increasing determinant number. It is also
interesting to note that for the wave functions with the
smallest determinant expansion (Ndet = 35), the vari-
ance is almost the same between the clamped-ion and
dragged-node wave functions.
The energy and variance with determinant coefficient
interpolation is generally improved from our previous
wave function with the dragged-node approximation. A
comparison between the dynamic runs with and without
interpolation also shows that coefficient interpolation be-
comes more important for larger determinant expansions.
In particular, the variance improves with increasing de-
terminant number, showing similar behavior to that of
the static wave function.
Ndet Energy (Ha) Variance (Ha
2) method
35 -38.4709(1) 0.3130(5) static
35 -38.4622(2) 0.3169(3) drag
35 -38.4621(2) 0.3173(3) interp.
723 -38.4770(1) 0.2489(3) static
723 -38.4667(1) 0.334(2) drag
723 -38.4679(1) 0.2713(7) interp.
4739 -38.4781(1) 0.2300(4) static
4739 -38.4676(1) 0.334(5) drag
4739 -38.4687(2) 0.267(7) interp.
TABLE I. DMC energy and variance with static ions, dynamic
ions with dragged-node (“drag”) and dynamic ions with de-
terminant coefficient interpolation (“interp.”).
In Fig. 2 we show the various contributions to the dif-
ference between the static and dynamic ground-state en-
ergies. Due to the difference in energy scales for the
quantities of interest, we only plot the diagonal Born-
Oppenheimer energy and the nonadiabatic energy. To
calculate the nonadiabatic energy we take the estimated
zero-point energy for CH to be 6.438 mHa53. The diago-
nal Born-Oppenheimer correction is estimated to be 2.11
mHa6. Our best result is given by the 4739 determinant
interpolated wave function in Fig. 2. Clearly, there is an
increase in the nonadiabatic energy of the CH molecule
that results from using the dragged-node approximation.
The improvement seen by using the interpolated wave
function instead of the dragged-node approximation is
1 mHa for the CH molecule; a relatively large change in
the energy. This improvement is unlikely for any of the
other molecules under consideration based on our previ-
ous benchmarking. That the dragged-node approxima-
tion produced such a large error for the CH molecule
suggests at the very least that the nodal structure of its
wave function has more complex dependence on the ion
configuration than the rest of the molecules under con-
sideration.
Fig. 2 also reveals that the nonadiabatic energy is only
observed with the large determinant expansions. There
are several possible explanations for this. It is possible we
are optimzing the static wave function signficantly better
than the electron-ion wave function. There is some indi-
cation of this from the variance of the dragged-node ap-
proximation, but this is less evident for the interpolated
wave function. Another possible explanation is that only
when the wave function is highly optimized do significant
changes arise in the wave function amplitudes with regard
to ion positions. A related effect is that large fluctuations
of the ion distance can be surpressed if the wave function
and the related nodal surface is not well optimized at
large ion distances. Such effects can be mitigated alto-
gether with the interpolated wave function approach, and
are likely to be surpressed with increasing the number of
determinants for the electronic part of the wave function,
even for the dragged-node wave function. In Fig. 3, we
compare our new results for CH with the nonadiabatic
contributions from previous work. It is evident that the
CH nonadiabatic energy is still much larger than all the
other molecular systems.
VII. CONCLUSION
In this work, we demonstrated a new approach for gen-
erating electron-ion wave functions for diatomic systems.
This approach is more accurate than those used in pre-
vious quantum Monte Carlo work. These wave functions
are generated from highly accurate clamped-ion quantum
chemistry techniques, from which the derived nodes can
be much more complex than those given by the dragged-
node approximation. We have specifically considered
the nonadiabatic energy in the CH molecule and show
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FIG. 2. Nonadiabatic energy of CH with and without de-
terminant coefficient interpolation. The wave function “in-
terp” denotes that the determinant coefficients depend on C-
H separation through linear interpolation. For the largest two
determinant expansions a more significant contribution from
nonadiabatic effects is observed than the smallest determinant
expansion.
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FIG. 3. Nonadiabatic energy of diatomic molecules. Energies
for the dragged-node calculations are taken from a previous
study6. The best (4739 determinant) result for CH with de-
terminant coefficient interpolation is shown with *. Note that
for all the molcules except for BH and CH the nonadiabatic
energies are roughly 0.1 mHa or smaller.
that even with the improved wave function there is still
a slightly larger contribution from nonadiabatic effects.
Further calculations are possible to improve our results
here, such as release node calculations. However, it is
of interest to start testing our wave function forms on
larger systems and to develop further understanding of
what types of nonadiabatic effects can be captured with
our current formalism.
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