The L p -L q estimate is established for parabolic partial differential equations with linear and singular first order terms. Then a new Zvonkin's transformation and Krylov's estimate are established. As applications, log-Harnack inequalities are established for stochastic differential equations with singular drift term without any regularity assumption. Exponential convergences in Wasserstein distances are investigated for stochastic differential equations with singular drift.
Introduction
In [32] , a transformation that remove the drift of stochastic differential equation (in short SDE) was introduced by Zvonkin. This transformation of the phase space together with Krylov's estimate (see [12] ) gives a powerful tool in studying stochastic differential equations with irregular coefficients. For instance, in [21] the author first proved the existence and uniqueness of strong solutions to SDEs with bounded measurable drift; [6] proved the uniqueness of strong solution to SDEs with locally Lipschitz and strong elliptic diffusion coefficients and integrable drifts; [29] extended results to equations with local integral drifts which has linear growth and Sobolev diffusion coefficients. Recently, [14] obtained the existence and uniqueness of strong solutions to SDEs with additive noise and time dependent drifts satisfying the L p -L q integration condition, see (1. 2) for instance. Krylov and Röckner's results were extended by [30] to the case of multiplicative noise, and stochastic homeomorphism flow property of singular SDEs were studied therein. For more properties of singular SDEs investigated by using Zvonkin's transformation and Krylov's estimate, see [9, 16, 26, 27, 31] and reference therein.
We consider the following equation
where {W t } t≥0 is a Brownian motion w.r.t. to a probability space with filtration (Ω, F , {F t } t≥0 , P), b(t, ·) :
Zvonkin's transformation can remove b 0 , and transform (1.1) to an SDE with another regular drift or without drift term if b ≡ 0, see e.g. [27, 29] . Recently, [25] introduced a transformation for SDEs with Dini-continuous drift that retains the linear drift. Following this transformation, [10] obtained Harnack inequalities for stochastic functional partial differential equations; [8] investigated the exponential convergence of functional SDEs with Hölder drifts. In [28] , this transformation was generalised to study the exponential convergence of SDEs with singular drifts. In this paper, we shall give a Zvonkin's transformation for (1.1) with b 0 satisfying the L p -L q as in [14] :
with p, q ∈ (1, ∞) and d p + 2 q < 1, and the drift term of the new SDE given by the transformation satisfies Lipschitz condition. Moreover, if b is monotone in addition:
for some K > 0, then the new drift term also satisfies (1.3) with another positive constant. Precisely, the Zvonkin's transformation Φ t (·) : R d → R d in this paper is given by solving the following parabolic PDEs:
with φ t (x) = Φ t (x) − x and λ ≥ 0. Then φ t satisfies
By Itô's formula formally, we have dΦ t (X t ) = b(t, X t )dt + λφ t (X t )dt + martingale part = b(t, Φ −1 t (Φ t (X t )))dt + λφ t (Φ −1 t (Φ t (X t )))dt + martingale part.
By choosing λ large enough, we shall prove that Φ t is a homeomorphism on R d . Then b(t, Φ −1 t (·)) is Lipschitz and satisfies (1.3) if so does b. It is clear that the parabolic equation considered here is different from that in [26, 27, 29, 30, 31] since b has linear growth. The condition (1.3), different from the dissipative condition used in [27] , is also useful in studying the ergodicity of SDEs, see [5, 8, 17, 23, 24, 28] . Then we can apply our results to investigate the exponential convergence in Wasserstein distances, see Section 3.
For a Lipschitz map, it can be decomposed into a smooth function and a bounded function, see Remark 2.1, so b = b 1 + b 2 with b 1 is smooth and b 2 is bounded. Then in the following section, we shall study L p -L q estimates as in [11, 13] for parabolic with b 1 + b 2 + b 0 as its first order term, see (2.1) and (H1)-(H3) for details. Krylov's estimates will be given in Section 3. As applications, we shall study Harnack inequality for the associated transition semigroup generated by (1.1) and the exponential convergence in Wasserstein distances. Related results on applications will be presented in Section 4.
L p -L q estimates for parabolic equations
We first study the L p -L q estimates of the following parabolic equation
where the derivatives of u are understood in the weak sense, and
are measurable. We assume that a, b 1 , b 2 , c satisfy the following hypothesis.
(H1) a is uniformly continuous in x uniformly w.r.t. t, i.e. for any T > 0 and ǫ > 0, there exists δ > 0 such that for any
(H2) For each T > 0, there exist positive constants λ 1 , λ 2 with λ 1 ≤ λ 2 such that
(H3) For every T > 0 and t ∈ [0, T ], b 1 (t, ·) ∈ C 2 (R d ) and
sup
The condition (H3) implies that b 1 has linear growth: there exists K 0 > 0 such that
Then there exist b 1 and b 2 satisfy (H3) such that
Then b 1 (t, ·) ∈ C 2 (R d ) and
The L p -L q estimates for parabolic PDEs have been studied in [11, 13] . However, their results can not be applied to PDEs with linear growth and singular first order terms. To study (2.1) under the hypothesises (H1)-(H3), we adapt the method used in [4, 18] to investigate the regularity for elliptic operators with unbounded coefficients.
Let w be a positive function, and let L p
We denote by W 2,p 1,q (T ) the case that w ≡ 1, and denote L p
lem-lplq Theorem 2.1. Assume (H1)-(H3). For any p, q ∈ (1, ∞) with d p + 2 q < 1, ǫ > 0, b 0 , f ∈ L p q (T ) and u 0 ∈ W 2−2/q+ǫ,p (R d ), (2.1) has a unique solution in W 2,p,w 1,q (T ) with w(x) = 1 + |x| 2 − p 2 and there exists C > 0 depending on p, d, q, ǫ, K 0 , ∇b 1 ∞ ,
If b 0 ≡ 0, the claim of this lemma holds for any p, q ∈ (1, ∞).
This theorem follows from Lemma 2.2 and Lemma 2.3 below. Before detailed proofs, we shall interpret the strategy. Consider the following ordinary differential
It follows from (H3) that ψ(t, ·) is a diffeomorphism on R d . Let
where the Einstein summation convention is used in
Then
Let v(t, x) = u(t, ψ(t, x)). By the approximation argument, it is clear that for
where (∇ψ) −1 j i is the i-th row and j-th column of the matrix (∇ψ) −1 . Moreover, due to (2.1), for u ∈ W 1,q ([0, T ], L p w (R d )), we have
= tr(a∇ 2 u)(t, ψ(t, x)) + (b 2 · ∇u)(t, ψ(t, x)) + f (t, ψ(t, x))
Then v(t, x) satisfies
, andā is uniformly continuous and uniformly elliptic with someλ 1 ,λ 2 such that
We first study (2.8) and give the following lemma. Then, conversely, we prove that if v satisfies (2.8), then u satisfies (2.1).
has a unique solution in W 2,p 1,q (T ), and there exists a positive constant C 1 depending on
For b 0 ≡ 0, it has been prove in [11, Theorem 2.4 ] that the claim of this lemma holds for any p, q ∈ (1, ∞). Then by the continuity method, to prove this lemma, it suffices to prove (2.9). 
By [11, Theorem 2.4] , there exists C = C(p, d, q, ǫ, T, b 2 ∞ , c ) > 0 such that for any t ∈ (0, T ]
Let 
Putting this into (2.10), we have
Therefore, (2.9) follows by Gronwall's inequality.
By chain rule, (2.3) and (2.11), it is clear that
Thus ψ(t, φ(t, x)) = ψ(0, φ(0, x)) = x. Denote by ψ −1 (t, ·) the inverse of ψ(t, ·). Then ψ −1 (t, ·) = φ(t, ·) and satisfies the following equation
Then it follows from (2.5) that
The following lemma shows that the map
Then J is an isomorphism on W 2,p q (T ), and for any g ∈ W 2,p q (T ), a.e. t ∈ [0, T ], the following equalities holds in L p q (T )
Moreover, J is a bounded operator from W 2,p 1,q (T ) to W 2,p,w 1,q (T ), and
). It follows from (2.13) and for j = 0, 1, 2
it is easy to see that J t is a bounded operator in W j,p (R d ) with sup t∈[0,T ] J t W j,p < ∞ for any j = 0, 1, 2 . Moreover, (2.17) holds for any g ∈ W j,p (R d ). Consequently, J is a bounded operator in W 2,p q (T ). It is easy to see that J is invertible with
and J −1 is a bounded operator. By (2.17) and g(t, ·) ∈ W 2,p (R d ) for a.e. t ∈ [0, T ], we have (2.14) and (2.15) hold.
Next, we prove that J is bounded from
Then it follows from (2.5)
which implies that there exists C > 0 such that
Moreover, because L p w (R d ) is reflexive, it follows from [1, Theorem 1.16 and Theorem 1.17] that for a.e. t ∈ [0, T ] the following limit holds in L p
It follows from (2.13) and (2.5) that
Thus
where we use (2.12) and the linear growth of b 1 in the last second inequality. Then we obtain that
Putting this into (2.20), we prove indeed that
which together with (2.17) yield for a.e. t ∈ [0, T ]
Then by (2.2) or (H3)
Hence, 
Hence, the last claim of the lemma holds.
By using the diffeomorphism ψ(t, ·) generated by this PDE, ∂ t v combines ∂ t u and b 1 · ∇u together, which is crucial in the study of elliptic operator with unbounded
By a direct calculus, u = Jv satisfies (2.1) in the weak sense. Then Combining Lemma 2.2 and Lemma 2.3, we can prove Theorem 2.1 directly, and we omit the proof.
Krylov's estimate
Let X t satisfy the following equation
where ξ(t) is a measurable F t -adapted process. We shall investigate Krylov's estimate for X t in this section. Consider the following backward PDE:
Then, by reversing the time, it follows from Theorem 2.1 that for any f ∈ L p q (T ), (3.2) has a unique solution with C > 0 depending on d, p, q, T ,
where ((∇ψ t,T ) −1 ) * i is the transposition of the i-th row of the matrix ((∇ψ t,T ) −1 ). By using (3.4) and (3.2) with c ≡ 0, we can prove the following Krylov's estimate for X t . kry-1 Theorem 3.1. Assume (H1)-(H3) and p, q ∈ (1, ∞). Let τ be a stopping time and
Letb 1 satisfy (H3), and letJ be defined as J with b 1 replaced byb 1 . As a consequence of Krylov's estimate, we prove the following generalised Itô's formula for To consider Krylov's estimate for f ∈ L p q (T ) with d p + 2 q < 2, we assume in addition (A) a is uniformly continuous Hölder continuous: there exist C > 0 and β ∈ [0, 1] such that
Then we have the following Krylov's estimate by using a method different from [27] .
Then for any p, q ∈ (1, ∞) with d p + 2 q < 2, the solution of (3.1) satisfies Krylov's estimate with index p, q: there exists C > 0 and m > 0 such that for any stopping time τ and f ∈ L p q (T ) and
The proofs of our results are given in the following subsections 3. By approximate and truncation argument, we first assume
Let v andf defined as in (3.4) and (3.5) with T replaced by t 1 , and let ρ be a non-negative smooth function on R d+1 with compact support in the unit ball centre at zero and R d+1 ρ(t, x)dtdx = 1. Set ρ n (t, x) = n d+1 ρ(nt, nx). Extending v by zero for t ≥ t 1 and by v(0, ·) for t < 0. We define v n (t, x) = v * ρ n (t, x), and
It is clear that
for some C depends on b 1 , T . Then f n ∈ L p q (t 1 ) ∩ L r r (t 1 ). Hence (3.
2) with f replaced by f n has a unique solution u n and v n (t, x) = u n (t, ψ t,t 1 (x)). Then 
For any
Since v n is smooth with bounded derivatives and ψ −1 t,t 1 (·) ∈ C 2 (R d ), we have u n (t, ·) ∈ C 2 (R d ) with bounded first and second order derivative. Moreover, by using (2.14) and (2.15) with ψ(t, ·) replaced by ψ t,t 1 (·), u n = Jv n implies that u n (t, ·) has bounded first and second order derivative, and that ∇u n (t, x) and ∇ 2 u n (t, x) are bounded and continuous in t. We can apply Itô's formula to u n (t, X t ): Taking into account that ∇u n ∞ < ∞, Doob's optional theorem yields 
Putting these into (3.10), we have
which together with (3.9) implies by taking n → ∞ that
It is easy to see that this inequality holds for f ∈ L p q (T ). Next, we consider b 0 ∈ L p q (T ) with d p + 2 q < 1. Set m > 0, M > 0, and let
Then it follows the first part of this lemma that
Since C is independent of m, for fixed M > 0, taking m → ∞, we have
Then, taking M → ∞, we complete the proof of (1) of this lemma. If ξ ≡ 0, then t 0 ξ(s) · ∇u n (s, X s )ds = 0.
Then we only need to estimate sup n u n ∞ . By [14, Lemma 10.2] and b 2 , b 0 are bounded, the condition d p + 2 q < 2 is enough, see (3.11).
Proof of Corollary 3.2:
Let ρ be a non-negative smooth function on R d with compact support in the unit ball centre at zero and R d ρ(x)dtdx = 1, and let ρ n (x) = n d ρ(nx). For any n ≥ 1, define
Then for any m ∈ N,
(3.13) pre-Ito
We first study I 1,m . Let
Then for any M > 0, we have by Jessen's inequality that
Hence,
By the Hölder inequality, for any |x 1 | ≤ M and |x 2 | ≤ M , we have 
(3.15) sup-nnun For j = 0, 1, 2, any t, s ∈ [0, T ] and M > 0,
By the Itô's formula, we have Since T 0 (|b 1 (s, X s )| + |b 2 (s, X s )| + |b 0 (s, X s )| + |ξ(s)|) ds < ∞ and σ ∞ < ∞, it follows from (3.15) and the dominated convergence theorem that P-a.s.
Hence, P-a.s.
By letting m → ∞ in (3.13), we prove Next, we shall complete the proof of this lemma by using the approximation argument. It is clear that for any j = 0, 1, we have ∇ j u n ∞ ≤ ∇ j u ∞ . It follows from (2.14), u ∈ W 
with some δ ′ < 1 − d p − 2 q . Then for any j = 0, 1
Then applying the dominated convergence theorem to I 2 (n) and I 4 (n), we get P-a.s.
(by a subsequence if necessary)
Let R > 0 and τ R = inf{t ∈ [0, T ] | t 0 |ξ(s)|ds > R}. Then it follows from (1) of Theorem 3.1 that
It is clear that for any t ∈ [0, T ],
Then by the dominated convergence theorem that
which implies that Since lim R→∞ P(τ R ≤ T ) = 0, by Cantor's diagonal argument, there exists a subsequence, which we also denote by u n k , such that (3.18) holds P-a.s. For I 1 (n), it follows from the property of convolution that
By convolution inequality,
It follows from (3.19) , (3.20) Hence, by the Cantor's diagonal argument, there exists a subsequence, denoted also by u n , such that P-a.s.
Combining all these together, we complete the proof by taking n → ∞ in (3.17) by a subsequence.
Proof of Theorem 3.3
We first prove a lemma on the solution of the following backward PDE
lp-lq-Holder Lemma 3.4. Assume (A), (H1)-(H3). Let p, q ∈ (1, ∞) and T > 0.
Then the following results hold.
(1) There exists λ 0 > 0 depending on K 0 , ∇b 1 ∞ , ∇ 2 b 1 ∞ , b 2 ∞ , b 0 L p 1 q 1 (T ) , p 1 , q 1 such that for any λ ≥ λ 0 and f ∈ L p q (T ), (3.21) has a unique solution in W 2,p,w 1,q (T ) with u(T, ·) = 0.
Moreover, there exists C 2 depending on p, d, q, T , λ 1 ,
(3) If q 1 = p 1 = ∞, (1) and (2) hold for any λ > 0.
Remark 3.1. The Sobolev space W θ,p with θ ∈ (0, 1) ∪ (1, 2) and p ∈ (1, ∞) is defined as Bessel potential space. The space W θ,∞ (R d ) with θ = 0, 1, 2 are defined as a subspace of L ∞ (R d ) with weak derivatives up to order θ also in L ∞ (R d ), and W θ,∞ (R d ) with θ ∈ (0, 1) ∪ (1, 2) are defined as the interpolation of L ∞ (R d ) and W 2,∞ (R d ) by using the complex interpolation method.
Proof.
(1) We first consider b 0 ≡ 0. By Theorem 2.1, this equation in this case has a unique solution in W 2,p,w 1,q (T ) and ∂ t u + b 1 · ∇u ∈ L p q (T ). As in Theorem 2.1, by considering (3.4) and transforming v to u, it follows from [27, Theorem 4.3] that there exists λ 0 > 0 depending on p, d, q, T, K 0 , ∇b 1 ∞ , ∇ 2 b 1 ∞ , b 2 ∞ , λ 1 , λ 2 such that for θ, p ′ , q ′ satisfy the conditions claimed in this lemma, any λ ≥ λ 0 and s ∈ [0, T ), the inequality (3.22) holds. Indeed,b 2 , defined as (3.6) , are bounded, so it follows from (A), [27, Theorem 4.3] and (3.4) 
which implies that sup t∈[0,T ] J t W θ,p < ∞. Thus
and (3.22) holds. Next, we consider (3.21) with b 0 ≡ 0. Let p 2 = pp 1 p 1 −p and q 2 =1 q 1 −q . Then
For any u with
Hence, by the continuity method, it suffices to prove (3.22) with p ′ = p 2 , q ′ = q 2 and sufficient large λ. It follows from (3.22 ) that for any λ ≥ λ 0 > 0 with some λ 0 depending on p, d, q, T ,
For λ large enough such that (λ ∨ 1)
Hence, there exists λ 0 > 0 depending on b 0 L p 1
which implies (3.21) has a unique solution.
(2) Putting (3.24) into right hand side of (3.23), we can prove (3.22) . Since
where C depends on T, λ 2 , d, b 2 ∞ , K 0 , ∇b 1 ∞ , ∇ 2 b 1 ∞ . By taking p ′ = p, q ′ = q, and θ = 0, we have from (3.22) that
Hence, by Lemma 2.3,
For any δ > 0, there exists λ 0 large enough such that for all λ ≥ λ 0 we have C T (λ ∨ 1)
, and u be a solution of (3.21) on [t 0 , t 1 ] with u(t 1 , ·) ≡ 0. Then it follows from Corollary 3.2 that
Then for any stopping time τ ,
Then it follows from Lemma (3.22) that
Substituting this into (3.30), we have
Then by the iteration we have two increasing sequence γ n and m n with γ n+1 = γ n 2 + 1, m n+1 = m n 2 + 1, n ≥ 0 such that (3.29) holds for any f ∈ L p q (T ) with d p + 2 q < γ n+1 and m = m n+1 . It is clear that lim n→∞ γ n = 2. Hence, the claim of the theorem is proved. (|b(t, 0)| + ∇b(t, ·) ∞ ) < ∞, and there exist p, q ∈ (1, ∞) with d p + 2 q < 1 such that b 0 , ∇σ ∈ L p q (T ).
Applications
By Remark 2.1, (H1), (H2), (H3') and Theorem 3.1, we can follow the proofs of [30, Theorem 1.1] or [27, Theorem 2.1] to prove (4.1) has a unique strong solution. Let P t be the associated semigroup generated by X t .
log-Harnack inequality
We have the following log-Harnack inequality.
log-Har Theorem 4.1. Assume (H1), (H2) and (H3'). Then there exists K 1 > 0 such that for any f ∈ B + b (R d ),
By Markov property, we only need to prove (4.2) for sufficient small t. Fix some T > 0. For any 0 < t ≤ T , by Remark 2.1, (H1), (H2) and (H3'), it follows from Theorem 3.1 that the following equations have unique solutions 
Then we can choose t small enough such that ∇φ ∞ ≤ 1 2 , which implies Let T s f (x) = Ef (Y x s ) with Y x 0 ≡ x. Hence, we have the following log-Harnack inequality for (4.6). Since ∇Σ ∈ L p q (t) and sup s∈[0,t] ∇Z(s, ·) ∞ < ∞, the proof of this lemma follows from that of [16, Proposition 2.1] complete. Since P s f (x) = Ef (X x s ) = Ef (Φ −1 s (Y Φ 0 (x) s )) = T sf (Φ 0 (x)) withf (·) = f (Φ −1 s (·)), Theorem 4.1 follows from this lemma and (4.4) directly.
Remark 4.1. For b 0 ∈ L p q (t) for p, q ∈ (1, ∞) with d p + 2 q < 1, there exists ∇Σ ∈ L p q (t) which can not implies that ∇Σ(t, ·) is bounded. So (4.6) does not satisfy conditions used to derived Harnack inequalities with power. [19] established Harnack inequalities with an extra constant for SDEs whose drift merely satisfies the L p -L q integral condition. By assuming that drift term satisfies so called Dini-condition, [25] then followed by [9, 10] established Harnack inequalities. The Dini-condition is weaker than the Hölder conditions used in [16] to derive the Harnack inequality with power. To find integral conditions of b 0 that ensure ∇Σ(t, ·) is bounded, we need to treat the limiting case of the L p -L q estimate of (3.21). This seems more complicated, and we shall consider it in another paper.
Remark 4.2. In [7] , the author assume that the non-regular drift b 0 satisfies b 0 ∈ L p q (T ) with d p + 2 q < 1 and For any q ′ = q ∈ (1, ∞) such that d p + 2 q < 1, it follows by (A), (H1), (H2) and (H3') from Lemma 3.4 that for any θ ∈ [0, 2) and p ′ ∈ [p, ∞] with 2 − θ + d p ′ − d p > 0, there exist some λ 0 > 0 and C > 0 such that for any λ ≥ λ 0 ,
which implies that
Taking θ = 0 and p ′ = ∞, we have
Choosing λ 1 ≥ λ 0 such that Cλ −1+ d 2p < 1, then we have u L p ≤ C f L p withs some C > 0 for any λ ≥ λ 1 . Hence, we prove that Then for any θ ∈ [0, 2) and q ′ ∈ [q, ∞] with 2 − θ + d p ′ − d p > 0, there exists λ 1 > 0 and C > 0 such that for any λ ≥ λ 1 , (4.9) has a unique solution and (λ ∨ 1)
Proof of Theorem 4.3:
Let φ = (φ 1 , · · · , φ d ) be the solution of the following equation
and Φ(x) = x + φ(x). Then by Corollary 3.2, we have dΦ(X t ) = (b(X t ) + λφ(X t )) dt + (I + ∇φ(X t )) σ(X t )dW t .
We choose λ > 0 large enough such that ∇φ ∞ < 1 2 , so 1 2 |x − y| ≤ |Φ(x) − Φ(y)| ≤ 3 2 |x − y|.
(4.10) Ph-2
