Abstract-Models of anticausal systems have provided useful means for the analysis and understanding of system performance and properties and found applications in circuits, signal processing and dynamical systems. In this paper, structure and properties of linear time varying (LTV) mixed causal and anticausal systems are studied and state space realizations of cascaded LTV mixed causal and anticausal systems are presented. The conditions for the cascaded system realizations are related to time-varying Sylvester equations in terms of statespace matrices of the systems.
I. INTRODUCTION
It is well known that physical processes and systems in real practices are causal systems whose output depend on past system inputs and a casual system cascaded with another causal system is also a causal system. Despite of this, noncausal systems, whose past outputs may be dependent on future inputs, arise in the studies of various practical applications such as image modeling and restoration [1] , [2] , inverse problem of time-varying filter and multi-rate filte banks, [3] , [4] , channel equalization [5] and pole vault dynamics [6] . In signal processing, noncausal filter are often used to achieve better filte characteristics, see, e.g., [7] , [8] , [9] , [10] .
The conventional frequency method was popularly used in the past studies and analysis of noncausal systems, which is restricted to linear time-invariant (LTI) systems since there is, in general, no frequency transforms and transfer functions for LTV systems. The frequency domain method involve operations of matrices of rational functions for which there is no effective computational procedure for optimization and precise numerical evaluation. On the other hand, the state space representation of noncausal systems has shown advantages in the analysis, optimization and numerical computing of noncausal systems.
For LTI systems, the causality properties of cascaded LTI noncausal systems was studied in [14] . In recent results [11] , [12] , [13] on a frame approach to the analysis of oversampled filte banks, it was shown that the dual frame of a perfect reconstruction filte bank system may have a noncausal filte bank realization and a state space method was used in the analysis, optimization and computation of the filte bank systems. While the results of [11] , [12] , [13] were on linear time invariant (LTI) noncausal systems, this paper studies structure and properties of more general LTV noncausal systems and presents state space realizations of cascaded LTV mixed causal and anticausal systems. It is shown that the state space realization of the cascaded LTV mixed causal and anticausal system realization is related to time varying Sylvester equations in terms of system state-space matrices. Conditions are also given for special cases when the cascaded system is causal or strictly anticausal. The results on the state space realizations of mixed causal and anticausal systems can provide a fundamental and effective means for the analysis, optimization and computing of noncausal LTV systems in various theoretical and application problems.
The rest of the paper is organized as follows. Section II gives the preliminaries and section III presents discrete time results and their derivations. An example is given in section IV to illustrate the results and Section V is the conclusion of this paper.
II. PRELIMINARIES
Let sets of real and complex numbers be denoted by R and C, respectively. Consider a linear time-varying mixed causalanticausal discrete time system represented by the causal forward state equation
the anticausal backward state equation
and the mixed causal-anticausal system output
where x k ∈ R n is the forward state, x k ∈ R n is the backward state, u k ∈ R m is the system input, y k , y k , z k ∈ R p are the system causal, anticausal and mixed causal-anticausal outputs, respectively,
and D k ∈ R p×m are the state matrices of the system. The mixed causal-anticausal system (1)-(3) is asymptotically stable if its state matrices satisfy
The mixed causal-anticausal system (1)-(3) can be represented by the matrix sequences
where the subscripts c and ac denote the casual and anticausal systems, respectively. Let
The mixed causal-anticausal system (1)-(3) can also be represented by the following infinit dimensional matrix equation
where
It follows that an LTV system has a time-varying statespace realization in the form (1)- (3) if there exist matrices T and T such that the block entries of (T + T ) = [T ij ] are given by
It is also clear that an LTV system is causal if its system matrix in the form (T + T ) is left lower and anticausal if its system matrix in the form (T + T ) is right upper.
Following from the notation in [16] , we introduce a shift operator Z operating on a signal vector
T , such that
The matrix representation of Z is given by
with appropriate dimension. Z is unitary on l 2 . It satisfie
and u in the form (6), the causal system (1) can be represented as
It follows that the system matrix T can be written as
Similarly, the system matrix of the anticausal system (2) can be written as
III. REALIZATION OF CASCADED LTV CAUCAL AND ANTICAUSAL SYSTEMS
In this section, we firs investigate structure and presentation of a causal system in cascade with an anticausal system. The structure and causality properties of 
ThCP3.12
A sufficien condition for the existence of X i is that the causal and anticausal systems (1) and (2) are both asymptotically stable. From the definitio of the matrix X i , it routine to obtain the time-varying Sylvseter equation:
The block diagonal form of (12) is represented by:
Consider the causal LTV system T with the state equation (1) and the anticausal LTV system T with the state equation (2) . Using the time-varying Slyvester equation (12) or (13), we can obtain the following result.
Theorem 1: The cascaded LTV system T T can be represented as a causal system in parallel with a strictly anticausal system and the state space realizations of these systems are, respectively,
The cascaded system T T can be represented by:
Substituting (13) into (15) yields
This is a system matrix with the causal system part
and the anticausal system part
The diagonal entries of the causal and anticausal matrices directly produce the state matricesM k andM k of the theorem. The computing of X i follows the backward recursion shown in equation (12) . The exact initial point of X i can be obtained in most cases of interest with the following steps.
• For systems which are time invariant after some point in time (k = L, say), an exact initial value can be computed analytically from the time-invariant algebraic equation that holds after time k = L:
• If the cascaded system is stable such that l A and l A as given in (4) satisfy l A < 1 and l A < 1, the timevarying Sylvester equation (12) is convergent. In this case, X i at some time point i is independent of the precise initialization of the recursion at i ≈ ∞. For an interested finit time-interval [1, L], it is possible to obtain arbitrarily accurate initial values by performing a finit backward recursion on data outside the interval. For the backward time-varying Sylvester recursion example,
For a stable system,
can be made arbitrarily small by choosing n large enough. The term
is approximating to zero. Neglecting this term gives an approximation of X i . The same approximation would have been obtained by choosing any X i+n if n is large enough. An analogy of Theorem 1 is the cascaded realization of T T , with T and T as given in Theorem 1. It involves a different matrix
with the associated time-varying Sylvester equation
Its block diagonal form is
The following result can be obtained following similar steps for obtaining Theorem 1.
Theorem 2: The cascaded system T T can be decomposed into a causal system in parallel with a strictly anticausal system and the state matrices of these systems are, respectively,
It follows immediately that, provided Y with block diagonal element in (17) Now consider the general case of two mixed causalanticausal systems in cascade. Let T 1 + T 1 and T 2 + T 2 be two LTV mixed causal-anticausal systems with T 1 and T 2 being the causal system matrices and T 1 and T 2 being the anticausal system matrices. The cascaded system matrix, with the causal matrix T and anticausal matrix T , is
(18) Let state space representations of T i + T i , for i = 1, 2, be
where M i,k and M i,k represent the causal and anticausal realizations of T i + T i , respectively.
In view of the cascaded system (18), its firs term T 2 T 1 is a cascaded system of two causal systems T 1 and T 2 so is a causal system with the state space realization
The fourth term T 2 T 1 of the cascaded system (18) is a cascaded system of two anticausal systems T 1 and T 2 so is an anticausal system with the state space realization
The second term T 2 T 1 of the cascaded system (18) is a cascaded system of a causal and an anticausal systems T 1 and T 2 . It follows from Theorem 1 that T 2 T 1 is, in general, a mixed causal and anticausal system with a causal realization M 2,k and an anticausal realizationM 2,k written, respectively, asM
Similarly, by Theorem 2, the third term T 2 T 1 of the cascaded system (18) is also a mixed causal and anticausal system with a causal realizationM 3,k and an anticausal realizationM 3,k written, respectively, as
As a result, the cascaded system (T 2 + T 2 )(T 1 + T 1 ) is a mixed causal and anticausal system. Its causal state space realization is the parallel combination ofM i,k , i = 1, 2, 3, and its anticausal state space realization is the parallel combination ofM i,k , i = 2, 3, 4. Its overall state space realization can be summarized in the following theorem.
Theorem 3: Given the state space realizations of T 1 + T 1 and T 2 + T 2 in the form (19), the cascaded system (T 2 + T 2 )(T 1 + T 1 ) can be represented into a causal system in parallel connection with an anticausal system. The state space realizations of the causal and anticausal systems, denoted byM k andM k , respectively, are given, bŷ
in whicĥ
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respectively.
IV. EXAMPLE
Consider a causal LTV system T with the following state matrices:
for k=1:K
The output of the causal LTV system T passes into an anticausal LTV system T with state matrices: for k=1:N
For simulation purpose, we collect L=400 samples of input and output signal. We give a unit input starting from point 101, and ends at point 300 shown in Fig.1 . K and N are the time-varying point of causal system and anti-causal system respectively. We set K = 200, and N = 250. We should expect the signal changes at K and N points. Fig.2 shows the output signal of the original cascaded system. From Fig.2 , we can obverse several transient parts caused by the overall cascaded mix-causal system. The cascaded system T T can be separated into a causal systemT in parallel with an anti-causal systemT . Applying Theorem 1, we obtain the parallel system state matrices. The casual systemT has state matrices
The anti-causal systemT has state matrices
ThusT has the same state matrices {A k , B k } as T , andT has the same state matrices {A k , C k } with T . To illustrate the time-variant values ofĈ k ,D k andB k , we give some With the resulting parallel system state matrices, we can obtain another set of output. The error between the parallel system output and original cascaded system output is shown at Fig.6 . There are some small errors at K and N points due to non-exact initial state values. This paper presents state space models for cascaded noncausal LTV systems. It firs shows that a causal LTV system cascaded with an anti-causal LTV system (or vise versa) can be causal, strictly anti-causal, or general noncausal depending on solutions of time-varying Sylvester equations. The general cascaded LTV mixed casual and anticausal system can be decomposed into a causal system in parallel with a strictly anticasual system. The state space realizations of these systems are presented in terms of solutions of timevarying Sylvester equations. Error between the parallel system output and the original cascaded system output Fig. 6 . Error between the parallel system output and the original cascaded system output
