In applications of graphical models, we typically have more information than just the samples themselves. A prime example is the estimation of brain connectivity networks based on fMRI data, where in addition to the samples themselves, the spatial positions of the measurements are readily available. With particular regard for this application, we are thus interested in ways to incorporate additional knowledge most effectively into graph estimation. Our approach to this is to make neighborhood selection receptive to additional knowledge by strengthening the role of the tuning parameters. We demonstrate that this concept (i) can improve reproducibility, (ii) is computationally convenient and efficient, and (iii) carries a lucid Bayesian interpretation. We specifically show that the approach provides effective estimations of brain connectivity graphs from fMRI data. However, providing a general scheme for the inclusion of additional knowledge, our concept is expected to have applications in a wide range of domains.
1. Introduction. Brain connectivity networks derived from fMRI data are considered a prime gateway to understanding cognitive diseases. Along with other fields, brain research has thus boosted the interest in statistical methodology for uncovering dependence networks. A standard framework for dependence networks is Gaussian graphical models [19] . Gaussian graphical models have become particularly popular after the development of methods and algorithms that can handle large and high-dimensional data.
Two widely-used approaches to Gaussian graphical models are neighborhood selection and graphical lasso. Neighborhood selection aims at graph reconstruction by aggregating local estimates [21] . Graphical lasso, on the other hand, is based on a global objective function [2, 9, 29] . Both approaches are now accompanied by a bulk of literature on theory and computation; we refer to [5, 15] and references therein. However, standard estimators do not take into account additional knowledge that is often available in practice, such as scientific rationales, experimental arrangements, or insights from previous studies. A natural question is thus how graph estimation can be refined when additional knowledge is available.
The purpose of this paper is to study this question. Our main inspiration and application are brain connectivity networks. In particular, we are interested in estimating brain connectivity networks by analyzing resting-state functional magnetic resonance imaging (fMRI) data that describe the levels of co-activation between brain regions [28] as measured by changes in blood flow [17] . Brain regions have spatial coordinates, so in addition to the samples, there is information in terms of pairwise distances between regions. Our goal is to leverage this additional knowledge for effective graph estimation.
Our main idea for this is to strengthen the role of tuning parameters. Commonly, tuning parameters are considered an inconvenience, because they need to be calibrated for each data set specifically. We instead think of this adaptability as an asset that can make tuning parameters a potent instrument for funneling external information into the estimation process. More specifically, for our goal of brain network estimation, we use tuning parameters to make neighborhood selection receptive to additional knowledge. We first show numerically that without such an integration, the sample sizes needed for accurate graph recovery are surprisingly large. We then show that adopting our notion can lead to three main features.
Reproducibility: Reproducibility is a major principle in the sciences and has become again a heated topic in recent literature [7, 23, 25] . We thus adopt a notion of reproducibility for our data application to show the competitiveness of our approach.
Implementation: We point out that our approach is amenable to straightforward and efficient implementations based on existing software. In particular, our approach preserves the general forms of the standard penalties and does not introduce any additional penalty terms.
Interpretation: We demonstrate that our approach has a lucid Bayesian interpretation.
The remainder of the paper is structured as follows. In Section 2, we introduce and motivate our general concept. In Section 3, we then tailor this concept to the estimation of brain connectivity networks based on fMRI data. In Section 4, we conclude with a discussion.
Method.
We start with a brief review of Gaussian graphical models. We then demonstrate the need for additional knowledge in graph estimation with a simulation study that adopts the dimensions of the brain connectivity application. We are then ready to introduce and discuss our approach for amending the estimation process with additional knowledge. We finally con-firm by using a simulation that our method can improve graph estimation.
2.1.
A brief review of Gaussian graphical models. Gaussian graphical models assume samples from a centered p-dimensional normal distribution N p (0, Σ) with a symmetric, positive definite covariance matrix Σ. The distribution is then complemented with an associated undirected graph G = (V, E) that has node set V = {1, . . . , p} and edge set E = {(i, j) ∈ V × V : (Σ -1 ) ij = 0}.
The crux of Gaussian graphical models is that the conditional and marginal dependence structures of the samples are concisely captured by the edge set E. Indeed, the Hammersley-Clifford theorem [4, 13] states that the ith and jth coordinate of a sample from N p (0, Σ) are conditionally independent given all other coordinates if and only if (Σ −1 ) ij = 0, that is, (i, j) / ∈ E. Moreover, the ith and jth coordinate are independent if and only if one cannot construct a chain of the form (i, k 1 ), (k 1 , k 2 ), . . . , (k l , j) by using only elements in E. Our goal is consequently to uncover the edge set E from data. For this aim, we develop estimators E ≡ E(X) of E based on independent identically distributed Gaussian samples X 1 , . . . , X n ∈ R p summarized in the data matrix X = (X 1 , . . . , X n ) ∈ R n×p .
2.2.
The need for additional knowledge. We now demonstrate that even with optimal tuning and large sample sizes, standard methods for Gaussian graphical modeling can fail to provide accurate graph recovery. For this, we conduct a simulation study comparing four of the most popular methods: thresholding the partial correlation matrix (THR); neighborhood selection with the "or-rule" (MB(or)); neighborhood selection with the "and-rule" (MB(and)); and graphical lasso (GLASSO).
We simulate data with the aim of mimicking settings encountered in practice. For this, the number of nodes is set to p = 116, which equals the number of brain regions in the data considered in Section 3. Then, a standard preferential attachment algorithm [3] is used to construct 115 edges between these nodes. The resulting edge set E determines which off-diagonal entries of the inverse covariance matrix Σ -1 are non-zero. The values of these entries are then independently sampled uniformly at random from [
Diagonal entries of Σ -1 are set to a common value such that the condition number equals 100. With Σ -1 constructed this way, vectors are independently sampled from the Gaussian distribution N p (0, Σ) and summarized in data sets with sample sizes n ∈ {50, 100, 200, 400, 600, 800, 1000, 1200, 1400, 1600}.
The accuracy of graph recovery is assessed via Hamming distance. The Hamming distance between the estimated edge setsẼ and the true edge
Larger Hamming distances indicate less accurate estimation. The tuning parameters of all methods are calibrated to minimal Hamming distance, noting that the true graphs are known in simulations. This "oracle" tuning allows us to study the maximal potential of the methods' accuracies.
Fig 1:
Graph estimation with optimally calibrated standard methods becomes more accurate as the sample size n increases. However, even with n = 1600, which is much larger than the number of covariates p = 116, the Hamming distances are 32 or above. This means that graph estimation with standard methods can still be highly inaccurate even when the sample sizes are very large. Figure 1 contains the heat-map for accuracies averaged over 20 repetitions. For n = 1600, THR is the most accurate approach among all four methods, having average Hamming distance 32. Observe, however, that 32 wrongly assigned edges still mark a poor performance given that there are only 115 true edges in total. For smaller sample sizes, the accuracies of the methods decline even further (note that in particular, THR requires p ≤ n and thus can not be applied in the n ∈ {50, 100} regime as indicated by dashed lines in the figure) . In view of real data being commonly high-dimensional, where p is of the same order as n -or even larger, these observations thus provide substantial motivation for the inclusion of additional knowledge.
2.3.
Neighborhood selection with additional knowledge. We now introduce our scheme to incorporate additional knowledge into graph recovery. The resulting method can be computed efficiently with standard software packages and has a direct Bayesian interpretation.
A basis particularly suited for our approach is neighborhood selection. To recapitulate, the main idea of neighborhood selection is that graph recovery can be established through a sequence of regressions. The corresponding regression parameter β j ∈ R p for a given node j determines the edges between node j and the other nodes: (β j ) i = 0 ⇔ (i, j) ∈ E. With this in mind, the standard estimators are of the form
Here, the vector X j ∈ R n denotes the jth column of the data matrix X, the positive numbers r 1 , . . . , r p ∈ [0, ∞) are tuning parameters, and ||·|| is a norm (or more generally, a convex, positive function, such as the Ridge penalty). A standard example is neighborhood selection with the lasso, where ||·|| is set to the 1 -norm. Adopting the "and-rule", the edge set E is finally estimated byÊ
The choice of MB(and) as the basis is motivated by the simulation results in Section 2.2 and the fact that there is a myriad of existing software packages for solving problems of the form (2.1). In principle, however, one could apply the following recipe also to MB(or) and GLASSO.
Our proposal is now to incorporate additional knowledge by "upgrading" the univariate tuning parameters r 1 , . . . , r p to vectors. For this, we assume additional knowledge in the form of a matrix D ∈ R p×p . For example, D ij could be the Euclidean distance between nodes i and j in cases where the nodes correspond to brain regions, countries, galaxies, etc. As another example, D ij could be the (conditional) correlation between nodes i and j estimated on the present data set with an initial estimator (specializing our method to adaptive lasso-type approaches [30] , for example) or more interestingly, with the same or different estimators on other data sources. Next, to incorporate D into neighborhood selection, we transform the onedimensional tuning parameters r j ∈ [0, ∞) into multi-dimensional tuning parameters r j ∈ [0, ∞) p . We then enrich these tuning parameters with additional knowledge by setting (r j ) i =r j · f (D ij ), where f : R → R is a link function andr j is an overall tuning parameter for the jth regression. As customary in high-dimensional statistics, the free parameterr j balances the weights of the data (X in our case) and the structural assumptions (captured by || · || and D in our case). The above node-wise regression (2.1) is then generalized to
where the circle • indicates element-wise multiplication. Let us discuss three practical and methodological aspects of (2.2). The first important observation is that while there are now p "tuning" parameters per regression, there is still only one free parameter (namelyr j ) that requires calibration. This is highly desirable: for one parameter, efficient calibration schemes are known [1, 6, 24] ; in contrast, the calibration of multiple free parameters, which would appear when adding additional penalty terms instead of adopting our approach, remains a major challenge in both theory and computations. Second, for the link function f , there are often natural choices; we refer to the application section and the discussion. Third, note that our approach retains the "flavor" of the original penalty. This means that our concept maintains the general properties of the penalty, such as the sparsity generating effect of 1 -penalties [26] , and it means that the practical implementation of (2.2) can be based on standard software packages, such as glmnet [10] in the case of 1 -penalization.
Finally, our approach has a direct Bayesian interpretation. For a given index j, we consider the hierarchical Bayesian model
This model is a generalization of the model considered in the seminal paper on the Bayesian lasso [22] . The parameters (r j ) 1 , . . . , (r j ) p in our general model are hyperparameters that specify the shape of the prior distribution of each of the regression coefficients (β j ) i . The negative log-posterior distribution of β is now given by
where c is a term independent of β. The mode of this distribution iŝ
which equals the estimator yielded by our approach when the penalty in (2.2) is set to the 1 -norm. Similarly, replacing the double-exponential distribution in (2.4) with a Gaussian distribution, the posterior mode equals the estimators yielded by our approach when the penalty in (2.2) is set to the 2 -norm. This analysis shows that the tuning parameters relate our frequentist and Bayesian notions about the additional knowledge. In our frequentist estimator, the larger (r j ) i , the more likely the edge (i, j) is excluded from the estimate. In our Bayesian view, the larger (r j ) i , the more the assumed distribution of (β j ) i is concentrated around zero. Thus, funneling the additional knowledge into the tuning parameters of the frequentist estimator can be viewed as transforming the original priors, which are the same all across the coefficient vector, into informed priors tailored to each coordinate.
2.4.
Simulation. We now confirm by using a simulation that our approach can harvest additional knowledge to improve graph estimation. To generate data, we imitate the brain connectivity application in Section 3: the number of nodes p = 116 corresponds to the number of brain regions; the number of samples n = 210 corresponds to the number of fMRI scans per subject; the additional knowledge D ij is the Euclidian distance between brain regions i and j. The edge set is constructed based on independent Bernoulli(p ij ) distributions, p ij = inv.logit(10 − D ij /3), such that an edge (i, j) is included if the corresponding Bernoulli outcome is one. The form of the distributions captures our rationale that direct connections are predominately between close regions. An anatomical map of a graph generated by the preceding scheme is displayed in the left panel of Figure 2 . Next, the non-zero entries in the inverse covariance matrix Σ -1 as specified by the edge set are set to 0.3. The diagonal entries are set to 0.2 + 0.3 · σ min , where σ min is the minimal singular value of the adjacency matrix. This construction ensures that Σ -1 has full rank. Finally, n i.i.d. samples are generated from N p (0, Σ).
We now run our approach against standard methods for graph estimation. The specification of our estimator, referred to as SI in the following, is the same as in the application section, namely neighborhood selection based on (2.2) with 1 -norm penalty and link function f (x) = x 3 ; see Section 3.2 for further comments. The standard methods competing are THR, MB, and GLASSO. Motivated by the simulation results in Section 2.2, we adopt the "and-rule" for SI and MB. A total of 20 data sets is generated, on which each method is run as a function of its free tuning parameter. The average ROC curves for graph recovery are plotted in the right panel of Figure 2 . We find that the ROC curve of SI dominates the other curves, demonstrating that SI can improve graph recovery when additional knowledge is available. We finally note that simulations alone cannot provide definite evidence in favor of a method, because data generating processes always reflect preconceived notions about the biological truth. We thus complement the simulation with a reproducibility study on real data in the following section. Together, the results provide us with sufficient confidence to argue in favor of SI.
3. Brain connectivity application. The main motivation for the general framework in Section 2 is brain connectivity networks. Our biological rationale for these networks is that direct connections are more likely between close regions than between distant regions. The novel concept we proposed is ideal for incorporating this notion. First, graphical models in general distinguish between direct connections (conditional dependence) and indirect connections (marginal dependence). Second, the mentioned rationale that the distance between two nodes influences the likelihood of them being directly connected can be reflected naturally by how the link function f incorporates the additional distance information D. Importantly, we do not generally exclude the direct or indirect long-range connections. This means that two distant nodes can very well be connected, but more likely, this connection will be indirect. While we work with specific data about Alzheimer's disease in the following, our main goal is to show that our method provides a sensible approach to brain connectivity in general.
3.1. Background and data set. Functional Magnetic Resonance Imaging (fMRI) is a promising gateway to the understanding of the human brain [28] . Our specific goal is to use brain activity records from fMRI to infer coactivation networks among brain regions. For this, we rely on data collected from outpatients at the Neurology Department of the Beijing Hospital from November 2013 through December 2015. The data set comprises 37 subjects: 22 patients with Alzheimer's disease (AD), 5 patients with mild cognitive impairment (MCI), and 10 patients with normal cognition (NC). Each subject's data contains n = 210 consecutive scans of the entire brain. Each of the p = 116 variables is an average intensity over all voxels in an anatomical volume of interest defined by Automated Anatomical Labeling [27] . An autoregressive integrated moving average model [12, 16] is applied to account for autocorrelation.
Specification of the method.
We now reconcile the general methodology with the biological rationale of the application. For this, we consider the estimators (2.2) with 1 -penalization to exploit potential sparsity of the graphs. The additional knowledge D ij is the Euclidian distance between brain regions i, j, and the link function is defined as f (x) = x 3 to capture the three-dimensionality of the coordinates. This yields tuning parameters of the form (r j ) i =r j · D 3 ij . We compare our approach SI to THR, MB, and GLASSO. Again, we adopt the "and-rule" for SI and MB. The tuning parameter in MB as well asr j in SI are selected via 10-fold cross-validation. Since the tuning parameter in GLASSO is not amenable to the same crossvalidation scheme, GLASSO is calibrated via BIC. In absence of established selection criteria for thresholding, THR is calibrated such that the number of connections equals the number of connections for SI.
Note that the coordinates of the observations in the present data set correspond to volume regions in the brain. The observations in another type of fMRI-induced data that received considerable attention recently correspond to the cerebral cortex [11] . We would then recommend our approach with geodesic distances among the regions as additional knowledge and a link function of the form f (x) = x 2 to capture the two-dimensionality of the spherical coordinates.
3.3. Reproducibility study. Reproducibility is a basic scientific principle. It requires that experiments and analyses can be replicated, and that these replications lead to the same scientific conclusions. This means in particular that the statistical methods involved need to be stable in the sense that two estimates should be commensurate if the corresponding data sets are collected in the same fashion. An effective way to probe reproducibility of a method is data splitting. Indeed, agreement of estimates based on two parts of a data set under consideration indicates that the method is stable, while largely disagreeing estimates raise a red flag. To compare the reproducibility of different methods on the fMRI data, we proceed as follows. Given a patient and a method, the data describing the 210 samples are split randomly into two sets of 105 samples; then, reproducibility in terms of percentage agreement ( 1 − d H (Ê,Ẽ)/(|Ê| + |Ẽ|) )% is calculated for the graphsÊ andẼ that are estimated on the two halves of the data. Averages are finally taken over 20 random splits and over all the patients. Table 1 shows that SI has the highest reproducibility among the method considered. (Note that the sample sizes in the split data are not sufficiently large for the inclusion of THR.) This suggests that the additional knowledge is integrated effectively and that SI makes graph estimation on the data set under consideration more reliable.
Connectivity remarks.
After comparing the methods in terms of reproducibility, we give some brief remarks about the final graph estimates.
To highlight differences among the methods, graphs for one subject from each of the study groups are displayed in Figure 3 . The graphs are estimated based on all the data available for one given subject at a time. Each column in the figure corresponds to one (fixed) subject of the three groups AD, MCI, and NC; each row corresponds to one of the four methods SI, THR, MB, and GLASSO. The plots show anatomical maps, that is, the nodes are positioned according to their 3D coordinates. Edges between near regions (distances in the lower quartile) are colored orange; edges between more remote regions are colored blue. The total number of edges is stated below each map. While showing only one set of graphs for illustration, we find two patterns across all subjects: (i) With cross-validation as the most common calibration scheme applied, SI yields the most sparse networks. This finding shows that SI can lead to more manageable models. (ii) SI yields a small number of edges between distant regions, but most edges are between spatially close regions. In strong contrast, the other methods do not exhibit such a preference. This finding confirms our expectations about the four methods, and it shows that the estimates provided by SI are in agreement with the biological rationale.
To highlight differences among the study groups, the differences between the average graph estimates of SI for the AD and NC groups are displayed in Figure 4 . Since accurate graph estimation is the basis for accurate group comparisons, we expect that SI can help uncovering differences and similarities among study groups in general. In the following, we briefly discuss some insights obtained for the data set at hand, leaving a complete biological study for future work. Note first that entries in the heat-map in Figure 4 denote the frequencies of the edges in the AD group minus the corresponding frequencies in the NC group. The columns and rows are arranged such that spatially close regions tend to be close in the figure. We make two observations: (i) The overall graphs for the two groups seem to be similar, but there also seem to be pronounced differences in the connectivities of some regions. This finding suggests that some connections might be affected by AD more than others. (ii) Differences are found predominantly between spatially close regions (see blue and yellow entries close to the diagonal). This finding hints at the possibility that AD concerns short-range direct connections more than long-range direct connections. (iii) The plot contains areas with high variability (blocks with high concentrations of blue and yellow entries) such as the cerebelum close to the bottom right corner. The plot thus locates areas of interests for further studies.
4. Discussion and further research. We have shown that strengthening the role of tuning parameters is an effective approach to incorporating additional knowledge. In particular, we have shown that this approach can improve reproducibility, is computationally convenient, and has a clear Bayesian interpretation.
Our scheme allows for the inclusion of application-specific information matrices D and link functions f . The form of the information matrix D is typically predetermined in a given application. Similarly, the form of f often follows clear scientific rationales as can be seen in our brain connectivity example. One could also consider data-driven selections of f from a set of candidate functions by using score testing or related methods, cf. [14] ; however, the sample sizes of typical data might be too small for a thorough non-parametric selection of the link function. Importantly, via the link function f and the information matrix D, our approach can be tailored to a wide range of application in bioinformatics, speech recognition, computer vision, and digital communications. For example, we envision further implementation in genomics, where the goal is to estimate gene regulatory networks based on gene expression levels [8] . The additional knowledge that researchers commonly want to invoke for this are previously established subnetworks or networks estimated in other studies.
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Fig 4:
Differences of average brain connectivity networks between the AD group and the NC group. Yellow indicates that an edge occurs more frequently in the AD group; blue indicates that an edge occurs more frequently in the NC group. The diagonal is colored in red. While the networks seem similar overall, there also seem to be considerably different connectivities between some spatically close regions.
