The results of intranuclear cascade calculations (ideal gas with two-body collisions and no mean field), complemented by a simple percolation procedure, are compared with experimental data on protons and light nuclear fragments (d, t, 'He, and He) measured in 400 and 800 MeV/nucleon Ne+Nb collisions using a large solid angle detector. The model reproduces quite well global experimental observables like nuclear fragment multiplicity distributions or production cross sections, and nuclear fragment to proton ratios. For rapidity distributions the best agreement occurs for peripheral reactions. Transverse momentum analysis confirms once again that the cascade, although being a microscopic approach, gives too small a collective Aow, the best agreement being reached for Z =2 nuclear fragments. Nevertheless these comparisons are encouraging for further improvements of the model. Moreover, such an approach is easy to extend to any other models that could calculate the nucleon phase space distribution after the compression stage of the reaction, when light nuclear fragments emitted at large angles are constructed from percolation. PACS number(s): 25.70.Pq
I. INTRODUCTION
Intermediate-energy heavy-ion collisions offer the unique opportunity to infer the properties of nuclear matter at high density and temperature which are probed in the early stage of these collisions. For incident projectile energies of a few hundred MeV per nucleon, the speed of interpenetration of the two colliding nuclei exceeds the sound velocity in ordinary nuclear matter so that nuclear matter is highly compressed up to densities =2-3 times the normal nuclear density po and excited to temperatures = 50 -100 MeV. After the phase of compression, the system then expands and cools down, tending to lower densities and temperatures.
The formation of the nuclear fragments at the final stage of these reactions depends on the nucleons phase space distribution at this final time. As this distribution Present address: DAPNIA/SPN, CEN Saclay, F-91191 Gifsur-Yvette Cedex, France. tPresent address: LPN Nantes, F-44072 Nantes Cedex 03, France. is directly determined by the dynamical evolution of the system during the collision, the nuclear fragment production is governed not only by the initial conditions of the collision (incident energy, impact parameter), but also by the properties of the highly excited nuclear matter. This relation has been used [1 -3] to derive experimentally from the observed nuclear fragment yields the entropy per nucleon produced in the reaction, i.e. , one of the intensive thermodynamic variables of the nuclear equation of state.
In order to calculate the final phase space distribution, one needs a nuclear transport model. Many transport models [4] describe heavy-ion collisions at intermediate energy within the mean-field approximation and are adequate to describe the dynamical evolution up to the time of the reaction when fragmentation occurs. Afterwards, nuclear fragment formation can be predicted using percolation [5] . For example Ngo et al. have developed a specific percolation model, the "restructured aggregation model" [6] , coupled to a Landau-Vlasov equation [7] , in order to predict experimental nuclear fragment charge distribution in O+AgBr reactions between 50 and 200 MeV/nucleon [8] . As far as the problem of cluster formation is concerned, it has been proposed to replace 0556-2813/93/47(6) /2764 (18) /$06. 00 47 2764 1993 The American Physical Society mean-field dynamical approaches by nuclear transport models which are more suitable to calculate the N-body phase space distribution.
Such a method has been already used for predictions in the multifragmentation regime, using intranuclear cascade (INC) [9, 10] , or quantum molecular dynamic (@MD) [11, 12] . In this paper we use an equivalent procedure to predict light nuclear fragment production in 400 and 800 MeV/nucleon Ne+Nb reactions. The nuclear transport model used in order to describe the dynamic of the early phase of the collision is the Liege intranuclear cascade. From this nuclear transport model, we determine the phase space distribution at the end of the reaction, when light nuclear fragments are constructed by a simple percolation approach, followed by a deexcitation process. This procedure can be viewed as an extension of the method used in Ref. [13] for deuteron cross-section predictions in a+Pb, Cu, and C reactions between 200 and 800 MeV/nucleon. This paper is organized as follows. Section II will be devoted to the presentation of the model. In order to check the validity of this model, we compare it to experimental data measured with the 4m detector DIOGENE in a Ne+ Nb reaction at 400 and 800 MeV/nucleon. Section III will briefly recall the characteristics of the detector and describe the data analysis procedure. A systematic comparison of the predictions of the model with experimental observables will be presented in Sec. IV. The features of these comparisons will lead to a discussion of the model in Sec. V.
II. THE MODEL A. Intrannclear cascade (INC) model
The basic assumption of the Liege intranuclear cascade model [14] is that the collision of the two nuclei can be described as a succession of free nucleon-nucleon collisions. For each colliding nucleus (projectile or target), the initial nucleon positions are randomly distributed inside a sphere of radius 1. 123', where 3 is the mass number of the nucleus.
The initial nucleon momenta are uniformly distributed inside a Fermi sphere with radius pF =270 MeV/c. Then the projectile nucleus is boosted toward the target nucleus with the beam velocity so that the velocity of each nucleon is the sum of the nucleus velocity and the individual Fermi motion. But in order to avoid a spurious expansion of the two nuclei before the reaction, the nucleons of the system are frozen until they have their first interaction. Specifically, the Fermi momentum of each nucleon is recorded and then given back to it just before its first interaction. In the following analysis, we consider only "participant" nucleons, defined as nucleons which underwent at least one collision with another nucleon during the reaction. The remaining nucleons, defined as the "spectators, " are out of the scope of this analysis.
The original code has been improved since a prescription is used for the Pauli blocking factor: The number of particles is counted in a sphere which is centered at the final phase space coordinates of the colliding pairs, with a radius of 2 fm in coordinate space and 200 MeV/c in momentum space. So we can determine the occupation factor f by examining the neighborhood of the final-state phase space whenever a collision would occur; the collision is allowed with the probability (1 f)-. Furthermore, the isospin dependence of the elementary nucleonnucleon cross sections is taken into account, and both nn or np total elastic and inelastic cross sections are parametrized in order to reproduce the experimental standard data.
Moreover, a binding potential V has been implemented so that the nucleons are considered as initially moving in potential wells, providing a binding field to the initial nuclei. The binding potential is introduced with the relation
B. Percolation
The cascade process is stopped at the time tF, defined as the time when the system is freely expanding: tF is equal to 50 fm/c for both 400 and 800 MeV/nucleon reactions. Afterwards a percolation procedure is applied to the final r-space distribution of the nucleons: We decide that two nucleons belong to the same cluster if their relative distance in r space is smaller than some "percolation distance" r ". An expression of r "at the final time t~i s given by po rd+ (tF tFO ) 171 (2) where tFO is the "freeze-out" time, rd the deuteron radius (rd =2 fm), and po a limit on the relative momentum of the nucleons in the fragment. The times t"o are determined for each impact parameter as follows. In the energy domain considered here, the time evolution of the cumulated number of baryon-baryon collisions shows a steady increase and then suddenly fiattens. We choose tF& as the time at which the cumulated number of nucleon-nucleon collisions reaches -', of its final value.
The momentum distribution does not change drastically after t"o since the remaining collisions are soft, tF& is equal to 18 fm/c (15 fm/c) for the most central 800 (400) MeV/nucleon collisions. It goes down to 9 fm/c for the most peripheral collision (b =9b,"/9.5) at both energies. As tFo is dependent on b/b, ", r~" is in the same way a function of the impact parameter of the collision.
Finally, our simple model depends upon only one parameter, i.e. , the limit on the relative momentum po of the nucleons in the fragment. The value of po is determined by requiring the best agreement between the global exper-
where V = -32 MeV and m is the nucleon mass (m =938 MeV).
We consider here collisions between neon projectile and niobium target nucleus at 400 and 800 MeV incident kinetic energy per nucleon. For each projectile energy, the impact parameter varies in 10 steps from 0 to 9b,"/9.5, where b, " is equal to RN, +RN&. For each value of b, we have simulated 1500 and 1300 collisions at 400 and 800 MeV/nucleon, respectively. imental and predicted cluster-to-proton ratios (d/p, t/p, and ' H/p). The best values of po have been found to be equal to 210 and 260 Me V/c for 400 and 800
MeV/nucleon collisions. One can quote that these values are close to the Fermi momentum pF and that the small variation going from the 400 MeV/nucleon to the 800 MeV/nucleon case may simply refiect a corresponding uncertainty in the cluster formation time.
Concretely, at the final time of the cascade process, tF, the clustering algorithm grows a minimal spanning tree [15] based on the relative distance between nucleons in r space by successively adjoining the nearest remaining nucleon to a partially formed tree until all "participant" nucleons are attached to the final tree. After, we remove inconsistent edges with length larger than v ". Clusters will result from groups of neighboring nucleons (subtrees) which have small edges. But some of them consist only of an isolated nucleon as shown in Fig. 1 .
C. Deexcitation
We have to keep in mind that clusters are until now defined on a purely geometrical prescription.
Consequently, the clustering algorithm can produce unstable clusters. Some of these prefragments are totally unphysical and are immediately rejected. The remaining prefragments are excited, and we calculate their excitation energy in the following way. Each produced prefragment is characterized by a total momentum equal to the total momentum of the center of mass of the constituent nucleons:
where the p; are the nucleon individual momenta. Then we suppose that the excitation of the prefragment is given by the total energy of the 3 nucleons minus the total energy of the prefragment E"calculated from Pz"and the mass of this prefragment. This mass is taken from the stable of isotopes [16] for mass number less or equal to 16 and calculated with a macroscopic formula [17] otherwise. The excitation energy E* of a prefragment could be written as A E"= y (p +m )' E-/, where m is the nucleon mass. The disassembly of the prefragments in their center-of-mass frame is idealized as a two-stage process: a fast explosion into lightand medium-mass fragments, followed by sequential evaporation from the explosion products. In the evaporation stage, only p, n, and He emissions are considered. The treatment of the two stages depends on the excitation energy of the prefragment and is based on the Fai-Randrup statistical model [17] , i.e. , on the assumption that explosion or evaporation populates phase space statistically and in invoking a grand canonical ensemble approximation of the exact microcanonical phase space.
III. EXPERIMENTAL SETUP AND DATA ANALYSIS
The experimental distributions used in the present analysis have been measured with the large solid angle detector DIOGENE [18] at the Saturne II synchrotron in Saclay. As shown in Fig. 2 , the central part of the DIOGENE facility consists of a pictorial drift chamber (PDC), with cylindrical symmetry, inside a 1-T constant magnetic field. Since the performances of the detector a6'ect directly the experimental observables, it is necessary to take into account the experimental biases which deform these observables. Most of these biases result directly from the PDC acceptance. A particle can be registered in the PDC only if it is emitted at a polar angle with respect to the beam direction larger than -15' and smaller than -140', and if it has enough energy to exit from target and cross the internal beam pipe. This internal beam pipe was a cylindrical 1.5-mm-thick (1.18g/cm ) 10-cm-diam stainless-steel pipe for the 400 MeV/nucleon collisions and was subsequently replaced for the 800 MeV/nucleon collisions by a 2-mm-thick carbon fiber pipe (0.45 gm/cm ) to improve the resolution and reduce the low-energy cut. The resolution on the momentum (p) and the polar (8) and azimuthal (P) emission angles of the particle detected in the PDC also determine the eff'ective acceptance of the detector. When 0 becomes smaller than 30' or larger than 120', the resolu- deteriorate. At 90 the resolutions are dominated by the target thickness. Typical values [full width at half maximum (FWHM)] for protons are bp/p-20% and of the order of a few degrees for hP and b, 8. The PDC acceptance can be parametrized in the (y, q) plane, where y stands for the particle rapidity and q is its transverse momentum divided by its mass. All of the following analysis has been done with the PDC acceptance reported in Tables I and II for both energies. A barrel-shaped set of 30 plastic scintillators slabs surrounds the PDC. The trigger of the PDC requires that at least 2 among the 30 scintillators slabs have been hit during the reaction and that no beam-velocity highly charged particles be detected downstream from the target. A charged particle can reach one of the scintillator slabs if it has enough energy to cross the 4-mm-thick iron PDC pressure vessel and if it is emitted at a polar angle between -40 and -120'. The corresponding acceptance of these scintillators slabs is reported in Table III for pions and baryons. Consequently, DIOGENE is well suited to investigate the "participant" region, since the trigger provides a bias against most peripheral collisions and only fragments formed from "participants" nucleons are measured in the PDC acceptance.
The PDC allows us to record in the three dimensions the trajectory of any lightly charged particle emitted within the acceptance. Ionization electrons, induced by the passage of the particle in the gas of the PDC, drift under the action of the homogeneous electric field to a radial plane of multiplying wires parallel to the beam axis, where the energy loss and the three coordinates of the particle trajectory are sampled.
Identification of the particles is achieved using the correlation between the particle magnetic rigidity and the mean energy loss in the gas of the PDC. A particle- identification plot is presented in Fig. 3 . The (m, p) separation is excellent, and the (p, d) separation is good.
Heavier particle identification is afFected by the experimental uncertainty on p/Z, which results from uncertainties on the coordinates of the measured points of the tracks and from multiple scattering in the target, the internal beam pipe, and the gas of PDC and by statistical fluctuations of the energy loss in the gas of the PDC. The process of ofF-line analysis was done by a specific program [19] which deals with the track reconstruction, the particle identification, and the computation, for each particle, of its momentum vector and the associated uncertainties.
In such an electronic device, the double-track resolution afFects the PDC efficiency since electronic dead time results in missed hits as the particle multiplicity in the chamber increases. Specifically, when the multiplicity of charged particles emitted in the PDC acceptance is larger than 10, some of them cannot be measured by the detector so that the measured multiplicity is lower than the real one. We take into account such distortions by means of a simulation program which computes the complete response of the detector and its connected electronics to each cascade-percolation simulated event and is used as an "experimental filter" for the model calculation. The track reconstruction algorithm distorts the experimental (dE/dX) z, is calculated from the samples of (dE/dX) measured along the trajectory of the particle in the PDC. The magnetic rigidity p/Z is obtained from the transverse curvature radius and the polar emission angle of the particle. The lines indicate the limits used in off-line analysis for particle separation.
observables in the same way as the detector facility does; the simulated events are then treated by the track reconstruction and analysis program as real events. In this way experimental biases are realistically taken into account so that the comparison between experimental and theoretical events can be achieved with a complete confidence.
Such a large solid angle detector off'ers an ideal opportunity to select central collisions. The impact parameter selection is based on the correlation between the centrality of the collision and the total nuclear charge mujktiplicity M measured in the PDC acceptance: M =M +Md+M, +2(M3 +M4 ), where M, Md, M"M3, and M4 are the proton, deuteron, tritium, He, and He multiplicities measured in the PDC acceptance as defined in Tables I and II . The more central the collision is, the higher M is. The experimental M multiplicity distribution is compared to the cascade-percolation prediction for both 400 and 800 MeV/nucleon reactions in Fig. 4 . Our model reproduces
FIG. 4. M multiplicity distribution for 400 and 800
MeV/nucleon Ne+Nb collisions. M is defined by Eq. (5) .
Cascade-percolation predictions correspond to open symbols and experimental data to solid symbols. rather well these M multiplicity distributions, except for the high multiplicity tail of the spectra, for which the experimental multiplicity cross sections are systematically underestimated by the cascade-percolation model. Nevertheless, this figure indicates that the number of "participant" nucleons, used in the impact parameter determination, is correctly estimated by the model.
The selection can be presented as a function of the
+RNb), where b stands for the impact parameter and R N, and R Nb are the radii of the Ne and Nb nuclei, respectively. The quantity b is estimated from the M distribution as the ratio of the integrated cross section to the geometrical one, with the integration starting from the highest multiplicity bin and assuming a one-to-one correspondence between the increasing impact parameter and decreasing multiplicity [20] . The geometrical cross section of the reaction is given by the expression o =err ( A '/ + A '/ )0~~1 Ne Nb with r, =1.2 fm, and AN, and ANb are the projectile and target atomic numbers. Such a method has been used in the present analysis in order to select specific impact parameter windows. Each of these windows is associated with a class of events selected via a M multiplicity interval and, consequently, to a mean-square reduced impact parameter ( ( b ), "~, ) as reported in Table IV. TABLE IV. Definition of the specific classes of events corresponding to peripheral and central reactions. For each range of M, (b ),"~, is the mean-square reduced impact parameter estimated from the experimental M multiplicity distribution. The mean-square reduced impact parameter has been also determined for the cascade-percolation simulated events: (b ')~is estimated from the simulated M P distribution; (b ) " is calculated directly from the reduced impact parameter distribution of the cascade-percolation events (Fig. 5 ). The average standard deviations of the distribution of b" for cascade-percolation events are indicated in parentheses.
400 MeV/nucleon Central Peripheral [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] [ [5] [6] [7] [8] [9] [10] [11] [12] [13] 800 MeV/nucleon Central Peripheral [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] [29] [30] [ [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] The comparison of experimental results and model predictions will be made now starting from the global variables and getting to more and more sophisticated observables. In all the following figures, solid symbols correspond to experimental data and open squares to the cascade-percolation calculations. The error bars depict statistical errors only.
In order to test it, we applied our impact parameter determination to the cascade-percolation simulated events. Since we know exactly the impact parameter of the simulated events, one can plot, as shown in Fig. 5 , the reduced impact parameter distribution of the events corresponding to a specific range of the M multiplicity and calculate in the same time the associated mean-square reduced impact parameter corresponding to this distribution. These values ( ( b ) z ) are also reported in Table   IV, open squares, cascade-percolation predictions. open squares, cascade-percolation predictions. The rapidity distributions of baryons [21] could be used in order to infer some understanding of the dynamic Figure 8 represents the comparison of the experimental and theoretical variation of the main cluster-to-proton ratios, i.e. , d/p, t/p, He/p, and He/p, versus M . The agreement between predicted and experimental d/p is very good for high multiplicity M events; it deteriorates at low multiplicity. On the contrary the agreement between experimental and predicted t/p, He/p, and He/p ratios is better for low M events. These figures show that the experimental ratios, especially in the case of the heavier fragments, are qualitatively better reproduced by the cascade percolation for the 800 MeV/nucleon reaction.
behavior of the collision. Specifically, the nuclear stop- For central collisions, the experimental and predicted rapidity distributions agree only for the proton distribution at 800 MeV/nucleon. For the heavier fragments, the simulated rapidity distribution is systematically shifted toward higher rapidity values; the larger shift appears for the Z =2 nuclear fragment distribution. This could be an indication that the degradation of the initial longitudinal momentum of the projectile nucleons is not properly reproduced by the model. This effect is reduced for 400 MeV/nucleon, which can be related to the fact that, at this energy, the nucleon-nucleon cross section is at its minirnurn and still largely only elastic.
For central as well as for peripheral reactions, the experimental rapidity distributions peak at some different rapidities, depending on the nature of the particle. But, as shown in Table I or II, the PDC acceptance is also dependent on the nature of the particle, especially the low-energy cut. If the phase domain corresponding to low rI values is densely populated, these different acceptances could explain such an effect.
These figures also show that, at 400 as well as 800 MeV/nucleon, the experimental or predicted rapidity distributions peak at rapidity values which are not very much dependent upon the centrality of the reaction. But, as stated before, the correspondence between the impact parameter of the collision and the multiplicity of nuclear I  I  I   I   I   I  I  I   I   I   I   I   I   I  I   I   I  I   I  I   I  I   I   I   I   I   I   I   I   I   I   I   I   I  I   I   I  I   10 Ne + Nb 400 MeV/nucmeoñ m~~~B+0 f charged particles detected in the PDC acceptance is only qualitative since, as shown in Fig. 5 , to a specific value of M corresponds a large range of reduced impact parameters. Moreover, we have to keep in mind that particles are detected only in a limited part of 4m. sr and that the PDC angular acceptance cuts out the high rapidity part of the distributions, which is presumably dominant for the most peripheral reactions in such an asymmetrical reaction. (nF ) and the target (n, ), pF is given by the expression [22] n [t(t+2m')]'~ ( 7) n t+(n +n, )m' If the incident projectile nucleus is completely stopped in the target nucleus, one can obtain a thermalized nuclear "fireball" [22] . Such an equilibrium occurs when A, is small compared to the overall size of the system, so that the nucleons of the projectile could undergo several collisions. Assuming that the "fireball" velocity in the laboratory frame, PF, depends only on the relative num-where t is the projectile incident kinetic energy per nucleon and m ' is the mass of a bound nucleon (taken to be 931 MeV). n and n, values are estimated on a very simple geometrical prescription, assuming that the "participant" nucleons are contained in the volume of the projectile and target nuclei delimited by mutual clean cylindrical cuts of the two nuclear spheres. Using the impact parameter values reported in the Table IV, For all kinds of particles, the discrepancy between the experimental or the cascade-percolation predicted rapidity distributions and the clean-cut "fireball" mean rapidity is larger at 800 MeV/nucleon than at 400 MeV/nucleon. At 400 MeV/nucleon, the best agreement occurs for protons and Z=2 nuclear fragments since the experimental rapidity distributions peak at y -0.24 instead of yF =0.29. At 800 MeV/nucleon, the experimental or the cascade-percolation predicted rapidity distributions are by no mean consistent with this simple "fireball" model since the rapidity distributions peak at values very much smaller than the "fireball" one.
D. Double-differential cross sections
In order to present the comparison between experimental and predicted double-differential cross sections, we choose two variables such that, for a Boltzmann distribution of particles emitted by a single source, doubledifferential cross sections come to a simple analytic expression [23] . These variables are the rapidity y and the dimensionless variable (y~) related to the transverse momentum p~a nd to the mass m of the particle by 
where Ko and K& are the usual MacDonald functions [24] . In the laboratory frame where the source rapidity is yo, the distribution transforms as rapidity bins. Unfortunately, the event statistic is not suf6cient to define, even for protons, such doubledifferential distributions corresponding to central or peripheral selected reactions. Because of the 2~b geometrical weight of each event, these spectra are rather representative of peripheral collisions. In order to make these plots understandable, the values corresponding to the second curve starting from the top are divided by a factor of 10, and each subsequent curve is divided by a further factor of 10. For all the spectra, the first points corresponding to the lowest y~v alues are widely affected by the acceptance of the PDC. Beyond this shoulder, experimental and theoretical cross sections follow straight lines in the semilogarithmic plots so that, as claimed above, these distributions can be summarized by the characteristic parameters T,fr(y) and N, s(y ).
For proton spectra, the predicted data are very close to experimental ones when y~1 .4. For y~~1.4, we observe some disagreement between the experimental and predicted spectra, especially for the four last rapidity intervals (y~0 .4) of 800 MeV/nucleon distributions, where the statistic is sufhcient in the high-y~part of the spectra to achieve full comparisons. Nevertheless, the first experimental points, corresponding to the main contributions to the total cross section, are correctly reproduced by the model. In 400 MeV/nucleon distributions, the cross-section values corresponding to y~~1 .4 are not very significative since they are affected by large error bars. Figure 15 shows that, at 800 MeV/nucleon, the Z =2 nuclear fragment predicted rapidity distribution is shifted toward higher rapidities with respect to the experimental one, since the model overpredicts the first points of the experimental cross section in the rapidity bins E and D (0.4~y~0.8) and underpredicts the experimental distribution in the rapidity bins 2 and B ( -0.2 y 0.2). Such a deviation already appears in the global rapidity distribution shown in Fig. 12 . Nevertheless, it seems that the part of the spectra corresponding to larger y~v alues is correctly reproduced.
The characteristic parameters T,fr(y) and N, fr(y) are calculated by a fit of the high-y~part of the spectra. But instead of N, ff(y), we determine NG(y), which is the ordinate of the fitted spectra at y~e qual to 1. This artifice minimizes the correlation between the slope and the ordinate of the fitted straight lines. This is because N,~i s the ordinate at the unphysical value yj =0, which is far from the physical region and hence very sensitive to small deviations in the fit. Moreover, these characteristic parameters are also very sensitive to the systematic errors of the particle spectra. versus rapidity for protons and deuterons. Figure 16 shows that for the protons the experimental T, ff values saturate at 800 MeV/nucleon for high rapidities. So this figure confirms what has been observed in the Fig. 13 for the high rapidity part of the 800 MeV/nucleon experimental spectra, but also indicates that for the lower rapidity values the same kind of discrepancy appears. Figure  17 shows that the T,fr(y) values extracted from deuteron experimental spectra are in a rather good agreement with the predicted corresponding values. At same rapidity value, deuteron T, ff values are about a factor of 2 below the proton ones, as expected from a thermal model from the deuteron to proton mass ratio. Figures 18 and 19 represent the variation of NG(y) versus rapidity, and Fig. 20 represents the N, ffT,ff product for protons. This product is not at all constant as a function of the rapidity. At 800 MeV/nucleon, its variation is 10 times larger that at 400 MeV/nucleon. Nevertheless, for the 400 MeV/nucleon reaction the predicted N, ffT,ff product agrees quite well with the experimental one. For the 800 MeV/nucleon reaction, we observe again a disagreement between experimental and predicted values of the product for lowest and highest rapidities.
We cannot conclude immediately, from these figures, that this is evidence of a nonthermalized source since, in order to have sufficient statistic, the parameters T, ff and X, ff have been extracted from spectra without any M selection, i.e. , for a large range of the impact parameter and, consequently, for a large range of the source velocities.
Moreover, we suppose that the source has no radial expression during the reaction: Such a radial velocity could affect widely the expression of the distribution of the emitted particles [Eqs. (11) - (13) On the basis of simple hydrodynamic assumptions, a shock wave phenomenon was predicted to occur in highenergy heavy-ion collisions [25] . Hydrodynamic models predict a strong azimuthal correlation of particles emitted from the reaction zone as a direct signature of such a fiuidlike behavior of the nuclear matter [26] . This strong azimuthal correlation of particles has been experirnentally unambiguously established since results of 4m detectors have revealed two different collective effects occurring in the reaction plane: first, a large azimuthal asymmetric emission of "participant" particles, the "side splash, " and second, a sideward deflection of "spectator" particles, the "bounce off" due to transverse communication with the reaction zone. Moreover, an enhanced How of particles perpendicular to the reaction plane, the "squeeze out, " has also been observed [27] .
The Danielewicz-Odyniec [28] transverse momentum analysis method has been widely used in order to analyze experimental data in terms of collective Aow variables. In each single event, the azimuth of the reaction plane is estimated from the multiparticle information. Concretely, the reaction plane is constructed individually for each single particle p from the transverse momentum components pz of all remaining particles of the same event: Figure   23 corresponds to tritons and Z =2 nuclear fragments for which once again the statistics is not large enough to differentiate between central and peripheral collisions.
Rapidity bins have been adjusted in order to have an identical statistical error in each bin. Figure 21 shows that, for protons, the experimental values of (p"/M ), corresponding to large rapidities, are shifted toward higher absolute values when going from 400 to 800 MeV/nucleon reaction, but once again is quite insensitive to the impact parameter selection. This figure also indicates that, for protons emitted with a large positive or negative rapidity, the cascade-percolation model cannot reproduce the experimental values of (p, /M ). 5 where co(v) is the weight factor of particle v, which we take as Figure 22 indicates that for deuterons emitted in peripheral collisions, while the experimental values of (p /M ) at large positive or negative rapidities are still underpredicted by the cascade-percolation model, the experimental variation of (p"/M ) versus y is quite correctly reproduced for intermediate rapidities.
A large discrepancy appears for deuterons emitted in central collisions, especially at 800 MeV/nucleon. Figure 23 shows that the best agreement between the experimental and cascade-percolation predicted rapidity dependence of (p /M) occurs for Z=2 nuclear fragments emitted in a 400 MeV/nucleon reaction. One has to keep in mind that, for tritons and Z =2 nuclear fragments, the data are dominated by peripheral collisions.
For each species of light fragment, the variation of (p /M ) versus rapidity can be characterized by two parameters, the center-of-mass rapidity y0 of these particles and the How parameter F, defined by Since the number of baryons used in order to determine the reaction plane is limited, the estimated reaction plane differs from the true one: The less the multiplicity of baryons is, the larger the fluctuations of the estimated reaction plane around the true one are. Danielewicz and Odyniec [28] propose a correction on the average of this deviation which consists in the evaluation of the mean value of cosh, P, where b, P is the azimuthal deviation of the vector Q from the true reaction plane. This factor ( cosh/ ) can be used afterwards in order to renormalize (16) and (17) and determined from transverse momentum analysis using p, d, t, and Z =2 nuclear fragment emission in Ne+Nb 400 and 800
MeV/nucleon reactions. The errors in these parameters are indicated in parentheses. At 800 MeV/nucleon, the statistical uncertainty of the predicted value for deuterons is too large to permit a meaningful fit of the data. In order to have a sumcient statistic, there is no impact parameter selection for the analysis of tritons and Z =2 nuclear fragments. The percolation radius at t~is calculated for each specific impact parameter, using Eq. (2) . The basic ingredients of this expression are the percolation radius at t"&, rd, and the maximum relative momentum of the nucleons inside a fragment, po. The value of po is adjusted so as to get the best agreement between the experimental and theoretical cluster-to-proton ratios (d/p, t/p, and ' He/p). Using a t"z value of the order of 20 fm/c and the adjusted po values, Eq. (2) gives r~"values at t~equal to 9 fm/c (10 fm/c) for 400 (800) MeV/nucleon reactions. Microscopic models had been used many times to calculate the initial conditions before the fragmentation phase in heavy-ion reactions, especially in asymmetric collisions in order to study the fragmentation of the excited projectile "spectator" system. We can quote as examples the study of the fragmentation of gold projectiles with the Boltzmann-Uehling-Uhlenbeck (BUU) model [29] or the comparison of QMD predictions with fragmentation data in a Ne+ Au reaction at 1.05 GeV/nucleon [12] . In these calculations, the percolation is achieved at a very large final time tz =300 fm/c for the QMD predictions of Ne+Au reactions at 1.05 GeV/nucleon [12] , and as shown by comparison between the experimental and the predicted fragment distributions, a percolation and radius equal to 3 fm seem to be adequate for the definition of the target "spectator" systern. But in the present study the light nuclear fragments measured in the PDC acceptance are mainly formed from "participant" nucleons, and calculations using QMD [30] had shown that the experimental cluster-to-proton ratios (d/p, t/p, and ' He/p) measured in the DIOGENE acceptance for 400 and 800 MeV/nucleon Ne+Nb reactions cannot be reproduced using a 3-fm percolation radius.
Our
clusterization model is a considerable simplification of the real process of fragment formation that takes place during the deexcitation-expansion phase.
But it has the advantage of adjusting by way of Eq. (2) the percolation radius to the percolation time. Some ingredients of the model could certainly be improved.
First, we have to keep in mind that only "participant" nucleons are used in the model and that we define these "participant" nucleons in a very crude way as nucleons which underwent at least one collision. On the other hand, the experimental differentiation of measured fragments as issued from the "participant" nucleons source is not an easy job. This is done usually by way of a large energy cut. In our case the PDC acceptance is certainly sufficient for p and Z = 2 nuclear fragments; but when going to d and t, we measured much lower transverse momentum per nucleon fragments for which this differentiation is certainly more ambiguous.
Then we certainly need a more accurate evaluation of the original excitation energy of the primordial clusters before their deexcitation-evaporation phase. As an example, the percolation procedure generates filamented clusters and we could restructure these clusters as done in the model of Ngo et al. [6] .
Nevertheless, our cascade-percolation picture is a rather successful one since the model reproduces quite well global experimental observables such as protons and light nuclear fragment total production cross sections (Table   V) or multiplicity distributions ( Figs. 6 and 7) . It is not so surprising since the determination of po is achieved so as to get the best agreement between the global experimental and theoretical cluster-to-proton ratios (d /p, t/p, and ' He/p). But our model has some predictive power since the total nuclear charge multiplicity dependence of these cluster-to-proton ratios measured in the PDC acceptance is also rather nicely correctly reproduced (Fig.  8) .
As a matter of fact, such global observables are more or less insensitive to the details of the forces that determine the dynamic of the reaction during the first stage. The situation is quite different for the description of more sophisticated dynamical observables.
The inhuence of the effective nucleon-nucleon cross sections on the dynamics of the reaction can most clearly be seen from the mean free path of the nucleons, i.e. , the nuclear stopping power. So we compared the experimental rapidity distributions of the light nuclear fragments detected in the PDC acceptance to the corresponding predicted distributions: The best agreement occurs for peripheral collisions (Figs. 11 and 12 For a peripheral collision where the mean number of participant nucleons is reduced, the dynamic of the collision is more comparable with a succession of binary nucleon-nucleon collisions as done in the cascade model. Nevertheless, one can quote that even at 400 MeV/nucleon, the experimental rapidity distributions are not at all consistent with the "fireball" process where all the initial longitudinal momenta would be converted to thermal energy.
Then we have looked on more sensitive observables as double-difFerential production cross sections, displayed with two independent variables y and y~. Using such sophisticated observables, one is often confronted with the problem of an insufficient sample of predicted events in order to infer information on the dynamic of the reaction.
In the present case, it was impossible for these observables to differentiate between central or peripheral collisions. For protons, the 400 MeV/nucleon predicted distribution agrees with the experimental one except for some points corresponding to large yj and y values (yi~1. 4, y~0 . 4) and confirms what could be observed in Fig. 9 for the global rapidity distribution.
On the other hand, the plot of T,~v ersus rapidity for protons at 800 MeV/nucleon indicates that, if the global rapidity distribution is correctly predicted by the model, T, tt (the slope of the yi spectra in each rapidity bin) is quite significantly overpredicted by the cascade for the extreme rapidity values (y~0 .6 and y~0 . 1). As claimed above, in-medium effects could have a large inAuence on the observables since the Pauli principle blocking of the final states leads to the reduction of the nucleon-nucleon scattering cross section in nuclear rnatter. That is what is done in the intranuclear model, but in Dirac-Brueckner theory [31] the nucleon-nucleon scattering also includes Pauli blocking of the intermediate states. This leads to an additional and non-negligible reduction of the effective nucleon-nucleon cross section, depending on the nuclear density reached during the reaction [o,s/o't", (p =0.85 GeV/c) =0.7 for plpo= 1 and cr,ttlcrt", (p =0.85 GeV/c) =0.8 for p/pa=2]. That means that the distributions obtained with and without in-medium cross sections should exhibit a clear increase of "transparency" when in-medium cross sections are switched on.
It is a complete inverse situation that appears in Fig.   15 for the Z =2 nuclear fragment 800 MeV/nucleon distribution: I.ow y~v alues of the experimental distribution disagree with the predicted ones, so that the global rapidity distributions are simply shifted (Fig. 11 ). Nevertheless, the slopes at large y~o f the two distributions are roughly equivalent.
He emission is one of the decay channels of the large clusters of nucleons in the evaporation phase, so that an artificial excess of low-y~Z =2 nuclear fragments at these large rapidities indicates that the predicted phase space density for large rapidities is larger than the real one. Such a phenomenon is certainly enhanced if the excitation energy of prefragments is not correctly evaluated by the model.
Since the product T,fIX, ff is constant for the emission from a single Boltzmann source, we test the thermalization of the "participant" source from proton extracted parameters. The experimental product, as well as the predicted one, is not constant for both 400 and 800 MeV/nucleon reactions (Fig. 20) . Finally, we compared the experimental and predicted directed collective sideward emissions using the rapidity dependence of (p"/M ) calculated for a specific impact parameter range of the reaction and for each species of light nuclear fragment (p, d, t, and Z =2 nuclear fragment). This is of great importance since the magnitude of this transverse Row depends sensitively on the nuclear matter viscosity (effective nucleon-nucleon cross sections) and on the generalized equation of state (optical potential U). Comparison between the experimental data and the predictions points out again that the model lacks an important fraction of the proton sideward Qow since experimental and predicted flow parameters (F) are not compatible. For heavier nuclear fragments, conclusions are not so clear since one can conclude that the agreement is better for Z=2 nuclear fragments. But the Aow of the Z =2 nuclear fragments may result from an increased yield of low transverse momentum He emission at high rapidity.
So, in conclusion, the cascade-percolation predictions reproduce quite well the main features of the reaction, as shown by comparison with the experimental global observables. For more sensitive experimental observables, comparisons with DIOGENE data confirm that the intranuclear cascade, although being a microscopic approach, gives a too small collective How and insufhcient nuclear stopping power.
But we believe that our approach, even if the clusterization recipe is a simple one, could be very fruitful in order to extract information on the first stage of the reaction. As the different steps of the model are relatively uncorrelated, such an approach is easy to extend to other models [QMD, BUU, and Vlasov-Uehling-Uhlenbeck (VUU)] that could calculate the nucleon phase space distribution after the compression stage of the reaction and predict the production of light nuclear fragments emitted at large angles. The main key of success is a simultaneous multiobservable analysis to constrain models (but for that we need a sufficiently large sample of simulated events). Another crucial point is also to perform a better selection of the impact parameters of the collision as done in the present study by only using the protonlike multiplicity.
