Vergleich von Strategien zum Clustern von Daten mit fehlenden Werten by Himmelspach, Ludmila (gnd: 1082053074)








Die klassischen Methoden zur Clusteranalyse wurden entwickelt um auf vollsta¨ndigen
Daten Analysen durchzufu¨hren. Oft fehlen aber in Daten einzelne Werte — systematisch
oder unsystematisch —, z.B. infolge der Probleme bei der Datenerfassung, Datenu¨bertra-
gung, Datenbereinigung oder weil Daten aus unterschiedlichen Quellen stammen. Demzufolge
ko¨nnen die traditionellen Clusteringmethoden zur Analyse solcher Daten nicht ohne weiteres
angewendet werden. Im Rahmen dieses Beitrags werden unterschiedliche Strategien zum
Umgang mit fehlenden Werten in Daten fu¨r das Clusteringproblem vorgestellt, analysiert
und miteinander verglichen. Dabei wird das besondere Augenmerk auf die Untersuchung der
Leistungsfa¨higkeit dieser Verfahren in Abha¨ngigkeit von den Ausfallmechanismen, die den
fehlenden Werten zugrundeliegen, und von dem Anteil fehlender Werte in Daten gelegt.
1 Einleitung
Mit dem rasanten Anstieg an Mo¨glichkeiten große Datenmengen elektronisch zu erfassen und zu
speichern, haben auch Werkzeuge zur Datenanalyse stark an Bedeutung gewonnen. Diese großen
Mengen von Daten ko¨nnen viel potentiell wichtiges Wissen enthalten, das aber zuerst im Rahmen
eines Knowledge Discovery in Databases-Prozess aus den Daten extrahiert werden muss. Bei der
Analyse der Daten geht es oft im ersten Schritt darum auf der riesigen Datenmenge Gruppen von
a¨hnlichen Objekten zu identifizieren, was die Aufgabe der Clusteranalyse ist. Die Methoden der
Clusteranalyse finden in vielen Bereichen ihre Anwendung, einschließlich Database Marketing,
Web-Analyse, Information Retrieval, Bioinformatik und weiteren.
Den Ausgangspunkt fu¨r die Clusteranalyse bilden Daten. Dabei handelt es sich um eine
Menge von Merkmalswerten, die in Form einer Datenmatrix fu¨r die Auswertung vorliegen. Oft
kommen aber in Daten fehlende Werte vor, die z.B. durch Fehler bei der Datenerfassung, Da-
tenu¨bertragung oder Datenbereinigung verursacht werden konnten. Die fehlenden Werte ko¨nnen
einer zufa¨lligen Anordnung oder nach bestimmten Mustern in Datenmatrizen vorkommen. Sie
ko¨nnen zufa¨lligen oder systematischen Ausfallmechanismen unterliegen.
Die klassischen Methoden zur Clusteranalyse wurden entwickelt, um auf vollsta¨ndigen Daten-
matrizen Analysen durchzufu¨hren. In den Fa¨llen, wo die Vervollsta¨ndigung der Datensa¨tze
durch Datennacherhebung z.B. aus Kosten- oder Zeitgru¨nden unerwu¨nscht oder sogar unmo¨glich
ist, braucht man Analysemethoden, die mit dem Problem fehlender Werte in Daten umgehen
ko¨nnen. Zur Behandlung von Daten, die fehlende Werte beinhalten, gibt es im Allgemeinen
drei verschiedene Ansa¨tze [LR02, Wag04]. Der erste Ansatz basiert auf der Eliminierung der
Datensa¨tze bzw. Merkmale, die fehlende Werte aufweisen. Beim zweiten Ansatz werden fehlende
Werte im Rahmen einer Datenvorverarbeitung gescha¨tzt. Der dritte Ansatz besteht darin, die
datenanalytischen Verfahren fu¨r den Umgang mit fehlenden Werten zu adaptieren. Im Rah-
men dieses Beitrags werden diese drei Strategien zum Umgang mit fehlenden Werten in Daten
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fu¨r das Clusteringproblem am Beispiel des Fuzzy C-Means-Algorithmus anhand eines geeigneten
Datensatzes analysiert und miteinander verglichen. Dabei untersuchen wir insbesondere die Leis-
tungsfa¨higkeit dieser Verfahren in Abha¨ngigkeit von den Ausfallmechanismen, die den fehlenden
Werten zugrundeliegen, und von dem Anteil fehlender Werte im Datensatz.
2 Grundlagen
2.1 Fuzzy C-Means-Algorithmus
Der Fuzzy C-Means-Algorithmus (FCM) geho¨rt zu den partitionierenden Clusteringalgorithmen,
d.h. die zu klassifizierende Datenmenge wird vollsta¨ndig in eine vorgegebene Anzahl von Clus-
ter zerlegt. Im Unterschied zu den klassischen partitionierenden Clusteringmethoden wird die
Zuordnung der Datenpunkte zu den Clustern bei FCM durch die Zugeho¨rigkeitsgrade ausge-
dru¨ckt [Bez81]. Der Zugeho¨rigkeitsgrad eines Objekts bezu¨glich eines Clusters dru¨ckt aus, wie
sicher dieses Objekt dem Cluster zuzuordnen ist. Die Zugeho¨rigkeitsgrade werden basierend
auf dem Abstand der Datenpunkte zu den Clustern berechnet und liegen im Intervall zwischen
0 und 1. Dabei zeigt 0 keine Zugeho¨rigkeit des Objektes zu dem betreffenden Cluster. Ein
Zugeho¨rigkeitsgrad von 1 zeigt an, dass das Objekt dem Cluster mit Sicherheit zuzuordnen ist.
Wie die meisten partitionierenden Clusteringverfahren findet auch FCM eine optimale Zerle-
gung der Datenmenge durch die Minimierung der Zielfunktion. Die Zielfunktion fu¨r FCM berech-
net fu¨r alle Cluster die Summen der quadrierten und durch die Zugeho¨rigkeitsgrade gewichteten
Absta¨nde der Datenpunkte zu den jeweiligen Clusterzentren und addiert diese Teilsummen. Das
heißt, die Cluster sollen so gebildet werden, dass die Absta¨nde der Datenpunkte zu den Cluster-
zentren minimal sind. Da die Zielfunktion nicht direkt optimiert werden kann, wird sie in jedem
Iterationsschritt von FCM bezu¨glich der Zugeho¨rigkeitsgrade und Clusterzentren minimiert.
2.2 Arten von Ausfallmechanismen
Ein wichtiger Faktor bei der Auswahl eines datenanalytischen Verfahrens, das mit fehlenden
Werten in Daten umgehen kann, ist der zugrundeliegende Mechanismus, der zum Ausfall von
Daten gefu¨hrt hat. Neben dem zufa¨lligen Fehlen von Werten in Datenmatrizen kann es sein,
dass das Fehlen eines Wertes von der Auspra¨gung seines Attributs oder von den Auspra¨gungen
anderer Attribute abha¨ngt. Grundsa¨tzlich werden in der Literatur zwei Arten von Ausfallme-
chanismen unterschieden: unsystematischer (d.h. zufa¨llig fehlend) und systematischer (d.h. nicht
zufa¨llig fehlend) Ausfallmechanismus [Ban95]. Der systematische Ausfallmechanismus liegt vor,
wenn das Fehlen der Werte von der Auspra¨gung des Merkmals selbst abha¨ngt, in dem sie fehlen.
Die fehlenden Daten werden dann als ”not missing at random“ (NMAR) bezeichnet [LR02].
Der unsystematische Ausfallmechanismus kann zusa¨tzlich in zwei Klassen eingeteilt werden:
”missing at random“ und ”missing completely at random“. Die fehlenden Werte in der Daten-
matrix werden als ”missing at random“ (MAR) bezeichnet, wenn das Fehlen der Werte allein
von den Auspra¨gungen der beobachteten Merkmale abha¨ngt. Wenn das Fehlen der Werte in
der Datenmatrix unabha¨ngig von Auspra¨gungen der Attribute ist, unabha¨ngig davon, ob sie
beobachtet wurden oder fehlen, dann spricht man von fehlenden Werten ”missing completely at
random“ (MCAR).
3 Strategien zum Umgang mit fehlenden Werten
3.1 Eliminierungsverfahren
Die einfachste Methode mit unvollsta¨ndigen Daten umzugehen ist die Datensa¨tze oder Merk-
male mit fehlenden Werten aus der Datenmatrix zu eliminieren und die Datenanalyse nur auf
Grund der vollsta¨ndig erhobenen Datenobjekte bzw. Merkmale durchzufu¨hren [LR02, Ban95].
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Werden Datensa¨tze mit fehlenden Werten von der Analyse ausgeschlossen, wird dieses Ver-
fahren in der Literatur als ”complete-case analysis“ bezeichnet. Werden Merkmale, in denen
Datensa¨tze fehlende Werte aufweisen, bei der Datenanalyse nicht betrachtet, so wird dieses Ver-
fahren als ”compelete-variable analysis“ bezeichnet. Die erste Methode wird im Allgemeinen
dann angewendet, wenn der Anteil der Datenobjekte mit fehlenden Werten relativ gering ist
und bei der Datenanalyse nicht alle Datenobjekte beru¨cksichtigt werden mu¨ssen. Ist der Anteil
der Datensa¨tze mit fehlenden Werten hoch oder mu¨ssen alle Datensa¨tze klassifiziert werden, so
eignet sich die zweite Methode besser, wobei auch hier der Anteil der Merkmale mit fehlenden
Werten nicht zu hoch sein darf, da sonst diese Vorgehensweise zum Verlust einer fu¨r das Cluster-
ing aussagekra¨ftigen Dimension fu¨hren kann. Trotz der Nachteile wird dieses Verfahren ha¨ufig
als Default-Ansatz implementiert und als Maßstab fu¨r andere Verfahren verwendet.
3.2 Imputationverfahren
Eine andere Mo¨glichkeit mit fehlenden Werten in Datenmatrizen bei der Datenanalyse umzuge-
hen ist die fehlenden Werte im Rahmen einer Datenvorverarbeitung zu scha¨tzen. In der Li-
teratur wird fu¨r diese Methode der Begriff ”missing value imputation“ verwendet. Neben der
Imputation durch zufa¨llige Auswahl der vorhandenen Werte aus der Datenmatrix, gibt es zahl-
reiche statistische Verfahren, um fehlende Werte zu scha¨tzen. Die Imputationstechniken reichen
von den einfachsten wie z.B. Erga¨nzung der unvollsta¨ndigen Datenmatrix durch Minimum,
Maximum oder Mittelwert vorhandener Werte, bis zu statistischen Verfahren wie z.B. mit-
tels Regressions-, Varianz- oder Hauptkomponentenanalyse, die versuchen die Zusammenha¨nge
zwischen den Attributen aufzudecken und diese dann zur Bestimmung der Imputationswerte zu
nutzen [LR02]. Auch der Expectation-Maximization-Algorithmus (EM) wird oft zur Scha¨tzung
fehlender Werte verwendet [DLR77]. Der Hauptvorteil der Imputationsverfahren liegt darin, dass
die anschließende Datenanalyse auf der vollsta¨ndigen Datenmatrix wie im Fall ohne fehlende
Werte erfolgen kann. Der Nachteil dieser Vorgehensweise ist neben dem hohen Rechenaufwand
jedoch, dass die Ergebnisse der Datenanalyse durch die verwendeten Imputationstechniken stark
beeinflußt werden, da wa¨hrend der Datenanalyse zwischen den beobachteten und gescha¨tzten
Werten nicht mehr unterschieden wird.
3.3 Adaptierte Clusteringverfahren fu¨r Daten mit fehlenden Werten
Der letzte Ansatz fu¨r den Umgang mit fehlenden Werten in Daten ist die datenanalytischen
Verfahren so zu a¨ndern, dass diese bei der Analyse die Datenobjekte mit fehlenden Werten im
vollen Umfang beru¨cksichtigen. Die Strategien den Fuzzy C-Means-Algorithmus an Daten mit
fehlenden Werten zu adaptieren, kann man im Allgemeinen in zwei Kategorien unterteilen. Zur
ersten Kategorie geho¨ren Verfahren, die beim Clustern unvollsta¨ndiger Datensa¨tze nur vorhan-
dene Werte einbeziehen. Zur zweiten Kategorie geho¨ren Verfahren, die beim Clustern in jedem
Iterationsschritt fehlende Werte in Abha¨ngigkeit von den Clusterzentren oder vorhandenen At-
tributwerten scha¨tzen und ersetzen. Wir beschra¨nken unsere Betrachtung hier auf drei Verfahren,
wobei die ersten beiden zu der ersten und das dritte zu der zweiten Kategorie geho¨ren.
Whole-data strategy (WDS): Bei dieser Methode werden zuerst alle vollsta¨ndig vorhan-
denen Datensa¨tze mit FCM klassifiziert. Danach werden die Daten mit fehlenden Werten
unter Berechnung der partiellen Distanzen jeweils dem na¨chstliegenden Clusterzentrum
zugeordnet [HB01].
Partial distance strategy (PDS): Dieses Verfahren verwendet partielle Distanzen zwischen
den Datenpunkten mit fehlenden Werten [HB01].
Nearest prototype strategy (NPS): Die fehlenden Attributwerte eines Datenpunktes wer-
den durch die entsprechenden Werte des na¨chstliegenden Clusterzentrums in jedem Itera-
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tionsschritt ersetzt [HB01]. Bei der Distanzberechnung wird dabei die partielle Distanz-
funktion verwendet [Dix79].
Eine U¨bersicht u¨ber weitere Strategien und sowie deren Vergleich kann in [Him08] gefunden
werden.
4 Datenexperimente und Ergebnisse
Die oben beschriebenen Verfahren zum Umgang mit fehlenden Werten wurden am Beispiel von
FCM anhand eines ku¨nstlichen Datensatzes untersucht, der durch eine Mischung von drei 3-di-
mensionalen Gaußverteilungen generiert wurde. Der Datensatz besteht aus 100 Datenpunkten,
wobei sich diese gleichma¨ßig auf drei Cluster verteilen (siehe Abbildung 1). Da die abha¨ngigen
Dimensionen fu¨r das Clustering keine zusa¨tzlichen Informationen liefern, wurden die Daten so
generiert, dass es keine Abha¨ngigkeiten zwischen den Werten verschiedener Dimensionen gibt.





















ihrer Leistungsfa¨higkeit anhand der Daten testen zu ko¨nnen,
wurden aus dem Datensatz Werte in zwei der drei Dimensi-
onen schrittweise entfernt, wobei sich der Anteil fehlender Werte
auf die Gesamtanzahl der Werte im Datensatz bezieht. Um
auch pru¨fen zu ko¨nnen, ob die Leistungsfa¨higkeit der einzel-
nen Algorithmen von den unterschiedlichen Ausfallmechanis-
men abha¨ngt, wurden die Werte gema¨ß der im Abschnitt 2.2
beschriebenen Ausfallmechanismen MCAR, MAR und NMAR
aus dem Datensatz entfernt.
Abbildung 2 zeigt die Ergebnisse der Performance-Analyse
der Verfahren PDSFCM, NPSFCM, WDSFCM, EM und NoMissing in Abha¨ngigkeit von dem
Anteil fehlender Werte MCAR, MAR und NMAR fu¨r die Attribute y und z. Bei den ersten
drei Verfahren handelt es sich um die Algorithmen aus dem Abschnitt 3.3. Im Rahmen des
EM-Verfahrens wurden fehlende Werte mittels EM-Algorithmus (vgl. Abschnitt 3.2) gescha¨tzt
und anschließend mit FCM klassifiziert. Das Verfahren NoMissing entspricht dem ”complete-
variable“-Ansatz aus Abschnitt 3.1. Als Bewertungsmaß fu¨r die Algorithmen wurde der u¨ber
10 Durchla¨ufe gemittelte Wert fu¨r die Accuracy verwendet, der den Anteil richtig klassifizierter
Datenpunkte zur Gesamtanzahl der Objekte im Datensatz prozentual angibt.
Wie man in den Diagrammen erkennen kann, unterscheiden sich die Algorithmen PDSFCM,
NPSFCM, WDSFCM und EM hinsichtlich ihrer Leistungsfa¨higkeit nur unwesentlich voneinan-
der und liegen weit u¨ber den Ergebnissen der anderen zwei Verfahren. Die Accuracy-Werte fu¨r
diese Algorithmen liegen bei einem kleinen Anteil (bis 20%) fehlender Werte im Datensatz fu¨r
alle Ausfallmechanismen u¨ber 90%. Mit steigender Anzahl fehlender Werte im Datensatz unter-
scheidet sich die Leistungsfa¨higkeit der Algorithmen in Abha¨ngigkeit von den zugrundeliegenden
Ausfallmechanismen. Die besten Ergebnisse sind beim Ausfallmechanismus MAR zu beobachten.
Wenn hingegen der Ausfallmechanismus NMAR vorliegt, fallen die Ergebnisse der Algorithmen
am schlechtesten aus. Die guten Ergebnisse beim Vorliegen des Ausfallmechanismus MAR sind
unter anderem dadurch zu erkla¨ren, dass der Anteil der Datensa¨tze mit zwei fehlenden Werten
in Vergleich zu anderen Ausfallmechanismen sehr klein ist. Andere Experimente haben jedoch
gezeigt, dass die Leistungsfa¨higkeit der Algorithmen auf Daten mit fehlenden Werten MAR mit
hohem Anteil der Datensa¨tze mit zwei fehlenden Werten viel schlechter ist als z.B. beim Vor-
liegen des Ausfallmechanismus MCAR. Bei einem hohen Anteil fehlender Werte lag die Accuracy
fu¨r diese Algorithmen sogar unter der fu¨r das NoMissing-Verfahren (vgl. [Him08]).
Wie Diagramme in Abbildung 2 zeigen, konnte die Accuracy fu¨r den Algorithmus WDSFCM
nicht immer berechnet werden. Das liegt daran, dass es ab einem bestimmten Anteil fehlender
Werte im Datensatz keine vollsta¨ndigen Datenobjekte mehr gab, was den Einsatz von WDSFCM
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Abbildung 2: Accuracy fu¨r verschiedene Algorithmen in Abha¨ngigkeit von dem Anteil fehlender
Werte (a) MCAR, (b) MAR und (c) NMAR fu¨r die Attribute y und z.
unmo¨glich machte. Da dieser Algorithmus Clusterzentren ausschließlich anhand der vollsta¨ndig-
en Datensa¨tze berechnet, ha¨ngt die Verteilung der Datenpunkte auf Cluster sehr stark von der
Verteilung der vollsta¨ndigen Datensa¨tze ab, was die schlechten Ergebnisse des Algorithmus bei
einem hohen Anteil fehlender Werte im Datensatz erkla¨rt.
5 Zusammenfassung und Ausblick
In dieser Arbeit wurden unterschiedliche Strategien zum Umgang mit fehlenden Werten in Da-
ten fu¨r das Clusteringproblem anhand eines ku¨nstlichen Datensatzes analysiert und miteinan-
der verglichen. Die Testergebnisse haben gezeigt, dass es sinnvoll ist bei der Clusteranalyse alle
vorhandenen Werte zu beru¨cksichtigen. So haben die Imputations- und adaptierte Clusteringver-
fahren bei Experimenten viel bessere Ergebnisse erzielt als das Eliminierungsverfahren. Außer-
dem haben wir gezeigt, dass die Qualita¨t der Ergebnisse stark von dem Ausfallmechanismus
abha¨ngt, der den fehlenden Werten zu Grunde liegt. Deswegen wird das na¨chste Forschungsziel
sein die Verfahren fu¨r unterschiedliche Ausfallmechanismen anzupassen, um dadurch bessere
Ergebnisse zu erzielen.
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