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A model for the simultaneous inference of attribute nonattendance and taste heterogeneity
Collins, Rose and Hensher
1. Introduction
A stream of literature has developed in recent years that recognises that when travel choices are
made, each attribute of each choice alternative may only be considered by a subset of those making
the choice. This has been described as the ignoring of attributes (Hensher et al., 2005), and, as used
in this paper, attribute nonattendance (ANA; Scarpa et al., 2009).
One interpretation of ANA is that it is a valid phenomenon reflecting the preferences of the indi-
vidual making a choice. Cirillo and Axhausen (2006) suggest that some automobile drivers might
legitimately have a zero, rather than negative, valuation of time in the vehicle, where an inflated mass
at zero exists alongside some distribution of negative valuations. Gilbride et al. (2006) recognise
that consumers choosing a product might have no intrinsic value for some of the attributes of the
products on offer. This is plausible for travel choices such as the selection of long haul flights, where
the choice alternatives may have many features (in-flight entertainment, seat pitch, stopover duration
etc), and each individual may only value some of these features (Collins et al., 2012). In contexts
such as these, ANA is not inherently a problem, but a valid behavioural phenomenon that may be of
interest to the analyst. However, failure to capture ANA may lead to biases in model outputs such
as willingness to pay measures (Hensher et al., 2005), and it may contribute to implausibly signed
random parameter coefficients (Hensher, 2007). A robust method for identifying ANA is important,
and such a method is a key contribution of this paper.
Another interpretation is that, for various reasons, what we believe to be ANA is only a partial reflec-
tion of the preferences of an individual. This may be due to the experimental design of a stated choice
experiment. Hensher et al. (2012a) note that ANA might be a result of presenting respondents with
behaviourally questionable trade-offs. Various studies have questioned the reliability of statements
made by respondents about which attribute they ignore (e.g. Hess and Rose, 2007; Carlsson et al.,
2010). An alternative is to identify ANA econometrically, however many such applications have
resulted in implausibly high ANA rates, and the popular latent class approach (Hess and Rose, 2007)
has been recently criticised for confounding ANA and preference heterogeneity (Hess et al., 2012).
The ANA literature has paid little attention to the censored normal random parameter distribution
(Train and Sonnier, 2005) as a means of capturing ANA. However, since the estimated moments of
the distribution capture both ANA and preference heterogeneity, the two phenomena could also be
confounded. Hess and Hensher (2010) propose a technique that is informed by the conditional pa-
rameters estimates, however it is reliant on the selection of an arbitrary threshold value, and Mariel
et al. (2011) have shown that the most accurate such value is dependent on the true ANA rate, which
is latent.
This paper presents the random parameters attribute nonattendance (RPANA) model. The model an-
alytically captures ANA, and is an extension of the latent class approach prevalent in the literature,
which will be referred to as the attribute nonattendance (ANA) model. As with the ANA model,
respondents belong to latent classes up to a probability, where the classes represent certain com-
binations of attendance and nonattendance to the attributes. Unlike most existing work, the taste
coefficients are specified as a distribution, so capturing the preference heterogeneity of those that
attend to the attribute. The approach is similar to that proposed by Hess et al. (2012), however it
extends upon this work in several ways detailed below1. Hensher et al. (2012b) have also combined
the latent class model with random parameters, in the context of both ANA and the aggregation of
common-metric attributes, but only found a negligible improvement in model fit.
The ANA model has been proposed in two forms. In one, a conventional latent class assignment
model determines the probability of a respondent being assigned to a specific combination of ANA
1The model has been developed simultaneously, but independently.
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across the attributes (Scarpa et al., 2009). An alternative approach proposed by Hole (2011) estimates
the probability of nonattendance to each attribute directly, and is more parsimonious, but assumes that
ANA is independent across attributes. The RPANA model generalises these two approaches, and can
handle varying degrees of correlation in ANA across the attributes. This maximises parsimony, which
is econometrically advantageous, but only to the extent that it is supported by the ANA behaviour. For
some attributes in the empirical application contained herein, it is found that modelling ANA does
not lead to an improvement over the RPL model, unless correlation in ANA is allowed, or covariates
are introduced to vary the probability of ANA across respondents. Stated ANA is used as a covariate,
providing further insights into the reliability of stated ANA. Limitations in what distributions can be
employed by the RPANA model are noted, and it is recommended that effects coding be employed
over dummy coding for attributes for which ANA is modelled.
2. Methodology
2.1 Attribute nonattendance (ANA) model
The model presented in this section generalises the latent class approach to modelling ANA (Hess
and Rose, 2007; Hole, 2011). The two existing approaches are first broadly outlined, and then a
generalised model is introduced in detail. Since the two existing approaches are special cases of the
generalised model, the latter will be used to precisely define the former.
Consider a choice task wherein the choice alternatives are described by K attributes. The analyst
wishes to model nonattendance to K? of these attributes, which may represent all attributes (K? =
K), or a lesser number (1 ≤ K? < K). Choice of a lesser number may be behaviourally motivated,
if some attributes are always attended to, or econometrically motivated, to lessen the number of
parameters that must be estimated.
Under the latent class approach, the unconditional probability of respondent n choosing an alternative
(or sequence of alternatives across multiple choice tasks) can be decomposed into the probability of
that respondent exhibiting a certain pattern of attendance and nonattendance across attributes, and
the probability of choosing the alternative or sequence of alternatives, conditional on belonging to a
specific class of ANA behaviour. These two components are described in more detail:
Final ANA assignment probabilities These are the probabilities of the respondent imposing spe-
cific combinations of attendance and nonattendance over K? attributes, where there are up to 2K
?
possible combinations. Each combination is represented by a class in the latent class model. De-
fine M as the number of classes, where M = 2K
?
if all ANA combinations are to be modelled,
or 1 < M < 2K
?
if some specific ANA combinations are to be omitted. The probability of each
respondent n belonging to class m is denoted Pnm, and will be referred to as the ANA assignment
probability, in recognition of the behavioural interpretation of each class2. In some cases herein,
Pnm will be referred to as the final ANA assignment probability, since this probability may be a
function of two or more further probabilities, each of which also controls ANA assignment in some
way. Alternate methods for generating Pnm will be detailed below.
Choice probabilities conditional on final ANA assignment These are the probabilities of choos-
ing an alternative, or sequence of alternatives across multiple choice tasks, conditional on assign-
ment to a specific combination of ANA. Most examples in the literature employ an MNL model to
2This is distinct from the conventional latent class model, which has no such behavioural interpretation, with each class
merely representing some combination of preference weights for the attributes of the choice alternatives.
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calculate these probabilities. The choice alternatives are described by K attributes, K? of which we
model attendance or nonattendance to. For each ANA assignment class m, a unique combination
of the taste coefficients associated with the K? attributes will be constrained to zero, to reflect the
specific combination of ANA that the class represents. When not constrained to zero, these coeffi-
cients are either constrained to be equal across classes (Scarpa et al., 2009), or unique coefficients
are estimated for each class (Hensher and Greene, 2010). The former approach is the most common
in the literature. While it requires less parameters to be estimated, it does not capture preference
heterogeneity amongst those who attend to the attribute. The latter approach can capture preference
heterogeneity which is systematically associated with the ANA pattern imposed.
The unconditional probabilities can be obtained by multiplying the final ANA assignment probabili-
ties by the choice probabilities that are conditioned on the ANA assignment, and integrating over the
M ANA assignment classes.
The most common approach in the literature for generating the final ANA assignment probabilities is
to use the conventional latent class approach, with a single MNL model employed to calculate each of
theM ANA assignment probabilities (Hess and Rose, 2007; Scarpa et al., 2009; Hensher and Greene,
2010; Campbell et al., 2011). If all combinations of ANA across K? attributes are to be modelled,
then the number of parameters required for ANA assignment increases exponentially asK? increases.
For even a trivial value of K?, the number of parameters might be prohibitive. However, specific
ANA combinations may be omitted at the discretion of the analyst (Scarpa et al., 2009). This decision
may be based either on an assumption that the combination of ANA is unreasonable or unlikely, or
ex-post evidence that the combination does not occur.
An alternative, more parsimonious approach for generating the final ANA assignment probabilities
has been proposed by Hole (2011). The conventional approach estimates a single MNL model that
generates the probability of each combination of ANA across the K? attributes. This approach es-
timates a binary logit model for each of the K? attributes, each of which generates the probability
of whether a single attribute is attended to or not. These will be referred to as ANA assignment
probabilities, as distinct from the final ANA assignment probabilities, which are the probabilities
of combinations of ANA across the K? attributes. The final ANA assignment probability for each
ANA combination, Pnm, is then the product of K? ANA assignment probabilities, each obtained
from the binary logit models. The selection of probability (attendance or nonattendance) to include
in each element of this product is informed by whether m represents attendance or nonattendance to
the attribute in question. There are 2K
?
classes in the final ANA assignment model, but as few as
K? parameters controlling the assignment3. However, such parsimony relies on the assumption that
the probability of not attending to any one of the K? attributes is independent of the nonattendance
probabilities of each of the other attributes. If the assumption holds, then the ANA assignment can be
estimated more parsimoniously, and the conventional latent class approach will be an overparameter-
isation. If, however, some combination of attributes has a disproportionately high or low probability,
then the independence assumption does not hold, and the approach might result in biased parameter
estimates and a poorer model fit than the conventional latent class approach.
Whether the attribute nonattendance probabilities are independent is likely to vary from one empir-
ical context to the next. Currently, the analyst could test both specifications, and see which best
fits the data, using a measure such as the Akaike Information Criterion (AIC)4. However, these two
approaches represent two extremes of what can actually be considered a continuum. The approach
proposed by Hole assumes that nonattendance is independent across all combinations of attributes.
3More than K? parameters may control the ANA assignment, if covariates are introduced into the binary logit models.
The fully notated generalised model presented below will allow covariates to influence ANA assignment.
4A likelihood ratio test is not possible, since the two models are not nested.
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The conventional latent class approach makes no such assumption, and can handle any correlation
structure over the K? attributes. The conventional latent class approach can replicate the final ANA
assignment probabilities obtained under the approach proposed by Hole, however it does so at the
cost of more parameters, where these parameters may be superfluous, assuming independence holds.
Crucially to the development of the generalised approach, it may be that the independence assump-
tion is violated within some subsets of the K? attributes, but not between these subsets. The most
appropriate model then would be some intermediate point between the two extremes. Such a gener-
alised model is now introduced.
Rather than have K? ANA assignment models, each with two classes (Hole, 2011), or a single ANA
assignment model, with up to 2K
?
classes (Hess and Rose, 2007), we may have A ANA assignment
models, with 1 ≤ A ≤ K?. Each ANA assignment model a controls the nonattendance associated
withK?a attributes. If all combinations of nonattendance to theK
?
a attributes are to be modelled, ANA
assignment model a will have 2K
?
a classes. Specific combinations of attendance can be excluded by
the analyst, resulting in fewer classes. Define Ca as the realised number of classes for each a. The
final ANA assignment model will have M =
∏A
a Ca classes.
Define Pnac as the probability of respondent n belonging to class c in ANA assignment model a. The
probability is calculated with an MNL model, such that
Pnac =
e(γac+θnaczn)∑Ca
d e
(γad+θnadzn)
. (1)
A parameter, γac, serves as a constant term, capturing the assignment to class c that cannot be ex-
plained by other factors. A vector of parameters, θnac, captures socio-demographic and other influ-
ences on assignment to class c in ANA assignment model a, for respondent n. To ensure identifi-
cation, γac is constrained to zero for one class. Given that most of the discussion in the literature is
around attribute nonattendance, constraining γac to zero for the class that represents full attendance
to the attributes is the most convenient such constraint to impose. It is also likely that in many empir-
ical contexts, full attendance across the K?a attributes will have the highest probability of all possible
ANA combinations, although this is not necessarily the case (e.g. Hensher et al., 2012a).
Recall that each of the Ca classes represents a unique pattern of ANA over the K?a attributes which
have their ANA state determined by ANA assignment model a. In the final ANA assignment model,
each class m will represent a unique pattern of ANA over all K? attributes for which ANA is mod-
elled. This pattern of ANA will be represented by a unique set of ANA assignment model classes,
{c1, . . . , cA}. The probability of respondent n belonging to class m is
Pnm = Pn{c1,...,cA} =
A∏
a
Pnaca . (2)
Substituting in Equation 1, this becomes
Pn{c1,...,cA} =
A∏
a
e(γaca+θnacazn)∑Ca
d e
(γad+θnadzn)
. (3)
Consider now the choice probabilities conditional on assignment to a class in the final ANA assign-
ment model. While these probabilities can be derived using any form of choice model, the vast
majority of latent class ANA models have utilised the multinomial logit model with fixed taste co-
efficients, which assumes that the unobserved component of utility is independently and identically
extreme value type 1 distributed over alternatives and respondents. The formulation here also em-
ploys the MNL model, before being substituted by the RPL model in the next section.
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The MNL model, without any constraints imposed, will first be defined. Then, the MNL model con-
ditional on assignment to a class in the final ANA assignment model will be introduced, including the
specific constraints that will be imposed to reflect ANA. Consider first the total utility of alternative i
for respondent n, Uni, which is composed of the representative utility Vni, and the unobserved com-
ponent of utility, ni. The representative component is associated with a vector of observed variables,
xni. The utility associated with these variables is estimated with a vector of taste coefficients β, such
that the representative utility is Vni = βxni. For the MNL model, the probability that alternative i
will be chosen is
Pni =
eβxni∑J
j e
βxnj
. (4)
The variables that enter into the representative utility contain theK attributes that describe the choice
alternatives. Each attribute k may have more than one variable enter into the representative utility, for
example if the attribute is dummy or effects coded. The taste coefficients in the β vector represent the
sensitivities to the associated variables. For any choice model that is conditioned on a combination
of ANA over K? attributes, some elements of β may be constrained to zero to represent ANA to one
or more attributes. Notably, if an attribute is coded such that more than one variable enters into the
representative utility, then nonattendance to that attribute is handled by constraining to zero all taste
coefficients associated with all variables that represent the attribute (see Scarpa et al., 2009).
Partition the full set of taste coefficients β into one or more subsets. First, β0 is composed of the taste
coefficients for the K −K? attributes for which ANA is not modelled. This will be an empty set if
ANA is modelled for all attributes. Then introduce A subsets, each denoted βa, which are composed
of the taste coefficients associated with the K?a attributes for which ANA is controlled by ANA as-
signment model a. Each a controls assignment toCa classes, each representing a unique combination
of ANA over K?a attributes. Each combination will represent a unique pattern of censoring of βa.
For each a, introduce Ca sets, each denoted βac. The elements of βac are either zero, representing
ANA, or the taste coefficients drawn from the same position in βa, representing attendance to the
attribute. That is, the taste coefficients that are not censored are constrained to be equal across the
Ca sets. Alternatively, unique coefficients could be estimated when censoring does not take place
(as with Hensher and Greene, 2010), however an equality constraint will be imposed in this body of
work. The variables to enter into the representative utility, xnj , are similarly partitioned into A + 1
subsets. Variables associated with attributes for which ANA is not modelled are in set xnj0, while the
variables associated with attributes for which ANA is modelled are partitioned into A subsets xnja.
Conditional on assignment to classes {c1, . . . , cA} in the each of the A ANA assignment models, the
representative utility of alternative j for respondent n now becomes
Vnj|c1,...,cA = β0xnj0 +
∑A
a
βacaxnja. (5)
This censors the taste coefficients associated with the attributes that are ignored in the class of the
final ANA assignment model upon which the representative utility is conditioned.
For the MNL model, the probability that respondent n will choose alternative i, conditional on as-
signment to classes {c1, . . . , cA}, is
Pni|c1,...,cA =
eβ0xni0+
∑A
a βacaxnia∑J
j e
β0xnj0+
∑A
a βacaxnja
. (6)
For panel data, we can specify the probability with respect to a sequence of choices of alterna-
tives over T time periods, {i1, . . . , iT }. Assuming that the unobserved component of utility is now
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independently and identically extreme value type 1 distributed over alternatives, respondents, and
time, the probability of a sequence of choices of alternatives, conditional on assignment to classes
{c1, . . . , cA}, is
Pn|c1,...,cA =
T∏
t
[
eβ0xnitt0+
∑A
a βacaxnitta∑J
j e
β0xnjt0+
∑A
a βacaxnjta
]
. (7)
The unconditional probability of a sequence of choices for respondent n is obtained by taking the
product of two probabilities: the probability of a combination of ANA, and the probability of the
sequence of choices, conditional on assignment to that combination of ANA; then integrating over
all analyst specified combinations of ANA. This can be expressed as
Pn =
C1∑
c1
· · ·
CA∑
cA
Pn{c1,...,cA}Pn|c1,...,cA . (8)
Substituting in Equations 3 and 7, Equation 8 becomes
Pn =
C1∑
c1
· · ·
CA∑
cA
A∏
a
[
e(γaca+θnacazn)∑Ca
d e
(γad+θnadzn)
]
T∏
t
[
eβ0xnitt0+
∑A
a βacaxnitta∑J
j e
β0xnjt0+
∑A
a βacaxnjta
]
. (9)
Certain specifications of A allow the model to represent the two latent class approaches in the litera-
ture. If there is only one ANA assignment model, i.e. A = 1, then this is a conventional latent class
model, with specific constraints on the taste coefficients across classes, reflecting ANA. Since this
can capture correlation in ANA across all attributes, this extreme will be referred to as the correlated
attribute nonattendance (CANA) model. If there is one ANA assignment model for every attribute for
which ANA is modelled, i.e. A = K?, then this is the endogenous attribute attendance model from
Hole (2011). This extreme will be referred to as the independent attribute nonattendance (IANA)
model. If 1 < A < K?, then this is an ANA model that assumes that independence of ANA holds
only between some subsets of the K? attributes. This ANA model has not been presented in the
literature, and represents one of the contributions of this paper. In the interest of brevity, the ANA
acronyms may be appended by K?, which represents the number of attributes to which nonatten-
dance is modelled. If K? = 1, then the single attribute for which ANA is modelled may follow the
acronym when referencing the model (e.g. ANA1 fare model).
2.2 Random parameters attribute nonattendance (RPANA) model
To capture preference heterogeneity amongst decision makers that attend to the attributes, we now
introduce random parameters, such that the taste coefficients β vary over decision makers with den-
sity f(β). A distribution is specified for each taste coefficient, and the moments of these distributions
are estimated with structural parameters. Most commonly used distributions are described by two
moments, however this paper employs several distributions for which a single moment is estimated;
notably, the constrained triangular and uniform distributions, wherein the spread is constrained to
equal the mean, and the Rayleigh distribution.
Equation 7 now becomes
Pn|c1,...,cA =
ˆ T∏
t
[
eβ0xnitt0+
∑A
a βacaxnitta∑J
j e
β0xnjt0+
∑A
a βacaxnjta
]
f(β)dβ. (10)
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Substituting Equation 10 into Equation 8, we obtain an unconditional probability of a sequence of
choices for respondent n of
Pn =
C1∑
c1
· · ·
CA∑
cA
A∏
a
[
e(γaca+θnacazn)∑Ca
d e
(γad+θnadzn)
] ˆ T∏
t
[
eβ0xnitt0+
∑A
a βacaxnitta∑J
j e
β0xnjt0+
∑A
a βacaxnjta
]
f(β)dβ. (11)
This choice probability underpins the RPANA model. Practical issues with estimating the RPANA
model are discussed in Section 4.3.1.
2.3 Summary of ANA models in the literature
Table 1 summarises some of the key papers in the literature that have utilised some form of the latent
class based ANA model. They are categorised on the form of the model, as defined in this paper (e.g.
CANA); the number of attributes, K?, for which ANA was modelled; whether random parameters
were employed; whether the coefficients were constrained to be equal in each class that they are not
set to zero; and whether covariates were introduced to vary the ANA probabilities across respondents.
Table 1: Summary of ANA models in the literature
Paper Model K? Random Equality ANA
parameters constraint covariates
Hess and Rose (2007) ANA 1 No N/A Sociodem.
Scarpa et al. (2009) CANA 5 No Yes -
Hensher and Greene (2010) CANA 4 No No -
Hole (2011) IANA 5 No Yes -
Hess et al. (2012) RPIANA 2/5/6 Yes Yes -
Hensher et al. (2012b) RPCANA 3 Yes No -
This paper RPANA 4 Yes Yes Stated ANA
generalised
3. Empirical setting
The empirical setting for this paper is a stated choice experiment conducted in early 2004, that was
based on a short haul flight between Sydney and Melbourne, Australia. Respondents were asked to
imagine that they were making the flight for holiday travel. Each choice task contained three labelled
flight alternatives. A choice was made between one flight each from three airlines: Qantas, the
dominant Australian carrier; Virgin Blue, then a relatively young airline with four years of operations;
and Air New Zealand (Air NZ), a foreign carrier that does not operate the Sydney-Melbourne route. A
fourth, no-choice option was presented, which signalled that the respondent would not want to make
any of the three flights. Two choices were obtained: one that included the no-choice alternative, and
a forced choice over the three airlines. The analysis contained herein makes use only of the forced
choice.
Each alternative was described by four attributes: fare, flight time, departure time, and flight time
variability. Fare assumed one of four levels in Australian dollars: $79, $99, $119 and $139. Flight
time was either 40, 50, 60 or 70 minutes. Departure time was either 6am, 10am, 2pm or 6pm. Flight
time variability was used to convey the range of likely flight times. However, the attribute was not
well received, with 69 percent of respondents stating in a subsequent question that they ignored the
attribute. Tests with random parameters imply an even distribution of respondents for and against
flight time variability, suggesting that many did not understand the attribute. It will be omitted from
subsequent analysis as the ambiguity just adds unnecessary heterogeneity.
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Each airline alternative was described by the same set of attribute levels that were varied via an
orthogonal experimental design. That is, no airline had a disproportionate number of each of the at-
tribute levels, despite, for example, a tendency for Virgin Blue to offer cheaper tickets than Qantas in
the market. The orthogonal design contained 40 choice tasks in total, all of which were completed by
213 respondents, in one of three ways. As a part of a broader research agenda investigating multiple
survey sessions per respondent spread over time, respondents either completed all 40 choice tasks in
one sitting; 20 choice tasks each in two sessions, with one week of separation; or 10 choice tasks
per session over four sessions each separated by a week. Regardless of the configuration employed,
this paper utilises the first 20 choice tasks completed by each respondent. The sample consisted of
students, with an average age of 21. Fifty nine percent of the sample was female, and 41 percent
had made a holiday trip to Melbourne prior to the study. No other socio-demographic or experience
information was gathered.
An examination of the 213 respondents revealed two who chose the Qantas alternative for all 20
choice tasks, and one who always chose the Virgin Blue alternative. Since one flight from each
airline was presented in each choice task, if this is a true representation of lexicographic choice
behaviour, then no trading is occurring between the attributes describing the airlines. It may be that
trading is taking place across the airline label and the attributes, with the attributes in the other two
alternatives just failing to compensate in each of 20 successive choices. Nonetheless, the length of the
panel suggests this is unlikely5, and so these three observations are dropped. Interestingly, this is an
extreme case of attribute nonattendance, where all attributes are ignored, and only the airline labels
are attended to. The final sample size is 4200 observations across 210 respondents. Six point nine
percent of these respondents stated that they ignored fare, 18.1 percent flight time, and 15.95 percent
departure time. Respondents may also have ignored the airline label, however they were not asked
if this was the case. Whilst the literature has called into question the reliability of the responses to
these questions (Hess and Rose, 2007), and cautions against using them deterministically (Hensher
et al., 2007), they nonetheless provide a broad sense of what the nonattendance rates might be in
aggregate across respondents. Further, by suggesting that there is likely to be at least some incidence
of ANA in this dataset, they motivate the analyst to find a way to adequately accommodate ANA
econometrically.
4. Results
4.1 MNL model
The first model estimated is an MNL model, which is reported in Table 2. Fare and time are both
highly significant and of expected sign, with respondents preferring cheaper fares and shorter flights.
Willingness to pay measures are split into two categories: WTP to obtain a desirable attribute level,
or a one unit increase in a desirable attribute (such measures will be suffixed by + in Table 2 and
henceforth); and WTP to avoid an undesirable attribute level, or a one unit increase in an undesirable
attribute (−). On average, respondents are willing to pay 56 cents to avoid one minute of flight time,
or equivalently, $33.50 to avoid one hour of flight time. The departure time levels are dummy coded,
with 6pm forming the base level. Significant parameters and WTPs are obtained for 6am and 10am,
with the WTP values suggesting that respondents are, on average, willing to pay $10.15 to depart
at 6pm instead of 6am, and $9.11 to depart at 10am instead of 6pm. The parameter and WTP for
2pm departure is not significant, suggesting an indifference between 2pm and 6pm departure, ceteris
5Panel lengths in stated choice experiments are typically shorter. Bliemer and Rose (2011) examined top tier transportation
journals from January 2000 to August 2009, and found an average panel length of 9.4 and a median length of nine. The
shorter the panel, the less confidence can be placed on any interpretation of lexicographic behaviour.
8
A model for the simultaneous inference of attribute nonattendance and taste heterogeneity
Collins, Rose and Hensher
paribus.
Table 2: MNL model
Param. t-ratio WTP t-ratio
Fare -0.0729 -47.16 - -
Flight time -0.0407 -19.24 $0.56− 18.94
Depart 6am -0.7398 -9.60 $10.15− 9.22
Depart 10am 0.6638 7.85 $9.11+ 8.11
Depart 2pm 0.0723 0.92 $0.99+ 0.92
Virgin Blue 0.0065 0.13 $0.09+ 0.13
Air NZ -0.4201 -7.84 $5.77− 7.93
Model fits
LL(0) -4614.17
LL(MNL) -2776.56
Parameters 7
ρ2 0.3983
Adjusted ρ2 0.3972
AIC 1.3255
Observations 4200
Respondents 210
+ WTP to obtain the attribute level, or a one unit increase in the attribute.
− WTP to avoid the attribute level, or a one unit increase in the attribute.
Alternative specific constants (ASCs) were estimated for travel with Virgin Blue and Air NZ, with
estimates being relative to travel with Qantas. An insignificant parameter for Virgin Blue suggests
that, on average, respondents are indifferent to whether they fly with Qantas or Virgin Blue, ceteris
paribus. There is a mean sensitivity against Air NZ however, with a willingness to pay to avoid the
airline of $5.77. This measure captures preferences that are not accounted for via attributes in the
choice experiment. It is worth noting that the same levels of fare, flight time and departure time
were applied to all three airline alternatives. That is, no airline was presented as operating flights that
tended to be cheaper or shorter than that of the competitor, or operating disproportionately at certain
times of the day, as may be the case in the market. Thus differences in the ASCs are unlikely to be the
consequence of different attribute ranges across the choice alternatives. One possible influence on
the ASCs is a left-to-right bias, whereby respondents are more likely to choose the first alternative of
the three, which were presented side by side. The order of the alternatives was not varied, where such
variation would help mitigate such a bias. While the possibility of some degree of left-to-right bias
cannot be dismissed, it is believed to be minimal in this setting. Consequently, when modelling ANA,
a censoring of the ASCs to zero will be interpreted as nonattendance to the airline, even though there
may be some degree of confounding with the other unobserved effects. In the interest of brevity,
any reference in the text to nonattendance to attributes also includes nonattendance to the choice
alternative labels.
Model fit statistics appear reasonable, and serve foremost as a baseline for subsequent models. All
models estimated in this paper utilise the 4200 observations obtained from the 210 respondents that
were retained after data cleaning, and so these numbers will not be presented in subsequent tables.
4.2 ANA model
This section presents the results from CANA and IANA models, with nonattendance modelled for
fare, flight time, departure time, and airline. In the CANA model, any pattern of correlation of ANA
can be captured, while the IANA model assumes independence of ANA. The plausibility of the ANA
rates will be assessed. Model outputs and fit will be compared between the two, to gauge whether the
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assumption of independence holds. Finally, the models will serve as one benchmark for the RPANA
models. As discussed in Section 2., nonattendance to dummy coded attributes (departure time) and
ASCs (airline) is best modelled by setting to zero the coefficients for all dummy coded levels or
ASCs. If not all coefficients are set to zero, then what is captured is not nonattendance, but rather an
alternative expression of preference.
Table 3 presents the model results. There is a strong alignment in nonattendance rates between the
two ANA models, with the exception of flight time, with a rate of 16.33 percent for the CANA model
and 11.78 percent for the IANA model. However, the estimated rates themselves do not always have
face validity, which in part can be established by a comparison with the stated ANA rates6. The
estimated ANA rates of fare, at 13.63 and 13.26, are somewhat higher than the stated ANA rate
of 6.9 percent. The ANA rate of flight time, estimated by the CANA model at 16.33 percent, is
close to the stated rate of 18.1 percent. However, the rate of 11.78 percent estimated by the IANA
model is somewhat lower. The estimated and stated rates are wildly divergent for departure time,
with estimated rates of 53.42 and 52.17 being far higher than the stated rate of 15.95 percent. The
stated rate of attendance to the airline alternative labels was not collected in the survey, however the
estimated rates of 78.98 and 80.72 percent appear implausibly high. In sum, the ANA rates appear
questionable.
Table 3: ANA models accommodating ANA for all attributes
Methodology CANA IANA
Param. t-ratio Param. t-ratio
Fare -0.1084 -49.78 -0.1059 -53.78
Flight time -0.0606 -19.03 -0.0568 -19.05
Depart 6am -2.4617 -16.16 -2.3533 -17.72
Depart 10am 0.9870 6.35 0.9347 7.75
Depart noon 0.6691 4.23 0.6213 4.98
Virgin Blue -0.6165 -4.85 -0.6855 -6.54
Air NZ -2.0201 -11.37 -2.0892 -13.98
WTP WTP Diff.1 WTP WTP Diff.1
t-ratio t-ratio t-ratio t-ratio
Flight time $0.56− 20.68 0.00 $0.54− 21.74 0.09
Depart 6am $22.72− 16.10 7.92 $22.23− 18.20 7.92
Depart 10am $9.11+ 6.64 0.00 $8.83+ 7.92 0.19
Depart noon $6.17+ 4.34 3.28 $5.87+ 4.99 3.25
Virgin Blue $5.69− 4.79 4.25 $6.47− 6.50 5.09
Air NZ $18.64− 11.38 8.37 $19.73− 13.83 9.52
Ignored t-ratio Ignored t-ratio2
Fare 13.63% - 13.26% 26.20
Flight time 16.33% - 11.78% 11.81
Departure time 53.42% - 52.17% 40.15
Airline 78.98% - 80.72% 17.51
Model fits
LL -2526.75 -2545.82
Parameters 22 11
ρ2 0.4524 0.4483
Adjusted ρ2 0.4495 0.4468
AIC 1.2140 1.2175
1. t-ratio of difference between this model’s WTP and MNL WTP.
2. t-ratio for difference to zero percent ANA.
+ WTP to obtain the attribute level, or a one unit increase in the attribute.
− WTP to avoid the attribute level, or a one unit increase in the attribute.
6While stated ANA is not reliable, it provides a ballpark figure.
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Since a single parameter controls the ANA rate for each attribute in the IANA model, the associated
standard error can be used to provide a measure of statistical reliability of the ANA rate. Table 3
presents, for each IANA nonattendance parameter, a t-ratio which represents whether the ANA rate
is different from zero. The difference is significant for all attributes. In contrast, the CANA model
determines ANA rates by summing the class assignment probabilities of all classes that treat the
attribute as ignored, and no measure of statistical confidence can be calculated at the attribute level.
Comparing model fits, both models offer a significant improvement on the MNL model, with drasti-
cally lower AIC values. The CANA model has a better log likelihood value than the IANA model,
and outperforms it on the AIC despite costing an additional 11 parameters. One possible cause is a
violation of the assumption of independence of ANA. The CANA model makes no such assumption
between any attributes, but is parametrically expensive. The generalised ANA model introduced in
this paper allows the assumption to be made only for subsets of attributes. Given the shortcomings of
the ANA model, the generalised approach will be explored in the context of the RPANA model only.
Indeed, the introduction of extra parameters as random coefficients are introduced will likely make a
parsimonious model specification even more desirable.
4.3 RPANA model
4.3.1 Model specification and identification
For the RPANA models, 5000 Halton draws are employed. Two types of estimation problems are
encountered. The less problematic of these are cases whereby the model converges on a local max-
ima, which is plausible in the context of such a highly nonlinear model. This was found to be more
common when attendance to multiple attributes was being modelled, and typically manifested itself
as nonattendance rates tending to zero. In most cases, such problems were overcome by first esti-
mating nonattendance to one attribute at a time, then using the recovered parameter values as start
values for the RPANA model that models attendance to multiple attributes. Therefore, caution must
be warranted before concluding that ANA rates for an attribute are indeed zero.
A more fundamental problem is concerned with the choice of random parameter distribution, and
what is believed to be a fundamental incompatibility between the RPANA model and parameter
distributions that can span both the positive and negative domain. In this empirical context, any
attempt to include such distributions led to a multitude of estimation problems, including flat log
likelihoods and singular covariance matrices. Problematic distributions include the normal, which is
unbounded and by definition will always have support over both the positive and negative domain;
the triangular, which is bounded but can freely span zero; and the uniform, also bounded but free to
span zero.
Interestingly, the censored normal also exhibits the same problems. With its point mass at zero, the
censored normal can already capture ANA. The motivation for the RPANA model over simply us-
ing the censored normal is that the latter is likely more prone to confounding ANA with preference
heterogeneity, since ANA is captured through the same parameters that capture preference hetero-
geneity. The unbounded nature of the underlying normal distribution suggests that the ANA rate
implied by the censored normal distribution is always greater than zero. If it is very close to zero,
through some appropriate combination of µ and σ, then the RPANA model could capture the vast
majority of ANA, and the censored normal distribution would primarily capture the continuous com-
ponent of utility. What appears to be happening in practice, at least in the context of this dataset,
is that the potential to capture ANA through both the ANA parameter, and the censoring of the nor-
mal distribution, leads to an identification problem whereby some arbitrary combination of the two
sources of ANA can approximate the ‘true’ ANA. This in turn leads to the problems with estimation.
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The same phenomenon may be occurring with the normal, triangular and uniform distributions. Now,
however, a certain proportion of coefficients close to zero, including those of implausible sign, is ap-
proximating ANA. This in turn leads to an identification problem, with the ANA parameter and the
continuous distribution’s support near zero both ‘competing’ for the share of attribute nonattenders.
By limiting the support of the continuous distribution near zero through the application of a distri-
bution that is bounded on one side at zero, this identification problem can potentially be overcome.
Distributions that do not encounter problems in this dataset include the constrained triangular, log-
normal, and Rayleigh.
However, the use of a zero bound distribution appears to be a necessary but not sufficient condition.
Problems were encountered in this dataset with the constrained uniform distribution, in which the
spread is constrained to be equal to the mean. This results in an equal share of coefficients over
a domain spanning between zero and two times the mean. It may be that by not tapering towards
zero, the continuous distribution has enough support near zero to suitably approximate ANA, leading
to an identification problem. The consequence of this is that care must be taken when choosing
distributions, and the specifics of any empirical application may have an impact on what can be
identified. To some extent, this also calls into question the confidence the analyst can place on an
inferred ANA rate. Indeed, it may not be possible to completely unentangle attribute nonattendance
and low attribute sensitivity.
The problem with distributions spanning zero poses a challenge in this empirical setting for the
dummy coded departure time parameters and alternative specific constants, all of which span zero
when RPL models are estimated, and have behaviourally sound justifications for doing so. For exam-
ple, most respondents have a preference against 6am departures, but some do not. Consequently, the
identification problem presented above might apply here, although it appears to be overcome by the
joint censoring of each of the coefficients associated with an attribute, when that attribute is ignored.
The optimism that the model can be identified stems from the likelihood that the ANA condition
is harder to approximate with a number of independently varying random parameters that are each
associated with an attribute level or alternative label. Dummy coding the departure time and airline,
and introducing ANA jointly across all related parameters, is found to provide large improvements in
model fit. However, model estimation is not stable, with singular covariance matrices commonly oc-
curring, suggesting that an identification problem may remain. One potential source of the problem
is the normalisation of the dummy parameters and ASCs, where one coefficient is fixed to zero. An
alternative normalisation can be achieved with effects coding. An attribute with L levels is coded into
L − 1 variables. A utility coefficient, βl, is estimated for each of these variables. The base level of
utility is not zero, as with dummy coding, but
∑L−1
l −βl. Crucially, with effects coding employed,
no estimation problems are encountered. Effects coding the ASCs is unusual, however Train (2009)
notes that the ASCs need not be normalised to zero, and that doing so is merely easier. With the
RPANA model, we have sufficient motivation to deviate from convention.
4.3.2 Single attribute nonattendance
The first set of RPANA models presented will only model nonattendance to a single attribute. This
allows the impact of ANA to each attribute to be examined in isolation. Since ANA is modelled
for one attribute only, no assumption need be made about the independence or correlation of ANA.
Comparisons will be made between the RPANA1 and RPL models. Since an RPL model is nested
within the RPANA model if the same random parameter distributions are specified, likelihood ratio
tests can be performed to see if the modelling of ANA leads to a statistically significant improvement
in model fit. It is also possible that an RPL model with different distributions outperforms the RPANA
model. Such comparisons will be made using the AIC. Table 4 first details the RPL model that serves
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as the base specification for the RPANA1 models, then the four RPANA1 models. Other RPL and
RPANA1 models were estimated but are not reported here, and will be drawn upon as required.
Three RPANA1 fare models were estimated, with lognormal, constrained triangular, and Rayleigh
distributions for fare. The best fitting model, which uses the lognormal distribution, is the second
model presented in Table 4. The ANA rate is low, at 2.12 percent, and statistically different from
zero percent (whereupon it would collapse to an RPL model). Confidence intervals provide another
useful way to assess the precision of the estimated ANA rate. A 95 percent confidence interval ranges
from 0.32 to 12.67 percent. The stated ANA rate of 6.9 percent is higher than the estimated rate, but
comfortably within the confidence interval. The ANA rate estimated with the RPANA1 model is
much lower than the ANA rates of 13.63 and 13.26 percent inferred from the CANA and IANA
models reported earlier. However, the ANA models were found to estimate suspiciously high ANA
rates, and the model has recently been criticised for confounding ANA with preference heterogeneity
(Hess et al., 2012).
To assess whether modelling ANA to fare leads to an improved model fit, each of the three RPANA1
fare models estimated are first compared with their RPL counterparts using likelihood ratio tests. An
improvement in is found for the constrained triangular distribution, with log likelihood improving
from -2327.44 to -2323.23, at the cost of one parameter. With one degree of freedom, the test
statistic of 8.40 exceeds the chi-squared critical value of 3.84 at the 95 percent confidence level
(8.40;χ21,.05 = 3.84). However, the null hypothesis that the two models are equivalent cannot be
rejected for the Rayleigh distribution (1.35;χ21,.05 = 3.84) or the lognormal (1.14;χ
2
1,.05 = 3.84).
Furthermore, using the AIC, even the best fitting RPANA1 fare model, with lognormally distributed
fare (1.1056), is outperformed by the RPL model with uniformly distributed fare (1.1044). Use of
the constrained uniform distribution for fare in a RPANA1 fare model led to identification problems.
A lack in improvement over the best RPL model might stem from characteristics of the fare distri-
butions in both the best RPL and RPANA models. The uniform distribution in the RPL model has a
mean of -0.1586 and a spread of 0.1493, meaning that there is some support near zero, which may
approximate ANA7. The lack of tapering in the distribution over its support also means that there
is a reasonable mass which represents more extreme sensitivities. In addition, the properties of the
lognormal distribution in the RPANA model might be conflicting with the ANA mass point. As the
mean of the lognormal distribution decreases, the tail will become fatter. Consequently, the lognor-
mal may perform well when there is a mass at or close to zero, and a long, fat tail, capturing high
sensitivity to the attribute. If, however, the ANA is largely captured through the estimated discrete
mass point with the RPANA model, then this may limit the ability of the lognormal to capture the
high sensitivities with the long tail. In effect, a long tail would increase the mass close to zero, which
would compete with the mass point at zero. Indeed, the ANA rate with the lognormal distribution
(2.12 percent) is lower than with the constrained triangular (3.47 percent), which suggests that such
confounding may be occurring.
The RPANA1 flight time model, with a constrained triangular distribution for flight time8, is pre-
sented in Table 4. The ANA rate of 10.78 percent is significantly different to zero, and is close to
the IANA model rate of 11.78 percent, and a little less than the CANA model rate of 16.33 percent.
However, again, the RPANA model strongly outperforms the ANA models. The RPANA model rate
of 10.78 percent is somewhat lower than the stated ANA rate of 18.1 percent, but again the stated rate
lies comfortably within the confidence interval, which spans from 4.00 percent to 25.94 percent. The
ANA rates vary notably is the distribution for flight time varies. With the lognormal, the ANA rate
is 12.96 percent, while for the Rayleigh it is just 4.82 percent. It is possible that some confounding
7This may be why the RPANA1 fare model with a constrained uniform distribution cannot be identified.
8The Rayleigh distribution performed very slightly better on the AIC, but performed worse in some later models. Thus the
constrained triangular distribution is reported, for consistency.
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is present between the Rayleigh distribution and the ANA mass, with the former capturing some of
the ANA.
The RPANA1 flight time model with a constrained triangular distribution for flight time repre-
sents a statistically significant improvement in model fit over the RPL model with the same dis-
tributions (9.02;χ21,.05 = 3.84). An improvement is also observed with the lognormal distribu-
tion (7.09;χ21,.05 = 3.84), but not the Rayleigh (1.53;χ
2
1,.05 = 3.84). Comparing the RPANA
and RPL models on the AIC, with the distribution for flight time varying only, the RPANA model
with Rayleigh distributed flight time (1.1049) is slightly outperformed by the RPL model with the
Rayleigh distribution (1.1048), and matched by the censored normal and uniform distributions. The
RPANA constrained triangular model (1.1050) is outperformed by the RPL model with Rayleigh,
censored normal and uniform distributions. The RPANA lognormal model (1.1052) is additionally
outperformed by the RPL triangular model (1.1051). As with fare, the RPANA1 flight time model
does not have improved model fit over the RPL model.
The fourth model in Table 4 models nonattendance to departure time only. Normally distributed de-
parture time parameters give the best performance for both the RPL and RPANA models. Compared
to the equivalent RPL model, the RPANA model represents a large, statistically significant improve-
ment in model fit (42.50;χ21,.05 = 3.84). The ANA rate is 29.22 percent, with a confidence interval
of 14.14 to 50.85 percent. The stated ANA rate of 15.95 percent lies towards the low end of this
range, while the rates recovered by the ANA models exceed the top end of the range, at 53.42 and
52.17 percent.
The final model in Table 4 models nonattendance to airline only. This model fit is a considerable
improvement on the equivalent RPL model (17.63;χ21,.05 = 3.84). The ANA rate is sizeable, at 52.93
percent, with a confidence interval of 31.49 to 73.34 percent. There was no stated ANA collected,
with which the estimated rate can be compared. The implausible ANA rates under the ANA models
of 78.98 and 80.72 percent exceed the upper end of the confidence interval.
From the evidence presented thus far, it appears as if the RPANA model is limited in this study to
handling ANA to departure time and airline. Two techniques will be introduced that capture nonat-
tendance to fare and flight time and lead to the RPL model being outperformed. The first approach,
detailed in the next section, achieves this by introducing stated ANA as covariates in the ANA as-
signment models. The second approach is to allow ANA to fare and flight time to be correlated,
by including both in the same ANA assignment model. A RPCANA2 model was estimated, with
ANA modelled for fare and flight time only. On the AIC, this RPCANA2 model (1.1030) outper-
forms the equivalent RPIANA model (1.1050), the best fitting RPIANA model (lognormal fare and
Rayleigh flight time at 1.1049), and the best RPL model tested (uniform fare and normal flight time
at 1.1044). Full details of this model are not reported, but fare and flight time are correlated in both
of the RPANA4 models presented in Section 4.3.4.
4.3.3 Covariates in ANA
All of the RPANA models estimated thus far have treated the probability of attribute nonattendance
as being the same across respondents. However, introducing covariates into the ANA assignment
models allows these probabilities to vary across respondents. The use of covariates is motivated by
the potential to improve model fit, outperform the RPL model for fare and flight time, and leverage
and gain insights into stated ANA responses. Presumably, those who state that they ignore an attribute
are more likely to ignore it than those who state otherwise. Nonetheless, stated ignorers may still
attend to the attribute, and stated attenders may ignore it. The RPANA model, with stated ANA as a
covariate, can accommodate these scenarios probabilistically, and so not be reliant on the very strong
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assumption that stated ANA is completely accurate and free from error. However, the approach may
still suffer from a problem of endogeneity.
Three RPANA1 models were estimated, each modelling ANA for a single attribute, with the stated
ignoring response for that attribute, for respondent n, included as a dummy in the vector of covariates
zn. The three models correspond to the three attributes for which stated ANA was captured: fare,
flight time, and departure time. The fare model failed to converge, perhaps due to the estimation of
an additional parameter for the covariate, when the baseline model without the covariate only yielded
an estimated ANA rate of 3.17 percent.
The flight time model could be estimated, and strongly outperformed the baseline model without the
covariate. Table 5 presents the results of this model. Fare utilises the lognormal distribution, flight
time the constrained triangular, and attendance is only modelled for flight time. The baseline model,
documented in Table 4, has a log likelihood of -2306.40. The introduction of the covariate results
in a log likelihood of -2298.87, for the cost of only one more parameter, representing a significant
improvement in model fit (15.06;χ21,.05 = 3.84). This RPANA model, with an AIC of 1.1019, now
clearly outperforms the best RPL model, which utilises the Rayleigh distribution and has an AIC of
1.1048. Nonetheless, the potential problem of endogeneity has to be recognised by the analyst, and
stated ANA responses need to be collected, where the RPANA model was motivated in part by a
desire to be relieved of such a burden.
Table 5: RPANA1 models with stated ANA as a covariate for modelled ANA
Flight time Departure time
Param. t-ratio Param. t-ratio
Fare µ -2.0208 -34.80 -2.0167 -25.85
(lognormal) σ 0.8651 13.55 0.8952 13.17
Flight time µ -0.0858 -15.70 -0.0757 -14.99
(varies) σ - - 0.0403 7.56
Distribution Const. triangular Normal
γIgnored -2.9011 8.97 - -
PIgnored|StatedAttended 5.21% -
θStatedIgnored 2.9735 10.44 - -
PIgnored|StatedIgnored 51.81% -
Depart 6am µ -1.3533 -10.64 -1.9890 -8.31
(normal) σ 1.4771 15.37 2.0658 12.13
Depart 10am µ 1.0030 10.35 1.5288 11.73
(normal) σ 0.8438 7.55 0.9623 6.83
Depart 2pm µ 0.1172 1.18 0.4489 3.14
(normal) σ 1.0121 10.26 1.3828 9.98
γIgnored - - -1.3335 19.20
PIgnored|StatedAttended - 20.86%
θStatedIgnored - - 2.3311 13.40
PIgnored|StatedIgnored - 73.06%
Virgin Blue µ 0.1822 3.81 0.1564 3.33
(normal) σ 0.3455 6.26 0.3434 6.42
Air NZ µ -0.4567 -8.42 -0.4653 -8.50
(normal) σ 0.4321 8.97 0.4558 8.25
Model fits
LL -2298.87 -2275.93
Parameters 15 16
ρ2 0.5018 0.5068
Adjusted ρ2 0.5000 0.5049
AIC 1.1019 1.0914
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The implied ANA rates to flight time for both stated attenders and stated ignorers are telling. Only a
small proportion of stated attenders, 5.21 percent, ignore flight time, suggesting that stated attendance
is fairly accurate. In contrast, only 51.81 percent of stated ignorers actually did so. Both of these
findings support the argument that stated ANA is not reliable. That only half of stated ignorers
actually ignore the attribute is particularly important, as it suggests that simply constraining the
coefficient to zero for these respondents is untenable. However, stated ANA is a source of information
that can be used to improve RPANA model fit.
Table 5 also documents a RPANA1 model that leverages stated nonattendance to departure time. The
covariate model strongly outperforms the baseline model documented in Table 4 (20.34;χ21,.05 =
3.84). Stated attenders have an ANA rate of 20.86 percent, and stated nonattenders 73.06 percent.
Both of these rates are higher than for flight time, implying that stated attendance responses are less
accurate for departure time than for flight time, but stated nonattendance responses are more accurate.
No stated ANA responses were collected for airline. The only socio-demographic variables collected
were gender and age. Introducing these as ANA covariates for each attribute in turn failed to lead to
any improvement in model fit. Overall, it is found that introducing stated ANA as a covariate in the
ANA assignment models has the potential to lead to significant improvements in model fit.
4.3.4 Multiple attribute nonattendance
Another possible reason for the lack of improvement in model fit when moving from the RPL to
the RPANA1 fare and flight time models is that nonattendance to the two attributes may not be
independent, and thus an assumption of the RPIANA model is violated. This assumption can be
relaxed by combining fare and flight time into the one ANA assignment model, with the incidence
rates of all combinations of fare and flight time nonattendance estimated. Section 4.3.2 concluded by
noting that such a model did result in the RPANA model outperforming the best RPL model.
A series of RPANA2 models were first estimated to gain further insight into whether ANA is inde-
pendent across the attributes. For each pair of attributes, a RPIANA2 and a RPCANA2 model were
estimated. Comparisons were performed on model fits and the ANA rates for each attendance pattern
across the two attributes. The only decisive evidence for correlation in ANA was found between fare
and flight time. Consequently, a model is presented here that models nonattendance to all attributes,
with three ANA assignment models, one each for departure time, airline, and the combination of fare
and flight time. During estimation, the incidence rate of the combination of ignored fare and attended
flight time approached zero (γac → −∞), and so this class was dropped from the ANA assignment
model. This RPANA4 model is the first presented in Table 6.
This model nests the RPANA1 departure time and airline models from Table 4, as well as the afore-
mentioned RPANA2 model with correlated ANA to fare and flight time. Log likelihood ratio tests
reveal that all three previous models are outperformed by the current model. The ANA rate for fare,
4.05 percent, is higher than the rate of 2.12 percent with the RPIANA1 fare model with the same
lognormal fare distribution, which hints that a false assumption of independence of ANA might bias
the recovered ANA rates. Comparing ANA rates between this model and the three nested models
reveals a fair degree of consistency. The notable exception is airline, in which the current model
estimates an ANA rate of 44.3 percent, and the RPANA1 model a rate of 52.93 percent.
The final model presented is an RPCANA model that handles nonattendance to all four attributes.
That is, it utilises a single ANA assignment model, and allows any degree of correlation in ANA
across attributes to be captured. Motivation for such a model comes from the possibility that ANA
is not independent across any attributes, and that failure to capture such correlation will likely be
detrimental to model fit and and the model outputs. In this dataset, the series of RPANA2 models
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Table 6: RPANA4 and RPCANA4 models
RPANA4 RPCANA4
Param. t-ratio Param. t-ratio
Fare µ -1.9112 -29.21 -1.8917 -26.58
(lognormal) σ 0.7600 9.77 0.7293 9.86
Flight time µ -0.0834 -14.64 -0.0840 -15.05
(const. 4) σ - - - -
Depart 6am µ -1.9702 -9.73 -1.9548 -7.91
(normal) σ 1.9985 12.39 1.9923 12.42
Depart 10am µ 1.4931 9.48 1.4997 10.58
(normal) σ 0.9475 6.16 0.9466 6.59
Depart 2pm µ 0.3643 2.69 0.3439 2.25
(normal) σ 1.3563 10.20 1.3587 8.75
Virgin Blue µ 0.2730 3.64 0.2957 3.03
(normal) σ 0.4666 6.41 0.4699 4.88
Air NZ µ -0.7926 -5.92 -0.8432 -6.28
(normal) σ 0.5074 5.59 0.5218 6.19
Fare Flight Dep. Airline Param. s.e. Rate Param. s.e. Rate
time time
Ignore Ignore Ignore Ignore - - 0.49% -3.0596 0.8919 1.60%
Attend Ignore Ignore Ignore - - 0.54% - - -
Attend Attend Ignore Ignore - - 11.05% -1.0069 0.4836 12.49%
Ignore Ignore Attend Ignore - - 1.30% - - -
Attend Ignore Attend Ignore - - 1.45% - - -
Attend Attend Attend Ignore - - 29.46% 0.0190 0.4677 34.83%
Ignore Ignore Ignore Attend - - 0.62% -3.2006 0.9016 1.39%
Attend Ignore Ignore Attend - - 0.68% -3.0610 0.9609 1.60%
Attend Attend Ignore Attend - - 13.90% -1.3173 0.6390 9.15%
Ignore Ignore Attend Attend - - 1.64% -2.8500 0.7140 1.98%
Attend Ignore Attend Attend - - 1.82% -2.5082 1.6017 2.78%
Attend Attend Attend Attend - - 37.04% - - 34.18%
Ignore Ignore - - -3.1174 0.5041 4.05% - - 4.97%
Attend Ignore - - -3.0116 0.7031 4.50% - - 4.38%
Attend Attend - - - - 91.45% - - 90.64%
Ignore - - - - - 4.05% - - 4.97%
Attend - - - - - 95.95% - - 95.03%
- Ignore - - - - 8.55% - - 9.36%
- Attend - - - - 91.45% - - 90.64%
- - Ignore - -0.9805 0.2614 27.28% - - 26.24%
- - Attend - - - 72.72% - - 73.76%
- - - Ignore -0.2290 0.5705 44.30% - - 48.92%
- - - Attend - - 55.70% - - 51.08%
Model fits
LL -2275.35 -2272.11
Parameters 17 21
ρ2 0.5069 0.5076
Adjusted ρ2 0.5049 0.5051
AIC 1.0916 1.0920
estimated suggest that this is not the case, and that correlation is present only for fare and flight time.
Nonetheless, it is worth investigating what issues are faced, and what results are obtained, when an
RPCANA model is specified when independence of ANA may hold between only some attributes.
Initially, all 16 ANA combinations were modelled. However, it was apparent that not all combina-
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tions could be supported. Classes were removed in a stepwise fashion. The most obvious problem
in the first model estimated lay in the four classes representing fare nonattendance and flight time at-
tendance, consistent with the RPANA4 model just presented. The log likelihood became flat, and the
standard errors for the ANA assignment parameters associated with these combinations became ex-
tremely large. Three more ANA combinations were dropped, because their incidence rate approached
zero. The final specification modelled nine combinations of ANA, requiring eight parameters in the
ANA assignment model. Table 6 details the model results. While the log likelihood is better than
the RPANA4 model that makes some ANA independence assumptions (-2272.11 verses -2275.35), it
comes at a cost of four additional parameters. A log likelihood ratio test cannot be performed since
the models do not nest, but the RPCANA4 model presented here is inferior on the AIC (1.0920 verses
1.0916).
The ANA rates above the dashed line are the estimated rates for each retained ANA combination, and
sum to 100 percent. The rates below the dashed line sum the appropriate estimated rates to obtain
the total attendance and nonattendance rates for each attribute. Rates for each ANA combination for
the RPANA4 model are also reported, and were arrived at by multiplying the appropriate attendance
or nonattendance probability for each attribute (or combination of attributes, for fare and flight time).
Comparing between the two models the incidence rates for nonattendance to each combination of
ANA, there is a broad alignment, with some moderate differences for some combinations. Comparing
the total ANA rates for each attribute, discrepancies are only evident for airline.
In sum, the RPANA4 model is more appealing than the RPCANA4. Model fit is slightly better on
the AIC, and the model is more parsimonious. Further, the RPANA4 model allows ANA covariates
such as stated ANA to be entered more directly against the attribute itself.
5. Discussion and conclusion
The RPANA model can be evaluated in terms of its econometric performance, and its behavioural
appeal. Econometrically, the model performs well. In the empirical context presented in this paper, it
outperforms the RPL model, and the two forms of ANA model that exist in the literature. Unlike the
ANA model, it can capture preference heterogeneity in addition to ANA. Further, it provides a way to
overcome the problem of random parameter distributions having some coefficients with implausible
sign, since this may stem from attribute nonattendance (Hensher, 2007), and these coefficients may
be approximating ANA. Unlike the method proposed by Hess and Hensher (2010), the RPANA
model doesn’t require the choice of an arbitrary threshold value, or require sequential estimation. A
specific case of the RPANA model was developed by Hess et al. (2012), however the RPANA model
developed in this paper is more general, and can range from capturing full correlation in ANA, to as
much independence in ANA as the data will support.
The RPANA model has appeal in the context of travel behaviour, as attribute nonattendance is plau-
sible in a range of circumstances. This paper identifies considerable ANA in short haul flights to
departure time and airline, moderate ANA to flight time, and low levels of ANA to fare. The extra
product features of long haul flights, such as in-flight entertainment and differing seat pitches, are
also likely to appeal to only part of the population. It is possible, though, that ANA is not actually
capturing true preferences or processing rules. The attribute may have no influence on choice, and in
effect not be attended to, because the attribute levels may not be sufficiently differentiated, or may be
in an inappropriate range (Hensher et al., 2012a). If these levels and tradeoffs are reflective of choice
scenarios that would be encountered in real life, either now or in some plausible future scenario,
then ANA that is induced in this way is reasonable, and capturing it may indeed be preferable. For
example, some drivers may not attend to a toll, cordon charge, or road user charge for any values
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that would plausibly be introduced, or variable time-of-day charging may be of insufficient range
over time to have salience. However, if the ANA is the consequence of poor experimental design in
a stated choice study, then while the RPANA model may do a good job of identifying and isolating
ANA, the ANA might have limited behavioural meaning. Care must be taken when generating the
experimental design. Careful piloting might help prevent such problems.
This paper identifies a number of important considerations when implementing the RPANA model.
The risk of identification problems cannot be ignored. Forcing random parameter distributions as-
sociated with linearly coded attributes to be constrained in sign appears to be a necessary but not
sufficient condition for identification. Such a constraint was adequate for most parameters and distri-
butions tested. Distributions that span zero can be introduced when multiple parameters are specified
for an attribute, however it is necessary to effects code the attribute. Of the distributions that are con-
strained in sign, the lognormal is the most widespread and probably has the most appeal. However,
other distributions should also be tested. Beyond the obvious motivation to find the best distribution
that fits the data, differences in the ANA rate recovered as the distribution varied in this paper’s empir-
ical application suggest that some degree of confounding between ANA and preference heterogeneity
may remain. Which distribution leads to the least confounding is difficult to determine, but model fit
is still likely a good guide. The ability to assume independence of ANA in the generalised RPANA
model is appealing on the grounds of parsimony, but must be used with caution. If there really is
correlation in ANA, then the assumption of independence may inhibit any improvement in model
fit, and the ANA rates may be biased. The flexibility of the RPANA model introduced in this paper
allows ANA to some attributes to be correlated, whilst remaining independent for other attributes.
Finally, introducing covariates into the ANA assignment models potentially offers improvements in
model fit and increased insight.
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