B = {0, l I T~ (with the a-algebra generated by the finite dimensional cylinders).
We are interested in those probability measures (called Markov random fields) which reduce to ordinary 0, 1 valued stationary Markov chains in the case when N = 1. These questions are of far greater importance in the setting of equilibrium statistical mechanics, where the graph Z, is of principal interest rather than T,. Indeed all the methods we shall use here to obtain rather complete results were first developed to solve the analogous, much more difficult problems for Z , ,which are still not completely solved. For recent surveys see [4] , [S] , [a] , [ll] . The infinite trees T, were first studied by Preston ([a] pages 97-105), who proved Theorems 1, 2, 3, and 6 which follow.
We begin by stating the principal definitions and results.
DEFINITION A Markov random field (MRF) is a probability measure ,u on 1. { M ( i , j ) } , i, j = 0 , 1 , a probability measure p, on Q is defined as follows: First let n = {n(O), n(1)) be the unique invariant probability measure for M ( n M = n).
Then, for any finite connected subset A c T,, let e be a function from A to { 0 , 11, and define a simple ordering A = { x l , x,, . . ., x,} of A with the property that each x j with j > 1 is the neighbor of exactly one x, E {x,, x,, . . ., xj-,).
Denote this index i = i ( j ) .
Thus i(2) = 1 . Define the cylinder set probabilities of PM by
Note that when T , = TI = Z this definition obviously gives a stationary Markov chain if we let A be the usual ordering of A, which is an interval of integers. In fact ( 4 ) is independent of the ordering A of A chosen. This is an easy consequence of the time reversibility of two valued stationary Markov chains with strictly positive transition matrix? i.e. of 
In fact an easy induction on the cardinality of A, shows THEOREM 2 [ 8 ] . Definition is the class of all homogeneous probability measures on Q, i.e. those which are invariant under graph isomorphisms of TN(translation and reflection of Z when N = 1). Let 7be the class of all probability measures on Q with trivial tail field.
For each a , Fais a compact and convex set (in fact a Choquet simplex [8] Proposition 5.2, [5] , [6] ). Its extreme points are denoted Ext (Fa). Part (i) of the following theorem is well known ([a] Theorem 11.1, [5] , [6] ). 1 tion cp(x) = x has only one positive real root (namely x = l). When N = l , this is always the case. When N 2 2, F' f n always consists of one, two, or three MC's, p, being one of them. When N = 2, here is a detailed classification: divide the unit square 0 < s < 1, 0 < t < 1 into the three regions defined by R, = {D(s, t) < 0} u {S= t = 4
)
R, = {S+ t = # and s f a} u {D(s, t) = 0 and s f $1
Then I&n 59'1 = k on Rk,k = 1, 2, 3. I has only one positive solution (namely x = 1). When N = 2 this happens if and only i f~+ t r i .
The proof of Theorem 7 will depend on a new class of'non-homogeneous Markov chains exhibiting the symmetry break-down into even and odd states associated with the repulsive (anti-ferro-magnetic) case in statistical mechanics [31.
DEFINITION 8. Let M-nd M0 be two stochastic matrices as in (6) and ;.re, no two probability vectors on {0, 1) such that = nO(j)MO(j, i,j E {0, 11, Me + M0. (8) ;.r"i)M"i, j) i) , Decompose T , = E u 0 where E are the even sites (points which can be reached by an even number of branches from some fixed site) and 0 = T,\E. Define the probability measure as in Definition 3, using ;.re for even sites, no for odd sites, M q o r transitions from E to 0, and M0 for transitions from 0 to E.
Just as in Theorem 2 it can be shown that this defines consistent cylinder set probabilities, which define an MRF p, , , ,. These probability measures enter the picture in the followin$ way. If M = (lat lt8), then, using (4), these two equations become
The system (12) is equivalent to and Theorem 3 will therefore hold if the number of solutions t E (0, 1) of (14) is always one, two or three. This is easily verified, since the left side in (14) changes linearly from 1 to x2 as t goes from 0 to 1, and the right side decreases from oo to 0, and has exactly one point of inflection in (0, 1) when N > 1. When N = 1, To prove (iii) suppose that p E Ext (Sa) n = Let 0 be a fixed point in T,, and let Z be a subgraph of Tlv which is graph isomorphic to the integers, and which contains 0. The first step of the proof of (iii) will be to show that the projection p of p on {0, l}z is an MRF (when N = 1, T, = Z , and then this is obvious). Let St, be the a-algebra generated by w(x), 1x1 2 n, and Fm = n;=.=, Letting n -+ m, and using the fact that F, is trivial, It follows that p has the cylinder set probabilities specified by (4) 
x limn,, pM[w= E at u 1 w on {x, y, z}, fin] .
The above limit is
This gives the cylinder set probability required by (4). 0 PROOF OF THEOREM We start with M given by (6) When N = 1 this is never the case. When N 2 2 it is easy to check that p(x) = x can only have one, two or three positive solutions, but this also follows from Theorem 3. The detailed results for the case N = 2 follow from a careful analysis of the equation p(x) = x. One obtains
from which one readily deduces that (22) has one, two or three positive zeros in the regions R,, R,, R, respectively. (Note that (s, t ) e R, whenever M is repulsive.) 0 PROOF OF THEOREM We take M given by (6), with 6.
s + t 2 1 , and (s, t )
such that p(x) = x has only the positive root x = 1 , and we have to show that every MRF with the same conditional probabilities as p, must be p, itself. Let us then suppose that p is such an MRF. In other words it is a Gibbs state with potential U as in ( 9 ) , ( l o ) , ( 1 1 ) and the condition s + t 2 1 , which by ( 1 1 ) and (13) is equivalent to u, j0 , means that U is an attractive pair potential. There is an elegant criterion for the absence of phase transition for such a potential ( [ 7 ] , [8] 
';+I
G+l= (~(ra-) . PARTI. Let us assume M is defined by (6) with conditional probabilities given by (2) . Let us call the probability measures defined in Definition (8) even-odd Markov chains (EOMC's). We begin by looking for an EOMC with the same conditional probabilities as p,. The proof will be complete when we show that there is one if and only if cp o cp(u) = u has a positive root u + 1. The computation will be essentially the same as in (16) The point of this mapping is that it transforms p,, by the formula into a Gibbs state p o p, = p,' which is again a nearest neighbor Gibbs state. Thus its potential U' (cf. [8] page 56) satisfies Ut(x, y) = u,' = -u, $ 0 when x is a neighbor of y. Thus p,' is an attractive Gibbs state. Its self potential u,'(x) is non-homogeneous, but this does not affect the theorem, used in the proof of Theorem 6, that there is a unique Gibbs state with potential U' if and only if the one point probabilities are the same in the limit, whether one uses the boundary condition o = 1 or o = 0 on dA,. But of course there is a unique Gibbs state for U' if and only if there is a unique one for U. We shall carry out the evaluation with p, instead of p,' . Then we must take for p,+ the p,-probability that o(0) = 1 with the boundary condition that o 5 1 on dA, when n is even and o s 0 on dA, when n is odd. In the definition of p,-, 0 and 1 are reversed.
The recursion formula (26) 
