Abstract-A method of micromixing parameter estimation is proposed which is convenient and applicable to a wide variety of models. One conducts a typical tracer response test, except that in addition to the (timeaveraged) mean tracer response, the variance of the tracer response is also recorded as a function of time. Micromixing parameters for a given model are determined by equating the predicted and measured values of the time response of the tracer concentration variance. The predicted tracer concentration fluctuation response has been determined for both step and pulse tracer tests, for the IEM model, the coalescenceredispersion model, and the two-, three-and four-environment models. Parameter estimates were calculated by minimizing the mismatch between predicted and measured concentration fluctuation responses.
INTRODUCJ-ION
Much research has been ,devoted to developing methods for predicting the behavior of imperfectlymixed chemical reactors. This research has resulted in a number of mathematical models for predicting the conversion behavior of imperfectly-mixed reactors. Unfortunately, these models are not well utilized in industrial practice. One reason is the difficulty of estimating mixing parameters. Comparison between model and reactor test data is a reliable and widely applicable method, but i$ often costly, impractical, or comptitationally intensive. The use of a "turbulence analogy" provides crude parameter estimates with little effort, but this method is applicable to a limited number of models. A method of parameter estimation is proposed in this paper which is convenient, widely applicable, and computationally efficient. The method is based upon dynamic tracer response testing, and thus requires no effort beyond that required to determine the residence time distribution alone. Experimentally, one conducts a routine tracer response test, except that the tracer concentration fluctuation response is recorded as a function of time, in addition to (and simultaneously with) the mean tracer concentration response. The mixing parameter(s) for a model can then be determined by choosing value@) to minimize the mismatch between the measured tracer concentration fluctuation response and that predicted by the model.
If one conducted a tracer test and observed the reactor exit at time 2, one would observe many concentrations, due to the many turbulent eddies which comprise the effluent. If this tracer test were repeated, a different set of concentrations would be observed, due to the random nature of the turbulence in the reactor. If the tracer test were repeated ad infinitum, these observed concentrations would form some distribution, with a definite mean and variance. By definition, the mean tracer concentration at time t is the mean of this distribution, and the tracer concentration fluctuation at time t is the variance of this distribution. When applied for all times, t, this defines the tracer concentration mean response and the tracer concentration fluctuation response.
To measure the tracer concentration mean response, it is sufficient to use a low-spatial-resolution measurement probe, with a moderately slow response time. To measure the tracer concentration fluctuation response, one would ideally sample the concentration at all points across the exit plane and calculate their variance. This, of course, is not possible. Instead, one must sample a point (single-eddy) concentration, and use the variance of samples at several consecutive times to approximate the concentration fluctuation. To make such measurements requires the use of highspatial-resolution measurement probes with fast response times. McKelvey et al. (1975) used a light probe to measure concentration fluctuations by calorimetry. They found that noise and lack of spatial resolution were serious problems, and recommended that conductimetry be used in future work. Bennani et al: (1985) measured concentration fluctuations with a conductimetric microprobe developed by Gibson and Schwarz (1963) having a spatial resolution of 2500 pm. Calculations showed that some of their measurements were significantly in error, presumably due to the low spatial resolution. Barthole et al. (1982) made similar measurements with a microprobe having a spatial resolution of 200 pm and a response time of 5 ms. They also concluded that the spatial resolution of their probe was inadequate. More recently, Hippler et al. (1985) have developed a conductimetric microprobe MICHAEL L.CALL ~~~ROBERT H. KADLEC having a spatial resolution of about 40 pm with a response time of about 3 ms. Hanley and Mischke (1978) and Hippler et al. (1985) used conductimetric microprobes to measure the dynamic tracer response at the outlet of a reactor, and were thus able to determine concentration fluctuations and the residence time distribution simultaneously. This approach has the advantage that information about micromixing is obtained with no experimental effort beyond that required to obtain information about macromixing alone. Hanley and Mischke (1978) and Hippler et al. (19x5) . However, they use an integral measure based on the tracer concentration fluctuation response, and they use it purely as a correlative parameter, arriving at no theoretical relationship between mixing parameters and the tracer concentration fluctuation response. The approach of the present paper differs from that of the papers cited above in that predicted tracer concentration fluctuation responses are determined for mixing models applicable to reactors of arbitrary residence time distribution, and in that the entire tracer concentration fluctuation response is utilized in the parameter estimation process.
MIXING MODELS
A great number of models have been-developed to model the influence of imperfect mixing in chemical reactors. + All of these models consider the multiplicity of concentrations present in the reactor. Consequently, all predict a distribution of concentrations in the reactor effluent, as is observed in reality. Lagrangian mixing models may be broadly classified, according to how they handle the approximation of the distribution of concentrations, as:
(1) environment models-where material entering the reactor encounters different regions, each with either no mixing or complete mixing; (2) diffusion-interaction models-where material entering the reactor uniformly encounters some 'For comprehensive reviews of this subject see, for 
Environment models
The environment models conceptually divide the reactor into a number of regions, referred to as environments, each of which is in a state of either complete segregation or maximum mixedness. Reactants enter one of the environments, travel through one or more of the environments in the reactor, and eventually leave the reactor. Various models differ principally in the number of environments and in the distribution of material between the environments. The first such model was developed by Ng and Rippin (1965) . In this model, material enters into a segregated environment corresponding to the periphery of the reactor, subsequently transfers to a maximally-mixed environment corresponding to the impeller region of the reactor, and exits the reactor from both environm.ents. The rate of transfer of any material from the entering (segregated) environment to the leaving (maximally-mixed) environment is assumed to be proportional to the amount of the material remaining in the entering environment. This assumption roughly corresponds to quasi-random turbulent transfer. By varying the transfer constant, R, from zero to infinity, the mixing state is systematically varied from complete segregation to maximum mixedness.
Several other environment models have been developed for premixed feed reactors, including the models proposed by Weinstein and Adler (1967) , Villermaux and Zoulalian (1969) , Methot and Roy (1971) , and Valderrama and Gordon (1979) . Nishimura and Matsubara (1970) developed a generalized two-environment model, in which the distribution of material between the entering and leaving environments is determined by the segregation function s(a, A). It has been shown that, with a suitably chosen segregation function, all of the above models are special cases of the generalized two-environment model. Ritchie and Tdbgy (1979) developed a three-environment model for unmixed feed reactors. Their model was similar to the two-environment model of Ng and Rippin (1965) , except that it provided a separate (segregated) entering environment for each feed with subsequent transfer to a single (maximallymixed) leaving _ environment.
Mehta
and Tarbell (1983) later developed a four-environment model. Their model is similar to the three-environment model, except that material from each entering environment transfers to a separate leaving environment. The mixing of material from different feed streams is provided for by the direct transfer of material between the two leaving environments.
Diflusion-interaction models
Diffusion-interaction models differ from environment models in that some intermediate degree of
mixing is presumed to exist throughout the reactor. Rather than considering the (uniform) concentrations in each of a small number of environments, the distribution of concentrations within the reactor is addressed directly. Diffusion-interaction models can be divided into two categories, based on their presumed mixing mechanisms: (1) coalescence-redispersion (CRD) models, and (2) IEM models. Both of these types of models are discussed in more detail below. CRD models. CRD models envision the reacting fluid as being composed of a large number of small packets of fluid. The packets enter the reactor, react, mix with other packets, and eventaally exit the reactor. The mixing process is modeled as the joining (coalescence) of two packets, the complete mixing of their contents, and the immediate breaking apart (redispersion) of the two packets. By varying the rate at which these mixing events occur, the state of mixing in the reactor can be systematically varied from complete segregation to maximum mixedness.
The first CRD model was developed by Curl (1963) for dispersed-phase mixing in a CSTR. Using population balance techniques, Curl derived the unsteadystate equation of change for the concentration distribution, p(C, t), in terms of a partial integro-differential equation.
Unfortunately, the partial integro-differential equation can be solved exactly only for the case of a fit-storder reaction, where the degree of mixing does not affect the mean conversion. Further, extension of the model to multiple reactions gives rise to multiple integrals in the mixing term, making even numerical solution of the equation untenable. As a result, Spielman and Levenspiel (1965) developed a stochastic method for solving Curl's CRD model based on direct simulation of the flow and mixing events for a representative number of packets. Kattan and Adler (1967) developed a stochastic CRD model for unmixed feed plug flow reactors, using a coalescence rate which varied down the length of the reactor.
The CRD modeling of reactors of arbitrary RTD is a more difficult problem than that for CSTRs and PFRs, since it is not obvious how to choose the packets for mixing and exiting the reactor so as to attain the desired RTD. This problem was solved by Kattan and Adler (1972) by modelling the reactor as a PFR with side inlets (as in the maximum-mixedness model), but with incomplete radial mixing occurring by a CRD mechanism. They not only derived the unsteady-state equation of change for the concentration distribution p(C, I, t) but also presented a stochastic form of the model which was more suitable for numerical solution.
Treleaven and Tobgy (1972) developed a stochastic CRD model for reactors having multiple feed streams with distinct RTDs. Their model is similar to that of Kattan and Adler (1972) , except that there are separate source terms for each feed stream in the mass balance.
ZEM models. 1EM models are conceptually similar to CRD models, in that they both envision molecular mixing as the result of an exchange of material between distinct packets of material in the reactor. In the IEM description of mixing, however, it is assumed that each packet undergoes a great many such collisions, each of which results in only a small amount of material exchanged. The combined effect of these collisions is as if the packet had exchanged part of its original contents for material having the mean concentration of all the packets. This is the source of the name Interaction by Exchange with the Mean.
This model was developed for the CSTR independently by Villermaux and Devillon (1972) and Costa and Trevissoi (1972) . Villermaux (1983) also utilized the IEM mixing mechanism to derive models for si@e and multiple feed stream reactors of arbitrary RTD, analogous to the CRD models of Kattan and Adler (1972) and Treleaven and Tobgy (1972) .
Composite models Composite models combine aspects of both environment models and diffusion-interaction models to obtain more complex descriptions of the mixing process. They may be thought of as generalizations of environment models, where some intermediate degree of mixing is provided within each environment.
Goto and Matsubara (1975) proposed a composite model based on the generalized two-environment model of Nishimura and Matsubara (1970) . In this new model, mixing occurs in each environment by a CRD mechanism. In the entering environment, mixing occurs among packets of equal age, while in the leaving environment, mixing occurs among packets of equal residual lifetime. Ritchie (1980) developed a similar composite model applicable to reactors having separate feed streams with distinct residence time distributions. Klein et al. (1980) developed a model for an ideallymacromixed reactor. Like the "shrinking aggregate" model of Plasari et al. (1978) the reacting fluid is considered as a collection of large and small aggregates. The material in the entering environment (large aggregates) is transferred to the leaving environment (small aggregates) by the erosion of the large aggregates. Klein et al. (1980) assumed that the material in the leaving environment was not maximally mixed, but instead experienced an intermediate degree of mixing, provided by an IEM mixing mechanism.
The master model
Much of the analysis that follows is based on a single "master" model which assumes the form of several previously proposed models as special cases. In this master model, fluid from each of two feed streams enters into a single entering environment, subsequently transfers to a single leaving environment, and exits the reactor from both the entering and the leaving environment. The transfer between the two environments is governed by an environment function, ~(a, A), such that the fraction of material of age a and residual lifetime ;I which remains in the entering environment is s(a, A). In the entering environment, mixing takes place among material having a common age and common residual lifetime, at a rate which is a function of age. In the leaving environment, mixing takes place among material having a common residual lifetime, at a rate which is a function of residual lifetime_ Mixing may be assumed to take place by either a CRD mechanism or an exchange-wjth-themean mechanism.
The equations of change describing concentration distributions in the master model with mixing by a CRD mechanism are:
P,(C, a, I, t) = P,(Ci 5 = a) 
Call (1989) has used population balance techniques to show that the equations of change describing the master model with mixing by an exchange-with-themean mechanism are P,(C ff, R. t) = P,(C t = a) 
for the reactor effluent concentration distribution. The master model is not proposed as a practical model to be used directly in reactor simulation. It is clear that the effort required to estimate three distributed parameters could rarely (if ever) be justified, and that less complex models would provide adequate simulation results.
Rather, the master model is proposed as a conceptual tool for the analysis of mixing models. The master model assumes the form of 18 previously proposed reactor models as special cases, including all of the models discussed, except for the four-environment model of Mehta and Tarbell (1983). The relationships between these models and the master model are illustrated graphically in Fig. 1 . An awareness of these relationships is beneficial in that it elucidates the assumptions (about the mixing patterns and mechanism) implicit in selecting a partkular reactor mixing model.
MODEL

RESPONSES
To determine the tracer concentration fluctuation response predicted by a model, that reactor model must be formulated for unsteady-state application. From such a formulation, equations of change can be determined for the first two moments of the effluent concentration distribution for a single, inert, component. Given appropriate initial conditions, these equations can be solved for moment responses, from which the tracer concentration fluctuation response follows. for the mean concentration in the reactor effluent, for the mean squared concentration in the reactor effluent. Call (1989) has developed analogous equations for mixing by an exchange-with-the-mean mechanism and has shown that the resulting equations are identical to eqs (12H21), provided that the correspondence L. CALL and ROBERT H. KADLEC
4/?,(a) = IE(u) and 41JL(R) = l,(A)
is maintained_ Before the moment response equations can be solved, the appropriate boundary conditions must be specified. In this paper, boundary conditions corresponding to step acd finite pulse tracer tests are considered. In the step tracer test, it is assumed that no tracer is initially present in the reactor, and that for times t > 0, a fraction q of the flow into inlet stream i (i = f or 2) is replaced by tracer of concentration C,, while inlet stream k remains undisturbed. For this situation the feed moments are described by M n. ,, At) = 4 C; W) and Mm. f, *(t) = 0.
In the finite pulse tracer test, it is assumed that no tracer is initially present in the reactor, and that for times 0 < t < 6, a fraction q of the flow into inlet steam i is replaced by tracer of concentration C,, while inlet stream k remains undisturbed. For this situation, the feed moments are described by
-u(r -41 and M,, /, d4 = 0.
The equations of change were solved by first converting the PDEs in eqs (15) and (20) to ODES by a change in the independent variables from I and R to T = t + i, and h. Equation (I 7) was solved by using the integrating factor method with an integrating factor of Xi l(a). Equation (15), after conversion to an ODE, was solved by direct integration, with the resulting double integral simplified by a change of independent variables from CL and i to a and 5 = CL + 1. Equation (20), after conversion to an ODE, was solved by the integrating factor method with an integrating factor of K&Q. These intermediate results were combined according to eq. 
Although these response equations are quite gen, eral, they are not directly useful in parameter estimation because of their complexity. However, they may be simplified to give the response equations for models which are special cases of the master model. For instance, if the master model is restricted by the assumption that s(o1, .J.)= 1 -U(a), then the master model with mixing by a CRD mechanism reduces to a generalized CRD model similar to that of Treleaven and Tobgy (1972) . This same assumption, of course, reduces the master model with mixing by an exchangewith-the-mean mechanism to a generalized IEM model similar to that of Villermaux (1983) . Substitution of 1 -U(a) for ~(a, 2) in eq. (24) 
In this form, all of the integrands are independent of time and all of the integrals have time as their upper limit of integration. As shall be seen later, this formulation allows for very efficient computation of numerical results. When the residence time distributions of the two inlet streams are identical (or there is only one inlet stream), eq. (28) may be further simplified. In this case, Wi(<) E W(r), and each of the last three integrals can be integrated by parts to give the result:
way. The first term rises monotonically from zero to the final (steady-state) value of the response, while the second (transient) term rises from zero to some peak value, and decays to its final value of zero.
As another example, consider the case where the master model is restricted by the assumptions that Z,(a) = 0 and Z,(L) -P CD. In this case, the master model reduces to a general three-environment model, analogous to the general two-environment model of Nishimura and Matsubara (1970) . Substitution of ZE(~) = 0 and Z,(n) + m into eq. (24) 
where GJt) and G(t) are auxiliary integrals defined by 
j=I
As with the previous special case, al1 of the integrals required to evaluate the tracer concentration fluctuation response have time-independent integrands with time as their upper limit of integration. In addition, the environment function appears only as ~(a, 1= 0). This means that (for this case) the tracer concentration fluctuation response is a function of the extent of mixing, but not of the timeliness of mixing. Models exist which differ in when material ultimately exiting from the leaving environment transfers from the entering environment to the leaving environment, but which have the same tracer concentration fluctuation response. Thus, tracer concentration fluctuation response matching has only limited potential for discrimination between models.
Four-environment model response
Although it is not a special case of the master model, the four-environment model of Mehta and -Tarbell (1983) will be considered because of its practical significance. The four-environment model is defined in the steady state by de, i(k) bi LRi was solved by an integrating factor technique. From these, g, and g3 were determined separately. Equations of change for g1 C,_.[ + g2CL,z and g2C,,,--yi C,,, were formulated based on eq. (40). The equations were solved for the cases of step and finite pulse tracer inputs to a single inlet, using direct integration for the former equation and an integrating factor technique for the latter. From these, the first two moments of the effluent concentration distribution were evaluated as a function of time. For the case of a step tracer input, the resulting tracer concentration fluctuation response is 
&t) ~ = (34&Y c [F,(t)-exp(-RRt) G,(t)-RH,(t)]' c: 9r {F,(t)-[2-exp(-RRt)]G,(t)+RHi(t))2 +-
{CFi(t)--i(t--6)]-exp(-RRr)
Gi(t)+exp
C-R (f-a)] Gi(t-a)-R [H,(t)-HH,(t-&6)]jZ c: 9i
with gi(;L) as before and To solve these equations, the following procedure was used: the equation of change for gi +g2 was
+ {[F,(C) -F,(t -S)] -[2 -exp(-Rt)]
Gi(t)+[2-exp(-R((t-~))]Gi(t--6)+R[Hi(t)-Hi(t-~)]}Z
> -(q&)' [Fi(t)-~i(r~6)]Z+q~i~G,(t) -G,(t-a)]. (47)
PARAMETER ESTIMATION
Estimation of micromixing parameters from
partial differential equations, and numerical evaluation of the response appeared to be a difficult, if not intractable problem. In light of the analysis presented here, it is apparent that the quantitative description of tracer concentration fluctuation responses can generally be posed in terms of definite integrals; numerical evaluation of the response is reduced to the much simpler problem of numerical quadrature. In the case of the master model, even this is not an easy task, because several of the integrands in eqs (24) and (26) produced by drst evaluating the definite integral from 0 to t,, then evaluating the definite integral from t, to t, and adding this to the previous result to get the definite integral from 0 to t2, and so on. Compared to performing separate integrations, use of this incremental integration algorithm provides a factor of 0 F reduction in the total length of all integration intervals, and a corresponding reduction in the computational effort required to evaluate the tracer concentration fluctuation response.
Thus, parameter estimation by tracer concentration fluctuation response matching requires at each iteration (of error minimization) calculation of a small number of integrals which can be effeciently evaluated using an incremental integration algorithm.
On the other hand, parameter estimation by matching of steady-state reactor performance requires at each iteration a full solution of the reactor model for each data point. For the environment models, each model solution requires the evaluation of three integrals (not all amenable to incremental integration), in addition to the solution of coupled ODE sets for each leaving environment. For the IEM model, each model solution requires the solution of a set of non-linear equations, which at each iteration of the equation solver requires the solution of an ODE and evaluation of a definite integral. For the CRD model, the computational burden is greater still, since each model "solution" requires stochastic reactor simulation.
Such a comparison should make it clear that parameter estimation by tracer concentration fluctuation
Implementation
of algorithms A short demonstration program was written to determine whether the method of parameter estimation by tracer concentration fluctuation response matching is feasible and whether the method can discriminate between competing mixing models. This program performed parameter estimation by adjusting a single model parameter so as to minimize the sum of the squared differences between the predicted and measured response values. For this demonstration, only the two-environment model of Ng and Rippin (1967) and the (constant parameter) CRD model of Kattan and Adler (1972) were considered, and residence time distributions were represented by a tanks-in-series distribution. A golden section search method was used to find the parameter value minimizing the sum of the squared differences, anda packaged Gauss-Kronod quadrature routine was used to evaluate definite integrals_
To test the ability of the parameter estimation method to discriminate between "correct" and "incorrect" models, simulated experimental data was used, generated by a separate computer program for which the correct reactor model was known. The simulated data was generated by stochastic simulation of an unsteady-state CSTR undergoing mixing by a CRD mechanism. The simulation conditions corresponded to a step tracer test with a feed fraction tracer of 0.8 and a mixing parameter of I = 2. Eight replicate simulations were performed, each using an exit population of 300 cells and a reactor population of 3750 cells. The first simulated data set is based on a single simulation, while the second simulated data set is based on the averaged results from all eight replicate simulations. This second set exhibits less scatter than the first due to the larger aggregate exit population used in the simulation. However, both sets of simulated data exhibit a small systematic error (with respect to expected values), arising from the discretization of the residence time distribution.
Discussion of results
The demonstration program was used to determine parameter values for the two-environment and CRD models which best matched the simulated tracer concentration fluctuation response data. For the first simulated data set, it was found that I = 1.952 for the CRD model and R = 0.8412 for the two-environment model provided the best fit. Comparison of the predicted tracer concentration fluctuation response and the simulated response data is shown in Fig. 2 for the CRD model and in Fig. 3 comparison of Figs 6 and 7 shows that the CRD model provides a better fit of the simulated data than the two-environment model. As before, the two-environment model tends to underpredict the response at intermediate times and to overpredict the response at large times. However, this trend is more evident with this simulated data set than with the previous one because of the reduced scatter in the second set. The overall curvature of the two-envirqnment residual plot of Fig. 9 shows the trending of the residuals very clearly. The difference in the goodness of fit can once again be confirmed quantitatively by comparing the sum of the squared residuals. The CRD model gives a minimum error of 4.677E -04, whereas the two-environment model gives a significantly larger minimum error of 1_033E--03.
Another method which can be used for quantitative discrimination between models is statistical analysis of the residuals. If the model adequately represents the data, then the distribution of the residuals between positive and negative values should be random. One measure of the non-randomness of this distribution is the run test (Guttman et al., 1971) , in which the number of sequences of consecutive residuals above or below the median is used as the statistic. For the simulated data sets considered here, the number of runs has an expected value of 26 with a standard deviation of approximately 3.5. Analysis of the residuals from the first simulated data set shows that the number of runs is 29 for the fit by the CRD model and 26 for the fit by the two-environment model. Since both of these values fall within an acceptable range, no difference in fit can be detected in this case. For the second simulated data set, it was found that the number of runs was 31 for the fit by the CRD model and 15 for the fit by the two-environment model. The statistic for the two-environment model is a more than three standard deviations below the expected value. In this case, the hypothesis that the residuals are random in nature can be rejected at the 99% confidence level, and it can be concluded that there is systematic mismatch between the two-environment model prediction and the second simulated data set.
A second test for discrimination between models is the correlation of the residuals. If the model adequately represents the data, then the residual values should be uncorrelated with the time coordinate. When the residuals were regressed against time for the first simulated data set, the correlation coefficients were 0.071 for the CRD model and -0.222 for the two-environment model. Although the two-environment model shows a stronger correlation, neither correlation coefficient is significantly non-zero in the statistical sense. For the second simulated data set, the residual regression correlation coefficients were 0.076 for the CRD model and -0.552 for the two-environment model. In this case, the hypothesis that residuals are uncorrelated can be rejected even at the 99.99% confidence level for the two-environment model. On this basis, it can be concluded that there are systematic differences between the two-environment model prediction and the second simulated data set, and that the two-environment model does not fit the simulated data as well as the CRD model.
Comparison of the parameter estimation results using the two simulated data sets shows that the less scattered simulated data set tends to highlight the differences between how well the two mixing models are able to fit the data. It is not surprising that the "better" data allows one to discriminate more clearly between competing mixing models. The second simulated data set yields a CRD model parameter estimate which differs from the expected value (2.0) by 1.75%, while the first simulated data set yields a parameter estimate that is in error by 2.4%. Although the "better" data set provides the better parameter estimate, the difference in the estimates is small. This suggests that the discrepancy between the parameter estimates and the expected value of 2.0 is largely due to systematic discretization error in the simulation results. This being the case, it appears that the accuracy of the parameter estimates is not adversely affected by the presence of random errors in the simulated data, even for the (more scattered) first data set. For the twoenvironment model, the corresponding expected value of R can be shown to be 1.0, by matching the 
