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a b s t r a c t
Consider a connected undirected simple graph G = (V , E) with n vertices and m edges,
and let Ni denote the number of connected spanning subgraphs with i (n − 1 ≤ i ≤ m)
edges in G. Two well-known open problems are whether Nn−1,Nn, . . . ,Nm is unimodal
(posed byWelsh (1971) [21]), and whether it is log concave (posed by Mason (1972) [13]).
Here, a sequence of real numbers a0, a1, . . . , am is said to be unimodal if there is an index
i (0 ≤ i ≤ m) such that a0 ≤ a1 ≤ · · · ≤ ai ≥ ai+1 ≥ · · · ≥ am, and log concave if
a2i ≥ ai−1ai+1 for all indices i (0 < i < m). In this paper, for an n-vertex graph G, we prove
that Nn−1,Nn, . . . ,Nm is unimodal if G has at least
⌈
(3− 2√2)n2+ n− 7−2
√
2
2
√
2
⌉
edges, and
log concave if n ≤ 7, which implies that it is unimodal as well.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
Consider a connected undirected simple graph G = (V , E)with n vertices andm edges, and let Ni denote the number of
connected spanning subgraphs with i (n− 1 ≤ i ≤ m) edges in G. If there are some isomorphic connected spanning i-edge
subgraphs in G, then they are also counted in Ni. In network reliability analysis, Nn−1,Nn, . . . ,Nm are used to estimate the
all-terminal reliability RelA(G, p), which is defined by
RelA(G, p) =
m∑
i=n−1
Nipi(1− p)m−i, (1)
where all vertices are reliable, and each edge is either operational or failed with the same independently operational
probability p (0 < p < 1), equivalently, with the same independently failed probability 1 − p. Formula (1) is usually
called all-terminal reliability polynomial (see e.g., [3,6,14]).
It is well known that computing RelA(G, p) for such a probabilistic graph (G, p) is NP-hard, even if the graphs are
restricted to be planar, since the problem of computing Ni’s for a graph G is #P-complete [16,17]. A number of extensive
investigations on the computation problem have been done, and the open problems on the sequenceNn−1,Nn, . . . ,Nm have
been summarized in [3,7,14].
On the other hand, for a matroid M = (E, I) (see e.g., [15]), let fi denote the number of i-element independent sets in
M , and d denote the rank ofM , two well-known open problems are whether f0, f1, . . . , fd is a unimodal sequence, posed by
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Fig. 1. A graph G of G(7, 15).
Welsh [21] as unimodal conjecture, and whether f0, f1, . . . , fd is a log concave sequence, posed by Mason [13] as log concave
conjecture. Here, a sequence of real numbers a0, a1, . . . , am is said to be unimodal if there is an index i (0 ≤ i ≤ m) such
that a0 ≤ a1 ≤ · · · ≤ ai ≥ ai+1 ≥ · · · ≥ am, and to be logarithmically concave or log concave for short if a2i ≥ ai−1ai+1
for all indices i (1 ≤ i ≤ m− 1). In particular, it is well known that a log concave sequence is unimodal. More background
information on unimodal and log concave sequences can been found in [1,2,20].
It has been shown (see e.g., [6,15]) that the sequence Nm,Nm−1, . . . ,Nn−1 on a graph G corresponds to the sequence
f0, f1, . . . , fd of the cographic matroid of G, where d = m−n+1. Namely, Ni = fm−i for each i (n−1 ≤ i ≤ m). In particular,
the problems whether Nn−1,Nn, . . . ,Nm is unimodal and log concave have also been open. So far, except for some cases [5]:
m ≥ n2 − 9n+ 23 orm ≤ n+ 4, little is known about proofs of the open problems on the sequence Nn−1,Nn, . . . ,Nm (see
e.g., [3,6,7,14]).
Note that there exist numerous investigations of unimodality or log concavity on a sequence consisting of coefficients of
some polynomials with respect to graph theory, such as a chromatic polynomial (see e.g., [10,12,18,19]), an independence
polynomial (see e.g., [8,11]), and so on.
In this paper, we prove that unimodality on the sequence Nn−1,Nn, . . . ,Nm is true for an n-vertex graph having at least⌈
(3− 2√2)n2 + n− 7−2
√
2
2
√
2
⌉
edges, and that log concavity on the sequence Nn−1,Nn, . . . ,Nm is true for an n-vertex graph
with n ≤ 7, which also implies that unimodality on the sequence Nn−1,Nn, . . . ,Nm is true as well.
It is clear that complete graphs and r-regular graphs with r ≥ ⌈2(3 − 2√2)n + 2 − 7−2√2
n
√
2
⌉
satisfy the condition
m ≥ ⌈(3 − 2√2)n2 + n − 7−2√2
2
√
2
⌉
. Note that n − 1 ≤ m ≤ n(n−1)2 holds for any connected n-vertex m-edge graph.
Thus, we can say that there are a considerable number of graphs that satisfy the conditionm ≥ ⌈(3−2√2)n2+n− 7−2√2
2
√
2
⌉
,
since if m ≥ n(n−1)4 + 36 then m ≥
⌈
(3− 2√2)n2 + n− 7−2
√
2
2
√
2
⌉
by verifying n(n−1)4 + 36 >
⌈
(3− 2√2)n2 + n− 7−2
√
2
2
√
2
⌉
where n > 0. In particular, it is not hard to verify that n2 − 9n+ 23 > ⌈(3− 2√2)n2 + n− 7−2√2
2
√
2
⌉
for n ≥ 9. This implies
that the resultm ≥ n2 − 9n+ 23 in [5] is improved for a connected graph with at least 9 vertices.
2. Preliminaries
Throughout this paper, we assume a graph G = (V , E) to be undirected, connected, loopless and without multiple edges.
Unless defined otherwise, graph theoretic terminologies used in this paper follow Harary [9]. Let G(n,m) be the set of all
connected graphs with n vertices and m edges (see Fig. 1). For convenience, we always assume that a given graph G is in
G(n,m), whichmeans thatG is connected. In order to explicitly express the edge set E belonging to a graphG, we also denote
E by E(G).
For an edge subset U ⊆ E(G), let G− U be the spanning subgraph obtained by removing all edges of U from G. An edge
subset U ⊆ E(G) is said to be an edge-cut if G−U is not connected, and an edge e ∈ E(G) is said to be a bridge if G−{e} is not
connected. We also call an edge not being a bridge a non-bridge edge. Let B(G) be the number of bridges in G, thenm− B(G)
is the number of non-bridge edges in G.
For an integer i (n − 1 ≤ i ≤ m), let N(G; i) denote the number of connected spanning i-edge subgraphs in G. To be
concise, N(G; i) is sometimes denoted by Ni when it is not confusing. Furthermore, letΦ iG = {Gi1,Gi2, . . . ,GiNi} stand for the
set of the Ni connected spanning i-edge subgraphs in G (see Fig. 2). Namely, |Φ iG| = N(G; i) = Ni.
By definition, for a subgraph Gir ∈ Φ iG and an integer d(1 ≤ d ≤ i − n + 1), N(Gir; i − d) represents the number of
all connected spanning (i − d)-edge subgraphs of Gir . In other words, it is equal to the number of all connected spanning
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Fig. 2. Three subgraphs ofΦ9G for the graph G shown in Fig. 1.
subgraphs, each of which is obtained by removing exactly d edges from Gir . Now, we define h(Φ
i
G; d) by
h(Φ iG; d) =
∑
Gir∈Φ iG
N(Gir; i− d)
Ni
, (2)
which represents the average of Ni numbers : N(Gi1; i − d),N(Gi2; i − d), . . . ,N(GiNi; i − d). Note that we obtain exactly(
m−(i−d)
d
)
subgraphs of Φ iG from each subgraph G
i−d
r ∈ Φ i−dG by adding d edges in E(G)− E(Gi−dr ), and a subgraph Gir ∈ Φ iG
contains N(Gir; i − d) subgraphs of Φ i−dG by definition. Counting the pairs (X, Y ) where X ∈ Φ iG, and Y ∈ Φ i−dG , and Y is a
subgraph of X , we have∑
Gir∈Φ iG
N(Gir; i− d) =
(
m− (i− d)
d
)
Ni−d. (3)
Consequently, we combine (2) and (3) to obtain
h(Φ iG; d) =
(
m− i+ d
d
)
Ni−d
Ni
, (4)
which establishes a basic relation between Ni and h(Φ iG; d).
In the rest of this paper, we will mainly investigate properties of h(Φ iG; 1) where d = 1. To be concise, h(Φ iG; 1) is also
abbreviated to hi.
By definition, we easily see that N(Gir; i − 1) is equal to the number of non-bridge edges of Gir . Namely, N(Gir , i − 1) =
i − B(Gir) as |E(Gir)| = i. Actually, hi represents the average value of the numbers of non-bridge edges: i − B(Gi1), i −
B(Gi2), . . . , i − B(GiNi), for the Ni subgraphs of Φ iG. In particular, hn−1 = 0 for i = n − 1 since each subgraph Gn−1r ∈ ΦGn−1
must be a tree.
Formula (4) with d = 1 is expressed as follows:
(m− i+ 1)Ni−1 = hiNi. (5)
By applying (5), we obtain
hi+1
hi
= (m− i)N
2
i
(m− i+ 1)Ni−1Ni+1 ,
which means that the following lemma is valid.
Lemma 1. For a graph G ∈ G(n,m) and each i (n ≤ i ≤ m− 1), if hi+1 ≥ hi then N2i > Ni−1Ni+1. 
Essentially, Lemma 1 shows that if hn, hn+1, . . . , hm is a nondecreasing sequence, then Nn−1,Nn, . . . ,Nm is a log concave
sequence. This means that proving the nondecreasing property on hn, hn+1, . . . , hm seems to be harder than proving log
concavity on Nn−1,Nn, . . . ,Nm, in general. On the other hand, it is easy to see that useful information on Nn−1,Nn, . . . ,Nm
might be obtained by investigating properties of hn, hn+1, . . . , hm.
Note that G considered here is a connected graph. Clearly, B(G) = n− 1 whenm = n− 1, namely, G is a tree. For a graph
Gwith n ≤ m, we have B(G) ≤ n− 3 since G does not contain loops and multiple edges. Moreover, letB(n,m) denote the
number of bridges of G that has the maximum number of bridges among all graphs of G(n,m). Formally, it is defined by
B(n,m) = max{B(G) : G ∈ G(n,m)}.
It is easy to verify that the 7-vertex 9-edge graph shown in Fig. 2(c) has themaximumnumber of bridges. More generally,
we showed in [4] that
B(n,m) = n−
⌊3+√9+ 8(m− n)
2
⌋
, (6)
where bxc for a real x denotes the greatest integer not greater than x. For example,B(7, 9) = 3 for n = 7,m = 9.
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In [4], we showed the following formula on hi for each i (n ≤ i ≤ m),
i ≥ hi ≥ i− n+
⌊3+√9+ 8(i− n)
2
⌋
, (7)
equivalently, by (5),
iNi ≥ (m− i+ 1)Ni−1 ≥
(
i− n+
⌊3+√9+ 8(i− n)
2
⌋)
Ni. (8)
Therefore, the following lemmas are straightforwardly obtained from (8).
Lemma 2. For a graph G ∈ G(n,m),
Nn−1,Nn, . . . ,Nbm+12 c
is a nondecreasing sequence.
Proof. By (8), it is clear that Ni ≥ Ni−1 for each i satisfying i ≤ bm+12 c. 
Lemma 3. For a graph G ∈ G(n,m),
N⌈ 1
2 (m+n−b 1+
√
9+8(m−n)
2 c)
⌉,N⌈ 1
2 (m+n−b 1+
√
9+8(m−n)
2 c)
⌉
+1, . . . ,Nm
is a nonincreasing sequence. Here, dxe for a real x denotes the smallest integer not smaller than x.
Proof. It is trivial by (8). 
In fact, Lemmas 2 and 3 tell us the fact that, for proving unimodality on the sequenceNn−1,Nn, . . . ,Nm, it suffices to show
that its subsequence
Nbm+12 c,Nbm+12 c+1, . . . ,N
⌈
1
2
(
m+n−b 1+
√
9+8(m−n)
2 c
)⌉
is unimodal or log concave.
3. New properties on hi’s
In order to show the main results of this paper, we investigate, in this section, properties of hi’s for a connected graph
G ∈ G(n,m) to explore a sufficient condition with respect to index i, by which N2i > Ni−1Ni+1. Namely, we shall present a
sufficient condition: i+ 1 ≥ (β∗i+1 + 1− βi+1)βi+1 for having N2i > Ni−1Ni+1, where βi = i− hi and β∗i will be defined by
(23), and show that if i ≥ ⌈ 3−2√22 n2 + 12n− 7−2√24√2 ⌉ then i+ 1 ≥ (β∗i+1 + 1− βi+1)βi+1. Equivalently, we shall prove that if
i ≥ ⌈ 3−2√22 n2 + 12n− 7−2√24√2 ⌉, then N2i > Ni−1Ni+1. In order to do it, we need new notations.
Recall thatΦ iG stands for the set of all connected spanning i-edge subgraphs inG. LetΦ
i
G(b) for an integer b (0 ≤ b ≤ n−1)
denote the set of subgraphs of Φ iG, each of which has exactly b bridges. Thus, based on the number of bridges, we can
partition Φ iG into n subsets Φ
i
G(0),Φ
i
G(1), . . . ,Φ
i
G(n − 1). Namely, Φ iG =
⋃n−1
b=0 Φ
i
G(b) and Φ
i
G(b) ∩ Φ iG(b′) = φ for all
0 ≤ b 6= b′ ≤ n− 1.
For example, the three subgraphs depicted in Fig. 2(a),(b),(c) are, respectively, in Φ9G(0), Φ
9
G(2), Φ
9
G(3) for the graph G
depicted in Fig. 1.
Let Ni(b) = |Φ iG(b)| for 0 ≤ b ≤ n− 1. Then
Ni =
n−1∑
b=0
|Φ iG(b)| =
n−1∑
b=0
Ni(b). (9)
For each Gir ∈ Φ iG(b), N(Gir; i− 1) = i− b since |E(Gir)| = i and B(Gir) = b by definition. Therefore, we obtain∑
Gir∈Φ iG
N(Gir; i− 1) =
n−1∑
b=0
∑
Gir∈Φ iG(b)
N(Gir; i− 1) (by the definition ofΦ iG(b))
=
n−1∑
b=0
∑
Gir∈Φ iG(b)
(i− b) (by N(Gir; i− 1) = i− b for each Gir ∈ Φ iG(b))
=
n−1∑
b=0
|Φ iG(b)|(i− b) (as i− b is counted |Φ iG(b)| times)
=
n−1∑
b=0
Ni(b)(i− b) (by the definition of Ni(b)). (10)
612 P. Cheng, S. Masuyama / Discrete Applied Mathematics 158 (2010) 608–619
a b c
Fig. 3. Three subgraphs ofΦ10G , respectively, obtained by adding an edge into the subgraph ofΦ
9
G shown in Fig. 2(b).
Consequently, hi is rewritten as follows:
hi =
∑
Gir∈Φ iG
N(Gir; i− 1)
Ni
(by (2))
=
n−1∑
b=0
Ni(b)(i− b)
Ni
(by (10))
= i−
n−1∑
b=1
Ni(b)b
Ni
(by (9)). (11)
We define βi for n− 1 ≤ i ≤ m by
βi =
n−1∑
b=1
Ni(b)b
Ni
,
and express (11) as follows:
hi + βi = i. (12)
In fact, βi represents the average of the numbers of bridges: B(Gi0), B(G
i
1), . . . , B(G
i
Ni
) for the Ni subgraphs ofΦ iG. By (12) and
(7), we similarly obtain
0 ≤ βi ≤ n−
⌊3+√9+ 8(i− n)
2
⌋
. (13)
Lemma 4. Given a graph G ∈ G(n,m). For each i (n ≤ i < m), hi+1 ≥ hi if and only if
βi + 1 ≥ βi+1. (14)
Proof. By (12), it is trivial. 
In the following, we shall concentrate on investigating properties of βi instead of hi. In order to show the condition for a
graph to satisfy (14), we make the following basic observations.
From an i-edge subgraph Gir ∈ Φ iG, we obtain an (i+1)-edge subgraph ofΦ i+1G by adding an edge of E(G)−E(Gir) into Gir .
See Fig. 3. In fact, each Gir ∈ Φ iG produces exactlym− i subgraphs ofΦ i+1G by thismethod since |E(G)| = m and |E(Gir)| = i. In
particular, we also observe that some bridges in Gir ∈ Φ iG are not necessarily bridges in the (i+1)-edge subgraphs produced
by Gir .
On the other hand, as n ≤ i, each (i+ 1)-edge subgraph Gi+1r ∈ Φ i+1G contains at least one non-bridge edge. This means
that there is at least one i-edge subgraph Gir in Φ
i
G, which is obtained from G
i+1
r by removing one of non-bridge edges, and
contains at least B(Gi+1r ) of bridges. See Fig. 4.
By definition, it is not difficult to see that
∑n−1
b=1 Ni(b)b expresses the total number of all bridges inNi connected spanning
i-edge subgraphs of G, and that
∑n−1
b=1 Ni(b)b(i − b) expresses the sum of all products of the number of bridges and the
number of non-bridge edges in each of Ni connected spanning i-edge subgraphs of G.
Based on the above observations, we claim in the following lemma that the sum of all products of the number of bridges
and the number of non-bridge edges in each of Ni+1 connected spanning (i+ 1)-edge subgraphs of G is at mostm− i times
of the total number of all bridges inNi connected spanning i-edge subgraphs of G. This lemmawill playmain role for proving
the main result of this paper.
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Fig. 4. Three subgraphs ofΦ9G , respectively, obtained from the subgraph ofΦ
10
G shown in Fig. 3(b) by removing one of the non-bridge edges.
Lemma 5. Let G be in G(n,m). Then, for each i (n ≤ i < m),
(m− i)
n−1∑
b=1
Ni(b)b ≥
n−1∑
b=1
Ni+1(b)b(i+ 1− b). (15)
Proof. Since B(Gir) = b for each Gir ∈ Φ iG(b), we have
n−1∑
b=1
Ni(b)b =
n−1∑
b=1
∑
Gir∈Φ iG(b)
b =
n−1∑
b=1
∑
Gir∈Φ iG(b)
B(Gir) =
∑
Gir∈Φ iG−Φ iG(0)
B(Gir),
equivalently,
(m− i)
n−1∑
b=1
Ni(b)b = (m− i)
∑
Gir∈Φ iG−Φ iG(0)
B(Gir). (16)
Similarly, as B(Gi+1r ) = b for each Gi+1r ∈ Φ i+1G (b), we also obtain
n−1∑
b=1
Ni+1(b)b(i+ 1− b) =
n−1∑
b=1
∑
Gi+1r ∈Φ i+1G (b)
B(Gi+1r )[i+ 1− B(Gi+1r )]
=
∑
Gi+1r ∈Φ i+1G −Φ i+1G (0)
B(Gi+1r )[i+ 1− B(Gi+1r )]. (17)
From an (i+ 1)-edge subgraph Gi+1r ∈ Φ i+1G − Φ i+1G (0), we obtain exactly i+ 1− B(Gi+1r ) different i-edge subgraphs of
Φ iG −Φ iG(0) by removing one of the i+ 1− B(Gi+1r ) non-bridge edges in Gi+1r . For each Gi+1r ∈ Φ i+1G , let Ψ (Gi+1r ) denote the
set of all possible subgraphs obtained from Gi+1r by removing one of non-bridge edges. Clearly, Ψ (Gi+1r ) ⊆ Φ iG. Moreover,
for each Gi+1r ∈ Φ i+1G ,
|Ψ (Gi+1r )| = i+ 1− B(Gi+1r ). (18)
It is clear by the definition ofΨ (Gi+1r ) that each i-edge subgraph Gir ∈ Ψ (Gi+1r ) has at least B(Gi+1r ) bridges, which implies
that for each Gir ∈ Ψ (Gi+1r ),
B(Gir) ≥ B(Gi+1r ). (19)
Thus, we combine (18) and (19) to obtain∑
Gir∈Ψ (Gi+1r )
B(Gir) ≥ B(Gi+1r )[i+ 1− B(Gi+1r )]. (20)
Furthermore, by taking the summation over all subgraphs ofΦ i+1G − Φ i+1G (0) for the two sides in (20), we obtain∑
Gi+1r ∈Φ i+1G −Φ i+1G (0)
∑
Gir∈Ψ (Gi+1r )
B(Gir) ≥
∑
Gi+1r ∈Φ i+1G −Φ i+1G (0)
B(Gi+1r )[i+ 1− B(Gi+1r )]. (21)
Note that since B(Gi+1r ) ≤ n− 3 by n ≤ i, we have i+ 1− B(Gi+1r ) > 0. This means that, for each Gi+1r ∈ Φ i+1G −Φ i+1G (0),
there is at least one i-edge subgraph Gir inΦ
i
G − Φ iG(0) such that Gi+1r is obtained from Gir by adding one edge not in Gir .
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On the other hand, each Gir ∈ Φ iG −Φ iG(0) producesm− i different (i+ 1)-edge subgraphs Gi+1r1 ,Gi+1r2 , . . . ,Gi+1rm−i ofΦ i+1G
by adding an edge of E(G)−E(Gir) into Gir . This means that each Gir ∈ Φ iG−Φ iG(0) is contained in exactlym− i setsΨ (Gi+1rk )’s
for k = 1, 2, . . . ,m − i. In particular, there may be some Gi+1rk among Gi+1r1 ,Gi+1r2 , . . . ,Gi+1rm−i such that Gi+1rk has no bridge,
namely, Gi+1rk 6∈ Φ i+1G − Φ i+1G (0).
Consequently, each Gir ∈ Φ iG − Φ iG(0) repeatedly appears at most m − i times in the collection of Ψ (Gi+1r )’s for all
Gi+1r ∈ Φ i+1G − Φ i+1G (0). In other words, B(Gir) for each Gir ∈ Φ iG − Φ iG(0) is counted at most m − i times in the summation∑
Gi+1r ∈Φ i+1G −Φ i+1G (0)
∑
Gir∈Ψ (Gi+1r ) B(G
i
r). Hence we obtain
(m− i)
∑
Gir∈Φ iG−Φ iG(0)
B(Gir) ≥
∑
Gi+1r ∈Φ i+1G −Φ i+1G (0)
∑
Gir∈Ψ (Gi+1r )
B(Gir). (22)
The proof is completed by (16), (22), (21) and (17). 
Furthermore, we introduce notation β∗i+1 for a graph G ∈ G(n,m) and an integer i (n− 1 ≤ i ≤ m) to be defined by
β∗i =
n−1∑
b=1
Ni(b)b2
n−1∑
b=1
Ni(b)b
. (23)
Note that it is not hard to verify β∗i ≥ βi for an integer i (n − 1 ≤ i ≤ m) by definition. Employing Lemma 5, we give a
sufficient condition for a graph to satisfy (14).
Lemma 6. Let G be in G(n,m). If an integer i satisfies
i+ 1 ≥ (β∗i+1 + 1− βi+1)βi+1,
then βi + 1 ≥ βi+1.
Proof. Note that βi+1 =
∑n−1
b=0 Ni+1(b)b
Ni+1 by definition. By (15) of Lemma 5, we have
(m− i)Ni
n−1∑
b=1
Ni(b)b
Ni
≥ Ni+1
n−1∑
b=1
Ni+1(b)b
Ni+1
n−1∑
b=1
Ni+1(b)b(i+ 1− b)
n−1∑
b=1
Ni+1(b)b
,
equivalently,
(m− i)Niβi ≥ Ni+1βi+1(i+ 1− β∗i+1).
Since (m− i)Ni = hi+1Ni+1 = (i+ 1− βi+1)Ni+1 by (5) and (12), by rewriting the above formula, we have
(i+ 1− βi+1)βi ≥ βi+1(i+ 1− β∗i+1).
Note that i+ 1− βi+1 > 0 by (13). The above formula is expressed as follows:
βi + 1
βi+1
≥ i+ 1− β
∗
i+1
i+ 1− βi+1 +
1
βi+1
.
This means that if
i+1−β∗i+1
i+1−βi+1 + 1βi+1 ≥ 1, then βi + 1 ≥ βi+1. Consequently, rewriting
i+1−β∗i+1
i+1−βi+1 + 1βi+1 ≥ 1, we obtain the
result of this lemma. 
Recall thatB(n,m) is themaximum number of bridges for all graphs of G(n,m). By definition, it is clear that Ni+1(b) = 0
for all integers b satisfying b > B(n, i+ 1).
Lemma 7. For a graph G ∈ G(n,m) and each i (n− 1 ≤ i < m),
B(n, i+ 1) ≥ β∗i+1.
Proof. It is obvious, since the integer taken by b is at mostB(n, i+ 1) in the summation of the β∗i+1’s definition (23). 
Now we show an upper bound of (β∗i+1 + 1− βi+1)βi+1 in the following lemma.
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Lemma 8. For a graph G ∈ G(n,m) and each i (n ≤ i < m),
1
4
(
B(n, i+ 1)+ 1
)2
≥ (β∗i+1 + 1− βi+1)βi+1,
whereB(n, i+ 1) stands for the maximum number of bridges with respect to G(n, i+ 1), namely, by (6),
B(n, i+ 1) = n−
⌊3+√9+ 8(i+ 1− n)
2
⌋
.
Proof. Note that (β∗i+1 + 1− βi+1)+ βi+1 = β∗i+1 + 1. We have
[(β∗i+1 + 1− βi+1)− βi+1]2 ≥ 0,
equivalently,
(β∗i+1 + 1)2 ≥ 4(β∗i+1 + 1− βi+1)βi+1.
By Lemma 7 and the above inequality, the result of this lemma is derived. 
According to Lemmas 7, 8 and formula (6), in fact, we obtain
1
4
(
n−
⌊1+√9+ 8(i+ 1− n)
2
⌋)2
≥ (β∗i+1 + 1− βi+1)βi+1 (24)
for each i (n ≤ i < m). Note that x ≥ bxc ≥ x− 1. The left-hand side of (24) is further expressed as follows:
1
4
(
n−
⌊1+√9+ 8(i+ 1− n)
2
⌋)2
≤ 1
4
(
n− 1+
√
9+ 8(i+ 1− n)
2
+ 1
)2
(by − bxc < −x+ 1)
= 1
4
(
n−
√
9+ 8(i+ 1− n)− 1
2
)2
= 1
4
[
n2 − n+ 5
2
−
(
n+ 1
2
)√
9+ 8(i+ 1− n)+ 2(i+ 1)
]
. (25)
Consequently, we solve the following inequality
i+ 1 ≥ 1
4
[
n2 − n+ 5
2
−
(
n+ 1
2
)√
9+ 8(i+ 1− n)+ 2(i+ 1)
]
to obtain a sufficient condition for satisfying i+ 1 ≥ (β∗i+1 + 1− βi+1)βi+1.
Lemma 9. For a graph G ∈ G(n,m), if an integer i satisfies the condition:
i ≥
⌈3− 2√2
2
n2 + 1
2
n− 7− 2
√
2
4
√
2
⌉
, (26)
then i+ 1 ≥ (β∗i+1 + 1− βi+1)βi+1.
Proof. According to Lemmas 6, 8 and formula (25), in order to prove this lemma, it suffices to show that if an integer i
satisfies i ≥ ⌈ 3−2√22 n2 + 12n− 7−2√24√2 ⌉, then
i+ 1 ≥ 1
4
[
n2 − n+ 5
2
−
(
n+ 1
2
)√
9+ 8(i+ 1− n)+ 2(i+ 1)
]
,
equivalently,
2(i+ 1) ≥ n2 − n+ 5
2
−
(
n+ 1
2
)√
9+ 8(i+ 1− n). (27)
By the definition of dxe, we have x ≤ dxe ≤ x+ 1. Thus, by i ≥ ⌈ 3−2√22 n2 + 12n− 7−2√24√2 ⌉, we obtain
i ≥ 3− 2
√
2
2
n2 + 1
2
n− 7− 2
√
2
4
√
2
,
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equivalently,
i+ 1− n ≥ 3− 2
√
2
2
n2 − 1
2
n− 7− 6
√
2
4
√
2
. (28)
Thus, we have(
n+ 1
2
)2[
9+ 8(i+ 1− n)
]
≥
(
n+ 1
2
)2[
9+ 8
(3− 2√2
2
n2 − 1
2
n− 7− 6
√
2
4
√
2
)]
(by (28))
=
(
n2 + n+ 1
4
)[
(4(3− 2√2)n2)− 4n+ 7(3−√2)
]
= 4(3− 2√2)n4 − 8(√2− 1)n3 + (20− 9√2)n2 + (20− 7√2)n+ 21− 7
√
2
4
.
(29)
On the other hand, we also have
n2 − n+ 5
2
− 2(i+ 1) = n2 − 3n+ 5
2
− 2(i+ 1− n)
≤ n2 − 3n+ 5
2
−
[
(3− 2√2)n2 − n− 7− 6
√
2
2
√
2
]
(by (28))
= 2(√2− 1)n2 − 2n+ 7−
√
2
2
√
2
.
Note that i ≤ m ≤ n(n−1)2 . Clearly, 0 ≤ n2 − n+ 52 − 2(i+ 1). Therefore, from the above formula, we obtain[
n2 − n+ 5
2
− 2(i+ 1)
]2
≤
[
2(
√
2− 1)n2 − 2n+ 7−
√
2
2
√
2
]2
= 4(3− 2√2)n4 − 8(√2− 1)n3 + (20− 9√2)n2 + (2− 7√2)n+ 51− 14
√
2
8
.
By (29) and the above formula,(
n+ 1
2
)2[
9+ 8(i+ 1− n)
]
≥
[
n2 − n+ 5
2
− 2(i+ 1)
]2
. (30)
Note that 2(i+ 1) ≤ n2 − n+ 52 . Consequently, we can rewrite (30) as follows:(
n+ 1
2
)√
9+ 8(i+ 1− n) ≥ n2 − n+ 5
2
− 2(i+ 1),
which implies that formula (27) holds. This completes the proof. 
It is remarkable that the sufficient condition (26) in Lemma 9 depends only on the number n of vertices in G, but not on the
numberm of edges in G. We use the property to prove the main result of this paper in the next section.
4. Main results
Theorem 1. Given a graph G ∈ G(n,m) with m ≥ ⌈ 3−2√22 n2 + 12n − 7−2√24√2 ⌉. Then, for each i satisfying the condition:
i ≥ ⌈ 3−2√22 n2 + 12n− 7−2√24√2 ⌉,
N2i > Ni−1Ni+1
holds. Namely,
N⌈ 3−2√2
2 n
2+ 12 n− 7−2
√
2
4
√
2
⌉
−1,N
⌈
3−2√2
2 n
2+ 12 n− 7−2
√
2
4
√
2
⌉, . . . ,Nm
is a log concave sequence.
Proof. It immediately follows Lemmas 1, 4, 6 and 9. 
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Note that the condition on index i stated in Theorem 1, by which N2i > Ni−1Ni+1, is the same as the condition (26) in
Lemma 9. That is, it only contains the parameter n that is the number of vertices in G, but not the parameter m that is the
number of edges in G. In particular, we can use the characterization of the condition in Theorem 1 to prove the following
theorems.
Theorem 2. For an n-vertex graph G ∈ G(n,m) having m ≥ ⌈(3 − 2√2)n2 + n − 7−2√2
2
√
2
⌉
, Nn−1,Nn, . . . ,Nm is a unimodal
sequence.
Proof. By Lemma 2, the subsequence Nn−1,Nn, . . . ,Nbm+12 c is not decreasing. Therefore, in order to prove unimodality on
the sequence Nn−1,Nn, . . . ,Nm, it suffices to show that Nbm+12 c,Nbm+12 c+1, . . . ,Nm is a log concave sequence.
On the other hand, the subsequence
N⌈ 3−2√2
2 n
2+ 12 n− 7−2
√
2
4
√
2
⌉
−1,N
⌈
3−2√2
2 n
2+ 12 n− 7−2
√
2
4
√
2
⌉, . . . ,Nm
is log concave by Theorem 1. Hence it is sufficient to show that⌊m+ 1
2
⌋
≥
⌈3− 2√2
2
n2 + 1
2
n− 7− 2
√
2
4
√
2
⌉
− 1. (31)
Asm is an integer, we have bm+12 c ≥ m2 by definition. Thus we derive (31) as follows:⌊m+ 1
2
⌋
≥ m
2
≥
(3− 2√2)n2 + n− 7−2
√
2
2
√
2
2
(
bym ≥
⌈
(3− 2√2)n2 + n− 7− 2
√
2
2
√
2
⌉)
= 3− 2
√
2
2
n2 + 1
2
n− 7− 2
√
2
4
√
2
≥
⌈3− 2√2
2
n2 + 1
2
n− 7− 2
√
2
4
√
2
⌉
− 1 (by x ≥ dxe − 1).
From the nondecreasing subsequence Nn−1,Nn, . . . ,Nbm+12 c and the log concave subsequence Nbm+12 c,Nbm+12 c+1, . . . ,Nm,
we conclude that Nn−1,Nn, . . . ,Nm is a unimodal sequence, which shows the validity of this theorem. 
It is easy to verify that the graph shown in Fig. 1 satisfies the condition m ≥ ⌈(3 − 2√2)n2 + n − 7−2√2
2
√
2
⌉
, since n = 7
andm = 15.
Note that for a graph G ∈ G(n,m), the number m of edges of G is at most n(n−1)2 and at least n − 1, namely, n − 1 ≤
m ≤ n(n−1)2 . Furthermore, it is not hard to verify that n(n−1)4 + 36 > (3 − 2
√
2)n2 + n − 7−2
√
2
2
√
2
for n ≥ 0. It is clear
that there exist many graphs satisfying the condition n(n−1)4 + 36 ≤ m ≤ n(n−1)2 , which is severer than the condition
m ≥ ⌈(3− 2√2)n2 + n− 7−2√2
2
√
2
⌉
.
Theorem 3. For an n-vertex graph G ∈ G(n,m) with n ≤ 7, the sequence Nn−1,Nn, . . . ,Nm is a log concave.
Proof. From Theorem 1, we have N2i ≥ Ni−1Ni+1 for all integers i satisfying i ≥
⌈ 3−2√2
2 n
2 + 12n− 7−2
√
2
4
√
2
⌉
. Thus, in order to
show log concavity on Nn−1,Nn, . . . ,Nm, it is sufficient to find a condition satisfying
n ≥
⌈3− 2√2
2
n2 + 1
2
n− 7− 2
√
2
4
√
2
⌉
, (32)
equivalently,
0 ≥
⌈3− 2√2
2
n2 − 1
2
n− 7− 2
√
2
4
√
2
⌉
,
as n is an integer. By the definition of dxe and the above formula, we obtain
0 ≥ (3− 2√2)n2 − n− 7− 2
√
2
2
√
2
,
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equivalently,
0 ≥
(
n− 1+
√
29
√
2− 39
2(3− 2√2)
)(
n− 1−
√
29
√
2− 39
2(3− 2√2)
)
.
Consequently, when
1−
√
29
√
2− 39
2(3− 2√2) ≤ n ≤
1+
√
29
√
2− 39
2(3− 2√2) ,
formula (32) holds. Note that 1−
√
29
√
2−39
2(3−2√2) < 0. Hence, this theorem is valid, since
⌊ 1+√29√2−39
2(3−2√2)
⌋ = 7. 
5. Concluding remarks
In this paper, by exploiting a basic relation (15) stated in Lemma 5 between the total number of bridges in all connected
spanning i-edge subgraphs and the total number of bridges in all connected spanning (i + 1)-edge subgraphs, we have
shown a sufficient condition (26) on index i in Lemma 9, by which N2i > Ni−1Ni+1. That is, Ni > Ni−1Ni+1 for each i satisfying
i ≥ ⌈ 3−2√22 n2 + 12n− 7−2√24√2 ⌉, namely,
N⌈ 3−2√2
2 n
2+ 12 n− 7−2
√
2
4
√
2
⌉
−1,N
⌈
3−2√2
2 n
2+ 12 n− 7−2
√
2
4
√
2
⌉, . . . ,Nm
is a log concave sequence. In particular, it is also interesting that the sufficient condition: i ≥ ⌈ 3−2√22 n2 + 12n − 7−2√24√2 ⌉ is
only determined by the parameter n that is the number of vertices, but not by the parameterm that is the number of edges
in G.
By employing the characterization of the sufficient condition, we have proved that, for a graph G ∈ G(n,m), the sequence
Nn−1,Nn, . . . ,Nm is unimodal when m ≥
⌈
(3 − 2√2)n2 + n − 7−2
√
2
2
√
2
⌉
, and log concave when n ≤ 7, which also implies
that it is unimodal as well.
So far, it has been shown that unimodality on the sequence Nn−1,Nn, . . . ,Nm for a graph G ∈ G(n,m) has been proved
to be true in the following cases:
(i) n ≤ 7;
(ii) m ≤ n+ 4 (by [5]);
(iii) m ≥ ⌈(3− 2√2)n2 + n− 7−2√2
2
√
2
⌉
.
Note that n − 1 ≤ m ≤ n(n−1)2 for a graph G ∈ G(n,m). In addition, it is easily verified that n(n−1)4 + 36 ≥⌈
(3 − 2√2)n2 + n − 7−2
√
2
2
√
2
⌉
. In particular, there are many graphs with n(n−1)4 + 36 > m > n + 4 that are not connected.
Thus, we can say that unimodality on Nn−1,Nn, . . . ,Nm has been proved for a considerable number of graphs. For instance,
the class of complete graphs, and the class of r-regular graphs with r ≥ ⌈2(3− 2√2)n+ 2− 7−2√2
n
√
2
⌉
.
It is not hard to see that the equality of (15) does not hold in general. In addition, 2βi+1 = β∗i+1 + 1 seems to be not
true in general, though β∗i+1 ≥ βi+1 by definition. In particular, we substantially used 14 (β∗i+1 + 1)2 as an upper bound of
(β∗i+1 + 1 − βi+1)βi+1 in Lemmas 7 and 8. This means that the inequality in Lemma 8 seems to be considerably improved.
Namely, the main results of this paper might be improved by exploiting a better upper bound of (β∗i+1 + 1 − βi+1)βi+1, or
an improvement of inequality (15). Investigating this might become an interesting subject for future research.
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