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Abstract
Over the last years, the use of crowdsourcing has
gained a lot of attention in the domain of software
engineering. One key aspect of software development
is the testing of software. Literature suggests that
crowdsourced software testing (CST) is a reliable
and feasible tool for manifold kinds of testing.
Research in CST made great strides; however, it is
mostly unstructured and not linked to traditional
software testing practice and terminology. By
conducting a literature review of traditional and
crowdsourced software testing literature, this paper
delivers two major contributions. First, it synthesizes
the fields of crowdsourcing research and traditional
software testing. Second, the paper gives a
comprehensive overview over findings in CSTresearch and provides a classification into different
software testing types.

1. Introduction
Today, many IT departments face an increasingly
dynamic environment, shorter product lifecycles and
cost pressure. The rapid development of new ITenabled business models and a fast growing hardware
market as well as its segmentation - smartphones,
tablets, wearable technologies, or the Internet of
Things - are making software testing increasingly
complex. Given the increased complexity, the
domain of software testing is about to develop
manifold approaches to overcome this issue. One
approach is test automation, that is the automated
execution of pre-scripted tests via software [1].
However, since automated testing is still not
applicable in many settings [2] and most tasks still
require human intelligence in order to be performed,
traditional approaches are becoming less applicable –
both economically and practicably [3].
With the advent of digitization and the rise of
advanced web technologies, more and more
companies are using IT to connect with groups of
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individuals for resource [4] and value creation
purposes [5, 6]. Using groups of individuals over the
internet that voluntarily undertake tasks based on a
flexible open call is known as crowdsourcing [7, 8]
and recently found its application in software testing
[9, 10].
In crowdsourced software testing (CST) or
crowdtesting, a diverse pool of people test software
in real environments using their own devices [11].
This form of quality assurance is adapted from open
source code reviews, following the mantra: “Given
enough eyeballs, all bugs are shallow” [12]. Research
on CST made great strides over the last years. It was
applied for various testing types (i.e., usability
testing, validation testing, etc.) and in various
research contexts (i.e., education, corporate context,
and experimental settings) and has shown to be a
feasible and reliable tool in software testing. Despite
these merits, CST research is mostly unstructured and
often lacks a proper “terminology” and classification
into existing software testing practices. Thus, there is
no systematization of CST research.
To address this issue, I have conducted a
literature review [13, 14]. By doing so, the
contribution of this paper is twofold. At first, I will
portray the research landscape and provide a
comprehensive overview and systematization.
Thereby, I synthesize the fields of crowdsourcing
research and traditional software testing to provide a
comprehensive overview of the application of CST.
Second, I will provide in-depth knowledge to the
growing body of literature for crowdsourcing in
software engineering. For practitioners, the paper
illustrates when and where CST has successfully
been applied and where it gives an indication to when
CST might be a feasible mechanism compared to
other testing techniques such as traditional manual
testing or test automation.
The remainder of the paper is structured as
follows. The next section provides the conceptual
background of crowdsourced software testing, as well
as a definition of the term software testing. The third
section explains the review approach, providing
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insights into the methodology. Following that, I
present descriptive findings before providing a
systematization of CST research and present specific
issues addressed in the papers. Thus, I discuss the
results and lay out interesting topics for future
research [15]. Finally, I present the papers’
contributions for theory and practice before closing it
with respective limitations and a conclusion.

2. Conceptual Background
2.1. Software Testing
Software testing is an integral component of
software development and arguably the least
understood part of the software development process
[16]. There are several definitions of the activity
itself and the purpose of software testing. Often
times, software testing is defined as the “the process
of executing a program with the intent of finding
errors” [17]. Another very common definition is:
“Software testing is the process of executing a
software system to determine whether it matches its
specification and executes in its intended
environment.” [16]
Thereby, it is important to note that the fact that
the system is being executed is a characteristic that
distinguishes software testing from code reviews, in
which uncompiled source code is analyzed
(sometimes referred to as “static testing”) [18].
While this definition offers a very important
confinement to code review, it is quite mechanistic
and does not take account for the increasing
emergence of digital software products as well as
increasing expectations of users towards software.
In this vein, software testing can be seen as the
verification process for the assessment of software
quality and a process for achieving that quality by
supporting the interests of all stakeholders of an
application, that is, end-users, developers, software
designers, and software testers [19, 20]. To achieve
that goal, it becomes clear that different types of
testing by various stakeholders at different times
(during or subsequent to development) need to be
performed [18]. Subsequently, this definition implies
that there are different types and methods of testing
and, indeed, there are numerous classifications
depending on one’s standpoint. Most of the following
typologies are not mutually exclusive and sometimes
used interchangeably.
One approach to classify software testing is based
on the software’s environment, which it is modeled
at. That is, unit testing, integration testing, and
system testing. In unit testing, the tester is only

concerned with individual software components or a
collection of components. In integration testing,
multiple components are tested. Here, the focus of
integration lies on the communication between the
components. System testing refers to the testing of all
components as deliverable products [16].
Another classification, which is not mutually
exclusive to the prior one, is based on the “visibility”
of the code for the tester and it divides white-boxtesting (also referred to as structural or glass-box
testing) and black-box-testing. (also referred to as
end-user testing) [18]. In white-box testing, the tester
performs testing through examination and knowledge
of source code. The goal is to ensure that internal
operation performs according to the software
specification and all internal components have been
adequately exercised [21]. In contrast, in black-boxtesting, the tester does not know the source code and
only inputs and outputs are visible. This form of
testing covers not only functional aspects; it may also
cover non-functional aspects such as performance,
reliability, and security of a software. Thus, the main
concern is the production of the correct output given
specific inputs [18]. In this vein, there is also often
the distinction between functional testing and nonfunctional testing.
The last pair of terms often used in software
testing is verification testing and validation testing.
Again, these terms are not mutually exclusive to
black-box or white-box-testing and are used
depending on the stakeholder.
Verification testing is the evaluation of products
in a given development activity to determine both
correctness and consistency with respect to the
products and standards provided as input to that
specific activity. To sum up, verification ensures that
“you have built the software right”. In contrast,
validation testing (also referred to as acceptance
testing) ensures that the application as provided will
fulfill its intended use. Thus, validation testing
ensures that “you built the right software” [22].
Last, thus not part of the “traditional” testing
terminology, there are several forms of testing that
are concerned with neither verification or validation
testing nor functional/non-functional testing. These
testing methods examine the usability or quality of
experience (QoE) of a software; respectively the
entire service provided by an application. Usability
testing is defined as “the extent to which a product
can be used by specified users to achieve specified
goals with effectiveness, efficiency, and satisfaction
in a specified context of use” [23]. Subsequently,
usability testing is a software test with the goal of
improving it [24]. Quality of experience refers to the
“degree of delight or annoyance of the user of an
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application or service. It results from the fulfilment of
his or her expectations with respect to the utility
and/or enjoyment of the application or service in the
light of the users personality and current state” [25].
Quality of experience testing refers to four levels that
are the context, the user, the system, and the content
level [26].
For this paper, I use the following classification
of testing practices:
(1) Functional (black-box-testing) and verification
testing: All testing activities (on every software
level) that are concerned with functionality and
the verification that the software is “built the right
way”
(2) Non-functional testing (e.g., performance testing
or vulnerability testing): All testing activities
referring to the verification and validation of nonfunctional
aspects,
such
as
reliability,
performance, security, etc.
(3) Validation and acceptance testing: All testing
activities conducted by potential end users (or
similar groups) to ensure that the “right software”
is built.
(4) Usability testing: All testing activities concerned
with the testing of the effectiveness, efficiency,
and satisfaction in a specified context of use.
(5) Quality of experience testing: All testing activities
that examine the overall experience with the
software product (i.e., context, user, system, and
content level).

2.2. Crowdsourced Software Testing (CST)
Crowdsourced software testing (CST) or
crowdtesting is a specific application of
crowdsourcing in the domain of software
development. It refers to the outsourcing of software
testing activities to the crowd. It grants access to a
diverse pool of people who voluntarily test software
in real environments using their own devices [11].
Depending on the type of testing (e.g., functional
testing, usability testing), these tasks as well as the
targeted crowds can be very diverse [27]. Usually,
crowds are engaged via an episodic or collaborative
IT structure [4]. However, CST incorporates parts of
both. While testers usually participate in a
“competition”-like bug hunt, the result of a crowdtest
– a list of bugs – is a collaborative effort of the entire
crowd. Further, testers have an elaborated online
profile to display their skills and experience. Thus,
they act as crowd workers in a virtual labor market
(VLM) [8]. In this vein, CST can be considered as
both tournament crowdsourcing and a VLM [28].
CST can be applied in a number of different types
of testing, but research, so far, usually applied CST in

dynamic testing scenarios where a written code is
executed and examined by the crowd. Further, the
crowd is usually concerned with output given by
specific inputs since they do not know or see the
source code.
To a certain degree, these characteristics match to
the definition of beta testing, as well. Beta testing is
defined as “operational testing by potential and/or
existing users/customers…to determine whether or
not a component or system satisfies the user/customer
needs and fits within the business processes. Beta
testing is often employed as a form of external
acceptance testing for commercial off-the-shelf
software in order to acquire feedback from the
market” [29].
Thus, CST and beta testing both use external
resources to test software under real-world
conditions. Subsequently, the terms are sometimes
used interchangeable; however, there are four
substantial differences between CST and traditional
beta testing:
(1) CST has an increased scope compared to beta
testing: With CST, it is possible to acquire
testers without addressing the general public and
let the crowd evaluate software mock-ups or
designs, perform regression testing, perform
even non-functional testing such as performance
testing, and conduct verification and quality
assurance tests right before the release. In
contrast, beta testing usually functions as the
final quality gate before software release.
(2) CST is task-based: Whereas beta testing usually
has a strong explorative focus (“Use the software
and report bugs”), crowdsourced software testing
tasks are much more specific. Testers are asked
to go on a user journey and test certain use cases
or even conduct traditional test cases.
(3) CST users are trained and have an incentive to
report bugs: In beta testing, testers usually do
not receive a reward. In CST, testers frequently
receive monetary rewards (often on a per bug
basis). Sometimes, the payment is on a firstcome, first-served basis, so that testers have a
strong incentive to be fast and to train
themselves to properly report bugs.
(4) CST has tester-task matching: In beta testing, the
call for participation is rather open. With CST,
companies are able to select testers from a large
pool of individuals based on a variety of factors
and characteristics (e.g., testing skills, language,
devices, age, gender, etc.). Thus, the selection
provides an efficient way to match tasks and
testers, thereby ensuring that only suitable
people test the software. [10]
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3. Methodology
The literature review is an essential approach to
conceptualize research areas and synthesize prior
research [30]. Thus, there are very different
approaches and goals to conduct a literature review
ranging from purely qualitative (narrative literature
review) to a meta-analysis where the goal is to
provide support for a research topic by synthesizing
and analyzing the quantitative results of numerous
empirical studies [31].
The objective of this paper is to portray the
landscape of CST as an emerging research area and
provide a comprehensive overview over the work
researchers have done so far. Further, the paper
provides a classification into existing testing types on
the one hand, while also providing insights regarding
the research foci of the current body of literature on
the other hand. Given the infancy of this research
area, it is not the goal to examine any variables,
correlations, or theories. Therefore, a descriptive
review approach is the most suited for the current
state of research in this area. A descriptive literature
review focuses on revealing reproducible and
quantifiable results. It offers quantification
concerning publication time, research methodology,
and research outcomes [31]. While this descriptive
approach is more of a traditional narrative literature
review regarding its purpose, I follow a protocolbased approach to conduct the review. Thus, I
explicitly describe the steps and processes for
searching, selecting, and validating studies and
summarizing results – characteristics of a systematic
literature review [14].
The literature on CST is at the interface between
information systems research, software engineering,
and computer science. Since the topic is relatively
new, it is unlikely that there are many publications in
top journals in the respective fields already. Hence, I
started by searching literature in the major databases
for these research streams: IEEE Xplore, ACM
digital library, the electronic library of the AIS
(AISeL), and EBSCO Host Business Source Premier
(BSP). I searched in each of these databases using the
search strings “crowd*” AND “software*”, “crowd*"
AND "testing”, “crowd” AND “usability”, as well as
“crowd” AND “user experience”. I looked for the
strings in a paper’s title, keywords, and abstracts.
Since the keyword search was very broad and various
databases have different formats, adaptations to the
specific search strings were made. Overall, the search
revealed more than 2.000 hits in the respective
databases. The search was conducted in March 2017.
In a screening and selection step, I examined the
papers regarding their titles and abstracts based on

three inclusion criteria. These criteria included a
research focus on crowdsourcing, software testing or
a related field (i.e., usability testing, user
experience/quality of experience testing), a not purely
descriptive purpose of the paper, as well as full-text
online availability of the paper in one of the
mentioned databases. Thirty papers matched these
criteria. Backward and forward searches were
performed to identify more relevant literature [30]. I
applied the same inclusion criteria and quality
standards. Five papers were identified through
forward and backward search.

4. Findings
4.1. Descriptive Findings
The literature review identified 35 relevant papers
that had been published in 2016 or earlier. Figure 1
depicts the number of publications per year. It
indicates that CST research is a rather new research
field. There are very few publications before 2012.
The field of research gained track in 2013. Since
then, the number of publications stays at about the
same level.
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Figure 1: Number of Publications per Year
It is worth remarking that the papers were mainly
presented at conferences (27 out of 35). Only six
papers have been published in peer-reviewed journals
(cf. figure 2). Further, only three contributions came
from the field of information systems research. With
15 contributions, conferences affiliated to or
organized by the Association for Computer
Machinery (ACM) contribute the highest number of
papers in the analysis. Eight publications are from the
Institute of Electrical and Electronics Engineers
(IEEE) conferences and two publications from joint
IEEE/ACM conferences. To conclude, there is a
tendency that research so far is mostly conducted in
the field of software engineering and computer
science.
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4.2. Application of Crowdsourced Software
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Figure 2: Number of Publications per Outlet
Given the fact that CST research is carried out
mostly in computer science and software engineering,
it is no surprise that different forms of experiments or
the development of prototypes for a particular
application purpose dominate the research
methodologies used in literature. Experiments
account for more than 50% (18 out of 35) of the
applied research methods in the papers. Many
experiments were conducted in the field using micro
task platforms such as Amazon Mechanical Turk
(e.g., [32]) or other platforms (e.g., [33], [34]) to
confirm
hypotheses.
However,
laboratory
experiments are also amongst the research methods
chosen (e.g., [35], [36]). Next to experiments, the
development and evaluation of prototypes for
different CST scenarios and purposes was applied in
five papers (e.g., [37], [38]). Only five papers (e.g.,
[11], [39] conducted case studies related to CST in a
real-world context. Last, certain aspects of CST were
also examined with other research methods such as
action research [40], focus group interviews [41], and
quantitative survey research [42]. Figure 3 provides
an overview over the research methods used in the
identified papers.
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Figure 3: Research Methodology of
Publications

The major research goal of this paper was to
provide a comprehensive overview and classification
of CST research in existing types of testing. Hence,
the paper uses the definition of testing derived in
section two including the classification of testing
types. Then the identified literature according to the
type of testing that was conducted or investigated in
the study were grouped. However, there were papers
investigating CST from a rather conceptual
perspective, thus, they were not classified. Besides, a
paper can be in more than one category if it
investigates multiple test types. Figure 4 depicts the
percentages of papers classified per testing type.

Figure 4: Classification per Testing Type
While there tends to be the perception (especially
in the industry) that CST is solely used for usability
and acceptance testing (end-user testing), research
shows that this statement is not true, at least for
research publications. Validation and usability testing
account only for about 45% of the testing types
applied in the identified papers. Hence, there is a lot
of research conducted in other areas of testing, for
instance functional testing (20%).
It is also noteworthy that crowdsourced software
testing can be applied for the testing of nonfunctional software aspects such as vulnerability,
privacy, or performance. Last, quality of experience
testing is also an established field of research that
discovered crowdsourcing mechanisms as an
interesting approach to conduct studies compared to
the traditional laboratory setting. Table 1 depicts the
references identified per type of testing.
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Table 1: Crowdsourced Software Testing
Research Classification
Type of
Testing
Functional and
Verification
Testing
NonFunctional
Testing
Validation and
Acceptance
Testing
Usability
Testing/ User
Experience
Quality of
Experience

Articles
[3], [43], [44], [45], [46], [47],
[48]
[32], [43], [44], (performance);
[49] (vulnerability);
[50] (privacy)
[11], [34], [35], [36],
[35],[41], [51], [52], [53], [54],
[55], [56], [57]
[26], [58], [59], [60], [61], [62]

Research in functional and verification testing
demonstrated that even complex testing tasks such as
the verification of cross-browser issues [46] or the
reproduction of context-sensitive app crashes [45] are
possible to be tested with the crowd. In this vein, also
non-functional testing such as performance testing
[32] is possible. Other research deals with the base
condition of the test itself. It was found that time
constraints actually improve test performance [47]
and that explorative testing is more effective in terms
of bug detection than traditional test case-based
testing [63]. However, one issue identified relates to
the number of test reports test managers receive when
conducting CST [10]. Hence, researchers developed
approaches to effectively prioritize [44] and classify
[48] test reports and support automation techniques
[50] to make CST more scalable. Although, this is
particularly interesting for functional testing, it is
transferable to all of the following types of
crowdsourced testing.
As for validation and acceptance testing, two indepth case studies that compare CST to traditional inhouse testing provide deep insights. The cases unveil
that CST delivers comparable quality while being
more flexible and CST provides other valuable
insights such as a very good documentation and
additional suggestions to improve the software [11].
Other scholars looked at the task design and the
expertise of the crowd testing the software. First
results indicate that it is not always necessary to have
“experts” testing the software, especially regarding
validation and usability testing [34].
Usability testing is somewhat the natural habitat
for CST. Research in this area has shown that
usability testing with a crowd is feasible, produces

reliable and high quality results [11, 56], is cost
efficient [53, 56], and can help reduce critical
usability testing obstacles such as resource
constraints, limited understanding of the usability
concept, and resistance to the adoption of usability
practices [51]. In addition to that, scholars have
developed several workflows and corresponding tools
to use crowdsourced usability testing [35, 54, 55],
including machine learning approaches to group
similar responses and filter meaningless submissions
to reduce workload for test managers [64].
For quality of experience testing the concept of
crowdsourcing is a relatively new phenomenon.
Thus, scholars predominantly focused on feasibility
and best practices for crowdsourced quality of
experience testing [26] to provide recommendations
to conduct such tests [59]. Overall, the studies
suggest that crowdsourcing is a reliable alternative to
traditional QoE approaches. There are also first
attempts to provide in-depth knowledge regarding
conditions, such as test conditions [61] and the
provision of an evaluation framework [62].

5. Discussion and Future Research
The research of crowdsourced software testing is
at an early stage. This is not just reflected by the
publication dates and the fact that most papers have
been published at conferences. In fact, research is
dominated by experimentation and the application for
different scenarios und purposes, rather than
attempting to conceptualize the topic. This
experimentation, however, presents positive results
for all described testing types. The main take away is
that at least on an experimental and rather specific
level, CST seems to be a promising solution – in
terms of feasibility or quality and cost effectiveness.
Thus, the results clearly substantiate the fact that
“crowdsourced software testing is not beta testing”.
However, the lack of application in “real-world”
scenarios becomes apparent; only six papers
examined CST in a real-world setting. Accordingly,
to gain more relevance and explore the topic further,
qualitative case studies and a conceptualization in a
real-world organizational context are necessary. First
studies attempted to conduct case studies within a
real-world context and under real-world conditions
including corresponding restrictions and constraints
[11, 53, 58].
Overall, the focus of the reviewed papers is of
rather technical nature. Accordingly, I attempted to
identify existing research foci. Thus, I detected four
overarching topics within the papers’ research (cf.
Table 2).
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Table 2: Summary of Research Foci
Research
Focus
Application

Performance
Factors

Prototypes

Evaluation

Description
+ Application in different scenarios
provides in-depth knowledge
- Limited generalization and
conceptualization of the topic
+ identification of important
performance factors (e.g., crowd
composition [34], process guidance
[36])
- No comprehensive overview or
conceptualization
+ Optimization/improvement of
process steps and workflows
- Underlying design principles are
not unveiled
+ increase comparability to other
test approaches
- lack of robustness of results (only
few studies)

Primarily, the majority of the papers (1) applied
CST in different scenarios. Those papers are valuable
contributions. By providing in-depth descriptions and
an analysis of the results, they contribute to
knowledge, for instance by providing best practices
[59] and demonstrate that CST, in fact, is applicable
and feasible. However, the studies have oftentimes
been conducted in specific contexts and only provide
limited generalization and conceptualization of the
topic. Thus, avenues for future research are to
provide conceptualization and real-world context,
especially for organizations that intend to use CST.
So far, little is known regarding the (2) factors
influencing the performance of crowdsourced
software testing. Scholars made great strides and this
literature review identified various papers
investigating potentially important factors in the
process, such as crowd composition [34], guidance
throughout the process [36], as well as time
constraints [47]. However, there is no comprehensive
overview or conceptualization regarding factors
influencing the performance of CST.
Most papers are published in IEEE or ACM
affiliated conferences, hence it is not of surprise that
many of the papers (3) develop prototypes (e.g., [49],
[37]) or attempt to optimize parts of the
crowdsourcing process with algorithms (e.g., test
report prioritization [48]) to increase the feasibility
and cost efficiency of CST. However, these solutions
are practical examples and the underlying design
principles remain unknown. Scholars should attempt
to identify the underlying process steps and design

principles to provide a conceptualization of the
process as well as design guidelines.
While there are first attempts to (4) evaluate CST
and compare it to traditional testing approaches such
as in-house testing with test experts [11] that
identified favorable scenarios for the application of
CST, there is a clear need to extend the evaluation.
Much more work is needed to achieve a certain
robustness of results and thus be able to compare
crowdsourced software testing with testing by test
experts, traditional lab usability testing, outsourced
testing, or even test automation.

6. Contribution
This paper investigates the use of crowdsourced
software testing by conducting a literature review and
thereby delivering two main contributions.
First, the main objective of a descriptive literature
review is the description of the existing state-of-the
art. Hence, the paper provides a comprehensive
overview of the fields of application in CST so far,
clustered by the type of testing applied in the
respective paper. While there is often the perception
that CST is only applicable in end-user testing
scenarios, the literature review revealed that this is
not entirely true. There are many examples of other
papers demonstrating that CST is, in fact, applicable
even for complex testing tasks such as the functional
testing of cross-browser issues [33] or even delicate
testing such as vulnerability testing [49]. This indepth knowledge and synthesis contributes to the
growing body of literature of crowdsourcing for
software engineering. This paper might serve as an
example to conduct literature reviews in other areas
of software engineering in a similar fashion to create
knowledge from a bottom-up research approach
across related disciplines as a first step to develop a
theory or systematization of crowdsourcing in this
particular area.
Second, by developing the classification and
clustering the research papers in the according testing
types, the paper synthesizes the research of
crowdsourcing in software testing and traditional
software testing research and practices. This will help
scholars of both research fields to gain better
understanding of the phenomenon of crowdsourcing
on the one hand, and conduct research with CST to
better position their research in the domain of
software testing on the other hand.
On top of that, the literature review identified
manifold papers that have effectively shown that very
complex tasks, such as non-functional testing or
quality of experience testing can effectively be
crowdsourced. While the area of crowdsourcing
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simple tasks is well explored, there is still a lot of
research necessary to understand crowdsourcing of
complex tasks.
For practitioners, this literature review illustrates
the areas in which crowdsourced software testing has
successfully been applied and gives an indication to
when CST might be a feasible sourcing mechanism
compared to other testing techniques such as
traditional manual testing or test automation.

synthesizes the research of scholars from
crowdsourcing research in software testing and
traditional software testing practices and thereby
helps scholars to better explain and position their
research.
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