The study of greedy approximation in the context of convex optimization is becoming a promising research direction as greedy algorithms are actively being employed to construct sparse minimizers for convex functions with respect to given sets of elements. In this paper we propose a unified way of analyzing a certain kind of greedy-type algorithms for the minimization of convex functions on Banach spaces. Specifically, we define the class of Weak Biorthogonal Greedy Algorithms for convex optimization that contains a wide range of greedy algorithms. We analyze the introduced class of algorithms and establish the properties of convergence, rate of convergence, and numerical stability, which is understood in the sense that the steps of the algorithm are allowed to be performed not precisely but with controlled computational inaccuracies. We show that the following well-known algorithms for convex optimization -the Weak Chebyshev Greedy Algorithm (co) and the Weak Greedy Algorithm with Free Relaxation (co) -belong to this class, and introduce a new algorithmthe Rescaled Weak Relaxed Greedy Algorithm (co). Presented numerical experiments demonstrate the practical performance of the aforementioned greedy algorithms in the setting of convex minimization as compared to optimization with regularization, which is the conventional approach of constructing sparse minimizers.
Introduction
This paper is devoted to the question of building an approximate sparse solution of a given convex optimization problem. A typical setting is to find an approximate minimum of a real-valued convex function E defined on the Banach space X, i.e. find x * = argmin x∈X E(x).
(1.1)
When optimization is performed over the whole space X, it is called an unconstrained optimization problem. Usually in practice it is desirable to obtain a minimizer that possesses a certain structure or belongs to a given domain S ⊂ X, in which case problem (1.1) becomes a constrained optimization problem.
In particular, it is often preferable that the constructed solution x * is sparse with respect to a given set of elements D ⊂ X. A conventional approach to such a task is to impose an additional 1 -regularization on the original problem (see e.g. [14] ) and, instead of (1.1), solve the problem
where λ > 0 is an appropriate regularization parameter and · D is the atomic norm with respect to the set D (see e.g. [6] ), i.e.
While such an approach is quite popular and has its uses, it might not always result in the most appropriate solution since it essentially changes the target function in order to promote sparsity of the solution.
Another way of obtaining a sparse minimizer (without changing the optimization problem) is to procedurally construct a sequence of minimizers with an increasing support, or, more generally, to design an algorithm that after m iterations provides a point x m such that E(x m ) is close to the inf x∈S E(x) and that x m is m-sparse with respect to D, i.e.
x m = m j=1 c j g j with g 1 , . . . , g m ∈ D and c 1 , . . . , c m ∈ R.
A wide class of algorithms that fit such requirements is the greedy algorithms in approximation theory, see e.g. [11] , [26] . A typical problem of greedy approximation is the following. Let X be a Banach space with the norm · and let D be a dictionary, i.e. a dense set of semi-normalized elements of X. The goal of a greedy algorithm is to obtain a sparse (with respect to the dictionary D) approximation of a given element f ∈ X. Greedy algorithms are iterative by design and generally after m iterations a greedy algorithm constructs an m-term linear combination with respect to D that approximates the element f .
It is easy to reframe a greedy approximation problem as a convex optimization problem. Indeed, for a given dictionary D consider the set of all m-term linear combinations with respect to D (m-sparse with respect to D elements): At first glance the settings of approximation and optimization problems appear to be very different since in approximation theory our task is to find a sparse approximation of a given element f ∈ X, while in optimization theory we want to find an approximate sparse minimizer of a given target function E : X → R (for instance, energy function or loss function). However it is now well understood that similar techniques can be used for solving both problems. Namely, it was shown in [27] and in follow up papers (see, for instance, [12] , [16] , [21] , [28] , and [29] ) how methods developed in nonlinear approximation theory (greedy approximation techniques in particular) can be adjusted to find an approximate sparse (with respect to a given dictionary D) solution to the optimization problem (1.1). Moreover, there is an increasing interest in building such sparse approximate solutions using different greedy-type algorithms, for example, [2] , [3] , [6] , [7] , [18] , [19] , [23] , [30] , and [31] .
With an established framework it is straightforward to adjust a greedy strategy to a context of convex optimization; however, each of these modified techniques requires an individual analysis to guarantee a desirable performance. On the other hand, it is known that the behavior of a greedy method is largely determined by the underlying geometry of the problem setting. In particular, in [10] we present a unified way of analyzing different greedy-type algorithms in Banach spaces. Specifically, we define the class of Weak Biorthogonal Greedy Algorithms (WBGA) and prove convergence and rate of convergence results for algorithms from this class. Such an approach allows for a simultaneous analysis of a wide range of seemingly different greedy algorithms based on the smoothness characteristic of the problem.
In this paper we adopt the approach of unified analysis for the setting of convex minimization. In Section 2 we adjust the class WBGA of algorithms designed for greedy approximation in Banach spaces and derive the class of Weak Biorthogonal Greedy Algorithms for convex optimization (WBGA(co)), which consists of greedy algorithms designed for convex optimization. We prove convergence and rate of convergence results for algorithms from the class WBGA(co) in Theorems 2.1 and 2.2 respectively. Thus, results in Section 2 address two important characteristics of an algorithm -convergence and rate of convergence.
The rate of convergence is an essential characteristic of an algorithm, though in certain practical applications resistance to various perturbations might be of equal importance. A systematic study of the stability of greedy algorithms in Banach spaces was started in [25] and further advanced in [8] , where necessary and sufficient conditions for the convergence of a certain algorithm were ob-tained. A transition to the optimization setting was performed in [12] and [29] , where stability results for greedy-type algorithms for convex optimization were obtained. In Section 3 we discuss the stability of the algorithms from the WBGA(co) by analyzing convergence properties of the algorithms from WBGA(co) under the assumption of imprecise calculations in the steps of the algorithms. We call such algorithms approximate greedy algorithms or algorithms with errors. We prove convergence and rate of convergence results for the Weak Biorthogonal Greedy Algorithms with errors, which describes the stability of the algorithms from the class WBGA(co) -an important characteristic that is crucial for practical implementation.
Since theoretical analysis cannot always predict the practical behavior of an algorithm, it is of interest to observe its actual implementation for particular problems. In Section 4 we demonstrate the performance of some algorithms from the class WBGA(co) by employing them to solve various minimization problems. Additionally, we compare these algorithms with a conventional method of obtaining sparse minimizers -optimization with 1 -regularization (1.2). Lastly, in Sections 5 and 6 we prove the results stated in Sections 2 and 3 respectively.
Weak Biorthogonal Greedy Algorithms for Convex Optimization
In this section we introduce and discuss the class of Weak Biorthogonal Greedy Algorithms for convex optimization, denoted as WBGA(co). We begin by recalling the relevant terminology.
Preliminaries
Let X be a real Banach space with the norm · . We say that a set of elements D from X is a dictionary if each g ∈ D has the norm bounded by one and D is dense in X, that is g ≤ 1 for any g ∈ D, and span D = X.
For notational convenience in this paper we consider symmetric dictionaries, i.e. such that g ∈ D implies − g ∈ D.
We denote the closure (in X) of the convex hull of D by A 1 (D):
which is the standard notation in relevant greedy approximation literature. The modulus of smoothness ρ(E, S, u) of a function E : X → R on a set S ⊂ X is defined as
We note that, in comparison to the modulus of smoothness of a norm (see, for instance, [1, Part 3]), the modulus of smoothness of a function additionally depends on the chosen set S ⊂ X. That is because a norm is a positive homogeneous function, thus its smoothness on the whole space is determined by its smoothness on the unit sphere, which is not the case for a general function on a Banach space.
The function E is uniformly smooth on S ⊂ X if ρ(E, S, u) = o(u) as u → 0. We say that the modulus of smoothness ρ(E, S, u) is of power type 1 ≤ q ≤ 2 if ρ(E, S, u) ≤ γu q for some γ > 0. Note that the class of functions with the modulus of smoothness of a nontrivial power type is completely different from the class of uniformly smooth Banach spaces with the norms of a nontrivial power type since any uniformly smooth norm is not uniformly smooth as a function on any set containing 0. However, it is shown in [4] that if a norm · has the modulus of smoothness of power type q ∈ [1, 2] , then the function E(·) := · q has the modulus of smoothness ρ(E, S, u) of power type q for any set S ⊂ X. In particular, it implies (see e.g. [13, Lemma B.1]) that for any
Lp has the modulus of smoothness that satisfies
A typical smoothness assumption in convex optimization is of the form
with some constant C > 0 and any u ∈ R, x ∈ X, y = 1. In terms of the modulus of smoothness (2.2) such an assumption corresponds to the case ρ(E, X, u) ≤ Cu 2 /2, i.e. that the modulus of smoothness of E is of power type 2.
Throughout the paper we assume that the target function E is Fréchetdifferentiable, i.e. that at any x ∈ X there is a bounded linear functional
Then the convexity of E implies that for any x, y ∈ D
or, equivalently,
Remark. The condition of Fréchet-differentiability is not necessary and can be relaxed by considering support functionals in place of the derivative of E, as is done in [9, Chapter 5] . Although the existence of support functionals is guaranteed by the convexity of the target function, we additionally impose the assumption of differentiability for the convenience of presentation.
Weak Biorthogonal Greedy Algorithms
Typically in greedy approximation one has to perform a greedy selection from a given dictionary D, which might not always be possible. In order to guarantee the feasibility of algorithms, it is conventional to perform a weak greedy step where the greedy search is relaxed. Such relaxations are represented by a given sequence τ := {t m } ∞ m=1 , referred to as a weakness sequence. For a convex Fréchet-differentiable target function E : X → R we define the following class of greedy algorithms.
Weak Biorthogonal Greedy Algorithms (WBGA(co)). We say that an algorithm belongs to the class WBGA(co) with a weakness
of the dictionary D satisfy the following conditions at every iteration m ≥ 1:
We assume that for a given target function E : X → R the set i.e. there is a nontrivial and attainable minimum of E. Then by condition (2) the sequence of m-sparse approximants {G m } ∞ m=0 constructed by an algorithm from the WBGA(co) satisfies the relation
Remark. In the case E(x) := f − x q with any f ∈ X and q ≥ 1, the class WBGA(co) coincides with the class WBGA from the approximation theory, which is introduced and analyzed in [10] .
Examples of algorithms from the WBGA(co)
In this section we briefly overview a few particular algorithms from the class WBGA(co) that will be utilized in the numerical experiments presented in Section 4. By τ := {t m } ∞ m=1 we denote a weakness sequence, i.e. a given sequence of non-negative numbers t m ≤ 1, m = 1, 2, 3, . . . . We first define the Weak Chebyshev Greedy Algorithm for convex optimization that is introduced and studied in [27] .
Weak Chebyshev Greedy Algorithm (WCGA(co)). Set G c 0 = 0 and for each m ≥ 1 perform the following steps:
Another algorithm, which utilizes a simpler approach to updating the approximant is the Weak Greedy Algorithm with Free Relaxation for convex optimization (see [27] ).
Weak Greedy Algorithm with Free Relaxation (WGAFR(co)). Set G f 0 = 0 and for each m ≥ 1 perform the following steps:
(2) Find ω m ∈ R and λ m ∈ R such that
The next algorithm -the Rescaled Weak Relaxed Greedy Algorithm for convex optimization -is an adaptation of its counterpart from the approximation theory (see [10] ) that can be viewed as a generalization of the Rescaled Pure Greedy Algorithm, introduced in [22] and adapted for convex optimization in [16] .
Rescaled Weak Relaxed Greedy Algorithm (RWRGA(co)). Set G r 0 = 0 and for each m ≥ 1 perform the following steps:
Proposition 2.1. The WCGA(co), the WGAFR(co), and the RWRGA(co) belong to the class WBGA(co).
Convergence results for the WBGA(co)
In this section we state the results related to convergence and the rate of convergence for algorithms from the class WBGA(co).
Our setting of an infinite dimensional Banach space makes the formulation of convergence results nontrivial, and thus we require a special sequence which is defined for a given modulus of smoothness ρ(u) := ρ(E, D, u) and a given weakness satisfies the condition that for any θ ∈ (0,
Then for any algorithm from the class WBGA(co) we have
Here are two simple corollaries of Theorem 2.1.
Corollary 2.1. Let E be a uniformly smooth on D ⊂ X convex function. Then any algorithm from the class WBGA(co) with a constant weakness sequence
Corollary 2.2. Let E be a convex function with the modulus of smoothness of
Then any algorithm from the class WBGA(co) with the weakness sequence τ
We now proceed to the rate of convergence estimates, which are of interest in both finite dimensional and infinite dimensional settings. A typical assumption in this regard is formulated in terms of the convex hull A 1 (D) of the dictionary D, defined by (2.1).
Theorem 2.2. Let E be a convex function with the modulus of smoothness of power type 1 < q ≤ 2, that is, ρ(E, D, u) ≤ γu q . Take an element f ∈ D and a number ≥ 0 such that
with some number A( ) ≥ 1. Then for any algorithm from the class WBGA(co) we have
where p = q/(q − 1). Corollary 2.3. Let E be a convex function with the modulus of smoothness of
then for any algorithm from the class WBGA(co) we have
where p = q/(q − 1).
Remark. While the results stated in this section are known for the WCGA(co) and the WGAFR(co) (see [27] ), they are novel for the RWRGA(co).
Weak Biorthogonal Greedy Algorithms with errors for Convex Optimization
In this section we address the question of the stability of algorithms from the class WBGA(co) by introducing the wider class WBGA(∆, co), which allows for imprecise calculations in the realization of algorithms. Such an approach is of a practical interest since computational inaccuracies often occur naturally in applications. To account for imprecise computations we introduce a sequence ∆ := {δ m , m } ∞ m=1 , where δ m ∈ [0, 1] and m ≥ 0 for m = 1, 2, 3, . . . , that represents the allowed inaccuracies in the steps of the algorithms. In accordance with the conventional notation (see e.g. [17] , [15] ), we refer to a given sequence ∆ := {δ m , m } ∞ m=1 as an error sequence. For a convex Fréchet-differentiable target function E : X → R we define the following class of greedy algorithms with errors.
Weak Biorthogonal Greedy Algorithms with errors (WBGA(∆, co)). We say that an algorithm belongs to the class WBGA(∆, co) with a weakness
(2) Error reduction:
Note that in addition to conditions (1)-(3) from the definition of the class WBGA(co), for the WBGA(∆, co) we require the boundedness condition (4) to account for the magnitude of allowed errors ∆. In particular, if the error sequence ∆ is summable, i.e. ∞ m=1 δ m < ∞, then condition (4) follows directly from (2) with C 0 = ∞ m=1 δ m . Moreover, we assume that the set
where C 0 is the constant from condition (4), is bounded. Then condition (4) guarantees that G m ∈ D 1 for all m ≥ 0 for any algorithm from the WBGA(∆, co).
Remark. In the error reduction condition (2) from the definition of the class WBGA(∆, co) the infimum is taken over all λ ≥ 0. In order to simplify this problem, one can consider a wider than the WBGA(∆, co) class -the class WBGA(∆, [0, 1], co) of algorithms satisfying conditions (1), (3), (4), and the following condition instead of (2):
Then finding such λ ∈ [0, 1] is a line search problem, which is known to be a simple one-dimensional convex optimization problem (see e.g. [5] , [20] ).
Examples of algorithms from the WBGA(∆, co)
In this section we briefly overview particular algorithms from the class WBGA(∆, co) that correspond to the approximate versions of the algorithms considered in Section 2.3. Denote by τ := {t m } ∞ m=1 and ∆ := {δ m , m } ∞ m=1 a weakness sequence and an error sequence respectively, i.e. given sequences of numbers t m ∈ [0, 1], δ m ∈ [0, 1], and m ≥ 0 for m = 1, 2, 3, . . ..
We begin with the Weak Chebyshev Greedy Algorithm with errors for convex optimization.
Weak Chebyshev Greedy Algorithm with errors (WCGA(∆, co)). Set G c 0 = 0 and for each m ≥ 1 perform the following steps:
Next, we state the Weak Greedy Algorithm with Free Relaxation and errors for convex optimization, introduced and studied in [12] .
Weak Greedy Algorithm with Free Relaxation and errors (WGAFR(∆, co)). Set G f 0 = 0 and for each m ≥ 1 perform the following steps:
Find ω m ∈ R and λ m ∈ R such that
Lastly, we introduce a new algorithm -the Rescaled Weak Relaxed Greedy Algorithm with errors for convex optimization.
Rescaled Weak Relaxed Greedy Algorithm with errors (RWRGA(∆, co)). Set G r 0 = 0 and for each m ≥ 1 perform the following steps: 1. Take any ϕ r m ∈ D satisfying
and define G r m = µ m (G r m−1 + λ m ϕ r m ). Proposition 3.1. The WCGA(∆,co), the WGAFR(∆,co), and the RWRGA(∆,co) belong to the class WBGA(∆, co) with
Convergence results for the WBGA(∆, co)
In this section we discuss the convergence and rate of convergence results for algorithms from the class WBGA(∆, co). First, we state the convergence result. Second, we provide the rate of convergence estimate. Theorem 3.2. Let E be a convex function with the modulus of smoothness of power type 1 < q ≤ 2, that is, ρ(E, D 1 , u) ≤ γu q . Take an element f ∈ D 1 and a number ≥ 0 such that
with some number A := A( ) ≥ 1. Then for any algorithm from the class WBGA(∆, co) with a constant weakness sequence τ = t ∈ (0, 1] and an error sequence 
we obtain for any algorithm from the class WBGA(∆, co)
Remark. It follows from the proofs of Theorems 3.1 and 3.2, given in Section 6, that the results stated in this section also hold for the class WBGA(∆, [0, 1], co).
Numerical experiments
In this section we demonstrate the performance of the algorithms from the class WBGA(co) that are discussed in Section 2.3: the Weak Chebyshev Greedy Algorithm (WCGA(co)), the Weak Greedy Algorithm with Free Relaxation (WGAFR(co)), and the Rescaled Weak Relaxed Greedy Algorithm (RWRGA(co)).
For each of the numerical experiments presented below we consider the Banach space X = (dim) 1 of dimensionality dim, a target function E : X → R, and a dictionary D ∈ X. We then employ the aforementioned algorithms to solve the optimization problem (1.1), i.e. to find a sparse (with respect to the dictionary D) minimizer
x * = argmin x∈X E(x).
Since greedy algorithms are iterative by design, in Examples 1-2 we obtain and present the trade-off between the sparsity of the solution x * and the value of E(x * ). In Examples 3-4, we additionally compare the greedy algorithms for convex optimization with a conventional method of finding sparse solutionsthe optimization with 1 -regularization, see (1.2) . Specifically, we solve the problem find x * = argmin
where · D is the atomic norm with respect to the dictionary D, defined by (1.3).
To obtain minimizers of different sparsities, the values of the regularization parameter λ are taken from the sequence {0.1 × (0.9) k } 49 k=0 , i.e. 50 regularized optimization problems are solved in every setting.
To avoid an unintentional bias in the selection of dictionary D and target function E, we generate those randomly, based on certain parameters that are described in the setting of each example. In order to provide a reliable demonstration that is independent of a particular random generation, we compute 100 simulations for each presented example and provide the distribution of the optimization results (shown in Figures 1-4 ). In the presented pictures the solid lines represent the mean minimization values for each algorithm and the filled areas represent the minimization distribution across all 100 simulations. Finally, to make the results consistent across simulations, we rescale the optimization results to be in the interval [0, 1], i.e. instead of reporting the value of E(x * ) we report
Numerical experiments presented in this section are performed in Python 3.6 with the use of NumPy and SciPy libraries. The source code is available at https://github.com/sukiboo/wbga_co_2020. 
Example 1
In this example we consider the space X = (500) 1 , and construct a dictionary D of size 1000 as linear combinations of the canonical basis {e i } 500 i=1 of X with uniformly distributed coefficients, i.e.
The target function E : X → R is chosen as
where p = 1.2 and f ∈ X is randomly generated as a linear combination of 60 randomly selected elements of D with normally distributed coefficients, i.e. f = 60 k=1 a k ϕ σ(k) , where a k ∼ N (0, 1) and σ is a permutation of {1, . . . , 1000}.
Performance of the greedy algorithms in this setting is presented in Figure 1 . The average number of iterations required to obtain a minimizer of sparsity 50 is 185 for the RWRGA(co), 93 for the WGAFR(co), and 50 for the WCGA(co).
Example 2
In this example we once again consider the space X = The target function E : X → R is chosen as
where p = 3, q = 1.2, and the elements f, g ∈ X are each randomly generated as linear combinations of 30 randomly selected elements of D with normally distributed coefficients, i.e. where a 1 k , a 2 k ∼ N (0, 1) and σ 1 , σ 2 are permutations of {1, . . . , 1000}.
Performance of the greedy algorithms in this setting is presented in Figure 2 . The average number of iterations required to obtain a minimizer of sparsity 50 is 125 for the RWRGA(co), 78 for the WGAFR(co), and 50 for the WCGA(co).
Example 3
In this example we additionally compare the greedy algorithms with conventional optimization with 1 -regularization, see (1.2). Since obtaining the minimization-sparsity trade-off with 1 -regularization is more expensive computationally than it is for the greedy algorithms, we restrict ourselves to work in a space of smaller dimensionality. Namely, we consider the space X = The target function E : X → R is chosen as
where p = 4, q = 1.5, and the elements f, g ∈ X are each randomly generated as linear combinations of 30 randomly selected elements of D with normally distributed coefficients, i.e. Performance of the greedy algorithms and optimization with 1 -regularization in this setting is presented in Figure 3 . The average number of iterations required to obtain a minimizer of sparsity 50 is 105 for the RWRGA(co), 74 for the WGAFR(co), and 50 for the WCGA(co).
Example 4
In this example we compare the greedy algorithms with conventional optimization with 1 -regularization in a classical setting of canonical basis instead of a randomly-generated dictionary. Namely, we consider the space X = The target function E : X → R is chosen as where p = 7, q = 3, and f, g are randomly generated as elements of X with normally distributed coefficients, i.e. Performance of the greedy algorithms and optimization with 1 -regularization in this setting is presented in Figure 4 . Note that in this case all greedy algorithms -the RWRGA(co), the WGAFR(co), and the WCGA(co) -coincide due to the fact that elements of the dictionary D are mutually disjoint. Hence the number of iterations required to obtain a minimizer of sparsity 100 is exactly 100 for all three greedy algorithms.
Proofs for Section 2
In this section we provide the proofs of the results from Section 2. We begin with a known lemma. Then for any φ ∈ L we have
We now prove that the algorithms stated in Section 2.3 belong to the class WBGA(co).
Proof of Proposition 2.1. It is easy to see that conditions (1) and (2) for the WGAFR(co) / RWRGA(co) respectively.
We proceed by listing the lemmas that will be utilized later in the proofs of the main results. The following simple lemma is well-known (see, for instance, [27] ). For the reader's convenience we present its proof here. F, f .
The following lemma is similar to the result from [24] . For the reader's convenience we present a brief proof of this lemma here.
for any k > n. Then for any m > n we have
Proof. The proof follows directly from the chain of inequalities
The following lemma is our key tool for establishing convergence and rate of convergence of algorithms from the class WBGA(co).
Lemma 5.5 (Error Reduction Lemma). Let E be a uniformly smooth on D ⊂ X convex function with the modulus of smoothness ρ(E, D, u). Take a number ≥ 0 and an element f ∈ D such that
with some number A := A( ) ≥ 1. Then for any algorithm from the class WBGA(co) we have for any m ≥ 1
Proof. The main idea of the proof is the same as in the proof of the corresponding one-step improvement inequality for the WCGA (see, for instance, [26, Lemma 6.11] ). It follows from (2) of the definition of the class WBGA(co) that and by (1) from the definition of the class WBGA(co) and Lemma 5.3 we get
By (3) from the definition of the class WBGA(co) and by convexity (2.4) we obtain
Thus, by (2) from the definition of the WBGA(co) we deduce
which proves the lemma.
Proof of Theorem 2.1. The error reduction property (2) of the class WBGA(co) implies that the sequence of minimizers {G m } ∞ m=0 is in D and the sequence {E(G m )} ∞ m=0 is non-increasing. Therefore, we have
We prove that α = 0 by contradiction. Indeed, assume that α > 0. Then for any m ≥ 0 we have
We set = α/2 and find f ∈ D such that
with some A := A( ) ≥ 1. Then by Lemma 5.5 we get
Specify θ := min θ 0 , α 8A and take λ = ξ m (ρ, τ, θ) given by (2.5). Then we obtain
The assumption ∞ m=1 t m ξ m = ∞ implies a contradiction, which proves the theorem.
Proof of Theorem 2.2. Denote a n := E(G n ) − E(f ), then the sequence {a n } ∞ n=0 is non-increasing. If for some n ≤ m we have a n ≤ 0 then E(G m ) − E(f ) ≤ 0, which implies
and hence the statement of the theorem holds. Thus we assume that a n > 0 for n ≤ m. By Lemma 5.5 we have
Choose λ from the equation
which implies that
Let
A q := 2(4γ) 1 q−1 .
Using the notation p := q/(q − 1) we get from (5.1)
Raising both sides of this inequality to the power 1/(q − 1) and taking into account the inequality x r ≤ x for r ≥ 1, 0 ≤ x ≤ 1, we obtain
Then Lemma 5.4 with y k := a
which proves the theorem.
Proofs for Section 3
In this section we state the proofs for the results from Section 3. We begin with the proof that the algorithms stated in Section 3.1 belong to the class WBGA(∆, co).
Proof of Proposition 3.1. It is easy to see that conditions (1) and (2) from the definition of the class WBGA(∆, co) are satisfied for all three algorithms. Condition (4) holds with C 0 = 1 since for all three algorithms we have for any
To guarantee condition (3), first note that for any m ≥ 1 and any u > 0 the definition of modulus of smoothness (2.2) provides
Assume that E (G m ), G m ≥ 0 (the case E (G m ), G m < 0 is handled similarly). Then from convexity (2.3) we get
and from the definitions of the corresponding algorithms we obtain
Combining the above estimates we deduce
Taking infimum over u > 0 completes the proof.
Next, we state necessary technical lemmas that will be utilized in the proof of main results. Lastly, we establish a generalized version of Lemma 5.5. 
