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We consider solutions of an initial value problem involving the equation 
$ (x. t)+ i a,(x) f$ (x,t)+ i b,(x) 
aL+bJ 
dx’at (x3 t)=O, 
i-0 iso 
for x, f >O. Here, a,(x)>0 and is constant outside a compact set, b,(x) ~0, and 
the coefficients a,(x) for i < 3 and b,(x) for i < 2 vanish outside a compact set. We 
show that the solutions are given by an integral operator, the kernel of which is an 
infinitely differentiable function of t for t > 0. In fact, its derivatives satisfy Gevrey-2 
bounds. 0 1991 Academic Press, Inc. 
INTRODUCTION 
In this paper, we consider solutions of the following system 
g (x, t)+ i a,(x) 2 (x, t)+ i hi(X) & w(x, t) = 0, (1) 
i=O i=O 
w(x, 0) = we(x), $ (xv 0) = uo(x) 
w(0, t)=g (0, t)=O for t>,O, 
(2) 
(3) 
for t >O and x in the interval (0, co). Here, CL,(X) ~0 and b*(x) GO. The 
fact that b, G 0 means that a certain form of damping is allowed. However, 
we stress that the theory of this paper does not require this and it will 
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apply to equations like the Euler-Bernoulli beam equation which describes 
the transverse deflections w  of a beam (see Rayleigh, Ref. [7]): 
p(x) g (x, t)+$ [ E(x) Z(x) 2 (x, t) =o. 1 
We restrict to the boundary conditions (3) for convenience. It is easy to see 
that one could similarly treat other boundary conditions at x = 0 or even 
consider the problem on the whole interval (-co, co). 
We remark that the solution of the system (l)-(3) may be done using 
standard semigroup theory. This is nothing new, but we briefly outline the 
approach to present a complete picture of the problem. Further, in many 
situations (e.g., when b, vanishes) the solution is given by a strongly 
continuous group on a certain Hilbert space. Such groups generated by 
unbounded operators can never be differentiable, and the corresponding 
solutions do not possess t derivatives of even relatively low order in the 
Hilbert space unless the initial data are very smooth. 
In this light, it is very surprising that an immediate corollary to the 
results of this paper is that, whenever the initial data have compact 
support, the solutions of the system (l)-(3) are infinitely differentiable 
functions of t for t > 0 and as smooth in the variable x as the coeflicients 
of Eq. (1) allow. Of course, in the norm of the Hilbert space, the same 
solutions need not even be differentiable in t. 
The assumptions that we use to obtain our results are as follows: 
(1) a4, b2E C4C0, co), a3, b, E C3[0, co), b,, ajE C[O, 00) for 
jE (0, 192). 
(11) a0, 4, a2, a3, b,, 6,) b, all have compact support, there exists 
R > 0 such that for x > R, ad(x) = 1, and ad(x) > 0 for all x E [0, co). 
(III) (Light damping assumption) -2 ,/&&) < b,(x) <O for all 
x E [O, co ). 
Under these assumptions, there exists (we show this in Section 1.1) a 
strongly continuous semigroup U(t) on Hi(aB ‘) x L2(t’R + ) such that 
solutions of ( 1 )-( 3) are obtained from 
In order to state our results, we need the following definition: 
DEFINITION. Let (B, )I )I ) be a Banach space and f: [0, co) + B be 
infinitely differentiable for t > 0. We say that f is of Gevrey class 6 for t > 0 
(i.e., f E y6(B)) if for each compact subset X of (0, 00) and each 0 > 0, 
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there exists a constant C> 0 such that Ilf’“)(t)ll 6 CP(n!)6 for all n 2 0, 
(EX. 
The statement of our main result as the following theorem concerns the 
relationship between the semigroup U(t) and an integral kernel function 
J(x, a, t) defined for x, a, t 20. In the statement of the theorem, f(t) 
denotes the integral operator: 
Y(t) f(x) = Iorn J@, 4 t) f(a) dz. 
THEOREM 0.1. Under conditions (I), (II), and (III), the folowing 
statements hold. 
(i) t--f (8+“J/ax’ ak)(., ., t) is a member of y’(C(X’)) for each 
compact subset X of [IO, a)* and each iE (0, 1,2, 3,4), Jo (0, l}. 
(ii) For each fixed a E [0, co ), J(x, a, t ) satisfies Eqs. ( 1) and (3 ) as CI 
function of (x, t). 
(iii) Let f, EH~(R+) and f2E L’(R+) have compact support and 
L, = b, d 2/dx2 + b, d/dx + b,. Then for t > 0, 
U(t) 
fi [I[ B’(t) + B(t) L2 f(t) fi f* = %“(t)+%‘(t) L2 Y’(f) I[ 1 f2 . 
(iv) If C:l:;$ = Vt)C{;l, h w ere fi and fi are as in (iii), then 
t --f w(., t) and t + v(., t) are both members of y2(C4(X)) for each compact 
subset s?” of [0, GO). 
The proof of Theorem 0.1 is the subject of Section 1 of this paper. In 
Section 2 we consider a related problem for the case when the coefficients 
of Eq. (1) are all constants. In this case we prove that the corresponding 
kernel functions are analytic functions for I > 0. In fact, more is true: 
THEOREM 0.2. If a,, a,, a,, a3, a4, bO, b,, b, are constants, a4 >O and 
- 2 fi < b2 ,< 0, then the following statements hold: 
(i) J is analytic on the set C2x {tic : Re t>O}. 
(ii) For (x,u, t)~@‘x {tee : Re t>O), J(x,a, t) satisfies Eqs. (1) 
and (3) us a function of (x, t). 
(iii) Let fi EH~(R+) and f2E L’(R’) have compact support and 
L2=b2dZ/dx2+bld/dx+b0. Then for t>O, 
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(iv) If [ zl:,:,‘] = U(t)[$], where fi and f2 are as in (iii), then w and 
vare bothanalytkonCx(t~C:Ret>O}. 
The proof of Theorem 0.2 is the subject of Section 2. 
EXAMPLE. An Euler-Bernoulli beam with constant physical charac- 
teristics. 
Littman and Markus [S], in their investigation of the exact boundary 
controllability of an Euler-Bernoulli beam, consider the solution of the 
system (l)-(3) for the case when Eq. (1) is the uniform Euler-Bernoulli 
beam equation: 
In [5], it is shown that, if (w,, Q,)EC~([W+)~, there is a fundamental 
solution U(x, t, a) such that solutions of the problem are given uniquely by 
the expression 
w(x, t) = lorn 
I m  
we(a) U(x, t, a) da + ss q,(a) U(x, T, a) da dr. 0 0 
Moreover, the function U is given explicitly as 
U(x, t, a) = - 2& {c0s[(x-a)*/4t]+sin[(x-a)*/4t]+c0s[(x+a)*/4t] 
-sin[(x+a)*/4t] -2e-2”“‘4’cos[(x2-a2)/4t]}. (4) 
Comparing the solution with part (iii) of Theorem 0.2, we see that the 
functions U and J are related by the formula 
J(x, a, t) = J; U(x, 7, a) dz. 
This formula illustrates part(i) of Theorem 0.2. Indeed, it shows that 
there is an analytic continuation of the function J on to the set 
@*x(@\(zElR:z<o}). 
The theory outlined in this paper has been found useful in boundary 
controllability theory. A method, described by W. Littman in [4], for 
solving such problems has, as its first step, the construction of solutions of 
(l)-(3) which are very smooth functions of time. W. Littman and 
L. Markus successfully use the method in [S] to solve a hybrid control 
problem involving the uniform Euler-Bernoulli beam equation of the 
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example above. In their work, the explicit formula (4) is used to 
immediately obtain the regularity of the solution. In [8 3, the theory of the 
present paper is used to generalize the work of [5], and analogous 
controllability results are found. 
We remark that the methods of this paper may be applied to equations 
other than Eq. (1). For instance, similar results hold for the Schrodinger 
equation with a potential with compact support. Indeed, in this case one 
may show that again the solution is obtained from a kernel which is of 
class Gevrey 2 in the t variable for t > 0. Further, similar results hold in 
higher space dimensions, and this will be the subject of a report in the near 
future. 
Other authors have treated the local smoothing properties of similar 
operators. A. Jensen [3] shows that the solution operator for the 
Schriidinger equation has a smoothing property in a family of weighted 
Sobolev spaces. P. Constantin and J. Saut in [2] treat a variety of 
operators. We note that these authors use methods which are different from 
those used here, and they obtain different results; they consider larger 
spaces and obtain less smoothness. 
Finally, I wish to express my sincere gratitude to Walter Littman, who 
gave much excellent advice while I was doing this research. 
1. GEVREY SOLUTIONS FOR THE GENERAL CASE 
1.1. The Semigroup Solution of the System 
By considering a new independent space variable y = q(x), where 
q(x)=jo’ MW1’4d~, 
we see that we may with out loss in generality assume that in Eq. (1) 
u4(x) = 1. Further, by the usual transformation of the dependent variable, 
we may further simplify Eq. (1) by considering u3(x) = 0. We assume that 
these assumptions hold for the rest of the paper. 
Let L, and L2 denote the differential expressions: 
L, = a*(x) d2/dx2 + al(x) d/dx + Q,(X) (5) 
L, = b2(x) d2/dx2 + b,(x) d/dx + b,(x). (6) 
In this section, we assume that the coefficient functions a,(x), hi(x) are 
continuous and bounded on [0, co). Later, in Section 1.2, we will restrict 
attention to the case in which these functions have compact support in 
[O, co), but this assumption is not required in the present section. 
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Equation (1) may be written as a system: 
u 
a w  
Zv’ 
” i 
-$-&w-&v . 1 (7) 
Equation (7) may be solved by considering the corresponding abstract 
ordinary differential equation in a Hilbert space. We let SF denote the 
Hilbert space 
endowed with the inner product ( , ), where: 
((:jy (:j)=r UI(X) Q(X) + WI(X) w*(x) 
+ w;(x) w;(x) + w;(x) w;‘(x) dx. 
We use the notation (u, U) = IJuIl*. 
We may define an unbounded operator A on 2 as 
The domain of A, 0, = (H4(lR+) nH@+)) x H$R+), 
(8) 
It is clear that A is a closed, densely defined operator. In view of Eq. (7), 
we consider the abstract ordinary differential equation initial value 
problem : 
$= Au, u(O)= w” EDA. [ 1 00 
The following theorem yields the solution of Eq. (10). 
THEOREM 1.1: Suppose that ai, bi, bj, by, for in (0, 1,2} are all 
continuous and bounded on [0, co) and that b2(x) <O for all XE [0, 00). 
Then there exists a constant 
n =411aollL-, llaIIIL=c, Ila211L=9 WIILc, I1411L=, llbollL=) 
such that A is the infinitesimal generator of a strongly continuous 
semigroup U on X, satisfying I( U(t) I( G en’ for t >, 0. (11) 
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Proof: The proof relies on the Lumer-Phillips Theorem and, since it is 
fairly standard, we only give a sketch of it. 
First, an easy calculation shows that (Au, U) d ,4 ~~u~~2 for all u ED,. 
Thus A - AZ is dissipative. 
Next, one shows that AZ-A is invertible for all sufficiently large real 
constants A. This is equivalent to showing that there exists a solution 
VVEH~(R+) A H4(R+) of the following equation, for each f EL’(R+): 
/l*w+w(4)+~L2w+Llw=f: (l-2) 
For the case L1 = L2 = 0, this equation is readily solved with the use of the 
Fourier transform. For the general case, a weak solution (in H~(R! ‘)) of 
Eq. (12) may be obtained by considering the associated bilinear form and 
applying the Lax-Milgram Theorem. The fact that this solution is also in 
ZZ4(R’) follows from the case L, = L, =0 and the observation that 
f-/lL,w-L,wEL*([W+). 
Finally, the Lumer-Phillips Theorem may be applied to conclude that 
A - AZ is the infinitesimal generator of a strongly continuous semigroup of 
contractions. fi 
Remark. For the case b, identically zero, one could show in a similar 
fashion that -A is also the infinitesimal generator of a strongly continuous 
semigroup. This implies that the semigroup U of Theorem 1.1 could be 
continued in the negative t direction so as to obtain a strongly continuous 
group satisfying (1 U(t)/\ < e”“. 
1.2. Approximate Solutions of L,u = 0 
We now restrict attention to the case in which the coefficient functions 
ai, bi (for iE (0, 1,2}) have compact support in [0, co). In addition to this, 
we assume that A satisfies a certain light damping assumption. 
DEFINITION. We say that A satisfies the light damping assumption if 
-2 < b*(x) < 0 for all x 2 0. Since 6, is continuous with compact support, 
we can use the representation 
b,(x) = -2 cos e(x), (13) 
where we can find 8, > 0 such that 
81 <e(x)<; VXE [O, co). (14) 
The function 8 is just as smooth as the function b2 and is identically equal 
to 42 outside a compact set. 
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We shall now investigate approximate solutions of Eq. (12). For this it 
is convenient to set I = k2 and consider the differential expression 
2eo$$+b, $+b, 
> 
+a&+a, $+a,++k4, (15) 
for kE@. 
LEMMA 1.2. In addition to the assumptions already stated in Theorem 1.1 
and those stated above, let 0~ C4[0, 00) and b, E C3[0, co). Then there exist 
functions rj of the form: 
rj(x, k)=kvj(x) + Pjli(x), j = 1, 2, 3, 4, (16) 
such that: 
0) Pjj, vjE C”C 0, co ), j = 1, 2, 3,4; 
(ii) The functions uj(x, k) = exp(rj(x, k)), j= 1, 2, 3, 4, are such that 
(l/uj(x, k)) L,uj(x, k) is a polynomial in k of degree no greater than two 
with coefficients which are continuous functions of x with compact support; 
(iii) The Wronskian W(x, k) = det(&,(x, k)/axJ) is a polynomial in k 
of degree six. The coefficient of k6 is 16 sin20(0), while the coefficients of 
lower powers of k are continuous functions of x with compact support. 
Proof Consider u(x, k) = exp(kv(x) + p(x)). The expansion of 
(l/u(x, k)) Lku(x, k) is a polynomial in k of degree no greater than four. 
Setting the third and fourth order terms equal to zero yields the two 
equations 
(v/)4 - 2 cos e(v’)’ + 1 = 0, (17) 
4(~‘)~ p’ + 6(~‘)~ v” - 2 cos(0)(2v’u’ + v”) + 6, v’ = 0. (18) 
Equation (17) yields (v’)~ = efie. From this we take the four solutions 
v,(x)=!: exp [t S(s)] ds, 
(19) 
v3b) = -VI(x), v*(x) = VI(X)> v4(x) = -vz(x). 
Substituting vi into Eq. (18) (for j = 1,2, 3,4) yields the following solutions 
Pji: 
p1(x) = -1 ln WW) 3 
2 + - vw - e(o)) + $1; sin”;&) ds, sin(fY(0)) 4 (20) 
P3k) = PI(X)? P2(X) = PI(X)> P4b) = P2(X). (21) 
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Now we define rj by Eq. (16) and uj by (ii). The remaining details of the 
lemma are easily verified. 1 
The functions U, , ul, uj, uq have been constructed as approximate solu- 
tions of the ordinary differential equation Lku = 0. However, it is more use- 
ful to consider them as actual solutions of an equation which approximates 
the equation L,u = 0. The following lemma shows how we can do this. 
LEMMA 1.3. Under the assumptions of Lemma 1.2, there exists a constant 
C, > 0 such that for Ikj > C, the functions ul, u2, uj, uq form a fundamental 
set of solutions for a homogeneous equation: 
J?, y = yc4) + k2( 2 cos 0~” + b, y’) + k4y + cj yc3) + cl y” + c, y’ + c,, JJ = 0. 
(22) 
The functions c3, c2, cl, c0 are all rational functions of k with coefficients 
which are continuous fractions of x. There exists a constant M, such that 
Icj(X, k)l GM, Jkl*-‘3 j=O, 1,2,3, IkJ > C,. (23) 
Further, the functions cj(x, k) vanish for x outside a compact set. 
Prooj By (14) and part(iii) of Lemma 1.2, we can find C, > 0 such that 
Wx,k) 1 
16k6 sin* 0(O) ’ 2 
for jkl > C,. (24) 
Since ul, u2, u3, uq are all C4[0, co) functions of x which have a 
Wronskian which does not vanish, an elementary result from the theory of 
ordinary differential equations (see Coddington and Levinson [ 11) yields 
the fact that these functions form a fundamental solution set for a linear, 
homogeneous, fourth order equation. In fact, the equation can readily be 
written down in terms of determinants: 
Wronskian of (y, u,, u2, u3, u4) = 0. (25) 
Some simple elementary row and column operations on (25) reveal the 
remaining details of the lemma. 1 
1.3. A Fundamental Solution for t, 2 = 6(x - a) 
THEOREM 1.4. Let 2, be as Lemma 1.3. There is a constant C, > 0 such 
that for Ik( > C, there exists a fundamental solution 2(x, a, k) of 
E,y=&x-a) (26) 
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satisfying: 
g, g,, g,,g,, g,, are all continuous functions of x and a, g,,,, 
Lxm sxm L,,~ Lxxa are all continuous functions of x and a 
for x #a, and all mixed derivatives, of the same order with 
respect to a and of the same order with respect to x as one listed 
here, are equal. Further, the restrictions of these functions to 
either of the domains {(x,a):O<x<a} and {(x,a):O<a<x} 
can be extended to be continuous functions on the closure of that 
domain. (27) 
2 (a,a-,k)-$(a,a+,k)=l, (28) 
2;, g(x, a, k) = 0 provided x # a, (29) 
jj(O, a, k) s $ (0, a, k) = 0. (30) 
Further, if f E Cc(R+), wk(x) = j: g(x, a, k) f(a) da, and larg kl< 7c/4, 
then 
wk(x), w;(x), w,“(x), WY’(x), w?‘(x) all -+ 0 as x -+ 00. 
Proof It is convenient to define two functions: 
a(k) = -i (e-i@O) + l)+& e-is(o)‘2 ih(O) 38’(O)+- 
sin 0(O) ’ 
i(k) = -k (eiW) + 1) _ & eiW)/* ih(O) 3i6’(0) + ___ 
sin e(O) > 
Note that a(k) = a(B) and that 
a(k) ti(k) = k (1 + cos 0(O)) + & 
We now set 
y, = u1+ Lfu* - (1 + c1) u4, y,=u*+clu~-(l+@)U~. 
(31) 
(32) 
(33) 
(34) 
Clearly y,(O, k)= y,(O, k) =0, and it is easy to check that y;(O, k)= 
y;(O, k) = 0. Thus {yl, y2} form a basis for the set of solutions y of 
t, y = 0, y(0) = y’(0) = 0. 
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Next, we define for Jkl > C, (C, is the constant of Lemma 1.3) 
0, x < a. 
The function P satisfies (27)-(30) and is therefore a fundamental solution 
for z,. However, (31) is not satisfied because in the definition of P the 
cofactors of the increasing exponential terms u,(x, k) and u,(x, k) are not 
necessarily equal to zero. We show below that we can uniquely find 
functions ml(a, k) and m2(a, k), both C’ functions of a, such that 
g(x, a, k) = P(x, a, k) + m,(a, k) yl(x, k) + 44 k) Y& k) (35) 
has all of the required properties. 
Clearly (27)-(30) are automatically satisfied. To obtain (31) we need 
only choose m, and m2 so that the coefficients of u,(x, k) and uZ(x, k) 
vanish for x > a. This requires: 
(36) 
where 
da, k) +(a, k) da, k) 
P(a, k) = u;(a, k) ~;(a, k) ddu, k) , 
&‘(a, k) @(a, k) ~;(a, k) 
(37) 
and 
~,(a, k) da, k) dar k) 
B(u,k)= ~;(a, k) u&(u,k) u;(a,k) . 
~;(a, k) ~;(a, k) u;(a, k) 
(38) 
By the light damping assumption ((13) and (14)) and by Eq. (34) it follows 
that there is a constant Cz > C1 such that the determinant of the system 
(36) is non-zero for (kl > Cz. 
This establishes the existence and uniqueness of the functions m, and m2, 
and completes the proof of the theorem. 1 
Our aim is to construct a fundamental solution for the differential expres- 
sion Lk with properties similar to those of the function 2 of Theorem 1.4. 
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In the process of doing this we shall encounter an integro-differential 
equation, the solution of which requires the estimates of the following 
lemma. The proof of the lemma is elementary, so we omit it. 
LEMMA 1.5. rf 
I 
1, 
B(d, k) = 
if (arg kl <y 
exp d- (lImk1 -Rek)], 
(39) 
Jz 
if :< largkl6: 
then there is a constant M2 such that for all k satisfying Ikl > C, (C, being 
the constant of Theorem 1.4), the following estimates hold: 
s (x, a, k) <M,B(x+a, k) IkIn+“-’ 
n = 0, 1, 2, 3, 4; m = 0, 1. (4) 
These estimates hold for all x > 0, a > 0 if m + n < 3, otherwise they hold 
only for x # a. 
1.4. A Fundamental Solution for L, g = 6(x - a) 
We are now in a position to construct a suitable fundamental solution 
g(x, a, k) for the differential expression Lk. Note that g(x, a, k) must satisfy 
the condition (3) as a function of x and, for larg k\ < 7c/4, tend to zero as 
x tends to infinity. Such constructions are usually done only in the sector 
larg kl < 7r/4, due to Stokes’ Phenomenon. However, here we use the 
assumption of compact support of the coefficients to construct g in a 
region 8 which is partly outside this sector. This is crucial for the proof of 
the Gevrey regularity later. For the sake of clarity of exposition, we first 
define some seminorms on the class of functions J [0, co)* + @ which 
satisfy the regularity result (27) of Theorem 1.4. If i E { 0, 1,2, 3,4} and 
Jo (0, 11, we define 
Ifl i,j(d”, d’) = (41) 
THEOREM 1.6. Suppose that the supports of the coefficient functions of 
the differential expressions L, and L, are contained in [0, d]. Then there 
exists a constant p such that for each k in the region 
52= {kg@ : B(2d, k)<p lkl} (42) 
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(i) there is a fundamental solution g(x, a, k) of 
Lk g(x, a, k) = 2 g(x, a, k) + L, g(x, a, k) + k2L2 g(x, a, k) + k4g(x, a, k) 
= 6(x - a), 
(ii) g satisfies the regularity result (27) of Theorem 1.4 and there is a 
constantM,suchthatforalid’~d,d”~d,i~(O,1,2,3,4}andj~{0,1}, 
(gl,j(d”, d’) <M ‘(d” +d’, k) 
Ikl i+j ’ 3 lW3 ’ (43) 
(ii) g satisfies (28), (30), and (31) of Theorem 1.4. Equation (29) is of 
course replaced by 
L Ax, a, k) = 0 for x#a. 
(iv) g(x, a, k) and its partial derivatives listed in (27) are analytic 
functions of k for k E 0. 
Proof: It is clear that g should be a solution of the integro-differential 
equation 
where 
g(x, a, k) = i?(x, a, k) + jd 2(x, b, k) Pk g@, a, k) db, 
0 
(44) 
+ {dh k) - a&) - k2bo(b)} 1 g(b, a). (45) 
We solve Eq. (44) by successive approximations, by defining 
K,(x, a, k) = KG a, k), and for n>l 
K,(x, a, k) = /‘g(x, 6, k) P,K,- ,(b, a, k) db. (46) 
0 
By inequalities (23) of Lemma 1.3, we obtain for d’a d and iE (0, 1,2, 3}, 
I~~I~,o(d,d’)~dl~li,o(d,d)(~~ Ikl-’ IKn-,I3,dd,d’) 
+ CM, + lla211L~l IK-I12,0(d~ d’) 
+ CM1 RI+ IlalllLml IJL-lll,o(4 d’) 
+ CM, lkl*+ llaollL~+ IlbollLm IW’I lK-,lo,,(d, 0). 
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But if we set 
lla0ll L- 
M=dmax Ml + Ila211Lm, M,+c? Ml+ IlbollLm+~ 
( 
II~lllL” 
> 
, 
2 2 
we get for Ikl > C,, 
I~,l,,(~~~‘)~l~121~li,o(~,~)~ i lw~IL,lj,o(~~~‘) 2-E (0, 1,2, 3). 
j=O 
But by inequalities (40) of Lemma 1.5, we have 
181i,0(d,d’)~M2B(2d,k) lklip3. 
The last two inequalities imply that for in (0, 1, 2, 3}, 
lkl~iIE(,Ii,,(d,d’)~lkl-l MM,Wd,k) i lkl~jIrc,-,li,O(d,d’). (47) 
j=O 
However, since K, = g, we have for j E (0, 1,2,3}, 
Ikl -j IKOlj, 0 (d, d’) 6 Ikl -3 M*B(d+ d’, k). 
So iteration of inequality (47) yields 
Ikl -j IKn(i,o (d, d’) < 14-3 M2B(d+ d’, k) 
[ 
4MM;;;24 @I”. 
We choose the constant p in Eq. (42) by 
so we get: 
P -’ = max(8MM,, C,), 
(kl-i(K,(i,o(d,d’)dJkl-3M2B(d+d’,k) ; ‘. [I 
Thus the series Ko+K1+Kz+K3+ ... together with the series of first and 
second partial derivatives with respect to x converge absolutely, uniformly 
on the compact set [0, d] x [0, d’]. The rest of the proof is straightforward 
and the reader is asked to verify the details. For a more complete discus- 
sion, see [8]. 1 
1.5. Definition and Gevrey Smoothness of the Kernel J 
We will now see that the conclusions of Theorem 1.6 yield very strong 
regularity results for the solution of Eq. (1). 
Note that the function g(x, a, fi) is analytic in a domain containing 
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(Here the square root function is defined so that the square root of positive 
real numbers is positive, with its branch line coinciding with the negative 
real axis.) For Re 1 >p-* we see from (43) that 
Thus we may define J: [0, 0~))~ -+ @ by 
J(x, a, t) = & J’+‘m g(x, a, ,,I’?) e’* dA, 
y-im 
where y > p-*. (48) 
Now we define for r > 0, 
Q(r) = (k E @ : B(r, k) < p Ikl }. (49) 
Recall that Q = Q(2d). It is obvious that if 0 < rl < r2, then Q(r,) c a(r,). 
We define Q’(r) as the square of 0(r); i.e., W(r)=sq(Q(r)) where 
sq(z) = z*. We set Q = Q(2d). 
Q’(r) has the following important property, which follows immediately 
from its definition and from estimates (43) of the preceding theorem. 
LEMMA 1.7. Given r > 0 and b > 0, there exists c = c(b, r) > 0 such that 
the set 
C,,={AoC:Re;12 -bIIm11”2+c} 
is contained in Q’(r). 
(50) 
Further, if r = d’ + d” where d’ > d and d” > d, then for I E Zb, r we have 
the estimates: 
lg(., ., fi)j,,, (d”, d’)<constant. )A)(i+j-3y2 iE (0, 1, 2, 3, 4}, j= (0, l}. 
(51) 
We now consider the Gevrey regularity of J. We start by showing that 
for any d’ > d, JE y*(X,,). Here, A’,, is the Banach space of functions on 
[0, d’]* having the regularity specified in (27) and having the norm 
1 I li,j Cd’, d’). 
04i44 
O<JCl 
THEOREM 1.8. J: (0, co) -+ X,. is in the Gevrey class y’(X,,). 
Proof: The integral (48) defining the function J converges absolutely, 
uniformly for (x, a) E compact subsets of [O, co)*. We first show that the 
505/92/Z- 13 
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integral can be taken over a different contour which will allow us to make 
use of the estimates (43) of Theorem 1.6. 
Let b >O. Choosing c and &2d, as in Lemma 1.7, we let f be the 
boundary of Cb, 2d2 with upward orientation. 
Let rR be the contour 
rR= {s+iR:-bR’/2+c<s<y}, 
with orientation in the direction of increasing Re A (the definition of rR 
makes sense if R is sufficiently large). (see Fig. 1.) 
By estimates (43), 
II 
g( ., ., $) e’.’ d/l (d’, d’) < constant. Rp312 
Y 
es’ ds 
rR 0, 0 s -00 
= constant . Rp312ey’. 
Thus sr, g(x, a, fi) e” dl --f 0 as R + co uniformly for (x, a) E [0, d’12. 
Similarly, with r--R being the reflection of rR in the real axis, we see that 
1 g(x,a,fi)e”‘dA+O as R + 00 uniformly for (x, a) E [0, d’]‘. 
r-R 
FIGURE 1 
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Thus we may replace the contour Re A= y with the contour r: Re A= 
-b [Im II “* + c, provided that the orientation is taken in the direction of 
increasing Im 1. 
We now show that for t > 0 and (x, a) E [O, d’]*, 
g .z(x, a, t) = &. Jr Ang(x, a, t/;i, eA’ dA, n = o, 1,2,3,4, . . . . (52) 
For now, we let Z,(t) denote the integral on the right hand side of (52). If 
we can show that Z,(t) is absolutely convergent in X,., uniformly in t for 
t on compact subsets of (0, co), then (52) will follow, along with the fact 
that J(., ., t) is a C” function of t in A’,. . To see why this is true, let t, > 0 
be given and pick E < t,. For n = 0, 1, 2, 3,4, . . . . let B, be a constant such 
that for t E [t, - E, t, + E], 
Then for 0~ Ihl <E, we can find TV [to-- (hi, to+ IhI], depending on 1, 
such that 
exp(4to + h)) - exp(hd 
h 
-I exp(lt,) 
Thus, 
= A exp(H) -A exp(h,) 
= A*(t- to) exp(X), where I is between t, and 1. 
ev(% + h)) - ev(hJ 
h 
- 1 exp(&,) 
’ lh’ “‘* 
lew 4to - dl if ReA<O 
Jexp A(t, + c)J if Re 12 0. 
We get from this that 
2n L(to+h)-Z,,(b) 
1 h 
--I,+1(to) 
II Xd 
<lh’ Ln(*:Rci<O) IA’ “+2 llg(., .y fi)llx,. lev4to-~)I Id4 
+lhl irn:~:Rc~>O~~~~ *+* I/d., .y &NIX8 lexp 41, + &)I IdA 
s 2 I4 4,+2. 
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Thus it remains to prove (53). We will see that the estimation of B, will 
also establish the Gevrey smoothness of J. 
On r, set 
il = iR - b 1 R( ‘I* + c. 
Then 
Let R,> 1 be such that for (RI > R. we have 111< 2 (RI and IdAI <2 IdRI. 
Then for i E (0, 1,2,3,4}, j E (0, 1) and t E [to - E, to + E], we get from 
Lemma 1.7 that 
s Tn(l:Iml,R) IAl” Id.,., $)li,j(d’, d’) Id IdAl 0 
< constant . 
I 
cc (2R)” R (i+j-3)/2ect-btfi2 dR 
RO 
I 
m  
< constant .2” + ‘ecr R”ile-b’@dR 
0 
= constant .2”+ 2&r 
s 
co U2”+ 3e-b’u du 
0 
2 [ 1 
n+2 
= constant. 
bZt2 
ec’(2n + 3)! 
But (2n+3)!<22”+3 (n + 2)! (n + l)!, so the integral is bounded by 
The constant b > 0 is arbitrary. Thus, given 8 > 0, we choose 
b= 
4 
(to-&p 
and note that since the sequence {(n + 2)3/2nC3} is bounded, there exists 
a constant C such that the integral is actually bounded by 
CO% ! 2. 
The part of the integral taken over Tn {J. : Im A < -R,} may be treated 
similarly. What remains is the integral over f n {A : IIm II S -R,}, which 
is a compact set. If we set 
D = diameter (Tr\ {A : IIm ;I1 d R,}), 
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we see that 
But the sequence {(D/0)fl/n!2) b is ounded. Thus we have proved estimate 
(53) and Eq. (52). In so doing, we have found that for any 8 > 0 and 
compact sub-interval K of (0, cc), there exists a constant C’ such that for 
all t E K, 
I)~J(-,.,t)ll~,<C’R”n!‘, n=0,1,2,3,4 ,.... 
This completes the proof of the theorem. 1 
Recall that some of the partial derivatives of the function g do not exist 
on the line x = a, while limits of these derivatives from either side of this 
line do exist. The following result shows that J does not inherit this discon- 
tinuous behavior. 
LEMMA 1.9. For t > 0, all of the partial derivatives of J(x, a, t) listed in 
(27) exist and are continuous at points on the line x = a. Further, for fixed 
a6 [0, a), J(., a, .) satisfies the partial differential equation 
a2J 
at’( x, a, t)+$ (~,a, t)+L, g (x, a, t)+L,J(x,a, t)=O 
for (4 t) E (0, a)*, (54) 
and for t > 0, J satisfies the boundary conditions 
J(0, a, t) =g (0, a, t) =O. (55) 
Proof: Pick any d’a d and let the contour r be as in the proof of 
Theorem 1.8. Since g satisfies 
$ (a,a-,k)-2 (a,a+,k)=l, 
we get from the proof of Theorem 1.8 that for any a < d’, 
f$ (a, a-, a3J f)-s (a, a+, I)=& s 
ej.* d;l. 
F 
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Recall that r is the contour parametrized by 
II=iR-b jRj’12+c, --CC <R<co. 
For a given R, > 0, we consider a contour yRO consisting of the line segment 
y.,={is-bRA’2+c: -Ro<s<Ro}, 
with orientation in the direction of increasing S. (see Fig. 2.) 
Now, 
exp[ct - bRAl*t] ds = 2R, exp[ct - bRhj2t]. 
So we see that 
2 (a, a-, f33J 
1 
t)-s @,a+, t)=% Rlim e” dA. = 0. 
Hence it is easy to see that (a3J/ax3)(x, a, t) exists and is continuous at 
x = a. From this, one easily sees that Eq. (54) is satisfied everywhere. The 
other statements of the theorem follow similarly. 1 
Parts (i) and (ii) of Theorem 0.1 are now an immediate corollary of 
Theorem 1.8 and Lemma 1.9. 
FIGURE 2 
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1.6. Gevrey Solutions of Eq. (1) 
We now establish the relationship between the semigroup U(t) and the 
function J by defining the following mappings on functions f c L2( R + ) 
with compact support: 
Since A is the infinitesimal generator of a strongly continuous semigroup, 
there exists a real constant A, such that RA, the resolvent of A, exists and 
is analytic in 
@={I:ReA>A,). 
One easily verities, using the results of Theorem 1.6, that if (fi, f2) E 
(C~(rW’))2 and IeQ'nO, then 
R [I[ fi = %(A + J52) 92 fi A f2 4(P+ AL,) - 1 nq I[ 1 f2 (58) 
Now if f, E H$[W ’ ) and f2 E L2(k! ‘) and these functions have support in 
[0, d’), one can find d1 and 42 in C;, with support in [0, d’], such that 
(+4,, d2) is arbitrarily close to (fi, f2) in Y?. 
Because of the continuity of the mapping RA, we see that Eq. (58) holds 
for all members of X with compact support. This forms the basis of the 
following theorem. 
THEOREM 1.10. Let f, EH~(IW+) and f2 E L2(rW+) have compact support. 
Then for t>O, 
U(t) fi [IL B'(t) +$(t) L2 Y(t) fi f2 = f”(t)+%‘(t) L, Y’(t) I[ 1 f2 ’ (59) 
Proof: We first suppose that (fi, f2) E DA2, the domain of A’. In this 
case, a classical result (e.g., see Pazy [6]) is that if y > .4, then 
and the integral converges as an improper Riemann integral in 2, 
uniformly for t on compact subset of (0, co). 
352 
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we get from the discussion preceding the statement of the theorem that, if 
y is sufticiently large, 
w(., t)=& j”i” jm A., a, &)(nfi(a) + L2fl(a) +.f2(a)) da da. 7 rm 0 
We pick an arbitrary d’ > d such that [0, d’] contains the supports of fi 
and f2, and we show that for x E [0, d’] and t > 0, w(x, t) is given by the 
first component of the right side of Eq. (59). 
Given b > 0, we take Cb, 2dS as in the proof of Lemma 1.7, and let r be 
as in the proof of Theorem 1.8. By Lemma 1.7, we have 
Gconstant~(IW”2 Ilfi/IL2+ lW3’2 CIlf211L2+ llfillH4). 
This estimate allows us to deform contours as in the proof of Theorem 1.8, 
so that we get 
wt.3 t) = & j j" g(., a, ,,hW-A4 + L,f,(a) +fi(a)) da da. I- 0 
One easily checks as in the proof of Theorem 1.8 that this integral is 
absolutely convergent for any t > 0, uniformly for x E [0, d’]. Hence, by 
Fubini’s theorem, we can interchange the order of integration and arrive at 
w(x, t) = jom 4x, a, t){fAa) + W-,(a)) da +$ jam J(x, a, t) f,(a) da, 
(60) 
for t > 0 and x E [0, d’]. But since d’ can be arbitrarily large, it follows that 
Eq. (60) holds for all x E [0, co ). 
It is easy to show that we can approximate (fi, f2) arbitrarily well in A!’ 
by members of DA2 with compact support. Equation (60) then follows, by 
the boundedness of U(t), for all members of X with compact support. 
It remains for us to show that 
v(., t) =$ lorn 4.3 a, t){f,(a) + &j-i(u)} da +$ jam 4.3 a, t)fi(a) da 
(61) 
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If (f,, fi) ED~ with compact support then this follows from Eq. (60), 
because the first component of the equation 
f u(t) [;]=AW [;] 
yields u(., t) = (d/dt) w(., t) in Hi( R +). Equation (61) now follows, by a 
continuity argument, for all (fr , fi) E 2 with compact support. 
This completes the proof of Theorem 1.10. 1 
The proof of Theorem 0.1 is now complete, because parts (iii) and (iv) 
of that theorem follow from Theorem 1.10 and parts (i) and (ii) of 
Theorem 0.1. 
2. ANALYTICITY FOR THE CONSTANT COEFFICIENT CASE 
In this section we prove Theorem 0.2. In this work, we assume that 
a4 > 0 and that the light damping assumption, 
-2Ja,<b,<O, (62) 
is satisfied. As in Section 1, we only need to consider the case a4 = 1, a3 = 0, 
for this can be achieved by means of a simple transformation. In this case, 
we may pick 8 E (0,423 so that 6, = -2 cos 8. 
The construction of the function g in Section 1 is not valid here, because 
it is done under the assumption that certain coefficients of the partial dif- 
ferential equation have compact support. Thus, we start the investigation 
in Section 2.1 by constructing the function g. At the same time, we derive 
the properties of g which we later use to obtain regularity results for the 
function J. 
In Section 2.2, we use changes in contours to demonstrate the analyticity 
of J in much the same way that we demonstrated that the function J of 
Section 1 is of Gevrey class in the time variable. 
2.1. The Construction and Properties of the Function g 
In this section, we construct the function g corresponding to the case of 
constant coefficients with a4 = 1 and a3 = 0. Since g is a fundamental solu- 
tion of an orderinary differential equation with constant coefficients, it may 
be expressed in terms of the roots of the characteristic polynomial of the 
differential equation. Thus we see that the properties of g depend largely on 
the behavior of the roots as functions of the spectral parameter. We start 
by considering these roots. 
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It is convenient to define for r > 0 the family of sets 
S(r)= {WE@: 101 >r>. 
One easily verifies the following lemma: 
(63) 
LEMMA 2.1. There exists a constant d > 0 depending on a,, a,, a2, 8, b0 
and b, such that for all k E S(d), the roots of the equation 
x4-2cos8k2x2+k2(bIx+b,)+a2x2+a,x+a,+k4=0 (64) 
are distinct and depend analytically on k. Also, each root is expressible as a 
Laurent series 
m,(k) = ke”‘* t f. c,jk-i, 
j=O 
m,(k) = -keiej2 + f c3jk-i, 
m,(k) = keeieJ2 t f czjk-j, 
j=O 
m,(k) = -keeiei2 + f cyk-j, 
(65) 
j=O j=O 
each of which converges absolutely, untformly for k E S(d + 6) for all positive 
constants 6. 
With Lemma 2.1 in mind, we define functions g, and g, on C2 x S(d): 
gltxy a, k) 
expCmltx - aI1 expCm2tx - a)1 =-- 
(ml-m2)tm,-m,)(m,-m4)-tm2-m,)(m2-m,)tm2-m4) 
exp[m,x - mla] exp[m,x - m,a] 
+tm2-ml)tm3-m~)tm~--4)+(m2--m,)tm~--2)tm4-m,) 
exp[m,x-m,a] exp[m,x - m2a] 
+tm2-m,)(m4-m,)(m,-m4)+tm,-m2)(m4-m2)tm4-m,)' 
(66) 
g2k a, k) 
expCmAx - a)1 ewCm4(x - 41 =- 
(m3-m4)tm3-m2)tm3-ml)-tm4--m,)tm4--2)tm4--m,) 
exp[m,x-m,a] exp[m,x - m2a] 
+tm2-m,)(m,-m,)tm,-m4)+tm2-m,)tm,-m2)tm4-m,) 
exp[m,x - m,a] exp[m,x - mza] 
+tm2-m,)tm4-m,)tm,-m4)+tm,-m2)tm4-m2)tm4-m,) 
(67) 
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These functions have the following properties: 
(i) g, and g, are analytic in @* x S(d). 
(ii) g, -g, and its partial derivatives of order <2 with respect to 
(x, a) vanish at all points (a, a, k) E C* x S(d). 
(iii) If jarg kl < n/4, Ikl is sufficiently large and (x, a) E [0, co)‘, then 
g,(x, a, k) and all of its derivatives tend to zero as x tends to infinity. 
Further g,(O, a, k) = (8g,/ax)(O, a, k) = 0 for all (a, k) E @ x S(d). 
(iv) (a3gg,/t3x3)(u, a, k) - (i33g,/t3x3)(u, a, k) = 1 for all (a, k) E 
@ x S(d). 
(v) L,gj(x,u,k)=Oforall(x,u,k)~UZ2xS(d),j~{1,2}. 
Further, we define g : [0, co)* x S(d) -+ C by 
g(x, a, k) = 
g,(x, a> k) for O<x<u 
g,(x, a, k) for O<u<x. 
(68) 
It is easily seen that g has the following properties: 
(i) Let T,={(x,u):O~x<u} and T,={(x,u):0~u<x}. Then 
g 1 r., and g 1 r2 have analytic continuations into @’ x S(d) (the continuations 
are g, and g,, respectively). 
(ii) The function g and its partial derivatives of order ~2 with 
respect to (x, a) are continuous. 
(iii) If Jarg kj < rc/4, Ikl is sufficiently large and (x, a) E [0, co)‘, then 
g(x, a, k) and all of its derivatives tend to zero as x tends to infinity. 
Further, g(0, a, k) = (ag/ax)(O, a, k) = 0. 
(iv) (a3g/iYx3)(u, a-, k) - (J3g/8x3)(u, a+, k) = 1. 
(v) If x #a then Lk g(x, a, k) = 0. Further, g is a fundamental solu- 
tion for Lku=J: 
(vi) There exist constants d’ > d and C > 0 such that if arg k = 4 then 
for i= 1, 2, 
(2’“‘C (kl ‘“I-3exp[-(kl cos((l& +8/2) IX-Q/}] 
for 
Wsl &G ~1, k)l s 
k E S, n S(d’) 
2’“1 C Ik( bt - 3 evC-IN cos{Wl +W) (~+a)}1 
for k l (S, u S,) n S(d’). 
Here S,, S2 and S, are the sectors 
S,={w:0/2-~/2<argo<71/2-8/2), 
S,= (0 :+2<argo<8/2-lr/2), 
S,=(o:n/2-6/2~argo~n/2). 
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By property (vi) with CI = (0, 0), we see that if (A( > (d’)* and Re 2 > 0 then 
I&, a, @)“‘)I <c 111 -3’2, (69) 
so we may define J : [0, ~0)~ + @ as in Section 1 by 
J(x, u, t) = & i“l” g(x, a, ,,,h) en’ d/l, where y> (d’)2. (70) 
Y I’w 
2.2. Analyticity of the Function J 
It is easy to see from Eq. (70) that J is a continuous function of its 
arguments. However, as we see in the following theorems, much more is 
true. 
THEOREM 2.2. The functions JI Tl x l0, mj and JI T2X [,,, m) may be continued 
analytically on to the set @* x {t E C : Re t > O}. 
Proof. We consider the contour fR consisting of the line segment 
{s + iR : 0 6 s < ~1, with orientation in the direction of increasing s. 
Inequality (69) shows that 
lim !” g(x,a,fi)e”‘dA=O. 
R-km r,Q 
This shows that we may replace the original contour C, = {y + is 
by the contour C2 shown in Fig. 3. Thus we obtain 
Jk a, t) = f jc3 g( x, a, k)k exp[k2t] dk, 
:SER > 
-- 
FIGURE 3 
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where C, is the image of C, under the transfo~atio~ I + Ail2 = k. C3 coin- 
cides with the rays arg k = jyc/4 for large (kl. 
Now consider the contour rk = fs + iR : 0 < s < R >, with orientation in 
the direction of increasing S. 
From property (vi) of the function g, we see that for k rs (S, u S,) n 
W’), 
(g(x, a, k)l <CW3exp[lkj (x+a)(sin /#I sinB/2-cos6)cos6/2)] 
4 C IkIT exp[lkl (x + a)(sin I&- cos d)/fi J 
< C /kl -3 exp[(x + a>( IIm kl - Re k)/d]. 
Inspection of (vi) shows that we even have 
lg(x, a, k)J < C [kl -3 exp[(x + a)(lIm kf - Re k)/,/?] 
for all k E S(d’) satisfying n/4 < jarg kl ;i: n/2. Thus if k = s f iR on f 6 with 
R>Y li2, then 
Ikg(x,a, k)l <C lR~-2exp[(x+~)(R-~)~~J. 
Thus, 
s r;l Jg( 
x, a, k) ke@‘l ldkl 
Consider the polynomial p(s) = (X + a)( R - s)/,,/? + (s2 - R2) t. If t > 0 and 
R > (x + a)/(j’Zt), then p(s) < 0 for s E {O, R]. Thus we see that for t > 0, 
lim 
.i 
g(x, Q, k) kek” dk = 0. 
R+co ,‘-A 
We may show in a similar fashion that the integral over fl R, the reflection 
of ri in the real axis, tends to zero as R tends to infinity. Thus we may 
replace the contour C3 by any simple contour C, which coincides with the 
imaginary axis for large enough lkl and which, since g(x, a, k) is an 
analytic function of k in S(d), passes to the right of the disk (w : \wj G df. 
We pick r > d and choose for C, the set 
(zf@:J.zJ=r, Rez>Ofu(i5:ooR, /G~>P), 
with orientation in the direction of increasing imaginary part. 
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In summary, we have obtained the result that 
d x, a, k) k exp[k’t] dk. 
1 
(71) 
It is easy to see that the integrals defining the functions 
Ji(x, a, t) =i Jc gi(x, a, k)k exp[k’t] dk iE {1,2} (72) 
4 
converge absolutely, uniformly on compact subsets of C2 x {t E C : Re t > O}. 
Thus, the functions J1 and J, are analytic in C2 x (t E @ : Re t > 0) and the 
theorem has been proved. 1 
Recall that we found in Section 1 that, for the case of variable coef- 
ficients, the function J does not inherit the discontinuities of the function 
g of that section. We can say even more about this in the constant coef- 
ficient case, as we see in the following theorem. 
THEOREM 2.3. The function J may be continued analytically on to the set 
C2 x {t E C : Re t > O}. Further, if we also denote the continuation by J, we 
have : 
$+$+ i bi 
i=O 
in @*x{t~C:Ret>O}. (73) 
Proof: By property (v) of the functions g, and g,, and by Eq. (72), it 
follows easily that Eq. (73) is satisfied by the functions J, and J2. We prove 
the theorem by demonstrating that J, and J2 are the same function. 
By property (iv) of the functions g, and g,, and by Eq. (72), we have 
a, u, k)-$ (a, a, k)=$. ?*, kexp[k2t] dk 
4 
1 
=- .slm kexp[k2t] dk=O, 
Xl -im 
for all (a, t)E@x {tE@ :Re t>O}. 
Further, by property (ii) of the functions g, and g,, and Eq. (72), we see 
that 
J,b, a, k) = J,(a, a, k), 
dJ1 ax (w,k)=~(w,k) and a, u, k) = 2 (a, a, k) 
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for all (a, t) E C x {t E C : Re t > O}. Since J, and J, satisfy Eq. (73), we also 
get that 
for all (a, t) E C x {t E C : Re t > O}. Differentiation of Eq. (73) with respect 
to x yields, by induction, that 
anJ, 
ax.( a,a,k)=$a,u,k) n = 0, 1, 2, 3, 4, . . . 
forall(u,t)ECx{tEC:Ret>O). 
Since for any fixed (a, t), Jl(x, a, t) and J2(x, a, t) are entire functions of 
X, it follows that J, and J, are identical. This completes the proof of the 
theorem. 1 
Finally, we note that Theorem 0.2(i), (ii) follow from Theorem 2.3. The 
remainder of Theorem 0.2 follows in the same way that Theorem O.l(iii) 
and (iv) are proved. 
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