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Background: The radiative neutron capture reaction rates of the r-process nucleosynthesis are immensely
affected by the microscopic structure of the low-energy spectra of compound nuclei. The relativistic (quasi-
particle) time blocking approximation (R(Q)TBA) has successfully provided a good description of the low-
energy strength, in particular, the strength associated with pygmy dipole resonance, describing transitions
from and to the nuclear ground state. The finite-temperature generalization of this method is designed for
thermally excited compound nuclei and has the potential to enrich the fine structure of the dipole strength,
especially in the low-energy region.
Purpose: To formulate the thermal extension of RTBA, i.e., finite-temperature relativistic time blocking ap-
proximation (FT-RTBA) for the nuclear response, and to implement it numerically for calculations of the
dipole strength in medium-light and medium-heavy nuclei.
Methods: The FT-RTBA equations are derived using the Matsubara Green’s function formalism. We show
that with the help of a temperature-dependent projection operator on the subspace of the imaginary time
it is possible to reduce the Bethe-Salpeter equation for the nuclear response function to a single frequency
variable equation also at finite temperatures. The approach is implemented self-consistently in the frame-
work of quantum hadrodynamics and keeps the ability of connecting the high-energy scale of heavy mesons
and the low-energy domain of nuclear medium polarization effects in a parameter-free way.
Results: The method was applied to the medium-light 48Ca, 68Ni and to the medium-heavy 100,120,132Sn
nuclei. The excitation energies E∗ of the considered compound nuclei were calculated and found to in-
crease quickly starting from temperatures 0.5≤ T ≤ 1.0 MeV. The nucleonic single-particle energies and oc-
cupancies change accordingly because of the increasing diffuseness of the Fermi-Dirac distribution with the
temperature increase. The dipole response of these nuclei was computed in the FT-RTBA and compared to
the finite-temperature relativistic RPA (FT-RRPA). It was found that the giant dipole resonance (GDR) under-
goes additional fragmentation (i) due to the thermal unblocking of the transitions between single-particle
states located on the same side of the Fermi surface and (ii) because of the general reinforcement of the
particle-vibration coupling (PVC) with the temperature growth. The low-energy part of the dipole strength
distribution is moderately enhanced at temperatures T ≤ 4.0 MeV and increases dramatically above this
temperature range. The width of the strength distribution grows rapidly with temperature at T ≥ 1.0 MeV.
The energy-weighted sum rule (EWSR) in a wide finite energy interval remains nearly flat as the temperature
increases. The traditional view of the PDR as an oscillation of the weakly bound neutron excess against the
isospin-saturated core is nearly maintained up to the temperature T = 5.0 MeV and changes to the GDR-like
pattern above this temperature. The collective behavior of the PDR disappears in the range of temperatures
1.0 ≤ T ≤ 5.0 MeV and restores beyond this range which might be, however, already beyond the limit of
existence of the nuclei.
Conclusions: We present a consistent microscopic theory and a numerically stable and executable calcula-
tion scheme for computing the nuclear response at finite temperature taking into account the PVC spreading
mechanism, in addition to the Landau damping. The presented calculations of the dipole response within
a self-consistent relativistic framework reveal that, although the Landau damping plays the leading role in
the temperature evolution of the strength distribution, (i) at moderate temperatures the PVC effects remain
almost as strong as at T = 0 and (ii) at high temperatures they are tremendously reinforced because of the
formation of the new collective low-energy modes. In the dipole channel, the latter effect is responsible
for the "disappearance" of the high-frequency GDR or, in other words, brings the GDR to the low-energy
domain.
PACS numbers: 21.10.-k, 21.30.Fe, 21.60.-n, 24.10.Cn, 24.30.Cz
I. INTRODUCTION
The isovector giant dipole resonance (IV GDR) in highly
excited nuclei is mainly observed in heavy-ion fusion reac-
tions [1, 2]. In the reactions induced by heavy-ion collisions,
the fusion between a target of heavy atomic nuclei and a
heavy-ion projectile takes place for a long time and a com-
pound nucleus is formed as an intermediate state. During
the formation of the compound nucleus, the mean field of
the system is established in a very short time and the exci-
tation energy is distributed uniformly among all the single-
particle degrees of freedom. Since the time required for the
system to achieve the thermal equilibrium is short (∼ 10−22
s) compared to the typical time it takes to decay by par-
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2ticle and gamma-ray emission (∼ 10−19 − 10−9 s), one can
apply the equilibrium statistical mechanics to describe the
hot nucleus in its intermediate states. The nuclear temper-
ature T , hence, is assigned using the definition of micro-
canonical ensemble and related to the excitation energy E∗
as E∗ ≈ aT 2, where a ≈ A/k MeV−1 is the level density pa-
rameter, k = 8−12 MeV, and A is the mass number [2]. In the
Steinwedel-Jensen hydrodynamical model, the IV GDR can
be understood as a coherent oscillation of protons against
neutrons in the dipole pattern. The general features of the
IV GDR built on the excited states can be summarized as fol-
lows [1]: (i) The EWSR is independent of temperature T and
spin angular momentum J ; (ii) The centroid energy can be
parameterized as EGDR = 18A−1/3+25A−1/6 MeV and is in-
dependent of temperature T and spin angular momentum
J ; (iii) The width grows with temperature T and spin angular
momentum J .
The temperature dependence of the high-energy part
of the GDR above the neutron emission threshold was
extensively studied experimentally in the past [3–8], see
also a relatively recent review [9]. In later studies of the
dipole response of both ground and excited states of nu-
clear systems, a concentration of electric dipole strength
has been observed in the low-energy region [10], being
most prominent in neutron-rich nuclei. The distribution
of E1 strength below the GDR region is usually classified
as pygmy dipole resonance (PDR), which, according to the
Steinwedel-Jensen hydrodynamical model, originates from
the coherent oscillation of the neutron excess against the
isospin-saturated core. Some microscopic models also fa-
vor for a collective nature of the PDR which forms at a suf-
ficient amount of the excess neutrons [11, 12]. There are
two important physical aspects related to the study of the
PDR. First, the structure of the PDR can significantly en-
hance the neutron-capture reaction rates of rapid neutron-
capture nucleosynthesis (or r-process) [13–17], which is re-
sponsible for the formation of chemical elements heavier
than iron [18]. Second, the PDR can be related to the isovec-
tor components of effective nuclear interactions and to the
equation of state (EOS) of nuclear matter [11, 12]. The to-
tal PDR strength can provide an experimental constraint on
the neutron skin thickness and, in turn, on the symmetry
energy of the EOS, which is a key ingredient to study dense
astrophysical objects, such as neutron stars [10].
An accurate theoretical description of response of com-
pound nuclei, or nuclei at finite temperature, is an ardu-
ous task. In the past, the multipole response of hot nu-
clei has been studied theoretically within several frame-
works, such as finite-temperature random-phase approx-
imation (FT-RPA) using schematic models [19–24] or FT-
RPA with separable forces for deformed rotating nuclei [25,
26]. Approaches beyond FT-RPA include spreading mech-
anisms and are represented by the finite-temperature nu-
clear field theory (NFT), which takes into account the cou-
pling between nucleons and low-lying vibrational modes
[27, 28], the collision-integral approach [29, 30], and the
quasiparticle-phonon model (QPM), which operates by the
phonon-phonon coupling, formulated as thermofield dy-
namics [31]. On the other hand, phenomenological treat-
ment of thermal shape fluctuations and of the particle evap-
oration have enabled a good description of the overall tem-
perature evolution of the GDR [32–36].
The finite-temperature Hartree-Fock-Bogoliubov
(FTHFB) equations were derived in [37] and applied for
solving the two-level model in [19]. The finite-temperature
quasiparticle random phase approximation (FT-QRPA)
equations were derived based on FTHFB theory and solved
for a schematic model to calculate the GDR response of
hot spherical nuclei [38]. Shortly after that, the formalism
was applied successfully to hot rotating nuclei in [39].
The continuum FT-RPA [40] and FT-QRPA [41, 42] were
successfully applied to various calculations of dipole and
quadrupole response of medium-mass nuclei. Later on it
was realized that thermal continuum effects may play the
major role in explaining the enhancement of the low-energy
dipole strength [43] observed in experiments [44–46]. More
recently, realistic self-consistent approaches in the frame-
work of the relativistic FT-RPA [47] and non-relativistic
Skyrme FT-QRPA [48] became available for systematic
studies of atomic nuclei across the nuclear chart.
The approaches like RPA and QRPA are commonly classi-
fied as the one-loop approximation because they sum only
simple ring diagrams. However, correlations beyond this
approximation are known to be very important for accurate
description of the nuclear response. The above-mentioned
numerical implementations of the finite-temperature ap-
proaches beyond R(Q)RPA [27, 28, 30, 31] are rather lim-
ited and mainly focused on the GDR’s width problem while
the details of the strength distribution, especially of the
low-energy strength, are barely addressed. These details,
however, become increasingly important now in the con-
text of astrophysical modeling. Besides that, the results of
these approaches are, in some aspects, controversial, al-
though the general framework is, in principle, well estab-
lished [49, 50]. These drawbacks may be related to lim-
ited computational capabilities, the use of too simplified
nucleon-nucleon interactions and lack of self-consistency.
In the present work we aim at building a self-consistent
microscopic approach to the finite-temperature nuclear
response which (i) is based on the high-quality effective
meson-exchange interaction, (ii) takes into account spread-
ing mechanisms microscopically, (iii) is numerically stable
and executable, and (iv) allows for systematic studies of
both low and high-energy excitations and deexcitations of
compound nuclei in a wide range of mass and tempera-
tures. For this purpose, we generalize the response theory
developed during the last decade [51–54] in the relativistic
framework of quantum hadrodynamics for the case of zero
temperature. This approach is based on the covariant en-
ergy density functional with the meson-nucleon interaction
[55, 56] and applies the Green’s function formalism and the
time blocking approximation [57] for the time-dependent
part of the nucleon-nucleon interaction in the correlated
medium.
The time blocking approximation was formulated orig-
inally in Ref. [57] as a non-perturbative approach to the
3nuclear response beyond RPA. It is based on the time pro-
jection technique within the Green function formalism,
which allows for decoupling of configurations of the low-
est complexity beyond 1p1h (one-particle-one-hole), such
as 1p1h⊗phonon (particle-hole pair coupled to a phonon),
from the higher-order ones. This approximation has solved
a few conceptual problems at ones: the resulting response
function satisfies the general quantum field theory require-
ments on its analytical properties (locality and unitarity), re-
duces the Bethe-Salpeter equation to a one-frequency vari-
able equation and ensures a stable numerical scheme for
realistic calculations. The method was applied systemati-
cally in nuclear structure calculations as an extension of the
Landau-Migdal theory for non-superfluid nuclear systems
[58] and later generalized for superfluid ones [59, 60]. It
has been supplemented by the subtraction procedure intro-
duced in analogy with those of quantum electrodynamics,
which enables one to avoid double counting of the particle-
vibration coupling (PVC) in the frameworks based on phe-
nomenological mean fields or effective energy density func-
tionals [60, 61]. Since then the time blocking approxima-
tion is used consistently in non-relativistic [62–66] and rel-
ativistic [51–54, 67–69] nuclear structure calculations. The
method is systematically improvable and admits extensions
which include time-reversed PVC loops as complex ground
state correlations [58, 59, 69] and higher-order configura-
tions [89].
At zero temperature the inclusion of the PVC effects in the
time blocking approximation leads to a consistent refine-
ment of the calculated spectra in both neutral [10, 16, 17, 53,
54, 70–76] and charge-exchange [67–69, 77–79] channels, as
compared to the (Q)RPA approaches, due to the spread-
ing effects. In this work we adopt the Matsubara Green’s
function formalism for the finite-temperature generaliza-
tion of the relativistic time blocking approximation (RTBA)
[51]. The first results obtained within the finite-temperature
RTBA (FT-RTBA) were presented in Ref. [80] and here we
follow up this article with a more detailed formalism and an
extended discussion.
The article is organized as follows. A brief overview of
the grand canonical ensemble (GCE) is given in Section II A.
In Section II B, we review the zero-temperature relativistic
mean-field (RMF) theory in detail and generalize it for finite
temperature. Section II C is devoted to the general relations
defining the finite-temperature response function, while
Section II D introduces the finite-temperature time block-
ing approximation to the particle-vibration coupling ampli-
tude. Extraction of the transition densities is discussed in
Section II E. In Section III, we describe details of the numer-
ical implementation of the developed method and discuss
the results of the calculations. The conclusions and outlook
are presented in Section IV.
II. FORMALISM
A. Grand canonical ensemble
The grand canonical ensemble represents possible states
of an open system which can exchange the energy as well as
particles with a reservoir and which is characterized by such
thermodynamical variables as temperature T and chemical
potential µ. For the equilibrium distribution of these states
the grand potential [37, 38, 81]
Ω= E −T S−µN (1)
is minimal, i.e., δΩ= 0. A positive definite density operator
ρˆ is introduced as:
ρˆ† = ρˆ and Trρˆ = 1, (2)
where the symbol Tr represents a summation of all diagonal
elements of the matrix or matrices under the operation, and
the summation includes all possible numbers of particles of
all kinds and all possible states of these particles. In terms
of the density operator ρˆ, the average energy E , the average
particle number N , and the entropy S of the system can be
determined as
E = 〈Hˆ〉 =Tr(ρˆHˆ), (3)
N = 〈Nˆ〉 =Tr(ρˆNˆ ), (4)
S = 〈−k ln ρˆ〉 =−kTr(ρˆ ln ρˆ), (5)
where k is the Boltzmann’s constant. From the last three
equations and the constraint Trρˆ = 1, the minimization of
grand potentialΩ leads to
Tr
{
δρˆ
[
Hˆ −µNˆ +kT (ln ρˆ+1)]}= 0. (6)
Since δρˆ is arbitrary, the last equation and the constraint
Trρˆ = 1 gives the solution for the density operator ρˆ of the
form
ρˆ = Z−1e−(Hˆ−µNˆ )/kT , (7)
Z =Tr
[
e−(Hˆ−µNˆ )/kT
]
, (8)
where Z is the grand partition function. The thermal aver-
age of an operator Oˆ then reads:
〈Oˆ〉 =Tr(ρˆOˆ )= Z−1Tr
[
e−(Hˆ−µNˆ )/kT Oˆ
]
. (9)
Given the grand canonical partition function Z , several
thermodynamic quantities can be obtained as follows [81]:
Ω=−kT ln Z =−PV , (10)
E =− ∂ ln Z
∂β
∣∣∣∣
z,V
, (11)
N = z ∂ ln Z
∂z
∣∣∣∣
β,V
, (12)
S = 1
T
[
E −µN −Ω] , (13)
where z = eµ/kT is the fugacity and β= 1/kT . In the follow-
ing we take the value of k = 1.
4B. Relativistic mean-field theory at zero and finite
temperatures
We start with the Lagrangian density of quantum hadro-
dynamics (QHD) [55, 82, 83]:
L =ψ(iγµ∂µ−M)ψ+ 1
2
(
∂µσ∂µσ−m2σσ2
)−
− 1
2
(
1
2
ΩµνΩ
µν−m2ωωµωµ
)
−
− 1
2
(
1
2
~Rµν~R
µν−m2ρ~ρµ~ρµ
)
− 1
4
FµνFµν−
−ψΓσσψ−ψΓµωωµψ−ψ~Γµρ~ρµψ
−ψΓµe Aµψ−U (σ), (14)
where M is the mass of the nucleon,ψ is the nucleonic field,
σ is the scalarσ-meson, ma (a =σ, ω, ρ) are meson masses,
and the tensors Ωµν, ~Rµν, and Fµν represent the ω-meson,
ρ-meson and the electromagnetic field, respectively,
Ωµν = ∂µων−∂νωµ, (15)
~Rµν = ∂µ~ρν−∂ν~ρµ, (16)
Fµν = ∂µAν−∂νAµ. (17)
We use the arrow to denote isovectors and boldface letters
to indicate vectors in three-dimensional space. The Greek
indices run over the components in Minkowski space: 0, 1,
2, and 3, where 0 represents the time-like component and
the other denote the space-like components. We also apply
the Einstein summation convention, i.e., summation over
the repeated indices is implied. The meson-nucleon ver-
tices Γσ, Γ
µ
ω,~Γ
µ
ρ , and photon-nucleon vertex Γ
µ
e read
Γσ = gσ, Γµω = gωγµ, ~Γµρ = gργµ~τ, Γµe =
1
2
(1+τ3)eγµ, (18)
where ga (a =σ, ω, ρ) and e are the corresponding coupling
constants. The non-linear σ self-interaction term U (σ), fol-
lowing Ref. [84], reads:
U (σ)= 1
3
g2σ
3+ 1
4
g3σ
4. (19)
The corresponding Euler-Lagrange equations are, for the
nucleonic fields:[
iγµ∂
µ−M −∑
m
Γmφm(r, t )
]
ψ(r, t )= 0, (20)
where m = {σ, ω, ρ, e}, Γm =
{
Γσ, Γ
µ
ω,~Γ
µ
ρ , Γ
µ
e
}
, φm ={
σ, ωµ, ~ρµ, Aµ
}
, and for the meson and electromagnetic
fields:
(ä+m2σ)σ(r, t )=−ψ(r, t )Γσψ(r, t )−
dU (σ)
dσ
, (21)
(ä+m2ω)ωµ(r, t )=ψ(r, t )Γµωψ(r, t ), (22)
(ä+m2ρ)~ρµ(r, t )=ψ(r, t )~Γµρψ(r, t ), (23)
äAµ(r, t )=ψ(r, t )Γµeψ(r, t ), (24)
where
ä := ∂µ∂µ = ∂
2
∂t 2
−∇2 (25)
is the d’Alembertian operator and we have imposed the
Lorenz gauge condition:
∂µω
µ(r, t )= 0, ∂µ~ρµ(r, t )= 0, ∂µAµ(r, t )= 0. (26)
To solve the time-dependent self-consistent field equations,
i.e., Eqs. (20)-(24), directly is a very non-trivial task. The
leading approximation implies that the meson field and the
electromagnetic field operators are replaced by their expec-
tation values in the nuclear ground state, which constitutes
the relativistic mean-field (RMF) approximation. As a re-
sult, the nucleons move independently in the classical me-
son fields. In this work, we will use the RMF as a basis for
the nuclear response calculations by means of the solution
of the Bethe-Salpeter equation, where we approximately re-
store the time dependence neglected in the RMF.
The corresponding covariant energy density functional
(CEDF) is given as
ERMF[ρˆ,φ]= 〈Φ|HˆRMF|Φ〉
=Tr[(α ·p+βM +βΓmφm)ρˆ]+
+ 1
2
∫
d 3r
[
σ˙2+ (∇σ)2+m2σσ2
]−
− 1
2
∫
d 3r
[
ω˙ j ω˙ j + (∇ωµ) · (∇ωµ)+m2ωωµωµ
]
−
− 1
2
∫
d 3r
[
~˙ρ j ~˙ρ j + (∇~ρµ) · (∇~ρµ)+m2ρ~ρµ~ρµ
]
−
− 1
2
∫
d 3r
[
A˙ j A˙ j + (∇Aµ) · (∇Aµ)
]
+
+
∫
d 3rU (σ), (27)
where β = γ0, α = βγ, and the latin index j denotes only
the space-like components. To obtain Eq. (27), we have
considered the zero-components of the vector fields, i.e.,
ω0(r), ~ρ0(r), A0(r), being static, or time-independent. This
consideration is valid for the case of heavy mesons and
long-wave photons, for which the one-meson and one-
photon exchange potentials are nearly time-independent
and take the forms of static Yukawa and Coulomb poten-
tials, respectively [82, 85]. The trace in Eq. (27) repre-
sents a sum over Dirac indices of the density matrix ρˆ and
an integral in the coordinate space, and we have used the
mean-field approximation for the meson and electromag-
netic fields:
〈Φ|φm |Φ〉 =φm , 〈Φ|φm aˆ†k ′ aˆk |Φ〉 =φm〈Φ|aˆ†k ′ aˆk |Φ〉. (28)
The finite-temperature generalization of the RMF theory
can be established using the general prescription given in
subsection II A. Minimization of the grand potential (1) with
the CEDF of Eq. (27) leads to the single-particle density op-
erator of the form:
ρˆ = e
−(Hˆ−µNˆ )/T
Tr
[
e−(Hˆ−µNˆ )/T
] , (29)
5where the Hamilton operator Hˆ is given by
Hˆ =α ·p+β[M +Γmφm(r, t )] . (30)
The expression of operator Hˆ can be simplified further for
the stationary solutions:
ψk (r, t )=ψk (r)e−iεk t , (31)
where εk is the single-particle energy of the state k. The
Dirac equation (20) now becomes
hˆDψk (r)= εkψk (r), (32)
where hˆD is the Dirac Hamiltonian:
hˆD =α ·p+β(M + Σ˜(r)), (33)
and Σ˜(r) is the static RMF self-energy (mass operator):
Σ˜(r)=∑
m
Γmφm(r). (34)
Further we assume the time-reversal symmetry of the RMF,
so that the current densities are equal to zero and, there-
fore, the spatial components of the meson and electromag-
netic fields vanish. Furthermore, the isospin τ3 is supposed
to be a good quantum number, so that the only non-zero
component of ~ρ0 is ρ03. Thus, the static RMF self-energy is
decomposed into the scalar Σ˜s (r) and the vector time-like
Σ˜0(r) components as follows:
Σ˜s (r)= gσσ(r), (35)
Σ˜0(r)=β
[
gωω
0(r)+ 1
2
(1+τ3)e A0(r)+ gρτ3ρ03
]
. (36)
The non-vanishing meson and electromagnetic fields sat-
isfy the following equations:
(−∇2+m2σ)σ(r)=−gσρs (r)− dU (σ)dσ , (37)(−∇2+m2ω)ω0(r)= gωρv (r), (38)(
−∇2+m2ρ
)
ρ03(r)= gρρ3(r), (39)
−∇2 A0(r)= eρc (r), (40)
where ρs , ρv , ρ3, and ρc respectively are the scalar, baryon,
isovector, and charge densities:
ρs (r, t )=
∑
k`
ρ`kψk (r)ψ`(r)e
i (εk−ε`)t , (41)
ρv (r, t )=
∑
k`
ρ`kψ
†
k (r)ψ`(r)e
i (εk−ε`)t , (42)
ρ3(r, t )=
∑
k`
ρ`kψ
†
k (r)τ3ψ`(r)e
i (εk−ε`)t , (43)
ρc (r, t )=
∑
k`
ρ`kψ
†
k (r)
1
2
(1+τ3)ψ`(r)e i (εk−ε`)t . (44)
At zero temperature, the single-particle density matrix
ρ`k = δ`k for states |h〉 below the Fermi level and zero oth-
erwise. Therefore, the densities (41)-(44) reduce to:
ρs (r)=
A∑
k=1
ψk (r)ψk (r), (45)
ρv (r)=
A∑
k=1
ψ†k (r)ψk (r), (46)
ρ3(r)=
A∑
k=1
ψ†k (r)τ3ψk (r), (47)
ρc (r)=
A∑
k=1
ψ†k (r)
1
2
(1+τ3)ψk (r). (48)
Under the above-mentioned assumptions the operator
Hˆ becomes the Dirac Hamiltonian hˆD which, in the basis
of Eq. (32), can be written as
hˆD =∑
k
εk aˆ
†
k aˆk , (49)
while the total particle number operator Nˆ can be ex-
pressed as follows:
Nˆ =∑
k
aˆ†k aˆk . (50)
From the last two equations, we obtain the grand partition
functionZ :
Z =∏
k
[
1+ ze−εk /T ] (51)
and the mean value of the operator Nˆ :
N = 〈Nˆ 〉 =∑
k
nk , (52)
while the Fermi-Dirac occupation number nk of the state k
reads:
nk (T )= n(εk ,T )=
1
1+e(εk−µ)/T , (53)
where
∑
k nk = A with A being the total number of nucleons.
From Eqs. (50,52) we can obtain that
〈aˆ†k aˆk〉 = nk . (54)
At finite temperature, the single-particle density matrix ρk`
becomes [37, 86]
ρk` =Tr
[
ρˆaˆ†
`
aˆk
]
= 〈aˆ†
`
aˆk〉 = δ`k nk (55)
and the densities (41)-(44) reduce to the following set:
ρs (r)=
∑
k
nkψk (r)ψk (r), (56)
ρv (r)=
∑
k
nkψ
†
k (r)ψk (r), (57)
ρ3(r)=
∑
k
nkψ
†
k (r)τ3ψk (r), (58)
ρc (r)=
∑
k
nkψ
†
k (r)
1
2
(1+τ3)ψk (r). (59)
6In the present work we will deal with spherical nuclei,
which implies spherical symmetry, so that the spinor ψk (r)
is specified by the set of quantum numbers k = {(k),mk },
where (k) = {nk , jk , pik , τk }. Here nk is the radial quantum
number, jk , mk are the angular momentum quantum num-
ber and its z-component, respectively, pik is the parity, and
τk is the isospin. Taking into account the spin s and isospin
t variables, the Dirac spinor ψk (r, s, t ) takes the form [51]:
ψk (r, s, t )=
(
f(k)(r )Φlk jk mk (ϑ,ϕ, s)
i g(k)(r )Φl˜k jk mk (ϑ,ϕ, s)
)
χτk (t ), (60)
where the orbital angular momenta of the large and small
components, i.e., lk and l˜k , respectively, are related to the
parity pik as follows: lk = jk + 12 , l˜k = jk − 12 for pik = (−1) jk+
1
2
lk = jk − 12 , l˜k = jk + 12 for pik = (−1) jk−
1
2
, (61)
f(k)(r ) and g(k)(r ) are radial wave functions, and
Φl j m(ϑ,ϕ, s) is the spin-angular part:
Φl j m(ϑ,ϕ, s)=
∑
ms ml
〈 12 ms l ml | j m〉Ylml (ϑ,ϕ)χms (s). (62)
C. Finite-temperature response function
The main observable under consideration will be the
strength function which describes the probability distribu-
tion of nuclear transitions under a weak perturbation in-
duced by an external field Vˆ 0. At zero temperature, it is de-
fined as [58]:
S(ω)= ∑
n>0
[
|〈n|Vˆ 0†|0〉|2δ(ω−ωn)−
−|〈n|Vˆ 0|0〉|2δ(ω+ωn)
]
, (63)
where ωn = En − E0 is the excitation energy with respect
to the ground state energy E0. The states |n〉 and the en-
ergies En are the exact eigenstates and eigenvalues of the
many-body Hamiltonian Hˆ characterized by a set of quan-
tum numbers n. As possible external fields Vˆ 0 we will con-
sider operators of the one-body character:
Vˆ 0 = ∑
k1k2
V 0k1k2 aˆ
†
k1
aˆk2 . (64)
The transition density between the ground state and the ex-
cited state n is given by:
ρn0k1k2 = 〈n|aˆ
†
k1
aˆk2 |0〉, (65)
which differs by the complex conjugation from that of Ref.
[51]. At zero temperature, the response function R(ω), de-
fined as [58]
Rk1k2,k3k4 (ω)=
∫ ∞
−∞
dε
2pii
Rk1k2,k3k4 (ω,ε)
= ∑
n>0
[
ρn0∗k2k1ρ
n0
k4k3
ω+ωn + iδ
−
ρn0k1k2
ρn0∗k3k4
ω−ωn + iδ
]
, δ→+0, (66)
completely determines the strength function S(ω) via:
S(ω)= 1
pi
lim
∆→+0
ImΠpp (ω+ i∆), (67)
where the polarizability Πpp (ω) is defined as the double
convolution of the full response function R(ω) with the ex-
ternal field Vˆ 0:
Πpp (ω)=
∑
k1k2k3k4
V 0∗k2k1 Rk1k2,k3k4 (ω)V
0
k4k3
. (68)
The quantity ∆ in Eq. (67) is a finite imaginary part of the
energy variable, which is commonly used as a smearing pa-
rameter related to the finite experimental resolution and
missing microscopic effects.
The strength function at finite temperature is defined as
[39]
S˜(E)=∑
i f
pi |〈 f |Vˆ 0†|i 〉|2δ(E −E f +Ei )≡ S+(E), (69)
where f denotes the set of final states and i stands for pos-
sible initial states distributed with the probabilities pi :
pi = e
−Ei /T∑
j e
−E j /T . (70)
Using the principle of detailed balance, for the emission
strength function we have:
S−(E)=
∑
i f
pi |〈 f |Vˆ 0|i 〉|2δ(E +E f −Ei )= e−E/T S+(E), (71)
so that the strength function S˜(E) becomes
S˜(E)= 1
1−e−E/T [S+(E)−S−(E)]
= lim
∆→+0
1
pi
1
1−e−E/T Im
[∑
i f
pi
{ |〈 f |Vˆ 0|i 〉|2
E +E f −Ei + i∆
−
− |〈 f |Vˆ
0†|i 〉|2
E −E f +Ei + i∆
}]
. (72)
In terms of the finite-temperature response function (δ→
+0):
Rk1k2,k3k4 (E)=
∑
i f
pi
 〈 f |aˆ
†
k4
aˆk3 |i 〉〈i |aˆ†k1 aˆk2 | f 〉
E +E f −Ei + iδ
−
−
〈 f |aˆ†k1 aˆk2 |i 〉〈i |aˆ
†
k4
aˆk3 | f 〉
E −E f +Ei + iδ
 , (73)
the strength function S˜(E) can be expressed as
S˜(E)= 1
1−e−E/T S(E), (74)
S(E)= lim
∆→+0
1
pi
Im
∑
k1k2k3k4
V 0∗k2k1Rk1k2,k3k4 (E + i∆)V
0
k4k3
.
(75)
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[
1−exp(−E/T )]−1 is, thereby, the new feature
which is inherent for the finite-temperature strength func-
tion. In particular, it influences the low-energy behavior of
S˜(E), in addition to the appearance of new poles in the re-
sponse function, and makes the zero-energy limit of S˜(E) fi-
nite at T > 0, in contrast to that of the spectral density S(E),
whose zero-energy limit is zero at all temperatures.
In analogy to the case of zero temperature [58], the spec-
tral representation of the finite-temperature response func-
tion can be defined as
Rk1k2,k3k4 (ωn) := T
∑
`
Rk1k2,k3k4 (ωn ,ε`), (76)
via the solution of the Bethe-Salpeter equation (BSE) in the
particle-hole (ph) channel:
Rk1k2,k3k4 (ωn ,ε`)
=R0k1k2,k3k4 (ωn ,ε`)−
∑
k5k6k7k8
R0k1k2,k5k6 (ωn ,ε`)×
× T∑
`′
Uk5k6,k7k8 (ωn ,ε`,ε`′ )Rk7k8,k3k4 (ωn ,ε`′ ), (77)
where R0k1k2,k3k4 (ωn ,ε`) = −Gk3k1 (ωn + ε`)Gk2k4 (ε`) is the
uncorrelated particle-hole response, G is the exact one-
body Matsubara Green’s function, and U is the nucleon-
nucleon interaction amplitude. In this work we will con-
sider nuclear response in the particle-hole channel, so that,
accordingly,U will be the particle-hole (direct-channel) in-
teraction. In the following, where there is no need of spec-
ifying the basis indices and energy arguments, we will use
relations in the operator form. In particular, the BSE (77)
reads:
R =R0−R0UR, (78)
withR0 =−GG . The Matsubara frequencies ωn , ε`, and ε`′
are discrete variables defined asωn = 2npiT , ε` = (2`+1)piT ,
and ε`′ = (2`′+1)piT , where n, `, and `′ are integer numbers.
The Green’s function G satisfies the Dyson equation
Gk1k2 (ε`)=G 0k1k2 (ε`)+
∑
k3k4
G 0k1k3 (ε`)Σk3k4 (ε`)Gk4k2 (ε`),
(79)
where G 0 is the unperturbed one-body Matsubara Green’s
function and Σ is the self-energy (mass operator). In the
general equation of motion (EOM) approach [49, 50, 87],
the self-energy Σ decomposes into the static and the time-
dependent parts, and the latter translates to the energy-
dependent term in the energy domain:
Σ(ε)= Σ˜+Σe (ε), (80)
whereΣe represents the energy-dependent, in general, non-
local self-energy. It is convenient to introduce the tempera-
ture mean-field Green’s function G˜ , such as
G˜ =G 0+G 0Σ˜G˜ , G = G˜ + G˜ΣeG . (81)
In the imaginary-time τ (0 < τ < 1/T ) representation, the
g g†
2 3 1
(a)
g†2
3
1g
(b)
FIG. 1. Diagrammatic representation of Σe for (a) σ = +1 and (b)
σ = −1. Straight lines represent one-fermion propagators, circles
denote the particle-phonon coupling vertices, and the wiggly lines
correspond to the phonon propagators.
temperature mean-field Green’s function G˜ reads [86]:
G˜ (2,1)=∑
σ
G˜σ(2,1), (82)
G˜σ(2,1)=−σδk1k2 n[−σεk1 ,T ]×
× e−(εk1−µ)τ21θ(στ21), (83)
where τ21 = τ2−τ1 (−1/T < τ21 < 1/T ), θ(τ) is the Heaviside
step-function, and each number index represents all single-
particle quantum numbers and imaginary-time variable:
1= {k1,τ1}. The index σ=+1(−1) denotes the retarded (ad-
vanced) component of G˜ and n(εk1 ,T ) is the Fermi-Dirac
occupation number (53). The Fourier transformation with
respect to the imaginary time [86] gives the mean-field Mat-
subara Green’s function in the domain of the discrete imag-
inary energy variable:
G˜k2k1 (ε`)=
1
2
∫ 1/T
−1/T
dτ21e
iε`τ21 G˜ (2,1)
= δk1k2
iε`−εk1 +µ
= δk1k2 G˜k1 (ε`). (84)
As it is shown in the EOM approach [87], the Dyson equa-
tion for the single-particle Green’s function with the exact
self-energy can not be reduced to the closed form. The
time-dependent part of the self-energy involves the knowl-
edge about the three-body Green function, whose EOM can
be further generated, but includes higher-order fermionic
propagators. A factorization of the three-body Green func-
tion into the one-body and two-body propagators allows
for a truncation of the problem at the two-body level [87,
88]. Thus, the energy-dependent mass operator Σe (ε) in-
cludes, in the leading approximation, the single-particle
propagator contracted with the particle-hole and particle-
particle (pp) response (correlation) functions, as shown di-
agrammatically in Fig. 1. These correlated ph and pp
pairs are identified with phonons propagating in the nu-
clear medium. The poles of the phonon propagators ωm ,
together with the particle-phonon, or particle-vibration,
coupling vertices g m are, in general, extracted from the
self-consistent solutions of the particle-hole and particle-
particle response equations of the type (77). In the lead-
ing approximation we can neglect the retardation effects in
8these internal correlation functions, i.e. take the solutions
of the RPA type. This approximation will be considered in
the present work. Further approximation neglects the con-
tributions of pairing, charge-exchange and spin-flip vibra-
tions, which are proven to be minor. The procedure of in-
cluding higher-order effects was outlined in Ref. [89] and
will be considered numerically elsewhere.
The finite-temperature phonon propagator is defined as
[86]:
Dm(ωn)=
∑
σ
σ
iωn −σωm
, (85)
where m labels the complete set of the phonon quantum
numbers, in particular, ωm is the real phonon frequency.
The analytical form of the mass operator Σe shown in Fig.
1 reads:
Σek1k2 (ε`)=−T
∑
k3,m
∑
`′
G˜k3 (ε`′ )
∑
σ
σg m(σ)∗k1k3 g
m(σ)
k2k3
iε`− iε`′ −σωm
, (86)
where we define the vertices g m(σ) as [51, 57]:
g m(σ)k1k2 = δσ,+1g
m
k1k2
+δσ,−1g m∗k2k1 . (87)
The phonon vertices g mk1k2 are, in the leading approxima-
tion,
g mk1k2 =
∑
k3k4
U˜k1k2,k3k4ρ
m
k3k4
, (88)
where
U˜k`,k ′`′ =
δΣ˜k ′`′
δρk`
(89)
is the effective meson-exchange interaction in the static
approximation and ρm are the transition densities of the
phonons. The summation over `′ in Eq. (86) can be trans-
formed into a contour integral following the technique of
Ref. [90]. Thus, the final expression for the mass operator
Σe reads:
Σek1k2 (ε`)=
∑
k3,m
{
g m∗k1k3 g
m
k2k3
N (ωm ,T )+1−n(εk3 ,T )
iε`−εk3 +µ−ωm
+
+ g mk3k1 g
m∗
k3k2
n(εk3 ,T )+N (ωm ,T )
iε`−εk3 +µ+ωm
}
, (90)
where N (ωm ,T ) is the occupation number of mth phonon
with frequency ωm :
N (ωm ,T )= 1
eωm /T −1 . (91)
Similar to the mass operator Σ, the interaction ampli-
tude U has two terms, i.e., the static relativistic mean-
field part U˜ and energy-dependent part U e . The energy-
dependent interaction amplitude U e , which satisfies the
finite-temperature dynamical consistency condition, anal-
ogously to the T = 0 case [58],
Σek1k2 (ε`+ωn)−Σ
e
k1k2
(ε`)
= T ∑
k3k4
∑
`′
U ek2k1,k4k3 (ωn ,ε`,ε`′ )×
× [G˜k3k4 (ε`′ +ωn)− G˜k3k4 (ε`′ )], (92)
takes the form
U ek1k2,k3k4
(ωn ,ε`,ε`′ )
= ∑
m
g mk4k2 g
m∗
k3k1
iε`− iε`′ +ωm
−∑
m
g m∗k2k4 g
m
k1k3
iε`− iε`′ −ωm
.
(93)
Similar to our treatment of the Dyson equation (79), we
can solve the BSE (77) in two steps. First, we calculate the
correlated propagatorRe from the BSE
Re =−GG +GGU eRe . (94)
Second, we solve the remaining equation
R =Re −ReU˜R, (95)
to obtain the full response R. In the approaches based on
the well-defined mean field, such as the RMF, it is conve-
nient to use the mean-field basis which diagonalizes the
mean-field one-fermion Green’s function G˜ defined by Eq.
(81). Then, the equation forRe can be formulated in terms
of G˜ :
Re = R˜0−R˜0W eRe , (96)
where
R˜0 =−G˜ G˜ , (97)
W e =W e −ΣeΣe , (98)
W e =U e + G˜−1Σe +Σe G˜−1. (99)
The diagrammatic representation of Eq. (96) is shown in Fig.
(2).
D. Finite-temperature time blocking approximation: "soft"
blocking
As the equation (96) has the singular kernel, it can not be
solved directly in its present form. The time blocking ap-
proximation proposed originally in Ref. [57] for the case
of T = 0 and adopted for the relativistic framework in Refs.
[51, 52] allows for a reduction of the BSE to one energy vari-
able equation with the interaction kernel where the internal
energy variables can be integrated out separately. The main
idea of the method is to introduce a time projection opera-
tor into the integral part of the BSE for the correlated prop-
agatorRe . This operator acting on the uncorrelated mean-
field propagator in the second term on the right hand side of
Eq. (96) brings it to a separable form with respect to its two
energy variables, see Ref. [58] for details. The analogous
imaginary-time projection operator for the finite tempera-
ture case would look as follows:
Θ(12,34)= δσk1 ,−σk2θ(σk1τ41)θ(σk1τ32), (100)
however, it turns out that at T > 0 it does not lead to a similar
separable function in the kernel of Eq. (96).
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FIG. 2. Bethe-Salpeter equation for the correlated propagatorRe in the diagrammatic representation.
In order to reach the desired separable form, we found
that the imaginary-time projection operator has to be mod-
ified as follows:
Θ(12,34;T )= δσk1 ,−σk2θ(σk1τ41)θ(σk1τ32)×
×[n(σk1εk2 ,T )θ(σk1τ12)+n(σk2εk1 ,T )θ(σk2τ12)],
(101)
i.e. it should contain an additional multiplier with the de-
pendence on the diffuse Fermi-Dirac distribution function,
which turns to unity in the T = 0 limit at the condition
σk1 =−σk2 .
Acting by the projection operatorΘ(12,34;T ) on the com-
ponents of R˜0(12,34)=−G˜ (3,1)G˜ (2,4), we construct an op-
erator D˜ of the form
D˜(12,34)=Θ(12,34;T )R˜0(σk1σk2 )(12,34)=
=−δσk1 ,−σk2 G˜
σk1 (3,1)G˜σk2 (2,4)θ(σk1τ41)θ(σk1τ32)×
×[n(σk1εk2 ,T )θ(σk1τ12)+n(σk2εk1 ,T )θ(σk2τ12)]
(102)
and make a substitution
R˜0 → D˜ (103)
in the second term of Eq. (96). In Eq. (102), σk = +1(−1)
for particle (hole). The Kronecker delta δσk1 ,−σk2 constraints
the possible combinations of (σk1 ,σk2 ) to be (+1,−1) and
(−1,+1). A pair of state {k1,k2} is considered as a ph (hp)
pair if the energy difference εk1 −εk2 is larger (smaller) than
zero. The replacement of R˜0 by D˜ corresponds to the elim-
ination of the processes with configuration more complex
than ph⊗phonon ones, in analogy to the case of T = 0 [58].
Thus, in the leading approximation, we keep the terms with
ph and ph⊗phonon configurations and neglect terms with
higher configurations including −ΣeΣe in Eq. (96). As a re-
sult, the equation for the correlated propagatorRe takes the
form
Re (12,34)= R˜0(12,34)+
τ∑
5678
D˜(12,56)
[
U e (56,78)+
+ G˜−1(7,5)Σe (6,8)+Σe (7,5)G˜−1(6,8)
]
Re (78,34),
(104)
in the imaginary-time representation, where the summa-
tions imply integrations over the time arguments:
τ∑
12..
= ∑
k1k2...
∫ 1/T
0
dτ1dτ2 · · · . (105)
After the 3-Fourier transformation with respect to the
imaginary-time,
Rek1k2,k3k4
(ωn ,ε`,ε`′ )=
1
8
∫ 1/T
−1/T
dτ31dτ21dτ34×
×e i (ωnτ31+ε`τ21+ε`′τ34)Re (12,34), (106)
the summation over the fermionic discrete variables ` and
`′,
Rek1k2,k3k4 (ωn)= T
2
∑
`
∑
`′
Rek1k2,k3k4 (ωn ,ε`,ε`′ ),
(107)
and the analytical continuation to the real frequencies, we
obtain
Rek1k2,k3k4 (ω)= R˜
0
k1k2,k3k4
(ω)−
− ∑
k5k6,k7k8
R˜0k1k2,k5k6 (ω)Φk5k6,k7k8 (ω)R
e
k7k8,k3k4
(ω),
(108)
where the spectral representation of the uncorrelated prop-
agator is
R˜0k1k2,k3k4 (ω)=−δk1k3δk2k4
n(εk2 ,T )−n(εk1 ,T )
ω−εk1 +εk2
(109)
and the particle-vibration coupling amplitude is
Φk1k2,k3k4 (ω)=
δσk1 ,−σk2σk1
n(εk4 ,T )−n(εk3 ,T )
×
× ∑
k5k6m
∑
ηm=±1
ηmζ
mηm
k1k2,k5k6
ζ
mηm∗
k3k4,k5k6
×
× [N (ηmωm ,T )+n(εk6 ,T )][n(εk6 −ηmωm ,T )−n(εk5 ,T )]
ω−εk5 +εk6 −ηmωm
,
(110)
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where we have defined the phonon vertex matrices ζmηm as
ζ
mηm
k1k2,k5k6
= δk1k5 g m(ηm )k6k2 − g
m(ηm )
k1k5
δk6k2 . (111)
It can be verified that the hp-components of particle-
vibration coupling amplitude, i.e.,Φhp,h’p’(ω), are connected
to the ph-components, i.e.,Φph,p’h’(ω), via
Φhp,h’p’(ω)=Φ∗ph,p’h’(−ω). (112)
Using the shorthand notation, Eq. (108) can be rewritten as
Re = R˜0−R˜0ΦRe (113)
and the BSE for the full response function becomes
R = R˜0−R˜0
[
U˜ +δΦ
]
R, (114)
where the particle-phonon coupling amplitude is corrected
as follows
Φ(ω)→ δΦ(ω)=Φ(ω)−Φ(0), (115)
i.e. by the subtraction of itself at ω = 0. This subtraction is
necessary for the CEDF-based calculations where the static
contribution of the particle-phonon coupling is implicitly
contained in the residual interaction U˜ [51, 61].
E. Strength function and transition densities
In order to obtain the strength distribution we, in fact,
do not necessarily need to know the response function, be-
cause the strength distribution is directly related to the nu-
clear polarizability (68). Thus, instead of solving the equa-
tion (114), we can consider a single or a double convolution
of it with the external field. In particular, it is often useful to
consider the density matrix variation δρ:
δρk1k2 (ω)=−
∑
k3k4
Rk1k2,k3k4 (ω)V
0
k4k3
, (116)
δρ0k1k2 (ω)=−
∑
k3k4
R˜0k1k2,k3k4 (ω)V
0
k4k3
, (117)
so that Eq. (114) can be transformed into
δρ(ω)= δρ0(ω)−R˜0(ω)
[
U˜ +δΦ(ω)
]
δρ(ω). (118)
Thus, the spectral density S(E) can be expressed as
S(E)=− 1
pi
lim
∆→+0
Im
∑
k1k2
V 0∗k2k1δρk1k2 (E + i∆). (119)
The transition density
ρ
f i
k1k2
= 〈 f |aˆ†k1 aˆk2 |i 〉 (120)
from the initial |i 〉 to the final | f 〉 state can be then related
to the spectral density S(E) at the energy E = ω f i . In the
vicinity of ω f i the full response function is a simple pole:
R
f i
k1k2,k3k4
(ω)
∣∣∣
ω≈ω f i
≈−
ρ
f i
k1k2
ρ
f i∗
k3k4
ω−ω f i
, (121)
so that the imaginary part of the matrix element
δρk1k2 (ω f i + i∆) takes the form:
Imδρk1k2 (ω f i + i∆)=−
1
∆
ρ
f i
k1k2
∑
k3k4
ρ
f i∗
k3k4
V 0k4k3 , (122)
and the spectral density S(ω f i ) is given by
S(ω f i )=
1
pi
lim
∆→+0
1
∆
∣∣∣∣∣ ∑
k3k4
ρ
f i∗
k3k4
V 0k4k3
∣∣∣∣∣
2
. (123)
Combining the last two equations, we obtain, in analogy to
the T = 0 case [51], the relation:
ρ
f i
k1k2
= lim
∆→+0
√
∆
piS(ω f i )
Imδρk1k2 (ω f i + i∆), (124)
which allows for an extraction of the transition densities
from a continuous strength distribution. To derive the nor-
malization of the transition densities, it is convenient to
rewrite Eq. (114) in the form:[
(R˜0)−1+ U˜ +Φ(ω)−Φ(0)
]
R(ω)= 1. (125)
Taking the derivative of Eq. (125) with respect to ω gives
− dR(ω)
dω
=R(ω) d(R˜
0)−1
dω
R(ω)+R(ω) dΦ(ω)
dω
R(ω). (126)
Inserting Eqs. (109) and (121) into Eq. (126), we obtain the
generalized normalization condition
ρ f i∗
[
N − dΦ(ω)
dω
∣∣∣∣
ω=ω f i
]
ρ f i = 1, (127)
where N is the finite-temperature RPA (FT-RPA) norm:
Nk1k2,k3k4 =
δk1k3δk2k4
n(εk2 ,T )−n(εk1 ,T )
. (128)
For the case of the energy-independent interaction, when
the derivative of Φ(ω) with respect to ω vanishes, we obtain
the FT-RPA normalization:
∑
ph
|ρ f iph|2−|ρ
f i
hp|2
n(εh,T )−n(εp,T )
= 1. (129)
III. NUMERICAL DETAILS, RESULTS, AND DISCUSSION
A. Numerical details
In this Section, we apply the finite-temperature rela-
tivistic time-blocking approximation developed above to a
quantitative description of the IV GDR in the even-even
spherical nuclei 48Ca, 68Ni and 100,120,132Sn. The general
scheme of the calculations is as follows:
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(i) The closed set of the RMF equations, i.e., Eqs. (32),
(37)-(40) with the densities of Eqs. (56)-(59), are
solved simultaneously in a self-consistent way using
the NL3 parameter set [91] of the non-linear sigma-
model. Thus, we obtain the temperature-dependent
single-particle basis in terms of the Dirac spinors and
the corresponding single-nucleon energies (32).
(ii) Using the obtained single-particle basis, the FT-RRPA
equations, which are equivalent to Eq. (118) with-
out the particle-phonon coupling amplitude Φ(ω),
are solved with the static RMF residual interaction U˜
of Eq. (89), to obtain the phonon vertices g m and fre-
quencies ωm . The set of phonons, together with the
single-particle basis, forms the 1p1h⊗phonon config-
urations for the particle-phonon coupling amplitude
Φ(ω).
(iii) Finally, we solve Eq. (118) and compute the strength
function according to Eq. (74) with the external field
of the electromagnetic dipole character:
V 01M =
eN
A
Z∑
i=1
ri Y1M (Ωi )− e Z
A
N∑
i=1
ri Y1M (Ωi ) (130)
corrected for the center of mass motion. An alter-
native numerical solution in the momentum space is
also implemented. In this case, we first solve Eq. (108)
with Φ(ω) → δΦ(ω) in the basis of Dirac spinors and
then Eq. (95) in the momentum-channel representa-
tion [52]. Coincidence of the two solutions is used for
the testing purposes. The momentum-channel repre-
sentation has the advantage of a faster execution for
large masses and high temperatures, while the Dirac-
space representation allows for a direct extraction of
the transition densities.
In both representations, the amplitude Φ(ω) takes the
non-zero values only in a 25-30 MeV window with respect
to the particle-hole energy differences. It has been verified
by direct calculations that further extension of this window
does not change noticeably the results for the strength dis-
tributions at the energies below this value. The particle-hole
basis was fixed by the limits εph ≤ 100 MeV and εαh ≥−1800
MeV with respect to the positive continuum. We have, how-
ever, directly verified that calculations with εph ≤ 300 MeV
eliminate the spurious translational mode completely, but
do almost not change the physical states of the excitation
spectra. The values of the smearing parameter 500 keV and
200 keV were adopted for the calculations of the medium-
light and medium-heavy nuclei, respectively. The collec-
tive vibrations with quantum numbers of spin and parity
Jpi = 2+, 3−, 4+, 5−, 6+ and below 15 MeV were included
in the phonon space. The phonon space was addition-
ally truncated according to the values of the reduced tran-
sition probabilities of the corresponding electromagnetic
transitions: all modes with the values of the reduced tran-
sition probabilities less than 5% of the maximal one were
neglected. Keeping the last criterion, in particular, lead to
a very strong increase of the number of phonons included
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FIG. 3. The energies of the thermally excited nuclei 48Ca, 68Ni
and 100,132Sn as functions of temperature: RMF (blue circles) and
parabolic fits (red curves).
in the model space at high temperatures: at T ≈ 5−6 MeV
this number becomes an order of magnitude larger than at
T = 0. This is related to the fact that at finite temperatures
the typical collective modes lose their collectivity and many
non-collective modes appear due to the thermal unblock-
ing.
B. Thermal mean field calculations for compound nuclei
The thermal RMF calculations of the excitation energy E∗
as a function of temperature T for compound nuclei 48Ca,
68Ni and 100,132Sn are illustrated in Fig. 3. Technically, as it
follows from Section II B, the effect of finite temperature on
the total energy of a thermally excited nucleus is mainly in-
duced by the change of the fermionic occupation numbers
from the values of zero and one at T = 0 to the Fermi-Dirac
distribution (53). The fermionic densities of Eqs. (56-59)
change accordingly and, thus, affect the meson and pho-
ton fields being the sources for Eqs. (37-40). In turn, the
changed meson fields give the feedback on the nucleons, so
that the thermodynamical equilibrium is achieved through
the self-consistent set of the thermal RMF equations. As the
nucleons start to be promoted to higher-energy orbits with
the temperature increase, the total energy should grow con-
tinuously and, in principle, the dependence E∗(T ) has to
be parabolic, in accordance with the non-interacting Fermi
gas behavior. However, the discrete shell structure and es-
pecially the presence of the large shell gaps right above the
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FIG. 4. Electric dipole spectral density in 48Ca and 68Ni nuclei cal-
culated within FT-RRPA (left panels) and FT-RTBA (right panels) at
various temperatures. The value of smearing parameter ∆ = 500
keV was adopted in both calculations.
Fermi surface in the doubly-magic nuclei cause a flat behav-
ior of the excitation energy until the temperature values be-
come sufficient to promote the nucleons over the shell gaps.
This effect is clearly visible in Fig. 3 for the doubly-magic
nuclei 48Ca and 100,132Sn, while it is much smaller in 68Ni
which has an open shell in the neutron subsystem. Other-
wise, at T ≥ 1 MeV the thermal RMF E∗(T ) dependencies
can be very well approximated by the parabolic fits provid-
ing the level density parameters which are close to the em-
pirical Fermi gas values a = A/k, where 8< k < 12.
C. Isovector Dipole Resonance in 48Ca, 68Ni and 100,120,132Sn
The calculated temperature-dependent spectral densi-
ties S(ω) for 48Ca, 68Ni and 100,120,132Sn nuclei at various
temperatures are shown in Figs. 4 and 5, respectively, where
we compare the evolution of the electric dipole spectral
density within FT-RRPA (left panels) and FT-RTBA (right
panels). As the temperature increases, we observe the fol-
lowing two major effects:
(i) The fragmentation of the dipole spectral density be-
comes stronger, so that the GDR undergoes a contin-
uous broadening. The increased diffuseness of the
Fermi surface enhances significantly the amount of
thermally unblocked states, especially the ones above
the Fermi energy εF , as shown schematically in Fig.
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FIG. 5. Same as in Fig. 4 but for 100,120,132Sn nuclei with the smear-
ing parameter ∆= 200 keV.
6. These states give rise to the new transitions within
the thermal particle-hole pairs p˜h, as follows from
the form of the uncorrelated propagator (109). The
increasing amount of these new pairs reinforces the
Landau damping of the GDR. The spreading width
of the GDR determined by the PVC amplitude of Eq.
(110) also increases because of the increasing role of
the new terms with ηm =−1, in addition to the terms
with ηm = +1 which solely define the PVC at zero
temperature. As these terms are associated with the
new poles, they enhance the spreading effects with
the temperature growth, in addition to the reinforced
Landau damping. At high temperatures T ≈ 5−6 MeV,
when the low-energy phonons develop the new sort
of collectivity, the coupling vertices increase accord-
ingly, which leads to a reinforcement of the spreading
width of the GDR. This is consistent with the exper-
imental observations of the "disappearance" of the
high-frequency GDR at temperatures T ≥ 6 MeV re-
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FIG. 6. Emergence of thermally unblocked states below and above
the Fermi energy εF . Here p˜h stands for the thermally unblocked
hole-hole (hh) and particle-particle (pp) fermionic pairs with the
non-zero values of the uncorrelated propagator (109).
ported in the Ref. [9], while these temperatures might
be at the limits of existence of the considered atomic
nuclei.
(ii) The formation and enhancement of the low-energy
strength below the pygmy dipole resonance. This en-
hancement occurs due to the new transitions within
thermal p˜h pairs with small energy differences. The
number of these pairs increases with the tempera-
ture growth in such a way that at high temperature
T ≈ 5-6 MeV the formation of new collective low-
energy modes becomes possible. Within our model,
these new low-energy modes are not strongly affected
by PVC. The lack of fragmentation is due to the fact
that for the thermal p˜h pairs with small energy differ-
ences the numerator of Eq. (110) contains the factors
n(εk6 − ηmωm ,T )− n(εk5 ,T ) which are considerably
smaller than those for the regular T = 0 ph pairs of
states located on the different sides with respect to the
Fermi surface. Notice that the smallness of this factor
for the p˜h pairs is not compensated by the denom-
inator n(εk4 ,T )− n(εk3 ,T ) which is balanced by the
numerator of Eq. (109). The inclusion of the finite-
temperature ground state correlations (GSC) induced
by the PVC in the particle-phonon coupling ampli-
tude Φ(ω) may enforce the fragmentation of the low-
energy peak.
The trends are similar for the dipole strength in all con-
sidered nuclei shown in Figs. 4 and 5. The open-shell nu-
clei, such as 68Ni and 120Sn, are superfluid below the critical
temperature which is Tc ≈ 0.6∆c , where ∆c is the superfluid
pairing gap. It takes the values ∆c = 1.6 MeV and ∆c = 1.1
MeV for 68Ni and 120Sn, respectively, so that the superflu-
idity already vanishes at T = 1 MeV in these nuclei. As our
approach does not take the superfluid pairing into account
at T > 0, we can not track this effect continuously, however,
by comparing the strength distributions at T = 0 and T = 1
MeV for 68Ni and 120Sn we can see how the disappearance of
superfluidity influences the strength. In the doubly-magic
nuclei the dipole strength shows almost no change when
going from T = 0 to T = 1 MeV. This observation is consis-
tent with the thermal RMF calculations displayed in Fig. 3.
As already discussed above, the presence of the large shell
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FIG. 7. The role of the exponential factor: strength function S˜(E)
(solid curves) versus spectral density S(E) (dashed curves) for the
dipole strength in 48Ca (left panel) and 120Sn (right panel).
gaps in both neutron and proton subsystems requires a cer-
tain value of temperature to promote the nucleons over the
shell gap. One can see that this temperature is T ≈ 0.75-1
MeV for the considered closed-shell nuclei.
Notice that until now we discussed the microscopic
spectral density S(E) without the exponential factor
1/(1−exp(−E/T )), which is present in the strength function
S˜(E) (74) due to the detailed balance. This factor does not
affect the GDR region at all temperatures under study, how-
ever, at moderate to high temperatures it enhances notice-
ably the low-energy strength, as illustrated in Fig. 7 for the
dipole response of 48Ca and 120Sn. At E = 0 this factor is
singular while the spectral density is equal to zero, so that
the total strength function has, thus, a non-trivial limit at
E → 0. As one can see from Fig. 7, this limit is finite ex-
cept for the T = 0 case when the strength function coincides
with the spectral density vanishing at E → 0. In this work we
focus mostly on the features of the spectral density, which
is the zero-temperature analog of the strength function, in
order to resolve clearly the details of the nuclear response
at very low transition energies E without concealing its fine
features by the exponential factor. It can be easily included,
for instance, when experimental data on the low-energy re-
sponse become available. The important features are, in
particular, the absence of the spurious translational mode
and the clear zero-energy limit of the spectral density.
The width and the energy weighted sum rules are the
most important integral characteristics of the GDR which
are usually addressed in theoretical and experimental stud-
ies. In particular, they help benchmarking the theoreti-
cal approaches because of their almost model-independent
character. The left panel of Fig. 8 illustrates the evolution
of GDR’s width Γ(T ) with temperature obtained in FT-RTBA
for 120Sn and 132Sn nuclei together with experimental data
which are available only for 120Sn. The theoretical widths at
T = 0 are taken from our previous calculations [51, 52], re-
spectively. Because of the phase transition in 120Sn at T < 1
MeV, Γ(T ) has a smaller value at T = 1 MeV than at T = 0
as the disappearance of the superfluid pairing reduces the
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width. As already mentioned, the thermal unblocking ef-
fects do not yet appear at T = 1 MeV in both 120Sn and
132Sn because of their specific shell structure. For the pro-
tons which form the Z = 50 closed shell and have the next
available orbitals only in the next major shell, T = 1 MeV
temperature is not yet sufficient to promote them over the
shell gap with a noticeable occupancy. In the neutron sub-
system, the situation in 132Sn is similar while in 120Sn the
lowest available orbit is the intruder 1h11/2 state where par-
ticles get promoted relatively easily, but after this orbit there
is another shell gap. As a consequence, at T = 1 MeV there is
still no room for the p˜h pair formation and, hence, for a no-
ticeable thermal unblocking. Thus, our result can explain
the unexpectedly small GDR’s width at T = 1 MeV reported
in Ref. [8], in contrast to the thermal shape fluctuation cal-
culations. After T = 1 MeV in 132Sn and T = 2 MeV in 120Sn
we obtain a fast increase of Γ(T ) because of the formation
of the low-energy shoulder by p˜h pairs and due to a slow in-
crease of the fragmentation of the high-energy peak emerg-
ing from the finite-temperature effects in the PVC ampli-
tude Φ(ω). As 132Sn is more neutron-rich than 120Sn, the
respective strength in the low-energy shoulder of 132Sn is
larger, which leads to a larger overall width in 132Sn at tem-
peratures above 1 MeV. The GDR’s widths for T > 3 MeV
in 132Sn and for T > 4 MeV in 120Sn are not presented be-
cause the standard procedure based on the Lorentzian fit
of the microscopic strength distribution fails in recognizing
the distribution as a single peak structure.
The overall agreement of FT-RTBA calculations with data
for the GDR’s width in 120Sn is found very reasonable ex-
cept for the temperatures around 2 MeV, possibly due to
deformation and shape fluctuation effects, which are not
included in the present calculations. Our results are also
consistent with those of microscopic approach of Ref. [27],
which are available for the GDR energy region at T ≤ 3
MeV, while in the entire range of temperatures under study
ΓGDR (T ) shows a nearly quadratic dependence agreeing
with the Fermi liquid theory [93]. Table I shows a com-
parison of ΓGDR (T ) in 120Sn calculated within FT-RRPA and
FT-RTBA by fitting the corresponding strength distribution
by the Lorentzian within the energy interval 0 ≤ E ≤ 25
MeV. One can see that in both approaches, after passing
the minimum at T = 1 MeV because of the transition to the
non-superfluid phase, ΓGDR (T ) grows quickly with temper-
ature. The difference between the width computed in the
two models is about 1.0-1.7 MeV at low temperatures while
it increases to ≈ 2.5 MeV at T = 4 MeV. It can be concluded
that the PVC contribution to the width evolution is rather
minor and the latter occurs mostly due to the reinforcement
of the Landau damping with the temperature growth. In-
deed, we could observe from varying the boundaries of the
energy interval, where the fitting procedure is performed,
that the amount of the low-energy strength is very impor-
tant for the value of the width.
The right panel of Fig. 8 shows the evolution of the
energy-weighted sum rule for 48Ca and 132Sn nuclei cal-
culated within FT-RRPA and FT-RTBA in the percentage
with respect to the Thomas-Reiche-Kuhn (TRK) sum rule.
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TABLE I. Widths of the giant dipole resonance in 120Sn calculated
by fitting the FT-RRPA and FT-RTBA strengths with the Lorentz dis-
tribution within the energy interval 0≤ E ≤ 25 MeV.
T [MeV] 0 1.0 2.0 3.0 4.0
Γ [MeV], FT-RRPA 2.70 2.26 3.09 6.94 14.46
Γ [MeV], FT-RTBA 4.43 3.08 4.07 8.46 16.92
The EWSR at T > 0 can be calculated in full analogy with
the case of T = 0 [38, 94]. In our approach, where the
meson-exchange interaction is velocity-dependent, already
in RRPA and RQRPA at T = 0 we observe up to 40% en-
hancement of the TRK sum rule within the energy regions
which are typically studied in experiments [51, 52], in agree-
ment with data. In the resonant time blocking approxima-
tion without the GSC of the PVC type the EWSR should have
exactly the same value as in RPA [59] with a little violation
when the subtraction procedure is performed [59, 60]. Typ-
ically, at T = 0 in the subtraction-corrected RTBA we find a
few percent less EWSR in finite energy intervals below 25-
30 MeV than in RRPA, but this difference decreases if we
take larger intervals. This is due to the fact that in RTBA
the strength distributions are more spread and if cut, leaves
more strength outside the finite interval. A similar situa-
tion takes place at T > 0. Fig. 8 (b) shows that the EWSR
decreases slowly with the temperature growth because the
entire strength distribution moves down in energy. In both
nuclei, the FT-RRPA and FT-RTBA EWSR values practically
meet at T = 6 MeV when their high-energy tails become less
important.
To gain a better understanding of the formation and en-
hancement of the low-energy strength, we have performed
a more detailed investigation of the dipole strength in the
energy region E < 10 MeV. The dipole strength in 68Ni cal-
culated at different temperatures with a small value of the
smearing parameter ∆ = 20 keV is displayed in Fig. 9. In
the testing phase, these calculations were used to ensure
positive definiteness of the spectral density as it reflects a
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FIG. 9. The temperature evolution of the low-energy dipole spec-
tral density in 68Ni calculated within FT-RTBA with the smearing
parameter ∆= 20 keV.
very delicate balance between the self-energy and exchange
terms in the PVC amplitude Φ(ω). In particular, we found
that consistency between p˜h pairs involved in self-energy
and exchange terms is very important.
The FT-RTBA calculations presented in Fig. 9 resolve in-
dividual states in the low-energy region showing the details
of the evolution of the thermally emergent dipole strength.
In particular, one can trace how the major peak moves to-
ward lower energies and its intensity increases. The pro-
ton and neutron transition densities for the most prominent
peak below 10 MeV are displayed for different temperature
values in Fig. 10 for the neutron-rich 68Ni nucleus and for
the neutron-deficient 100Sn nucleus. In the neutron-rich
68Ni nucleus proton and neutron transition densities show
in-phase oscillations inside the nucleus while neutron oscil-
lations become absolutely dominant outside for 0 ≤ T ≤ 5
MeV. At the temperature T = 6 MeV protons and neutrons
exhibit out of phase oscillation which resembles the well-
recognized pattern of the collective giant resonance. In-
deed, as it is shown in Table II below, the low-energy peak at
T = 6 MeV has some features of collective nature. The situa-
tion is quite similar in the neutron-deficient 100Sn nucleus,
which exhibits the in-phase oscillations of protons and neu-
trons inside the nucleus, but with the dominance of proton
oscillations in the outer area. Analogously, at T = 6 MeV one
starts to distinguish a GDR-like pattern of the out-of-phase
oscillation in the low-lying state at E = 3.25 MeV. We also
notice that at 3 ≤ T ≤ 6 MeV the oscillations extend to far
distances from the nuclear central region.
In order to have some more insights into the structure of
the new low-energy states, we have extracted the p˜h com-
positions of the strongest low-energy states at various tem-
peratures. The quantities
z f iph =
|ρ f iph|2−|ρ
f i
hp|2
nh(εh,T )−np(εp,T )
(131)
are given in Table II in percentage with respect to the FT-
RTBA generalized normalization condition of Eq. (127). In
most of the cases, we omit contributions of less than 0.1
%. The bottom line shows the total percentage of pure ph
and p˜h configurations, so that the deviation of this number
from 100 % characterizes the degree of PVC, according to
Eq. (127).
We start with the state at E = 6.89 MeV at T = 0 which
shows up as a slightly neutron-dominant state with seven
two-quasiparticle contributions bigger than 1 %. This state
can be classified as a relatively collective one. At T = 1 MeV
the 68Ni nucleus becomes non-superfluid and one can see
that the strongest low-energy state has a dominant particle-
hole configuration. For the E = 7.70 MeV state at T = 2 MeV
the major contribution comes from the PVC as the particle-
hole configurations sum up to 18.6 % only. It is important to
emphasize that the considered peaks at T ≤ 2 MeV are dom-
inated by the ph transitions of nucleons across the Fermi
surface, while at T ≥ 3 MeV they are mainly composed of the
thermal p˜h transitions between the states above the Fermi
energy. These states are mostly located in the continuum,
which is discretized in the present calculations. Although a
more accurate continuum treatment is necessary to investi-
gate the low-energy response at finite temperatures [43], as
the large number of the basis harmonic oscillator shells are
taken into account in this work, the discretized description
of the continuum should be quite adequate. Thus, we no-
tice that at T ≥ 2 MeV the collectivity becomes destroyed by
the thermal effects until it reappears again at T = 6.0 MeV.
This temperature is, however, rather high and can be close
to the limiting temperature which terminates existence of
the nucleus [9].
IV. CONCLUSIONS AND OUTLOOK
We present a finite-temperature extension of the nuclear
response theory beyond the relativistic RPA. In order to cal-
culate the time-dependent part of the nucleon-nucleon in-
teraction, which contains coupling between nucleons and
correlated two-nucleon pairs (phonons), we generalize the
time blocking method developed previously for the zero-
temperature case. The proposed soft blocking applied to
the Matsubara two-fermion propagators allows for ordering
the corresponding diagrams in the imaginary-time domain
and, thus, reduces the Bethe-Salpeter equation for the nu-
clear response to a single frequency variable equation.
The method named finite-temperature relativistic time
blocking approximation was implemented on the base of
quantum hadrodynamics which was thereby extended be-
yond the one-loop approximation for finite temperatures.
Using the NL3 parametrization for the covariant energy
density functional, we investigated the temperature depen-
dence of the dipole response in medium-light 48Ca, 68Ni
and medium-heavy 100,120,132Sn nuclei. The obtained re-
sults are consistent with the existing experimental data on
the GDR’s width and with the result of Landau theory for
the temperature dependence of the GDR’s width. The cal-
culations extended to high temperatures explain the critical
phenomenon of the disappearance of the GDR and suggest
that the collective motion may reappear at low frequencies
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FIG. 10. The evolution of the proton and neutron transition densities for the most prominent peaks below 10 MeV in 68Ni and 100Sn within
FT-RTBA. The green dashed lines indicate the rms nuclear radius.
in the high-temperature regime.
The analytical method presented in this work is of a
general character, so that it can be widely applied to the
response of strongly-correlated systems at finite temper-
ature. The presented numerical implementation of FT-
RTBA opens a way to quantitative systematic studies of ex-
citations and de-excitations of compound nuclei in a wide
energy range. For an accurate description of the low-
energy strength at the r-process temperature conditions the
present version of FT-RTBA has to be further improved by
the inclusion of continuum effects and ground state corre-
lations associated with the PVC. Future work will address
these issues.
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TABLE II. Major contributions of neutron (n) and proton (p) ph and p˜h configurations to the strongest dipole states below 10 MeV in 68Ni
calculated within FT-RTBA for different temperatures.
68Ni; T = 0; E = 6.89 MeV 68Ni; T = 1 MeV; E = 7.16 MeV 68Ni; T = 2 MeV; E = 7.70 MeV 68Ni; T = 3 MeV; E = 3.49 MeV
10.3% (2p3/2 → 2d5/2) n 56.8% (2p1/2 → 3s1/2) n 4.9% (1 f5/2 → 2d5/2) n 31.1% (3s1/2 → 3p3/2) n
9.8% (2s1/2 → 2p3/2) p 4.4% (1 f7/2 → 1g9/2) n 3.2% (1 f7/2 → 1g9/2) n 15.7% (2d5/2 → 3p3/2) n
7.1% (1 f7/2 → 1g9/2) p 2.2% (1 f5/2 → 2d5/2) n 2.9% (2p3/2 → 2d5/2) n 0.1% (3s1/2 → 3p1/2) n
6.2% (1 f5/2 → 2d5/2) n 1.4% (1 f7/2 → 1g9/2) p 2.1% (1 f5/2 → 2d3/2) n 0.01% (1 f7/2 → 1g9/2) n
6.1% (1 f7/2 → 1g9/2) n 1.0% (1 f5/2 → 2d3/2) n 1.7% (1 f7/2 → 1g9/2) p 0.01% (1g9/2 → 1h11/2) n
4.6% (1 f5/2 → 2d3/2) n 0.9% (2p3/2 → 3s1/2) n 1.3% (2p1/2 → 2d3/2) n
1.0% (2p1/2 → 2d3/2) n 0.9% (2p1/2 → 2d3/2) n 1.1% (2s1/2 → 2p3/2) p
0.9% (1d3/2 → 2p1/2) p 0.7% (2p1/2 → 4s1/2) n 0.9% (2p3/2 → 3s1/2) n
0.9% (1d3/2 → 2p3/2) p 0.5% (2p3/2 → 2d5/2) n 0.2% (1d3/2 → 2p1/2) p
0.7% (2p3/2 → 3s1/2) n 0.3% (1d3/2 → 2p3/2) p 0.2% (1d3/2 → 2p3/2) p
0.4% (1 f5/2 → 3d3/2) n 0.2% (1d3/2 → 2p1/2) p 0.1% (1 f5/2 → 3d3/2) n
0.3% (2s1/2 → 2p1/2) p 0.1% (2p1/2 → 5s1/2) n
0.2% (2p3/2 → 3d5/2) n
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