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Abstract—Referring Expression Comprehension (REC) is an emerging research spot in computer vision, which refers to detecting the
target region in an image given an text description. Most existing REC methods follow a multi-stage pipeline, which are computationally
expensive and greatly limit the application of REC. In this paper, we propose a one-stage model towards real-time REC, termed
Real-time Global Inference Network (RealGIN). RealGIN addresses the diversity and complexity issues in REC with two innovative
designs: the Adaptive Feature Selection (AFS) and the Global Attentive ReAsoNing unit (GARAN). AFS adaptively fuses features at
different semantic levels to handle the varying content of expressions. GARAN uses the textual feature as a pivot to collect
expression-related visual information from all regions, and thenselectively diffuse such information back to all regions, which provides
sufficient context for modeling the complex linguistic conditions in expressions. On five benchmark datasets, i.e., RefCOCO,
RefCOCO+, RefCOCOg, ReferIt and Flickr30k, the proposed RealGIN outperforms most prior works and achieves very competitive
performances against the most advanced method, i.e., MAttNet. Most importantly, under the same hardware, RealGIN can boost the
processing speed by about 10 times over the existing methods.
F
1 INTRODUCTION
R EFFERING Expression Comprehension (REC), also refersto Phase Grounding (Locating) [2], [22], [26] or Visual
Grounding [36], [38], is a text-based object detection task. It
aims to locating the target region in an image based on a natural
language query, e.g., “man in coat and pants”. Recently, REC has
drawn great attention in the computer vision community [7], [8],
[11], [19], [26], [37], [38], and its advancement has been supported
by a series of benchmark datasets [9], [12], [23] and methods [2],
[7], [8], [22], [33], [35].
Most existing REC methods follow a multi-stage pipeline [7],
[8], [16], [17], [18], [33], [35], [36], [38]. As shown in Fig.1-
(b), the core steps include: 1) generating regional proposals by
using the region proposal network (RPN) [25] 1; 2) extracting
visual&textual features with convolutional neural networks (CNN)
and language encoders such as LSTM [6], respectively; 3) and
then ranking the matching degree of each region-query pair to
determine the target regions. To further enhance the efficiency
of the language-vision matching, some recent models, e.g., CMN
[7] and MAttNet [33], also implement additional modules for
obtaining features of locations or relationships.
Although the complex multi-stage process can guarantee a
relatively high performance of REC, it is also computation-ally
expensive, e.g., about 3.0 FPS (frame per second) [7], [33],
[35], [38], which poses a huge obstacle to a lot of practical
applications such as video surveillance and text-to-image retrieval.
In addition, these multi-stage approaches rely on pre-trained object
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1. Some method will directly use ground truth proposals provided by the
dataset.
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Man in coat and 
pants observing 
tennis match.
LSTM
CNN
Fusion
Regression
Man in coat and 
pants observing 
tennis match.
RPN
…
LSTM
CNN
Match & Ranking
…
Region Proposals
Region 
Features
Fig. 1. (a) Examples of Referring Expression Comprehension. (b) Proce-
dures of existing methods (left) and the proposed baseline model (right).
detectors, e.g., Faster RCNN [25], to obtain candidate regions,
which essentially limits them to a fixed set of object categories
that the detector was trained on [27].
Differing from prior work, we argue that fast and efficient
REC can be achieved by a one-stage inference, formulating
the task as a bounding box regression problem instead of the
conventional region-query ranking problem. We tackle the real-
time requirement by enforcing the model to be trained in an
end-to-end fashion and directly output the target bounding box.
To validate this intuition, we first introduce a baseline model
in Sec.3, which embeds a language module directly to a pre-
trained object detection model, e.g., YOLO3 [24], as illustrated
in Fig.1-(b). Another appealing property of one-stage REC is that
when the language-vision alignment is well modeled, the model
can theoretically perform any fine-grained detection for unseen
categories without additional training examples.
In this paper, we also identify two main issues that limit the
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2upper bound of the one-stage REC, which are (1) The diver-
sity of referring expressions: The expression content in existing
datasets [9], [18] varies vastly, which includes various concepts
like locations, appearances, fine-grained object categories and
actions etc. In this case, the language-vision alignment requires
visual features at different semantic levels, which can not be
satisfied only using the last convolution layers. (2) The complexity
of expressions: Some expressions may contain multiple conditions
to indicate the referent, as shown in Fig.1-(a), which requires
the model to perform global comparisons and inferences over the
entire image.
To this end, we propose a Real-time Global Inference Network,
termed RealGIN, with two innovative designs to address the above
issues. The framework is shown in Fig.2. To address the diversity
of expressions and enhance the discriminability of visual features,
RealGIN adopts a novel Adaptive Feature Selection (AFS) scheme
to adaptively fuses features at different semantic levels based on
the expression content. To release the complexity of expressions,
we propose an innovative module called Global Attentive ReA-
soNing unit (GARAN), which uses the textual feature as a pivot
to collect and diffuse context information, and performs global
reasoning towards the conditions in expressions. Meanwhile, we
also use the ground truth bounding box to achieve differentiable
attentions in the GARAN unit, which subsequently boosts the
model performance.
The proposed RealGIN is evaluated on three widely-
used benchmarks, i.e., RefCoCo [9], RefCoCo+ [9] and Ref-
CoCog [18], respectively. Very competitive performances against
the most advance multi-stage SoA methods, e.g., MAttNet [33],
are obtained. In some specific tasks, RealGIN even obtains distinct
improvements, e.g., +10% on Test A of RefCOCO. Most impor-
tantly, RealGIN achieves real-time processing (26 FPS), which is
about 10 times faster than the current SoA methods. Conclusively,
the main contributions of this paper are:
• We propose a real-time and one-stage REC model to
address the computation inefficiency and the generaliza-
tion ability of REC, termed Real-time Global Inference
network (RealGIN).
• We address the issue of the expression diversity with an
AFS unit, which enhances the descriptive power of Re-
alGIN by adaptively fusing features of different semantic
levels according to the textual content.
• We address the issue of expression complexity with the
GARAN unit, which performs a global reasoning over the
entire image to handle the linguistic conditions in expres-
sions. Notably, GARAN unit can also be generalized to
most multi-modal tasks.
2 RELATED WORK
Referring expression comprehension (REC) is a task of grounding
(locating) target regions in an image based on the given natural-
language expression. Existing methods regard REC as a task of
selecting the best region from a set of proposals/objects based
on the given expression [2], [7], [8], [22], [33], [35]. To this
end, the region proposal network (RPN) [25] is typically adopted
to generate object proposals from the given image, and CNN is
used to extract the corresponding visual features. In some settings,
object proposals provided by the datasets [9], [17] are used. In this
work, we focus on the automatic generation of object bounding
boxes.
In terms of the methodology used, existing studies can be
divided into two broad categories. The first is to learn a joint
embedding network for two modalities and compute P (r|o)
of each region-query pair, where r denotes the expression and
o ∈ O = {o1, ..., oi} denotes the object [2], [16], [26], [30], [37].
Rohrbach et al. [26] proposed an LSTM network to encode the
expression to obtain the textual feature, which is further used as
reference information to perform visual attention [31] on region
features. The obtained attention scores are further used to indicate
the relevance between expression and region. Wang et al. [30]
proposed a deep Canonical Correlation Analysis (CCA) [5] net-
work to learn the joint embedding space to rank each region-query
pair. Based on the model proposed in [26], Liu et al. [16] added
two attribute classifiers to enhance the descriptive ability of visual
features, and the predicted attributes are further used as additional
features for ranking each region-expression pair.
The other is to model the task as P (o|r), which looks for the
object o given the expression r that maximizes the probability [8],
[17], [18], [19], [34]. This type of methods typically take visual
region features account into the language modeling and use the last
hidden state of language network, e.g., LSTM, to predict the rel-
evance of each region-query pair. There are also some works that
combine the above two strategies and regards the comprehension
and generation of referring expressions as a joint task [17], [18],
[35]. Our model is different from the above methods by casting
REC as a multi-modal bounding box regression task.
A challenging problem in REC is the modeling of context
information based on the linguistic conditions in the expression,
which is the key to distinguish the referent from other objects
[7], [33], [37], [38]. The simplest method is to use the holis-
tic image information as additional features for ranking region-
expression pairs [38]. Some methods compare the visual features
from neighbor regions [19], [34], [35], and use multiple instance
learning (MIL) [3] to optimize the model. In recent work, Zhang
et al. [37] uses a variational Bayesian method to model the
referent and context region pairs, Hu et al. [7] and Yu et al. [33]
proposed modularized components to obtain features of locations
and relationships in addition to the original visual region ones.
However, these region-wise comparisons subsequently exacerbate
the computation cost of REC. Our work adopts a global reasoning
unit to model such context information, which can be optimized
by an end-to-end manner.
3 BASELINE MODEL
We first present a baseline model to preliminarily validate the
feasibility of one-stage REC. Unlike prior works of selecting the
best matching proposal from candidates [7], [8], [18], [33], our
baseline model predicts the bounding box directly based on the
expression.
As illustrated in Fig.1, the baseline model consists of two
main modules: the visual backbone and the language encoder.
The visual backbone can be any CNN network, and we use the
convolutional feature maps before the last pooling layer as the
visual representations, denoted by Fv ∈ Rs×s×m, where s is
the scale and m is the channel number. The language encoder is
a bi-GRU network, where the last hidden states of the forward
and backward GRUs are added as the textual feature, denoted by
ft ∈ Rn.
Afterwards, we project these two types of features into the
same semantic space and then fuse ft with each regional feature
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Fig. 2. The framework of the proposed Real-time Global Inference Network (RealGIN). Fv1,Fv2 and Fv3 are feature maps of different scales,
which are dynamically fused by AFS to obtain Fv . “DownScaleConv.” denotes the convolutional operations used for projecting Fv1 and Fv2 to the
same dimension as Fv3. ft denotes the textual feature of the expression. Based on fq , the GARAN unit is used to perform global reasoning on Fv
to get the new feature map F′v , upon which the multimodal matrix Fm is obtained by fusing it with fq .
f iv ∈ Rm in Fv to obtain a multi-modal matrix Fm ∈ Rs×s×d,
formulated as:
f im = σ
(
f ivWv
) σ (fqWt) . (1)
where Wv ∈ Rm×d and Wt ∈ Rn×d are the weight matrices,
and σ (·) denotes any activation function. f im is the feature vector
of Fm. Based on Fm, we add a linear convolution layer to predict
the target bounding boxes.
In terms of the bounding box prediction, we refer to the setting
of Yolo3 [24], an recent one-stage detection model. Specifically,
the baseline model will predict N bounding boxes on each anchor
(cell) of the feature map. Each bounding box has the width
and height priors, denoted by (pw, ph), and we predict its 4
coordinates, denoted by (tx, ty, tw, th). Given the offset of the
anchor from the top left corner of the image, denoted by (cx, cy),
the predicted bounding box b corresponds to:
bx = σ (tx) + cx,
by = σ (ty) + cy,
bw = pwe
tw , bh = phe
th .
(2)
Here, σ (·) denotes the Sigmoid function. In addition to the 4
coordinates, we predict a confidence score p for the identification
of the target object in the predicted box, which is formulated as:
IOU (b, TargetObject) = σ (tc) , (3)
where tc is the prediction logit. So, the regression layer will output
a matrix with a dimension of s× s× (N × 5).
The loss function of the baseline model is then formulated as:
L (ti, pi) =
s×s×N∑
i
p∗iLbox (t∗i , ti) + Lconf (p∗i , pi) , (4)
where Lbox is the regression loss of bounding box, Lconf is the
binary prediction loss of the confidence score, and p∗i is a binarized
ground truth with an IOU threshold of 0.5 [24]. In Lbox, we use
the binary cross-entropy to measure the regression loss of tx and
ty . For tw and th, we adopt the smooth l 1-loss [25] which is
found to be more stable than the l 2−loss used in [24] in our
experiments.
During the test, the model will output the bounding box with
the highest confidence2. Note that, the settings of the above bound-
ing box prediction and loss function can be modified according to
any other one-stage detection model.
4 REAL-TIME GLOBAL INFERENCE NETWORK
Based on the baseline model, we further propose a real-time global
inference network, denoted as RealGIN, to address the two main
issues of the one-stage referring expression comprehension, i.e.,
the diversity and the complexity of expressions, as discussed in
Sec.1. RealGIN has the same visual backbone, language encoder,
prediction layer and loss function as the baseline model, and its
main differences are two innovative designs embedded into the
end-to-end modeling, i.e., adaptive feature selection scheme and
global attentive reasoning.
4.1 Adaptive Feature Selection
The main target of Adaptive Feature Selection (AFS) is to adap-
tively fuse visual feature maps at different semantic levels to
enhance the model discriminability, thereby handling the varying
content in expressions. The illustration of AFS is shown in Fig.2.
Specifically, given k visual feature maps from different scales,
we first use convolution layers to project them to the same
resolution and depth by setting the kernel size, stride and channel
number. After that, we perform a weighted sum on these maps, and
the final visual feature maps Fv ∈ Rs×s×m can be formulated as:
Fv =
k∑
i
βiFvi. (5)
2. It can be extended to the multi-object detection by setting a threshold of
the confidence score.
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Fig. 3. (a) The structure of the proposed GARAN unit. (b) The illustration
of GARAN unit with multi-head attentions.
Here, β are the weights predicted by the textual feature fq .
With this setting, we are able to fuse visual information at
different semantic levels to represent the varying expressions,
which is found to be effective in modeling expressions about
object appearances.
4.2 Global Attentive Reasoning
The key to address the complexity of referring expressions is to
model context information well based on the linguistic conditions
involved. To this end, a one-stage REC model should be able
to perceive expression-related information over the entire image,
and complement the intrinsic deficiency of convolutional feature
maps, i.e., the limited receptive field of anchors in a feature
map [14]. We achieve the above goal by proposing a Global
Attentive ReAsoNing unit (GARAN).
GARAN is an attention-based component that greatly differs
from existing attention models [28], [31], [32], which typically use
the attention feature as the visual feature [28], [31] or to refine the
textual feature [32]. In contrary, GARAN uses the textual feature
as a pivot to collect expression-related information over the whole
image, and then selectively diffuse this information to all anchors,
as illustrated in Fig.3-(a).
Concretely, given the textual feature ft and the visual feature
map Fv , we fuse two types of features to predict the two attention
mapsAcol andAdif ∈ Rs×s over anchors. Here,Acol is used to
obtain the attention feature, whileAdif is used in the information
diffusion. Each value aic in Acol is calculated by:
aic =
exp
(
eic
)∑s×s
j exp
(
ejc
) ,
where eic = σ
(
f ivWva
)T · σ (ftWta) .
(6)
Here,Wva,Wta are the projection weight matrices, respectively.
ei is the scalar product of two projected vectors, indicating the
relevance between features of two modalities. Values in Adif are
obtained in the same way as Acol, and the only difference is that
we use Sigmoid function to obtain the attention weights. Then, we
perform the weighted sum of Fv to obtain the attention feature
fatt, which can be formulated as:
fatt =
s×s∑
i
αicf
i
v. (7)
Afterwards, based on Adif , we convert fatt to a feature matrix
with the same dimension of Fv , denoted by Fatt. The feature
0.0 0.0 0.0 0.0 0.0 0.0 0.0
0.0 0.0 1.0 1.0 1.0 0.0 0.0
0.0 0.0 1.0 1.0 1.0 0.0 0.0
0.0 0.0 1.0 1.0 1.0 0.0 0.0
0.0 0.0 0.0 0.0 0.0 0.0 0.0
0.0 0.0 0.0 0.0 0.0 0.0 0.0
0.0 0.0 0.0 0.0 0.0 0.0 0.0
0.0 0.1 0.2 0.3 0.2 0.1 0.0
0.0 0.2 0.3 0.7 0.3 0.2 0.0
0.0 0.3 0.7 1.0 0.7 0.3 0.0
0.0 0.2 0.3 0.7 0.3 0.2 0.0
0.0 0.1 0.2 0.3 0.2 0.1 0.0
0.0 0.0 0.0 0.0 0.0 0.0 0.0
0.0 0.0 0.0 0.0 0.0 0.0 0.0
Fig. 4. Two methods for converting the ground truth bounding box to
the attention label. The first one is to directly calculate the overlapping
degrees, e.g., IoU, between cells and the target. The second one used
in this paper is to place the copied box on each anchor (cell) and
then calculate the overlapping degrees between the copied one and the
target one.
vector f ia of Fatt is the diluted attention feature obtained by
f ia = α
i
dfatt. Lastly, we combine Fatt with Fv using element-
wise addition and obtain the new feature maps F′v with another
convolution layer.
GARAN with multiple attentions. Towards a better context
modelling, we draw on the multi-attention design from [29] to
enhance the attention ability of GARAN, as shown in Fig.3-(b).
Specifically, we decompose Fv into k splits from the last
dimension, and obtains a set of feature maps, denoted by
Fs1,Fs2, ...Fsi ∈ Rs×s×(m/k). Afterwards, we perform the
above attention process on each feature map and then recombine
all generated attention matrices to obtain a complete one, denoted
by Fatt ∈ Rs×s×m.
With such a design, RealGin will perform attentions on a set
of truncated visual features processed by different convolution
filters, which can perceive more accurate and sufficient context
information for bounding box regression.
Differential Attentions. Due to the lack of corresponding
annotations, previous attention-based models cannot directly opti-
mize the attention layer [31], [32]. In REC, we can use the ground
truth bounding box as the supervision information to achieve
differential attentions.
A natural solution for converting the bounding box to the
label information is to calculate the overlapping degree, e.g., IoU,
between each grid cell in the feature map and the given box, as
shown in the top example of Fig.4. However, such a method will
lead to a result that many anchors have the same attention score,
which can not accurately reflects the importances of visual regions
towards the final task.
To this end, we propose an innovative method to calculate
the ground truth scores of attentions. As shown in the bottom
example of Fig.4, we place the bounding box with the same shape
of the target one on each anchor. Then, the attention score of an
anchor is decided by the IoU value between its placed box and
the target one. With this setting, there is at most one anchor with
a score of 1.0. Besides, for those anchors that are distant from
the center point of ground truth box, their attention scores will
5decrease according to the distances, which is closer to the behavior
of human cognition [31] and more suitable for our task.
Given the ground truth score of an anchor pia, we compute the
sigmoid binary cross entropy with the attention logit ei defined in
Eq.6. Then the attention loss is formulated as:
L (pia, ei) = s×s∑
i
k∑
j
Lbinary
(
pia, eij
)
, (8)
where k is the number of attention heads.
Lastly, the overall loss function of RealGIN can be denoted as:
L = L (ti, pi) + λL
(
pia, eij
)
, (9)
where λ is the hyper parameter.
5 EXPERIMENTS
We further evaluate the proposed baseline model and RealGIN
on five benchmark datasets, i.e., RecCOCO [9], RefCOCO+ [9],
RefCOCOg [18], ReferIt [9] and Flicker 30k entities [23], and
compare them to a set of SoA methods. Besides, we also validate
the generalization ability of RealGIN on the Zero-Shot Grounding
(ZSG) dataset [27].
5.1 Datasets and Evaluation Metric
RefCOCO (UNC RefExp) [9] has 142,210 referring expres-
sions for 50,000 bounding boxes in 19,994 images from MS-
COCO [15], which is split into train, validation, Test A and Test
B with a number of 120,624, 10,834, 5,657 and 5,095 samples,
respectively. The expressions are collected using an interactive
game interface [9], and they are typically short sentences with a
average length of 3.5 words. The categories of bounding boxes in
Test A are people while the ones in Test B are objects.
RefCOCO+ [9] has 141,564 expressions for 49,856 boxes in
19,992 images from MS-COCO. It is also divided into splits of
train (120,191), val (10,758), Test A (5726) and Test B (4,889).
Compared to RefCOCO, its expressions include more appearances
(attributes) than absolute locations [9] to describe the target box.
Similar to RefCOCO, expressions of Test A in RefCOCO+ are
about people while the ones in Test B are objects.
RefCOCOg (Google RefExp) [18] has 95,010 expressions for
49,822 boxes in 25,799 images from MS-COCO. The split is
85,474 and 9,536 samples for training and validation. Since the
test set is not released, we use the UNC partitions [33], [34] of
the val split for validation and testing. Compared to the above
two datasets, expressions in RefCOCOg are collected in a non-
interactive way, and the lengths are longer (8.4 words on average),
of which content includes both appearances and locations of the
referent.
ReferIt [9] contains 130,525 expressions referring to 96,654
distinct objects in 19,894 images of real world scenes. All the ex-
pressions are collected by the two player game. These expressions
cover most objects present in the IAPR corpus.
Flickr 30k Entities [23] is built based on the Flickr30k
dataset, which augments about 158k captions from Flickr30k with
244k coreference chains, linking mentions of the same entities
across different captions for the same image, and associating them
with 276k bounding boxes.
Metric. Following the setting in prior works [9], [33], [34],
we use the precision as the evaluation metric. Specifically, when
the overlapping degree, i.e., IoU, between the predicted bounding
box and the ground truth one is larger than 0.5, then the prediction
is correct.
TABLE 1
Ablation studies of the baseline model and RealGIN on the val set of
three datasets, where k denotes the number of attentions and ξ
denotes pretraining on ImageNet. *is the final setting of RealGIN.
Setting RefCOCO RefCOCO+ RefCOCOg
Visual Only 29.0 34.8 39.9
ξ Baseline without pretrain 52.2 36.2 24.0
Baseline 70.8 50.7 59.4
Baseline 70.8 50.7 59.4
Baseline+AFS 73.2 56.0 59.4
Baseline+GARAN (k=1) 71.2 51.3 60.1
Baseline+GARAN (k=2) 72.0 53.0 60.8
Baseline+GARAN (k=2)+att loss 72.9 54.1 62.8
Baseline+AFS+GARAN+att loss* 77.3 62.8 62.8
TABLE 2
Comparisons between other context modeling scheme and the
proposed GARAN on RefCOCO.
Methods Val Test A Test B
Baseline 70.8 72.7 68.4
Baseline+Att 71.0 72.8 68.7
Baseline+Att+Att loss 71.2 73.4 69.3
Baseline+Transformer(k=1) 71.2 73.2 69.1
Baseline+Transformer(k=2) 71.8 73.6 69.5
Baseline+GARAN(k=1) 71.5 73.5 69.6
Baseline+GARAN (k=2) 72.0 73.7 69.7
Baseline+GARAN (k=2)+ Att loss 72.9 74.8 70.0
5.2 Experimental Settings
For the proposed baseline model and RealGIN, we use the Darknet
from Yolo3 [24] as the visual backbone on RefCOCO, RefCOCO+
and RefCOCOg datasets. Following the setting in [33], the
backbone is pretrained on the MS-COCO dataset while removing
the images appeared in the validation and test sets of RefCOCO,
RefCOCO+ and RefCOCOg. Considering that some previous
methods [36], [39] use backbones pretrained on the complete
MS-COCO dataset, we also report the experiment results using
the pre-trained Darknet by Yolo3 [24] for fair comparisons. For
the baseline model, we use the last convolution feature map of
DarkNet as the visual features with a shape of 13× 13× 1, 024.
For RealGIN, the outputs of Layer26 and Layer43 of DarkNet
are used addition-ally with a dimension of 52 × 52 × 256 and
26× 26× 512, respectively. The kernal size and channel number
of convolution layers for projecting Layer92 and Layer152 are set
to be 3×3 and 1,024, and the stride is 4 and 2, respectively. Words
in the expressions are initialized with GLOVE embeddings [20].
The dimension of the forward GRU and the backbward GRU is
set to be 1,024. In terms of multi-modal fusion, the dimension d
in Eq.1 is 1,024. For the GARAN unit in RealGIN, the number of
attentions k is 4, and the attention dimension is 256. The filter size
and channel number of the convolution layer after the GARAN
unit and before the prediction layer are set to be 1× 1 and 1,024,
respectively. The activation function for convolutional layers in the
baseline model and RealGIN is LeakyReLU [24], and the Batch
Normalization is added after each convolutional layer. The hyper
parameter λ is 0.05. During the training, the parameters of visual
backbone are fixed. The batch size is 64, and the learning rate is
set to be 0.001, which is halved for every 10 epochs. The max
epoch is set to be 60, and the early stop is applied when the loss
does not decay during 5 epochs. The optimizer is Adam [10].
6TABLE 3
Comparisons with the state-of-the-arts on RefCOCO, RefCOCO+ and RefCOCOg under the setting of automatic bounding box generation.
RefCOCO RefCOCO+ RefCOCOg
Method Backbone Val Test A Test B Val Test A Test B ValΨ Val Test Speed (FPS)*
MMI [18] vgg16 - 64.90 54.51 - 54.03 42.81 45.85 - - -
NegBag [19] vgg16 - 58.60 56.40 - - - 39.50 - - -
CRE [17] frcnn-vgg16 - 68.11 54.65 - 56.61 43.74 47.60 - - -
CRE(w2v) [17] frcnn-vgg16 - 67.94 55.18 - 57.05 43.33 49.07 - - -
visdif [34] vgg16 - 62.50 50.80 - 50.10 37.48 41.85 - - -
visdif+MMI [34] vgg16 - 67.64 55.16 - 55.81 43.43 46.85 - - -
attr+MMI+visdif [16] vgg16 - 72.08 57.29 - 57.97 46.20 52.35 - - -
CMN [7] frcnn-vgg16 - 71.03 65.77 - 54.32 47.76 57.47 - - -
Speaker [35] frcnn-vgg16 69.48 73.71 64.96 55.71 60.74 48.80 59.51 60.21 59.63 -
Listener [35] frcnn-vgg16 68.95 73.10 64.85 54.89 60.04 49.56 57.72 59.33 59.21 -
VariContext [37] frcnn-vgg16 - 73.33 67.44 - 58.40 53.18 62.30 - - -
ParralAttξ [39] frcnn-res101 - 75.31 65.52 - 61.34 50.86 58.03 - - -
DPPN [36]ξ frcnn-vgg16 73.40 76.90 67.50 54.89 60.04 49.56 - - - 3.0
DPPN [36]ξ frcnn-res101 76.08 80.10 72.40 64.80 70.50 54.10 - - - 2.9
MattNet [33] frcnn-res101 76.40 80.43 69.28 64.93 70.26 56.00 - 66.67 67.01 2.9
MattNet-mrcn [33] mrcnn-res101 76.65 81.14 69.99 65.33 71.62 56.02 - 66.58 67.27 2.8
Baseline (ours) DarkNet 70.53 72.67 68.42 50.73 52.86 45.96 - 59.38 58.89 28.6
Baseline (ours) ξ DarkNet 74.00 74.10 73.31 52.80 54.50 49.20 - 62.60 63.87 28.6
RealGIN (ours) DarkNet 77.25 78.7 72.10 62.78 67.17 54.21 - 62.75 62.33 26.3
RealGIN (ours) ξ DarkNet 80.38 81.08 77.25 62.90 65.50 57.40 - 65.52 65.57 26.3
Ψ The Google RefCOCOg val split.
∗ We test SoA methods that release source codes on the same hardware, i.e., GTX1080ti. Different DL libraries used will slightly affect the speed.
ξ backbone pretrained with the complete MS-COCO set.
TABLE 4
Comparisons with the state-of-the-arts on Refrit and Filckr30k under
the setting of automatic bounding box generation.
Flickr30k ReferIt
Methods Backbone Val Test Val Test
SCRC [8] VGG - 27.80 - 17.90
GroundeR [26] VGG - 48.38 - 28.50
MCB [4] VGG - 48.70 - 28.90
DAP [13] VGG - - - 40.00
QRC [2] VGG - 65.14 - 44.10
CITE [21] VGG - 61.89 - 34.13
ZSGNet [27] ResNet50 - 63.39 - 58.63
ZSGNet* ResNet50 63.15 63.43 65.99 62.73
RealGIN (Ours)ξ ResNet50 64.53 65.98 68.29 65.37
∗ Reimplemented Results
ξ A multi-scale version of RealGIN using ZSGNet as the base model.
5.3 Experimental Results
5.3.1 Quantitative Analysis
We first evaluate the effectiveness of each component in our
model, of which results are shown in Tab.1. The first block in Tab.1
presents different settings of our baseline model: “visual only”
denotes using the Yolo3 [24] as the REC model and predicting
the target bounding box by selecting the one with the highest
objectness score. From these results, we observe that pretraining
on object detection datasets is important to the model, which
can provide good detection capabilities. However, the result of
“visual only” also implies the importance of the language-vision
modeling. The second block shows the efficacy of RealGIN’s
designs. As shown in Tab.1, each design in RealGIN significantly
improves the model performance. In RefCOO+, where expressions
are about object appearances, the improvement by AFS is up to
10.4%, strongly suggesting that our design greatly enhances the
visual features. In RefCOCOg with long expressions, GARAN
with att loss can also bring up to 4.1% increase, which also
confirms its advantage in the context reasoning. Meanwhile, the
benefit of the attention loss is also significant.
In terms of the context modeling, we also compare the
proposed GARAN unit to the alternatives. Here, “Baseline+Att”
denotes using the attention feature to update the textual feature
by following the setting in [31], [32]. “+Loss” means the use of
attention loss proposed in Sec.4.2. “+Transformer” denotes using
the multi-attention layer [29] to model the context information,
and k denotes the number of attention heads. As shown in Tab.2,
under the same settings, GARAN is better than the alternatives,
and its advance becomes more significant when combined with
the attention loss, which greatly confirms the merit of the proposed
GARAN.
In terms of the model performance and processing speed, we
compare the proposed baseline model and RealGIN with the SoA
methods on RefCOCO, RefCOCO+ and RefCOCOg, the results
of which are shown in Tab.3. From Tab.3, we can first observe
that our baseline model is already better than most SoA methods,
validating the feasibility of one-stage REC. Its performance on the
location-related dataset, i.e., RefCOCO, also shows its intrinsic
advantages in spatial information modeling. To explain, prior
multi-stage methods typically perform language-vision matching
between feature vectors of the region and the expression, result-
ing in the lost of spatial information. In contrast, in one-stage
inference, the model directly predicts the bounding box from the
feature matrix, where the regional structure and spatial information
are well preserved. Another important observation is that RealGIN
has achieved very close performance to the most advanced SoA
method, i.e., MAttNet, on all three datasets. However, we also
observe RealGIN’s shortcoming in referring large instances like
People on Test A of RefCOCO+ compared to MAttNet. The
main reason is that the region features used in MAttNet merit
at describing more complete object information than that of CNN
feature maps used in our scheme [1]. Nevertheless, while retaining
high performance, RealGIN significantly outperforms all SoA
7(a) Comparisons between the baseline model and RealGIN
Exp: woman in the right of the 
stands with her hands crossed 
(b) Results of visual attention and bounding box prediction of RealGIN
(c) Failure cases of RealGIN
Exp: smaller child over sink
RealGINBaseline RealGINBaseline RealGINBaseline 
Exp: the man with white shirt that has 
writing in black shorts with scissors
Exp: a blurry male official wearing 
white pants with arms behind his back
Exp: white vehicle third one from us
RealGINBaseline RealGINBaseline RealGINBaseline 
Exp: purple couch closest to window Exp: an all white goat looking at a dog
Exp: front right woman 
in dark clothes
Exp: hotdog closest 
to edge
Exp: person in black 
kneeling on the skateboard
Exp: the white bi-plane 
leading the pack
Exp: an old man in a blue 
polo shirt watching tennis
Exp: man on right with 
back to us
Exp: horse ass right Exp: woman in all 
black sitting
Exp: bus only 
showing window
Exp: a wooden table with 
two pizzas on top of it
Exp: small cow laying 
down
Exp: mans head on the 
left with hat on
Exp: guy whose upper 
body is visible
Exp: man in blue 
with hands up
Exp: elephant sun 
shining on it
Exp: the gray keyboard 
with the touch pad
Exp: umbrella stand 
with the number 2
[v1: 0.11 v2: 0.10 v3: 0.79 ] [v1: 0.08 v2: 0.12 v3: 0.80 ] [v1: 0.24 v2: 0.29 v3: 0.47 ] [v1: 0.22 v2: 0.35 v3: 0.43 ] [v1: 0.0 v2: 0.0 v3: 1.0 ] [v1: 0.01 v2: 0.01 v3: 0.98 ]
[v1: 0.13 v2: 0.12 v3: 0.75 ] [v1: 0.15 v2: 0.09 v3: 0.76 ] [v1: 0.20 v2: 0.40 v3: 0.40 ] [v1: 0.27 v2: 0.28 v3: 0.45 ] [v1: 0.0 v2: 0.01 v3: 0.99 ] [v1: 0.01 v2: 0.0 v3: 0.99 ]
Fig. 5. Visualizations of the baseline model and RealGIN. The green boxes are the ground truths while the red ones are the predictions. Values of
v under images are AFS scores of feature maps of three scales.
methods in terms of the computation efficiency. As shown in
Tab.3, the processing speed of SoA methods is only 1.3 to 2.1
FPS, while the one of RealGIN is 26.3 FPS, which is about 10
to 20 times faster than the existing methods. In addition to the
superior accuracy, this speed advantage also strongly confirms the
contribution of this paper. We further compare our method with
SOTA on another two datasets, i.e., Flickr30k and ReferIT, as
shown in Tab.4. The sizes of targets in these two datasets varies
vastly, so we extend RealGIN to a multi-scale version by using
the ong-stage model ZSGNet [27] as our base model. On these
two datasets, our performance gains are more significant, greatly
outperforming existing methods. Compared to ZSGNet, which
also use the one-stage design, our merits validate the proposed
designs again, i.e., AFS and GARAN.
5.3.2 Qualitative Analysis
We further visualize the predictions of the baseline and RealGIN to
gain insights into both models, as shown in Fig.5. Fig.5-(a) shows
the comparisons between the baseline and RealGIN. As shown in
these examples, RealGIN can more confidently locate the target
objects than the baseline. Meanwhile, it also significantly merits
in modeling expressions with attributes or multiple reference
conditions, e.g., Exp.(2), (3), which subsequently validates the
design of AFS and GARAN. Fig.5-(b) shows visualized attentions
and grounding of RealGIN. It can be seen that RealGIN is capable
of referring short expressions with high confidence in images with
complex visual scenes, e.g., Exp. (2)-(4). Such a result gives a high
probability of practical application. Meanwhile, it can also handle
long expressions with complex linguistic conditions, showing a
high reasoning ability in one-stage REC, e.g., Exp.(1), (4)-(6).
Also, RealGIN is able to learn some interesting knowledge never
8appearing in pretraining, e.g., “horse ass” in Exp.(8), confirming
its ability of modeling unseen categories. Besides, we have two
findings from these results. First, the AFS scores also reflect
the different properties of three datasets, e.g., the appearance-
related RefCOCO+ has more requirements of low-level features.
Second, the attention results also suggest that GARAN can capture
all expression-related information towards the phase grounding.
These two findings further confirm the effectiveness of AFS and
GARAN.
Fig.5-(c) gives some failure cases of RealGIN. From these
cases, we observe that in addition to the label noise and ambigui-
ties, the main factor leading to failure prediction is the insufficient
knowledge about visual concepts appearing in expressions. Some
visual concepts are very abstract and appear very few times in the
dataset, causing the model to fail to master them well, such as sun
shining or the number 2. Meanwhile, the backbone of RealGIN
is pretrained with very few object categories, which also limits
its recognition performance. With more REC training examples
and the pretraining with more categories, we believe that the
performance of RealGIN can be further improved.
6 CONCLUSION
In this paper, we address the computation inefficiency of Referring
Expression Comprehension (REC). All existing methods of REC
follow a multi-stage pipeline, which is computation-ally expen-
sive. In contrast, we argue that real-time REC can be achieved
by an one-stage method. To validate this motivation, we first
presented a simple baseline that embeds a language module to
a one-stage object detection model, which still outperforms most
prior works. To address two main issues of one-stage REC, i.e.,,
the diversity and complexity of expression, we further proposed
the RealGIN network with two innovative designs, i.e., AFS
and GARAN. AFS adaptively fuses visual features at different
semantic levels to represent the varying content in expressions,
which greatly enhances the model discriminability. GARAN uses
the textual feature as a pivot to collect and diffuse query-aware in-
formation to all anchors, providing sufficient context for modeling
linguistic conditions in expression. On three benchmark datasets,
RealGIN achieves very competitive performance against the most
advanced REC method: MAttNet. Most importantly, its processing
speed is about 10 times faster than existing multi-stage methods.
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APPENDIX A
VISUALIZATIONS
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Exp: a woman with a black and white blouse 
and glasses sitting at a table
Exp: the wooden chair to the left of the 
other chair Exp: the laptop behind the beer bottle
Exp: blue chair at 10 o clock
Exp: the black bag that the guy furthest 
to the right with the watch on is carrying
Exp: an empty brown wooden chair 
pushed up under a table next to three kids
Exp: pink vase with flower in it Exp: upper corner animal Exp: obama
Exp: the hottie all the way to the right
Exp: a girl in the green dress located in 
the top right corner of the photo
Exp: the metal pizza knife with the wooden 
handle
Exp: broccoli stalk that is pointing up and is 
touching a sliced carrot
Exp: red white orange and blue bus that 
is the second from the building
Exp: a man without his face showing 
facing two men putting on a tie
Exp: sideways sheep behind sheep facing you
Exp: a long picnic table adorned with a blue 
and pink pastel cloth and two sheet cakes
Exp: a woman wearing capris and holding 
an umbrella
Fig. 6. Predictions and attentions of RealGIN.
