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Abstract
In this dissertation we use functional calculus methods to investigate convergence
and qualitative properties of time-discretization methods for strongly continuous
semigroups. Stability, convergence, and preservation of contractivity (or norm-
bound) of the semigroup under time-discretization is investigated in a Banach space
setting. Preservation of positivity, concavity and other qualitative shape properties
which can be described via positivity are treated in a Banach lattice framework.
The use of the Hille-Phillips (H-P) functional calculus instead of the Dunford-
Taylor functional calculus allows us to extend fundamental qualitative results con-
cerning time-discretization methods and simplify their proofs, including results on
multi-step schemes and variable step-sizes. We also generalize a basic result on the
rate of convergence of rational approximation schemes for semigroups. We obtain
convergence results on a continuum of intermediate spaces between the Banach
space X and the domain of a certain power of the generator of the semigroup.
The sharpness of these results is also discussed. Since the H-P functional calculus
is one of the main mathematical tools throughout the dissertation, we present an
elementary introduction to it based on the Riemann-Stieltjes integral. Aside from
theoretical investigations, we show how our functional analytic methods can be
used for computational purposes by applying the results to the one-dimensional
heat equation. The Dunford-Taylor functional calculus is employed to obtain an
estimate on the stability constant of the restricted denominator approximation
method applied to the one dimensional, space-discretized heat equation. Finally,
we propose a second order time-discretization method for the space-discrete heat
equation that preserves contractivity in the maximum norm for all time-steps.
iv
Introduction
At the core of this dissertation is the study of time-discretization methods for
differential equations u̇(t) = Au(t), where A is a (linear) operator generating a
strongly continuous semigroup (C0-semigroup) T (·) on a Banach space X1. Many
of the basic methods used to analyse time-discretization schemes in a Banach-
space setting go back to Lax and Richtmyer [40] (see also, [39] and [54]). Often,
the C0- semigroup T (·) generated by A is approximated by a product of operators∏n
i=1 r(τiA),
∑n
i=1 τi = t, where the operators r(τiA) are rational functions of the
generator. The use of a functional calculus allows us to obtain information about
an operator r(A) from a detailed analysis of the function z → r(z). Probably the
best known functional calculus is the Dunford-Taylor functional calculus (see [19])
which was – mainly for analytic semigroups – extensively used by various authors
to obtain stability and convergence results for time-discretization schemes (see, for
example, [17], [18], [28], [30], [41], [48], [49], [50], and [60]). When working with gen-
eral C0- semigroups, the Hille-Phillips (H-P) functional calculus is a more suitable
instrument that leads to stronger results and easier proofs (see, for example, [3],
[11], [17], [32], and [42]). Since the H-P functional calculus plays an important role
in this dissertation, we present in Chapter 1 an elementary construction of it via
Laplace-Stieltjes transforms of functions of bounded variation (as an alternative
to the original approach taken by Hille and Phillips in [33] via Laplace-Stieltjes
transforms of regular Borel-measures). We would like to emphasize that the idea of
using functions of bounded variation in the H-P calculus is not new (see for exam-
ple [31]), but we could not find a reference where this approach has been worked
out in detail. Thus, we give an elementary construction of the H-P calculus using
Riemann-Stieltjes integration techniques without any reference to measure theory
whatsoever. It is our point of view that in addition to being more elementary, the
use of functions of bounded variation and the emphasis on the Laplace-Stieltjes
transform approach make many results more accessible as they allow us, for exam-
ple, to avoid Fourier multiplier techniques altogether.
The principal idea behind time-discretization can be summarized as follows. As-
sume that a function r approximates the exponential function to order q ≥ 1; that
is,
r(z) = ez +O(zq+1) as z → 0. (1)
This means that the Taylor series expansion of r around the origin and the ex-
ponential function z 7→ ez coincide up to and including the term containing zq.
Assume further that the function r is A(θ)-stable2 (see [60]); that is, for some
θ ∈ (0, π
2
],
|r(z)| ≤ 1, for π − θ ≤ arg z ≤ π + θ.
1For general references on semigroup theory see, for example, [2], [20], [27], [33], and [52].
2Here the letter A does not refer to the operator A mentioned above.
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If r is A(π
2
)-stable we simply say that r is A-stable. Let us now consider the initial
value problem
u̇(t) = au(t), a ∈ C, t ≥ 0,
u(0) = x ∈ C,
with solution u(t) = eatx. Now assume that Re a ≤ 0. Let us fix t > 0, and let r be
an A(θ)-stable approximation of the exponential to order q with π − θ ≤ arg a ≤



















ka ∼ ( t
n
a)q+1xn = t( t
n
)qaq+1x. (2)
If we denote the time-step t
n
by τ , then the above formula tells us that the approx-
imation error is of order τ q. Now let X be a Banach space and A : X ⊃ D(A) → X
a linear operator generating a C0-semigroup. Then the abstract Cauchy problem
u̇(t) = Au(t), t ≥ 0,
u(0) = x ∈ X
has a unique solution4 u given by u(t) = T (t)x, where T (·) : [0,∞) → B(X) is
the C0-semigroup generated by A and B(X) denotes the space of bounded linear
operators on X. We often write the semigroup {T (t)}t≥0 generated by a generally
unbounded operator A as {etA}t≥0 to refer to the analogy with cases where A is
bounded. Even if A happens to be a matrix it is a challenging task to compute
{etA}t≥0, a task that almost never can be done in closed form if A is non trivial.
Thus, it is reasonable to find an approximation of the semigroup via operators of
simpler structure. For example, if A is a band-matrix (that arises, for example, from
a space discretization of a PDE) and r is a rational function then the computation
of r(A) can be done very efficiently most of the time. Therefore, one could follow
the time-discretization process described above in (2) in this abstract framework.
Without going yet into details about the definition of r(A), we might suspect that
for x ∈ D(Aq+1) we have, in analogy to (2),
||rn( t
n
A)x− T (t)x|| ∼ t( t
n
)q||Aq+1x||. (3)
To prove (3), it is tempting to use the binomial formula as in (2) and then move
the norm into the summation. It turns out that the latter approach fails because,
3We write an ∼ bn if |an||bn| ≤M for n ≥ n0.
4If x ∈ D(A), then u is the unique classical solution; that is, u is continuously differentiable on R+, u(t) ∈ D(A)
for all t ≥ 0, and u satisfies the abstract Cauchy problem. If x ∈ X, then u is the unique mild solution; that is,∫ t




in general, ||rn( t
n
A)|| is not bounded as it is shown in Section 3.1. Surprisingly
enough, for A-stable rational functions, (3) is still true (see [11] and [32]) but the
proof requires heavy tools from both classical and functional analysis and is proved
in Section 3.2 in a more general form.
Chapters 2 and 3 constitute the first part of this dissertation. They are devoted
to the discussion of the speed of convergence of rn( t
n
A)x to T (t)x. In Chapter 3
we obtain results similar to (3) when x is taken from various intermediate spaces
between X and D(Aq+1) and r is an A-stable rational function. The basis for our
investigation are the papers by Hersh and Kato [32] and by Brenner and Thomée
[11] where they prove the following result. 5
Theorem 1. Let A : X ⊃ D(A) → X generate a C0-semigroup T (·) bounded by
M ≥ 1. If r is an A-stable rational function that approximates the exponential
function to order q, then there is a constant K > 0 such that for k = 0, 1, ..., q +









)θ(k)||Akx||, t ≥ 0, n ∈ N, x ∈ D(Ak),











≤ k ≤ q + 1.










ln(n+ 1)||Akx||, t ≥ 0, n ∈ N.
Since θ(0) = −1
2
, Theorem 1 suggests that for general x ∈ X we do not obtain
convergence (rather a growth proportional to
√
n) and that for x ∈ D(Aq+1) the
order of convergence is optimal (and proportional to 1
nq
since θ(q + 1) = q). In
[10] and [12, Chapter 5] it is shown that for k 6= q+1
2
the above rates are sharp
for the left-shift semigroup on L∞(R) (we will discuss this issue in more detail in
Section 3.1 and Section 3.3). This means that the convergence rates in Theorem 1
cannot be improved in general. However, the set of initial data that corresponds
to a certain speed of convergence in Theorem 1 is not optimal. In Theorem 3.2.1
we will show that the estimates are true even if the initial data is taken from the
Favard space of order k instead of D(Ak) and the norm of Akx can be replaced by
the appropriate Favard norm of x. If the space X is not reflexive then the Favard
spaces are usually significantly larger than the domain of the appropriate power of
the generator (see the discussion at the beginning of Section 3.2). In Theorem 3.3.2
we extend the estimates of Theorem 1 to standard intermediate spaces between X
and D(Aq+1) and obtain optimal order of convergence for almost all of the spaces
using interpolation techniques, in particular for Favard spaces Fα, 0 ≤ α ≤ q + 1.
5See, for example, [11, Theorem 3 and Theorem 4].
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Also in Section 3.3 we discuss the sharpness of the various estimates. In Corollary
3.3.4 we prove a new stability result for the discrete orbits rn( t
n
A)x if x is taken
from an intermediate space of order 1
2
between X and D(A). We also show how
interpolation results can be applied to obtain optimal error estimates for stable
schemes. Our result improves the estimate in [11, Theorem 4] on D(A q+12 ) and
generalizes [26, Theorem 1.7].
As proposed in [32] and [11] we use the H-P functional calculus in our analysis.
Since our approach to the H-P calculus is based on the Laplace-Stieltjes transform
of functions of bounded variation, we develop in Chapter 2 tools that allow us to re-
place the Fourier multiplier methods in [10] based on the more elementary complex
inversion formula for Laplace-Stieltjes transforms. Our proof for the convergence of
time-discretization schemes on Favard spaces (Section 3.2) relies on the following




ezs dαn(s) (n ∈ N), where αn are functions of bounded total variation.




where α is also a function of bounded total variation. Does this imply the conver-
gence of {αn}n∈N to α and, if yes, in what sense? If we assume, moreover, that the
speed of convergence of rn to v is known pointwise can we say something about the
speed of convergence of αn to α in various norms? An answer to these questions is
given in Section 2.3 for A-stable rational approximations of the exponential; that
is, we discuss cases in which rn(z) := r
n( z
n
) and r is an A-stable rational approxi-
mation to the exponential function.
Chapter 4 constitutes the second part of this dissertation. There we use the H-P
functional calculus to investigate the preservation of certain qualitative properties
of the semigroup under suitable time-discretization methods. We analyse whether
some properties of the semigroup T (·), such as positivity, norm-bound and some
shape properties are inherited by the approximating operators r(τA) under suit-
able conditions on r and on the time-step τ . Since r(τA) is supposed to be ”close”
to T (τ) for τ ”small”, one would expect that the properties of the semigroup are
reflected in the approximations if we choose a small enough time-step τ . We will
see that this is, in general, not the case. We will give examples when the positivity
and the norm-bound is preserved for all time-steps τ > 0 and examples where they
are not preserved for any τ > 0.
To describe the notion of positivity preservation considered in Section 4.1, let X
be a Banach lattice and T (·) a positive C0- semigroup on X (i.e., T (t)x ≥ 0 for all
t ≥ 0 if x ≥ 0). For certain (not necessarily rational) functions r, we seek conditions
on the time-stepping parameters τi > 0 and on the function r which guarantee that
r(τiA), and hence
∏n
i=1 r(τiA) (which approximates T (t) if
∑n
i=1 τi = t and r ap-
proximates the exponential), defines a positive operator where A is the generator
of a positive semigroup T (·). If there are no restrictions on the time-steps, then the
approximation scheme is said to be unconditionally positivity preserving; otherwise
we call it conditionally positivity preserving.
4
We extend results of Bolley and Crouzeix [7] on positivity preservation
(i) from positive, contractive C0-semigroups on Hilbert lattices to general posi-
tive C0-semigroups on Banach lattices (in the unconditional case)
(ii) from positive matrix semigroups to positive, uniformly continuous semi-
groups on Banach lattices (in the conditional case), and
(iii) to variable step-sizes and multi-step schemes on Banach lattices (both un-
conditional and conditional case).
In Section 4.2 we introduce the concept of B-shape preservation. This allows us,
among others, to treat convexity preservation of time-discretization methods for
the heat equation in an abstract setting. A C0-semigroup T (·) is said to preserve
B-shape if (i) B is a closed linear operator with D(A) ⊂ D(B) ⊂ X and with
range in some Banach lattice Y , and (ii) if BT (t)x ≥ 0 (t ≥ 0) for every x ∈ D(A)
with Bx ≥ 0. (In the context of convexity preservation of the solutions of the




appropriate domains.) We give conditions on the time-step τ and the function r
so that r(τA) preserves B-shape, too. At the end of Section 4.2 we give examples
that demonstrate the usefulness of this new concept.
In Section 4.3 we generalize and, at the same time, simplify the proofs of some
results by Spijker [58] on contractivity preservation. Here, the topic under dis-
cussion is whether ||T (t)|| ≤ M implies ||
∏n
i=1 r(τiA)|| ≤ M . As for positivity
preservation, the H-P functional calculus allows us to give a common treatment
of conditional and unconditional norm-bound preservation and present results for
variable step-sizes and multi-step schemes.
We illustrate in Section 4.4 and Section 4.5 that it is possible to obtain results
for fully discrete solutions of PDE’s (i.e., approximate solutions after both space-
and time-discretization, see also [9]). In this case we first do a spatial discretiza-
tion (such as the finite element or finite difference method) which will yield a new
semigroup, the solution operator of the semi-discrete problem. Then we do the
time discretization. If we assume that the properties that we are considering are
preserved under the space discretization, then our analysis will tell us whether the
qualitative properties from the semi-discrete, and hence from the original, solu-
tion are inherited by the fully discrete approximation. As examples for treatment
of fully discrete problems with functional analytic tools first we show in Section
4.4 how to estimate the stability constant of the so-called restricted denominator
approximations applied to the space-discrete one-dimensional heat equation. In
Section 4.5 we propose a second order time-discretization method for the space-
discrete heat equation that preserves contractivity in the maximum norm for all
time steps. This method could serve as a partial solution to the problem, which is
discussed in Chapter 4, that higher order schemes are usually only conditionally
norm-bound preserving. We remark that there are examples where certain prop-
erties are lost under the spatial semi-discretization (finite element methods with
5
irregular meshes) but reappear after an appropriate time discretization (see [22]).
In this case our methods are not applicable to the fully discrete solution. Finally,
we remark that the inverse approach, that is, the investigation of qualitative prop-
erties of certain approximations that are inherited by the semigroup are considered,
for example, in [1] and [16].
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Chapter 1
The Hille-Phillips Functional Calculus
The main points of a functional calculus are twofold. First and foremost, it allows
us to define f(A) for an appropriate class of functions where A is a sufficiently
”nice” linear operator on a Banach-space X; that is, A is the generator of a C0-
semigroup. Secondly, instead of working with operators and their norms we can
manipulate functions and their absolute values when, for example, we want to
derive certain norm estimates involving f(A). When defining f(A) ∈ B(X) there
are some natural requirements. Since B(X) is a unitary algebra, we would like to
consider some algebra G of functions with a unit and we would like to obtain an
algebra homomorphism Φ : f 7→ f(A) from the function algebra G into B(X).
Usually, the more regular the operator is, the larger the class of the functions
one can use. Probably the best known functional calculus is the Dunford-Taylor
functional calculus which relies on Cauchy’s integral representation for analytic
functions. It turns out to be a very useful tool when dealing with generators of
analytic semigroups. However, for generators of arbitrary C0 semigroups, the use
of the Dunford-Taylor functional calculus imposes significant technical challenges
when estimating ||f(A)|| in terms of f . For arbitrary C0 semigroups, E. Hille and
R. Phillips proposed in [33, Chapter XV] the use of a functional calculus based on
the Laplace-Stieltjes transform. Regarding the usefulness of this functional calculus
R. Hersh and T. Kato remarked in [32]:
”...Earlier versions of this work...used the Dunford calculus...By using
instead the Hille-Phillips calculus...we now get sharper estimates and
simpler proofs.”
We are going to use the the Hille-Phillips (H-P) functional calculus to study func-
tions of the generator of a C0-semigroup on a Banach space X. For generators of
bounded C0-semigroups, the class of functions on which this functional calculus is
defined is the Banach algebra of functions r which are analytic on the left half-
plane and have a Laplace-Stieltjes representation r(z) =
∫∞
0
ezt dα(t) (Re z ≤ 0)
for some α in the Banach algebra of normalized functions of bounded total varia-
tion on [0,∞). With a standard rescaling procedure we obtain similar algebras for
generators of arbitrary C0-semigroups.
1.1 Algebras of Functions of Bounded Variation
To construct algebras of functions of bounded variation we recall some facts from
the basic theory of the Riemann-Stieltjes integral (for proofs, see [8], [33], and
[61]). A function α : [0, R] → C is in NBV [0, R] if it is of bounded variation
(α ∈ BV [0, R]) and normalized; i.e., α(0) = 0, and α(u) = α(u+)+α(u−)
2
for all
u ∈ (0, R). We define NBVloc := ∩R>0NBV [0, R] and BVloc := ∩R>0BV [0, R]. The
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space NBVloc is an algebra with multiplication defined by the Stieltjes convolution
(α ∗ β)(t) =
∫ t
0
α(t− u) dβ(u) =
∫ t
0
β(t− u) dα(u) (t /∈ Pα+β), (1.1)
where Pα+β := {t ∈ R : t = tα + tβ, tα ∈ Pα, tβ ∈ Pβ}, and where Pα (and
similarly Pβ) denotes the countable set of points where α is discontinuous. If Pα
or Pβ is empty we define Pα+β to be the empty set. If α, β ∈ NBV [0, R] have
discontinuities in Pα and Pβ respectively, then γ := α ∗ β exists on [0, R] \ Pα+β.
Moreover, γ may be defined in the points of Pα+β so that it becomes normalized
(see [61, Theorems 11.1 and 11.2a]). We can extend α, β ∈ NBV [0, R] by defining
α, β to be zero in (−∞, 0) and to be α(R) and β(R), respectively, in (R,∞). Then
γ(t) =
∫∞
−∞ α(t− u)dβ(u) if t /∈ Pα+β. To see that γ is again of bounded variation
(see [61, Theorem 11.2b]), let Vα(t) denote the total variation function of α on the






Let 0 ≤ a = t0 < t1 < ... < tN = b ≤ R with ti /∈ Pα+β. Then, for all u ≥ 0,
N−1∑
i=0








| dα(v)| = Vα(R).
Hence,
∑N−1
i=0 |γ(ti+1)− γ(ti)| ≤
∫∞
−∞ Vα(R)|dβ(u)| = Vα(R)Vβ(R). Since the right-
hand side is independent of the points ti we may let them approach points of Pα+β,
we may let a approach zero and b approach R. The left-hand side can be brought
arbitrary close to Vγ(R), so that
Vγ(R) ≤ Vα(R)Vβ(R). (1.2)
Thus, (NBVloc,+, ∗) is an algebra. A well-known extension (see [61, Theorem
11.3.]) of the classical Cauchy theorem regarding the multiplication of absolutely
convergent series states that if α, β ∈ NBVloc with limt→∞ α(t) := α(∞) and
limt→∞ β(t) := β(∞), then
lim
t→∞
γ(t) = α(∞)β(∞), (1.3)




















































α̃(t − u)dβ̃(u) = 0. If β̃(t)
is constant then the result is trivial. Otherwise let us denote its total variation on












|dβ̃(u)| ≤ ε. This finishes
the proof of (1.3).
The following statements will play a major role in the proofs of the main results
of this section. For their proofs we refer to [61, Theorems 16.4 and 10a] .
Proposition 1.1.1 (Helly-Bray Theorem). Let αn ∈ BV [a, b] be of uniform








Proposition 1.1.2 (Mean Value Theorem). If α ∈ BV [a, b] is non-decreasing




f(t) dα(t) = f(ζ)[α(b)− α(a)].









exists for some z ∈ C, then f is called the Laplace-Stieltjes transform of α. We
will sometimes refer to α as the generating function and to f as the determining
function. This terminology is adopted from [61]. It is well-known that the region
of convergence of (1.4) is an appropriate left half-plane; i.e., if (1.4) converges for
some z0 ∈ C, then it converges for all z ∈ C with Re z < Re z0 (see [2, Chapter 1],
or [61, Chapter II]). We call








converges for z = γ + iδ with γ < 0, then





ezt dα(t) converges for z = γ + iδ with γ > 0, then α(∞) exists and
α(t)− α(∞) = o(e−γt) as t→∞. (1.6)
It is well known that the function f : z →
∫∞
0
ezt dα(t) is an analytic function on
the open left half plane {z ∈ C : Re z < abs(α)}. We say that the integral (1.4)







Let α, β ∈ NBVloc and γ := α∗β. If the integrals f(z) :=
∫∞
0
ezt dα(t) and g(z) :=∫∞
0














For the proof see [61, Chapter II, Section 11]. Now, we are in the position to prove
the first main result of this section.









Proof. Clearly, NBV ω is a vector space and || · ||ω defines a norm. By (1.2), γ :=
α ∗ β ∈ NBVloc if α, β ∈ NBV ω. By (1.8), ||γ||ω ≤ ||α||ω||β||ω. Thus, NBV ω is
a normed algebra with unit e = χ(0,∞) (the characteristic function of the interval
(0,∞)). To show that NBV ω is complete, we prove first that a Cauchy sequence
αn ∈ NBV ω converges uniformly on compacts. Let ε > 0 and k := mint∈[0,R](eωt).
Then there is N ∈ N such that
∫∞
0
eωt|d(αn − αm)(t)| = ||αn − αm||ω < ε · k
for all n,m ≥ N. Let t0 ∈ [0, R]. Then
∫ t0
0
eωt|d(αn − αm)(t)| < ε · k. Therefore,
by Proposition 1.1.2, there exists ζ ∈ [0, t0] such that
∫ t0
0
eωt|d(αn − αm)(t)| =
eωζVαn−αm(t0) < ε · k . Thus,
Vαn−αm(t0) < ε, for all n,m ≥ N, and t0 ∈ [0, R] (1.9)
which implies that |αm(t0) − αn(t0)| < ε for all n,m ≥ N and t0 ∈ [0, R], since
αm(0) − αn(0) = 0. Thus, the functions αn converge uniformly on compacts to
a function α. Therefore, α is normalized and from (1.9) we see that |Vαn(t0) −
Vαm(t0)| ≤ Vαn−αm(t0) < ε for all t0 ∈ [0, R]. This implies that the sequence αn is
of uniform bounded variation on every interval [0, R], i.e., there is MR > 0 such
that Vαn(R) ≤ MR for all n ∈ N. Let 0 = t0 < t1 < t2 < ... < tN = R be a
subdivision of [0, R]. Let ε > 0 and let us choose αn so that |α(t) − αn(t)| ≤ ε2N






|α(ti)− αn(ti)|+ |αn(ti)− αn(ti−1)|
+ |α(ti−1)− αn(ti−1)| ≤ ε+ Vαn(R) < ε+MR.
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Therefore, Vα(R) ≤ MR and thus α ∈ NBVloc. Finally, we prove that∫∞
0
eωt| dα(t)| < +∞ and that limn→∞ αn = α in NBV ω. Again, let R > 0


































Therefore, Vα−αn(R) ≤ limm→∞ Vαn−αm(R), and by (1.9), limn→∞ Vα−αn(R) = 0.
Note that this holds uniformly for t0 ∈ [0, R]. We also have that |Vαn−αm(t0) −
Vαn−α(t0)| ≤ Vα−αm(R) → 0 as m → ∞ for t0 ∈ [0, R] uniformly. Using Propo-
sition 1.1.1 for the sequence (Vαm−αn(·))m∈N we see that
∫ R
0








eωt|d(α− αn)(t)| ≤ lim
m→∞
||αm − αn||ω. (1.10)




+∞. Finally, from (1.10) it follows that limn→∞ αn = α in NBV ω. Thus NBV ω is
complete.
We are now in the position to define the algebra of functions, isomorphic to NBV ω,
on which the Hille-Phillips functional calculus will be defined.
Corollary 1.1.4. Let Gω := {fα : fα(z) =
∫∞
0
ezt dα(t) if Re z ≤ ω, α ∈ NBV ω}.
Then the operator Φ : NBV ω → Gω defined by Φ(α) := fα is an algebra isomor-
phism. If we set ||fα|| := ||α||ω, then Gω becomes a Banach algebra and, for ω ≥ κ,
the inclusion Gω ⊂ Gκ holds.
Proof. The map Φ is clearly linear. If we define multiplication in Gω as pointwise
multiplication, then (1.7) shows that Φ preserves multiplication. Also, it maps the
unit of NBV ω to the unit of Gω which is eGω(z) := 1 for Re z ≤ ω. From Theorem
1.1.3 it follows that NBV ω is an algebra and therefore Gω, the image of Φ, is also
an algebra. By definition, Φ is onto and the injectivity follows from the uniqueness
theorem for the Laplace-Stieltjes transform (see, e.g., [61, Chapter II, Theorem
6.3]). The completeness of NBV ω implies the completeness of Gω. Finally, the
inclusion Gω ⊂ Gκ for ω ≥ κ follows immediately from the definition of Gω.
Recall that a rational function r is called A-stable if |r(z)| ≤ 1 for Re z ≤ 0. Next,
we show that this important class of functions is in G0 and hence in all Gω with
ω ≤ 0 (c.f. [33, page 441]).
11
Proposition 1.1.5. If a rational function r satisfies |r(z)| ≤M for some M > 0
and for Re z ≤ ω, then r ∈ Gω.
Proof. Clearly, constant functions and the functions z → 1
a−z belong to the algebra
Gω for Re a > ω. Therefore, by developing r into partial fractions, we see that
r ∈ Gω.
Another important example is the function z 7→ ezt for fixed t > 0. It belongs to





where the normalized Heaviside function Ht is defined as
Ht(s) :=

0 if 0 ≤ s < t
1
2
if s = t
1 if s < t.
We define H0 by setting set H0(s) = 0 for s = 0 and H0(s) = 1 for s > 0. In
Appendix B we will discuss further sufficient conditions which assure that certain
functions belong to G0.
1.2 The Hille-Phillips Functional Calculus
Let X be a Banach space and let A : X ⊃ D(A) → X generate a C0-semigroup
T (·) of type (M,ω); i.e., there exists M ≥ 1 and ω ∈ R such that ||T (t)|| ≤ Meωt
for all t ≥ 0. For f ∈ Gω with f(z) :=
∫∞
0




T (t)x dα(t). (1.11)
In order to justify this definition, we show that the map f → f(A) defined in
(1.11) is an algebra homomorphism.
Theorem 1.2.1 (Hille-Phillips Functional Calculus). If A generates a C0-
semigroup T (·) of type (M,ω), then Ψ : Gω → B(X) defined by Ψ(f) := f(A) is
an algebra homomorphism. Moreover,
||f(A)|| ≤M ||α||ω, (1.12)
where α ∈ NBV ω is such that f(z) =
∫∞
0
ezt dα(t), Re z ≤ ω.
Proof. It is clear that the map Ψ is linear and that Ψ(eGω) = I ∈ B(X). Also the




T (t)x dα(t)|| ≤M
∫ ∞
0
eωt | dα(t)|||x|| = M ||α||ω||x||.
12




eωtα(t) = 0. (1.13)
If ω > 0, then by (1.6), we have that
lim
t→∞
eωt(α(t)− α(∞)) = 0. (1.14)
If α ∈ NBV 0, then α(∞) exists. This shows that (1.14) holds for ω = 0, too. We










T (u)x dγ(u) for all x ∈ X, (1.15)















T (u)x dα(u− t) dβ(t).






〈T (u)x, x∗〉 dα(u− t) dβ(t). (1.16)
First assume that ω < 0. Since α ∈ NBVloc and u→ 〈T (u)x, x∗〉 is continuous we




{[〈T (u)x, x∗〉α(u− t)]u=∞u=t −
∫ ∞
t
α(u− t)d〈T (u)x, x∗〉} dβ(t).
Since α(0) = 0 and limu→∞ α(u − t)〈T (u)x, x∗〉 = 0 (by (1.13)), the first term in
















γ(u) d〈T (u)x, x∗〉 =
∫ ∞
0
〈T (u)x, x∗〉 dγ(u) = 〈
∫ ∞
0
T (u)x dγ(u), x∗〉.
The above calculation is true for all x∗ ∈ X∗ and hence (1.15) is established. If














α(u− t)− α(∞) d〈T (u)x, x∗〉} dβ(t),
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where the first term in the integral equals to 〈T (t)x, x∗〉α(∞) since α(0) = 0 and





























〈T (t)x, x∗〉α(∞) dβ(t)−
∫ ∞
0
γ(u)− α(∞)β(u) d〈T (u)x, x∗〉. (1.17)
We claim that limt→∞(γ(t)− α(∞)β(t))〈T (t)x, x∗〉 = 0. To see this let us write
|(γ(t)− α(∞)β(t))〈T (t)x, x∗〉|
≤ |(γ(t)− γ(∞))〈T (t)x, x∗〉|+ |(γ(∞)− α(∞)β(t))〈T (t)x, x∗〉|
= |(γ(t)− γ(∞))〈T (t)x, x∗〉|+ |(α(∞)β(∞)− α(∞)β(t))〈T (t)x, x∗〉|
= |(γ(t)− γ(∞))〈T (t)x, x∗〉|+ |α(∞)(β(∞)− β(t))〈T (t)x, x∗〉| → 0
as t → ∞. The last two steps follow from (1.3) and (1.14). Finally, we continue




〈T (t)x, x∗〉α(∞) dβ(t)−
∫ ∞
0








〈T (u)x, x∗〉 d(γ(u)− α(∞)β(u)) =
∫ ∞
0





















Theorem 1.2.1 shows that in order to bound norm of f(A) we have to estimate the




we encounter several difficulties when trying to obtain those estimates. First of all,
most of the time we are given the function f and not the function α. Secondly,
even if we could find an explicit form for α, in most of our applications we wish
to bound fn(A) (n ∈ N) which would mean an estimate of the total variation of
αn∗ := α ∗ α ∗ ... ∗ α, the n-times Stieltjes convolution α with itself. Even with the
formula for αn∗ at hand, any direct computation of the total variation of αn
∗
is
often impossible due to the highly complex nature of αn∗ for large n. Therefore, we
take an indirect approach, proposed in [11] and [32], and try to obtain information
about the total variation of α (or αn∗) from its Laplace-Stieltjes transform f (or
fn) which is much easier to handle. Our approach is somewhat different from the
one in [11] which is due to our formulation of the H-P functional calculus with
functions of bounded variation instead of measures.
2.1 Basic Inequalities
The proof of the following inequality is a variant of [32, Lemma 5] and we present
its simple proof for convenience.
Proposition 2.1.1 (Carlson’s Inequality). Assume that f ∈ L2(R) and s 7→
sf(s) ∈ L2(R). Then, f ∈ L1(R) and∫ ∞
−∞











Proof. If f = 0 almost everywhere, then the statement is obvious. Let f(s) 6= 0 on















1 · |f(s)| ds+
∫ c2
0

























































4 yields the desired result.
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We remark that the above inequality remains true if we replace the constant 2 by√









denote the Lp(R)-norm of a function f ∈ Lp(R) and let F(f) ∈ L2(R) denote the
Fourier transform of f ∈ L2(R).
Corollary 2.1.2. Assume that f, f ′ ∈ L2(R). Then, F(f) ∈ L1(R) and



















Now the result follows immediately from Proposition 2.1.1.
Throughout the dissertation we are going to use the following inversion formula for
the Laplace-Stieltjes transform (see, for example, [61, Chapter II, Theorem 7a]).

















α(s) if s > 0
α(0+)
2
if s = 0
0 if s < 0.
(2.1)
Now we are ready to prove our main estimate on the total variation of α using
information of the behavior of its Laplace-Stieltjes transform on the imaginary
axis. A similar statement with a different proof can be found in [11, Lemma 2].
Theorem 2.1.4. Let f(z) =
∫∞
0
ezs dα(s), Re z ≤ 0, where α ∈ NBVloc with
α(0+) = 0 and assume that f has an analytic extension to a neighborhood of
the imaginary axis. If f0, f
′
0 ∈ L2(R), where f0(s) := f(is), then α is absolutely


























where c > ε > 0, γε(u) = εe




] and ΓRε (u) = iu, u ∈ [−R,−ε] ∪ [ε, R].









|f(−z)| → 0 as R→∞,
where Γ±R,c(u) = ±iR+u, u ∈ [0, c]. Now, let us fix s0 ≥ 0. Since α(0+) = 0, and
the function z 7→ f(−z)ezs is analytic in a neighborhood of the imaginary axis, it





























































−ivs dv ds, (2.3)
where
(2)
lim denotes the limit in L2(R). To see that we can interchange the limit and








Since f0 ∈ L2(R) it follows that
(2)
limR→∞ fR := F(f0) exists and defines a uniquely
determined function in L2(R) (see, for example, [14, p.210]). Therefore, fR → F(f0)










fR(s)χ[0,s0](s) ds = lim
R→∞
〈fR, χ[0,s0]〉












This also shows, in particular, that Vα(∞) = 1√2π ||F(f0)||1. Since f0, f
′
0 ∈ L2(R),























Corollary 2.1.5. Let f(z) =
∫∞
0
ezs dα(s), Re z ≤ 0, where α ∈ NBVloc and
assume that f has an analytic extension to a neighborhood of the imaginary axis.
If f0 − f(−∞), f ′0 ∈ L2(R), then α ∈ NBV 0 and
Vα(∞) = |f(−∞)|+ 1√2π
∫∞
0












where f(−∞) := limx→−∞ f(x).
Proof. Since α is a normalized function of bounded variation α(0+) exists and, by





The functions f − f(−∞) and α − f(−∞)H0 satisfy the conditions of Theorem
2.1.4. Therefore,

















When dealing with time-discretization schemes the use of rational functions as
approximations to the exponential function is a widely used approach. In the next
two sections we use the tools developed in the present section to discuss the prop-
erties of αn∗, assuming that the Laplace-Stieltjes transform of α is an A-stable
rational function.
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2.2 Estimates of the Total Variation of the
Determining Function
Let r be an A-stable rational function given by r(z) =
∫∞
0
ezs dα(s) (Re z ≤ 0) for
some α ∈ NBV 0. Note that, by Proposition 1.1.5, an A-stable rational function can
always be written in this form. Next we show how to estimate the total variation of
αn∗, the n-times Stieltjes convolution of α with itself, using the estimates developed
in Section 2.1. First we prove a rough estimate to demonstrate the main idea and
then we introduce a technical tool to get a sharp result. From now on in our proofs
the letter C stands for an arbitrary constant independent of the parameter n and
the various summation indexes. This means, in particular, that even in the same
line the letter C may denote different constants which are independent of our
parameters.




ezs dα(s), Re z ≤ 0,
for some α ∈ NBV 0. Then there is a constant K > 0 such that
Vαn∗(∞) ≤ Kn
3
4 for all n ∈ N. (2.6)
Proof. Since r is an A-stable rational function it follows that r(∞) := lim|z|→∞ r(z)


















Since r is A-stable we have that r(z) − r(∞) = p(z)
q(z)
with p, q polynomials and
deg(p) < deg(q). Thus, by the binomial formula,




∣∣ ≤ C n
1 + |s|
, s ∈ R.
The A-stability of r also implies that |rn(is)− rn(∞)| ≤ 2, s ∈ R and hence,






, s ∈ R. (2.8)
Also, by the A-stability of r, we have that r′(z) = p1(z)
q1(z)
with p1, q1 polynomials and
deg(p1) < deg(q1)− 1. Thus,
| d
ds
(rn(is)− rn(∞))| = |nrn−1(is)r′(is)| ≤ C n
1 + |s|2
, s ∈ R. (2.9)
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Therefore, by (2.8),
||rn0 − rn(∞)||22 =
∫ ∞
−∞











≤ 2C(n− 1) + 2Cn ≤ Cn.
By (2.9), we have





(rn(is)− rn(∞))|2 ds ≤ Cn2.
Thus, using (2.7), we see that
V ∞0 (α










2 in (2.6). To do so we introduce an additional technical tool
which will be used again later in this chapter. We will need a special partition
of unity (c.f. [11] and [12, Chapter 2]) which we define the following way. Let







for |s| > 2. We set φj(s) := φ(2−js) for j > 0 and φ0 = 1 −
∑∞
j=1 φj. Note that
supp(φj) ⊂ (−2j+1,−2j−1) ∪ (2j−1, 2j+1) for j > 0. To see that such a function
exists let us denote by C∞0 (R) the set of infinitely often differentiable functions

















has the desired properties. The proof of the next theorem benefit from the tools of
the proof of [11, Theorem 1].




ezs dα(s), Re z ≤ 0,
for some α ∈ NBV 0. Then there is a constant K > 0 such that
Vαn∗(∞) ≤ K
√
n for all n ∈ N. (2.10)
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||φk · (rn0 − rn(∞))||
1
2




where we use Corollary 2.1.2 for the last inequality. Using (2.8) we find that













ds ≤ Cmin(2k, n22−k) (2.12)
if k > 0. Since |rn0 − rn(∞)| ≤ 2 it follows that
||φ0 · (rn0 − rn(∞))||22 ≤ C.




∣∣ = |2−kφ′(2−ks)| ≤ C2−k for s ∈ R.













Therefore, using (2.8) and (2.9), we see that























≤ Cmin(2−k, n22−3k) + Cn22−3k ≤ C(2−k + n22−3k). (2.13)
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Note, that the final estimate in (2.13) holds also for k = 0 by (2.8) and (2.9).
Finally, from (2.12) and (2.13) it follows that
||φk · (rn0 − rn(∞))||
1
2
















||φk · (rn0 − rn(∞))||
1
2






Now we discuss the sharpness of Theorem 2.2.2. It can be shown that if r0 satis-
fies some additional assumptions at ∞ and at 0, then the above estimate can be
improved (see [11]). However, in general, the estimate in Theorem 2.2.2 is sharp
as will be shown in Theorem 2.2.5. Although some technical details are adopted
from [18], our approach does not use the concept of Fourier multiplier norms. We
need a few preliminary lemmas.




some α ∈ NBV 0, then ||F(κf)||1 ≤ ||F(κ)||1Vα(∞).

































|κ(s)e−is(t−r)| ds dVα(r) = ||κ||1Vα(∞) < +∞










































The next lemma is one of the basic tools when estimating oscillatory integrals (for
the proof we refer to [12, Lemma 5.1, p. 24]).
Lemma 2.2.4 (Van der Corput). Let φ ∈ C2[a, b] be real with |φ′′| ≥ δ > 0 on




eiφ(s) ds| ≤ 8δ−
1
2 .
Now we can prove the following theorem on the sharpness of Theorem 2.2.2 using





. It is easy to see that r is A-stable and therefore, by









ezs dα(s), Re z ≤ 0, (2.14)
for some α ∈ NBV 0.




n for all n ∈ N.
Proof. Observe that |r0(s)| := |r(is)| = 1 for all s ∈ R. Therefore, we can write






. Therefore, we may choose κ ∈ C∞0 (R) such that ψ′′ ≥ δ > 0 on supp(κ).
Then, using Parseval’s identity, Hölders inequality, and the fact that |r0(s)| = 1
we have that
||κ||22 = ||κrn0 ||22 = ||F(κrn0 )||22 ≤ ||F(κrn0 )||1||F(κrn0 )||∞. (2.15)
To see that the last to norms in (2.15) are finite, first observe that
||F(κrn0 )||1 ≤ ||F(κ)||1Vαn∗(∞) (2.16)
by Lemma 2.2.3. We obtain an upper estimate for ||F(κrn0 )||∞, using Lemma 2.2.4,
as follows.
√














einψ(t)−isr dr dt| ≤ ||κ′||18(δn)−
1
2 . (2.17)













2.3 Convergence of the Determining Functions
Induced by the Convergence of Their
Laplace-Stieltjes Transforms
Let r be an A-stable rational function that approximates the exponential function




ezs dα(s) for some α ∈ NBV 0. (2.18)







where αn(s) := α
n∗(n
t
s). Note that αn depends on t. Since r
n( t
n




ezs dHt(s) we suspect that αn converges to Ht in some sense. In Theorem
2.3.4 we show, among others, that indeed αn converges to Ht in L1(R+) with a
rate proportional to 1√
n
. First we prove a modified version of the complex inversion
formula for the difference αn−Ht and its antiderivatives. Let us denote by I(k)[αn−









(αn −Ht)(s1) ds1 ds2... dsk, k ∈ N. (2.20)
We set I(0)[αn −Ht] := αn −Ht.
Proposition 2.3.1. Let r be an A-stable rational function approximating the ex-












, k = 0, 1, ..., q, n ∈ N,
on (0,∞). For k = 0 the equality holds pointwise almost everywhere on (0,∞).
Proof. We prove the statement by induction. Let k = 0. By Proposition 2.1.3, for













Since r approximates the exponential function to order q it follows that the func-





is analytic at the origin and also in a neighborhood of the










2ect → 0 as R→∞
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where Γ±R,c = {z : z = ±iR + s, s ∈ [0, c]}. Therefore, by Cauchy’s theorem, we













































belongs to L2(R) it follows that fR converges in L2(R) as R → ∞ and defines
a function in L2(R) (see, for example, [14, page 209.]). Proposition 2.1.3 shows
that fR converges pointwise, too, and hence the pointwise limit is the same as the























This proves our claim for k = 0. Assume now that our statement holds for k ∈ N





















































R (τ) dτ. (2.23)



























(e−ivr − 1) dv. (2.24)
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Since k < q, since r approximates the exponential function to order q, and since r





dz is analytic in the neighborhood of the


















where ΓR = {z ∈ C : z = Reis, s ∈ [π2 ,
3π
2
]}. Since the function z → rn( t
n
z)− ezt







































Therefore, from (2.23) it follows that



























for all s > 0. This finishes the proof.
Corollary 2.3.2. Let r be an A-stable rational function approximating the expo-
nential function to order q given by (2.18). If t > 0, then
lim
s→∞
I(k)[αn −Ht](s) = 0, k = 0, 1, ..., q, n ∈ N. (2.25)
Proof. First, let k = 0. Since 1 = rn(0) = rn(0+) = αn(∞) it follows that
lim
s→∞
(αn(s)−Ht(s)) = 0, n ∈ N.





∈ L1(R). Thus, by the Riemann-Lebesgue Lemma
and by Proposition 2.3.1, our claim follows.
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Before we prove the main convergence result of this section we need a technical
lemma.
Lemma 2.3.3. Let a ∈ R and b > 0. If f ∈ L2(R) with F(f) ∈ L1(R), then
||F(f)||1 = ||F(f(b·))||1 = ||F(f(·)eia(·))||1. (2.26)
Proof. The equalities easily follow from an elementary computation using change
of variables.
We are now ready to prove our main convergence result. In the proof we use ideas





if k < q−1
2





Theorem 2.3.4. Let r be an A-stable rational function approximating the expo-
nential function to order q given by (2.18). If t > 0 and k = 0, 1, ..., q, k 6= q−1
2
,
then there is a constant K > 0 such that





, n ∈ N, (2.27)
where the antiderivative I(k)[αn −Ht] of αn −Ht is defined in (2.20). If k = q−12 ,
then





ln(n+ 1), n ∈ N. (2.28)
Proof. We use Lemma 2.3.3 with a = t and b = n−
q
q+1 t together with Proposition










































Here, || · ||1 denotes the L1(R)-norm. As in the estimate (2.11), we use the partition
of unity to obtain













Next we give estimates for the terms in (2.30). By Remark 2.1.2, we have that






















)n − 1| ≤ 2, s ∈ R. (2.32)
Since r(z) = ez + O(zq+1) as z → 0 and e−z = O(1) as z → 0, we see that



































q+1 s|q+1n = C|s|q+1, for |n−
1
q+1 s| ≤ 1. (2.33)

















| ≤ Cmin(|s|q−k, 1
|s|k+1
), for s ∈ R. (2.35)














∣∣[ei(·)r(i·)]′(n− 1q+1 is)∣∣ ≤ Cn qq+1 |n− 1q+1 s|q = C|s|q, for s ∈ R. (2.36)
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To see that the last inequality in (2.36) holds observe that r′(z) = ez +O(zq) and
therefore
(e−zr(z))′ = r′(z)e−z − r(z)e−z = 1 +O(zq)− (1 +O(zq+1)) = O(zq) as z → 0.
(2.37)
Thus,
∣∣[ei(·)r(i·)]′(n− 1q+1 is)∣∣ ≤ C|n− 1q+1 s|q for |n− 1q+1 s| ≤ 1. For |n− 1q+1 s| ≥ 1 the
inequality holds since [r(i·)]′ is bounded (see (2.9)) and hence∣∣[ei(·)r(i·)]′(n− 1q+1 is)∣∣ ≤ C ≤ C|n− 1q+1 s|q.
Therefore, by (2.34), (2.36) and the product rule we have that
∣∣ d
ds
[(e−n− 1q+1 isr(n− 1q+1 is))n − 1
sk+1
]∣∣






Here the case k = q requires a little more work since the bound in (2.38) has a
singularity at s = 0. The function w 7→ e
−iwr(iw)−1
wq+1
is analytic at the origin and










































































q+1 ≤ C. (2.39)
For the last inequality we also used (2.37). Thus, by (2.38) and (2.39), if k = q we
obtain ∣∣ d
ds
((e−n− 1q+1 isr(n− 1q+1 is))n − 1
sq+1




If we look at the estimate (2.38) it becomes clear that the use of a partition of
unity is necessary if k ≤ q− 1 since the function that bounds the derivative is not
in L2(R). Since the estimate in (2.35) is independent of n we see that





Similarly, by (2.38) and (2.40),





Recall that for j > 0 we have that supp(φj) ⊂ (−2j+1,−2j−1) ∪ (2j−1, 2j+1) and
hence, by (2.35),














Recall that from the definition of φj it follows that∣∣ d
ds
φj(s)
∣∣ = |2−jφ′(2−js)| ≤ C2−j for s ∈ R.
Hence, by (2.35), (2.38) and the product rule,

















Thus, using (2.41) and (2.42) we have that
















Therefore, if k > q−1
2
, then we see from (2.30), (2.31) and (2.43) that






which finishes the proof for this case in view of (2.29). If k ≤ q−1
2
, then we cannot
sum the terms in (2.43) all the way to infinity and therefore we need a second,
different estimate in (2.30). If j > 0, then 0 /∈ supp(φj). Thus


















Recall that rn(z) =
∫∞
0






























Therefore, using Lemma 2.2.3 with κ(·) = φj(·)
(·)k+1 we have that

































Thus using (2.45) in (2.44) and the fact that VH
n
− qq+1
(∞) = 1, we have



















Since the total variation of a function on [0,∞) is independent of a positive scaling





(∞) = Vαn∗(∞) ≤ C
√
n.
















































Thus using 2.47 in (2.46) we have








If n is large enough then we can choose j0 > 0 such that 2
j0 ≤ n
1
q+1 < 2j0+1. Then,



































This proves (2.27) for k < q−1
2































2 2−(j0+1)(k+1) ≤ C lnn+C ≤ C ln(n+1),
which yields together with (2.29) and (2.30) the estimate in (2.28).
32
Chapter 3
Stability and Convergence of
Time-Discretization Schemes
In this chapter we use the estimates developed in the previous sections to prove
stability and convergence results for time-discretization methods for semigroups.
For simplicity we consider only bounded semigroups. The general situation can
be handled by employing an appropriate shifting procedure in the proof of the
bounded case (see [11]). For A-stable rational approximation schemes that sat-
isfy some more precise conditions on the imaginary axis improved stability and
convergence estimates can be obtained (see [11]).
3.1 Stability
The next result, due to Brenner and Thomée (see [11, Theorem 1]), is an immediate
corollary of the results of the previous section.
Theorem 3.1.1. Let T (·) be a C0-semigroup of type (M, 0) generated by A and
let r be an A-stable rational function. Then there is a constant K > 0 such that
||rn(τA)|| ≤ KM
√
n, τ > 0, n ∈ N \ {0}.




ezsdα(s),Re z ≤ 0




ezs dαn∗(s), n ∈ N \ {0},





||T (τs)x|| dVαn∗(s) ≤MVαn∗(∞)||x|| ≤ KM
√
n||x||.
Next we prove that the stability estimate is sharp for the left-shift semigroup
on C0(R), the space of continuous functions vanishing at infinity, and the Crank-
Nicolson Scheme. The example is adopted form [18]. However, our proof is different
and more elementary since we do not use Fourier multiplier theory.
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, then there is a constant K > 0 such that
||rn(τA)|| ≥ K
√
n, τ > 0, n ∈ N.
Proof. Since r is A-stable it follows that r(z) =
∫∞
0
ezt dα(t) (Re z ≤ 0) for some
α ∈ NBV 0. Let us define
α̃n(t) :=

αn∗(t) if t > 0
αn∗(0+)
2
if t = 0













The Riesz representation theorem for C0(R) asserts that C0(R)∗ = NBV (R)1 (see
also Theorem A.3). Hence, α̃n can be identified with a unique linear functional in
C0(R)∗ and ||α̃||C0(R)∗ = V ∞−∞(α̃n) = Vαn∗(∞). Thus, using the fact that the total





















































V ∞−∞(α̃n) = Vαn∗(∞).
Now, Theorem 2.2.5 gives the desired estimate from below.
In the next section we will discuss convergence estimates for rational approximation
schemes for C0-semigroups on a continuum of spaces between D(Aq+1) and X.
3.2 Convergence on Integer Order Favard
Spaces
Let A : X ⊃ D(A) → X denote the generator of the C0-semigroup T (·) of type
(M, 0). We set D(A0) := X. For α > 0, α = l + β, β ∈ (0, 1], l ∈ N, the space
Fα := {x ∈ D(Al) : sup
t>0
||t−β(T (t)− I)Alx)|| < +∞} (3.1)
1We say that a function α is a normalized function of bounded variation on R (α ∈ NBV (R)) if α is of bounded
variation on R and α is normalized i.e., α(−∞) = 0 and α(t) = α(t+)+α(t−)
2
for t ∈ (−∞,∞) (c.f. [14, page 10]).
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is called the Favard space of order α. We complete the definition by setting F0 = X.
From the definition it is clear that D(Ak) ⊂ Fk for k ∈ N. Moreover, if X is reflex-
ive, then D(A) = F1 (see, for example, [20, Corollary 5.21]). An easy application
of the uniform boundedness principle shows that, for bounded semigroups, the
Favard space Fk (k ∈ N) consists of x ∈ D(Ak−1) for which t 7→ 〈T (t)Ak−1x, x∗〉 is
Lipschitz continuous for all x∗ ∈ X∗. For x ∈ Fk, (k ∈ N) we define
Mkx := lim sup
t→0+
||t−1(T (t)− I)Ak−1x)||. (3.2)
Observe that if x ∈ D(Ak) (k ∈ N), then Mkx = ||Akx||. If A−1 exists, then x 7→Mkx
defines a norm on Fk and (Fk,Mk(·)) is a Banach space which is continuously embed-
ded into X (see Theorem 3.2.3). However, one cannot extend this functional to Fα,
where α > 0 is not an integer, by setting Mαx := lim supt→0+ ||t−β(T (t)− I)Alx)||,
α = l + β, β ∈ (0, 1) and l = 0, 1, ..., since x 7→ Mαx does not define a norm
anymore. Indeed, if α /∈ N, then Mαx = 0 does not imply that x = 0, rather
that x belongs to the abstract Hölder space of order α (for an introduction to
abstract Hölder spaces, see for example, [20, Chapter II, Section 5]). If x∗ ∈ X∗
and x ∈ Fk, then the map t 7→ 〈T (t)Ak−1x, x∗〉 is differentiable almost everywhere
and |〈T (t)Ak−1x, x∗〉′| ≤MMkx ||x∗||.
Theorem 3.2.1 below is a generalization of [11, Theorems 3 and 4] where the same
speed of convergence is obtained for D(Ak) and Mkx is replaced by ||Akx|| in (3.4).
In particular, we obtain optimal order of convergence for Fq+1 instead of D(Aq+1)
and a convergence rate of 1√
n
on F1 instead of D(A). Our theorem is a true gener-
alization since if X is not reflexive, then in general D(Ak) is a true subset of Fk.
For example, it is easy to see, using the definition of the Favard class, that for the
left-shift semigroup on X := C0(R) we have that
D(A) = {f ∈ C0(R) : f ′ ∈ C0(R)}
which is a significantly smaller set then
F1 = {f ∈ C0(R) : f is globally Lipschitz continuous on R}.
Or, if we take the same semigroup on X = L1(R), then
D(A) = {f ∈ L1(R) : f is absolutely continuous on R}
while
F1 = {f ∈ L1(R) : f is of bounded total variation on R}.
The basic difference between our approach and the one of Brenner and Thomée
in [11] is that we prove convergence of αn (and its antiderivatives) to Ht (and its
antiderivatives) in L1(R+), while Brenner and Thomée prove the convergence of












belongs to F0 (which is nontrivial and is proved in [11, Lemma 1 and Lemma 2]).
Moreover, we get convergence estimates on Favard spaces of integer order directly.
First we need a technical result on Riemann-Stieltjes integrals. For the proof of
the next lemma we refer to [61, Chapter I, Theorem 6a].
Lemma 3.1. If f ∈ C[a, b] and α(s) =
∫ s
c







Corollary 3.2. Let 0 ≤ si <∞ and ci ∈ R for i = 1, ..., N . If f = g+
∑N
i=1 ciHsi
with g ∈ C[0,∞) bounded and α(s) =
∫ s
c



















Finally, using integration by parts we see that∫ ∞
0
















if k < q−1
2






θ̃q(k) := θq(k − 1), k = 0, 1, ..., q + 1. (3.3)
Theorem 3.2.1. Let A : X ⊃ D(A) → X generate a C0-semigroup T (·) of
type (M, 0). If r is an A-stable rational function that approximates the exponential
function to order q, then there is a constant K > 0 such that for k = 0, 1, ..., q +










Mkx , t ≥ 0, n ∈ N, x ∈ Fk, (3.4)
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ln(n+ 1)Mkx , t ≥ 0, n ∈ N, x ∈ Fk.
Proof. For t = 0 the statement is obvious. For k = 0 the estimate follows from







where αn is defined as in (2.19). Using the Hille-Phillips functional calculus we
have a representation of the following form
〈rn( t
n
A)x− T (t)x, x∗〉 =
∫ ∞
0
〈T (s)x, x∗〉 d[αn(s)−Ht(s)].
Since the map t 7→ 〈T (t)x, x∗〉 is continuous and bounded, and αn(∞) = rn(0−) =
1, we can proceed with integration by parts and obtain
〈rn( t
n
A)x− T (t)x, x∗〉 =
∫ ∞
0
〈T (s)x, x∗〉 d[αn(s)−Ht(s)]










(αn(s)−Ht(s)) d〈T (s)x, x∗〉. (3.5)







ezs dαn∗(s), where αn∗(s)(s) = rn(∞)H0(s) + βn(s) and βn(s) =∑
cjs
nje−λjs. Therefore, using Corollary 3.2 we have that
|〈rn( t
n
A)x− T (t)x, x∗〉| = |
∫ ∞
0





















If x ∈ Fk, then we integrate by parts (k− 1)-times keeping in mind that I(k)[αn−
Ht](0) = 0 and that lims→∞ I
(k)[αn−Ht](s) = 0, by Corollary 2.3.2. If x ∈ Fk and
k − 1 6= q−1
2
(or, equivalently, k 6= q+1
2
), then it follows from Theorem 2.3.4 that
|〈rn( t
n









































If k = q+1
2
, then Theorem 2.3.4 shows that
|〈rn( t
n





ln(n+ 1)Mkx ||x∗||. (3.7)
Finally, the desired results follow from the Hahn-Banach theorem, (3.6) and (3.7).
Before we proceed we need the following lemma.
Lemma 3.2.2. Assume that A is a generator of a C0-semigroup T (·) and S ∈
B(X). If 0 ≤ c ≤ C ≤ ∞, then the following are equivalent.
(i) c||Akx|| ≤ ||Sx|| ≤ C||Akx|| for all x ∈ D(Ak).
(ii) cMkx ≤ ||Sx|| ≤ CMkx for all x ∈ Fk.
Proof. The implication (ii) =⇒ (i) is obvious. Conversely, assume that (i) holds.






T (s)x ds, t > 0.
Then xt ∈ D(Ak) for all t > 0 and xt → x as t→ 0+. Moreover,
T (t)Ak−1x− Ak−1x = Ak
∫ t
0




= Akxt, t > 0,
and Mkx = lim supt→0+ ||Akxt||. Thus, if (i) holds, then
c lim sup
t→0+
||Akxt|| ≤ lim sup
t→0+
||Sxt|| ≤ C lim sup
t→0+
||Akxt||.
Therefore, from the continuity of S it follows that cMkx ≤ ||Sx|| ≤ CMkx .
Lemma 3.2.2 shows that every upper or a lower estimate on D(Ak) automatically
extends to Fk. In particular, it would have been enough to prove Theorem 3.2.1
for x ∈ D(Ak). However, since it would not have simplified the proof at all, we
showed the statement of the theorem directly for x ∈ Fk. We also remark that in
the literature the integer order Favard spaces are usually considered with the norm












(see [13] and [20]). The use of Mk(·) seems to be new. The reasons why we use it are
as follows. First, Mkx ≤ |||x|||Fk ≤ ||x||Fk ; that is, Mk(·) is the ”sharpest” norm of
the three. Secondly, for x ∈ D(Ak) we have ||Akx|| = Mkx . The following theorem
shows that if A is invertible, then Mk(·) makes Fk into a Banach space. Moreover,
using (3.10) and (3.12) below, we see that in this case Mk(·) is equivalent to || · ||Fk
and ||| · |||Fk .
Theorem 3.2.3. Let A generate a C0-semigroup T (·) of type (M, 0) and assume
that A−1 ∈ B(X). Then the space (Fk,Mk(·)) (k ∈ N \ {0}) is a Banach space and
D(Ak) ↪→ Fk ↪→ D(Ak−1) ↪→ X, 2 (3.10)
where we endow D(Al) with the norm ||x||D(Al) := ||Alx||, l ∈ N.
Proof. Clearly, if x ∈ Fk and λ ∈ C, then Mkλx = |λ|Mkx . Also, if x, y ∈ Fk, then
Mkx+y ≤Mkx +Mky . If x ∈ Fk and Mkx = 0, then
0 = Mkx = lim sup
t→0+
||t−1(T (t)− I)Ak−1x)||.
Therefore, limt→0+ ||t−1(T (t)− I)Ak−1x)|| exists and equals to 0. This implies that
x ∈ D(Ak) and ||Akx|| = 0. Since A is invertible, it follows that x = 0. Hence Mk(·)
defines a norm on Fk. The embedding D(Ak) ↪→ Fk is clear since for x ∈ D(Ak)
we have ||x||D(Ak) = Mkx . Since A−(k−1) ∈ B(X) we have that
||x|| ≤ ||A−(k−1)|| ||Ak−1x|| = ||A−(k−1)|| ||x||D(Ak−1) for all x ∈ D(Ak−1).
This shows that D(Ak−1) ↪→ X. To show that Fk ↪→ D(Ak−1) let x ∈ Fk and,
































∣∣∣∣ = ||A−1||Mkx .
2The symbol ↪→ stands for continuous embedding.
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To show that Fk is complete, let {xn}n∈N be a Cauchy sequence in Fk. Since
Fk ↪→ D(Ak−1) it follows that {xn}n∈N is a Cauchy sequence in D(Ak−1), too.
Since D(Ak−1) is complete we may define
D(Ak−1) 3 x := || · ||D(Ak−1) − lim
n→∞
xn. (3.11)
To see that xn → x in Fk we first prove that if y ∈ Fk, then
sup
t∈(0,∞)
∣∣∣∣T (t)Ak−1y − Ak−1y
t
∣∣∣∣ ≤MMky . (3.12)






T (s)y ds, t > 0.
We have that yt ∈ D(Ak) and yt → y in X but also yt → y in D(Ak−1) as t→ 0+
since
|| · || − lim
t→0+






T (s)Ak−1y ds = Ak−1y.
Since yt ∈ D(Ak) it follows that













This implies that ∣∣∣∣T (s)Ak−1yt − Ak−1yt
s
∣∣∣∣ ≤M ||Akyt||.
We have seen in the proof of Lemma 3.2.2 that lim supt→0+ ||Akyt|| = Mky . There-









||Akyt|| = MMky ,
which proves (3.12). We show now that x defined in (3.11) belongs to Fk and that











∣∣∣∣T (t)Ak−1xn − Ak−1xn
t
∣∣∣∣ ≤ lim sup
n→∞
MMkxn <∞.
This proves that x ∈ Fk and that Mkx ≤ M lim supn→∞Mkxn . Similarly, we obtain





Mkx−xn ≤M limn→∞ lim supm→∞
Mkxm−xn = 0.
This implies that xn → x in Fk and the proof is complete.
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3.3 Convergence on Intermediate Spaces
Generated by the K-Method
In this section we show that the convergence result of Theorem 3.2.1 extends
naturally to a continuum of spaces between X and D(Aq+1) and to all Favard
spaces Fα with α ∈ [0, q+1] (and not just α ∈ N). We would like to point out that
if we want to extend the result to Favard spaces of non integer order 0 ≤ α ≤ q+1,
then we have to find a quantity other thenMαx on the right hand side of the estimate
(3.4). We have already mentioned before that if α /∈ N, then Mαx = 0 is equivalent
to x belonging to the abstract Hölder space of order α. Hence, the estimate (3.4)
would imply that T (t)x = rn( t
n
A)x for all x in the abstract Hölder space of order
α and for all n ∈ N. Since the abstract Hölder space of order α is dense in X (see,
for example, [20, Chapter II, Theorem 5.15]), this would be a clear contradiction.
Let p ∈ [1,∞), k ∈ N\{0}, and α ∈ (0, k). We will consider standard intermediate
spaces for a given C0-semigroup T (·) of type (M, 0) (see [13, Definition 3.1.1])
defined as








Xα,k,∞ := {x ∈ X : ||x||α,k,∞ := ||x||+ sup
t∈(0,∞)
(t−α||[T (t)− I]kx|| <∞}, α ∈ (0, k].
(3.14)
The spaces (Xα,k,p, || · ||α,k,p) are Banach spaces and D(Ak) ↪→ Xα,k,p ↪→ X if we
endow D(Ak) with the norm
||x||D(Ak) := ||x||+ ||Akx|| (3.15)
(see [13, Proposition 3.1.3]). We also have that
D(Al) ↪→ Xl,k,∞, (l = 1, ..., k) (3.16)
which can be seen as follows. For x ∈ X we have that
||[T (t)− I]m|| ≤ (M + 1)m, m ∈ N. (3.17)
If x ∈ D(Al), then








T (s1 + s2 + ...+ sl)A
lx ds1 ds2... dsl
and hence
||(T (t)− I)lx|| ≤M ||Alx||tl. (3.18)
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This implies that
||[T (t)− I]kx|| ≤ ||[T (t)− I]k−l|| ||[T (t)− I]lx|| ≤ (M + 1)k−lM ||Alx||tl
≤ (M + 1)k+1||Alx||tl. (3.19)
Therefore, by (3.17) and (3.19),
||[T (t)− I]kx|| ≤ (M + 1)k+1(||x||+ ||Alx||) min(1, tl)
= (M + 1)k+1 min(1, tl)||x||D(Al), x ∈ D(Al), l = 1, ..., k.
Thus,
||x||l,k,∞ = ||x||+ sup
t∈(0,∞)
(t−l||[T (t)− l]kx||
≤ (1 + (M + 1)k+1)||x||D(Al), x ∈ D(Al), l = 1, ..., k. (3.20)
Next we outline how these spaces relate to interpolation theory. In order to do
this we need a brief introduction to the theory of intermediate spaces and inter-
polation. In what follows we give a short overview of some definitions and facts
with references to the proofs. We will develop the theory only to the extent that
is needed for the convergence result. We will use the book of Butzer and Berens
[13] for reference but remark that the lecture notes of Lunardi [43] also give an
exhaustive introduction to the topic.
Let (X1, || · ||1), (X2, || · ||2) be two Banach spaces continuously embedded to a
Hausdorff topological vector space X . The pair (X1, X2) is called an interpolation
pair. Then,
X1 +X2 := {x = x1 + x2 : x1 ∈ X1, x2 ∈ X2}





and the intersection X1 ∩X2 with the norm
||x||X1∩X2 = max(||x||1, ||x||2)
are Banach spaces (see [13, Proposition 3.2.1]). We remark that the existence of
the ambient space X is only used to guarantee that X1 +X2 is a Banach space. It
is also not difficult to see that
X1 ∩X2 ↪→ Xi ↪→ X1 +X2(↪→ X ), i = 1, 2.
Let X ↪→ X be a Banach space satisfying
X1 ∩X2 ↪→ X ↪→ X1 +X2
Then X is called an intermediate space (of X1 and X2).
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Remark 3.3.1. In most applications we have X2 ⊂ X1. In this case X1∩X2 = X2
and X1 +X2 = X1 and an intermediate space X is really ”between” X1 and X2.
Next we discuss a possible method to construct intermediate spaces. This method
is usually referred to as the K-method. We define a function K on X1 +X2 by
K(t, x) := inf
x1∈X1,X2∈X2
x1+x2=x
(||x1||1 + t||x2||2), t ∈ (0,∞). 3
Let θ ∈ (0, 1) and p ∈ [1,∞). Then the space









is an intermediate space of X1 and X2. If θ ∈ [0, 1], then
(X1, X2)θ,∞,K := {x ∈ X1 +X2 : ||x||θ,∞,K := ||t−θK(t, x)||∞ <∞},
is also an intermediate spaces ofX1 andX2 (see [13, Proposition 3.2.5]). We remark
that the order of X1 and X2 is important as we have
(X1, X2)θ,p,K = (X2, X1)1−θ,p,K , θ ∈ (0, 1).
We also have the inclusions (X1, X2)θ,p1,K ↪→ (X1, X2)θ,p2,K for θ ∈ (0, 1) and
1 ≤ p1 ≤ p2 ≤ ∞ as shown in [13, Corollary 3.2.12].
Now assume that is A the generator of a C0-semigroup of type (M, 0) and that r is
an A-stable rational function approximating the exponential function to order q.
We will identify the spaces Xα,q+1,p defined in (3.13) and (3.14) with intermediate
spaces (X1, X2)θ,p,K for appropriately chosen X1 and X2. It is well known that the
space (D(Al), || · ||D(Al)) is a Banach space, where || · ||D(Al) is defined in (3.15).
Let [α], {α} denote the integer part and the fractional part of α ∈ R, respectively.
Then, for α /∈ N and 0 ≤ [α] ≤ k ≤ q for some k ∈ N, we have





,p,K = Xα,k+1,p. (3.21)
The equalities in (3.21) denote set equalities as well as isomorphism of Banach
spaces with equivalent norms (see the proof of [13, Theorem 3.4.6]). It is also
shown there that the norm || · ||α,m,p on Xα,m,p (where m is either k + 1 or q + 1)






(t[α]−α||[T (t)− I]A[α]x||)p dt
t
) 1
p , p ∈ [1,∞)
||x||D(A[α]) + supt∈(0,∞)(t[α]−α||[T (t)− I]A[α]x||, p = ∞.
(3.22)





Observe that ||| · |||α,p does not depend on q or k anymore. We also remark that if
α = 1, 2, ..., q, then (3.21) is no longer valid and only the following equality holds.
Xα,q+1,p = (D(Aα−1),D(Aα+1)) 1
2
,p,K . (3.23)
As before, the equality of the above spaces is understood as sets and as Banach
spaces with equivalent norms. In this case we can also define a norm on Xα,q+1,p,
which is equivalent to || · ||α,q+1,p and is independent of q, by






p , p ∈ [1,∞)
with obvious modification for p = ∞ (see [13, Theorem 3.4.6]). The main point
of the reduction equality (3.21) is that the spaces Xα,q+1,p can be viewed as in-
termediate spaces not only of X and D(Aq+1) but also of X and D(Ak+1) for
[α] ≤ k or of D(A[α]) and D(A[α]+1). Since for each of these interpolation pairs one
of the spaces is contained in the other, the spaces Xα,q+1,p are really intermediate
spaces ”between” the two as Remark 3.3.1 shows. We also mention that for the
non-integer order Favard spaces Fα, defined in (3.1), it follows from (3.21) that
the set-equality
Fα = Xα,[α]+m,∞ = (X,D(Aq+1)) α
q+1
,∞,K (3.24)
holds for 0 < α < q + 1, α /∈ N, m ∈ N \ {0}. The integer order Favard spaces Fα
cannot be regarded as intermediate spaces of X and D(Aq+1), except for α = q+1.
They can be identified with intermediate spaces of X and D(Aα), more precisely,
Fα = (X,D(Aα))1,∞,K , α ∈ N,
as [13, Theorem 3.4.3] shows.
Next we discuss an interpolation theorem of Riesz-Thorin type that is crucial for
our purposes. Let (X1, X2) and (Y1, Y2) be two interpolation pairs (in X and Y ,
respectively). Let T ∈ B(X1 + X2, Y1 + Y2) such that the restriction of T to Xi
(i = 1, 2) belongs to B(Xi, Yi), i.e,
||Txi||i ≤Mi||xi||i, i = 1, 2.
Then the restriction of T to (X1, X2)θ,p,K (θ ∈ (0, 1) if p ∈ [1,∞)) and θ ∈ [0, 1] if
p = ∞) belongs to B
(
(X1, X2)θ,p,K , (Y1, Y2)θ,p,K
)
and
||Tx||θ,p,K ≤M1−θ1 M θ2 ||x||θ,p,K , x ∈ (X1, X2)θ,p,K . (3.25)
For the proof see [13, Theorem 3.2.23].
Now we take the function θ̃(k) defined for k = 0, 1, ..., q+1 in (3.3) and we extend
it to all 0 ≤ α ≤ q + 1 using linear interpolation between the points (k, θ̃(k)) and











≤ α ≤ q + 1.
44
If q is even, then the number q+1
2


































≤ α ≤ q + 1.
Now we have everything in place to extend Theorem 3.2.1, which holds for integer
order Favard spaces Fk, (k = 0, 1, ..., q+1), to the intermediate spaces Xα,q+1,p for
0 < α < q + 1.
Theorem 3.3.2. Let A : X ⊃ D(A) → X generate a C0-semigroup T (·) of
type (M, 0). If r is an A-stable rational function that approximates the exponential
function to order q, then there is a constant K̃ > 0 such that for 0 < α < q + 1,
and x ∈ Xα,q+1,p we have
||rn( t
n
A)x− T (t)x|| ≤ K̃Mtαn−θ̃q(α)|||x|||α,p, t ≥ 0, n ∈ N, 1 ≤ p ≤ ∞,








]. If q is odd and









A)x− T (t)x|| ≤ K̃Mtαn−θ̃q(α)[ln(n+ 1)]1−|
q+1
2
−α||||x|||α,p, t ≥ 0, n ∈ N.
Proof. Assume first that α 6= 1, 2, ..., q. We saw in (3.21) that
Xα,q+1,p = (D(A[α]),D(A[α]+1)){α},p,K .
Now, using (3.4) on D(A[α]) and D(A[α]+1) 4, we apply the interpolation inequality
(3.25) to the intermediate spaces
(X1, X2){α},p,K := (D(A[α]),D(A[α]+1)){α},p,K
and
(Y1, Y2){α},p,K := (X,X){α},p,K = X
(with equivalence of the respective norms which follows from [13, Proposition
3.2.5]). This yields, for [α] 6= q±1
2
, and x ∈ Xα,q+1,p,
||rn( t
n
















The evaluation of the exponent −θ̃q([α]) + {α}(θ̃q([α]) − θ̃q([α] + 1)) using the
definition of θ̃q yields the desired estimate. If [α] =
q±1
2
, then either on D(A[α]) or
4We use Theorem 3.2.1 on D(Ak), where k is either [α] or [α] + 1, together with the observation that Mkx =
||Akx|| ≤ ||x||D(Ak) if x ∈ D(Ak).
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on D(A[α]+1) we have to include a factor of ln(n+ 1) in the estimate according to





If α = 1, 2, ..., q, then we use (3.23) to identify the spaces Xα,q+1,p. For the Riesz-
Thorin interpolation inequality (3.25) we take
(X1, X2) 1
2






,p,K := (X,X) 1
2
,p,K = X
(with equivalence of the respective norms). This yields for x ∈ Xα,q+1,p,
||rn( t
n
A)x− T (t)x|| ≤ C||rn( t
n
















The evaluation of 1
2
(θ̃q(α− 1) + θ̃q(α+ 1)) at α = 1, 2, ..., q, α 6= q2 ,
q+2
2
if α is even




if α is odd, gives the desired result.
Let us consider the Favard spaces Fα defined in (3.1) with the norm
||x||α :=
{
|||x|||α,∞ if α /∈ N
||x||Fα if α ∈ N \ {0},
where ||| · |||α,∞ and || · ||Fα are defined in (3.22) and (3.9), respectively. We set
F0 = X and || · ||0 := || · ||. For the convenience of the reader we reformulate
Theorems 3.2.1 and 3.3.2 if x ∈ Fα.
Corollary 3.3.3. Let A : X ⊃ D(A) → X generate a C0-semigroup T (·) of type
(M, 0) and let r be an A-stable rational function that approximates the exponential
function to order q. If 0 ≤ α ≤ q+ 1, then there is a constant K > 0 such that for
x ∈ Fα we have
||rn( t
n
A)x− T (t)x|| ≤ KMtαn−θ̃q(α)||x||α, t ≥ 0, n ∈ N,











A)x− T (t)x|| ≤ KMtαn−θ̃q(α)[ln(n+ 1)]1−|
q+1
2
−α|||x||α, t ≥ 0, n ∈ N.
Proof. For α /∈ N the statement follows from Theorem 3.3.2 using the equality
(3.24). If α = 0, 1, .., q + 1, then Theorem 3.2.1 implies the desired inequality,
noting that Mαx ≤ ||x||α, α = 1, ..., q + 1.
Note that if A−1 exists, then the norm || · ||α is equivalent to the norm
|||x|||α := sup
t∈(0,∞)
||t−β(T (t)− I)Akx||, k = 0, ..., q, α = k + β, β ∈ (0, 1].
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f(·+ lh), h ∈ R,
be the N -th right difference of f , and let
ωN(t, f, p) := sup
h∈(0,t]
(||∆Nh ||p), t ∈ (0,∞),
denote its N -th modulus of continuity. For p ∈ [1,∞), N ∈ N \ {0}, α ∈ (0, N),
and s ∈ [1,∞), the homogeneous Besov spaces B(α,N, s, p) are defined as








B(α,N,∞, p) := {f ∈ Lp(R) : sup
h∈R
(|h|−α||∆Nh ||p) <∞}, α ∈ [0, N ].


















with the usual modification for s = ∞ (see [13, Proposition 4.3.5])5. For q ∈ N


















| ≤ α ≤ q + 1.
(3.26)
Note that θ̃q,∞(α) := limp→∞ θ̃q,p(α) = θ̃q(α) if q is even and also if q is odd for




). It is shown in [10] that if we take X := Lp(R) and Af := f ′ with
maximal domain, then for an A-stable rational function that approximates the
exponential function to order q satisfying |r(is)| = 1 (s ∈ R) we have
ctn
−θq,p(α)||f ||B(α,q+1,∞,p) ≤ ||rn( tnA)f − T (t)f ||Lp(R) ≤ Ctn
−θq,p(α)||f ||B(α,q+1,∞,p),
(3.27)
for f ∈ B(α, q + 1,∞, p) (see also [12, Chapter 5, Theorems 4.3 and 4.4]). Let us
denote by WN,p(R) the Sobolev space of order N with the norm




5We set ||f ||B(α,N,∞,p) := ||f ||p + supt∈(0,∞)[t−αωN (t, f, p)].
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where Djf denotes the j-th generalized derivative of f . Then the Besov spaces are
intermediate spaces of Lp and WN,p. More precisely, we have that
B(α,N, s, p) = (Lp,WN,p) α
N
,s,K
with equivalent norms (see [13, Theorem 4.3.6]). This means that if we take X :=
Lp(R) and Af := f ′ with maximal domain, then by the above and (3.21),
B(α, q + 1, s, p) = (Lp,Wq+1,p) α
q+1
,q,K = (X,D(Aq+1)) α
q+1
,q,K = Xα,q+1,p.




A)x− T (t)x|| ≤ Ctn−θq,∞(α)|||x|||α,∞, x ∈ Xα,q+1,∞. (3.28)
Indeed, if for a fixed α there would be a general estimate sharper than (3.28), then
for a big enough p > 1 the choice X := Lp(R) and Af := f ′ would be a counterex-
ample since limp→∞ θ(q, p) = θ(q,∞). Therefore, our estimates for Xα,q+1,∞ are









if q is odd. In [12, Chapter 5, Theorem 4.4] it is also shown that
ctn
−θq,p(α)||f ||Wk,p(R) ≤ ||r
n( t
n
A)f − T (t)f ||Lp(R)
for f ∈ Wk,p(R) (k = 0, 1, ..., q + 1), where r is an A-stable rational function that
approximates the exponential function to order q satisfying |r(is)| = 1. This shows
the sharpness of Theorem 3.2.1 on D(Ak) for k = 0, 1, ..., q + 1, k 6= q+1
2
, and also
on the integer order Favard classes Fk in view of Lemma 3.2.2. Finally, we remark
that if |r(is)| < 1 for s 6= 0 and some more detailed information is known about
the behavior of r on the imaginary axis, then our results can be improved by an
order up to 1
2
for k < q+1
2
; for details see [11].
As a corollary to the above we obtain the following new stability result for the
discrete orbits rn( t
n
A)x.
Corollary 3.3.4. Let A : X ⊃ D(A) → X be a linear operator generating a
C0-semigroup T (·) of type (M, 0). If r is an A-stable rational function that approx-
imates the exponential function to order q 6= 1, then for 1 ≤ p ≤ ∞ we have
||rn( t
n
A)x|| ≤ KM(1 + t
1
2 )M |||x||| 1
2
,p, x ∈ X 1
2
,q+1,p, t ≥ 0, n ∈ N.
A result of similar flavor is obtained by Estep and Rauch in [21]. Among others,
they showed for the left-shift semigroup on L∞(R) that
||rn( t
n
A)f ||∞ ≤ CV ∞−∞(f),
where r is a dispersive A-stable scheme and f ∈ L∞(R) is appropriately chosen.
We end this chapter with a remark on stable approximations. For stable schemes,
such as the backward Euler scheme, solely from the error estimate on D(Aq+1) we
obtain optimal error estimates on Xα,q+1,∞ for all 0 ≤ α ≤ q+1 and also on D(Ak)




Corollary 3.3.5. Let A : X ⊃ D(A) → X be a linear operator generating a
C0-semigroup T (·) of type (M, 0). Assume that r is an A-stable rational function
that approximates the exponential function to order q such that ||rn( t
n
A)|| ≤ C for
some C ≥ 1, n ∈ N. Then there is a constant K ≥ 1 such that
||rn( t
n







q+1 ||x||α,q+1,∞, t ≥ 0, n ∈ N, x ∈ Xα,q+1,∞.
In particular, if x ∈ D(Ak) (k = 0, 1, ..., q + 1), then
||rn( t
n







q+1 ||x||D(Ak), t ≥ 0, n ∈ N. (3.29)
Proof. Since ||rn( t
n
A)|| ≤ C for all n ∈ N, there is constant K ≥ 1 such that
||rn( t
n
A)x− T (t)x|| ≤ KM ||x|| for all x ∈ X. By Theorem 3.2.1 we have that
||rn( t
n




)q||x||D(Aq+1), t ≥ 0, n ∈ N, x ∈ D(Aq+1).
Now, consider the intermediate spaces
(X1, X2)α,∞,K := (X,D(Aq+1))α,p,K = Xα,q+1,∞
and
(Y1, Y2)α,∞,K := (X,X)α,∞,K = X





















q+1 ||x||α,q+1,∞, t ≥ 0, n ∈ N, x ∈ Xα,q+1,∞.
If x ∈ D(Ak), then for k = 1, ..., q we have
||rn( t
n








in the view of (3.16) and (3.20).
The estimate in (3.29) is an improvement of the inequality in [11, Theorem 4] for
the stable case and for k = q+1
2
as it does no longer contain a factor of ln(n+1). It
also proves and generalizes [26, Theorem 1.7] where the same result is shown for





In this Chapter we investigate how certain qualitative properties of the semigroup,
such as positivity, certain shape properties and norm-bound, are preserved under
time discretization.
4.1 Positivity Preserving Schemes
In this section we consider problems concerning positivity preservation under time-
discretization of the semigroup. With the H-P functional calculus tool at hand, we
can easily generalize some known results from positive contraction semigroups on
Hilbert Lattices to arbitrary Banach lattices and arbitrary semigroups and simplify
earlier proofs significantly. Absolutely monotonic functions will play a central role
in the remaining chapters. Recall that a function f is absolutely monotonic (a. m.)
at u ∈ R if f (k)(u) ≥ 0 for all k ∈ N. A function f is a.m. on an interval I ⊂ R
if f is absolutely monotonic at each u ∈ I. Later on in this chapter we will need
the following technical proposition. The proof can be found in [61, Theorem 8a,
Chapter I].
Proposition 4.1.1. If f is continuous on [0,∞), if α ∈ BVloc and if α∗ is the






f(t)dα∗(t) provided the first
integral converges.
The following theorem plays a major role when proving positivity preservation
without any restriction on the time-step. For the proof see, for example, [6].




eut dα(t) for u ≤ 0, where α is a bounded, non-decreasing function.




eut dβ(t) for u ≤ ω, where β ∈ NBV ω and β is non-decreasing.
Proof. It is clear that if f(u) =
∫∞
0
eut dβ(t) with β non-decreasing, then f is a.
m. on (−∞, ω]. Conversely, let f be a. m. on (−∞, ω]. Then g(·) := f(· + ω) is
a. m. on (−∞, 0]. Therefore, by Theorem 4.1.2, g(u) =
∫∞
0
eut dα(t), where α is
bounded and non-decreasing (and thus of bounded variation). By Proposition 4.1.1,





eut dβ(t), where β(t) =
∫ t
0







| dα∗(t)| < +∞. Thus, β ∈ NBV ω and, since α∗
is nondecreasing, β is also nondecreasing.
The following theorem is due to Bolley and Crouzeix [7] for generators of positive
contraction semigroups on L2(R) and rational functions r. We generalize this to
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arbitrary Banach lattices, arbitrary generators of positive C0-semigroups and get
rid of the requirement that r has to be rational.
Theorem 4.1.4. Let X be a Banach lattice. If A generates a positive C0-semigroup
T (·) of type (M,ω) and r is a. m. on (−∞, τω] for τ > 0, then r(τA) ≥ 0.
Proof. By Corollary 4.1.3 we have that r ∈ Gτω and r(u) =
∫∞
0
eut dβ(t), (u ∈
(−∞, τω]) with β constructed in the previous proof. Since T (t) ≥ 0 for all t ≥
0 and β is nondecreasing using the H-P functional calculus we have r(τA)x =∫∞
0
T (τt)x dβ(t) ≥ 0 for all x ≥ 0, x ∈ X.
Corollary 4.1.5 (Variable step-size). Let X be a Banach lattice. Assume that
A generates a positive C0-semigroup T (·) of type (M,ω). If τi ≥ 0, i = 1, ..., n,
and r is a. m. on (−∞, τiω], i = 1, ..., n, then
∏n
i=1 r(τiA) ≥ 0.
Proof. The statement follows from Theorem 4.1.4 and the fact that product of
positive operators is positive.




ri(τA)un−i, where n ≥ k, ri ∈ Gτω, i = 1, ..., n. (4.1)
Corollary 4.1.6 (Multi-step schemes). Let X be a Banach lattice. Assume that
A generates a positive C0-semigroup T (·) of type (M,ω). If ri, i = 1, ..., k, are a.
m. on (−∞, τω] for some τ > 0 and ui ≥ 0 (i=0,...,k – 1), then un ≥ 0 (n ≥ k).
Proof. The statement follows from Theorem 4.1.4 and the fact that sum of positive
operators is positive.
Next, we show that for the left-shift semigroup on C0(R) the conditions of Theorem
4.1.4 are necessary, too. For a finite dimensional example see [7].
Theorem 4.1.7. Let X := C0(R) and Af = f ′ with maximal domain. If r ∈ G0,
then r(τA) ≥ 0 for some (all) τ > 0 if and only if r is a.m. on (−∞, 0].
Proof. Sufficiency was proved in Theorem 4.1.4. To show necessity assume that
r(τA) ≥ 0 for some τ > 0. Let r(z) =
∫∞
0
ezt dα(t) with α ∈ NBV 0. We have













α(t) if t > 0
α(0+)
2
if t = 0
0 if t < 0.
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Therefore, by assumption, we have that
(r(τA)f)(s) = 〈f, α̃((·)− s
τ
)〉 ≥ 0 for all 0 ≤ f ∈ C0(R) and s ∈ R.
It follows from Corollary A.4 that the function v 7→ α̃(v−s
τ
) is nondecreasing on R
which implies that α is nondecreasing on R+. Thus, by Theorem 4.1.2, r is a. m.
on (−∞, 0].
Remark 4.1.8. Notice that in Theorem 4.1.7 it is enough to assume that there
exist a single s ∈ R such that (r(τA)f)(s) ≥ 0 for all 0 ≤ f ∈ C0(R). Then we
can still conclude that r is a.m. on (−∞, 0].
Unfortunately, Theorem 4.1.4 and its corollaries have a serious practical deficiency.
In most cases we would like to use a function r that approximates the exponential
z → ez at z = 0. Recall that a function r approximates the exponential to order q ≥
1 if r(z) = exp(z)+O(zq+1) as z → 0. This, together with absolute monotonicity on
(−∞, 0] leads to an order-barrier which was first observed by Bolley and Crouzeix
[7]. We present a short proof for the convenience of the reader.
Theorem 4.1.9. If r is a. m. on (−∞, 0] and approximates the exponential to
order q > 1, then r(z) = ez for Re z ≤ 0.
Proof. Using Bernstein’s Theorem and the fact that r approximates the expo-








t2 dα(t), with α bounded and nondecreasing. Hence,∫∞
0
(t− 1)2 dα(t) = 0. Since the integrand is continuous on [0,∞), strictly positive
except for an arbitrary neighborhood of t = 1 and α is nondecreasing, we conclude




that α can be chosen to be α = χ[1,∞), where χ[1,∞) denotes the characteristic
function of the interval [1,∞). Therefore, r(z) =
∫∞
0
ezt dα(t) = ez, Re z ≤ 0.
If A ∈ B(X), then we can extend Theorem 4.1.4 to functions that are no longer
absolutely monotonic on a half line but in an interval. The idea to preserve posi-
tivity under some restrictions on the time-step (conditional positivity) for rational
functions can be found in [7] for the finite dimensional situation X = Rn and A
an M -matrix. There, the requirement on the function was absolute monotonicity
on an interval. We can generalize this to arbitrary Banach-lattices and arbitrary
positive semigroups generated by bounded linear operators. We will require that
r ∈ Gτω (r does not have to be a rational function), and that r is a. m. at a suit-
able point depending on A and the time-step τ . We also show that if r ∈ Gτω and
r is a.m. at −τc, then r is a.m. on [−τc, τω], automatically. We begin with the
characterization of positive semigroups T (t) = etA with bounded generators A; see
[45, C-II, Theorem 1.11].
Lemma 4.1.10. Let A ∈ B(X), X Banach lattice. Then T (t) ≥ 0 if and only if
A+ ||A||I ≥ 0.
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Lemma 4.1.10 is not optimal in the sense that if A ∈ B(X) generates a positive
semigroup, then there is often a constant c ≥ 0 with c < ||A|| such that A+cI ≥ 0.
With this in mind we prove a theorem on conditional positivity.
Theorem 4.1.11. Let X be a Banach lattice, let A ∈ B(X) generate a positive
semigroup T (·) of type (M,ω) and let c ≥ max{0,−ω}, such that A + cI ≥ 0. If
r ∈ Gτω and r is a. m. at −τc for some τ > 0, then r(τA) ≥ 0.

































provided we can interchange summation and integration. To see this, first note
















∣∣∣∣∣∣ ≤ ||T (τt)|| ≤Meωτt (4.2)
























∣∣∣∣∣∣ → 0 as N →∞. (4.3)
Let ε > 0. Since r ∈ Gτω, there is t0 > 0 such that∫ ∞
t0








e−cτt → T (τt) as N →∞ uniformly on [0, t0], choose N ≥ 0




































This shows (4.3) and the proof is complete.
Corollary 4.1.12 (Variable step-size). Let X be a Banach lattice, let A ∈ B(X)
generate a positive semigroup T (·) of type (M,ω) and let c ≥ 0, (c ≥ −ω), such
that A+ cI ≥ 0. Let τi, i = 1, ..., n be positive numbers. If r ∈ Gτiω and r is a. m.
at −τic , i = 1, ..., n, then
∏n
i=1 r(τiA) ≥ 0.
For the corollary on multi-step schemes recall its definition from (4.1).
Corollary 4.1.13 (Multi-step schemes). Let X be a Banach lattice, let A ∈
B(X) generate a positive semigroup T (·) of type (M,ω) and let c ≥ 0, (c ≥ −ω),
such that A + cI ≥ 0. If ri ∈ Gτω, ri are a. m. at −τc and ui ≥ 0 (i=0,...,k-1),
then un ≥ 0 (n ≥ k).
Remark 4.1.14. The converse of Theorem 4.1.11 is also true in some particular
cases (for an example we refer to [7]). On the other hand, for a particular Banach
lattice and bounded operator generating a positive semigroup the time-step might
sometimes be chosen from a larger set than the set determined by the absolute
monotonicity of the function (see for example [38]).
We conclude this section by showing that absolute monotinicity at one point is just
a formally weaker condition than absolute monotonicity on an interval if r ∈ Gω.
Proposition 4.1.15. If r ∈ Gω and r is a.m. at c < ω, then r is a.m. on [c, ω].
Proof. Since r ∈ Gω it follows that r(z) =
∫∞
0
ezt dα(t), Re z ≤ ω, for some α ∈



























The interchange of the sum and integral can be justified with a similar argument
as in the proof of Theorem 4.1.11. This finishes the proof.
4.2 Shape Preserving Schemes
In this section we introduce a class of qualitative properties which can be described
via positivity and illustrate the usefulness of these concepts in the context of the
heat equation.
54
Definition 4.2.1. Let X be a Banach space, Y a Banach lattice, A the generator
of a C0-semigroup T (·) on X, and let B : X ⊃ D(B) → Y be a closed linear
operator with D(A) ⊂ D(B). The semigroup T (·) preserves shape associated with
the operator B (preserves B-shape) if for any x ∈ D(A) with Bx ≥ 0 we have
BT (t)x ≥ 0 for t > 0.
If D(A)+ is dense in X+, where the subscript + denotes the positive cone of D(A)
and X, respectively, and if B = I in Definition 4.2.1, then the semigroup preserves
positivity; if X = Lp[a, b] and (Bf)(x) := ∂
2f(x)
∂x2
, then the semigroup preserves
convexity and if (Bf)(x) := χ(c,d)
∂f(x)
∂x
, a < c < d < b, then the semigroup preserves
monotonicity on (c, d).
Proposition 4.2.2. If in addition to the assumptions on B in Definition 4.2.1 we
also have that D(A) = D(B) and B is invertible, then T (·) generated by A preserves
B-shape if and only if the semigroup S(t) := BT (·)B−1 generated by BAB−1 with
domain D(BAB−1) = {y ∈ Y : AB−1y ∈ D(B)} is positive. Moreover, if T (·) is
of type (M,ω), then S(·) is of type (M̃, ω).
Proof. To see that S(·) is a C0-semigroup on Y , let y ∈ Y and x := B−1y. Since
x ∈ D(B) = D(A) it follows that x = (λ0I − A)−1z for some z ∈ X, λ0 > 0,
and S(t)y = BT (t)(λ0I − A)−1z = B(λ0I − A)−1T (t)z. Since B(λ0I − A)−1 and
(λ0I − A)B−1 are bounded, S(·) is a C0-semigroup and
||S(t)y|| ≤ ||B(λ0I − A)−1|| · ||T (t)|| · ||(λ0I − A)B−1|| · ||y||.
Thus, S(·) is of type (M̃, ω) for some M̃ ≥ 1. Let C be the generator of S(·). For
y ∈ Y we have S(t)y = B(λ0I − A)−1T (t)(λ0I − A)B−1y. Thus,
D(C) = {y ∈ Y : (λ0I − A)B−1y ∈ D(A)} = {y ∈ Y : AB−1y ∈ D(A) = D(B)}
and C = BAB−1. For the equivalence assume first that T (·) preserves B-shape. If
y ∈ Y+ then x := B−1y ∈ D(A) = D(B) and Bx ≥ 0. Thus S(t)y = BT (t)B−1y =
BT (t)x ≥ 0. Conversely, if S(·) ≥ 0 and x ∈ D(A) with Bx ≥ 0, then there is y ∈ Y
with x = B−1y and Bx = y ≥ 0. Thus BT (t)x = BT (t)B−1y = S(t)y ≥ 0.
Corollary 4.2.3. Let X be a Banach space, Y a Banach lattice, A ∈ B(X) and
B ∈ B(X,Y ). Assume that B is invertible. Then, the following are equivalent.
(i) The semigroup T (·) generated by A is preserves B-shape.
(ii) The semigroup BT (·)B−1 is positive.
(iii) BAB−1 + ||BAB−1||I ≥ 0.
Proof. The statement follows from Proposition 4.2.2 and Lemma 4.1.10.
We remark that if in addition to the assumptions of Corollary 4.2.3 we have that
X = Y and AB = BA, then T (·) is B-shape preserving if and only if T (·) is posi-
tive. In the following we discuss conditions which guarantee that r(τA) preserves
B-shape, that is, Br(τA)x ≥ 0 for x ∈ D(A) with Bx ≥ 0. The first theorem is on
unconditional B-shape preservation.
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Theorem 4.2.4. Assume that the C0 semigroup T (·) of type (M,ω) generated by
A preserves B-shape. If r is a. m. on (−∞, τω] for τ > 0, then r(τA) preserves
B-shape.
Proof. By Corollary 4.1.3, r ∈ Gτω and r(u) =
∫∞
0
eut dβ(t) (u ∈ (−∞, τω]) where
β ∈ NBVτω is nondecreasing. If x ∈ D(A) then x = (λ0I −A)−1z for some λ0 > 0
and z ∈ X. Since BR(λ0I − A)−1 is bounded, the map t → BT (t)x = B(λ0I −
A)−1T (t)z is continuous for x ∈ D(A) and ||BT (t)x|| ≤ M̃eωt‖z‖. Therefore, by the
H-P functional calculus Br(τA)x = B
∫∞
0
T (τt)x dβ(t) =
∫∞
0
BT (τt)x dβ(t) ≥ 0
for all x ∈ D(A) with Bx ≥ 0.
Theorem 4.2.5. Let X be a Banach space and Y be Banach lattice. Assume
that the semigroup T (·) of type (M,ω) generated by A ∈ B(X) preserves B-shape,
B ∈ B(X, Y ) is invertible and BAB−1 + cI ≥ 0 for some c ≥ max{0,−ω}. If
r ∈ Gτω is a. m. at −τc for some τ > 0, then r(τA) preserves B-shape.
Proof. By Corollary 4.2.3, T (·) preserves B-shape if and only if the semigroup S(·)
generated by BAB−1 is positive. By Proposition 4.2.2, S(·) is of type (M̃, ω). Thus,
by Theorem 4.1.11, r(τBAB−1)y ≥ 0 for y ≥ 0. Using the H-P functional calculus
we see that r(τBAB−1) = Br(τA)B−1. Hence, if x ∈ D(A) with Bx := y ≥ 0,
then Br(τA)x = Br(τA)B−1y ≥ 0.
We remark that we can obtain results for variable step-sizes and multi-step schemes
with obvious modification of the corollaries in Section 4.1.









u(s, t) for t ≥ 0, s ∈ (0, 1)
u(t, 0) = u(t, 1) = 0 and u(0, s) = u0(s) for t ≥ 0, s ∈ [0, 1]
and the corresponding abstract Cauchy problem with X := L2[0, 1], (Af)(s) :=
(D(s)f ′(s))′ with D(A) := H2[0, 1] ∩ H10 [0, 1] and1 x := u0. We would like to
investigate concavity preservation; i.e., if the initial function is concave, do the
solution and a suitable approximation preserve this property? The initial function
is concave if ∂
2u0(s)
∂s2
≤ 0, or, equivalently, if x′′ ≤ 0. Therefore, we can look at B-
shape preservation with Bf := −f ′′, D(B) := D(A) and Y := X. By Proposition
4.2.2 it is enough to show that BAB−1 generates a positive semigroup S(·). Assume
that D is sufficiently smooth and infs∈(0,1)D(s) > 0. Then A generates an analytic
C0- semigroup on X (see [60, page 112]). From Proposition 4.2.2 it follows that S(·)
is also strongly continuous. Thus, if BAB−1 is dispersive, then S(·) is a positive





rf(r) dr − s
∫ 1
s




1For k ∈ N \ {0} we define Hk[0, 1] := {f ∈ L2[0, 1] : Dαf ∈ L2[0, 1] for |α| ≤ k} and H10 [0, 1] := {f ∈










rf(r) dr) + 3D′′(s)f(s) + 2D′(s)f ′(s) +D(s)f ′′(s).
Also observe that D(BAB−1) = D(A). Let D(s) = as2 + bs + c with D(s) > 0
on [0, 1] and a ≤ 0. We show that in this case BAB−1 is dispersive, that is,
〈BAB−1f, φ〉 ≤ 0 for every f ∈ D(BAB−1) and for some
φ ∈ dN+(f) := {φ ∈ X∗+ : ||φ|| ≤ 1, 〈f, φ〉 = ||f+||},
where f+ denotes the positive part of f . If f+ 6= 0, then dN+(f) consists of one
element of the form φ(s) = c0f(s) if f(s) > 0 and φ(s) = 0 if f(s) ≤ 0 with c0 > 0
suitably chosen. If f+ = 0, then we can choose c0=0. For f ∈ D(BAB−1) the set
M := {s ∈ (0, 1) : f(s) > 0} is open and therefore M = ∪n∈N(an, bn). Then,











[6af(s) + (4as+ 2b)f ′(s) + (as2 + bs+ c)f ′′(s)]f(s) ds.
Integration by parts yields





[5af 2(s)− (as2 + bs+ c)(f ′(s))2] ds
Thus, BAB−1 is dispersive, and hence T (·) preserves B-shape. Therefore, if r is
a. m. on (−∞, 0], then r(τA) preserves B-shape too without any restriction on
the time step. We remark that convexity preservation can be considered in R2
(and in Rn) as well. There we have to define B : X ⊃ D(B) → XR2×R2 := Y
with Px,y(Bf)(s1, s2) := 〈D2f(s1, s2)x, y〉, where x, y ∈ R2, D2f(s1, s2) denotes
the second derivative matrix of f , 〈·, ·〉 denotes the standard scalar product in R2
and Px,y denotes the canonical projection Px,y : X
R2×R2 → X, Px,y({zα,β}) = zx,y.
(B) In the next example we consider the heat equation after a centered spatial finite
difference discretization with D = 1 for simplicity. Let yi(t), (i = 0, 1, ..., N) denote
the approximation of u(t, ih), where h := 1
N
and N is the dimension of the space
discretization, let y(t) := (y0(t), ..., yN(t))
> and let X := (RN+1, || · ||∞). Then, the
semidiscrete solution satisfies the equation y′(t) = Ahy(t) for t ≥ 0, y(0) = y0,




(yi+1(t)− 2yi(t) + yi−1(t)), (i = 1, ..., N − 1);
(Ahy(t))0 := (Ahy(t))N = 0, and (y
0)i = u0(ih), (i = 0, 1, ..., N). It is easy to see
that Ah generates a semigroup of type (1, ω) with ω < 0. Let us consider B-shape
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preservation with B := Ah and Y := X. This means convexity preservation in
RN+1 (see for example [25]). The semigroup generated by Ah preserves Ah-shape
by Corollary 4.2.3. For B := Ah the conditions of Theorem 4.2.5 are satisfied with
c ≥ 2
h2
. Therefore, if r ∈ G0 is a.m. at τc for some τ > 0, then r(τAh) preserves
Ah-shape.
4.3 Norm-bound Preserving Schemes,
Contractivity
Next we prove two theorems on norm-bound preserving schemes. The first one is on
unconditional norm-bound preservation which is slightly more general then a corre-
sponding statement in [58, Theorem 2.4.] where quasi-contraction semigroups and
constant step-sizes were considered. Moreover, using the H-P functional calculus
instead of the Dunford-Taylor functional calculus, our proof becomes significantly
simpler. We note that the idea of using Bernstein’s theorem for unconditional con-
tractivity in the case X = Rn also appears is [29, Theorem 11.15, page 189]. The
following two results are stated for one-step schemes and variable step-size; how-
ever, similar results hold for multi-step schemes with obvious modifications in the
statements and proofs.
Theorem 4.3.1. Let A generate a C0-semigroup T (·) of type (M,ω) on a Banach
space X. Let τi > 0 i = 1, ..., n be positive numbers. If r is a. m. on (−∞, τiω],





Proof. By Corollary 4.1.3, r ∈ Gτiω and r(u) =
∫∞
0
eut dβ(t), (u ∈ (−∞, τiω]),


























||T (t)x|| dβn∗(t) ≤M
∏n
i=1 r(τiω)||x|| for all
x ∈ X.
Theorem 4.3.1 has the following important corollary (c.f. [58, Theorem 1.2]).
Corollary 4.3.2. Assume that T (·) is of type (M, 0). If r approximates the expo-
nential function and is a. m. on (−∞, 0], then ||
∏n
i=1 r(τiA)|| ≤ M for all τi ≥ 0
(i=1,...,n).
Proof. Note that since r approximates the exponential function it follows that
r(0) = 1. Then, the statement follows immediately from Theorem 4.3.1.
The next theorem shows, similarly to positivity preservation, that in general if A is
an unbounded operator, then the conditions of Corollary 4.3.2 are also necessary.
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Theorem 4.3.3. Let X := C0(R) and Af = f ′ with maximal domain. If r ∈ G0
with r(0) = 1, then ||r(τA)|| ≤ 1 for some (all) τ > 0 if and only if r is a.m. on
(−∞, 0].
Proof. In the proof of Theorem 3.1.2 we saw that ||r(τA)|| = Vα(∞), where r(z) =∫∞
0
ezs dα(s) with α ∈ NBV ω. Since r(0) = 1 and r is continuous from the left
at 0 we have that α(∞) = r(0−) = 1 and since α is normalized it follows that
α(0) = 0. Thus ||r(τA)|| = Vα(∞) ≤ 1 if and only if α is increasing which is true
if and only if r is a.m on (−∞, 0] by Theorem 4.1.2.
This shows in particular, that for unbounded generators in general there is no hope
to obtain theorems on conditional bound-preservation for higher order schemes.
However, as for positivity, if the generator is bounded the scheme may preserve
contractivity without assuming that r is a.m on (−∞, 0]. In [58], Spijker considered
A ∈ B(X) which satisfy a ”circle condition” of the form ||A + cI|| ≤ ω + c for
some fixed ω ∈ R, c ≥ 0. Let us denote this class by B(X, c, ω). Clearly, if A ∈
B(X), then A ∈ B(X, c, ||A||). If A ∈ B(X, c, ω), then T (t) = etA is of type
(1, ω) since ||T (t)|| = ||ectT (t)e−ct|| = ||ectT (t)||e−ct ≤ e(ω+c)te−ct = eωt. The
assumptions on the time-step in Theorem 4.3.4 will depend on c and ω. In [58] a
similar theorem is stated for rational functions [58, Theorem 3.3.] and, as in the
case of conditional positivity, absolute monotonicity was required in an interval.
Here, as in the previous chapter, we can consider non-rational functions. Although
we only require absolute monotonicity at a single point, Proposition 4.1.15 shows
that this is equivalent to require absolute monotonicity on an appropriate interval
if r ∈ Gτω. We would like to emphasize that the use of the H-P functional calculus
allows us to treat both unconditional and conditional norm-bound preservation
within the same framework.
Theorem 4.3.4. Let X be a Banach space, A ∈ B(X, c, ω) and τi ≥ 0, i = 1, ..., n.









T (t)x dαn∗(t). Using the fact that A ∈ B(X) and that r is absolutely monotonic
at −τic (i = 1, ..., n) we obtain∣∣∣∣∣∣ n∏
i=1
r(τiA)
∣∣∣∣∣∣ = ∣∣∣∣∣∣ ∫ ∞
0
T (t) dαn∗(t)





















































































provided that we can interchange sums and integrals. Since A ∈ B(X, c, ω), we can

















Now the proof can be completed as the proof of Theorem 4.1.11.
Corollary 4.3.5. Let A ∈ B(X, c, 0). If r ∈ G0 approximates the exponential
function and is a. m. at −τic, τi > 0 for i = 1, ..., n, then ||
∏n
i=1 r(τiA)|| ≤ 1.
Proof. Since r approximates the exponential function we have that r(0) = 1. Now
the statement follows from Theorem 4.3.4.
We remark that, as for positivity preserving schemes, the converse of Corollary
4.3.5 is also true for some particular cases (see also [38],[58]) and [59].
Finally, we would like to point out that it might well be that ||r(τA)|| > 1 for
all τ > 0 (i.e., the scheme is not contractive for any time step) but, if we con-
sider the problem after a space-discretization, the discrete (bounded) operator Ah
satisfies the assumptions of Corollary 4.3.5 and hence ||r(τAh)|| ≤ 1 for some
τ > 0. Consider the abstract Cauchy problem u′(t) = Au(t), u(0) = f ; with
X := C0(R) and Af = f ′ with maximal domain. It is easy to see that A gener-
ates a contraction semigroup on X. Theorem 4.3.3 shows that ||r(τA)|| > 1 for
all τ > 0 whenever r is not a. m. on (−∞, 0]. Thus, we cannot preserve the con-
tractivity of the solution not even for small time-steps for a higher order scheme
such as the Crank-Nicolson scheme rCN . Consider now the semidiscrete Cauchy
problem u̇(t) = Ahu(t), u(0) = f ; with X = c0, the space of bounded real se-
quences vanishing at both infinities, and Ah :=
1
h
tridiag[0,−1, 1], where h denotes
the space-discretization parameter. Clearly, Ah is a bounded operator on c0. Since
||Ah + 1hI|| =
1
h
(and hence Ah ∈ B(X, 1h , 0)) and the Crank-Nicolson scheme is
absolutely monotonic on [−2, 0], it follows from Corollary 4.3.5 that ||r(τAh)|| ≤ 1
whenever τ
h
≤ 2. Thus, we obtain conditional contractivity preservation for the
semidiscrete case in contrast to the continuous case.
As we have just observed, higher order schemes are usually only conditionally
bound preserving. Therefore, it is a natural question to ask whether we can de-
termine supτ>0,n∈N ||rn(τA)||, provided that this supremum is finite. We showed
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in Section 3.1 that this might not be the case using the left-shift semigroup on
C0(R) and the Crank-Nicolson scheme as an example. However, if A generates an
analytic semigroup, then for any A-stable rational approximation r of the expo-
nential we have that ||rn(τA)|| ≤ K, τ ≥ 0, n ∈ N, which is an improvement to
the general situation described in Section 3.1 (see, [18] and [48]). In this case it is
an interesting, and also useful question to ask the exact value of this constant K.
If the initial data is only known with a certain error (in practice this is always the
case), then the value of K will bound the growth of the initial error during the
time-discretization process. In the following section we demonstrate with the heat-
equation and the so-called restricted denominator approximations how the stability
constant K can be estimated in the both space- and time-discrete problem using
general functional analytic tools together with detailed information about the re-
solvent of the space-discretized operator. The content of the next section has been
published in [37].
4.4 Stability Constant
The so called restricted denominator approximations (RDA), a one parameter
family of rational functions 2, are of the form
rθ(z) :=
1 + (1− 2θ)z
(1− θz)2
, θ ∈ R
For θ = 1 + 1
2
√
2 and θ = 1 − 1
2
√
2 the function rθ approximates the exponential
function to order q = 2, for all other values of θ other than 0 the order is q = 1








Theorem 4.4.1. The function rθ is A-stable if and only if








Proof. First, we show the sufficiency. Let z = |z|eiψ. Then for all complex number




] the following inequality has to be satisfied:
|rθ(z)|2 =
1 + (1− 2θ)2|z|2 + 2(1− 2θ)|z| cosψ
(1 + θ2|z|2 − 2θ|z| cosψ)2
≤ 1,
which yields the condition
1− |z|θ
4|z|3 − 4θ3 cosψ|z|2 + (4θ2 cos2 ψ − 2θ2 + 4θ − 1)|z| − 2 cosψ
(1 + θ2|z|2 − 2θ|z| cosψ)2
≤ 1,
Clearly, (4.7) holds if and only if the numerator in nonnegative, which is certainly
true if (4.6) holds.




Now, we show that (4.6) is also a necessary condition. Let us substitute cosψ = 0
in (4.7). Then
|rθ(z)|2 = 1− |z|
θ4|z|3 + (−2θ2 + 4θ − 1)|z|
(1 + θ2|z|2)2
≤ 1,
for all z = ir, r ∈ R, which is true if and only if
−2θ2 + 4θ − 1 ≥ 0, (4.7)
which is equivalent to (4.6).






, x ∈ R, t ≥ 0, u(x, 0) = u0(x), x ∈ R. (4.8)
Let l∞ denote the Banach space of infinite complex sequences z = {zj}+∞j=−∞ en-
dowed with the maximum norm ||z||∞ = sup∞<j<+∞ |zj|. The fully discrete solu-
tion of (4.8), using the RDA method for time-discretization and a centered dif-
ference scheme for space-discretization, can be expressed as a one step iterative
method
Un = rθ(τA)U
n−1, n = 1, 2, ... (4.9)




(zj−1 − 2zj + zj+1), z = {zj}+∞j=−∞ ∈ l∞,
where h is the space discretization step-size. The sequences Un = {Unj }+∞j=−∞ are
the approximations to {u(jh, nτ)}+∞j=−∞ and U0 is defined from u0(x). It is shown




|z| cos arg z
2
. (4.10)






numerical methods rθ(τA) are stable (see e.g. [60]), i.e., supn,τ≥0 ||rnθ (τA)||∞ <∞.




is finite. We will call the constant Cθ the stability constant of rθ(τA). Note that
by the argument in [24], this stability constant Cθ is an upper bound for the sta-
bility constant for the heat equation on a finite interval along with the Dirichlet
3In fact, in [51] the inequality (4.10) was shown for the matrix tridiag[1,−2, 1], but then it is also true for the




or Neumann boundary conditions. In the following sections we will give both an
upper and a lower bound for Cθ.
We say that a numerical scheme r(τA) is unconditionally contractive in the maxi-
mum norm if for all τ > 0
||r(τA)||∞ ≤ 1, (4.11)
or, equivalently, the corresponding sequence Un = r(τA)Un−1 satisfies
||Un||∞ ≤ max
0≤j≤n−1
{||U j||∞}, for n ≥ 0. (4.12)
If (4.11) holds for only τ ∈ (0, τ̂ ] then we say that the the scheme is conditionally
contractive in the maximum norm. We note, that the contractivity in the maxi-
mum norm is a natural requirement since the solution of the heat equation also
satisfies the continuous form of (4.12). It is shown in [38] that the RDA method is
contractive in the maximum norm for some τ > 0 if and only if θ ∈ [0, 1], moreover,
||rθ(τA)||∞ ≤ 1
||rθ(τA)||∞ ≤ 1 ⇔
{
τ ∈ [0, h2(2− 6θ)−1] for θ ∈ [0, 1
3
)




The RDA method has both advantages and disadvantages. Since rθ(∞) = 0, we
get optimal error estimates for nonsmooth initial data, contrary to the famous
second order Crank-Nicolson (CN) scheme (see e.g. [60]). If we consider the also
second order scheme r1− 1
2
√
2(τA) then from (4.13) we see that it is contractive
in the maximum norm if τ ≤ 4.12h2 while the CN method is contractive in the
maximum norm only if τ ≤ 1.5h2 (see e.g. [38]). Also, as we will show in Section
4.4.2, if we consider the heat equation on a bounded interval the RDA method is
also contractive for τ large enough, which is again not true for the CN method.
On the other hand the use of the RDA method requires the solution of two linear
systems at each time step which is a big computational disadvantage.
In Section 4.4.1, we give a lower bound, in Section 4.4.2 we provide an upper bound
for the stability constant in the maximum-norm of the RDA method when it is
applied to the one-dimensional heat-equation on the whole real line. Also in Section
4.4.2, we give an estimate for ||rθ(τA)n||∞ when the RDA method is applied to
the one-dimensional heat-equation on a finite interval. We show that in this case
||rθ(τA)n||∞ < 1 if τ is large enough for all θ ∈ R.
4.4.1 Lower Bound of the Stability Constant
In this section we give a lower bound for Cθ when θ ranges within the A-stability
bounds (4.6). First, note that Cθ ≥ 1. To see this, first observe that τAe = 0 for
e = (..., 1, 1, 1, ...)>. Therefore 0 is an eigenvalue of τA with eigenvector e. Since τA
is a bounded operator and rθ is a rational function, the spectral mapping theorem
holds [19]. Thus, rθ(0) = 1 is an eigenvalue of rθ(τA) with an eigenvector e, i.e.,
63
rθ(τA)e = e. Hence, Cθ ≥ ||rθ(τA)e||∞ = 1. This, together with (4.13), implies
that if θ ∈ [1
3
, 1] then Cθ = 1.
Now, we compute the exact value ||rθ(τA)||∞ for θ ∈ (0, 13) and θ > 1. Clearly,
||rθ(τA)||∞ is a lower bound for Cθ for all τ > 0 and h > 0. Let µ := τh2 . It is shown
in [38] that if the function f(z) := rθ(µ(z




n, then ||rθ(τA)||∞ =
∑∞
n=−∞ |γn|. There it is also shown that
the Laurent coefficients for the RDA method are of the form
γk = γ−k =
ωk(1− ω)
θ(1 + ω)3























2NωN+1 − 2(N + 1)ωN + 1
(ω − 1)2
) (4.15)




(ω(µ−1 + 6θ − 2)), b = ω − 1
θ(1 + ω)3
(1− θ)(1− ω2) (4.16)
and
N = [
ω(µ−1 + 6θ − 2)
(θ − 1)(1− ω2)
]. (4.17)
If 0 < µ ≤ (2− 6θ)−1, then ||rθ(τA)||∞ = 1.
Proof. By (4.13) we only have to prove (4.15). Let µ > (2− 6θ)−1 be fixed. Then,
for k ≤ N , where N is defined in (4.17), from (4.14) we have
|γk| = |γ−k| =
ωk(1− ω)
θ(1 + ω)3
[−ω(µ−1 + 6θ − 2)− (1− θ)(1− ω2)k] (4.18)
= aωk + bωkk,
where a and b are defined in (4.16). If k > N then
|γk| = |γ−k| = −aωk − bωkk.
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Therefore, we have
||rθ(τA)||∞ = |γ0|+ 2
∞∑
k=1


































using (4.18) for k = 0 we get (4.15).
Similarly for θ > 1, one can prove the following theorem.





















ω(µ−1 + 6θ − 2)
(θ − 1)(1− ω2)
].
Note, that in Theorem 4.4.2 and in Theorem 4.4.3 the value of N depends on the
value of µ. Therefore, if we want to compute the norm ||rθ(τA)||∞, first we have to
choose a value for τ and h. For θ = 1− 1
2
√
2 we found that for ||rθ(τA)||∞ = 1, 066
at µ = 15. As we mentioned in the beginning of this section this is a lower bound





4.4.2 Upper Bound of the Stability Constant
In this section, using the resolvent estimate (4.10), first we give an upper bound
for ||rnθ (τA)||∞ uniform in n. The basis for our calculation is the Dunford-Taylor
representation
rθ(τA)





rnθ (z)R(z, τA) dz, (4.19)




∪γρθ with γ εn = {z; |z| =
ε
n





|z| ≤ ρθ, arg(z) = ψ, arg(z) = −ψ} and γρθ = {z; |z| = ρθ, − ψ ≤ arg(z) ≤ ψ}.




< ψ < π are arbitrary and ρθ is a number with |rθ(ρθ)| ≤ 1.
Note that since rθ(∞) = 0 the first term turns into 0 in the sum in (4.19). The
idea of using the Dunford-Taylor representation of the approximating operators
in order to estimate the stability constant of the Crank-Nicolson scheme can be
found in [24]. However, for the RDA method the estimates are considerably more
complicated, and, since rθ(∞) = 0, the path of integration is also different.












holds for all n ≥ 1.































Therefore, taking |z| = ε
n
we have
|rnθ (z)| ≤ (1− θ
ε
n





Since the sequence (1− θ ε
n
)−n is monotonically decreasing and clearly (1+ 1
x
)x ≤ e




















































































Proof. Since rθ(∞) = 0, therefore there is a number ρθ, such that rθ(ρθ) ≤ 1. Then
using again the resolvent estimate (4.10) we get (4.21).
A lower bound for ρθ can be derived from (4.7). Since for θ ∈ [1− 12
√




the family rθ is A-stable, it is enough to consider the case when cosψ ∈ [0, 1].
Therefore ρθ can be obtained from the inequality
θ4ρ3θ − 4θ3 cosψρ2θ + (4θ2 cos2 ψ − 2θ2 + 4θ − 1)ρθ − 2 cosψ ≥ 0,
for all cosψ ∈ [0, 1]. Again, using (4.6), we arrive at the following sufficient condi-
tion
θ4ρ3θ − 4θ3ρ2θ − 2 ≥ 0.
Then a lower bound for ρθ can be easily computed. (For example, for θ = 1− 12
√
2








∪ ΓρθL , where εn < L ≤ ρθ is arbitrary.
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Lemma 4.4.7. If z ∈ ΓLε
n
then




where c(θ, L) = −2 cosψ
(1+θ2L2−2θL cosψ)2
Proof. First, note that by (4.7) the inequality −2θ2 + 4θ − 1 ≥ 0 holds. Also, if
z ∈ ΓLε
n
, then cos arg(z) ≤ 0. Therefore, from (4.7) it follows, that for z ∈ ΓLε
n
|r2θ(z)| ≤ 1− |z|c(θ, L),
where c(θ, L) = −2 cosψ































where γ = 0.57721... denotes the Euler constant and m ∈ N is arbitrary.






















































































The upper bound for ||rnθ (τA)||∞ can be obtained using Proposition 4.4.6, Propo-
sition 4.4.8, Proposition 4.4.9 and Corollary 4.4.5 by choosing different values for




using a discrete grid for the possible values of ε, ψ and L with MATLAB 5.3 an
upper bound equals 4.0512 for ε = 0.2610, ψ = 1.7279 and L = 3.3780.







x ∈ [0, 1], t ≥ 0,
u(x, 0) = u0(x), x ∈ [0, 1], u(0, t) = u(1, t) = 0, t ≥ 0.
As before, using the RDA method for time-discretization and a centered difference
scheme for space-discretization, we arrive at the one step iterative method (4.9)




tridiag[1,−2, 1] ∈ Rs×s,
where h = 1
s+1
. As we have already indicated, the estimate for the stability constant
is also valid in this case. The next theorem will show that contrary to the infinite
interval case, for τ large enough ||rnθ (τAs)||∞ < 1 for all θ ∈ R.

























(−1 + cos kπ
s+ 1
), k = 1, ..., s, (4.25)




















Also, observe that the matrix As generates a contraction semigroup in the maxi-
mum norm. This follows from the facts that As = tridiag[1, 0, 1]− 2I and that the
matrices tridiag[1, 0, 1] and −2I commute and hence
|| exp(tAs)||∞ = || exp(t
1
h2

































Hence, using (4.25) with k = 1, (4.26) implies (4.24).
Note that (4.24) shows that ||rnθ (τAs)||∞ < 1 for all τ, h > 0 if θ ∈ [12 , 1]. Also,
observe that the estimate is not optimal since we already know that ||rnθ (τAs)||∞ ≤
1 if θ ∈ [1
3
, 1]. From (4.24) it follows that for τ large enough ||rnθ (τAs)||∞ < 1 for all
θ ∈ R\{0}. This behavior is different from the infinite interval case and follows from
the facts that |rθ(∞)| < 1 and that the growth bound of the semigroup generated
by As is strictly negative. Indeed, in general, if A generates a exponentially stable
semigroup and |r(∞)| < 1, then ||r(τA)|| < 1 for τ large enough as the following
lemma shows.





Proof. Since f ∈ G−ω it follows that f(z) =
∫∞
0
ezs dα(s) for some α ∈ NBV −ω.
We also have that f(−∞) = α(0+) (see also [61, page 182]) and the latter exists











Let us define β := α− α(0+)H0 and R(z) :=
∫∞
0
ezs dVβ(s), Re z ≤ −ω. Since
Vβ(0+) = |β(0+)| = |[α− α(0+)H0](0+)| = 0
we obtain that R(−∞) = Vβ(0+) = 0. This shows our claim in view of (4.27).
70
The statement of Lemma 4.4.11 is remarkable as it allows a much wider choice for
the discretization parameters if we want to preserve the contractivity. The methods
we used in this section give us tools for the analysis of more general cases. The
estimates derived for the complex functions rθ(z) in Section 4.4.2 can be used to
obtain stability constants for rθ(τA) with more general matrices A if the appropri-
ate resolvent estimates are known. Also, the method to obtain the norm estimate
in the finite interval case can be generalized to a wider class of matrices since
the computation of the first eigenvalue and the bound of the matrix semigroup
in the maximum norm are the essential steps. Finally, we remark that the knowl-
edge of the stability constant can be used to obtain second order unconditionally
contractive finite difference methods (see [23]). This will be discussed in the next
section.
4.5 An Unconditionally Contractive Scheme
As we have seen in Section 4.3 higher order schemes are in general only con-
ditionally bound preserving. For example, if the second order Crank-Nicolson





)−1 is applied to the semidiscrete one-dimensional
heat equation after a standard spatial discretization, then the sharp restriction
is τ
h2
:= µ ≤ 1.5 (see [24],[34],[38]) for preserving contractivity, where τ is the
time step and h is the space-discretization parameter. Therefore, the use of the
Crank-Nicolson method requires the choice of a very small time step τ in case
of a small space discretization parameter h if we want to preserve the maximum
norm contractivity. However, as we will see later, the choice µ ≤ 1.5 requires not
only considerable computational efforts but also results in an essential loss of accu-
racy. In the following sections we propose a method for second order schemes and
analytic semigroups which would get around this deficiency for the fully discrete
approximation. As an example we construct, for all fixed h > 0, a second order
method for the one-dimensional heat equation which is contractive in the maxi-
mum norm for all τ > 0. For construction of higher order unconditional contractive
Runge-Kutta type methods we refer to [4] and [5].
Our approach follows the one of Luskin and Rannacher who introduced a sec-
ond order stable approximation method with optimal convergence properties by
combining the robust stability and approximation property of the backward Euler
method with the second order accuracy of the Crank-Nicolson method (see [44],
[53]). This result was generalized by Hansbo in [30] to Banach spaces (see below
Theorem 4.5.1). In these works, qualitative properties (such as the maximum norm
contractivity) were not considered. This will be done in Section 4.5.2 and Section
4.5.3.
Throughout the forthcoming sections we will denote A(θ)-stable rational functions
which approximate the exponential function to order q by rq. We recall the defini-
tion of a sectorial operator. Let X be a complex Banach space and A : X → X a
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linear operator with domain D(A) ⊂ X. If the resolvent set
ρ(A) := {z ∈ C : (zI − A)−1 exists in B(X)}
is such that
ρ(A) ⊃ Σδ := {z ∈ C : |arg(z)| ≤
π
2
+ δ, z 6= 0} ∪ {0} (4.28)
for some δ ∈ (0, π
2
) and the resolvent, R(z, A) := (zI − A)−1, satisfies
||R(z, A)|| ≤ M
|z|
, for all z ∈ Σδ, z 6= 0 (4.29)
with some M ≥ 1, then the operator A is called a sectorial operator of angle δ. Let
us denote the semigroup generated by A by T (·). The basis for our investigation is
a result of Luskin and Rannacher which was proved in the following general form
by Hansbo in ([30]).
Theorem 4.5.1. Let X be a complex Banach space, A : X → X a sectorial




approximations of order q and q − 1 respectively. If rq−1(∞) = 0, then
||rn−qq (τA)r
q




for all x ∈ X, τ > 0 and q ≤ n ∈ N.
We will show in Section 4.5.1 that the condition rq−1(∞) = 0 is more than solely
a technical condition. It means that the lower order approximation method is a
smoothing starting method in the sense that it maps every initial data into the
domain of the operator. In a special case Theorem 4.5.6 shows that this is also a
necessary condition to obtain the optimal accuracy (which is q).
4.5.1 Range Preservation
Let us consider the initial value problem
u̇(t) = Au(t), t ≥ 0, u(0) = u0 ∈ X. (4.30)
If A is sectorial with dense domainD(A), then the operator A generates a uniformly
bounded analytic semigroup T (·) and the mild solution to (4.30) can be obtained
as u(t) = T (t)u0 (see [20]).
In the following we investigate a class of approximation schemes for the semigroup
T (·) which are based on the combination of two different rational approximation





p (z), n ≥ n0.
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The operators Vn(τA) can be viewed as numerical schemes for the solution of
(4.30). It is known that for some higher order schemes (e.g. Crank-Nicolson scheme)
optimal error estimates are only available for sufficiently smooth initial data. If
|rq(∞)| = 1, then, for analytic semigroups, we obtain q-th order error estimate
only if the initial data belongs to D(Aq) [60]. This deficiency can be resolved
by considering combined schemes of the form Vn(z), where error estimations are
available for all initial data (see Theorem 4.5.1). We need the following variant
of Theorem 4.5.1 whose proof is essentially the same as the one of Theorem 4.5.1
given in [30].






q−1(z) with n0 ≥ q,
then the same estimate holds as in Theorem 4.5.1.
The condition rq−1(∞) = 0 in Theorem 4.5.1 seems to be solely technical. To show
that this is not the case, we first recall the Dunford functional calculus for closed
operators (see eg. [19]). Let A : X → X with D(A) ⊂ X be a closed operator with
ρ(A) 6= ∅. Let f be analytic on V ∪ ∂V , where V is an open neighborhood of the
spectrum σ(A) := C \ ρ(A) of A, and at infinity. Assume further that ∂V consists
of a finite number of Jordan arcs and has a positive orientation with respect to the
(possibly unbounded) set V. Then





is well defined, f(A) ∈ B(X), and we obtain an algebra homeomorphism φ :
G(A) → B(X) by setting φ(f) = f(A), where G(A) is the set of all functions that
are analytic on some open neighborhood of σ(A) and at infinity. We note that
if r is an A(θ)-stable rational approximation to the exponential function, then
rn(τ(·)) ∈ G(A) for all n ∈ N and τ > 0. Next we introduce a new qualitative
property.
Definition 4.5.3. Let A be a sectorial operator. We say that an approximation
r(τA) is range preserving if for every τ > 0 the inclusion R(r(τA)) ⊂ D(A) holds,
where R(r(τA)) denotes the range of r(τA).
If A generates an analytic-C0 semigroup T (·), then R(T (t)) ⊂ D(A), for all t > 0.
As before, it is our point of view that ”good” numerical schemes should preserve
”good” qualitative properties of the semigroup they approximate. In the following
we discuss range preserving schemes.
Proposition 4.5.4. Let A be an unbounded closed operator with a nonempty re-
solvent set and f ∈ G(A). Then the following statements are equivalent.
(i) lim|z|→∞ f(z) = 0.
(ii) R(f(A)) ⊂ D(A).








The function z → Af(z)R(z, A) = f(z)(zR(z, A) − I) is continuous along the


















This implies R(f(A)) ⊂ D(A).
(ii)⇒(i). It follows from assumption (ii) that









f(z)(zR(z, A)− I) dz.
Since A is closed, f(A) ∈ B(X), and f(A)X ⊂ D(A) we have that Af(A) is closed





f(z)(zR(z, A)− I) dz ∈ B(X),
and thus it follows from (4.31) that f(∞)A ∈ B(X). Thus, f(∞) = 0
Corollary 4.5.5. If r is a rational approximation to the exponential function,
then r(τA) is range preserving if and only if the degree of the denominator of r is
greater then the degree of the numerator.
For example, the backward Euler scheme is range preserving and the Crank-
Nicolson scheme is not. Thus, the condition rq−1(∞) = 0 expresses a nice qualita-
tive property of the starting method. In view of Proposition 4.5.4 we call a rational
approximation method smoothing or range preserving if r(∞) = 0. We also remark
that a method with the latter property is sometimes also called L-stable. The
question arises naturally if the range preservation property of the starting scheme
is also necessary to obtain an optimal error estimation for the damped method. In
the following special case we show that the answer is yes.
Theorem 4.5.6. Let X be a Hilbert space and T (t) = etA, where A is an unbounded
densely defined negative definite operator with a compact resolvent. If
||(rn−qq (τA)r
q




and |rq(∞)| = 1, then rq−1(τA) is range preserving.
Remark 4.5.7. If |rq(∞)| < 1, then we do not need any steps with the lower order
scheme to get optimal order of convergence (see [60, Chapter 8.]).
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Proof. By the spectral theorem and Parseval’s identity, the estimate in (4.32) is
equivalent to the condition
|nq(rn−qq (λ)r
q
q−1(λ)− enλ)| ≤M (4.33)
for all λ ∈ σ(A). Let λn ∈ σ(A) be such that limn→∞ λn = −∞, and |rn−qq (λn)| > 12
(since | lim|z|→∞ rq(z)| = 1, such λn exist). Using the fact that enλn is bounded, by















Thus, by Proposition 4.5.4, the operator rq−1(τA) is range preserving.
4.5.2 Unconditional Norm-Bound Preservation for
Second Order Schemes
In the next theorem we show how to construct second order unconditionally bound
preserving schemes for exponentially stable contraction semigroups.
Theorem 4.5.8. Let A be a sectorial operator and T (·) the semigroup generated by
A. Assume that T (·) is type (M,−ω) for some ω > 0 and M ≥ 1. Let ||r2(τA)|| ≤
M for 0 < τ ≤ τ ?. Then, there exists n0 ∈ N such that rn−n02 (τA)rn0be (τA) is
unconditionally bound preserving with the optimal second order error estimate.
Proof. It is enough to consider the case M = 1 otherwise we use the usual equiv-
alent norm on X (see, for example [20, Chapter II., page 78.]) that makes the
semigroup contractive. By Proposition 4.5.2, the scheme rn−n02 (τA)r
n0
be (τA) has
the optimal second order error estimate. Since r2 is A(θ)-stable it satisfies
||rm2 (τA)|| ≤M1 (4.34)












For τ > τ ?, by (4.35),(4.36) and (4.34), we have
||rn−n02 (τA)rn0be (τA)|| ≤ ||r
n−n0









for all τ > 0. Thus, ||rn−n02 (τA)rn0be (τA)|| ≤ 1.
We remark that instead of the Backward-Euler method we can choose any other
method r to start with provided that r is a.m on (−∞, 0] and |r(−∞)| < 1
M1
in
view of Lemma 4.4.11 and Theorem 4.3.1. In the next section we construct, for
all h > 0, a second order method for the one-dimensional heat equation which is
contractive in the maximum norm for all τ > 0.
4.5.3 The One-Dimensional Heat Equation






for t ≥ 0, x ∈ (0, 1),
u(t, 0) = u(t, 1) = 0 for t ≥ 0, (4.37)
u(0, x) = u0(x) for x ∈ [0, 1],
and use the finite difference method for its numerical solution. In order to apply
the results of the previous sections, we discretize first the space variable. We denote
by yi(t), (i = 0, 1, ..., s) the approximation of u(t, ih), where h :=
1
s
and s is the
dimension of the space discretization. Let the Banach space be X := (Rs+1, || · ||∞).
Then the equation for the semidiscrete solution can be written as
ẏ(t) = Qy(t) for t ≥ 0, y(0) = y0, (4.38)
where Q : X → X is defined as (Qy(t))i = 1h2 (yi+1(t) − 2yi(t) + yi−1(t)), (i =
1, ..., s−1); (Qy(t))0 := (Qy(t))s = 0, and (y0)i = u0(ih), (i = 0, 1, ..., s). It is easy
to see that Q is sectorial and generates an analytic contraction semigroup on X
with a growth bound less than zero.
Theorem 4.5.9. The combined scheme rn−n0cn (τQ)r
n0
be (τQ) has second order ac-
curacy. Moreover, for a suitable n0, it is unconditionally bound preserving, i.e.,
contractive in the maximum norm for all τ > 0 and n ≥ n0.
Proof. It is shown in [60] that ||rncn(τQ)|| ≤ M for all n, s ∈ N and τ > 0. In




we have ||rncn(τQ)|| ≤ 1 for all n ∈ N (see [24]).
Therefore, the statement follows from Theorem 4.5.8.
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for all τ > 0 (see [34]). 4 It is shown in [24] that the Crank-Nicolson scheme satisfies
||rncn(τQ)||∞ ≤ 4.325 for all τ > 0. Therefore, if we fix the dimension of the space
discretization s (or, equivalently, fix h) we seek n0 such that g(τ
?)−n0 ≤ 4.325.
Then g(τ) ≤ 4.325−
1
n0 =: β1 for all τ > τ
?. We note that for the Crank-Nicolson
scheme τ ? = 1.5s2. Using the notation β := (1− β1)−1, the inequality g(τ) ≤ β1 is
equivalent to


































If µ ≤ 1.5, then ||rncn(τQ)|| ≤ 1 for all n ∈ N. Thus we have to consider the case






















tends to zero as n0 tends to infinity. Therefore, there exists n0 such that (4.41)
holds. Using this formula n0 can be determined.
4We denote the hyperbolic cosine and sine functions by coshyp(·) and sinhyp(·), the inverse hyperbolic cosine
function by arcoshyp(·).
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Although (4.41) allows us to define n0 such that the method is contractive in the
maximum norm for all τ > 0, if we choose the dimension of the space discretization
s large, the value of n0 becomes extremely big. Therefore, from a practical point of
view it is reasonable to choose some smaller n?0. In this case we cannot use arbitrary
τ > 0, but only those τ > τ ?s , where τ
?
s can be computed via (4.39). Then we have
a choice. Either we use τ ≤ 1.5h2 (the well-known uniform contractivity condition
for the Crank-Nicolson scheme) or τ > τ ?s , (the behavior of the method between the
two bounds is still unknown). The method has the optimal accuracy (i.e., second
order), if τ ∼ 1
s
. Therefore, for fixed s, the optimal choice of n0 can be determined
by the dimension of the space discretization. Otherwise the choice of bigger τ (i.e.,
smaller n0) means that the order of the error is defined only by τ .
One of the main problems when using the Crank-Nicolson scheme that it preserves
the maximum norm contractivity only for µ ≤ 1.5. That means if we have a fine
mesh for the space variable we must choose the time step τ ≤ 1.5h2 in order to
obtain the maximum norm contractivity. For large values of s it would mean very
small (even useless) τ . The computational error, as the result of the large number
of iteration steps, might cause an essential loss in the accuracy, i.e., the scheme
will loose its second order accuracy. Moreover the computational time could be
enormous (see eg. [47]). Now we make a few steps with the backward Euler scheme
before starting the Crank-Nicolson method. For fixed s and fixed n0, using (4.39)







for τ . This means, if we take any time step larger than τ̂ , the damped method is






















then it is easy to see what is going to happen to this lower bound τ̂(s, n0) if we
increase s by fixed n0; i.e.,
lim
s→∞










We can also see that the sequence of the upper bounds decreases monotonically
toward 1
4arcoshyp2β
. Therefore, we can give an upper bound, uniform in s, by






TABLE 4.1. The values of τ̂ uniform for all h
n0 1 2 4 10 50
τ̂ 1.625 0.531 0.218 0.078 0.015
Table 4.1 shows the uniform lower bound for τ̂ defined by (4.42).
As we can see, it could still happen that with the computed uniform τ̂ the local error
becomes very large, (especially for small values n0). To avoid this problem, we can
use the sharper condition (4.42). For s = 10000 we calculate τ̂ for different values
of n0 (see Table 4.2). We note that for the Crank-Nicolson scheme’s maximum
norm contractivity we must choose τ ≤ 1.5× 10−8!
TABLE 4.2. The values of τ̂ with h = 0.0001
n0 1 2 4 10 50
τ̂ 0.437 0.155 0.073 0.035 0.014
As the example shows, we have the following conclusion. If we aim to have a
maximum norm-contractive, second order scheme, then we have two possibilities.
Either we use the Crank-Nicolson method with an extremely small time step or
we use the damped method with a reasonable small time step. If we look at our
example we can conclude that if we make four steps with the backward Euler
method and then apply the Crank-Nicolson method, the local error will be of
O(10−3), which looks quite reasonable. Finally, we note that the convergence in















Table 4.3 shows the result for τ̂ with s = 50. If we compare Tables 4.2 and 4.3 we
can observe that the values of τ̂ in Table 4.2 are representative.
TABLE 4.3. The upper bounds for τ̂ with h = 0.02
n0 1 2 4 10 50
τ̂ 0.453 0.160 0.076 0.036 0.014
4.5.4 Numerical Examples
In this section we summarize some numerical investigations for the model problem
(4.37) with both smooth and nonsmooth initial functions using different numerical
methods discussed in the previous section at the time level T = 1.
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The first model problem with the initial function u0(x) = sin(πx) has the exact
solution u(x, t) = sin(πx) exp(−π2t).
The following tables show the maximum norm error for the Crank-Nicolson (CN)
and the backward Euler (BE) methods on different meshes.
As Tables 4.4 and 4.5 show with refining the mesh under the maximum norm
contractivity condition, the Crank-Nicolson scheme loses its higher accuracy with
respect to the backward Euler method and in the limit they result in the same ac-
curacy. Tables 4.6 - 4.8 serve to demonstrate the behavior of the maximum norm
error of the Crank-Nicolson method with further different discretization parame-
ters.
These results show that the optimal accuracy of the Crank-Nicolson method is
attained at some value µopt = µopt(h) which is greater than 1.5. Moreover, by
decreasing h (that is, by refining the mesh), the values µopt are increasing. Table
4.9 shows the loss in the accuracy. The fifth column in this table shows how much
more CPU-time is used to obtain the less accurate result (with µ = 1.5). The
accuracy with the choice µ = 1.5 is attained with some µbig > 1.5, too. The
approximate values of these parameters and the corresponding CPU ratios are
included in the last two columns.
The second model problem is the problem (4.37) with the initial function
u0(x) =
{
1 if x ∈ [0.25, 0.75]
0 otherwise
















Table 4.10 summarizes the error in maximum norm for the CN and BE methods.
The behavior of the Crank-Nicolson method is similar as for the smooth initial
function. However, the smoothing property of the backward Euler method is con-
siderable. We remark that the same conclusions can be made for the other choices
of h.
In the following we give numerical results for the damped method.
First, we analyze the behavior of the damped method on the problem with smooth
initial function. Tables 4.11 - 4.13 show the numerical results for the damped
method with different space discretization steps. Each table contains the maximum
norm error for different numbers of smoothing steps n0 and time discretization
steps, (the values in the columns n0 = 0 correspond to the Crank-Nicolson method
and the errors with bold numbers are the result of the backward Euler method).
We observe that with the increase in n0 the damped method looses its accuracy
and the ”almost best” choice is n0 = 2. Table 4.14 shows the result for this fixed
choice with the small space discretization stepsize h = 0.002.
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For the nonsmooth initial function the behavior of the damped method for n0 =
1, 2, 3 damping steps is given in Table 4.15.
Finally, we compare the damped method, the Crank-Nicolson method, and the
backward Euler method on the mesh where the maximum norm is preserved for
the damped method, that is, the mesh is chosen according to the condition (4.40).
Clearly, on such a mesh the BE method is also maximum norm contractive while
the CN method is usually not.
Tables 4.16-4.18 contain the results for the smooth initial function and Tables 4.19-
4.21 contain the results for the nonsmooth problem. Especially remarkable is the
advantage of the damped method on the nonsmooth problem.
TABLE 4.4. The maximum norm error for h = 0.05 for the CN and BE methods
µ 100 50 40
CN-error 6.35E − 5 4.14E − 5 3.10E − 5
BE-error 6.90E − 3 1.60E − 3 1.00E − 3
µ 20 10 8
CN-error 8.79E − 6 1.53E − 6 6.04E − 7
BE-error 2.81E − 4 9.83E − 5 7.29E − 5
µ 7 6 5
CN-error 2.22E − 7 1.147E − 7 4.05E − 7
BE-error 6.27E − 5 4.86E − 5 4.07E − 5
µ 4 2 1.5
CN-error 6.40E − 7 9.54E − 7 9.89E − 7
BE-error 3.15E − 5 1.50E − 5 1.20E − 5
µ 1 0.4 0.1
CN-error 1.03E − 6 1.06E − 6 1.06E − 6
BE-error 7.75E − 6 3.67E − 6 1.70E − 6
µ 0.05 0.01 0.005
CN-error 1.06E − 6 1.06E − 6 1.06E − 6
BE-error 1.38E − 6 1.12E − 6 1.09E − 6
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TABLE 4.5. The maximum norm error for h = 0.005 for the CN and BE methods
µ 4000 2000 1500 1000 500
CN-error 3.16E − 5 9.70E − 6 5.12E − 6 2.54E − 6 6.35E − 7
BE-error 9.91E − 4 2.76E − 4 1.58E − 4 9.59E − 5 3.91E − 5
µ 400 200 100 40 20
CN-error 4.03E − 7 9.30E − 8 1.54E − 8 6.35E − 9 9.46E − 9
BE-error 3.00E − 5 1.38E − 5 6.59E − 6 2.58E − 6 1.28E − 6
µ 10 4 2 1.5 1
CN-error 1.02E − 8 1.05E − 8 1.05E − 8 1.05E − 8 1.05E − 8
BE-error 6.43E − 7 2.63E − 7 1.37E − 7 1.05E − 7 7.35E − 8
TABLE 4.6. The maximum norm error of the Crank-Nicolson method for h = 0.1
µ 10 5 2 1.5 1
error 2.93E − 5 5.93E − 6 2.62E − 6 3.23E − 6 3.92E − 6
µ 0.5 0.1 0.05 0.01 0.005
error 4.25E − 6 4.35E − 6 4.36E − 6 4.36E − 6 4.36E − 6
TABLE 4.7. The maximum norm error of the Crank-Nicolson method for h = 0.025
µ 1000 500 250 160 40 20
error 0.245 0.014 9.54E − 5 9.48E − 6 2.29E − 6 3.84E − 7
µ 16 4.8 1.5 1 0.8 0.16
error 1.52E − 7 1.57E − 7 2.59E − 7 2.61E − 7 1.85E − 7 1.86E − 7
TABLE 4.8. The maximum norm error of the Crank-Nicolson method for h = 0.01
µ 1000 500 100 50 40 30
error 3.16E − 5 9.67E − 6 3.72E − 7 6.16E − 8 2.43E − 8 4.61E − 9
µ 20 10 5 1.5 1 0.5
error 2.54E − 8 3.79E − 8 4.10E − 8 2.96E − 8 2.97E − 8 2.97E − 8
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TABLE 4.9. Comparison of the accuracy and consumed CPU time
h µopt error error for µ = 1.5 CPU ratio µbig CPU ratio
0.1 2 2.62E − 6 3.23E − 6 1.266 4.6 3.07
0.05 4 6.40E − 7 9.87E − 7 2.71 8.7 5.80
0.025 16 1.52E − 7 2.59E − 7 10.81 18 12.00
0.01 30 4.61E − 9 4.19E − 8 20.5 45 30.00
0.005 40 6.35E − 9 1.05E − 8 27.6 94 62.67
0.004 62.5 2.57E − 9 6.71E − 9 42.9 112.5 75.00
TABLE 4.10. The maximum norm error for h = 0.005 for the CN and BE methods for
nonsmooth initial function
µ 4000 2000 400 200 100
CN-error 0.4765 0.4438 0.2397 7.86E − 2 2.30E − 3
BE-error 8.99E − 4 2.51E − 4 2.76E − 5 1.29E − 5 6.35E − 6
µ 75 60 50 45 40
CN-error 8.18E − 5 1.48E − 6 3.68E − 7 3.69E − 7 3.71E − 7
BE-error 4.83E − 6 3.88E − 6 3.30E − 6 2.99E − 6 2.70E − 6
µ 20 10 5 1.5 1
CN-error 3.73E − 7 3.74E − 7 3.74E − 7 3.74E − 7 3.74E − 7
BE-error 1.53E − 6 9.48E − 7 6.61E − 7 4.60E − 7 4.31E − 7
TABLE 4.11. The maximum norm error for h = 0.2 for the damped method for smooth
initial function
n0 0 1 2 3 5
µ = 5 4.92E − 5 4.91E − 5 4.78E − 5 2.87E − 5 4.51E− 3
µ = 1 1.01E − 5 1.49E − 5 1.91E − 5 2.36E − 5 3.34E − 5
µ = 0.1 1.85E − 5 1.86E − 5 1.86E − 5 1.86E − 5 1.87E − 5
n0 10 25 50 100 250
µ = 5 − − − − −
µ = 1 6.41E− 5 − − − −
µ = 0.1 1.90E − 5 1.97E − 5 2.10E − 5 2.35E − 5 3.18E− 5
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TABLE 4.12. The maximum norm error for h = 0.02 for the damped method for smooth
initial function
n0 0 1 2 3 5
µ = 125 9.57E − 6 5.01E − 6 4.79E − 8 5.65E − 6 1.87E − 5
µ = 50 1.48E − 6 5.70E − 7 3.53E − 7 1.29E − 6 3.22E − 6
µ = 5 1.52E − 7 1.62E − 7 1.72E − 7 1.82E − 7 2.02E − 7
n0 10 25 50 100 250
µ = 125 6.60E − 5 2.77E− 4 − − −
µ = 50 8.36E − 6 2.01E − 5 7.11E− 5 − −
µ = 5 2.52E − 7 3.52E − 7 6.54E − 7 2.71E − 6 5.40E− 6
TABLE 4.13. The maximum norm error for h = 0.002 for the damped method for smooth
initial function
n0 0 1 2 3 5
µ = 50000 5.17E − 5 5.17E − 5 5.01E − 5 3.22E − 5 4.20E− 3
µ = 5000 1.64E − 6 7.35E − 7 1.85E − 7 1.12E − 6 3.05E − 6
µ = 125 6.43E − 10 1.27E − 9 1.90E − 9 2.53E − 9 3.78E − 9
n0 10 50 100 500 2000
µ = 50000 − − − − −
µ = 5000 8.17E − 6 7.07E− 5 − − −
µ = 125 6.93E − 9 3.21E − 8 6.53E − 8 3.16E − 7 1.27E− 6
TABLE 4.14. The maximum norm error for h = 0.002 and n0 = 2 for the damped
method for smooth initial function
µ 50000 37500 25000 15000 10000
max. error 5.17E − 5 1.95E − 5 7.38E − 6 8.39E − 7 1.74E − 7
µ 5000 4000 3000 2000 1500
max. error 1.85E − 7 1.60E − 7 9.72E − 8 4.69E − 8 2.79E − 8
µ 1000 500 375 250 125
max. error 1.44E − 8 5.06E − 9 3.59E − 9 2.55E − 9 1.90E − 9
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TABLE 4.15. The maximum norm error for h = 0.005 for the damped method for
nonsmooth initial function
µ 4000 2000 400 200 100
n0 = 1 3.10E − 3 1.40E − 3 2.76E − 3 1.31E − 4 6.77E − 6
n0 = 2 1.42E − 4 2.43E − 5 1.20E − 6 5.24E − 7 3.79E − 7
n0 = 3 2.10E − 5 5.76E − 6 6.54E − 7 4.48E − 7 3.93E − 7
µ 75 50 40 10 5
n0 = 1 5.55E − 7 3.72E − 7 3.72E − 7 3.74E − 7 3.74E − 7
n0 = 2 3.79E − 7 3.76E − 7 3.75E − 7 3.75E − 7 3.74E − 7
n0 = 3 3.87E − 7 3.79E − 7 3.77E − 7 3.75E − 7 3.75E − 7
TABLE 4.16. The maximum norm error for h = 0.2 for the different methods on maxi-
mum norm contractive mesh for smooth initial function
µ 10.58 3.72 2.32 1.722 1.395
n0 1 2 3 4 5
DM 0.064 1.01E − 5 2.97E − 5 3.32E − 5 4.58E − 5
CN 0.3216 2.88E − 5 1.32E − 5 1.72E − 6 4.17E − 6
BE 0.037 0.0019 8.54E − 4 4.49E − 4 3.89E − 4
TABLE 4.17. The maximum norm error for h = 0.02 for the different methods on
maximum norm contractive mesh for smooth initial function
µ 1066 380 240 86 35
n0 1 2 3 10 50
DM 0.0685 1.79E − 5 2.38E − 5 2.70E − 5 2.99E − 5
CN 0.1262 2.63E − 5 4.29E − 5 4.70E − 6 6.77E − 7
BE 0.037 0.0016 0.0012 1.56E − 4 4.75E − 5
TABLE 4.18. The maximum norm error for h = 0.002 for the different methods on
maximum norm contractive mesh for smooth initial function
µ 106000 38000 24000 8620 3460
n0 1 2 3 10 50
DM 0.0684 1.80E − 5 2.34E − 5 2.63E − 5 2.82E − 5
CN 0.1245 2.63E − 5 4.30E − 5 4.78E − 6 8.13E − 7
BE 0.037 0.0016 0.0012 1.53E − 4 4.56E − 5
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TABLE 4.19. The maximum norm error for h = 0.2 for the different methods on maxi-
mum norm contractive mesh for nonsmooth initial function
µ 10.58 3.72 2.32 1.722 1.395
n0 1 2 3 4 5
DM 0.057 4.75E − 4 2.03E − 5 2.03E − 5 2.83E − 5
CN 0.2894 0.0242 2.32E − 4 6.42E − 6 3.40E − 6
BE 0.0286 0.0015 6.37E − 4 3.37E − 4 2.89E − 4
TABLE 4.20. The maximum norm error for h = 0.02 for the different methods on
maximum norm contractive mesh for nonsmooth initial function
µ 1066 380 240 86 35
n0 1 2 3 10 50
DM 0.0667 3.66E − 4 2.54E − 5 2.43E − 5 2.70E − 5
CN 0.4970 0.4256 0.3905 0.2057 0.0220
BE 0.0332 0.0015 0.0011 1.40E − 4 4.28E − 5
TABLE 4.21. The maximum norm error for h = 0.002 for the different methods on
maximum norm contractive mesh for nonsmooth initial function
µ 106000 38000 24000 8620 3460
n0 1 2 3 10 50
DM 0.0667 3.63E − 4 2.53E − 5 2.39E − 5 2.56E − 5
CN 0.5210 0.4941 0.4927 0.4673 0.4192
BE 0.0336 0.0015 0.0011 1.38E − 4 4.14E − 5
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Appendix A. Riesz Representation
Theorems
In this appendix we give the proof of the Riesz representation theorem for C0(R)∗
together with an important corollary on positive functionals. Recall C0(R) is
the space of all continuous functions vanishing at ±∞ and that a functional
x∗ ∈ C0(R)∗ is said to be positive if 〈f, x∗〉 ≥ 0 whenever 0 ≤ f ∈ C0(R). The
proof which we present here is a slight modification of the proof of the Riesz rep-
resentation theorem for C([a, b])∗ (see [35, Theorem 6.6.5, p.382]).
Proposition A.1. If x∗ ∈ C0(R)∗ then there is a function α ∈ BV (R) (α is of




f(t) dα(t), for allf ∈ C0(R). (A.1)
Moreover, ||x∗|| = V ∞−∞(α).
Proof. Let x∗ be a linear functional on C0(R). By the Hahn-Banach theorem there
is a norm preserving extension x̃∗ of x∗ to L∞(−∞,∞). We define
α(t) = 〈χ(−∞,t], x̃∗〉. (A.2)
We show now that α ∈ BV (R). Let a = t0 < t1 < ... < tn = b be a subdivision of






















Therefore, V ba (α) ≤ ||x∗|| for all a < b and hence
V ∞−∞(α) ≤ ||x∗||. (A.3)
Next we prove that A.1 holds. Let f ∈ C0(R) and ε > 0. Since f is uniformly
continuous on R there is a δ > 0 such that |f(t) − f(s)| < ε if |s − t| < δ. Since
f ∈ C0(R) and α has a finite total variation on R we may choose a < b such that











0 if t ≤ a
f(tk) if tk−1 < t ≤ tk, k = 1, 2, ..., n
0 if b < t.
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It is clear that fε can be written as fε =
∑n
k=1 f(tk)[χ(−∞,tk]−χ(−∞,tk−1]] and that










Thus, if our subdivision is fine enough we have that




We also have that






≤ |〈f, x̃∗〉 − 〈fε, x̃∗〉|+











∣∣ ≤ ||x∗||ε+ 2ε = (||x∗||+ 2)ε.
Since ε > 0 was arbitrary we conclude that
〈f, x∗〉 = 〈f, x̃∗〉 =
∫ ∞
−∞
f(t)dα(t), ∀f ∈ C0(R).





∣∣ ≤ ||f ||∞V ∞−∞(α).
This shows, together with (A.3), that ||x∗|| = V ∞−∞(α) and our proof is complete.
We will need the following lemma which is a variant of the one in [55, page 111.].
Lemma A.2. Let α ∈ BV (R). Then,∫ ∞
−∞
f(t) dα(t) = 0 for all f ∈ C0(R)
if and only if α is constant on its points of continuity. Moreover, this constant
equals to α(−∞) and α(∞).
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Proof. Assume that α is constant on its points of continuity and let us denote this
constant by K. Since α ∈ BV (R) it follows that α(∞) and α(−∞) exists. Let







α(t) = K. (A.4)
The integral
∫∞
−∞ f(t) dα(t) exists for all f ∈ C0(R). Hence∫ ∞
−∞





f(t) dα(t) = 0
since we can always take a subdivision of [−a, b] only using the continuity points of
α when computing the second integral. Conversely, assume that (A.4) holds. Let
a < b ∈ P and let us define the following function
fn(t) :=

0 if t ≤ a− 1
n
n(t− a) + 1 if a− 1
n
< t < a
1 if a ≤ t ≤ b
n(b− t) + 1 if b < t < b+ 1
n
0 if b+ 1
n
≤ t.



























b (α) → 0 as n→∞.
Thus, by (A.5), we have that α(a) = α(b) but the points a, b ∈ P were arbitrary
and hence α(t) = K for t ∈ P . Finally, from (A.4) it follows that α(±∞) = K.
Now, we are ready to prove the Riesz representation theorem for C0(R)∗.
Theorem A.3 (Riesz Representation Theorem). For every x∗ ∈ C0(R)∗ there




f(t) dα(t) for all f ∈ C0(R). (A.6)
Moreover, ||x∗|| = V ∞−∞(α).
1For the definition of NBV (R) see Theorem 3.1.2.
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Proof. Let x∗ ∈ C0(R)∗. We have already seen in Proposition A.1 that x∗ can be




f(t) dα(t) for all f ∈ C0(R),
where α, defined in (A.2), satisfies ||x∗|| = V ∞−∞(α). Let us denote the continuity
points of α again by P and let
α̃(t) :=
{
α(t)− α(−∞) if t ∈ P
(α(t+)−α(−∞))+(α(t−)−α(−∞))
2
if t /∈ P.





f(t) dα̃(t) for all f ∈ C0(R).





f(t) dα2(t) for all f ∈ C0(R).
Then, by Lemma A.2, [α1−α2](t) = K for t in the set of continuity points of α1−α2
denoted by P̃ . Since both α1, α2 ∈ NBV (R) we have that [α1−α2](−∞) = K = 0.
But since α1 − α2 is of bounded total variation on R it follows that P̃ is dense in
R and therefore [α1 − α2](t) = 0 also for t /∈ P̃ . Therefore, α1(t) = α2(t) for all
t ∈ R and the uniqueness is established.
Finally we state a representation theorem as a corollary to the above for positive
functionals on C0(R).
Corollary A.4. Let x∗ ∈ C0(R)∗+. Then, there is a unique nondecreasing α ∈
NBV (R) such that (A.1) holds and ||x∗|| = V ∞−∞(α).
Proof. By the order version of the Hahn-Banach theorem (see [57, Proposition 5.6.,
page 86.]) there is a norm preserving positive extension x̃∗ of x∗ to L∞(−∞,∞).
Let us define
α(t) = 〈χ(−∞,t], x̃∗〉. (A.7)
Since x̃∗ is positive it follows that α is nondecreasing. Exactly the same way as in




f(t) dα(t) forall f ∈ C0(R).
Finally, by the same argument as in the proof of Theorem A.3 we obtain the unique
nondecreasing α̃ as desired.
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Appendix B. Laplace-Stieltjes Transform
Representation
In this appendix we ask how to determine if a given function belongs to the algebra
Gω defined in Corollary 1.1.4. For simplicity we only deal with the case ω = 0.
With a standard shifting procedure the same can be done for arbitrary ω (see,
for example, in the proof of Corollary 4.1.3). Widder in [61, Chapter VII, Section
11-12.] proves the following theorem. Assume that a function f has derivatives of



















ezs dα(s), Re z < 0
for some α ∈ NBV 0. Moreover,








In principle, this gives us a tool to determine whether a function belongs to G0
and provides us with an explicit formula to compute the total variation of the
determining function. Unfortunately, as we have already mentioned, most of the
time we have to estimate the total variation of αn∗ = α ∗ α ∗ ... ∗ α, the n-times
Stieltjes convolution of α with itself, and in this case we have to use the n-th power
of f in the above formulas. Even for a simple rational function it is often impossible
to calculate the above quantities. Therefore, we need to have simpler (checkable)
conditions even if they are only sufficient. Our discussion is based on [11, Lemma
1-2]. The next proposition corresponds to Lemma 1 in [11] where it is stated using
bounded regular Borel measures. The proof for functions of bounded variation is
essentially the same and we present it for the convenience of the reader.









ezt dα(t), Re z ≤ 0.
1A function f is analytic on a closed set A if f is analytic in neighborhood of A.
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Proof. Let us fix z := x+ iy ∈ C with x < 0 and let −c < x. Since f is analytic in




±R + is− z



































Clearly, if R0 > 0 is fixed, then |gR(t)| ≤ C for R ≤ R0, and t ∈ R. We will show





ezt if t > 0
1
2
if t = 0
0 if t < 0.
(B.2)
If t ≤ 0, then using Cauchy’s theorem, for R large enough we have

























etR(cos s+i sin s)Reis












(R cos s− x)2 + (R sin s− y)2
≤ Re
Rt cos s√




for R > 4|y| (B.4)











0 if t > 0
1
2
if t = 0.
(B.5)
This yields (B.2) for t ≥ 0 in view of (B.3). The estimate in (B.4) also shows that
the integral in (B.3) is uniformly bounded. Thus gR(t) is uniformly bounded for
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]}. Since the function z 7→ eζt
ζ−z is analytic in the neighborhood of the closed
right halfplane, it follows from Cauchy’s theorem








Using the notations as above, we obtain this time
|FR(s)| ≤
Re−Rt cos s√
(−R cos s− x)2 + (−R sin s− y)2
≤ Re
−Rt cos s√




for R > 4(|x|+ |y|). (B.7)










This shows (B.2) for t < 0 in view of (B.6). The boundedness of gR(t), uniform in
R and t < 0, follows from (B.7). Let us define α̃ by ˜α(t) = α(t−) (i.e., we nor-








ist dµα̃(t) where the last integral denotes
the Lebesgue-Stieltjes integral with respect to the Stieltjes measure induced by α̃.























































































dζ = C, Re z < 0.
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Indeed, for z1, z2 ∈ C with −c < Re z1,Re z2 < 0 we have


















(ζ − z1)(ζ − z2)
dζ
∣∣ → 0 as c→∞.
Therefore, by (B.8),
f(z) = C +
∫ ∞
0
ezt dα(t) for Re z < 0. (B.9)
Since both sides are continuous for Re z ≤ 0 the equality holds true for Re z = 0,








which yields for s = 0
α(∞)− α(−∞) = C + α(∞)− α(0). (B.11)
Since α is normalized we have that α(−∞) = 0. By assumption, α(0) = 0. Hence,
C = 0. Let us define α1 by setting α1(t) = α(t) for t > 0 and α1(t) = 0 for t ≤ 0.






Since both α, α1 ∈ NBV (R) from (B.10), (B.12) and the uniqueness theorem of
the Fourier Stieltjes transform (see e.g., [14, Proposition 5.3.11.]) it follows that
α(t) = 0 for t ≤ 0. This finishes the proof in view of (B.9).





where α is a function of bounded total variation on R. Then, α(t) = 0 for t < 0
and
f(z) = K +
∫ ∞
0
ezt dα(t), Re z ≤ 0,
where K is a constant that satisfies (B.11).
Theorem B.3. Assume that f is analytic and bounded for Re z ≤ 0 and that
f0, f
′




ezt dβ(t), Re z ≤ 0, (B.13)
where β is absolutely continuous on (0,∞) and of bounded variation on [0,∞).
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exists and is in L2(R). By the Fourier inversion theorem (see, for example, [14,






F(f0)(v)eisv dv a. e..





isv dv ∈ C0(R) (see, for example, [14, Proposition 5.1.2]).














From this definition it is clear that α is absolutely continuous and of bounded
variation on R. From (B.14) we see that




Therefore, by Corollary B.2, we have that α(t) = 0 for t < 0 and that






ezt dβ(t), Re z ≤ 0,
where β(t) = α(t) +KH0(t). This finishes the proof.
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