Abstract-Three different advanced adaptation techniques for improving the video perception of users are proposed in this paper. The proposed techniques exploit different adaptation decision-taking and adaptation approaches to adapt particular core parameters while considering diverse contextual information and constraints to achieve improved video perception of users. The first proposed technique employs a utility-based adaptation approach to perform adaptation operations on spatial resolution, frame rate, and quality scalability parameters according to the content-related contextual information (i.e., motion activity and structural feature) while fulfilling network bandwidth and terminal display size constraints. Using this technique, video contents can be adapted with the scalability parameters best fitting users' and contextual constraints' needs to achieve improved video perception. The second technique relies on prioritizing key frame, non-key frame, and temporal layer parameter-related network abstraction layer units to adapt video contents to satisfy network bandwidth constraint. The rate-distortion performances of adapted video contents can be improved by utilizing this technique in adaptation operations both in terms of bit rate of adapted video contents and video perception of users. The third technique is based on adapting the bit rate of 3-D video contents according to the changes in ambient illumination of the viewing environment. The adaptation results evaluated by either subjective or objective quality assessment techniques prove that all of the proposed techniques are efficient to improve the video perception of users.
I. Introduction
T HE TREMENDOUS advances in video communication technology bring out the heterogeneity of the existing systems, services, applications, devices, etc. In light of these advances, there is an increase in the desire of users for better perceptual video quality regardless of contextual information (e.g., ambient illumination, motion activity of the video content, and others) and constraints (e.g., network bandwidth, dis- play size, and others). Likewise, due to these advances, today's interactive video communication environment becomes very demanding for providing improved video perception of users and rate-distortion (R-D) performances of video contents. Therefore, it is important that user and performance friendly processes and techniques are developed in response to this demand. Video adaptation is the most important process that provides an essential link between video contents, contextual information, and constraints to yield improved video perception of users [1] . Therefore, advanced video adaptation techniques, which can react to the needs posed by the contextual information and constraints while adapting video contents, should be developed to achieve improved video perception of users. Determining the shortcomings of the existing video adaptation techniques, which exploit different adaptation decisiontaking and adaptation approaches to improve video perception, is a tough nut to crack while devising advanced video adaptation techniques. Adaptation decision taking is a process of deciding the most important adaptation parameters to utilize in adaptation operations [2] . Thus, it can be considered as the "brain" of the adaptation process. Likewise, core adaptation parameters (e.g., spatial resolution, key frame, and others), which can be considered as the fundamental elements of adaptation operations, should be ascertained to accomplish an important step toward developing advanced video adaptation techniques. In addition, to allow advanced video adaptation techniques to perform meaningful adaptation operations, it is imperative that core contextual information and constraints that can significantly affect adaptation decision-taking processes are determined. Using the determined core adaptation parameters with different adaptation decision-taking and adaptation approaches (e.g., prioritization-based, utility-based, and others), advanced adaptation techniques can be developed to cope with the requirements of the varying contextual information and constraints. In this paper, three advanced video adaptation techniques, which adapt specific core adaptation parameters of scalable video contents in response to certain core contextual information and constraints by utilizing particular adaptation decision-taking and adaptation approaches, are proposed to attain improved video perception of users.
The first advanced adaptation decision-taking technique employs a utility-based adaptation decision-taking approach to perform adaptation operations. Utility-based adaptation decision-taking approach is based on unifying interrelation of video entities and three important spaces to address an 1051-8215/$26.00 c 2011 IEEE optimization problem, namely, adaptation, resource, and utility spaces. The interrelationship of adaptation operations, resources, and quality values can be expressed with a utility function (UF) in this approach. This function is a model for measuring the utility of the video after undergoing adaptation operations. It has to be noted that there is an important difference between the terms utility and quality. Utility refers to the satisfaction of the end-user whereas quality refers to the quality of the content [1] . There are implementations of UFs in adaptation decision-taking operations in literature. In [2] , a simple UF, which only considers bit rate of video contents and is irrespective of video content characteristics, is used in adaptation decision-taking operations. In [4] , adaptation, resource, and utility aspects of adaptation strategies are modeled with a UF. The UF presented in this paper considers the frame rate and spatial resolution, but not the quality in the adaptation operations. In [5] , only a conceptual framework modeling the relationships among adaptation (e.g., video skimming, frame dropping, and others), resource (e.g., network bandwidth, display resolution, and others), and utility (e.g., objective or subjective quality of a video content) is developed. The objective of this framework is to find the optimal adaptation operations satisfying the resource constraints for achieving maximum utility for a given video content. In [6] , a UF, which relies on the interrelationship of the spatial resolution, frame rate, and quantization parameter (QP), is designed. The importance of the spatial resolution, frame rate, and QP on the UF calculation with respect to each other is computed using weights. A recommendation system is used to maintain feedback from each user to determine the weights of the UF for each user. In [7] , a UF that relies on jointly modeling the frame rate and spatial resolution is proposed. In addition, the frame rate and spatial resolution are considered as the functions of hardware capabilities [e.g., Whetstone metric, which is used to indicate the performance of the central processing unit (CPU) of a computing device] and video content characteristics (e.g., low spatial details in the video sequence) in this paper. Although the frame rate and spatial resolution are taken into consideration, the quality aspect of the video has not been considered in the UF. In [8] , a UF, which models the bit rate, spatial resolution, quality of the video contents, and the terminal capabilities (i.e., the screen size and the clock speed of the CPU of the terminal) is proposed. The UF proposed in [8] is extended in [9] with the inclusion of the transmission channel capacity to the UF. However, both of the UF models in [8] and [9] do not consider the video content characteristics for deriving adaptation decisions. In [10] , a utility-based adaptation decision-taking technique selecting adaptation parameters considering usage environment constraints for dynamic adaptation of video sequences are proposed. Frame rate, spatial resolution, and quality scalability parameters are not considered in this technique either.
In light of these discussions, it can be summarized that the existing adaptation techniques relying on a utility-based adaptation approach do not consider either all of the scalability parameters or content-related contextual information in adaptation decision-taking operations. However, the UF presented in this paper models the relationships among the frame rate, spatial resolution, and visual quality parameters. In this way, the relations of tradeoff among all of the scalability parameters are considered in the UF. Moreover, this UF addresses the problem of deriving adaptation decisions depending on video content characteristics. Motion activity and structural features are the primary content-related contextual information considered in this technique. Similarly, network bandwidth and display size are also considered as contextual constraints in the technique.
A prioritization of progressively ordering spatial, temporal, and quality [signal-to-noise-ratio (SNR)] layer-related network abstraction layer units (NALUs) is utilized by the scalability extension of H.264/AVC to meet network bandwidth constraints during adaptation processes [11] . Nevertheless, NALUs of every video content adapted using this progressive prioritization order may not present improved R-D performances due to the effects of different video content characteristics. In addition, the scalability extension of H.264/AVC can only facilitate a conventional adaptation approach, which is based on dropping quality (SNR) enhancement layer NALUs of key and non-key frames only in a symmetric way during an adaptation operation [12] . Nevertheless, as discussed in our previous study in [13] , only symmetrically dropping NALUs from key and non-key frames cannot provide flexible video adaptations. Therefore, an adaptation approach, in which the quality (SNR) enhancement layer NALUs of key and non-key frames can be both symmetrically and asymmetrically dropped during an adaptation operation, is proposed in this paper. The second advanced adaptation decision-taking technique proposed in this paper thus relies on the prioritization of key and non-key frame, and temporal layer NALUs to meet the network bandwidth contextual constraint considering the proposed adaptation approach. Due to using different temporal layers while developing the technique, the motion activities of video contents are exploited as core contextual information in this technique.
Last but not least, using ambient illumination condition as core contextual information during video adaptation is an interesting topic. An advanced video adaptation decisiontaking technique is developed to adapt 3-D video sequences considering ambient illumination contextual information while preserving the perceptual quality experienced by users. Motion, structural feature, luminance contrast, and depth feature of 3-D video sequences, and ambient illumination constitute the core contextual information in this technique.
This rest of this paper is organized as follows. Section II discusses the first advanced adaptation technique. The second advanced adaptation decision-taking technique is described in Section III. The third advanced adaptation technique is introduced in Section IV. Section V presents the results of each of the techniques. This paper is concluded in Section VI.
II. Utility-Based Scalable Video Adaptation Technique Using Spatial, Temporal, and Quality Scalability Parameters The scalable video coding standard, including the scalability extension of H.264/AVC [3] , offers a comprehensive set of scalability parameters [e.g., spatial, temporal, and quality (SNR) scalabilities] to assist video adaptation. Selecting the best set of scalability parameters to be used in adaptation operations, while satisfying a set of contextual constraints for accomplishing enhanced video perception, is still a challenging issue despite the improvements in the scalable video adaptation.
When the contextual constraints such as the available network bandwidth are limited, at least one of the highest spatial resolution, frame rate, and quality parameters available in a scalable encoded sequence (or a combination of them) has to be sacrificed to meet this constraint. In order to achieve enhanced video perception, while sacrificing from these parameters, content-related contextual information should be considered. For instance, sacrificing high spatial resolution rather than high frame rate would be a better adaptation solution for high motion video sequences to meet contextual constraints while still achieving enhanced video perception of users.
An advanced adaptation decision-taking technique using a utility-based adaptation decision-taking approach to carry out adaptation operations on spatial resolution, frame rate, and quality scalability parameters according to the content-related contextual information while fulfilling network bandwidth and display size contextual constraints is developed, in this paper. Adaptation quality of service (AQoS) and universal constraints descriptor (UCD), which are MPEG-21 tools [14] are used for assisting video adaptation in this paper. The framework of this advanced adaptation technique is presented in Fig. 1 . As realized from the figure, the framework is categorized into three main modules, namely, AQoS, adaptation, and UCD. The heart of the framework is the adaptation module. This module includes the adaptation decision taking engine (ADTE) and the adaptation engine (AE) sub-modules to execute adaptation processes. The ADTE sub-module takes AQoS, which supplies contentrelated metadata, and UCD, which represents constraints specifications, to make appropriate adaptation decisions in the form of adaptation parameters by solving the optimization problem, which will be discussed later. Thus, the ADTE sub-module decides on the scalability parameters that can be sacrificed to fulfill the constraints, which are provided by UCD, using the content-related metadata provided by AQoS.
The stream that can be extracted from an encoded sequence is called as a scalable sub-stream in this paper. As seen from Fig. 1 , the content-related metadata described in AQoS includes scalable sub-streams' parameters (i.e., spatial resolution, frame rate, and quality), the video quality metric (VQM) results of the scalable sub-streams, and a UF [2] , which is a model for measuring utility of video contents, in this paper. A UF, which models the relationships among the core adaptation parameters (i.e., spatial resolution, frame rate, and quality) and the weights specifying the relative importance of these parameters, is proposed in this paper to measure utility of video sequences. Utility is the measure of satisfaction or experience of users when a video sequence that has a specific spatial resolution, frame rate, and quality is viewed [1] . The general definition of the proposed UF is where W F + W S + W Q = 1, and F is the frame rate, S is the spatial resolution, Q is the quality of a video sequence, which is the measure of quality degradation introduced to the video sequence in terms of distortion or artifacts. W F , W S , and W Q denote the weights that refer to the influence of the frame rate, spatial resolution, and quality, respectively, on the UF.
Determining the values of the weights for different video sequence types is essential to improve the perceived quality of adapted sequences. Thus, motion level (ML) and structural feature level (SFL)-driven classification algorithms are proposed to classify the video sequences into different types/classes in this paper. In order to determine the weights for the video sequences belonging to each class, users' reactions toward the variation in the core adaptation parameters of video sequences are monitored in subjective experiments. The weights are ascertained by analyzing the results of the experiments using multiple regression analysis [15] . A weighting factors table is developed using the weights associated with each class. The ML and SFL classification blocks in the framework implement the ML and SFL classification algorithms, respectively. Additionally, the UF generator block of the framework includes the UF and weighting factors table. Following, if the AQoS descriptor of a video sequence is required for adaptation decision taking, the video sequence is first categorized into a class using the ML and SFL blocks of the framework. Then, the weighting factors table is used to determine the weights associated with its class, and these weights are assigned to the UF in the UF generator block. Simultaneously, the video sequence is encoded to produce sub-streams with different core adaptation parameter values. The quality parameter values of the sub-streams are measured with VQM [16] . In order to measure VQM grades of the sub-streams that have different spatial resolutions and frame rates, the original-uncompressed versions of the video sequences were spatially and/or temporally down-sampled.
The UF including the assigned weights, the core adaptation parameters of the sub-streams, and the VQM grades of the quality parameters of the sub-streams are input into the AQoS generator to produce the AQoS descriptor. It should be noted that the AQoS descriptor is prepared offline. Thus, the ML and SFL classification of a sequence, assigning the weights of the UF, encoding the sequence, and measuring the quality parameter values of the sub-streams using VQM are also performed offline. VQM has high computational complexity [16] . However, due to its offline calculation, computationally low complex on-the-fly adaptation operations can be devised using the proposed framework. The UCD module supplies the bandwidth of the network and the width and height of the user display constraints in this paper. After the ADTE determines the most appropriate core adaptation parameters, they are passed to the AE to generate the adapted scalable stream.
A. Classification of Video Sequences

1) Motion Level-Driven Classification:
The pyramidal implementation of the Lucas and Kanade technique [17] was used to measure the optical flow in video sequences in this paper. Since motion information is not evenly distributed to all parts of an image, the motion feature points should be determined to be used in the optical flow measurements. The Shi and Tomasi algorithm [18] which selects the corners of the objects as the prominent motion feature points is used in the optical flow measurements. After the feature points are determined, they are tracked from frame to frame in a video sequence by the pyramidal implementation of the Lucas and Kanade technique [17] . If MV (x, y) is the motion vector of a feature point having x and y direction components, the motion intensity of a frame in a sequence is calculated as
where (i) is the motion intensity of the ith frame in the sequence. d and NoP are a feature point and the number of feature points in the frame, respectively. MV d (x i , y i ) is the motion vector of the ith frame at feature point d. A number of 400 NoPs, which is sufficient for achieving high feature point determination accuracy [19] are used in (2) . It should also be noted that the motion intensity of a frame is directly proportional to spatial resolution of the frame and inversely proportional to the temporal resolution of the video sequence. Therefore, the normalized average motion intensity over a given video sequence, which is used for ML classification, can be calculated as follows:
where M is the motion value in a sequence. NoF is the number of frames in the sequence. F and S are the frame rate and spatial resolutions of the sequence, respectively. In order to represent the M results for different video sequences, The behavior of M against various spatial and temporal resolutions of a selected sequence (i.e., Soccer) is demonstrated in Fig. 3 to prove that (3) provides similar results for video sequences that have different spatial resolutions [i.e., standard definition (SD: 704×576 pixels), CIF, and quarter CIF (QCIF: 176 × 144 pixels)] and frame rates (i.e., 7.5, 15, and 30 f/s).
As also reported in [20] , four different classes are determined to categorize the video sequences considering object and camera activities in this paper. These four classes are low motion, low-medium motion, medium-high motion, and high motion, as illustrated in Table I . In this table, the ML classes are represented with A, B, C, and D. The K-median clustering method [21] is used to determine the borders for each class as also presented in Table I and the video sequences are classified into these four classes according to which border its M values belongs to.
2) Structural Feature Level-Driven Classification: The Canny edge detection algorithm [22] is used to determine the contour feature, which is associated with the structural feature, of the frames in this paper. In order to measure contour density, the number of pixels that are set to 1 is counted in every frame of a video sequence. The total is then normalized using the NoF and S to provide consistency across different video sequences, as follows:
where C is the structural feature value of a video sequence, which is used for SFL classification. δ is the number of edge pixels in the ith frame of the sequence. Equation (4) was tested with different video sequences that have CIF resolution and In this paper, the SFLs were split into two generic categories: low and high complex. As shown in Table II , these classes are represented with X and Y, respectively. Similar to the ML classes, K-median clustering method [21] is used to ascertain the borders for each of the classes, which are also shown in Table II . A video sequence can be classified into these two classes considering the borders of the C values. Due to the cross matching of the MLs and SFLs presented in Tables I and II, the video sequences are classified into eight  classes as shown in Table III .
B. Subjective Experiments
Eight test sequences, namely, Eric, Container, Jets, Soccer, Silent, Harbor, City, and Stefan were used in the subjective experiments, and each sequence was a representation of the video sequence classes ranging from 1 to 8, respectively (see Table III ). Each of the test sequences were encoded with four different frame rates (i.e., 30, 15, 7.5, and 3.75 f/s) and three different spatial resolutions (i.e., SD, CIF, and QCIF) using , and 768 kb/s) were selected as the target source rates. In order to match the bit rates of the encoded video sequences to the target source rates, different constant QP sets were utilized to encode the base and spatial enhancement layers. The sets producing sub-streams best matching with the target source rates were exploited to encode each sequence. Scalable sub-streams that have the target source rates were extracted from the encoded sequences for the experiments. The double stimulus impairment scale (DSIS) methodology [24] was used throughout the experiments. Thus, the test sequences were presented in pairs. The first sequence was always the original sequence, and the second one was the impaired version of the original sequence in this method. The subjects were asked to rate the impaired sequence with respect to the original. A 23"-Dell display was used during the experiments to display the sequences. The resolution of the display was 1680×1050 pixels. The video clips were displayed in their original sizes (i.e., SD, CIF, and QCIF) and they are not up-sampled to SD resolution. The reason is that the aim of the subjective experiments is to monitor the spatial resolution, frame rate, and quality preferences of the users toward video sequences belonging to each ML and SFL class. A gray-scale video was used to fill in the gap for the remaining parts of the display. The viewing distance for the observers was not fixed. However, it was kept in compliance with the preferred viewing distance of the ITU-R BT.500.11 [24] . Ninety-eight viewers (42 females and 56 males) participated in the experiments. Their ages ranged from 18 to 40, with an average of 27. None of the observers was previously involved in picture quality evaluations as part of their work, and they were not experienced assessors. They all reported normal and corrected eyesight. Owing to the large volume of the test sequences, the sequences were split into 12 groups, each consisted of 56 different video clips. Eighteen subjects assessed each group. Some of the subjects participated in more than one group. Two observers were detected as outliers from each group using the outlier screening method discussed in [25] . Thus, in total 24 observers were detected as outliers, and the results of 74 viewers (33 females and 41 males) were used in the experiments. After the experiments, the mean opinion scores (MOSs) and confidence intervals [24] were computed. After the outliers were eliminated, 16 subjects were used to calculate the MOSs in each group. 
C. Analysis of the Subjective Experiments Results
In this section, the subjective test results are analyzed, so as to specify the weights of the core adaptation parameters in the UF [i.e., (1)]. The frame rate preferences of the viewers toward Silent (i.e., ML and SFL Class 5), Container (i.e., ML and SFL Class 2), Jets (i.e., ML and SFL Class 3), and Stefan (i.e., ML and SFL Class 8) sequences encoded at 96-768 kb/s are illustrated together with confidence intervals of the MOSs in Fig. 6 . As can be realized from the figure, the preferences differ for the sequences due to their motion activity and structural features. The following findings are observed for the relationships among frame rate preferences of users, and motion and structural features of video sequences.
1) The lower the frame rate, the higher the per frame quality is for the video sequences encoded at a given bit rate. 2) When a video sequence has high motion activity, the viewers prefer high frame rate since it presents the realworld highly active scenes more naturally. 3) A video sequence, which has low structural feature, requires fewer bits compared to a high structural feature video sequence to achieve similar video perception at the same frame rate. The spatial resolution preferences of the viewers are illustrated in Fig. 7 for the Silent, Container, Jets, and Stefan sequences. The confidence interval values of the MOSs are also illustrated in the figure. As with the frame rate preferences, the spatial resolution preferences change according to the motion activity and structural feature characteristics of the sequences. The following observations are made for the relationship among the spatial resolution preferences of users and the motion activity and structural feature characteristics of video sequences.
1) When the motion activity of a video sequence is high, it requires higher bit rates to achieve a similar video perception level with another sequence, which has a low motion activity, at the same spatial resolutions. 2) When a video sequence presents a high structural feature, the higher the spatial resolutions the better the video perception of viewers.
3) The smaller the spatial resolution the higher the per pixel video quality is for video sequences encoded at a low given bit rate for medium-high and high motion video sequences. The results of the subjective experiments are analyzed with multiple regression analysis [15] to determine the weights of the UF [i.e., (1)] for each video sequence type. Regression equation models represent the dependent variables as functions of the independent variables. Here, the dependent variable is the UF, and the independent variables are the frame rate, spatial resolution, and quality. Accordingly, the general multiple regression equation is expressed as follows: 
These equations are solved by computing all of the constants related to F , S, and Q, and then using the Gaussian function Table IV . It should be noted that MOS is used to identify the weights of the UF for each ML and SFL class rather than the VQM in this paper. The reason is that VQM cannot reliably compute the effects of different spatial resolution, frame rate, and quality parameters on video quality perception for the sequences belonging to each ML and SFL class. Therefore, human observers who are the "true assessors" of video quality perception are used to compute the MOS results. In this way, the weights of the UF are computed in the most reliable way using the subjective experiments.
D. Adaptation Decision-Taking Process
The ADTE presented in Fig. 1 
III. Video Adaptation Technique Using Symmetric
and Asymmetric Key/Non-Key Frame Quality Scalability Ordering-Based Prioritization The scalability extension of H.264/AVC uses a NALU prioritization, which relies on progressively ordering spatial, temporal, and quality (SNR)-related NALUs until the target bit rate of the current network is achieved during an adaptation operation [11] . However, NALUs of video contents of every video sequence type adapted using this progressive prioritization order may not provide improved R-D performances. For example, NALUs of the temporal enhancement layers assigned higher priorities than those of the spatial enhancement layers would result in improved video perception for high motion video sequence types but low video perception for low motion video sequence types after adaptation operations. Therefore, the prioritization order should be modified according to the type of video sequences.
Moreover, the scalability extension of H.264/AVC supports a conventional adaptation approach, which is based on dropping quality (SNR) enhancement layer key and non-key frame NALUs in a symmetric way during adaptation operations [12] . Here, frames in the coarsest temporal layers are referred to as key frames, and all of the other frames between the key frames are referred to as non-key frames. The "key frame" concept is introduced by the medium grain scalability (MGS) to adjust the balance between the drift and enhancement layer coding efficiency. Drift is observed if the motion-compensated prediction loops at the encoder and decoder are not synchronized. MGS enables the base layer motion-compensation only within the key frames so that drift is not observed for them. Moreover, in contrast, all of the non-key frames use the highest available quality layer for motion compensation, which results in a higher R-D efficiency for these frames [3] . The conventional adaptation approach cannot provide flexibility to video adaptation operations since NALUs are dropped only in symmetrical way. Therefore, we propose to develop an adaptation technique in which the quality enhancement layer key and non-key frame NALUs can be both symmetrically and asymmetrically dropped. The achievable bit rate options for video adaptation operations increase using this proposed adaptation approach. In this way, the adverse effects of the network congestion can be decreased while ensuring better R-D performances compared to the conventional adaptation approach [13] .
Adaptation experiments are conducted by applying the proposed adaptation approach for video sequences having different frame rates to assess the R-D performance of adapted video sequences. Accordingly, the core adaptation parameters that are used to develop the advanced adaptation technique discussed in this paper are determined as key frames, nonkey frames, and frame rates. The video sequences used in the experiments belong to different MLs (see Section II-A1). In this way, the motion activity of the video sequences is utilized as the core content-related contextual information in this paper. VQM is used as the quality metric during the R-D assessments correlation with the HVS [16] . Considering the knowledge gained through the R-D assessments, prioritization schemes each of which corresponds to a ML type to assist an encoder to assign a priority level for each NALU of encoded video sequences are developed. In this way, the advanced video adaptation technique of this paper relies on using the proposed prioritization schemes for adaptation operations to achieve improved video perception of users and R-D performances of adapted sequences.
A. Adaptation Experiments Using the Proposed Adaptation Approach
Twelve sequences (i.e., Akiyo, News, Weather Forecast, Foreman, Harbor, Big Ships, Coastguard, Flower Garden, Tempete, Football, Stefan, and Tennis) having different motion activities were used to assess the proposed adaptation approach. The video sequences were at CIF resolution. All of the sequences were encoded in a scalable format with a base layer (level 0), and two MGS stacks each having two quality enhancement layers [i.e., four quality enhancement layers in total (levels 1, 2, 3, and 4)], with a group of picture (GoP) size of 4 and at 30 f/s, using the JSVM 9.13.1 codec [23] . The frequency of the key frames was four since the GoP size was set to 4 in the sequences. A QP of 40, 35, and 30 were used to encode the base and two MGS stacks of the video sequences, respectively. Quality (SNR) scalability was achieved using the MGS technique [12] .
In order to perform adaptation operations with all of the possible key and non-key frame variations of the encoded video sequences, the number of the base layer (i.e., 0) and quality enhancement layers of key frames (i.e., 1, 2, 3, and 4) are cross-matched with those of the non-key frames. Each of the resultant cross-matches is called as a Variation (V) in this paper. All of the resultant Vs after the cross-matching are illustrated in Table V . Each of the encoded video sequences is then adapted considering each of these Vs and three different frame rates (i.e., 7.5, 15, and 30 f/s). The qualities of these adapted sequences are then evaluated using VQM [16] . In order to measure the VQM of the adapted video sequences that have three different frame rates, the original video sequences are temporally down-sampled to these frame rates. VQM is a computationally high complex objective quality measurement metric [16] . Nevertheless, the qualities of the Variations  V1  V2  V3  V4  V5  V6  V7  V8  V9  V10  V11  V12  V13  V14  V15  V16  V17  V18  V19  V20  V21  V22  V23  V24  V25 No. of base and enhancement layers of key frames 4  4  4  4  4  3  3  3  3  3  2  2  2  2  2  1  1  1  1  1 adapted sequences are offline measured using VQM. Thus, its high computational complexity does not have any effect on the complexity of the proposed technique. Fig. 8 presents the VQM versus bit rate results at 7.5, 15 f/s and 30 f/s for Weather Forecast (i.e., ML A), Big Ships (i.e., ML B), Tempete (i.e., ML C), and Tennis (i.e., ML D) sequences, respectively. As can be seen from each of the graph in the figure, five Vs form each curve. Each point on a curve represents a video sequence adapted using a V (i.e., V1-V25) of Table V and a frame rate (i.e., 7.5, 15, or 30 f/s). As can be observed from the figure, several points on the curves have similar VQM grades at different bit rates [e.g., "a" and "b" in Fig. 8(a) ]. According to this observation, a significant amount of bit rate can be saved by adapting a sequence using the V and frame rate of adequate points (e.g., "a" instead of "b"). Additionally, several points on the curves have similar bit rates versus different VQM grades [e.g., "c" and "d" in Fig. 8(a) ].
Owing to this observation, it can be realized that achieving a better quality value at the same bit rates requires selecting the V and frame rate of efficient points (e.g., "c" instead of "d"). These kinds of observations can be made for the points on the curves of the other graphs as shown in Fig. 8 . As a result, designing prioritization schemes for MLs based on this adaptation approach requires an R-D performance analysis using the points on the graphs of adapted sequences. 
B. Proposed Prioritization Schemes
In order to devise a prioritization scheme associated with a ML, the R-D performances of the points on the graphs of each adapted sequence are first analyzed. Second, NALUs associated with Vs (see Table V ) and frame rates of the points are prioritized according to the results of the analysis and a list including the Vs and frame rates of the prioritized NALUs is prepared for each sequence. The three frame rates used to adapt the video sequences (i.e., 7.5, 15, and 30 f/s) are associated with temporal layers 0, 1, and 2, respectively, in the lists. It should be noted that in order to adapt a bit stream using higher temporal and quality enhancement layer NALUs, the lower temporal and quality enhancement layer NALUs should be present in the bit stream. Hence, third, starting from the NALU having the lowest priority, the most appropriate NALUs are selected from each list to determine new lists that can be used to devise prioritization schemes. It is observed from the new lists that the NALUs and their priorities are same for the sequences having similar MLs. Thus, a list of prioritized NALUs are associated with each ML (i.e., A, B, C, and D), as shown in Table VI . Last, each of these prioritized NALUs is analyzed to devise a generic prioritization scheme for each of the MLs. The flowchart of the devised prioritization schemes is shown in Fig. 9 .
IV. Video Bit Rate Adaptation Technique Using
Ambient Illumination Context The sensitivity of human visual system (HVS) toward perceiving visual artifacts in a video sequence is associated with the amount of light the eyes capture from the viewing environment, and the iris' adaptation of its size according to the captured amount. When a video sequence is viewed in a dark room, most of the light is captured from the device used to view the sequence. The iris enlarges to let more light coming from the device in. As a result, the visual artifacts in the sequence become more visible to the eye.
When the video sequence is viewed in a bright room, the eyes capture the ambient light from the device, light bulbs, windows in the room, etc. Thus, the size of the iris decreases to allow less amount of light in and only a small amount of light is captured from the device. Therefore, the visual artifacts become less visible to the eye in a bright environment [27] , [28] . The sensitivity of HVS toward detecting sharpness, shadows, reflections, contrast, etc., in the visual content, all of which are essential cues to enhance depth perception in 3-D video, decreases due to the increase in the ambient illumination [29] , [30] . The sensitivity of the HVS toward perceiving overall quality of 3-D video sequences viewed under different ambient illumination conditions corresponds to how the combination of video quality and depth is perceived. This fact is supported with the subjective experiments conducted under different ambient illumination conditions in this paper.
A. Experimental Set-Up for the Subjective Assessments
Nine different test sequences, namely, Butterfly, Couples, Ice, Windmill, Advertisement, Chess, Eagle, Football, and Interview were used in the subjective experiments. The test sequences were of high definition resolution (i.e., 1920 × 1080 pixels) at 25 f/s. The JSVM 9.13.1 [23] was used for scalable encoding of the test sequences using three quality enhancement layers. MGS [12] was used as the quality scalability support.
Four different channel bandwidths (i.e., 512, 768, 1024, and 1536 kb/s) were selected as target bit rates. Eighty percent of the target bit rate was allocated to the color sequences and the remaining bit rate (i.e., 20%) was allocated to the depth map sequences. Different constant QP sets were used to encode the base and quality enhancement layers of color and depth map sequences to match the bit rates of the encoded video sequences to the target bit rates, and the best matching sets were used for the experiments. A 42 in Philips multiview autostereoscopic display, which had a resolution of 1920×1080 pixels, was used to display the sequences in the experiments. Eighteen viewers (6 females and 12 males) participated in the experiments. After the outliers were screened using the outlier detection method introduced in [25] and removed, the MOS scores of 16 viewers (5 females and 11 males) were utilized for the experiments. 3-D perceptual quality was assessed in four different ambient illumination conditions (i.e., 5, 52, 116, and 192 lux) during the experiments. These conditions were measured using a Gretag Macbeth Eye-One Display 2 device [32] .
B. Subjective Assessment Results
The results of the subjective assessments for four selected 3-D video sequences are shown in Fig. 10 . As seen from the figures, the ambient illumination conditions in which the overall 3-D perceptual quality is at the highest level vary for the sequences. The reason of the difference in the ambient illumination conditions in which the overall 3-D video quality is perceived better is based on the presence of natural depth effect (e.g., due to relative distance of objects and background, relative size of objects in the scene, and others) in the color texture sequence. Moreover, according to the severity of natural depth effect, the relative importance of the video quality and depth perception-related cues to enhance overall 3-D perceptual quality changes under a particular ambient illumination condition. For instance, if the color texture of the 3-D video sequence presents a high natural depth effect, the viewers tend to overlook ambient illumination's effect on depth perception but concentrate on its effect on video quality in a well-lit environment. Accordingly, the highest perceived video quality is achieved in this environment due to undistinguishable visual artifacts in the 3-D video sequence, as shown in Fig. 10(b) .
As also observed, the points marked as A, B, and C, which are on 5, 52, and 116 lux curves, respectively, have similar MOSs versus different bit rates. Thus, when the ambient illumination of the viewing environment changes from low to high (e.g., from 5 to 52 or 5 to 116 or 52 to 116 lux), the overall 3-D perceptual quality of an input sequence is not compromised by viewing it at a lower bit rate.
C. User Perception Model
To model video perception of users considering different ambient illumination conditions, first, the mathematical func- tions of the curves in the graphs of subjective experiments results are determined. It is observed that the curves present the pattern as follows:
where B is bit rate and W and Z are constants. As the second step, the generic functions for W and Z are devised. In this way, MOS (or perceptual video quality) for a video sequence having B bit rate can be calculated for an ambient illumination condition. For devising the generic functions of the constants (i.e., W and Z), it is proposed to determine the contextual information affecting the values of the constants, and then find the correlation between the determined factors and constant values. For this purpose, the W and Z values of the curves in the graphs are presented in Table VII . The W and Z values of the curves in Fig. 10 are shown in Table VII . As seen from the table, one of the contextual information influencing the constant values is ambient illumination, which is denoted by I, since when the I changes, the values of the constants also vary. As can also be realized from the table, the values of the constants are also content dependent for the same I. The content-related contextual information affecting the values of the constants are discussed in the following section.
1) Content-Related Contextual Information of the User Perception Model:
It is established that motion activity and structural feature characteristics of video contents are video quality perception-related contextual information influencing the values of the constants. Therefore, the metrics proposed in Sections II-A1 and II-A2 are used as the content-related contextual information to calculate the values of the constants. Content-related contextual information associated with depth perception has also influence on 3-D video quality. Thus, luminance contrast and depth intensity, which affect depth perception, are also used to determine the values of the constants. a) Luminance Contrast: The luminance contrast of a color texture frame is measured using median absolute deviation (MAD) [32] in this paper. The MADs computed per frame are then integrated together to determine the MAD across a color texture sequence. The calculated MADs are then normalized with NoF and S to provide consistent measurement among different video sequences. Thus, the metric is devised for luminance contrast measurements as follows:
where MAD(i) is the luminance contrast of the ith frame of a color texture sequence and L is the luminance contrast of the color texture sequence. b) Depth Intensity: Depth intensity of a depth map frame is measured by applying standard deviation [15] to each frame. Then, the standard deviation values calculated per frame are integrated together to measure the depth intensity across a depth map, as follows:
SD(i)
NoF (10) where SD(i) is the standard deviation of the ith frame of a depth map and D is the depth intensity of the depth map. c) Generic Functions for the Constants: The following functions are obtained to devise generic functions for W and Z after approximating M, C, L, and D, with W and Z using curve fitting functions [32] , respectively, and introducing a set of constants to each of the approximation function as follows:
Subsequently, the functions of W and Z are integrated together to devise generic functions as follows:
(12) d) Proposed Adaptation Decision-Taking Technique: Taking into consideration that the perceptual qualities for input and adapted video sequences should be maintained regardless of the difference in the ambient illumination of the viewing environment, an assumption can be made, which is described as follows:
where W input and Z input are the constants for input 3-D video sequence, and W adapted and Z adapted are the constants for the adapted 3-D video sequence. Equation (13) can be used to compute the bit rate for adapting an input 3-D video sequence (B adapted ) from a given input bit rate (B input ) under a specific amount of ambient illumination change while maintaining the perceived 3-D video quality.
V. Results and Discussion
A. Utility-Based Scalable Video Adaptation Technique Using Spatial, Temporal, and Quality Scalability Parameters
Adaptation decision-taking and adaptation experiments were conducted using the proposed technique and the study defined in [2] as a reference technique in this paper. The study discussed in [2] is based on maximizing bit rate of video sequences to determine the adaptation parameters. Moreover, content-related contextual information is not considered in the study discussed in [2] .
For the experiments, test sequences, namely, New, Sheriff, Coastguard, Football, Silent, Big Ships, Flower Garden, and Tennis were encoded with three spatial layers (i.e., QCIF, CIF, and SD), four temporal layers (i.e., 3.75, 7.5, 15, and 30 f/s), and two MGS layers for each spatial layer using JSVM 9.13.1 [23] . The sequences belong to the ML classes 1-8, respectively (see Table III ). The target network bandwidths = {200, 500, 700, and 1000} kb/s, display width = 704 pixels, and display height = 576 pixels were applied as constraints to restrict adaptation decisions of the proposed and reference adaptation techniques. Then, sub-streams that have bit rates smaller than each of the target network bandwidths are extracted from the encoded test sequences. The parameters of these sub-streams are called as candidate adaptation parameters. The parameters that maximize the proposed UF (1) are then selected among the candidate parameters for each target network bandwidth. These parameters refer to the adaptation decision-taking results of the proposed technique. The parameters of the substreams that have the maximum bit rates among the candidate adaptation parameters refer to the adaptation decision-taking Table VIII . Using the adaptation decision-taking results, adaptation experiments were conducted, and the adapted test sequences were evaluated with subjective experiments. DSIS [24] was employed for the subjective tests. Eighteen viewers participated to the experiments. After the outliers were detected, using the outlier screening method in [25] , and removed, 16 observers were used to calculate the MOSs in the experiments. The MOSs of the subjective experiments are shown together with the confidence intervals on the right-hand side of the table. As observed from The MOSs, the proposed technique outperforms the reference technique for most of the adapted sequences.
B. Video Adaptation Technique Using Symmetric and Asymmetric Key/Non-Key Frame Quality Scalability OrderingBased Prioritization
Adaptation experiments were conducted using the proposed and conventional adaptation techniques to assess the adaptation performance of the proposed technique. The Hall Monitor, Carphone, City, and Soccer sequences, which have MLs of A, B, C, and D, respectively (see Table I ), were exploited in the experiments. These sequences were encoded with one base layer (level 0), and two MGS stacks each having two quality enhancement layers [i.e., four quality enhancement layers in total (levels 1, 2, 3, and 4)] with a GoP size of 4, using the JSVM 9.13.1 codec [23] . For the experiments, the NALUs of the encoded sequences were prioritized using the corresponding proposed prioritization schemes (see Fig. 9 ). After the NALUs were prioritized, the video sequences were adapted considering different network bandwidths. Then, the VQM grades of the adapted sequences were computed. The results of the adaptation experiments carried out using the proposed prioritization schemes are presented in Table IX . The NALUs of the encoded sequences were also prioritized according to the following variations of Table II: V1 at 7.5, 15, and 30 f/s, and V7, V13, V19, and V25 at 30 f/s, which correspond to the conventional prioritization order. The conventional prioritization order is used as the reference technique to compare the R-D performance of the proposed prioritization schemes. After the NALUs were prioritized using this order, the video sequences were adapted based on the same network bandwidths. Afterward, the VQM grades of the adapted sequences were calculated. Table IX also illustrates the results of the adaptation experiments conducted considering conventional prioritization order. As can be observed from the table, the results of the proposed prioritization scheme outperform those of the conventional one in terms of either VQM grades or lower bit rates. Thus, the R-D performances of adapted video sequences can be improved using the proposed prioritization schemes.
C. Video Bit Rate Adaptation Technique Using Ambient Illumination Context
In order to validate the efficiency of the proposed technique, adaptation decision-taking experiments were conducted using (13) . Moreover, adaptation experiments were performed considering the outcomes of the adaptation decision-taking experiments. It should be noted that the computational complexity of the proposed technique solely depend on the calculation of (13), which is low. Ambient illumination condition in which the input 3-D video sequences is viewed is kept as 5 lux to maintain common reference ambient illumination conditions for the experiments.
However, five different ambient illumination conditions (I adapted ) were set to adapt 3-D video sequences for the experiments. The experiments were carried out for 3-D input sequences having three different input bit rates (i.e., B input = 384, 512, and 1024 kb/s). A 42"-Philips multiview auto-stereoscopic display, which has a resolution of 1920 × 1080 pixels, was used to display the 3-D sequences in the experiments. The 3-D video sequences fill up the device displays in the experiments. Table X presents the resultant adapted bit rates (B adapted ) for the 3-D input sequences.
To validate the resulting B adapted s for the adapted sequences, further subjective experiments were conducted. The adapted sequences were presented to the viewers under the five I adapted used in the experiments. The DSIS method [24] was used in the experiments. Eighteen viewers participated for the experiments, and after the outliers were detected, the MOS scores were calculated for 16 subjects in the experiments. The MOS results of the 3-D subjective assessments can also be seen from Table X. As can be observed from the results, the perceptual qualities of the adapted 3-D video sequences slightly vary (∼0.02%) under changing ambient illumination conditions. Accordingly, it can be argued that the proposed techniques have been efficient to adapt the 3-D video sequences while maintaining their respective perceptual qualities despite the different viewing ambient illumination − conditions.
VI. Conclusion
In this paper, three different advanced video adaptation techniques, which have a common aim of improving the perceptual video quality of users, have been proposed and described. The proposed techniques have combined particular adaptation parameters with certain adaptation decision-taking and adaptation approaches to deal with specific contextual information and constraints to achieve this aim. The results of the adaptation experiments conducted have verified the efficiency of all of the proposed techniques to enhance perceptual video quality of users. Ahmet M. Kondoz (M'91) received the B.S. (honors) degree in engineering from the University of Greenwich, London, U.K., in 1983, the M.S. degree in telematics from the University of Essex, Essex, U.K., in 1984, and the Ph.D. degree in communications from the University of Surrey, Guildford, U.K., in 1986.
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