We study the separability of demodulation and decoding for communications over multiple-antenna block-fading channels when bitlinear linear dispersion (BL-LD) codes are used. We assume the channel is known to the receiver only, and find necessary and sufficient conditions on the dispersion matrices for the separation of demodulation and decoding at the receiver without loss of optimality.
V. CONCLUSION
We have considered the capacity of multiple-antenna systems in Rayleigh flat fading under the assumption that CSI is available at both ends of the system. First, we derived the capacity of such systems in the case when only the transmitter is equipped with multiple antennas. We showed that the capacity of this system is, in fact, the same as a receiver-only diversity system with maximal ratio combining. We also proposed a transmission diversity scheme (maximal gain transmission) that is mathematically equivalent to a receiver-only diversity system with selection combining and evaluated its capacity.
Next, we derived capacity expressions for a general system with multiple antennas at both transmitter and receiver. We showed that the optimal power allocation is given by a matrix water-filling algorithm. We obtained an equation that determines the cutoff value for such systems, which can be evaluated via numerical root-finding, and a corresponding closed-form expression for the capacity with optimal power and rate adaptation. We evaluated this capacity for some representative situations and demonstrated similarities with the capacity of such systems when CSI is available only at the receiver end.
In all these cases, the only step that required numerical techniques in determining the capacity is the evaluation of the cutoff value 0. In order to circumvent this problem, we also derived approximations to the cutoff value for all cases considered. Numerical results show that these approximations yield good capacity estimates when the SNR or the number of antennas is sufficiently large.
From these capacity computations for multiple-antenna systems with adaptive transmission techniques we observe that large capacity gains are possible compared to the receiver-CSI-only systems. The tradeoff for these increased capacity values is the outage probability incurred by the adaptive power and rate allocation schemes. We derived simple upper bounds for this outage probability and showed that the channel outage probability may also be decreased by increasing the number of antennas.
I. INTRODUCTION
We consider a multiple-input-multiple-output (MIMO) communication setup with t transmit antennas and r receive antennas. Informationtheoretic results by Foschini and Gans [1] and Telatar [2] have sparked tremendous interest and effort in the design of practical channel codes for communications over multiple-antenna channels (i.e., MIMO chan-nels). Some prominent schemes include Bell Labs layered space-time (BLAST) [3] , space-time trellis codes [4] , space-time block codes (STBCs) from orthogonal designs [5] , [6] , and linear dispersion codes (LD codes) [7] .
In this correspondence, we study bit-linear linear dispersion (BL-LD) codes, a class of LD codes whose codeword matrices are linear in each information bit. In a multiple-antenna communication system, if a BL-LD code is used as the modulation code and there is some channel coding preceding it, joint maximum-likelihood demodulation and decoding is optimal in the sense of minimizing the error probability. Here, we treat the decoding of BL-LD codes as demodulation. We find necessary and sufficient conditions on the dispersion matrices of the BL-LD code such that the probability distribution of the information bit vector (at the input of the BL-LD encoder) conditioned on the channel output and the channel state information (CSI) is a product distribution. Therefore, under those conditions, demodulation and decoding can be separated without loss of optimality. The demodulator outputs a log-likelihood ratio (LLR) vector.
Our notation will be as follows: capital letters denote matrices; underscores denote vectors; boldfaced letters denote random objects; daggers denote complex conjugate transpose; asterisks denote complex conjugation.
This correspondence is organized as follows. In Section II, we describe the signal model used in this correspondence. In Section III, we will present our main result, the necessary and sufficient conditions for the separation of demodulation and decoding without loss of optimality. We will show that the probability distribution of the LLR vector conditioned on the CSI is a product distribution. Section IV contains our conclusions.
II. SIGNAL MODEL
We assume that the MIMO channel contains t transmit antennas and r receive antennas. The coefficient h h h i; j denotes the complex channel gain between transmit antenna j and receive antenna i. We assume that h h h i; j experiences independent and identically distributed (i.i.d.) frequency flat fading for all i and j. 
where N N N 2 r2T is an additive noise matrix with i.i.d. entries n n n i; j CN(0; 2 2 ).
We focus on the study of a class of LD codes which is defined as follows.
Definition 1: A BL-LD code C is an LD code whose codeword matrices are linear in the information bits
where A k 2 t2T ; 1 k K are the dispersion matrices.
It is easy to verify that with pulse amplitude modulation (PAM) or quadrature amplitude modulation (QAM) (with each dimension as an independent PAM), the STBCs [6] and LD codes [7] are BL-LD codes.
We assume that the information bits are independent and equiprobable.
III. THE SEPARABILITY OF DEMODULATION AND DECODING
Given the channel output, it is well known that joint maximum-likelihood demodulation and decoding is optimal in the sense of minimizing the error probability. However, if the probability distribution
then demodulation and decoding can be separated without loss of op-
If (3) is satisfied, the demodulator outputs a K-dimensional LLR vector (L e (b b b 1 ); . . . ; L e (b b b K )) which contributes a sufficient statistic for decoding. Here we treat the decoding of BL-LD codes as demodulation.
The following theorem states necessary and sufficient conditions on the dispersion matrices fA 1 ; . . . ; A K g for the separation of demodulation and decoding without loss of optimality.
if and only if A i A y j + A j A y i = 0 for all i, j, and i 6 = j.
Proof: See the Appendix.
If the number of information bits K is large, it may be computationally inconvenient to verify the conditions AiA y j + AjA y i = 0 for 1 i K, 1 j K, and i 6 = j. Next, we derive necessary and sufficient conditions on the codeword matrices of the BL-LD codes for the requirement AiA y j + AjA y i = 0, 8 i, 8j, i 6 = j to hold. In some cases, the conditions on the codeword matrices are easier to verify than the conditions on the dispersion matrices. 
We now prove the direct part of the claim.
Defineb to be the vector consisting of the elements of b except for b i and b j , and defineX(b) = X(b) 0 b i A i 0 b j A j , then we havê
After some manipulation, we obtain
Authorized licensed use limited to: holds for all (b i ; b j ) 2 f01; 1g 2 , we obtain the following four equations by considering the possible values of (bi; bj): 1 + 2 + 3 = 4 ; 1 0 2 0 3 = 4 01 + 2 0 3 = 4; 01 0 2 + 3 = 4:
It follows that the constant coefficients must satisfy 1 = 2 = 3 = 4 = 0. Applying this result, we obtain
It then follows that C 0 = K k=1 A k A y k .
Now we obtain two different forms of the necessary and sufficient conditions for the separation of demodulation and decoding without loss of optimality. The question arises as to whether or not there is such a BL-LD code that it is not from an orthogonal design but satisfying Corollary 1. The answer is Yes. The following BL-LD code is an example:
In [8] , for several STBCs from orthogonal designs, simple decoding algorithms were provided and it was shown that maximum-likelihood decoding of the symbols S1; . . . ; SM can be decoupled. It is equivalent to say the probability distribution of the symbols S 1 ; . . . ; S M conditioned on the channel output and the CSI is a product distribution, i.e., Proof: See the Appendix.
IV. CONCLUSION
We have studied several properties of BL-LD codes, including necessary and sufficient conditions on the dispersion matrices for the a posteriori distribution of the information bit vector to be a product distribution, i.e., the separation of demodulation and decoding at the receiver without loss of optimality. These properties are also useful in the derivation of a variety of mutual information inequalities with respect
, which can be used to aid in the design of the dispersion matrices for BL-LD codes. This is an area of ongoing research.
APPENDIX I PROOF OF THEOREM 1
Here we prove that necessary and sufficient conditions for
to be a product distribution are A i A y j +A j A y i = 0 for all i, j, and i6 = j. 
We first prove the direct part of the claim.
If AiA y j + AjA y i = 0 for all i, j, and i 6 = j, we have Gi; j (H) = 0 and from (9), we obtain that
Then, we have 
On the other hand, after some manipulation, we obtain 
Comparing (13) and (14), we arrive at the product distribution.
We now prove the only if part of the claim. According to (9) , we have (15) Since the right-hand side (RHS) of (15) is invariant to b j 2 f01; +1g for all j 6 = i and must hold for all H, it follows G j; i (H) = 0 if 1 j i 0 1 and Gi; j (H) = 0 if i + 1 j K. According to the definition in (10), it follows that A i A y j + A j A y i = 0 for 1 i K, 1 j K, and i 6 = j since H is arbitrary.
APPENDIX II PROOF OF LEMMA 2
Here we prove two properties of the probability distribution of the LLR vector in Lemma 2.
Proof: We have Y = HX + N = K k=1 b k HA k + N: 
This concludes the proof.
