Abstract: We present an integer-valued ARCH model which can be used for modeling time series of counts with under-, equi-, or overdispersion. The introduced model has a conditional binomial distribution, and it is shown to be strictly stationary and ergodic. The unknown parameters are estimated by three methods: conditional maximum likelihood, conditional least squares and maximum likelihood type penalty function estimation. The asymptotic distributions of the estimators are derived. A real application of the novel model to epidemic surveillance is briefly discussed. Finally, a generalization of the introduced model is considered by introducing an integer-valued GARCH model.
Introduction
In this paper, we introduce a model for integer-valued time series with finite range f0, 1, . . . , ng, where n 2 N denotes the (known) upper limit. In recent years, integer-valued time series with such a finite range have been widely reported in diverse real-life applications, such as the monitoring of computer pools with n workstations [1, 2] , the number of transactions of n companies [3] , the number of metapopulations with n patches [4] , etc. Integer-valued time series with binomial marginals have been studied by many authors and different approaches have been used to construct them. The first approach is based on the binomial thinning operator "" as introduced by Steutel and van Harn [5] . McKenzie [6] defined the binomial ARð1Þ model as X t = α X t − 1 + β ðn − X t − 1 Þ, t ≥ 1, where X 0 has the binomial Binðn, pÞ distribution, ρ 2 ðmaxð − p=ð1 − pÞ, − ð1 − pÞ=pÞ, 1Þ, α = β + ρ, β = pð1 − ρÞ and p 2 ð0, 1Þ. All the counting series in "α" and "β" are mutually independent sequences of independent Bernoulli distributed random variables with parameters α and β, respectively, and the counting series at time t are independent of the random variables fX s g for all s < t. The binomial ARð1Þ model is a stationary and ergodic Markov chain with binomial Binðn, pÞ marginal distribution. Its autocorrelation function is of the same form as the autocorrelation function of the usual ARð1Þ process, and it is given by ρðkÞ = ρ k , k ≥ 0.
More properties of the binomial ARð1Þ model and some estimation issues can be found in Cui and Lund [7] , Weiß and Pollett [4] and Weiß and Kim [2, 3] . Weiß [1] extended the binomial ARð1Þ model to the high-order binomial ARðpÞ model and defined it as
where fD t = ðD t, 1 , . . . , D t, p Þg is a sequence of independent random vectors with the multinomial distribution MULTð1, ϕ 1 , . . . , ϕ k Þ, D t are independent of X s and f i ðX s Þ for all s < t and i = 1, 2, . . . , p, and the conditional probabilities Pðf 1 ðX t Þ = i 1 , . . . , f p ðX t Þ = i p jX t = x t , H t − 1 Þ and Pðf 1 ðX t Þ = i 1 , . . . , f p ðX t Þ = i p jX t = x t Þ are equal, where H t − 1 is the process history of all random variables X s and f j ðX s Þ, j = 1, 2, . . . , p. A bivariate extension of the binomial ARð1Þ model can be found in Scotto et al. [8] .
The second approach is based on the use of the hypergeometric thinning operator as introduced by Al-Osh and Alzaid [9] . Al-Osh and Alzaid [9] defined a binomial ARð1Þ model as X t = SðX t − 1 Þ + ε t , t ≥ 1, where fε t g is a sequence of independent and identically distributed random variables, independent of the initial state X 0 , and the random variable SðXÞ for given X = x has the hypergeometric distribution with parameters n, x and m, i.e. P SðXÞ = kjX = x ð Þ = x k n − x m − k n m , maxð0, m − n + xÞ ≤ k ≤ minðx, mÞ.
From the definition of the model, it follows that the random variable SðXÞ has the binomial distribution with parameters m and p, and the random variable ε t has the binomial distribution with parameters n − m and p.
Al-Osh and Alzaid [9] showed that their binomial ARð1Þ model is a stationary Markov chain with binomial Binðn, pÞ marginal distribution and autocorrelation function given by ρðkÞ = ðm=nÞ k , k ≥ 0.
A third approach for count data time series with a finite range f0, 1, . . . , ng is related to the so-called INGARCH models Ferland et al. [10] , i.e. the integer-valued GARCH models. Weiß and Pollett [11] introduced the INARCHð1Þ model with binomial marginals as a boundary case of the binomial AR(1) processes with density dependent thinning. They considered an integer-valued time series model fX t g t2Z such that X t jF t − 1 :Binðn, α t Þ, t 2 Z, where F t − 1 is the σ-field generated by the random variables fX t − k g k ≥ 1 , and α t is generated as α t = a 0 + a1 n X t − 1 , t 2 Z, where a 0 > 0 and a 1 ≥ 0. This model is referred to as the binomial INARCH(1) model. Weiß and Pollett [11] derived some properties of the binomial INARCH(1) model and compared it with the (infinite-range) Poisson INARCH(1) model introduced by Ferland et al. [10] . Such INGARCH models were further investigated and generalized by several authors including Zhu [12, 13] ; Xu et al. [14] ; Gonçalves et al. [15] . In contrast to the binomial INARCH(1) model, however, all these models are designed for processes with the infinite range N 0 .
In this paper, we follow the third approach and extend the binomial INARCH(1) model to the binomial INARCHðpÞ model. In Section 2, we introduce the binomial INARCHðpÞ model, and we prove strict stationarity and ergodicity of this model. In Section 3, we estimate the unknown parameters by three different estimation methods: conditional maximum likelihood, conditional least squares and maximum likelihood type penalty function estimation. The strong consistency and asymptotic normality of the obtained estimators are derived and discussed. In Section 4, we provide some simulation results to check the performance of the three estimation methods. Section 5 demonstrates that our new model is particularly beneficial in biostatistics. There, we discuss a possible application of the introduced model to a real data set from the field of epidemiology. It might be utilized for epidemic surveillance systems, where approaches based on (infinite-range) count data time series already have been successfully applied [16, 17] . Finally, in Section 6, we introduce the full binomial INGARCHðp, qÞ model as a generalization of the binomial INARCHðpÞ model.
The binomial INARCH model
In this section, we extend the binomial INARCH(1) model and consider an integer-valued time series model for fX t g t2Z given as
where F t − 1 is the σ-field generated by the random variables fX t − k g k ≥ 1 , n is a positive integer and α t is generated as
where a 0 > 0, a i ≥ 0, for i = 1, 2, . . . , p, and p 2 f1, 2, . . .g. We suppose that the parameters a i , i = 0, 1, . . . , p, satisfy the inequality a 0 + P p i = 1 a i < 1, which implies that fα t g given by (2) is well-defined, i.e. that α t belongs to the interval ð0, 1Þ for all t 2 Z. We will say that the time series fX t g t2Z given by (1) and (2) is the binomial integer-valued ARCH model and we will denote it as BINARCHðpÞ.
Under the assumption (1), the conditional probability of the random variable X t for given F t − 1 equals
Then the conditional mean and conditional variance are given as EðX t jF t − 1 Þ = nα t and VarðX t jF t − 1 Þ = nα t ð1 − α t Þ. Thus, we have that VarðX t jF t − 1 Þ < EðX t jF t − 1 Þ. Let us now consider the unconditional mean and unconditional variance. The unconditional mean of the random variable X t is given by EðX t Þ = nEðα t Þ. On the other hand, the unconditional variance of the random variable X t is given by
We shall further investigate the dispersion behaviour of the BINARCHðpÞ in Example 1.
In the next theorem, we derive some properties of the model given by (1) and (2).
Theorem 1
The BINARCHðpÞ process given by (1) and (2) is an ergodic, strict and second-order stationary process.
The proof of Theorem 1 is provided by Appendix A.1.
Remark 1. If fX t g t2Z is the BINARCHðpÞ process given by (1) and (2), then
In the rest of this section, we will derive and discuss the autocovariance structure of the BINARCHðpÞ model given by (1) and (2).
Theorem 2 Let fX t g t2Z be the BINARCHðpÞ process given by (1) and (2) . The autocovariance function γ X ðkÞ = CovðX t , X t − k Þ, k ≥ 0, satisfies the equations
The proof of Theorem 2 is provided in Appendix A.2.
Thus, we can see that the autocovariances of the BINARCHðpÞ model form equations similar to the YuleWalker equations of the standard ARðpÞ model. Also, from the above theorem, we obtain that the autocorrelation function ρ X ðkÞ ≡ CorrðX t , X t − k Þ satisfies the equations ρ X ðkÞ = P p i = 1 a i ρ X ðjk − ijÞ, k ≥ 1, and is independent of n and a 0 . In Figure 1 , we present some examples of the autocorrelation function of the BINARCHðpÞ model, with different values of the parameters a i , i = 1, 2, . . . , p, and p 2 f2, 3, 4g.
Example 1 Let us consider the special case p = 1 in some more detail, i.e. the BINARCH(1) model as in Weiß and Pollett [11] . From Remark 1, we have that μ = na 0 =ð1 − a 1 Þ, while Theorem 2 implies that the autocovariance structure of the time series fX t g t2Z is given by γ X ðkÞ = a k 1 γ X ð0Þ for k ≥ 0 (exponentially decaying), where
To further investigate the dispersion behaviour of the BINARCHð1Þ model, let us define the Poisson index of dispersion by I Pois : = VarðX t Þ=EðX t Þ. Then we say that we have underdispersion if I Pois < 1, equidispersion if I Pois = 1, and overdispersion if I Pois > 1 (all with respect to a Poisson distribution). For the BINARCHð1Þ model, we have that 
Instead of considering over-and underdispersion with respect to a Poisson distribution as before, we might also compare the unconditional variance-mean behavior with that of a binomial distribution with population parameter n. For this purpose, let us investigate the so-called binomial index of dispersion, defined by 
Estimation of parameters
In this section, we consider the estimation of the unknown parameters θ = ða 0 , a 1 , . . . , a p Þ`of the BINARCHðpÞ model, while we suppose that the parameter n of the conditional binomial distribution is known. We consider three estimation methods: conditional maximum likelihood estimation, conditional least squares estimation and maximum likelihood type penalty function estimation from Tjøstheim [18] . The second and the third estimation approach are based on the minimization of an objective function, so both approaches can be understood as penalty function approaches [18] .The penalty function for the conditional least squares estimation as given by (5) accumulates squared deviations, while the penalty function (7) for the maximum likelihood type penalty function estimation is motivated by the Gaussian log-likelihood function. Also, these penalty functions are chosen in a way to provide some asymptotic properties of the resulting estimators. We suppose that X 1 , X 2 , . . ., X N are the observations generated by the BINARCHðpÞ process fX t g t2Z , where N 2 N represents the size of the sample. Here, the parameter n (upper limit of the range) is considered as a known quantity.
Conditional maximum likelihood estimation
From the definition of the BINARCHðpÞ model, we obtain that the conditional log-likelihood function is given by
Since the BINARCHðpÞ process fX t g t2Z can be represented equivalently as the finite Markov chain fX t g t2Z (see Section 2), it is possible to apply the results in Billingsley [19] to investigate the properties of the conditional maximum likelihood (CML) estimators of the parameter vector θ :
Theorem 3 There exists a consistent CML estimator of θ, maximizing (4), that is also asymptotically normally distributed. The proof of Theorem 3 is provided by Appendix A.3.
Conditional least squares estimation
While the CML approach discussed in the previous section makes use of the complete conditional distribution, we shall now derive the semiparametric conditional least squares (CLS) estimators of the BINARCHðpÞ model fX t g t2Z and discuss their asymptotic properties. Let θ : = ða 0 , a 1 , . . . , a p Þ`be the vector of the unknown parameters, and let Z t : = ð1, X t − 1 , . . . , X t − p Þ`and W t : = ðn, X t − 1 , . . . , X t − p Þ`be the vectors of the observations. The CLS estimates of the vector θ : = ða 0 , a 1 , . . . , a p Þ`are obtained by minimizing the function
with respect to the vector θ, and they are given aŝ
Now we will derive the asymptotic properties of the CLS estimatorsθ CLS . First, we start with the consistency of these estimators.
Theorem 4
The CLS estimatorsθ CLS given by (6) are strongly consistent estimators of the unknown parameter θ.
The proof of Theorem 4 is provided by Appendix A. 4 .
The asymptotic distribution of the CLS estimatorsθ CLS given by (6) follows from the following theorem, the proof of which is provided by Appendix A.5.
Theorem 5 If the CLS estimatorsθ CLS
are given by (6), then
where
Closed-forms expressions for the matrices U and R for higher order p are very cumbersome. Because of that, Appendix B provides closed-form expressions for the matrices U and R for the special case of the BINARCHð1Þ model, which may be used, in turn, to derive approximate standard errors of the CLS estimates.
Maximum likelihood type penalty function
This subsection is dedicated again to maximum likelihood estimators of the BINARCHðpÞ model. Instead of the standard approach to CML estimators, we shall use the maximum likelihood type penalty (MLTP) function (T1986) of the observed model given by
Tjøstheim [18] gave two motivations for using a penalty term in the conditional log-likelihood function. First, in the case of a conditional Gaussian process, the maximum likelihood penalty function LðθÞ coincides with the conditional log-likelihood function of this process except a multiplicative constant. The second motivation is that ϕ t has the marginal property, which can be used to derive asymptotic properties of the considered estimators. Differentiating the function LðθÞ with respect to the parameters a i , i = 0, 1, . . . , p, we obtain the estimators of the unknown parameters as the solutions of the nonlinear system of the equations
for i = 0, 1, 2, . . . , p. Now we will focus on deriving consistency and asymptotic properties of the estimators obtained by using above function. The notation introduced in previous section is retained.
Theorem 6
The MLTP estimators obtained by minimizing (7) are strongly consistent estimators of unknown parameter θ.
The proof of Theorem 6 is provided by Appendix A.6. Finally, the asymptotic normality of the estimators obtained by minimizing (7) is established by the following theorem, the proof of which is provided by Appendix A.7.
Theorem 7 If fθ
MLTP g are the MLTP estimators obtained by minimizing (7), then
Simulation study
In this section, we provide some results from a simulation study to check the finite-sample performance of the three estimation methods considered in the previous section. We simulated samples of size 500, and the number of replications is m = 10, 000. We perform the estimation for the subsamples consisting of the first 50, 100, 200 and 500 elements, thus considering subsamples of four different sizes N = 50, N = 100, N = 200, and N = 500. We provide the estimation of the parameters of BINARCHðpÞ models for p = 1 and p = 2. For the case p = 1, we conduct simulations for the following cases: (1) Tables 1 and 2 . From these tables, we can conclude that all three estimation methods give good estimates that quickly approach their true values as the size of the sample increases. Also, we can see that the mean absolute deviations are small and they decrease as the size of the sample increases.
In the case of the BINARCH(1) model, the best results are usually obtained by CML estimation. If a 1 is large and a 0 is small (cases 4 and 5), then MLTP estimation provides the best results for a 1 for samples of small size, while otherwise, the best results are provided by CML estimation.
In the case of the BINARCH(2) model, CML and CLS estimation give the best results, while MLTP estimation was superior only in one case. The CLS estimation is very sensitive to small true values of the parameters. In this case, if some CLS estimates are smaller than 0, we set these estimates to take the value 0. For this method of estimation, it is also possible that the sum of the estimates is equal or greater than 1. On the other hand, many statistical packages allow to minimize and maximize functions with boundary conditions, which imply that the other two estimation methods give estimates that never take values outside ð0, 1Þ, and that their sum is always less than 1.
The simplest method for use is the CLS estimation method, and the corresponding estimates are used as the starting values for other two methods. An interesting conclusion from our simulations is that, as expected, the efficiency of the CML estimates with respect to the CLS estimates is high.
Real-data example
In this section, we present a possible application of the novel BINARCHðpÞ model in the field of biostatistics. As a real-data set, we consider the infection counts as previously discussed by Weiß and Pollett [11] . This data set, taken from the "SurvStat" data base of the Robert-Koch-Institut [20] , contains the number of districts with new cases of hantavirus infections per week in the year 2011 (N = 52 counts) reported in n = 38 Germany's districts, i.e. the counts express the regional spread of the hantavirus infections. More than 200,000 infections by hantavirus are reported from all over the world per year. For most European countries, rising numbers of cases are reported, and in Germany, hantaviral infections meanwhile became the most common endemic rodent-borne human illness [21, 22] . The hantavirus mainly causes two diseases: The hantavirus cardiopulmonary syndrome (HCPS) with case-fatality rates > 35 % is mainly reported from North, Central, and South America, while in Europe (and Asia), the less severe haemorrhagic fever with renal syndrome (HFRS; case-fatality rates > 10 %) is usually observed [21, 23] . Among the viral species causing HFRS in Central Europe are the Puumala virus (carried by the red bank vole) and the Dobrava virus (carried by the striped field mouse), see Schilling et al. [24] ; Heyman et al. [22] for further details.
Let us return to the particular infection counts for 2011 in Germany. The minimum number of districts with new cases is 0 and the maximum number is 11. The sample mean is 4.173 and the sample variance is 7.793. As a result, the binomial index of dispersion is 2.098, which indicates overdispersion with respect to a binomial distribution (extra-binomial variation), also see Example 1. Therefore, it is plausible that Weiß and Pollett [11] found the binomial INARCH(1) model to be superior to the binomial AR(1) model. The empirical autocorrelation and partial autocorrelation function (ACF and PACF, respectively) are given in Figure 2 . Inspecting the plot of the PACF in more detail, however, an autoregressive model of order > 1 appears to be reasonable. Hence, we shall now apply the novel BINARCHðpÞ model to the data, and we shall also compare it to the binomial ARðpÞ model (BINARðpÞ) as introduced in Weiß [1] , see Section 1 for further details. First, we need to determine the order p. The plot of the PACF indicates that p may take values ≤ 3. According to this, we consider models up to order 4 in our study. Next, we estimate the unknown parameters of both types of models by a maximum likelihood method. Finally, we compare the performance of these models. Often, one of the information criteria AIC or BIC is applied in this context. But since we have to use a conditional ML approach, where the number of terms involved in the log-likelihood function (4), namely N − p, decreases with increasing p, these information criteria are misleading in the present situation. Therefore, we shall evaluate the performance by comparing the root mean square errors of the models. Letâ 0 ,â 1 , . . .,â p represent the CML estimates of the parameters of the BINARCHðpÞ model. Then the root mean square error of the BINARCHðpÞ model is given by
On the other hand, letπ,ρ,φ 1 , . . .,φ p represent the CML estimates of the parameters of the BINARðpÞ model. The estimatesφ i , i = 1, 2, . . . , p satisfy the condition P p i = 1φi = 1. Because of that, we only estimate the parameters ϕ 1 , ϕ 2 , . . ., ϕ p − 1 , while the estimate of the last parameter ϕ p is obtained asφ p = 1 − P p − 1 i = 1φi . This implies that the estimated standard error forφ p will always be equal to 0. Now, the root mean square error of the BINARðpÞ model is given by
In Table 3 , we give the CML estimates of the unknown parameters with the estimated standard errors in parentheses and the respective root mean square errors. Also, we give the negative log-likelihood functions for each fitted model. It becomes clear that the BINARCH models are always superior to their BINAR counterpart, which is plausible in view of the extra-binomial variation observed in the data. With increasing autoregressive order p (and hence increasing number of parameters), some of the parameter estimates are not significant anymore. This is mainly a problem of the sample size, which equals only N = 52 for the analyzed data set. The smallest root mean square error is obtained for the BINARCH(3) model, which indicates that our novel model with p = 3 is most appropriate for the infection counts. Recalling that the counts are sampled on a weekly base, the order 3 is indeed plausible, since both for the Puumala virus and the Dobrava virus, the incubation period is known to strongly vary, namely between 2 and 4 weeks [22] . Finally, in Figure 3 , we present plots of the observed and expected values for each considered model, which highlight that the higher-order BINARCH models are best suited to adapt to the higher level observed in the second half of 2011.
To further check the adequacy of the BINARCH(3) model, we use the parametric bootstrap based on the fitted model introduced by Tsay [25] , which was also considered in Jung and Tremayne [26] ; Weiß [27] . For parameter values a 0 = 0.0110, a 1 = 0.3500, a 2 = 0.3216 and a 3 = 0.2791, we simulate 10,000 samples of size 52 from the BINARCHð3Þ model. For each simulated sample, we compute the sample ACF, and for each fixed lag, we derive the 2.5% and 97.5% quantiles. By using these quantiles, we draw the bootstrap confidence intervals in Figure 4 . From this graph, we can conclude that the BINARCH(3) model adequately describes the autocorrelation structure of the infection counts. Certainly, the bootstrap confidence intervals are rather wide, but this was to be expected since the sample size is small in our data example.
If we consider the other two estimation methods, the CLS method and the MLTP method, we obtain the following results for the BINARCH(3) model. The CLS estimates areâ 0 = 0.0094,â 1 = 0.2713,â 2 = 0.3379, and a 3 = 0.3277, with the RMS = 1.7634. We can see that this method gives little smaller RMS than the CML method. On the other hand, the MLTP estimates areâ 0 = 0.0032,â 1 = 0.4298,â 2 = 0.2995, andâ 3 = 0.2596, with RMS = 1.7917. This method gives the largest RMS. 
The binomial INGARCH model
In this section, we generalize the binomial INARCHðpÞ model and consider an integer-valued time series model for fX t g t2Z following (1) with F t − 1 and n defined as in Section 2, while α t is generated as
. .g and q 2 f0, 1, 2, . . .g. Similarly as in the case of the BINARCHðpÞ model, we suppose that the parameters a i and b j , i = 0, 1, . . . , p, and j = 1, 2, . . . , q, satisfy the inequality a 0 + P p i = 1 a i + P q j = 1 b j < 1, which implies that fα t g given by (8) is well-defined. We will say that the time series fX t g t2Z given by (1) and (8) is the binomial integer-valued GARCH model and we will denote it as BINGARCHðp, qÞ.
Obviously, for q = 0, we obtain BINARCHðpÞ model from before. Another important special case is p = q = 1, the BINGARCHð1, 1Þ model, which is also an instance of the observation-driven models as introduced by Davis and Liu [28] , see Example 3 therein.
In the next theorem, we show that the model given by (1) and (8) is a first-order stationary process.
Theorem 8
The BINGARCHðp, qÞ process given by (1) and (8) is a first-order stationary process, where
The proof of Theorem 8 is provided in Appendix A.8. For the particular case of a BINGARCHð1, 1Þ process, Davis and Liu [28] even established strict stationarity. Furthermore, also consistency and asymptotic normality of the maximum likelihood estimators are proven in that work. Now, we derive and discuss the autocovariance structure of the BINGARCHðp, qÞ model given by (1) and (8) .
Theorem 9 Let fX t g t2Z be a stationary BINGARCHðp, qÞ process given by (1) and (8) . The autocovariance functions γ X ðkÞ = CovðX t , X t − k Þ and γ α ðkÞ = Covðα t , α t − k Þ satisfy the following equations: 
The proof of Theorem 9 is provided in Appendix A.9.
Example 2 For the stationary BINGARCH(1,1) model [28] , we derive the autocovariance structure explicitly. From Theorem 9, we have that the autocovariance structure of the process fX t g t2Z is given by
On the other hand, the autocovariance structure of the process fα t g t2Z is given by
Substituting eqs (9) and (11) for k = 1 into eq. (10), we obtain that
Also from eq. (3), we have that
Solving the last two equations with respect to γ X ð0Þ and γ α ð0Þ, we obtain that the variances of the random variables X t and α t are given as, respectively,
Note that these variances are well-defined. Now the autocovariance and the autocorrelation functions of the process fX t g t2Z are given as, respectively,
From the last two equations, we can conclude that the autocovariance and autocorrelation functions are positive and exponentially decaying in time. Remark 2. Using the results from the Example 2, we can show that the BINGARCHð1, 1Þ model can handle underdispersion, equidispersion or overdispersion with respect to a Poisson distribution. We have that
When the sum a 0 + a 1 + b 1 is close to 1, we have that I Pois is close to 0. Since 1 − a 0 − a 1 − b 1 < 1 − a 1 − b 1 , we obtain that
So the range of I Pois is bounded.
For example, when ða 0 , a 1 , b 1 , nÞ = ð0.1, 0.493686, 0.1, 10Þ, we obtain the equidispersion, when ða 0 , a 1 , b 1 ; nÞ = ð0.52, 0.42, 0.05, 10Þ, we obtain that I Pois = 0.0226 (underdispersion), and when ða 0 , a 1 , b 1 , nÞ = ð0.001, 0.99, 0.001, 10Þ we obtain that I Pois = 7.6523 (overdispersion).
Expressing the dispersion behaviour with respect to a binomial distribution, in contrast, we get
i.e. we always have extra-binomial variation.
Conclusions
The BINARCH approach offers a way of modelling time series of counts with a finite range which exhibit extra-binomial variation. We introduced an extension of the basic BINARCH(1) model to arbitrary orders p, with a generalization to a full BINGARCHðp, qÞ model. After having discussed stochastic properties of these models, we analyzed three approaches for parameter estimation, and we successfully applied our novel model to a time series of counts of infections by the hantavirus.
which are truly larger than 0 because of a 0 > 0. Hence, the finite Markov chain fX t g t2Z is primitive, implying that it is also irreducible and aperiodic, and therefore ergodic with a unique stationary distribution [29] . Since the range of X t is finite, any moments exist, and the strict stationarity of fX t g t2Z also implies its second-order stationarity. □
A.2 Proof of Theorem 2
Let k ≥ 1. From the definition of the BINARCHðpÞ process fX t g t2Z , we have that
Let us consider now the variance of the random variable X t . According to (3) and the fact that Eðα t Þ = μ=n, we need the variance of the random variable α t for derivation of VarðX t Þ. Thus, we have from (2) and (13) that
Replacing the last expression in (3), we obtain the expression for γ X ð0Þ □.
A.3 Proof of Theorem 3
To prove Theorem 3, we have to check if Condition 5.1 in Billingsley [19] is satisfied. First, the transition probabilities p kjl ðθÞ from (12) are truly positive for each ðk, lÞ 2 D, where
Obviously, the set D is independent of θ. Secondly, the non-zero probabilities p kjl ðθÞ are polynomials in θ and, thus, continuously differentiable in θ up to any order. Also, see above, the transition matrix is primitive. This submatrix equals
the determinant of which is 6 ¼ 0 and, thus, has full rank p + 1. 
A.4 Proof of Theorem 4
We will prove this theorem by using Theorem 3.1 in Tjøstheim [18] . Let us show that all the conditions C1-C3 of this theorem are satisfied. According to the results of the previous section, the BINARCHðpÞ model fX t g t2Z is strictly stationary ergodic process with finite moments. Next, the function 
We will prove that the condition C2 is satisfied following the proof of Lemma 6 [30] . Condition (14) implies that nd 0 + P p i = 1 d i X t − i = a.s. 0. Now, for simplicity, let us suppose that d 1 ≠ 0. Then
since X t − 1 for given X t − i , i ≥ 2, has the binomial distribution with parameters n and α t − 1 . Thus, we obtain a contradiction which implies that d 1 = 0. In a similar way, we can show that all
Thus all the conditions of Theorem 3.1 in Tjøstheim [18] are satisfied, which implies that the CLS estimatorsθ CLS given by (6) are strongly consistent estimators of the unknown parameter θ □. To prove this theorem, we will follow the proof of Theorem 5.1 in Tjøstheim [18] , i.e. we will show that the conditions E1-E3 of the mentioned theorem are satisfied. As it was mentioned earlier in the proof of Theorem 4, the BINARCHðpÞ model fX t g t2Z is strictly stationary and ergodic process with finite moments of any order. Also, functions g t ðθÞ = EðX t jF t − 1 Þ = na 0 + P p i = 1 a i X t − i and VarðX t jF t − 1 Þ = nα t ð1 − α t Þ are almost surely three times continuously differentiable with respect to the vector θ in an open set which contains true vector θ 0 . Having in mind that ∂αt ∂a0 = 1,
. . p, and the results given in Theorem 5 (recall Lemma 2 in Zhu and Wang [30] ), it is easily seen that
Similarly, based on the fact that
We conclude that condition E1 is satisfied. In a similar way, it can be shown that condition E3 is also satisfied. The only thing left to prove is that condition E2 is fulfilled, i.e. if we assume that for arbitrary real 
A.7 Proof of Theorem 7
Following the proof of Theorem 5 and using the fact that 0 < a 0 ≤ α t ≤ P p i = 0 a i < 1, we obtain that all the elements of the matrix S are finite. This implies that condition F1 of Theorem 5.2 in Tjøstheim [18] is satisfied, which proves the asymptotic normality of the estimators fθ MLTP g obtained by minimizing (7) . □
A.8 Proof of Theorem 8
Let μ t = EðX t Þ. Using the fact that Eðα t Þ = μ t =n, we obtain from the eq. (8) that
The eq. (16) represents a non-homogeneous difference equation. According to Goldberg [31] , this equation has a finite stable solution which is independent of t if all the roots of the equation 
A.9 Proof of Theorem 9
The proof of Theorem 9 is an immediate consequence of the following Lemma 1, which provides the dependence between the random variables X t and α t − k for k 2 Z.
Lemma 1 Let fX t g t2Z be a BINGARCHðp, qÞ model given by (1) and (8) . Then the covariance function between the random variables X t and α t − k , k 2 Z, is given by
Let us first derive the covariance function of the random variables X t and X t − k , k > 0. Since fX t g t2Z is a first-order stationary process, we have that μ = EðX t Þ, for all t 2 Z. Since EðX t jF t − 1 Þ = nα t and X t − k is a F t − 1 -measurable function, we obtain that CovðX t , X t − k Þ = E ðX t − μÞðX t − k − μÞ ½ = E ðX t − k − μÞ EðX t jF t − 1 Þ − μ ð Þ ½ = nCovðα t , X t − k Þ, which implies that CovðX t , α t − k Þ = 1 n CovðX t , X t − k Þ, for k < 0. Let us now derive the covariance CovðX t , α t − k Þ for k ≥ 0. Let A t represents the σ-field generated by the random variables fα t g t ≥ 0 . Since EðX t jA t Þ = EðEðX t jA t , F t − 1 ÞjA t Þ = nα t , the random variable α t − k is an A t -measurable function and Eðα t Þ = μ=n, we obtain that CovðX t , nα t − k Þ = E ðX t − μÞðnα t − k − μÞ ½ = E ðnα t − k − μÞ EðEðX t jA t , F t − 1 ÞjA t Þ − μ ð Þ ½ = Covðnα t , nα t − k Þ, which implies that CovðX t , α t − k Þ = nCovðα t , α t − k Þ for k ≥ 0. □
Appendix B CLS estimators of the BINARCHð1Þ model
Proposition 1 below provides closed-form expressions for the matrices U and R for BINARCHð1Þ model. Before, we provide the following lemma with the expressions for the first four moments, which will be used to derive the elements of the matrices U and R.
Lemma 2 Let fX t g t2Z be the BINARCH(1) process given by (1) and (2) . Then μ 1 ≡ EðX t Þ = nA 1 , A 1 ≡ Eðα t Þ = a 0 =ð1 − a 1 Þ, and the second, third and fourth moments μ i and A i , i = 2, 3, 4, of the random variables X t and α t , respectively, are given as solutions of the following equations where C n 4 = nðn − 1Þðn − 2Þðn − 3Þ=24. The proof of Lemma 2 follows after standard calculations, which are based on the fact that the random variable X t for given X t − 1 has the binomial distribution with parameters n and α t , and expressions for its moments about 0.
