Analisi della correlazione tra segnali EEG ed EMG by Michieli, Umberto
Università degli Studi di Padova
Dipartimento di Ingegneria dell’Informazione
Laurea in Ingegneria dell’Informazione
Analisi della correlazione tra
segnali EEG ed EMG
Laureando:
Umberto Michieli
Relatore:
Leonardo Badia
Correlatrice:
Giulia Cisotto
18 luglio 2016
Anno accademico 2015/2016

Analisi della correlazione tra segnali EEG ed EMG
RELATORE: Leonardo Badia
CORRELATRICE: Giulia Cisotto
LAUREANDO: Umberto Michieli
18 luglio 2016

Indice
1 Introduzione 1
2 Background 4
2.1 Il sistema nervoso umano . . . . . . . . . . . . . . . . . . . . 4
2.2 Acquisizione di segnali cerebrali tramite EEG . . . . . . . . . 9
2.3 Acquisizione di segnali muscolari tramite EMG . . . . . . . . 12
3 Correlazione e coerenza tra segnali EEG ed EMG 16
3.1 Descrizione del problema ed obiettivo . . . . . . . . . . . . . . 16
3.2 Segnali EEG ed EMG di partenza . . . . . . . . . . . . . . . . 18
3.3 Analisi nel dominio del tempo: correlazione . . . . . . . . . . 21
3.4 Analisi nel dominio della frequenza: coerenza . . . . . . . . . 22
4 Risultati 28
4.1 Risultati dell’analisi temporale . . . . . . . . . . . . . . . . . 28
4.2 Risultati dell’analisi frequenziale . . . . . . . . . . . . . . . . 33
5 Conclusioni e sviluppi futuri 39
ii

Abstract
In questa tesi è stata effettuata un’analisi della correlazione e della coerenza
tra segnali EEG ed EMG che aiuti a comprendere la connessione tra lo sti-
molo cerebrale ed il movimento umano.
L’analisi è stata effettuata con Matlab tra due coppie di segnali EEG ed
EMG in due soggetti distinti in condizione di riposo, dove in un caso si è
considerato un EMG sano, nell’altro un EMG patologico. L’indagine è vol-
ta ad individuare e quantificare qualche comportamento robusto e ripetibile
(pattern) dell’EEG in corrispondenza di eventi anomali nell’EMG.
Il lavoro svolto evidenzia che il massimo della correlazione tra i due segnali
EEG ed EMG si ottiene quando essi sono sfasati di circa 10 ms con l’EEG in
anticipo rispetto all’EMG, confermando quanto atteso dalla fisiologia uma-
na.
In secondo luogo, nel dominio della frequenza, si è confermato che nel ca-
so sano la coerenza presenta un forte picco a 20 Hz e altri picchi minori a
frequenza inferiore; nel caso patologico, invece, esistono anche altre compo-
nenti a frequenze superiori a 30 Hz, le quali potrebbero effettivamente essere
causate dalla patologia.
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Capitolo 1
Introduzione
Ciò che permette all’uomo di muoversi è, tra i vari fattori, la trasmissione
di segnali elettrici tra il cervello e i muscoli e viceversa: vari studi (tra cui
ad esempio [1] e [2]) dimostrano che esiste una dipendenza reciproca tra i
segnali cerebrali (EEG) e muscolari (EMG).
Per questo, negli ultimi anni le neuroscienze motorie hanno conosciuto un
interesse enorme da parte degli scienziati: il cervello è, infatti, la macchina
più complessa e misteriosa del corpo umano.
Recentemente stanno emergendo, tra gli altri, moltissimi studi riguardanti
il controllo di bracci meccanici mediante l’immaginazione del movimento,
motor imagery (come ad esempio [3], [4] e [5]), al fine di ripristinare il mo-
vimento di soggetti paralizzati o amputati. Uno studio recente, pubblicato
sulla rivista Nature nel 2016, riguarda il bypass nervoso [6] in cui è stato
ripristinato almeno parzialmente il collegamento tra il cervello e i muscoli
mediante l’installazione di una tecnologia adeguata.
L’obiettivo di questa tesi è ricercare e quantificare un legame tra EEG ed
EMG mediante l’analisi della loro correlazione e coerenza filtrando opportu-
namente i segnali in una determinata banda di frequenze. Per le analisi si
considerano due coppie di segnali EEG ed EMG di due soggetti in stato di
riposo, in cui l’EMG in un caso è sano, nell’altro è patologico a causa della
presenza di eventi anomali definiti burst [7].
Il lavoro svolto si intende come inserito nell’ottica di un progetto più ampio,
poiché in questa tesi si ricercano relazioni tra EEG ed EMG solamente in
una fissata banda di frequenze e con un certo tipo di analisi di correlazione e
coerenza, tuttavia è certamente probabile che l’EEG mostri anche altri tipi
di pattern sotto altre condizioni di lavoro.
Nel dettaglio, l’obiettivo del lavoro complessivo è quello di ricercare se gli
eventi burst siano attività volontarie ma non coscienti da parte del soggetto
-e quindi esista un pattern riconoscibile-, oppure non esista nessun meccani-
smo robusto alla sua origine.
Uno studio simile rivolto a patologie neuromuscolari differenti è stato svolto
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cercando un qualche andamento caratteristico dell’EEG in corrispondenza di
eventi patologici nell’EMG solo in un intorno della prima attivazione (onset)
involontaria del muscolo [8]. Tuttavia tale tecnica, che non tiene in conside-
razione la durata e l’intensità dell’anomalia, non si è rivelata particolarmente
efficace ed è stata progressivamente abbandonata.
Per quanto riguarda il lavoro svolto nella tesi si sono scelte due diverse
tipologie di analisi su due domini, tempo e frequenza, per certi versi comple-
mentari, i cui risultati sono fortemente influenzati l’uno dall’altro.
Dopo aver stabilito di analizzare le funzioni di correlazione e di coerenza tra i
segnali EEG ed EMG (come in [9]), si è resa necessaria una parte simulativa
per la scelta opportuna di tutti i parametri prima di procedere con i segnali
reali.
Nella fase sperimentale sui segnali reali si sono ottenuti alcuni risultati in-
teressanti che trovano conferme in altri studi esistenti. Anzitutto tramite
un’analisi che ha considerato 71 coppie di spezzoni di segnali EEG ed EMG
sincroni, selezionate in corrispondenza di eventi burst e filtrate in banda pas-
sante, si è verificato che il massimo della loro mutua correlazione si ottiene
per uno sfasamento temporale di circa 10 ms (con l’EEG in anticipo), valo-
re fisiologicamente compatibile con la trasmissione del segnale elettrico dal
cervello ai muscoli.
In secondo luogo si è confermato quanto detto da [9], [10] e [11] a proposito
della coerenza tra i segnali EEG ed EMG sano, la quale presenta il picco
maggiore attorno a 20 Hz ed altri picchi a frequenze minori.
Successivamente si è applicata la funzione di coerenza ai segnali EEG ed
EMG patologico, ottenendo sia un picco in 20 Hz sia ulteriori picchi a fre-
quenze superiori a 30 Hz. Questi picchi alle alte frequenze potrebbero effet-
tivamente essere strettamente collegati alla patologia in esame, perciò sono
stati eseguiti ulteriori test su alcuni segmenti dei segnali a disposizione.
I successivi capitoli di questa tesi sono organizzati come segue.
Il Capitolo 2 fornisce le informazioni pregresse (background) all’intera tesi;
in esso sono presentati i concetti base del sistema motorio umano, costituito
dal sistema nervoso e dal sistema muscolare e i segnali biologici di interesse
nello svolgimento dell’indagine.
Nel Capitolo 3 vengono descritte in dettaglio le due tipologie di analisi svolte,
una nel dominio del tempo, la correlazione, e una nel dominio della frequen-
za, la coerenza.
Nel Capitolo 4 sono presentati i risultati numerici delle analisi svolte.
Il Capitolo 5 discute i risultati ricavati nella tesi e le possibili espansioni del
lavoro.
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Capitolo 2
Background
In questo capitolo si offre una panoramica semplificata e di immediata com-
prensione riguardo ai concetti e agli strumenti importanti per la piena com-
prensione dei capitoli successivi.
Inizialmente verranno esposte le basi anatomiche fondamentali del sistema
nervoso e muscolare, volte a mostrare l’intero processo di generazione e tra-
smissione del segnale elettrico da parte dell’organismo umano, fino alla sua
ricezione da parte di un muscolo attuatore.
Poi verranno forniti dei cenni sull’anatomia macroscopica del cervello, dopo-
diché si entrerà nello specifico della trattazione dei segnali elettroencefalo-
grafici (EEG), strumento largamente diffuso per studiare l’attività elettrica
neurale [12], e dei segnali elettromiografici (EMG), come interfaccia per lo
studio dell’attività muscolare [13].
2.1 Il sistema nervoso umano
Ciò che permette all’uomo di poter comunicare ed interagire con il mondo
esterno è senza dubbio una stretta collaborazione, tra gli altri, del sistema
nervoso e del sistema muscolare.
Il sistema nervoso raccoglie e gestisce le informazioni sensoriali provenien-
ti dal sistema nervoso periferico (SNP), il quale è costituito da un’enorme
quantità di sensori -ad esempio occhi, orecchie, terminazioni nervose cuta-
nee, apparato dell’equilibrio, ecc- [14].
Mediante le vie nervose tali segnali sono trasmessi ad una velocità media
di qualche decina di metri al secondo fino al midollo spinale e al cervello,
organi costituenti del sistema nervoso centrale (SNC), dove viene immagaz-
zinata l’informazione e da cui vengono inviati opportuni comandi ai muscoli
scheletrici (ovvero volontari) per attuare la risposta desiderata (Figura 2.1).
Nello specifico il SNC è costituito dall’encefalo che si occupa di memoriz-
zare le varie informazioni e di controllare l’attività del nostro organismo, e
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Figura 2.1: Sistema nervoso centrale e periferico, immagine modificata da
Wikimedia Commons.
dal midollo spinale che funge sia da conduttore per molte vie nervose che da
ulteriore centro di elaborazione per i segnali destinati agli attuatori finali del
movimento [15].
D’altra parte il SNP è una grande rete ramificata di nervi i quali permettono
lo scambio di impulsi elettrici lungo il corpo umano. Si distingue tra ner-
vi afferenti, che trasmettono le informazioni dalla periferia al SNC, e nervi
efferenti, gestori del compito inverso [14].
Nel sistema nervoso vi sono due tipi fondamentali di cellule [16]: i neu-
roni, i cui prolungamenti -dendriti e assone- scambiano segnali elettrici con
altri neuroni in punti di contatto chiamati sinapsi, e le cellule della glia,
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Figura 2.2: Disegno schematico di un neurone, figura adattata da [18].
aventi funzione isolante e di sostegno, oltre che un ruolo importante nella
corretta trasmissione dei segnali elettrici, come recenti studi hanno dimo-
strato [17] (Figura 2.2).
L’innervazione delle fibre muscolari avviene al termine dei nervi efferenti
da parte dei cosiddetti motoneuroni, in modo da permettere al muscolo la
ricezione dell’impulso elettrico.
L’interfaccia tra SNC e SNP si realizza mediante l’uso di segnali elet-
trochimici che sono originati e trasmessi tramite cellule nervose e muscolari
grazie ai potenziali d’azione.
I potenziali d’azione sono causati da un flusso di ioni sodio (Na+) e po-
tassio (K+) attraverso la membrana di una cellula nervosa o muscolare e
provocano una temporanea variazione di potenziale della membrana che poi
si propaga lungo l’assone. Una cellula nel suo stato di riposo si dice polariz-
zata: i neuroni mantengono, infatti, un potenziale di riposo dell’ordine dei
−70 mV, le cellule muscolari di circa −90 mV. Nel momento in cui soprag-
giunge uno stimolo o un disturbo, il potenziale di membrana si depolarizza
e, se viene oltrepassato un determinato valore di soglia (intorno a −50 mV),
viene prodotto un picco fino a circa 40 mV. Successivamente la membrana
si ripolarizza fino ad un valore poco inferiore al potenziale di riposo; segue il
periodo refrattario in cui il potenziale si riassesta lentamente a quello di ripo-
so per prevenire la ricezione di un altro stimolo in modo che l’informazione
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appena trasmessa non venga corrotta da disturbi [15]: si tratta dunque - in
termini telecomunicazionistici - di una sorta di meccanismo di protezione da
interferenza da intersimbolo (ISI ) [19].
L’intero processo ha una durata complessiva tra 4 e 10 ms a partire dalla
ricezione dello stimolo (Figura 2.3).
Figura 2.3: Grafico del potenziale d’azione per cellule nervose, immagine
tratta da Wikimedia Commons.
Dopo aver introdotto gli elementi basilari della neurofisiologia -neuroni e
segnalazione elettrochimica- si riporta nel seguito la struttura macroscopica
dell’encefalo.
La superficie del cervello, chiamata corteccia cerebrale è costituita princi-
palmente dal corpo cellulare dei neuroni (da qui il nome di materia grigia),
mentre nello strato inferiore alla corteccia prevalgono i filamenti di colore
più chiaro di assoni e dendriti (da qui il nome di materia bianca). I quattro
solchi principali presenti sulla superficie della corteccia delimitano il cervello
in quattro lobi : frontale, parietale, temporale ed occipitale. Esiste inoltre
un quinto lobo minore, l’insula [14], di cui non si conosce tuttora l’esatta
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Figura 2.4: Lobi e relative aree funzionali della corteccia cerebrale, figura
adattata da [20].
funzionalità nonostante sia oggetto di numerosi studi recenti tra cui [21] e
[22].
È possibile identificare una mappa funzionale delle aree della corteccia ce-
rebrale in relazione alla disposizione dei quattro lobi principali (Figura 2.4).
L’area motoria è divisa in tre parti: corteccia motoria, corteccia premotoria,
area di Broca ed occupa la metà posteriore del lobo frontale. Il lobo parietale
contiene l’area sensoriale somestesica in cui vengono elaborate le informa-
zioni provenienti dai sensori sparsi in tutto il corpo. Nel lobo occipitale vi è
l’area visiva; nel lobo temporale vi sono l’area della memoria a breve termine,
l’area uditiva e l’area di Wernicke; quest’ultima si occupa dell’integrazione
sensoriale delle informazioni provenienti dalle aree uditive, visive e someste-
siche (non a caso, infatti, essa è posta fisicamente in mezzo alle tre). Infine il
lobo frontale anteriore contiene l’area prefrontale in cui si ha, probabilmente,
la fase di maggiore elaborazione del pensiero [23].
È bene notare, tuttavia, che tali aree non sono nettamente suddivise; esse so-
no il frutto -originariamente- di studi empirici di chirurghi e neurologi svolti
a partire dal primo Novecento (tra cui specialmente [24] e [25]) e possono
essere soggette a grande variabilità da individuo a individuo.
8
2.2 Acquisizione di segnali cerebrali tramite EEG
Il segnale EEG è la misura della sovrapposizione degli effetti delle correnti
che scorrono nel cervello a diverse profondità fino ad un massimo di qual-
che centimetro. Data la presenza di solchi sulla superficie della corteccia,
il maggiore contributo al segnale EEG proviene dalle correnti che fluiscono
perpendicolarmente rispetto allo scalpo [26].
Una tecnica complementare all’EEG è la magnetoencelografia (MEG) che,
tramite la rilevazione del campo magnetico, permette di misurare in par-
ticolare il contributo delle correnti che fluiscono parallelamente allo scalpo
[26].
Occorre evidenziare che vi sono molti strati intermedi tra la corteccia
cerebrale e l’esterno della testa che determinano un’alta resistività elettrica
e causano una drastica attenuazione del segnale, tra cui lo scalpo (2.2 Ω·m),
il cranio (177 Ω·m) e vari altri strati sottili (2.2 Ω·m) [12].
Il segnale EEG, oltre a venir fortemente ridotto dallo scalpo, può essere
corrotto sia da rumore fisiologico sia da rumore dovuto a sorgenti ester-
ne. Per questo motivo, infatti, si è in grado di registrare un segnale EEG
solamente quando una grande moltitudine di neuroni corticali si attivano
simultaneamente, in modo da produrre onde di un’ampiezza adeguata alla
loro rilevazione (nell’ordine dei µV) [15].
Quando un individuo compie un’attività, tale processo di sincronizzazio-
ne si ripete in maniera periodica e si ha la comparsa di fenomeni ondulatori,
chiamati ritmi cerebrali. Le principali bande di frequenza di interesse sono
denominate come: onde delta (δ), teta (θ), alfa (α), beta (β), gamma (γ)
[27].
Le onde δ hanno frequenza tra 0.5 e 4 Hz e sono spesso associate a sonno
profondo. Le onde θ variano tra 4 e 8 Hz e si manifestano in stati di son-
nolenza o intensa meditazione. Le onde α hanno frequenza tra 8 e 13 Hz,
ampiezza minore di 50 µV, sono rilevate maggiormente nella metà posterio-
re del capo e testimoniano momenti di rilassamento ad occhi chiusi senza
alcun tipo di concentrazione; si riducono - anche drasticamente - in presen-
za di eventi perturbanti. Le onde β variano tra 13 e 26 Hz con ampiezza
inferiore a 30 µV, si rilevano principalmente nelle zone frontale e centrale e
sono indici di attenzione e concentrazione. Le onde γ corrispondono all’in-
tervallo di frequenza tra 26 fino a 45 Hz e hanno ampiezza molto piccola
(Figura 2.5). Qualora uno specifico ritmo cerebrale presenti caratteristiche
(ampiezza, ad esempio) anomale, è necessario effettuare ulteriori analisi: ad
esempio, una diminuzione dei ritmi α e β ed un corrispondente aumento di
onde δ e θ in quantità eccessiva possono esser sintomo di un declino delle
abilità intellettuali e cognitive [12].
Un tipico sistema moderno di acquisizione del segnale EEG è composto
da un certo numero di elettrodi (che nel prosieguo della tesi saranno pen-
sati unicamente di superficie, tralasciando sensori sottocutanei impiantabili
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Figura 2.5: Ritmi delle onde cerebrali, immagine riadattata da [28].
mediante intervento chirurgico) e un insieme di amplificatori differenziali se-
guiti da opportuni filtri. Il segnale analogico è convertito in digitale tramite
campionamento e quantizzazione (tipicamente a 16 bit). È bene notare fin
d’ora che il principale punto di forza della misurazione del segnale elettrico
proveniente dal cervello con la tecnica EEG è da ricercare oltre che nella sua
non invasività, nella sua ottima risoluzione temporale nell’ordine dei milli-
secondi. D’altro canto, tuttavia, tale tecnica pecca di una scarsa risoluzione
spaziale, avendo gli elettrodi un diametro nell’ordine dei centimetri.
Per quanto riguarda il posizionamento degli elettrodi, quasi sempre viene
seguito lo schema standard fornito dalla Federazione Internazionale delle So-
cietà di EEG e Neurofisiologia Clinica (IFCN ): il sistema 10-20. Tale sistema
prevede il posizionamento sullo scalpo di 21 elettrodi nella maniera illustrata
in Figura 2.6. Le lettere significano F=Frontali, C=Centrali, T=Temporali,
P=Parietali, O=Occipitali; gli elettrodi con numero pari sono localizzati a
destra, quelli con numero dispari a sinistra e quelli denominati con z in
centro. Due elettrodi ulteriori, chiamati A1 e A2, vengono posti sui lobi
auricolari, rispettivamente sinistro e destro, e sono usati come elettrodi di
riferimento.
Il segnale EEG ha un’ampiezza nell’ordine dei µV e una banda di fre-
quenze fino a 300 Hz. Tuttavia l’effettiva larghezza di banda entro cui è
compresa la quasi totalità della potenza spettrale si estende da 0.5 Hz a
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Figura 2.6: Sistema internazionale 10-20 per il posizionamento degli elettrodi
EEG, adattato da [29].
circa 100 Hz. La minima frequenza di campionamento, Fs, per soddisfare
al criterio del campionamento di Nyquist è Fs ≥ 2 · Bmax = 200 Hz, an-
che se spesso vengono usate frequenze maggiori per ottenere una migliore
risoluzione temporale. In genere, in fase di acquisizione, si applica un filtro
passa-alto con frequenza di taglio intorno a 0.3 Hz, per escludere rumori a
bassissima frequenza come il respiro, un filtro passa-basso con frequenza di
taglio compresa tra 50 e 100 Hz ed infine un filtro elimina banda (notch) a
50 Hz per eliminare l’interferenza di linea elettrica [12].
Il segnale registrato è caratterizzato da un basso rapporto segnale rumore
(signal-to-noise-ratio, SNR) [19] e si abbassa ulteriormente in presenza di
qualsiasi artefatto, anche fisiologico, sia esso il battito cardiaco o altre con-
trazioni muscolari volontarie, specie da parte dei muscoli facciali.
In Figura 2.7 è riportato un tipico esempio di segnale EEG composito dei
vari ritmi e del rumore, di durata 4 s e frequenza di campionamento di 1000
Hz.
L’analisi quantitativa dell’EEG è principalmente utilizzata nella speri-
mentazione scientifica, mentre l’ispezione visiva del tracciato EEG continua
ad essere considerato un esame diagnostico di routine in molte patologie,
sfruttando solo minimamente il suo potenziale informativo in assenza di st-
nadard universalmente accettati per la sua quantificazione.
Uno dei principali interessi in ambito scientifico è l’identificazione automati-
ca di schemi (pattern) anormali presenti nei ritmi cerebrali, per diagnosticare
molte tipologie di disturbi neurologici (come demenza, crisi epilettiche, di-
sturbi psichiatrici), per individuare e quantificare deficit dell’encefalo, per
valutare l’effetto di farmaci e droghe sull’uomo oppure per classificare le fasi
11
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Figura 2.7: Esempio di segnale EEG acquisito all’elettrodo C3.
del sonno [30].
2.3 Acquisizione di segnali muscolari tramite EMG
Si vuole ora approfondire il meccanismo di osservazione del segnale elettrico
una volta giunto al muscolo scheletrico.
Dalla corteccia cerebrale il potenziale d’azione raggiunge i rami terminali
dell’assone che innerva le fibre muscolari; qui si genera il potenziale d’azione
muscolare che permette alle fibre muscolari di scorrere le une sulle altre;
quindi il muscolo si contrae e viene reclutato un numero di unità motorie
proporzionale allo sforzo sostenuto. L’EMG è una tecnica di acquisizione
che permette la registrazione e l’analisi quantitativa dei segnali mioelettrici
generati dalle fibre muscolari [13].
Anzitutto, si consideri una tipica configurazione (setup) sperimentale per
l’acquisizione dei segnali EMG: in maniera analoga a quanto visto nel caso
EEG, essa è composta da un insieme di elettrodi (di superficie o ad ago) col-
legati, tramite cavi a bassa impedenza, dapprima ad alcuni pre-amplificatori
a basso guadagno e in seguito ad amplificatori veri e propri, a cui segue
un’opportuna azione di filtraggio e conversione in digitale. La procedura di
acquisizione di EMG inizia con la preparazione della cute (deve essere pulita
e disinfettata) e il relativo posizionamento degli elettrodi di superficie o a
forma di ago sottocutanei, a seconda che si debbano registrare movimenti di
muscoli superficiali o più profondi.
L’EMG misurato è la somma dei contributi di molte unità motorie coinvol-
te nel movimento del muscolo, perciò esso appare come una sommatoria di
molti segnali elementari: il risultato è noto in letteratura come tracciato di
interferenza (Figura 2.8) [31].
Vi sono molti fattori che influenzano e disturbano la rilevazione del se-
gnale EMG, tra cui ad esempio le caratteristiche del tessuto, la presenza
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Figura 2.8: Acquisizione del segnale EMG (Riadattato da [32]).
di muscoli vicini, la qualità di elettrodi ed amplificatori. Di conseguenza il
segnale finale ha un’ampiezza tipica compresa tra 0.1 e 5 mV e supporto in
frequenza variabile tra 5 e 500 Hz con potenza spettrale concentrata in gran
parte entro circa 15 e 150 Hz.
Avviene poi la conversione in segnale digitale, tipicamente a 12 bit, con fre-
quenza di campionamento fino a Fs = 4 · Bmax = 2000 Hz per garantire la
ricostruzione fedele del segnale.
Successivamente vengono applicate varie tecniche di smoothing del segnale
con lo scopo principale di eliminare picchi dovuti a sovrapposizione di atti-
vità di muscoli limitrofi, al battito cardiaco o all’interferenza di rete (occorre
prestare attenzione all’utilizzo di filtri notch a 50 Hz, che possono rimuovere,
oltre al rumore di rete, anche porzioni del segnale di interesse). Nelle Figure
2.9 e 2.10 sono riportati rispettivamente un esempio di segnale EMG rile-
vato al muscolo abduttore breve del pollice (APB) nel caso di un soggetto
sano e il suo spettro di potenza. Dalla Figura 2.9 si vede chiaramente che
inizialmente il muscolo è a riposo, quindi viene contratto per circa 5 secondi
e poi ritorna nella fase di quiete.
Anche nel caso dell’EMG gli impieghi nella ricerca scientifica sono molte-
plici: esso, infatti, permette di elaborare una precisa analisi del movimento
(utile per riabilitazione, visite di controllo, diagnosi,...), di distinguere fra ma-
lattie muscolari e malattie del sistema nervoso periferico [33] e di controllare
automaticamente protesi in un futuro prossimo [4], [5].
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Figura 2.9: Esempio di un tipico segnale EMG sano acquisito al musco-
lo abduttore breve del pollice, prima di applicare qualunque tecnica di
smoothing.
Figura 2.10: Potenza spettrale del segnale EMG sano riportato in Figura 2.9
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Capitolo 3
Correlazione e coerenza tra
segnali EEG ed EMG
In questo capitolo viene dapprima motivato lo studio trattato nella tesi e de-
scritti i segnali su cui si è svolta l’analisi. Successivamente sono presentate
le due tecniche analitiche utilizzate per il calcolo matematico del concetto di
somiglianza tra segnali: una nel dominio del tempo, la correlazione, e una
nel dominio della frequenza, la coerenza.
Entrambe le tecniche sono state dapprima testate su segnali simulati in Ma-
tlab e successivamente applicate a segnali reali. Inoltre, perché queste tecni-
che possano essere applicate ai segnali EEG ed EMG, è necessario che questi
siano inizialmente filtrati al fine di rimuovere parte del rumore presente. Ver-
rà quindi descritto brevemente l’algoritmo di pre-processing utilizzato prima
dell’analisi di correlazione e coerenza.
3.1 Descrizione del problema ed obiettivo
Lo studio di questa tesi rappresenta il primo stadio di investigazione quan-
titativa verso la verifica di un robusto comportamento EEG in presenza di
eventi EMG di tipo burst patologici.
L’obiettivo della ricerca è quello di determinare se esiste uno specifico pat-
tern EEG associato al ripetersi di pattern EMG involontari e, in tal caso, di
quantificarlo. Nello specifico, questa tesi rappresenta lo studio quantitativo
preliminare della relazione tra EEG ed EMG in corrispondenza di tali eventi
anomali.
Gli eventi burst di questo tipo sono diffusi in molte malattie neuromusco-
lari (ad esempio nel morbo di Parkinson e nella distonia) e sono caratterizzati
da una successione di molti picchi di ampiezza elevata in un intervallo di tem-
po breve [34], [35]. Nelle Figure 3.1 e 3.2 sono riportati, su scale differenti
nelle ordinate, degli esempi rispettivamente di EMG sano e patologico in con-
dizione di soggetto a riposo. Confrontando i due grafici si nota chiaramente
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la presenza di fenomeni anomali nella Figura 3.2 con picchi di ampiezza ele-
vata fino a centinaia di µV, mentre un’attività di fondo di pochi µV nel caso
sano.
Figura 3.1: Esempio di spezzone di EMG sano rilevato dal muscolo APB.
Figura 3.2: Esempio di spezzone di EMG patologico rilevato dal muscolo
APB.
Inizialmente, in ambito clinico, si credeva che tali eventi fossero causati
esclusivamente dal SNP e quindi strettamente localizzati nelle zone limitrofe
al muscolo; tuttavia, recentemente, sono stati elaborati alcuni studi per i
quali l’origine di eventi di tipo burst debba essere ricercata nel SNC, tra cui
[36].
L’obiettivo della ricerca scientifica è quindi, come anticipato, quello di iden-
tificare e quantificare un qualche andamento caratteristico e riproducibile
nell’EEG in corrispondenza di eventi burst nell’attività muscolare rilevata
dall’EMG.
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3.2 Segnali EEG ed EMG di partenza
Nelle successive analisi sono state utilizzate due coppie differenti di segnali
EEG ed EMG sincroni tra di loro, acquisiti rispettivamente dall’elettrodo
C3 (si veda Figura 2.6) e dal muscolo APB mentre i soggetti sono a riposo.
La prima coppia è composta da segnali EEG ed EMG di un soggetto
patologico, in cui l’EMG presenta eventi burst (cfr. Sezione 3.1). La durata
della registrazione è di 196.6 s con frequenza di campionamento di 1000 Hz.
Gli andamenti nel tempo e nella frequenza sono riportati rispettivamente
nelle Figure 3.3 e 3.4, in cui si presti attenzione alle differenti scale. L’EEG
presenta ampiezze minori di 20 µV e possiede un comportamento in frequen-
za maggiormente concentrato nelle regioni delle onde θ, α e β (i primi tre
picchi visibili in Figura 3.4 rispettivamente a 4.5 Hz, 9 Hz e 19 Hz), men-
tre le altre frequenze sono presenti con minore intensità. Il segnale EMG
considerato è patologico poiché presenta dei picchi a riposo (burst) ampi fi-
no a circa ±200 µV. Osservando il rispettivo comportamento in frequenza
si nota che la maggior parte della potenza spettrale è limitata tra 5 e 200
Hz. Si osservi che è stato applicato un filtro notch a 50 Hz. Si noti, infine,
che la sua distribuzione dell’energia spettrale (in Figura 3.4) è molto simile
a quella dell’EMG rilevato durante il movimento di un soggetto sano (cfr.
Figura 2.10).
La seconda coppia è formata da due segmenti di segnali EEG ed EMG di
un soggetto sano, di durata 22 s con frequenza di campionamento di 1000 Hz.
I grafici nel tempo e nella frequenza sono riportati nelle Figure 3.5 e 3.6. Per
quanto riguarda l’EEG valgono considerazioni analoghe al caso precedente.
L’EMG, invece, è molto diverso dal precedente. Si vede chiaramente che
esso non presenta eventi di tipo burst ed ha ampiezza limitata entro ±20
µV; inoltre la maggior parte della potenza spettrale è contenuta tra 5 e 50
Hz, una regione molto più stretta che nel caso patologico.
Si verifica come le considerazioni riportate sopra nei casi delle due coppie
di segnali particolari oggetto dello studio di questa tesi sono perfettamente
in linea con quelle generali che caratterizzano tipici segnali EEG ed EMG
(si vedano le Sezioni 2.2 e 2.3).
Prima di qualsiasi analisi tutti i segnali EEG ed EMG considerati nello
studio sono stati pre-filtrati in modo da renderli utili alla loro elaborazione
numerica. Nel caso patologico l’EEG è stato filtrato mediante un filtro ellit-
tico di ordine 24 in banda passante tra 4 e 45 Hz e l’EMG mediante un filtro
ellittico passa-alto di ordine 11 e frequenza di taglio (cut-off frequency) di 5
Hz. Nel caso sano l’EEG è stato filtrato mediante un filtro ellittico di ordine
24 in banda passante tra 5 e 45 Hz, l’EMG, invece, è stato filtrato mediante
un filtro ellittico passa-alto di ordine 11 con frequenza di taglio di 5 Hz e
mediante filtri notch di ordine 14 a 50 Hz ed armoniche successive fino a 350
Hz.
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Figura 3.3: Segnale EEG (in alto) ed EMG patologico (in basso) rilevati
rispettivamente all’elettrodo C3 e al muscolo APB mentre il soggetto è a
riposo. Si noti la differenza di scala tra i due grafici proposti.
Figura 3.4: Spettri di potenza dei segnali riportati in Figura 3.3. In alto,
EEG (C3); in basso, EMG (APB).
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Figura 3.5: Segnali EEG (in alto) ed EMG sano (in basso) rilevati rispetti-
vamente all’elettrodo C3 e al muscolo APB mentre il soggetto è a riposo. Si
noti la differenza di scala tra i due grafici proposti.
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3.3 Analisi nel dominio del tempo: correlazione
La prima tecnica di analisi utilizzata in questo studio è la correlazione tra i
segnali EEG ed EMG e prevede il calcolo nel dominio del tempo della loro
correlazione mutua (cross-correlation). Dati due segnali continui x(t) e y(t),
la correlazione mutua è definita come [37]:
rxy(t) ,
∫ +∞
−∞
x∗(τ)y(t+ τ)dτ,
dove x∗ denota il complesso coniugato di x.
Nel caso di segnali discreti x[m] e y[m] la definizione di correlazione mutua
diventa [38]:
rxy[n] ,
+∞∑
m=−∞
x∗[m]y[n+m].
A livello fisico la misura della correlazione quantifica la somiglianza dei due
segnali in funzione del ritardo tra i due (lag).
I parametri di interesse per esprimere quantitativamente la correlazione
tra due segnali x e y sono:
1. il coefficiente di correlazione:
ρxy ,
cov(x, y)
σxσy
,
dove cov(·, ·) rappresenta la covarianza, σ2 la varianza e σ la deviazione
standard.
2. il valore massimo della correlazione;
3. il ritardo (con segno) a cui corrisponde il valore massimo.
La funzione di correlazione è stata implementata in Matlab utilizzando
la funzione nativa xcorr(·, ·). Il valore della correlazione è stato normalizzato
rispetto alla radice quadrata del prodotto delle energie dei due segnali: in
questo modo il valore risulta compreso tra 0, assenza di correlazione e +1,
massima correlazione:
rxy[n] =
xcorr (x, y)√
ExEy
,
dove Ex ed Ey sono le energie rispettivamente dei segnali x e y.
Nel prosieguo della tesi è stata applicata la definizione di correlazione a
segnali reali e sono stati ricavati i parametri utili a misurare la somiglian-
za tra 71 coppie di spezzoni, di lunghezza L variabile, estratte dai segnali
EEG ed EMG patologico in corrispondenza di eventi burst. Prima di cal-
colarne la correlazione, tali segnali sono stati ulteriormente filtrati (dopo il
pre-processing descritto in Sezione 3.2). L’EEG è stato filtrato mediante un
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filtro passa-banda ideale tra 26 e 31 Hz, quindi si è preso il modulo del segna-
le, a cui è stato applicato un filtro passa-basso ideale con cut-off frequency
di 5 Hz e successivamente è stata rimossa la media. L’EMG è stato filtrato
mediante un filtro passa-banda ideale tra 5 e 250 Hz, quindi si è preso il
modulo del segnale, a cui è stato applicato un filtro passa-basso ideale con
cut-off frequency di 5 Hz e successivamente è stata rimossa la media.
A tali segnali filtrati è stata applicata la funzione di correlazione creata
appositamente in Matlab, la quale prevede l’inserimento di tre parametri
di input: i due vettori colonna degli spezzoni dei segnali EEG ed EMG e
la frequenza di campionamento Fs. La funzione restituisce come output
quattro vettori colonna che rappresentano il coefficiente di correlazione, il
valore massimo normalizzato, il rispettivo lag a cui è presente il massimo e
la lunghezza dei segmenti.
I relativi risultati sono presentati e discussi in dettaglio nella Sezione 4.1.
3.4 Analisi nel dominio della frequenza: coerenza
Parallelamente alla precedente analisi è stata esaminata un’ulteriore misura
di accoppiamento tra il segnale cerebrale e quello muscolare nel dominio
della frequenza: la cosiddetta coerenza cortico-muscolare (cortico-muscular
coherence, CMC ) [39]. La motivazione del successo di questo tipo di tecniche
risiede nell’interazione, dimostrata per la prima volta nel 1995 [40], tra i ritmi
del sistema nervoso centrale e periferico, intorno a 20 Hz (banda β).
Incidentalmente si sottolinea l’utilità dell’analisi nel dominio della fre-
quenza in altri studi sull’attività del cervello: essi hanno dimostrato l’esi-
stenza di meccanismi di comunicazione sia tra il SNC e il SNP [1] sia al-
l’interno di diverse strutture del cervello stesso tramite segnali a frequenze
diverse in base alla distanza che l’informazione deve percorrere [41]. Ta-
li interazioni possono cambiare profondamente da individuo ad individuo e
specialmente in presenza di disturbi motori come malattia di Parkinson o
epilessia mioclonica [42].
L’analisi di coerenza rappresenta in particolare uno strumento matemati-
co importante ed utile al fine di studiare in modo quantitativo tali fenomeni.
A livello matematico la coerenza tra due segnali, x(t) e y(t), intesi come
processi aleatori, è espressa nel dominio della frequenza in una forma simile
a quella del coefficiente di correlazione:
Cohxy(f) ,
Pxy(f)√|Px(f)| ·√|Py(f)| ,
dove Px(f) è la densità di potenza spettrale di x (power spectral density,
PSD) e Pxy(f) = 1
n
n∑
i=1
Xi(f)Y
∗
i (f) la densità di potenza spettrale mutua
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tra i due segnali (cross power spectral density, CPSD).
Tale misura è spesso calcolata nella seguente forma:
Cxy(f) , |Cohxy(f)|2 = |Pxy(f)|
2
|Px(f)| · |Py(f)| ,
chiamata magnitude squared coherence (MSC), che tiene conto solo del mo-
dulo della coerenza (indipendentemente dalla sua fase) ed è compresa tra 0
e 1.
Per l’impiego di tali metodologie su segnali reali di cui non si conosce
a priori il rapporto segnale-rumore (SNR) e su cui si possono ottenere N
misure ripetute, è utile stimare il livello di significatività tramite tecniche
statistiche al fine di individuare una soglia di confidenza (confidence level,
CL) al livello α [43]:
CL(α) = 1− (1− α) 1N−1 , (3.1)
dove N è il numero di osservazioni ed α è il livello di confidenza desiderato.
Per le successive analisi la coerenza è stata considerata significativa quando
maggiore del 95%, ovvero α = 0.95.
Seguono ora un paio di test simulativi svolti in Matlab per mostrare l’ef-
ficacia della tecnica della coerenza per identificare le somiglianze significative
nel dominio della frequenza tra due segnali.
Test simulativo n° 1
Il primo esempio considera due sinusoidi a f1 = 25 Hz sfasate di pi/3 di durata
1 s, campionate a 1000 Hz entrambe corrotte da rumore bianco gaussiano a
media nulla e varianza unitaria, e ne calcola la coerenza. I segnali considerati
sono:
x(t) = sin(2pif1t) +WGN,
y(t) = sin(2pif1t− pi/3) +WGN,
dove WGN rappresenta il rumore bianco gaussiano.
La coerenza è stata calcolata sfruttando l’algoritmo di Welch per il calcolo
delle densità di potenza spettrale Px(f), Py(f) e Pxy(f). Tale tecnica è
utile per ridurre l’incertezza della stima: essa prevede, infatti, di spezzare le
sequenze temporali in N segmenti eventualmente sovrapposti (overlap) dei
quali calcolare N spettri di potenza. Per ottenere una stima della PSD viene
calcolata la media tra gli N spettri ottenuti al passo precedente. Si noti che
N è lo stesso di quello che compare nella formula (3.1). Per stimare le PSD
e la coerenza sono stati scelti segmenti di lunghezza L = 1024 campioni,
nfft=1024 punti su cui fare la trasformata di Fourier, overlap pari al 50% e
si è utilizzata una finestra di Hanning per diminuire gli effetti ai bordi [38].
Si sono, quindi ottenuti N=8 segmenti di durata (1 s)/(8 segmenti)=125 ms.
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Il risultato è riportato in Figura 3.7 in cui il livello di confidenza è tracciato
in rosso e vale:
CL(0.95) = 1− (1− 0.95) 1N−1 = 0.3482.
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Figura 3.7: Primo esempio di applicazione della coerenza. Da a) ad e) grafici
di x, PSD di x, y, PSD di y, Cohxy.
È immediato notare il picco di altezza unitaria in corrispondenza di 25
Hz nel grafico della coerenza. Si noti inoltre che la larghezza di banda in
corrispondenza del picco di coerenza a 25 Hz non è molto stretta a causa
dell’accoppiamento con alcune componenti del rumore.
Si immagini di non conoscere la frequenza delle sinusoidi di partenza ma
che sia noto che entrambe sono corrotte da rumore bianco gaussiano -ad
esempio possono essere considerate come l’ingresso e l’uscita di un sistema
lineare- allora, in questo modo, è possibile ricavare con discreta precisione la
frequenza di lavoro.
Test simulativo n° 2
Modificando il segnale x(t) in modo da aggiungere una seconda sinusoide a
frequenza f2 = 10 Hz , ovvero:
x1(t) = sin(2pif1t) + sin(2pif2t) +WGN,
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il risultato della coerenza in questo caso è riportato in Figura 3.8 dove si
può notare la comparsa di un picco a 10 Hz di ampiezza minore del livello di
confidenza. La spiegazione risiede nel fatto che tale frequenza è presente sia
nella sinusoide del segnale x1(t) sia come componente del rumore presente
in y(t).
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Figura 3.8: Secondo esempio di applicazione della coerenza
Test simulativo n° 3
Il terzo esempio considera due segnali di durata 1 s ottenuti sommando una
sinusoide a f3 = 20 Hz e una a f4 = 50 Hz, sfasate tra di loro, di ampiezze
diverse e corrotte da rumore bianco gaussiano di media nulla e varianza
unitaria (WGN ). Si considerino quindi:
x2(t) = sin(2pif3t) + sin(2pif4t) +WGN,
y2(t) = 0.5 sin(2pif3t− pi/4) + 0.3 sin(2pif4t− pi/2) +WGN.
La coerenza con livello di confidenza ad α = 0.95 è stata calcolata tra
tali segnali come visto nell’esempio precedente; si sono ricavati i risultati illu-
strati in Figura 3.9, in cui si vedono chiaramente i due picchi della coerenza
rispettivamente a f3 = 20 Hz e f4 = 50 Hz, entrambi al di sopra della soglia
di significatività.
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Figura 3.9: Terzo esempio di applicazione della coerenza. Da a) ad e) grafici
di x2, PSD di x2, y2, PSD di y2, Cohx2y2 .
Calcolo della coerenza su segnali reali
Infine, la coerenza è stata calcolata tra due segnali EEG ed EMG reali di
durata 196.6 s (quelli già menzionati in precedenza) pre-filtrati come visto
nella Sezione 3.2, con i parametri (lunghezza del segmento su cui fare la
stima della coerenza L, numero di punti di cui calcolare la trasformata di
Fourier nfft, overlap e finestra) scelti come negli esempi precedenti.
I risultati sono presentati e discussi nella Sezione 4.2.
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Capitolo 4
Risultati
In questo capitolo si illustrano e si commentano i principali risultati nume-
rici ricavati dalle analisi svolte dapprima nel dominio del tempo e successi-
vamente nel dominio della frequenza applicando le definizioni presentate nel
Capitolo 3 su segnali EEG ed EMG reali
4.1 Risultati dell’analisi temporale
Per quanto riguarda questo tipo di analisi si ricordi quanto detto nella Sezio-
ne 3.3: sono state selezionate 71 coppie dai segnali EEG ed EMG patologico
di partenza in corrispondenza di eventi burst nell’EMG (cfr. Sezione 3.2) e
su di esse è stata calcolata la correlazione e i relativi parametri significativi
(il coefficiente di correlazione ρ, il massimo normalizzato della correlazione
e il lag corrispondente al massimo).
Dopo il filtraggio in banda passante nella banda di interesse i segnali risultan-
ti appaiono più simili nel loro andamento nel tempo rispetto a quelli grezzi,
come si può vedere nelle due coppie illustrate come esempio in Figura 4.1 e
in Figura 4.2 di durata rispettivamente 0.4 s e 2.1 s.
Certamente la stessa analisi non sarebbe potuta essere applicata direttamen-
te ai segnali EEG ed EMG grezzi o solo minimamente pre-filtrati, poiché le
differenze degli andamenti sia nel tempo sia nella frequenza sarebbero stati
molto maggiori e i risultati più spuri.
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Figura 4.1: Coppia di spezzoni di EEG (in alto) ed EMG (in basso) di durata
0.4 s dopo il filtraggio in banda passante.
Figura 4.2: Coppia di spezzoni di EEG (in alto) ed EMG (in basso) di durata
2.1 s dopo il filtraggio in banda passante.
Per riuscire a visualizzare con maggior immediatezza i risultati numerici
si sono creati degli istogrammi riportati di seguito.
In Figura 4.3 è illustrato l’istogramma del modulo del coefficiente di cor-
relazione per ciascuna coppia. Il valore medio è 0.395 (la varianza risulta
0.0638). Tale valore è molto basso dal momento che il calcolo è svolto sen-
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Figura 4.3: Istogramma con 10 bin dei coefficienti di correlazione.
za considerare traslazioni temporali, perciò non si è rilevato particolarmente
interessante per le analisi successive.
Come conseguenza di tali osservazioni si è ritenuta fondamentale l’inda-
gine riguardo al valore massimo della correlazione, insieme all’indicazione del
ritardo a cui si osserva.
Nella Figura 4.4 è riportato l’istogramma del modulo del valore massimo del-
la correlazione normalizzato sulla radice quadrata del prodotto delle energie.
Il risultato che si evince è certamente significativo, poiché la presenza di mol-
te occorrenze di valori relativamente alti (media=0.683 e varianza=0.0293)
sta a certificare uno stretto legame tra EEG ed EMG, a meno di sfasamenti
temporali per esempio dovuti alla trasmissione degli impulsi elettrici lungo
le vie nervose.
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Istogramma del modulo del massimo valore normalizzato della correlazione
Figura 4.4: Istogramma con 12 bin dei massimi valori normalizzati della
correlazione per le 71 coppie.
In Figura 4.5 è raffigurato l’istogramma del ritardo dell’EMG rispetto
all’EEG a cui corrisponde il massimo valore della loro correlazione mutua.
L’istogramma è stato creato utilizzando 40 bin, ciascuno dei quali tiene in
considerazione i ritardi di un intervallo di (3 s)/(40 bin)=0.075 s. Il massimo
di tale istogramma si trova in −11.65 ms con 19 occorrenze.
Poiché la propagazione degli impulsi nervosi avviene ad una velocità media
di alcune decine di metri al secondo, è noto che la trasmissione del segnale
dal cervello al muscolo APB impiega qualche decina di millisecondi [14]. A
fronte di queste considerazioni si nota che la scala temporale in Figura 4.5 è
inadatta agli scopi desiderati; perciò ne è stato considerato un ingrandimento,
riportato in Figura 4.6, dove sono state eliminate le regioni decisamente
escluse dal senso fisiologico.
Si nota, quindi, più chiaramente che il picco che inizialmente (Figura 4.5)
appariva centrato in lag = 0 s è in realtà collocato qualche decimo di secondo
prima.
Infine è utile osservare che la media risulta di −10 ms e la varianza di 0.1;
la tendenza dei valori rispecchia la fisiologia neuromuscolare e ci si aspetta
che incrementando il campione si concentri ancor di più su valori vicini alla
media.
31
tempo [s]
-1.5 -1 -0.5 0 0.5 1 1.5 2
n°
 d
i o
cc
or
re
nz
e
0
2
4
6
8
10
12
14
16
18
20 X: -0.01165
Y: 19
Figura 4.5: Istogramma con 40 bin dei lag delle 71 coppie, in cui è evidenziato
il valore massimo in −11.65 ms con 19 occorrenze.
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Figura 4.6: Ingrandimento dell’istogramma dei lag della Figura 4.5.
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4.2 Risultati dell’analisi frequenziale
Per l’analisi in frequenza si è calcolata la funzione di coerenza per entram-
be le coppie di segnali EEG ed EMG della Sezione 3.2, in modo da poter
confrontare i risultati ottenuti nel caso sano con quelli del caso patologico e
trarne alcune conclusioni.
Nel prosieguo si è sempre utilizzata la funzione pwelch di Matlab, che im-
plementa l’algoritmo di stima spettrale di Welch su finestre di Hanning di
1024 campioni con overlap al 50% e numero di punti su cui calcolare la tra-
sformata di Fourier pari a nfft= 1024. Perciò la lunghezza di ogni finestra
è di circa un secondo, la quale viene fatta scorrere lungo l’intera durata dei
segnali considerati.
Nel caso del soggetto sano i segnali EEG ed EMG sono stati riportati in
Figura 3.5 e hanno durata di 22 s. Calcolando la stima della loro coerenza
con i parametri definiti sopra si ottiene un livello di confidenza al 95% pari
a CL = 1 − (1 − α) 1n−1 = 0.067, con n = 44 segmenti su cui è stata fatta
la stima. In Figura 4.7 è possibile vedere che i picchi maggiormente pro-
nunciati tanto da oltrepassare il livello di confidenza sono presenti solamente
alle "basse" frequenze tra 5 e 20 Hz. Il risultato non è affatto sorprendente
poiché è già stato notato che la densità di potenza spettrale dell’EMG sano
è principalmente contenuta entro tali frequenze (cfr. Figura 3.6)
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Figura 4.7: Coerenza cortico-muscolare nel caso sano.
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Nel caso del soggetto patologico i segnali EEG ed EMG sono stati ripor-
tati in Figura 3.3 e hanno durata di 196.6 s. Calcolando la stima della loro
coerenza con i parametri definiti sopra si ottiene un livello di confidenza al
95% pari a CL = 1 − (1 − α) 1n−1 = 0.076, con n = 393 segmenti su cui è
stata fatta la stima. In Figura 4.8 si vedono molti picchi entro 5 e 45 Hz al
di sopra del CL. Diversamente dal caso precedente, dunque, si vede che vi
sono picchi di coerenza elevata anche per frequenze "alte" comprese tra 20
e 45 Hz.
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Figura 4.8: Coerenza cortico-muscolare nel caso patologico.
Sembra, quindi, che i picchi di coerenza alle alte frequenze siano causati
dalla patologia, ovvero che in presenza di eventi di tipo burst sull’EMG si
possa trovare un comportamento simile, non visibile ad occhio nudo, nel-
l’EEG.
Tuttavia considerare i segnali interi non è particolarmente indicativo poiché
si considerano tanti contributi diversi: sia regioni dell’EMG in cui vi sono
forti eventi di tipo burst sia regioni in cui il comportamento è del tutto simile
al caso sano. Per confermare, dunque, il fatto che i picchi a valori di frequen-
za elevata siano effettivamente causati dalla patologia, sono state selezionate
alcune coppie di brevi segmenti sincroni di EEG ed EMG patologico, come
illustrato nel dettaglio di seguito.
In un primo caso è stata selezionata una coppia di durata 1.5 s, consi-
derando una regione in cui l’EMG non presenta evidenti fenomeni di tipo
burst ad occhio nudo ed anzi è simile al caso di EMG sano. I grafici della
coppia nel dominio del tempo e della frequenza sono riportati in Figura 4.9.
Dunque si è calcolata la coerenza tra questa coppia ed il risultato è illustrato
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in Figura 4.10. Come ci si attendeva, si nota un picco alle basse frequenze
(all’incirca in 8 Hz), mentre alle alte frequenze non c’è correlazione signifi-
cativa in questo caso, poiché lo spettro dell’EEG è caratterizzato da bassa
potenza (< 3 µV2/Hz) per valori superiori a circa 25 Hz e lo spettro del-
l’EMG è caratterizzato da bassa potenza (< 0.2 µV2/Hz) in tutta la banda
di interesse con un picco massimo a 7.8 Hz di potenza pari a 0.16 µV2/Hz,
come si può verificare nelle Figura 4.9-b e Figura 4.9-d.
Figura 4.9: Segmenti sincroni di durata 1.5 s di segnali EEG ed EMG pa-
tologico in cui non vi sono evidenti eventi burst nell’EMG. a) EEG; b) PSD
dell’EEG; c) EMG; d) PSD dell’EMG.
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Figura 4.10: Coerenza tra i due spezzoni illustrati in Figura 4.9. CL = 0.776
con n = 3 e α = 0.95.
In un secondo caso è stata selezionata una coppia di spezzoni di segnali
EEG ed EMG patologico di durata 3 s, scegliendo una regione in cui l’EMG
mostra evidenti fenomeni di tipo burst. I grafici della coppia nel dominio
del tempo e della frequenza sono riportati in Figura 4.11, dove si noti la
differenza di scala tra la Figura 4.11-c (±200 µV) e la Figura 4.9-c (±10
µV) e tra la Figura 4.11-d e la Figura 4.9-c a testimonianza della presenza
di fenomeni anomali nell’EMG in condizioni di riposo dei casi in esame.
Dunque è stata calcolata la coerenza in questa regione e il risultato è illustra-
to in Figura 4.12. Si vede che le basse frequenze sono decisamente scomparse
dalla zona significativa della coerenza; mentre sono visibili dei picchi attorno
a 20 Hz e a 35 Hz. In effetti si può verificare che l’EEG e l’EMG presentano
maggiore potenza spettrale alle alte frequenze (Figura 4.11) rispetto al caso
precedente (Figura 4.9).
Inoltre si può osservare un’ulteriore differenza tra le potenze spettrali dei se-
gnali proposti, in Figura 4.9-b si vede che la potenza spettrale nel caso sano
ha una banda più stretta ma valori di picco maggiori rispetto al caso patolo-
gico riportato in Figura 4.11-b: la potenza è confrontabile ma l’occupazione
dello spettro risulta molto diversa.
Successivamente è stata svolta la coerenza su altre coppie di spezzoni di
segnali in cui l’EMG presenta burst ottenendo risultati del tutto analoghi al
caso appena considerato, con picchi attorno a 20 Hz e tra 30 e 40 Hz, come
osservato in alcuni riferimenti bibliografici [9].
Questo suggerisce definitivamente che potrebbe esserci una qualche influen-
za dell’EEG in corrispondenza di eventi burst nell’EMG; la comparsa di
attività anomala nell’EEG che, verosimilmente, potrebbe rappresentare la
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causa degli eventi burst potrebbe essere anche la chiave per la riabilitazione
neuromotoria di questo genere di deficit.
Figura 4.11: Segmenti sincroni di durata 3 s di segnali EEG ed EMG patolo-
gico in cui vi sono evidenti eventi burst nell’EMG. a) EEG; b) PSD dell’EEG;
c) EMG; d) PSD dell’EMG.
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Figura 4.12: Coerenza tra gli spezzoni EEG ed EMG illustrati in Figura 4.11-
a e Figura 4.11-c. CL = 0.451 con n = 6 e α = 0.95.
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Capitolo 5
Conclusioni e sviluppi futuri
I risultati presentati nel capitolo precedente offrono lo spunto per alcune in-
teressanti considerazioni sulla complementarietà delle due tipologie di analisi
proposte. In effetti l’analisi nel dominio del tempo fornisce un’indicazione
sulla somiglianza a meno di traslazioni temporali, mediante il massimo della
correlazione, dei segnali EEG ed EMG filtrati come illustrato nelle Sezioni
3.2 e 3.3; l’analisi nel dominio della frequenza, invece, fornisce un’informa-
zione su quali sono le principali frequenze in comune tra i segnali in oggetto.
Partendo, quindi, dall’analisi in frequenza di una coppia di segnali EEG ed
EMG è possibile identificare la banda in cui vi è coerenza maggiore; succes-
sivamente si possono filtrare i segnali nella banda di interesse e procedere al
calcolo del coefficiente di correlazione.
Ad esempio, come interessante sviluppo di questa tesi, si consideri quanto ri-
sultato in Figura 4.12 la quale illustra la coerenza tra una coppia di spezzoni
EEG ed EMG in cui l’EMG presenta fenomeni di tipo burst. Se si ipotizza
che il picco attorno a 37 Hz (in generale si può confermare che picchi analo-
ghi sono presenti tra 30 e 40 Hz) sia influenzato in qualche modo dal fatto
che l’EMG sia patologico, allora si possono filtrare i segnali EEG ed EMG
patologico di partenza in banda passante nelle frequenze individuate e, infi-
ne, valutare se esiste una maggior correlazione nel tempo tra le componenti
in frequenza di EEG ed EMG selezionate [44].
Le analisi discusse nella tesi possono, inoltre, avere dei riscontri nel ca-
so dell’interfaccia uomo-macchina (brain-computer interface, BCI ) al fine di
conseguire progressivamente la cosiddetta simbiosi uomo-macchina, teorizza-
ta da J. C. R. Licklider nel 1960 [45] e successivamente da J. J. Vidal nel 1973
[46]. Se si identifica, infatti, una robusta correlazione o coerenza tra EEG
ed EMG con eventi burst, si dispone di uno strumento matematico in grado
di individuare gli eventi patologici e quindi, portandolo ad agire in tempo
reale, si può riuscire a comandare una macchina che aiuti a normalizzare
nuovamente quei processi.
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