Abstract. We consider the gradient flow of a quadratic non-autonomous energy under monotonicity constraint in time and natural regularity assumptions. We provide first a notion of weak solution, inspired by the theory of curves of maximal slope, and then existence (employing time-discrete schemes with different "implementations" of the constraint), uniqueness, power and energy identity, comparison principle and continuous dependence. As a byproduct, we show that the energy identity gives a selection criterion for the (non-unique) evolutions obtained by other notions of solutions. We finally show that, for autonomous energies, the solutions obtained with the monotonicity constraint actually coincide with those obtained with a fixed obstacle, given by the initial datum.
Introduction
Parabolic evolution equations with monotonicity constraints naturally arise in several mathematical models; for instance, the behaviour of materials undergoing inelastic processes (like fracture, damage, plasticity etc.) requires monotonicity constraints, due to the irreversibility of such phenomena. Few specific results have been recently obtained for applications in mechanics, see e.g. [6, 7, 19] ; for abstract evolutions let us mention [2] , dealing with strong solutions, and the recent [1] , dealing with the an autonomous Allen-Cahn equation. In the context of [2] , and inspired by the applications we consider in particular a prototype energy of the form F(t, u) = E(u) − f (t), u = 1 2 a(u, u) − f (t), u where a(·, ·) is a coercive, continuous bi-linear form in H 1 0 while f belongs to L 2 (0, T ; L 2 ). We write ·, · for the L 2 -scalar product and (·, ·) for the duality between H 1 0 and H −1 , we will also employ the operator A : H 1 0 → H −1 defined by a(u, v) = −(Au, v). We consider weak solutions u ∈ L ∞ (0, T ; H 1 0 )∩H 1 (0, T ; L 2 ) with u(0) = u 0 ∈ H 1 0 . Before switching to the mathematical content let us make a comment on timedepending data in applications: in the context of phase-field models for fracture stored energies often take the form F ε (t, v, w) = where v ∈ H 1 (Ω, [0, 1] ) is the phase-field variable, w is the displacement field, while W(t, v, w) is the elastic (phase-field) energy. The first integral plays the role of the energy E, while the second (non-linear) term corresponds, roughly speaking, to the (linear) term −f (t), v ; indeed, among the many (see for instance [23] and the references therein) a possible, simple choice is W(t, v, w) = (v −1)W (Dw(t)) where W denotes linear elastic energy density, whose regularity in time is, in general, not better that L ∞ (0, T ; L p ) for some p < 1, see e.g. [17, 4] . In this specific application, the fact that p < 2 is balanced by the fact that v ∈ L which is not the case in our setting, however it is important to note that differentiability of W in time is out of reach. We anticipate that the time regularity of data and solutions will play a crucial role also in the analysis.
Our very first target is a suitable notion of solution and, equivalently, an effective way of writing the unilateral (constrained) gradient flow. This basic question is delicate, in particular as far as well-posedness, since different notions may provide different solutions; let us briefly list the main options available in the literature (more details are in §1), highlighting the possible issues and the main differences.
A convenient framework to handle unilateral (monotonicity) constraints is given by parabolic variational inequalities. In our setting, it is natural to search for solutions u such that for a.e. t ∈ (0, T ) it holds (Au(t), z − u(t)) + f (t), z − u(t) ≤ u(t), z − u(t)
for every z in the convex cone K(t) = {z ∈ H 1 0 : z ≥ u(t)}. This is an elliptic-parabolic problem with a time depending constraint, cf. [18, 12] ; however here K(t) is not a datum, because it depends on the solution u itself, and this changes significantly the problem. Indeed, existence is easily proved (see Proposition 2.3) but the set of solutions turns out to be but far too large for uniqueness (see the counter-example in §5. 4) .
Another possible way of writing the evolution is to employ a sort of "doubly non-linear inclusion"; in our setting a feasible formulation could bė u(t) + ∂I + (u(t)) − Au(t) − f (t) 0 (2) where I + is the indicator function of the set {v ≥ 0} and ∂I + is its L 2 -subdifferential. However, this inclusion to hold, Au(t) + f (t) should be in L 2 , which is not true in general (cf. §5.3). As a matter of fact, this approach is suitable under more restrictive conditions on u 0 and f , which ensure u(t) ∈ H 2 and thus Au(t) + f (t) in L 2 , see e.g. [1, 2] . Another natural approach is to consider the L 2 -projection of the gradient of the energy F. For sake of simplicity, note that if u ∈ H 2 then −dF(t, u)[z] = Au + f (t), z , as a consequence, the positive part [Au + f (t)] + is the L 2 -projection of Au + f (t) = −∇ L 2 F(t, u) on the cone of positive functions. Therefore, it makes sense to search for solutions u such thaṫ u(t) = [Au(t) + f (t)] + in L 2 for a.e. t ∈ (0, T ).
Technically, if u(t) ∈ H 2 then Au(t) + f (t) is a locally finite Radon measure and [Au(t) + f (t)] + is its positive part, in the sense of Hahn decomposition. Once again, existence of solutions is true (see Proposition 2.3) but uniqueness is not (see the counter-example in §5.4).
Finally, let us introduce our notion of solution, which provides existence and uniqueness. We employ the theory and the language of curves of maximal slope [5] , starting, for sake of clarity, with f ∈ AC(0, T ; L 2 ). In this case (see Theorem 2.2) there exists a unique u such that the energy t → F(t, u(t)) is absolutely continuous in (0, T ) and for a.e. t ∈ (0, T ) the following power balance holdṡ
where |u| L 2 + and |∂F| L 2 + (t, u) denote respectively a singular (unilateral) norm and the unilateral slope respectively given by
Following [5] we will say that u, satisfying (4) , is a curve of maximal unilateral slope. When f ∈ L 2 (0, T ; L 2 ) the power balance inequality (4) does not make sense since the time derivative of f is not available. However, there exists a unique u such thaṫ E(u(t)) ≤ − 
Actually, in Definition 2.1 we will employ an equivalent time-integral formulation which is more convenient in the proofs and which is strictly related to the energy identity E(u(t)) = E(u 0 ) − f (s),u(s) ds for every t ∈ (0, T ). (6) At this point, it is important to remark that the unique solution of (5) is also a solution to (1) and (3); in other terms, the energy balance turns out to select a unique solution of the parabolic variational inequality
(1) and of the unilateral gradient flow (3) . Moreover, if the solution is sufficiently regular then it solves also (2) and (4) . Now, let us describe the structure and the content of the article. Sections and results are organized according to the time regularity of the datum f , which plays an important role both in the analysis and in the applications. First of all we consider the most general case, i.e. f ∈ L 2 (0, T ; L 2 ), which occupies most of the paper. We prove existence and uniqueness of a solution in the sense of (5) . Existence is obtained by time discretization, employing three different incremental problems of interest in the applications [22, 3, 14] . Let t n,k = kτ n is a uniform discretization of the interval [0, T ] with τ n = T /n. In the first scheme, given u n,k at time t n,k , let the configuration u n,k+1 at time t n,k+1 be simply given by
In the second we employ instead an a posteriori truncation, i.e., given u n,k we define u n,k+1 by ũ n,k+1 ∈ argmin F(t n,k+1 , u) +
The fact that the first minimization is unconstrained makes this scheme very convenient in the numerical implementation [22, 3] , on the other hand the analysis is slightly more involved. Last, we consider a penalty method, i.e., given u n,k we get u n,k+1 by solving
where
Each scheme defines a sequence of discrete solutions u n (depending on τ n ) which enjoys suitable compactness properties and which converges (weakly and up to subsequences) to a solution of (5); a posteriori we actually prove that the whole sequence converges strongly. Note that for f ∈ L 2 (0, T ; L 2 ) the time regularity of solutions is rather low, since in general u ∈ H 1 (0, T ; L 2 ). As a consequence, uniqueness does not follow from classical tools, we use instead a contradiction argument of [16] based on energy balance and convexity. For the same reason, the energy identity does not follow by the chain rule, which would require at least u ∈ H 1 loc (0, T ; H 1 ), rather, it is proved employing a measure theory argument, see also [10, 19] .
In the second case we consider f ∈ AC(0, T ; L 2 ). This is obviously contained in the previous one, however, from a theoretical point of view, it is interesting to know that in this case solutions are of class H 1 loc (0, T ; H 1 0 ); as a consequence, a better representation holds and few issues, due to the lack of time regularity, are avoided.
Lastly, when f is independent of time, besides recovering the classical results of [15] , we prove a (rather surprising) property: the unique solution of (5) turns out to coincide with the unique solution of the unconstrained L 2 -gradient flow for the functionalF(u) = F(u) + I + (u − u 0 ), in other terms, the monotonicity constraint can be replaced by a fixed obstacle, given by the initial datum u 0 ; however, this property does not hold when f depends on time (see the counter-example in Remark 7.1).
To complete our analysis, we prove a comparison principle and a (non-quantitative) continuous dependence property for solutions of (5); moreover, for the interested reader, we provide in the appendix further properties, representations and remarks on the unilateral slope. Finally, we remark that several results can be generalized, for instance to (non-quadratic) convex or λ-convex energies (see §2.4). 
and the corresponding operator A :
. Accordingly, we introduce the stored energy
Clearly a 1/2 (u, u) is the energy-norm which is equivalent to the standard norm in H 1 0 . Finally, let us introduce the following convenient notation
. Let us choose a representative of f (defined for every t ∈ [0, T ]) and consider the free energy
(in the sequel we will see that the evolution is independent of the choice of the representative). Clearly,
In particular, for u ∈ H 2 we have Au ∈ L 2 and thus −dF(t, u)[z] = Au + f (t), z , then we can write −∇ L 2 F(t, u) = Au + f (t) and thus [Au + f (t)] + (the positive part) turns out to be the L 2 -projection of −∇ L 2 F(t, u) on the cone of positive functions, which is indeed the set of admissible variations. A qualitatively similar property holds, in a suitable sense, even if u ∈ H 1 0 \ H 2 , see § 3. Inspired by the theory of curves of maximal slope [5] we provide the following definition (further connections will be given in the sequel).
is a unilateral gradient flow for the energy F if Au(t) + f (t) is a Radon measure for a.e. t ∈ (0, T ) and if for every 0 ≤ t
The fact that u is monotone in time, i.e.u ≥ 0, is implicitely written in (9).
The next theorem contains the main result: existence, uniqueness, and energy identity; it will be will be proven in § 4, employing several different time-discrete schemes.
Theorem 2.2 Given u 0 ∈ H 1 0 there exists a unique unilateral gradient flow u for F with u(0) = u 0 . Moreover, for every 0 ≤ t 1 ≤ t 2 ≤ T the following energy identities hold:
Note that (10) is independent of the choice of the representative of the datum f .
From (11) it follows that the energy t → E(u(t)) is absolutely continuous in [0, T ] and for a.e.
Remember that [Au + f (t)] + plays the role of the projection of −∇ L 2 F(t, u) on the unilateral cone of positive functions; it is thus natural that unilateral gradient flows solve also the parabolic problem (12) and the elliptic-parabolic variational inequality (13) below. Actually, in § 5.3 we will see that solutions of (12) or (13) are not unique. Therefore, (12) or (13) , by themselves, are not characterizations of unilateral gradient flows, in the sense of Definition 2.1. Lack of uniqueness is essentially due to the constraint, indeed, by classical results (see e.g. [8] ) the solution of the uncostrained gradient flow for F would be unique. In other terms, not all the solutions of (12) or (13) satisfy the energy identity (10) , which instead selects a unique solution. However, if u 0 ∈ H 2 and if f is suitably controlled then (12) has a unique strong solution, see [2] . Proposition 2.3 Let u be the unilateral gradient flow provided by Theorem 2.2, then u solves the parabolic partial differential equation
where Au(t)+f (t) is a (locally finite) Radon measure and [Au(t)+f (t)] + is its positive part. In particular,
Moreover, if u solves the parabolic problem (12) then it solves also the elliptic-parabolic variational inequality
Clearly, writing φ = z − u(t) the previous inequality reads
for every z in the convex cone
We remark that in (14) the set K(t) is unknown, since it depends on u; this is a major difference comparing with elliptic-parabolic problems with time depending constraints, see e.g. the recent [18, 12] and the references therein.
From the "physical point of view" solutions in the sense of Definition 2.1 could be equivalently characterized by the parabolic problem (12) together with the energy identity
and P ext (t,u(t)) = f (t),u denote respectively the dissipation and the power of external forces. Finally, notice that in general
(where I + is the indicator function of the set {v ≥ 0}) we cannot re-write (12) in the form
because ∂Ψ ⊂ L 2 and thus Au(t) + f (t) should be in L 2 , which is not always the case. The latter equation, in the formu
is adopted e.g. in [1, 2] under stronger regularity on the data, in order to have
Unilateral gradient flows, in the sense of Definition 2.1, enjoy comparison principle and continuous dependence; on the contrary, by lack of uniqueness, solutions of (12) or (13) do not satisfy them. 
; let u m and u be the corresponding unilateral gradient flows. Then u 
In § 3 we will see that
For equivalent ways of writing the slope, with a "singular metric" and with a "unilateral subdifferential", see instead Appendix A and B. Actually, in the study of unilateral gradient flows we will sistematically employ the unilater slope, also in the case f ∈ L 2 (0, T ; L 2 ) since it is technically very convenient. In particular, if f ∈ AC(0, T ; L 2 ) we have the following result.
is absolutely continuous in (0, T ) and u (the unique solution in the sense of Definition 2.1) is also characterized bẏ
Moreover, following [15] ,
where Φ :
Inequality (18) provides, in the non-autonomous case, a notion of curve of maximal (unilateral) slope in the spirit of [5, Definition 1.3.2] . Moreover, as a consequence of Proposition 2.7, for every 0 ≤ t 1 ≤ t 2 ≤ T the energy identities read
Finally, note that the functional Φ is indeed the restriction to H 1 0 of the functional Ψ appearing in (16).
A characterization when f is independent of time
The case in which f is independent of time has been already treated in the literature, see e.g. [15] ; however, in this case we show that the monotonicity constraint on the speedu can be replaced by a fixed obstacle, as a consequence we provide a further characterization of solutions, in the spirit of the recent [1, Remark 5.3] with a different proof.
) be the unilateral gradient flow for F with initial datum u 0 . Then, u turns out to be the (unconstrained) L 2 -gradient flow for the functionalF(u) = F(u) + I + (u − u 0 ). Moreover, u is also the unique solution of the following parabolic obstacle problem:
As we will see in §7 the above characterization does not hold when the force f depends on time.
Generalizations
To conclude this section, let us mention that several of the above results can be extended to more general functionals, with few modifications in the definitions and in proofs. The choice of quadratic functionals is motivated by sake of simplicity and by the fact that quadratic, or separately quadratic, functionals are mostly used in applications, since they allow for easy numerical implementations. 
for some λ < 0 and for every z 0 , z 1 ∈ R and s ∈ (0, 1). The double-well potential w(z) = z 2 (z − 1) 2 , appearing in the Allen-Cahn equation, is a prototype λ-convex functions for λ ≤ min z w (z). Under these assumptions, we can define the stored energy E : W 1,p → R and the free energy
In this case, adapting the arguments of the following sections, it is not difficult to see that the unilateral slope is still well defined and weakly lower semi-continuous in W 1,p . Thus, we can still show that for
which satisfies the energy identity (10). However, in this weak setting, uniqueness is still open since the unilateral slope is not convex and thus the arguments of §4.4 do not apply.
Energy and unilateral slope
Given z = 0 as in (23) 
Taking the supremum on the right hand side we get |∂F| L 2
A direct consequence of the previous Lemma is the following useful result.
By Lemma 3.1 we have
where the supremum is pointwise in (0, T ). Measurability follows.
and consider the energies
Proof. The weak lower semicontinuity of the energy is obvious.
By Lemma 3.1 we deduce that
from which (24) follows by taking the supremum with respect to z.
To conclude, we provide in Corollary 3.7 an L 2 "representation" of the slope, which is fundamental to connect the unilateral gradient flow and the parabolic problem (12); its proof is a direct consequence of the next abstract lemmas on Radon measures.
then ζ is a (locally finite) Radon measure whose positive part ζ + belongs to L 2 . Moreover
For a proof see [19] or [9] .
Lemma 3.6 Let ζ be as in the previous lemma and z ∈ L 2 with z ≥ 0 and
Proof. By definition (z, φ) ≥ (ζ, φ) for every φ ∈ C ∞ 0 with φ ≥ 0. Denote Ω + the support of ζ + and let Ω − = Ω \ Ω + . To prove the lemma it is enough to show that z, φ ≥ ζ + , φ for every φ ∈ L 2 with φ ≥ 0 and φ = 0 in Ω − . Since Ω + is a Borel set there exists an increasing sequence K n of compact sets with
Passing to the limit concludes the proof.
Invoking Lemma 3.5 together with Lemma 3.1 and (22) we get this Corollary.
Corollary 3.7
The following conditions are equivalent:
In this case |∂F| L 2
In the following subsections we prove existence (and approximation) of unilateral gradient flows, in the sense of Definition 2.1, by means of three discrete schemes, which take into account the monotonicity constraint in different ways. We remark that all these ways of representing monotonicity are currently employed in applications to phase-field fracture. We provide complete proofs, however, those parts which are very similar are not repeated.
Constrained incremental problem
Let τ n = T /n and t n,k = kτ n for k = 0, ..., n. First of all, for every k = 0, ..., n − 1 define
Define u n,0 = u 0 at time t n,0 , and then, given u n,k at time t n,k , let the configuration at time t n,k+1 be given by u n,k+1 ∈ argmin F n (t n,k+1 , u) +
Note that a unique minimizer exists by standard arguments and that
respectively as the piecewise affine interpolation and the piecewise constant backward (left-continuous) interpolation of the values u n,k in the points t n,k . In this section we will prove the following poposition.
where u is a unilateral gradient flow in the sense of Definition 2.1.
Remark 4.2 After § 4.4 we will see that actually the whole sequence u n converges weakly to u in H 1 (0, T ; L 2 ) and that both u n → u and u n → u (strongly) in
Proof. Write for simplicity
Choosing v = 2u n,k+1 − u n,k and v = u n,k yields (v − u n,k+1 ) = τ nun,k+1 and (v − u n,k+1 ) = −τ nun,k+1 , respectively; hence
which gives the second equality in (26). Moreover, the variational inequality implies that
Then, by Lemma 3.1
Assume thatu n,k+1 = 0, otherwise (26) is trivial; equation (27) provides
Hence |∂F n | L 2 + (t n,k , u n,k+1 ) = u n,k+1 L 2 and the last equality in (26) is proved.
Lemma 4.4 For every 0 ≤ k ≤ n − 1, the following energy estimate holds
Write, u n,k+1 = u n (t n,k+1 ) etc. Using (26) and being F n (t n,k+1 , ·) convex we get
we get
Using the interpolant u n , u n , and f n we get (30).
Proof of Proposition 4.1. Using (30) for 0 ≤ k ≤ n − 1 and (26) we get
u n turns out to be bounded in H 1 (0, T ; L 2 ) and thus, up to subsequences (not relabelled), u n u in
. We will identify u with its absolutely continuous representantive, i.e.
By weak convergence it is easy to check that the limit u is monotone in time. For every 0 ≤ k ≤ n − 1 from (30) we get
By coercivity of the stored energy, we deduce that u n is bounded in
. Using (30) we get
Clearly t n,kn+1 → t * and hence the sequence u n,kn+1 = u n (t * ) converges weakly to u(t
By weak convergence in
All the above · L 2 can be replaced with
Them, by Fatou's Lemma
For last term in the left hand side of (31) we easily have
Taking the liminf in (31) gives the thesis.
Unconstrained incremental problem with a posteriori truncation
In this § we consider an alternative discrete scheme, numerically more convenient than (25), employed in [22] . Let τ n and t n,k be as in the previous subsection. Define u n,0 = u 0 at time t n,0 and then by induction let
Note that the first minimization is unconstrained, the constraint is taken into account a posteriori, simply by truncation. In this way u n,k+1 − u n,k = [ũ n,k+1 − u n,k ] + . As in the previous subsection we define u n : [0, T ] → L 2 as the piecewise affine interpolation and u n as the piecewise constant backward (left-continuous) interpolation of u n,k in the points t n,k . Moreover, we defineũ n : [0, T ] → L 2 as the piecewise constant backwards (left-continuous) interpolation ofũ n,k , again in the points t n,k .
Moreover,
Proof. By minimality
Hence, by (23)
which gives (38). It remains to prove (37). Define Ω − = {ũ n,k+1 ≤ u n,k } and Ω + = {ũ n,k+1 > u n,k }. We claim that
Since
where the last equality follows by minimality. Joining the integrals on Ω ± proves (41). Using (39) and (41) with z = u n,k+1 − u n,k (note that z = 0 in Ω − )
Let us see that ũ n,k+1 − u n,k , u n,k+1 − u n,k = u n,k+1 − u n,k , u n,k+1 − u n,k , indeed their difference reads ũ n,k+1 − u n,k+1 , u n,k+1 − u n,k which vanishes becauseũ n,k+1 − u n,k+1 = 0 in Ω + and u n,k+1 − u n,k = 0 in Ω − . Hence dF n (t n,k+1 ,ũ n,k+1 )[u n,k+1 − u n,k ] = dF n (t n,k+1 , u n,k+1 )[u n,k+1 − u n,k ].
Next lemma follows closely the corresponding one in the previous subsection.
Lemma 4.7 For every 0 ≤ k ≤ n − 1, the following energy estimate holds
Proof. Write, u n,k+1 = u n (t n,k+1 ) etc. By convexity and by (38) and (36)
Following line by line the proof of Lemma 4.4 provides (42).
Note that formally (since the sequences do not coincide) the only difference between (30) and (42) is the slope: in the former it is evaluated in (t, u n (t)) while in the second in (t,ũ n (t)).
Proof of Proposition 4.5. Following line by line the first step in the proof of Proposition 4.1 we get that the sequence u n is bounded in L ∞ (0, T ; H 1 0 ) and in
, upon extracting a (non-relabelled) a subsequence.
We claim thatũ n (t)
. By minimality we can write that
where we used the continuity of the bi-linear form. Since u n is bounded in L ∞ (0, T ; H 1 0 ) the right hand side is bounded uniformly w.r.t. n and k; thus there exists C > 0 s.t.
where in the second line we used coercivity. As f n,k+1 → f (t) in L 2 , simple algebraic estimate yields ũ n,k+1
. To conclude the proof it is enough to argue as in the proof of Proposition 4.1
Unconstrained incremental problem with penalty
Let α : (0, +∞) → [1, +∞) be monotone non-increasing with lim τ →0 + α(τ ) = +∞. For τ > 0 and v ∈ L 2 (Ω) let us denote
Clearly, when τ is small α(τ ) is large and thus |v| L 2 τ penalizes v − . Note that Ψ τ can be equivalently seen as the Yosida regularization of the indicator function of the set {v ∈
Before proceeding, let us prove this lemma.
Lemma 4.8 For every τ > 0 and v ∈ L 2 it holds
Proof. We introduce the setV = {z ∈ L 2 : z = 0 if v = 0, z ≥ 0 if v > 0, z < 0 if v < 0} and we will prove that
It is enough to consider |v| 
In order to prove the opposite inequality, given z ∈ L 2 letz ∈ L 2 be defined bỹ 
vz dx and
To prove the last equality, given τ and v, let us introduce the Hilbert space L 2 λ where λ is the measure
if z ∈V , and thus the previous inequality yields
is the maximizer, which gives (43).
Finally, let us introduce the slope
where v → u in L 2 while the second identity follows by the same arguments as in the proof of Lemma 3.1.
Let t n,k and F n be as in the previous sections. Define u n,0 = u 0 and by induction
(Ω) denote respectively the piecewise affine and the piecewise constant interpolation of u n,k in t n,k , as in the previous sections. Lemma 4.10 For every t ∈ (t n,k , t n,k+1 )
Proof. By minimality u n,k+1 satisfies the Euler-Lagrange equation
Hence,
By Lemma 4.8, choosing z =u n we obtain
which concludes the proof.
Lemma 4.11 For every 0 ≤ k ≤ n − 1, the following energy estimate holds Proof of Proposition 4.9. As |u n | L 2 τn ≥ u n L 2 , arguing as in the proof of Proposition 4.1, it follows that u n ∈ H 1 (0, T ; L 2 ) and then u n ∈ L ∞ (0, T ; H 1 ). Thus, upon extracting a subsequence (non relabelled) u n u in H 1 (0, T ; L 2 ). Given t * ∈ (0, T ] let k n such that t n,kn < t * ≤ t n,kn+1 ; by the previous lemma we have
As in the proof of Proposition 4.1 we get that u n (t) u(t) in H 1 0 and thus by convexity of the energy
is positive and convex. Then, by weak convergence in H 1 (0, T ; L 2 ) for every τ > 0 we get
Then, taking the supremum w.r.t. τ > 0 in (46) by monotone convergence we get
Passing to the limit in the discrete energy estimate, as in the proof of Proposition 4.1, we conclude the proof.
Energy identity, uniqueness and strong convergence
Before proving energy identity and uniqueness, we give a short proof of the following Lemma.
. Consider a sequence of finite subdivisions t j,i of [0, T ] with 0 = t j,0 < ... < t j,i < t j,i+1 < ... < t j,Ij = T and let τ j = max i (t j,i+1 − t j,i ). Let w j be the piecewise affine interpolant of w in the points t j,i . Then
Proof. For t ∈ (t j,i , t j,i+1 ) we have w j = − tj,i+1 tj,i w (t) dt. Hence, by Jenssen's inequality
Taking the sum for i = 0, ..., I j − 1 yields the second estimate in (47). Using (48) for t ∈ (t j,i , t j,i+1 ) we can write
Taking the sum for i = 0, ..., I j − 1 yields the first estimate in (47). From (47) it is clear that w j w in
It is well known (see e.g. [13, Proposition 2.1.22]) that as |t j,i+1 − t j,i | → 0 the last term is infinitesimal for a.e. t ∈ (0, T ).
Proof. The lack of time regularity in H 1 0 prevents from employing the chain rule, we will use instead a Riemann sum argument, adapted from [10, Lemma 4.12], see also [19, Proposition 3.8] . Note that |∂F| L 2 + (·, u(·)) < +∞ a.e. in (0, T ).
Given t * let 0 < t * < t * with |∂F| L 2 + (t * , u(t * )) < +∞. We can find a sequence of finite subdivisions T j = {t j,i } of [t * , t * ] with t * = t j,0 < ... < t j,i < t j,i+1 < ... < t j,Ij = t * , such that lim j→+∞ max i {t j,i+1 − t j,i } = 0 and †
(For sake of clarity, we remark that the points {t j,i } do not coincide with the points t n,k = nτ n appearing in the discrete scheme). By convexity of F(t j,i+1 , ·) we write
Denote by u j the piecewise affine interpolant of u(t j,i ). Writing explicitely F(t j,i , u(t j,i+1 )) and F(t j,i , u(t j,i )) we get
Using the above estimate for i = 1, ..., I j we get, in terms of the functions S j and F j ,
By (49) we known that
. In summary, we can pass to the limit in (51) and get, by Young's inequality,
Taking the liminf of the right hand for t * → 0 + we get
Energy identity. Clearly, using (9) and Lemma 4.13 it follows that for every 0 ≤ t * ≤ T we get
As a consequence, the energy identity holds in every subinterval [
Uniqueness. Remember that in our weak setting solutions belongs only to
, therefore we are not in a position to employ any argument based on the chain rule for F. Instead, we follow the contradiction argument of [16, Theorem 15] . Assume that u I and u II are different unilateral gradient flows with the same initial value u 0 . Let t * such that u I (t * ) = u II (t * ). Define u = 1 2 (u I + u II ). Writing the energy identity (52) for both u I and u II we get (for i = I, II)
Taking the sum for i = I, II and using the strict convexity of the energy E, the convexity of Corollary 3. 3) and the linearity of f (t), · we get
The previous inequality is a contradiction with Lemma 4.13.
Since the limit evolution is unique it is not necessary to extract any subsequence in Propositions 4.1, 4.5 and 4.9.
Strong convergence. To conclude, let us check that u n (t) → u(t) in H 1 0 pointwise in [0, T ], where u n is the sequence provided by the discrete scheme of § 4.1; the same property holds, with few changes, for the sequences u n of § 4.2 and § 4.3.
Given t * ∈ [0, T ] let us first prove that u n (t
0 endowed with the energy norm. Let k n s.t. t n,kn < t * ≤ t n,kn+1 and recall (31), i.e.
Taking the limsup yields
where, in the last line, we used (32-34) from Proposition 4.1 together with the energy identity (52). As a consequence, all inequalities above turn into equalities and u n (t
. Being u n (t * ) a convex combination of u n (t n,kn ) and u n (t n,kn+1 ) it converges strongly to u(t * ) as well.
Further properties of solutions

Comparison principle
Since the unilateral gradient flow is unique it is enough to prove the maximum principle for the discrete solutions provided in § 4.2. To this end, fix τ n > 0 and assume that u n,0 = u 0 ≤ v 0 = v n,0 . We will show by induction that u n,k ≤ v n,k for every index k ≥ 1. We recall that u n,k+1 = max{ũ n,k+1 , u n,k } and that
Assume by induction that u n,k ≤ v n,k , we claim thatũ n,k+1 ≤ṽ n,k+1 from which we get u n,k+1 ≤ v n,k+1 . By minimality there exists ξ n,k+1 ∈ ∂F(t n,k+1 ,ũ n,k+1
In a similar way, there exists ζ n,k+1 ∈ ∂F(t n,k+1 ,ṽ n,k+1 ) such that ζ n,k+1
Hence, using [ũ n,k+1 −ṽ n,k+1 ] + ∈ H 1 0 as a test function we get
The first term is non-negative by T -monotonicity (see Remark 3.4) hence for the last term we can write
Since u n,k ≤ v n,k the integrand in the right hand side is non-positive; it follows that [ũ n,k+1 −ṽ n,k+1 ] + = 0 and thusũ n,k+1 ≤ṽ n,k+1 . If u n,k ≤ v n,k for every k ≥ 0 then u n ≤ v n in [0, T ]; passing to the limit weakly in
Continuous dependence
In this section we will prove Proposition 2.5. We adopt the scheme of [20] . By definition we know that for every 0 ≤ t * ≤ T it holds
Denote F m (t, u) = E(u) − u, f m (t) . We recall that by Proposition (2.3) and Corollary 3.7 we have u
. Hence, choosing t * = T above we obtain
. Moreover, by (53) and by coercivity of the stored energy, for every 0 ≤ t * ≤ T we have
Hence, the sequence u m is bounded also in L ∞ (0, T ; H 1 0 ). In conclusion, there exists a subsequence (non relabelled) such that u
, as consequence u m is monotone non-decerasing. Moroever, arguing as in the proof of Proposition 4.1, we get that u m (t) u(t) in H 1 0 for every t ∈ [0, T ]. It remains to show that u is the unilateral gradient flow for F with initial condition u 0 . By (53) for every t * ∈ (0, T ] we can write
We know that E(u
a.e. in (0, T ) we can apply Corollary 3.3 and then by Fatou's lemma we get
Finally,
which is equivalent to (9) . Finally, in order to prove that u m (t) → u(t) strongly in H 1 0 for every t ∈ [0, T ] it is enough to follow the proof of the strong convergence in §4.4.
Parabolic equation and variational inequality in L 2
Proof of (12) . Let u be the unilateral gradient flow for F with initial datum u 0 , in the sense of Definition 2.1. By the energy identity we know that u(t) L 2 = |∂F| L 2 + (t, u(t)) is a.e. finite in [0, T ]. Hence, by Corollary 3.7, for a.e. t ∈ [0, T ] we have
Now, let us show that −dF(t, u(t)) ≤u(t) in H −1 for a.e. t in [0, T ]. By uniqueness, we can rely on the discrete scheme of § 4.1. By (28) for every t ∈ (t n,k , t n,k+1 ) we have
which reads, by symmetry of a(·, ·),
Thus, for every 0 ≤ t 1 < t 2 ≤ T we can write t2 t1 u n (t), Aφ + f n (t), φ dt ≤ t2 t1 u n (t), φ dt .
Passing to the limit, by the strong convergence of
Since the above inequality holds for any choice of t 1 < t 2 , for a.e. t ∈ (0, T ) we have
which reads (Au(t) + f (t), φ) ≤ u(t), φ . Therefore, applying Lemma 3.6 we get [∆u(t) + f (t)] + ≤u(t).
Proof of (13) .
Non-uniqueness for parabolic problems in L 2
First of all, let us see that the set of solutions of the parobolic variational inequality (13) is larger than the set of solutions of the parabolic problem (12), when f ∈ L 2 is independent of time. Let u be a solution of (12) , by the arguments of the previous sections we know that u solves also (13), i.e.
(Au(t) + f, φ) ≤ u(t), φ for every φ ∈ H 1 0 with φ ≥ 0. Now, consider u λ (t) = u(λt) for any λ > 1. Then
Thus, any such u λ solves (13).
Next, we provide an example in which the parabolic problem (12) has many solutions, and thus it is not equivalent to Definition 2.1. Let u 0 ∈ H 1 0 (−1, 1) be defined by u 0 (x) = 1 − |x|. We will denote u and u the first and second space derivatives, respectively. Clearly u 0 = −2δ 0 , where δ 0 denotes Dirac's delta in the origin. Note that u 0 > 0 in (−1, 1) and
Let f = u 0 (independent of time) and consider the Dirichlet energy F :
Clearly Au+f = u +f . Let us define u(t) = (1+t)u 0 . Then,u(t) = u 0 and u (t) = (1+t
On the other hand u does not satisfy the energy identity, in the form (15), i.e.,
Solution of the unilateral gradient flow. To better understand the behaviour of solutions with singularties, it is interesting to study the unilateral gradient flow for the functional (55) in more detail. Let us start considering the sub-interval (0, 1) and the following parabolic problem
By classical results, see e.g. [11, Theorem 5 (ii) §7.1] there exists a unique solution u r which belongs to
Lemma 5.1 Let u r be the solution of the above parabolic problem. Thenu r (t) ≥ 0, and thus
Moreover u r (t, 0) < 0 for a.e. t ∈ (0, T ).
Proof. First, let us prove thatu r ≥ 0. For convenience, we introduce the set U r = {u ∈ H 1 (0, 1) : u(0) = 1, u(1) = 0} and the energy F r : U r → R given by
Consider again an implicit (uncostrained) Euler scheme. Let τ > 0 such that T /τ is integer and let t k = kτ for k = 0, ..., T /τ . Given u 0 we define by induction
We will prove, by induction, that u k+1 ≥ u k for every index k. Let us see that u 1 ≥ u 0 . Clearly, being u 0 affine,
Consider the auxiliary function u * = u 0 + |u 1 − u 0 | and note that
We claim that F r (u * ) ≤ F r (u 1 ). Indeed, since (u 1 − u 0 ) and |u 1 − u 0 | belongs to H 1 0 (0, 1) we can write
Since u * ≥ u 1 and f = u 0 > 0 we have F r (u * ) ≤ F r (u 1 ). From the latter inequality it follows that
and then, by uniqueness of the minimizer in (57), that
Next, let us see that u k+1 ≥ u k for k ≥ 1. In this case, the Euler-Lagrange equation for u k reads (0,1)
As in the case k = 0, it is enough to check that F r (u * ) ≤ F(u k+1 ) for u * = u k + |u k+1 − u k |. Choosing φ = u k+1 − u k and φ = |u k+1 − u k | in the Euler-Lagrange equation yields, respectively,
It is well known that up to subsequences the piecewise affine interpolant u τ converges weakly in 1) ) to the unique solution u r of (56). Therefore, u r is monotone non-decreasing in time. It is simple to check that the minimizer of the energy F r in U r is the function
. Since u 0 < u min , the comparison principle for (56) implies u 0 ≤ u(t) ≤ u min in (0, T ). Moreover, u 0 (t, 0) = u r (t, 0) = u min (t, 0) = 1, hence u r (t, 0) ≤ u min (t, 0) = −2/3.
Proposition 5.2
The function u defined by
is the unilateral gradient flow for the functional F defined in (55).
Proof. For convenience, denote u l (t, x) = u r (t, −x) and note that, by previous lemma, it holdsu l (t) = [u l (t) + f ] + . Moreover, in terms of u l and u r the derivatives of u readṡ
where L and δ 0 denote respectively Lebesgue measure and Dirac delta. We remark thatu(t, 0) = 0. Note
By the regularity of f we can characterize the unilateral gradient flow for F as in Proposition 2.7, i.e.
Being u ∈ H 1 (0, T ; H 1 0 (−1, 1)) the chain rule and the fact thatu(t, 0) = 0 yielḋ
6 Solutions for f ∈ AC(0, T ; L 2 )
In this section we consider the case in which f ∈ AC(0, T ; L 2 ) and we will prove the assertions contained in Proposition 2.7.
Characterization by power balance
If f ∈ AC(0, T ; L 2 ) then the map t → f (t), u(t) is absolutely continuous in (0, T ) and for a.e. t ∈ (0, T ) it holds d dt f (t), u(t) = ḟ (t), u(t) + f (t),u(t) . We already know, by Theorem 2.2, that the stored energy t → E(u(t)) is absolutely continuous and that for a.e. t ∈ (0, T ) we havė
Therefore t → F(t, u(t)) = E(u(t)) − f (t), u(t) is absolutely continuous and for a.e. t ∈ (0, T )
which gives (18) .
Conversly, if t → F(t, u(t)) is absolutely continuous and (18) holds, integration in time easily leads to show that u is a unilateral gradient flow in the sense of Definition 2.1.
Characterization by differential inclusions in H 1 0
The results of this section are essentially an adaption of those contained in [15] . For sake of completness, we provide some short alternative proofs.
Proof. We will employ the discrete evolutions u n obtained by the implicit Euler scheme of §4.1. We will show that given 0 < T < T the sequence u n is bounded in
For k ≥ 1 by (28) we get dF n (t n,k , u n,k )[u n,k+1 ] + u n,k ,u n,k+1 ≥ 0.
Hence, for k ≥ 1 we obtain
Let us write explicitely the left hand side as
A simple algebraic calculation gives − u n,k ,u n,k+1 + u n,k+1 ,u n,k+1 ≥ 1 2 u n,k+1
Hence by coercivity (59) reads, for k ≥ 1, −cτ n u n,k+1
Neglecting the H 1 0 -norm and denoting a k = u n,k L 2 we obtain the discrete inequality a
By an elementary algebraic calculation we get a k+1 ≤ a k + b k . Then for every k 0 < k we can write
Let k n such that τ n (k n − 1) < T ≤ τ n k n . Given k > k n the estimate a k ≤ a k0 + C holds for every index k 0 such that 1 ≤ k 0 ≤ k n with C = 2 f AC(0,T ;L 2 ) . Taking the sum of a k ≤ a k0 + C for k 0 = 1, ..., k n (and k fixed) and deviding by k n yields
Hence, for every k > k n we have
where C(T ) > 0 is independent of n because the sequence u n is bounded in
Taking the supremum with respect to k > k n it follows that the sequencė u n is bounded in L ∞ (T , T ; L 2 ) for every T > T > 0. Let us go back to (60). For every k > k n , now we can write
Taking the sum for k > k n we get
for every T > T > 0, which concludes the proof. 
. Then u is a unilateral gradient flow for F with intial condition u 0 if and only if it solves the differential inclusion
Proof. Sinceu(t) ∈ H 1 0 , for a.e. t ∈ (0, T ), by classical results in convex analysis we have
The fact that ∂Φ(u(t)) = ∅ implicitely says thatu(t) ∈ DΦ and henceu(t) ≥ 0. Moreover, if u ∈ W 1,2 loc (0, T ; H 1 0 ) withu ≥ 0 then by (61) for a.e. t ∈ (0, T ) we can writė
which is indeed the characterization (18) of unilateral gradient flows. Conversly, if the energy identity (20) holds then for a.e. t ∈ (0, T ) we havė
and then (61) holds.
A characterization for f independent of time
In this section we will prove Proposition 2.8.
Step I. We claim that for every v ∈ H 1 0 with u 0 ≤ v ≤ u n,k+1 we have
Given 0 ≤ m ≤ k + 1 let Ω n,m = {v ≥ u n,m }. Since u 0 ≤ v ≤ u n,m we have Ω n,0 = Ω and Ω n,m+1 = ∅, while the monotonicity of u n,m w.r.t. m implies that the sets Ω n,m are monotone non-increasing w.r.t. m and {Ω n,m \ Ω n,m+1 : for m = 0, ..., k} is a disjoint partition of Ω. For any measurable subset O of Ω or we employ the notation
For each index 0 ≤ m ≤ k let us define v n,m = min{max{v, u n,m }, u n,m+1 }, i.e.,
in Ω c n,m .
By minimality we have
2 L 2 and thus F(u n,m+1 ) ≤ F(v n,m ); the latter inequality can be written as
which, by definition of v n,m , yields
Next, being Ω n,k+1 = ∅ by minimality we can write
Remember that Ω c n,0 = ∅ and that {Ω n,m \ Ω n,m+1 : for m = 0, ..., k} is a disjoint partition of Ω. Hence, using iteratively (63) we get
which proves the claim (62).
Step II. Thanks to (62), the incremental problem (25) can be replaced by the fixed obstacle problem
Indeed, let v ≥ u 0 . Denote v + = max{v, u n,k+1 } and v − = min{v, u n,k+1 }, accordingly let Ω + = {v ≥ u n,k+1 } and Ω − = Ω \ Ω + . By minimality of u n,k+1 we can write
and then,
we can invoke (62) which gives
. Taking the sum of estimates in Ω ± shows that (64) holds. As a consequence, the limit evolution u turns out to be the L 2 -gradient flow for the functionalF(u) = F(u) + I + (u − u 0 ).
Step III. Now, let us show that the (unilateral) gradient flow is a solution of the parabolic obstacle problem (21), i.e.,
By Proposition 2.3 we know thatu(t) = [Au(
In particular (u(t) − u 0 ,u(t) − Au(t) − f ) ≥ 0. Therefore, re-writing the second line in (65), it remains to show that for a.e. t ∈ (0, T ) we have
The functional J (w) = F(w)+
In terms of the piece-wise affine interpolant u n and the piece-wise constant interpolant u n (see §4.1), for every t ∈ (t n,k , t n,k+1 ) the previous inequality reads
Given 0 < t − < t + < T , we obtain
By Remark 4.2 we know that u n u in
) and that u n (t) → u(t) strongly in H 1 0 for a.e. t in (0, T ). Therefore, we can pass to the limit in the previous inequality and get
By arbitrariness of t − and t + we conclude that (66) holds a.e. in [0, T ].
Step IV. We prove that there exists a unique solution of (65). Assume, by contradiction, that u I and u II are solutions of (65) with u I (t * ) = u II (t * ). We define u = 1 2 (u I + u II ). By linearity, for a.e. t ∈ (0, T ) we haveu (t) − Au (t) − f ≥ 0 and u (t) ≥ u 0 , and thus
On the other hand, by the strict convexity of the L 2 -norm we can write
Moreover, by convexity of the stored energy E(·) = a(·, ·) we have
Taking the integral in (0, t * ) we obtain the contradiction
(u I (t) − u 0 ,u I (t) − Au I (t) − f ) + (u II (t) − u 0 ,u II (t) − Au II (t) − f ) dt = 0, which concludes the proof.
Remark 7.1 If f depends on time then, in general, unilateral gradient flows do not enjoy (21) , as the following example shows. Let Ω = (0, 1) and u 0 (x) = x(x − 1). Define
It is easy to check that u is monotone non-decreasing and thatu(t) = u (t) + f (t) for t ∈ (0, 1). In particular u(t) L 2 = u(t) L 2 + and |∂F| L 2 + (t, u(t)) = u (t) + f (t) L 2 . Thus, by the chain rulė F(t, u(t)) = dF(u(t))[u(t)] − ∂ t F(t, u(t)) = dF(u(t))[u(t)] − ḟ (t), u(t) ,
Hence u is the unilateral gradient flow for t ∈ [0, 1]. For t > 1 we haveḞ(t, u(t)) = 0 and u(t) = 0, hence u(t) L 2 = 0. In this case we have |∂F| L 2 + (t, u(t)) = [u (t) + f (t)] + L 2 = 0. Hence u is the unilateral gradient flow also for t > 1. On the other hand for t > 1 we have (u(t) − u 0 ,u(t) − u (t) − f ) = 
A Metric settings
Having in mind the modern theory of gradient flows [5] it is interesting to see if and how our framework fits into some sort of metric setting. For sake of simplicity, we assume that the force f is constant.
A singular metric for L 2 + . Consider the "singular" metric
Accordingly, we will say that u m → u when d + (u m , u) → 0, i.e. when u m ≥ u and u m → u in L 2 . In this way, we can consider L A quasi-metric for L 2 τ . In the setting of §4.3 it is natural to introduce
It is not difficult to check that d τ is a quasi-metric in L 2 (−1, 1), i.e., that
however d τ is not a metric since it is not symmetric. First, note that the metric derivative coincides with |v| 
B A unilateral L 2 -subdifferential
In this section we propose a notion of unilateral subdifferential in L 2 and show its connection with the unilateral slope (17) . For sake of simplicity we consider again an autonomous functional F. 
As usual, ∂ + F(u) = ∅ if F(u) = +∞ (i.e. if u ∈ H 1 0 ). It is easy to check that ∂ + F(u) is convex and closed. Note also that ∂ + F(u) is much larger than the (single valued) ∂F(u), indeed if ζ ∈ ∂F(u) then every ξ ≥ ζ belongs to ∂ + F(u). However, in analogy with the unconstrained setting, we can define the "minimal selection" ∂
• + F(u) = argmin { ξ L 2 : ξ ∈ ∂ + F(u)}. Note that, being ∂ + F(u) closed in L 2 , the minimum is attained. Next lemma shows the natural relationship between unilateral slope and unilateral subdifferential. Proof. In the definition of slope (17) it is not restrictive to consider v ≥ u such that F(v) ≤ F(u). In this case, for ξ ∈ ∂ + F(u) we have
Hence |∂F| L 2 + (u) ≤ ξ L 2 for every ξ ∈ ∂ + F(u) from which
The previous inequality holds also when ∂ + F(u) = ∅, in which case the right-hand side is infinite.
Let us prove that |∂F| However, besides the non-uniqueness issues for (12), we have the following remark. 
