1 In this work, the performance of two-hop wireless systems under statistical queueing end-to-end delay constraints is investigated. In the two-hop links, it is assumed that there is no direct link between the source and destination. The communication between the source and destination is accomplished via an intermediate full-duplex relay node, which forwards the information to the destination by employing the decode-andforward scheme. Both the queues at the source and relay node are subject to statistical queueing constraints imposed on the limitations of buffer violation probability. Given statistical delay constraints specified via maximum delay and delay violation probability, the tradeoff between the statistical delay constraints imposed to any two concatenated queues is identified. With this characterization, the maximum constant arrival rates that can be supported by this two-hop link are obtained by determining the effective capacity of such links as a function of the statistical delay constraints and signal-to-noise ratios (SNR) at the source and relay, and the fading distributions of the links. It is shown that the tradeoff between statistical delay constraints of the queues at the source and relay can improve the achievable rate. Also, compared with the performance achieved without buffer at the relay, the throughput with buffer at the relay can be larger for certain cases. Overall, the impact of statistical delay constraints on the achievable throughput is provided.
I. INTRODUCTION
With the widespread of smart-phones and tablets, the volume of global mobile traffic has increased explosively in recent years. The portion of multimedia data has surged significantly in the wireless traffic, such as mobile video and voice over IP (VoIP) [1] . In such traffic, delay is an important consideration. Meanwhile, providing deterministic quality of service (QoS) guarantees is challenging for the wireless systems, since the instantaneous rate of the channel is vulnerable to numerous factors, such as mobility, changing environment and multipath fading [2] . Therefore, statistical QoS provisioning is more favorable.
The statistical QoS constraints are imposed on buffer violation probabilities and are specified by the QoS exponent θ, which is defined as
where Q is the queue length in steady state, Q max is the maximal queue length. With the above characterization, the statistical delay violation probabilities can be characterized through the effective bandwidths of the arrival and departure processes jointly [6] . Moreover, Wu and Negi in [4] defined the dual concept of effective capacity, which provides the maximum constant arrival rate that can be supported by a given departure process while satisfying statistical delay constraints. The analysis and application of effective capacity in various settings have attracted much interest recently (see e.g. [5] - [13] and references therein). For instance, Tang and Zhang in [8] analyzed the power allocation policies of relay networks, where the relay node is assumed to have no queue, i.e., the packets arriving to the relay node are forwarded immediately. In [9] , Liu et al. considered the cooperation of two users for data transmission, where the interchanged data goes through only the queue of the other user. The effective capacity of the two-hop link in the presence of the statistical queueing constraints at the source and relay node is given in [10] . In this paper, we consider the end-to-end delay for the information going through the queues at the source and relay node of the two-hop links, and analyze the impact of statistical end-to-end delay constraints, imposed as the limitations on the maximum delay violation probability. Note that [11] and [12] have also recently investigated the effective capacity of the relay channels, while assuming symmetric statistical delay constraints at the queues. In this paper, we first characterize the tradeoff between the statistical delay constraints imposed to any two concatenated queues, which provides a framework for dynamically adjusting the delay constraints at the two interacting queues. Then, we optimize over the statistical queueing constraints at the source and relay node to achieve the effective capacity under specific statistical end-to-end delay constraints. Through numerical results, we obtain some interesting findings.
The rest of this paper is organized as follows. In Section II, the system model and necessary preliminaries are described. We describe our main results in Section III. Finally, in Section IV, we conclude the paper.
II. PRELIMINARIES

A. System Model
The two-hop communication link is depicted in Figure 1 . In this model, source S is sending information to the destination D with the help of the relay node R. We assume that there is no direct link between S and D. Both the source and the intermediate relay nodes are equipped with buffers. Hence, for the information flow of such links, the queueing delay experienced is given by
where D s and D r denote the stationary delay experienced in the queue at the source and relay node, respectively. We consider the full-duplex relay, where reception and transmission can be performed simultaneously at the relay node. In the ith symbol duration, the signal Y r received at the relay from the source and the signal Y d received at the destination from the relay can be expressed as
where X j for j = {1, 2} denote the inputs for the links S − R and R − D, respectively. More specifically, X 1 is the signal sent from the source and X 2 is sent from the relay. The inputs are subject to individual average energy constraints
where B is the bandwidth. Assuming that the symbol rate is B complex symbols per second, we can easily see that the symbol energy constraint ofP j /B implies that the channel input has a power constraint ofP j . We assume that the fading coefficients g j , j = {1, 2} are jointly stationary and ergodic discrete-time processes, and we denote the magnitude-square of the fading coefficients by 
B. Statistical Delay
We first state the following result from [3] , which characterizes the statistical queueing constraint for given arrival and departure processes under certain conditions. Theorem 1 ([3] ): Suppose that the queue is stable and that both the arrival process a[n], n = 1, 2, . . . and service process c[n], n = 1, 2, . . . satisfy the Gärtner-Ellis limit, i.e., for all θ ≥ 0, there exists a differentiable logarithmic moment generating function (LMGF) Λ A (θ) such that
and a differentiable LMGF Λ C (θ) such that
If there exists a unique θ * > 0 such that
then
where Q is the stationary queue length.
Remark 1:
This theorem tells us that the tail distribution of the stationary queue length decays exponentially. In particular, for large Q max , we have the approximation for the buffer violation probability:
Consider a single stable first-come first-serve (FCFS) queue with statistical queueing constraint θ satisfying (8) . Assume that the queue is saturated, in which case it always attempts to transmit [16] . The queueing delay D experienced can be expressed as [4] 
where δ is decided by the arrival and departure processes jointly. Define [4] 
as the statistical delay exponent associated with the queue. Note that J(θ) is a function of the statistical queueing constraint θ, and larger J(θ) implies more stringent delay constraints. Above, Λ C (θ) is the LMGF of the service process. The delay violation probability can be written equivalently as [6] , [7] Pr{D
where we defined f (x)
With the previous characterization, we can obtain the probability density function of random variable D as [12] 
Now consider two concatenated queues as depicted in Fig. 1 . For the queueing constraints specified by θ 1 and θ 2 with (7) satisfied for each queue, we define
where Λ C,1 (θ 1 ) and Λ C,2 (θ 1 ) are the LMGF functions of the service rate of queue 1, 2, respectively. In the two-hop system, we can express the end-to-end delay violation probability as
. =
We need to guarantee that the statistical delay performance of the two-hop link is not worse than the statistical delay performance specified by ( , D max ), where is the limitation on the statistical delay violation probability, and D max is the maximum tolerable delay. Then, we should have
C. Effective Capacity under Delay Constraints
Under the statistical queueing delay constraints, we can dynamically control the delay constraint J 1 (θ 1 ) and J 2 (θ 2 ) at the queue of the source and relay node as long as the statistical end-to-end delay performance (16) can be guaranteed. At the same time, for each realization of (θ 1 , θ 2 ), assume that the constant arrival rate at the source is R ≥ 0, and the channels operate at their capacities. Following the discussions in [10] , we know that to satisfy the queueing constraint at the source, we must haveθ
whereθ is the solution to
and Λ sr (θ) is the LMGF of the instantaneous capacity of the S − R link. According to [3] , the LMGF of the departure process from the source, or equivalently the arrival process to the relay node, is given by
Therefore, in order to satisfy the queueing constraint of the intermediate relay node R, we must havê
Above, Λ rd (θ) is the LMGF of the instantaneous capacity of the R − D link. Note that we can characterize the effective capacity R E (θ 1 , θ 2 ) with (θ 1 , θ 2 ) following the method provided in [10, Theorem 2] .
Define
After these characterizations, effective capacity of the twohop communication model under statistical delay constraints ( , D max ) can be formulated as follows.
Definition 1:
The effective capacity of the two-hop communication link with statistical delay constraints specified by 
III. MAIN RESULTS
A. Statistical Delay Tradeoff
We first characterize the interrelationship between J 1 (θ 1 ) and the associated minimum J 2 (θ 2 ) satisfying the statistical delay constraint (16) . We have the following results.
Lemma 1: Consider the following function
where J 0 is defined as the statistical delay exponent associated
where
where W −1 (·) is the Lambert W function, which is the inverse function of y = xe x in the range (−∞,
The above properties can be understood intuitively. Larger J 1 (θ 1 ) enforces more stringent delay constraints for the queue 1, and we can have loosened delay constraints for the queue 2; vice versa. When either queue is subject to a deterministic constraint, i.e., θ = ∞, the delay violation only occurs at the other queue. In Fig. 2 , we plot J 2 as a function of J 1 for the case = 0.05 and D max = 1 sec for illustration. Note that only (J 1 , J 2 ) in the dark region can be acceptable to achieve the statistical delay performance. As can be seen from the figure, the curve given by the lower boundary matches the properties in the lemma.
B. Effective Capacity in Block-Fading Channels
In this section, we seek to identify the constant arrival rates R that can be supported by the two-hop system while satisfying the statistical delay constraints specified by ( , D max ). We consider a block fading scenario in which the fading stays constant for a block of T seconds and changes independently from one block to another.
The instantaneous capacities of the S − R and R − D links in each block are given, respectively, by
and C2 = T B log 2 (1 + SNR2z2), (27) in the units of bits per block or equivalently bits per T seconds. These can be regarded as the service processes at the source and relay.
To ensure the stability of the queues, we need to enforce the following condition [3] 
That is, the average arrival rate for the queue at the relay should be less than the average service rate. Under the block fading assumption, the logarithmic moment generating functions for the service processes of queues at the source S and the relay R as functions of θ are given by [5] Λ sr (θ) = log E z1 e θC1 , and Λ rd (θ) = log E z2 e θC2 .
Therefore, the LMGF for the arrival process of the queue at the relay is
From (13) and (29), we have
To proceed, we need the following properties of J(θ). Lemma 2: Consider the function
where C = T B log 2 (1 + SNRz). This function has the following properties.
, the first derivative of J(θ) with respect to θ at θ = 0 is given by the average service rate.
Proof:
a) This property can be readily seen by evaluating the function at θ = 0. b) The first derivative of J with respect to θ can be evaluated asJ
Then,J(0) can be obtained by evaluating the above equation at θ = 0.
c) The second derivative of J with respect to θ can be expressed as
By Cauchy-Schwarz inequality, we know that
we easily see thaẗ J(θ) ≤ 0 for all θ. Thus, J(θ) is a concave function. d) Note that as long as C = 0, lim θ→∞ e −θC = 0, and whenever C = 0, e θC = 1. Therefore, we have
Then
= − log Pr{C = 0}.
Note that for the continuous distributions of the fading states under consideration, such as Rayleigh and Rician fading, we can see that J 1 (θ) and J 2 (θ) go to ∞ as θ increases.
With the definitions of J 1 (θ 1 ) and J 2 (θ 2 ) in (31), we can find the associated θ 1 and θ 2 on the lower boundary curve indicated by Lemma 1. Iterating over this set of θ 1 and θ 2 , we can obtain the effective capacity under the statistical delay constraints. For other values of θ 1 and θ 2 , either the delay constraint cannot be satisfied, or one of the queues is subject to more stringent constraint than necessary, leading to worse performance since the effective capacity is decreasing in θ. Therefore, we define Ω = {(θ 1 , θ 2 ) : J 1 (θ 1 ) and J 2 (θ 2 ) are solutions to (24)}.
Note that z i,max and z i,min represent the largest or smallest value of channel gain z i , respectively. Then, we can derive the following result.
Theorem 2: The effective capacity of the two-hop wireless communication systems subject to statistical delay constraints specified by ( , D max ) is given by the following:
where (θ 1,th ,θ 2,th ) is the unique solution pair to J 1 (θ 1 ) = J th ( ), and J 2 (θ 2 ) = J th ( ), and J th ( ) is defined in (26). Case II: If θ 1,th > θ 2,th ,
where θ 1,0 is the solution to J 1 (θ 1 ) = J 0 , and smallest value of θ 1 with (θ 1 , θ 2 ) ∈ Ω satisfying
+ log E z1 e
Moreover, if
, where θ 1 is given by (θ 1 , θ 2 ) ∈ Ω with
the solution to (39) with (θ 1 , θ 2 ) ∈ Ω is unique. Case III: If θ 1,th < θ 2,th ,
, otherwise.
where θ 2,0 is the solution to J 2 (θ 2 ) = J 0 , and (θ 1 ,θ 2 ) is the unique solution to
Proof: The idea of this proof is to iterate over all (θ 1 , θ 2 ) ∈ Ω defined in (36) to find the maximum effective capacity. Due to space limit, details are omitted here. Interested readers are encouraged to find more in [13, Appendix C] . Remark 2: Case I refers to the case that the maximum throughput can be achieved with symmetric delay constraints at the queues of the source and relay node. Case II represents the case when the statistical delay constraints at the relay can be more stringent, while Case III shows the scenario for more strict delay constraints at the source. Recalling [10, Theorem 2], we know that as → 1, θ 1 → 0 and θ 2 → 0, and hence
C. Numerical Results
Assume T = 1 ms, B = 180 kHz, and SNR 1 = 0 dB. In Fig.  3 , we plot the effective capacity as a function of SNR of the relay node for Rayleigh fading channels with 
α , where d = 0.5 and α = 4. The curve "Buffer-aided optimal (Asymmetric)" stands for the results in Theorem 2. We also plot the achievable rate when there is no buffer at the relay node "No-buffer" [8] , i.e., the service rate of the queue at the source is given by T B 2 min{log 2 (1 + 2SNR 1 z 1 ), log 2 (1 + 2SNR 2 z 2 )} [14] , and the effective capacity with balanced delay constraints for the two queues "Bufferaided symmetric", i.e., J 1 (θ 1 ) = J 2 (θ 2 ) = J th ( ) [11] , [12] . We assume that the statistical delay constraint is given by = 0.05 and D max = 1 sec. From the figure, we can see that the effective capacity of two-hop system increases with SNR 2 . And, in all cases, the achievable rate is greater than the one achieved with balanced delay constraints. It is interesting that as SNR 2 increases, buffer-aided two-hop links can achieve better performance than systems without buffer at relay. In Fig.  4 , we plot the associated J 2 (θ 2 ) as a function of J 1 (θ 1 ). As can be seen from the figure, J 2 (θ 2 ) increases as SNR 2 increases, i.e., we can put more stringent constraint to the queue at the relay, and hence the delay constraint at the source can be less. In this way, the effective capacity of the two-hop system can be improved.
We are interested in the impact of the delay violation probability on the achievable performance. In Fig. 5 , we plot the effective capacity as varies for SNR 2 = {3, 6, 10} dB. It is not surprising that when → 1, the effective capacities for different SNR 2 are the same, since R ( , D max ) → min{E{C 1 }, E{C 2 }} = E{C 1 }. Also, when → 1, the achievable rate with buffer at the relay is larger than the achievable rate without buffer at the relay, in accordance with the finding in [15] that the throughput can be improved by buffering relay. Moreover, it is interesting that when is relatively large but not one, i.e., the statistical delay constraints are less stringent, the achievable throughput with buffer at relay is larger. Therefore, buffering relay can be helpful even in the presence of end-to-end delay constraints for certain cases.
IV. CONCLUSION
In this paper, we have investigated the maximum constant arrival rates that can be supported by a two-hop communication link with full-duplex relay under statistical delay constraints. We have provided a unified framework for achieving statistical delay tradeoff imposed to the source and relay node while satisfying the statistical end-to-end delay constraints. We have determined the effective capacity in the block-fading scenario as a function of the statistical delay constraints, the signal-to-noise ratio levels SNR 1 and SNR 2 , and the fading distributions. We have found that asymmetric delay constraints at the queues of the source and relay node can help improve the effective capacity of the two-hop system. Also, we have observed that buffering relay can help improve the throughput even in the presence of end-to-end delay constraints.
