We discuss theoretical and algorithmic questions related to the p-curvature of differential operators in characteristic p. Given such an operator L, and denoting by Ξ(L) the characteristic polynomial of its p-curvature, we first prove a new, alternative, description of Ξ(L). This description turns out to be particularly well suited to the fast computation of Ξ(L) when p is large: based on it, we design a new algorithm for computing Ξ(L), whose cost with respect to p is O˜(p 0.5 ) operations in the ground field. This is remarkable since, prior to this work, the fastest algorithms for this task, and even for the subtask of deciding nilpotency of the p-curvature, had merely slightly subquadratic complexity O˜(p 1.79 ).
INTRODUCTION
This article deals with some algorithmic questions related to linear differential operators in positive characteristic p. More precisely, we address the problem of the efficient computation of the characteristic polynomial of the p-curvature of such a differential operator L. Roughly speaking, the pcurvature of L is a matrix that measures to what extent the solution space of L has dimension close to its order. The theory was initiated in the 1970s by Katz, Dwork and Honda [23, 20, 22] in connection with one of Grothendieck's conjectures which states that an irreducible linear differential operator with coefficients in Q(x) admits a basis of algebraic solutions over Q(x) if and only if its reductions modulo p admit a zero p-curvature for almost all primes p.
Let k be any field of characteristic p, and let k(x) ∂ be the algebra of differential operators with coefficients in k(x), with the commutation rule ∂x = x∂ + 1. The p-curvature Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from Permissions@acm.org. ISSAC '14 of a differential operator L of order r in k(x) ∂ , hereafter denoted Ap(L), is the (r×r) matrix with coefficients in k(x), whose (i, j) entry is the coefficient of ∂ i in the remainder of the Euclidean (right) division of ∂ p+j by L, for 0 ≤ i, j < r. We focus on the computation in good complexity, notably with respect to the parameter p, of the characteristic polynomial Ξ(L) of the p-curvature Ap(L). An important subtask is to decide efficiently whether Ap(L) is nilpotent. By a celebrated theorem of the Chudnovskys' [15] , least order differential operators satisfied by G-series possess reductions modulo p with nilpotent p-curvatures for almost all primes p.
Studying the complexity of the computation of Ξ(L) is an interesting problem in its own right. This computation is for instance one of the basic steps in algorithms for factoring linear differential operators in characteristic p [30, 31, 17] . Additional motivations for studying this question come from concrete applications, in combinatorics [6, 7] and in statistical physics [2] , where the p-curvature serves as an a posteriori certification filter for differential operators obtained by guessing techniques from power series expansions. In such applications, the prime number p may be quite large (thousands, or tens of thousands), since its value is lower bounded by the precision of the power series needed by guessing, which is typically large for operators of large size. This explains our choice of considering p as the most important complexity parameter.
Previous work. Since k(x) ∂ is noncommutative, binary powering cannot be used to compute ∂ p mod L. Katz [24] gave the first algorithm for Ap(L), based on the recurrence A1 = A, A k+1 = A ′ k + AA k , where A ∈ Mr(k(x)) is the companion matrix associated to L. This algorithm, as well as its variants [33, §13.2.2] and [17, Prop. 3.2] have complexity quadratic in p. The first subquadratic algorithm was designed in [9, §6.3] . It has complexity O˜(p 1.79 ) and it is based on the observation that the p-curvature Ap(L) is obtained by applying the matrix operator (∂ + A) p−1 to A, and on a baby steps/giant steps algorithm for applying differential operators to polynomials.
Several partial results concerning the p-curvature were obtained in [9] : computation of Ap(L) in O(log(p)) for first order operators and in quasi-linear time O˜(p) for certain second order operators; algorithms of complexity O˜(p 0.5 ) for deciding nilpotency of Ap(L) for second order operators, and O˜(p) for the nullity of Ap(L) for arbitrary operators.
in a completely explicit and elementary way the fact that the Weyl algebra k[x] ∂ is a central separable (Azumaya) algebra over its centre k[x p , ∂ p ], and thus endowed with a reduced norm map [28, 26, 14] .
Our crucial observation is that the characteristic polynomials of the p-curvature of elements in k(x) ∂ are closely related to other polynomials associated to operators lying in the skew ring k(θ) ∂ ±1 on which the multiplication is determined by the rule ∂θ = (θ + 1)∂. More precisely, given such an operator L, we define its p-curvature Bp(L) and compare its characteristic polynomial to that of Ap(L) when L makes sense in both rings k(x) ∂ and k(θ) ∂ ±1 (Theorem 3.11). In addition, the computation of the characteristic polynomial of Bp(L) reduces to that of a matrix factorial of length p, which can be performed in O˜(p 0.5 ) operations in k via the baby steps/giant steps approach in [16] . This allows us to compute Ξ(L) in complexity quasi-linear in p 0.5 .
Structure of the paper. In Section 2, we introduce all rings of differential operators that we need and recall their basic properties. Section 3 is devoted to the theoretical study of the p-curvature of there differential operators and culminates in the proof of Theorem 3.11. In Section 4, we move to applications to algorithmics: after some preliminaries, we describe our main algorithm for computing Ξ(L) in complexity O˜(p 0.5 ). We conclude with the implementation of our algorithm and some benchmarks and applications.
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DIFFERENTIAL OPERATORS
Throughout this article, p is a prime number and the letter k denotes a field of characteristic p. We use the classical notations k[x] and k(x) to refer to the ring of polynomials over k and the field of rational fractions over k respectively. We recall that k(x) is the field of fractions of k[x].
Usual differential operators
The ring of differential operators over k(x), that we shall denote k(x) ∂ in the sequel, is a noncommutative ring whose elements are polynomials in ∂ of the form:
where fi(x) are elements in k(x). The multiplication in k(x) ∂ is determined by the so-called Leibniz rule:
where f is in k(x) and f ′ denotes its derivative. Recall [27] that k(x) ∂ is a noncommutative Euclidean ring (on the left and on the right); this implies that k(x) ∂ is principal and that there is a notion of left and right gcd's over this ring. Euclid's algorithm and Bézout's theorem extend as well.
For the purpose of this article, we shall need to invert formally the variable ∂. To do this, we consider the additive group consisting of Laurent polynomials in ∂ over k(x), i.e. polynomials having the form:
and define a multiplication on it by letting for all f ∈ k(x):
where f (i) denotes the i-th derivative of f . The latter formula is obtained by performing p − 1 integrations by parts and noting that the p-th derivative of any element in k(x) vanishes. It is an exercise to check that Eq. (2) defines a ring structure on k(x) ∂ ±1 , which extends the one of k(x) ∂ . We will often work with the sets
consisting of all operators in k(x) ∂ and k(x) ∂ ±1 respectively, whose coefficients belong to k [x] . It is easily seen from (1) and (2) [28, 30] . They will play an important role in this article.
The Euler operator
The Euler operator is the element x∂. One important feature of it is that it satisfies simple relations of commutation against x and ∂, namely:
This motivates the following definition. We introduce a new variable θ and consider the field k(θ) of rational fractions over k in the variable θ. We define the noncommutative ring k(θ) ∂ (resp. k(θ) ∂ ±1 ) whose elements are polynomials (resp. Laurent polynomials) over k(θ) in the variable ∂, and on which the multiplication follows the rule:
Just like k(x) ∂ , the ring k(θ) ∂ is Euclidean on the left and on the right and therefore admits left (resp. right) gcd's. The centres of k(θ) ∂ and 
. We remark that under the above identification, the central element θ p − θ corresponds to x p ∂ p .
A THEORETICAL STUDY OF THE
p-CURVATURE
Definitions and first properties
We denote by k(x) ∂ L the set of right multiples of L, that is the set of differential polynomials of the form QL for some Q ∈ k(x) ∂ . Clearly, it is a vector space over k(x). The quotient ML = k(x) ∂ /k(x) ∂ L is a finite dimensional vector space over k(x) and a basis of it is (1, ∂, . . . , ∂ r−1 ), where r denotes the degree of L with respect to ∂.
Given L ∈ k(x) ∂ , we denote by Ap(L) the matrix of the p-curvature of L in the basis (1, ∂, . . . , ∂ r−1 ) and by χ(Ap(L)) its characteristic polynomial:
It is well-known [31] that all coefficients of χ(Ap(L)) lie in k(x p ). For our purposes, it will be convenient to renormalize χ(Ap(L)) as follows: we set
where
Besides, the map Ξ x,∂ is multiplicative.
Proof. The first assertion is obvious, while the second one is a direct consequence of Cayley-Hamilton Theorem.
We are going to prove (iii) by contradiction: we pick an irreducible differential operator L ∈ k(x) ∂ and assume that there exist two distinct irreducible polynomials N1 and N2 that both divide χ(Ap(L)). Since these polynomials are coprime, there must exist i ∈ {1, 2} such that Ni(∂ p ) is coprime with L. By Bézout's theorem, this implies that Ni(∂ p ) defines an invertible endomorphism of ML. This contradicts the fact that N1 divides the characteristic polynomial of ∂ p acting on this space.
The Leibniz rule (1) implies that the leading coefficient of the product L1L2 is equal to the product of the leading coefficients of the factors. Moreover, by [18, Lemma 1.13], we know that χ • Ap is multiplicative. The multiplicativity of Ξ x,∂ follows.
The multiplicativity property allows us to extend the map 
Over k(θ) ∂ . Following [32, §5] , we extend the definition of p-curvature to differential operators over k(θ).
Given an element L in k(θ) ∂ , we consider the quotient k(θ) ∂ /k(θ) ∂ L and define the p-curvature of L as the endomorphism of this space given by multiplication by ∂ p . As before, the quotient above is a finite dimensional vector space over k(θ) and admits (1, ∂, . . . , ∂ r−1 ) as a basis, where r denotes the degree of L with respect to ∂. Let us denote by Bp(L) the matrix of the p-curvature of L in the basis (1, ∂, . . . , ∂ r−1 ) considered above. The following easy lemma gives an explicit formula for it. Lemma 3.3. Let L ∈ k(θ) ∂ be a differential polynomial of degree r with respect to the variable ∂. Let B(θ) ∈ Mr(k(θ)) denote the companion matrix of L. Then:
Remark 3.4. It may happen that the same differential operator L makes sense in both rings k(x) ∂ and k(θ) ∂ .
In that case, one should be very careful that the p-curvature computed in k(x) ∂ has in general nothing to do with the p-curvature computed in k(θ) ∂ . For instance, they might have different sizes. If confusion may arise, we shall speak about "p-curvature with respect to (x, ∂)" and "p-curvature with respect to (θ, ∂)" respectively.
Keeping our L in k(θ) ∂ , we set:
where χ refers to the characteristic polynomial and gr(θ) denotes the leading coefficient of L. The three properties of Lemma 3.2 extend readily to this new setting. Using multiplicativity, the function Ξ θ,∂ can be extended to k(θ) ∂ ±1 .
Lemma 3.5. The function Ξ θ,∂ takes its values in the cen-
Proof. Pick some L ∈ k(θ) ∂ and denote by gr(θ) its leading coefficient. Clearly, the product
is invariant under the substitution θ → θ + 1 and thus can be written as a rational fraction in θ p − θ. In the same way, the matrix Bp(L) is similar to the same matrix where we have made the substitution θ → θ + 1. This implies that all the coefficients of χ(Bp(L)) are invariant under θ → θ + 1. Therefore as before, they are rational fractions in θ p − θ.
A comparison theorem
The aim of this section is to show that the two maps Ξ x,∂ and Ξ θ,∂ defined above coincide on
Comparison with a matrix algebra. In order to simplify notations, we will use the letter D to denote the ring
we denote it by Z. We consider the ring extension Z[T ] where T is a new variable satisfying the equation 
We check that M(∂)M(θ) = (M(θ) + 1)M(∂). As a consequence M uniquely entends to a ring morphism M :
and is written as
where r denotes the remainder in the Euclidean division of
Proof. It is an exercise to check that M maps any element a ∈ Z[T ] to a · Id. Thanks to Eq. (4), in order to prove that it is an isomorphism, we need to check that, knowing all M(L) i ′ ,j ′ 's (with i ′ and j ′ varying in {0, . . . , p − 1}), one can recover uniquely all ai,j's (with again i and j varying in {0, . . . , p − 1}). From (4), we see that, for any r, the p values ai,r satisfy a Vandermonde system with coefficients in Z[T ] (recall that ∂ p is invertible in this ring) whose determinant is:
and hence belongs to F ⋆ p . Therefore they can be recovered uniquely from the M(L) i ′ ,j ′ 's.
Corollary 3.7. The map M induces the following identifications:
where, in the last two cases, T satisfies
Proof. The first isomorphism is Proposition 3.6; the second one follows by extending scalars from k[θ
The last isomorphism follows from the third one by extending scalars from
The map Ξ θ,∂ as a determinant. Let us recall that in §3.1 we have defined a map:
Using Corollary 3.7, one can define another map having the same domain and codomain, as follows. We denote by
the map obtained by composing the second isomorphism of Corollary 3.7 with the determinant map. 
] that, in a slight abuse of notation, we still denote N . It is the so-called reduced norm map.
that N (L) can be written with coefficients of degree at most dp in T . Since we know that
We assume by contradiction that there exist two distinct irreducible polynomials N1, N2 ∈ Z ′ that divide N (L). Then N1 and N2 are coprime in D ′ . Thus one of these polynomials, say N1, is coprime with L. By Bézout's Theorem,
) (by the isomorphism of Corollary 3.7 composed with the canonical projection) is invertible as well. Therefore N (L) has to be invertible in
. But, on the other hand, we had assumed that N1 divides N (L). This is a contradiction.
The multiplicativity of N follows immediately from the multiplicativity of the determinant. Proof. Using multiplicativity and remarking that Ξ θ,∂ and N both map
where Li's are monic irreducible differential operators. Set L0 = L. For i ∈ {0, . . . , s}, we know that Ξ θ,∂ (Li) = N Consequences. We are now in position to prove the following theorem that compares the maps Ξ x,∂ and Ξ θ,∂ .
Theorem 3.11. The following diagram commutes:
Proof. By Proposition 3.10, we know that the image of an element L ∈ k[θ] ∂ ±1 under the map Ξ θ,∂ is equal to the determinant of the matrix corresponding to L via the second isomorphism of Corollary 3.7. Exactly in the same way, we prove that the image of an element L ∈ k[x] ∂ ±1 under Ξ x,∂ is equal to the determinant of the matrix corresponding to L via the last isomorphism of Corollary 3.7. Keeping trace of all the identifications, the theorem follows.
ALGORITHMS

This section describes our main algorithm. While the most natural question is arguably to compute
±1 of Lemma 3.3 leads to a faster algorithm than its counterpart in x, ∂.
As a consequence, we start by discussing conversion algorithms to rewrite an operator given in
( §4.1). We continue with algorithms to compute the matrix factorials that arise in Lemma 3.3 ( §4.2) and with a numerically stable algorithm to compute the characteristic polynomial of a matrix over a ring of power series ( §4.3). Finally, in §4.4, we present our main algorithm. The costs of all our algorithms are given in terms of operations in k. We use standard complexity notation: M : N → N denotes a function such that for any ring A, polynomials in A[x] of degree at most m can be multiplied in M(m) operations in A; M must also satisfy the super-linearity conditions of [21, Chapter 8] . Using the Cantor-Kaltofen algorithm [12] , one can take M(m) = O(m log(m) log log(m)).
Let ω be an exponent such that matrices of size n over a ring A can be multiplied in O(n ω ) operations in A; using the algorithms of [19, 34] , we can take ω ≤ 2.38. We assume that ω > 2, so that costs such as M(n 2 ) log(n) are negligible compared to n ω . Finally, the soft-O notation O˜( ) indicates the omission of polylogarithmic factors.
Conversion algorithms
, and suppose that f lies in the subring
. Thus, it can be written as f = ψ(θ p − θ), for some ψ in k[Z] of degree e − 1 = d/p. Our goal is to compute ψ.
Consider the power series
; it satisfies the relation t p − t = Z. As a result, in the power series ring k[[Z]], the equality f (t) = ψ(Z) holds (the composition f (t) is well-defined, since t has positive valuation). Thus, to compute ψ, it is enough to compute f (t) mod Z e , for which only the knowledge of f mod Z e is needed. We will call such an algorithm decompose_central.
In the common case where e ≤ p, ψ is simply obtained as ψ = f (−Z) mod Z e , which is computed in time O(e) = O(d/p). In general, though, we are not able to compute f (t) mod Z e in time quasi-linear in e for the moment; one possible solution is Bernstein's algorithm, with a running time of O(pM(e) log(e)) = O(M(d) log(d)) operations in k [1] .
Remark that if k is a finite field, and if we use a boolean complexity model (which allows us to lift computations to Z), the Kedlaya-Umans composition algorithm [25] has a running time almost linear in both e and log(|k|).
, notice as in [8, 3] that this amounts to multiplying the vector of coefficients of f by the inverse of a Stirling matrix, which can be done in time O (M(d) log(d) ). We call this algorithm x_d_to_theta.
Finally, we describe an algorithm x_d_to_theta_d that rewrites an operator given in
, of the form
, of degree at most d. For i = −s, . . . , r, let us write fi as fi = 0≤j≤d fi,j x j . Reordering coefficients, we can write
We apply Algorithm x_d_to_theta to all h ℓ 's, allowing us to obtain f as
Matrix factorials
For an (n × n) matrix B in Mn(k(θ)), and for an integer s, we will denote by Fact(B, s) the product
In this paragraph, we describe an algorithm factorial that does the following: given a matrix B in Mn(k[θ]), with polynomial entries of degree less than m, compute Fact(B, s) mod θ m . Our main interest will be in cases where m ≪ s; our goal is to avoid the cost linear in s that would follow from computing the product in the naive manner.
In the special case n = 1 (so we consider a polynomial B instead of matrix B) and s = p (which is the main value we will be interested in), we are able to obtain a cost logarithmic in p. Consider indeed the bivariate polynomial
is the resultant in η of P (θ, η) and B(η). This resultant (as well as its reduction modulo θ m ) can be computed by first reducing η p −η modulo B, with a cost polynomial in log(p). Note in addition that if we consider θ p − θ instead of θ as the second variable, this method yields without any further computation a writing of Fact(B, p) as a polynomial in θ p − θ. Unfortunately, in the case n > 1, the resultant approach used above does not apply any longer; as a matter of fact, no solution is known with cost polynomial in log(p).
We will rely on an approach pioneered by Strassen [29] and the Chudnovsky's [16] , using baby steps/giant steps techniques. This idea was revisited in [5] , and led to the following result [4, Lemma 7] : provided p > m, one can compute Fact(B, p) mod θ m using O˜(n ω m 3/2 p 1/2 ) operations in k (that result is stated over a finite field; in our case, we use it over S = k[θ]/θ m , but the algorithm still applies). We present here a variant of these ideas, better adapted to our context, with a slightly improved cost with respect to m. In what follows, we call shift an algorithm such that shift(B, i) = B(θ +i) (we will also use this notation for matrices of polynomials); Algorithm shift can be implemented using O(M(m) log(m)) operations in k [21] , if deg(B) ≤ m.
Algorithm factorial_square
In view of the remarks made in the algorithm, we see that Algorithm factorial_square computes Fact(B, s
2 ) mod θ m using O(n ω M(ms) log(ms)) operations in k. This algorithm only deals with product lengths that are perfect squares. In the general case, we will rely on the following (obvious) equality, that holds for any integers s, t:
For an arbitrary s, this allows us to compute Fact(B, s) mod θ m using the base 4 decomposition of s as follows. 
Proof. Correctness follows from the remarks made prior to the algorithm. We claim that the cost given in the lemma is an upper bound on the costs of all steps. This is clear for Steps 2 and 4; the only point that requires proof is the claim that the overall cost of Step 3 is O(n ω M(ms 1/2 ) log(ms)). For a given index i in {0, . . . , N }, the cost incurred by calling factorial square(Bi,
which is O(n ω M(m2 e i ) log(ms)). Using the super-linearity of M, and the fact that i 2 e i = O(s 1/2 ), the total cost is thus O(n ω M(ms 1/2 ) log(ms)).
Characteristic polynomials
Let M be a square matrix of size r defined over the field of Laurent series k((Z)). We assume that there exists two nonnegative integers N and v such that: We are going to describe a numerically stable algorithm to compute (a good approximation of) the characteristic poly-
To do this, we use a rather naive approach: we work in the quotient ring k((Z))[X]/(X r+1 − Z) which turns out to be isomorphic to k((X)), we compute an "approximate Hermite form" of (X · Id − M ) and then multiply all diagonal coefficients of it to recover the image in k((X)) of the characteristic polynomial of M . Because χ(M ) has degree r, the knowledge of its image in k((X)) is enough to recover it entirely. Let us now precise what we mean by an approximate Hermite form; it is a factorization:
where P is a unimodular matrix with coefficients in
and H is lower triangular modulo Z N . 
Algorithm charpoly
Input: M ∈ Mr(k((Z))) and N, v ∈ N such that (a), (b) Output: χ(M ) at precision O(Z N−v ) 1. Compute MX = X · Id − M ∈ Mr(k((X))) Cost:
Reorder coefficients of χ to get χ(M )
Cost: no operation in k
Proof. We are going to check the following three items: (i) the product λ1 · · · λr is known with precision O(Z N−v ); (ii) it can be computed with the announced complexity and (iii) we have χ ≡ det(H) = det(MX) (mod Z N−v ). From Eq. (7), we deduce immediately that MX and H share the same determinant. Moreover, from our assumptions, we deduce that all minors of H have Z-adic valuation ≥ −v. Denoting by vZ the Z-adic valuation, we deduce that
Hence λi is known with relative precision at least N − δ − v.
(We recall that the relative precision is the difference between the absolute precision and the valuation.) Therefore the product λ1 · · · λr is known with relative precision N − δ − v. Since it has valuation δ, it is known with absolute precision O(Z N−v ). This gives (i).
(ii) follows similarly from the lower bound on the valuation on the λi's.
Finally, to prove (iii), we remark that if A and B are two matrices such that B − A has only one nonzero coefficient a located in position (i, j), then all minors of B differ from the corresponding minor of A by either 0 or the product of a by another minor of A. Using this, we can clear one by one all entries of H lying above the diagonal without changing the value of the determinant modulo Z N−v .
The main algorithm
We can now give our main algorithm to compute the mappings Ξ θ,∂ and Ξ x,∂ . We start with the former, which is computed by means of matrix factorials. The central oper-
For such an operator L, we have by definition:
where as before, gr ∈ k[θ] is the leading coefficient of L with respect to ∂ and B is the companion matrix of L. If d is the maximal degree of the coefficients of L, we know by Lemmas 3.5 and 3.
, where C ∈ k[U, V ] has degree at most d in U and exactly r in V . Our algorithm computes this polynomial.
We set β = Fact(B, p). It is a matrix with coefficients in k(θ) but we view it as a matrix over k((θ)) via the natural embedding k(θ) ֒→ k((θ)). Let also v denote the number of roots (counted with multiplicity) of gr in the prime field Before giving our algorithm, we mention another subroutine, count_roots, which returns the number of roots in Fp of a polynomial g of degree d in k[θ], counted with multiplicities. By computing the squarefree decomposition of g, and estimating the degree of the gcd of each factor with θ p − θ, this can be done in O(M(d) log(dp)) operations in k.
1. let gr be the leading coefficient of L in ∂, B be the companion matrix of L and B ⋆ = grB Cost: no operation in k 2. compute v = count_roots(gr)
Cost: O(M(d) log(dp)) 3. compute γ = factorial(gr, p, d + 2v + 1)
Cost: O(M(dp 1/2 ) log(dp)) using Lemma 4.1 Remark: A better complexity is possible using resultants 4. compute
Cost: O(r ω M(dp 1/2 ) log(dp)) using Lemma 4.1
and is known at precision O(θ d+1 ).
Algorithm Xi_theta_d is correct and, provided that p ≥ d, runs in time O(r ω M(dp 1/2 ) log(dp) + r ω M(rd)) = O˜(r ω dp 1/2 + r ω+1 d).
Proof. It remains only to prove that the matrix β of Step 5 can be computed at precision O(θ d+1 ) in the given complexity. Remark that γ −1 is known at precision O(θ d+1 ) and has valuation −v. Since β ⋆ has nonnegative valuation and is known at precision O(θ v+d+1 ), the result follows.
Finally, we give an algorithm that computes
We let d and r be the degrees of L in respectively x and ∂.
ω M(dp 1/2 ) log(dp) ω M(dp 1/2 ) log(dp)
which is O˜((r + d) ω dp
Proof. Clear from what precedes.
We can use Algorithm Xi_x_d to compute Ξ x,∂ (L) for any L ∈ k(x) ∂ . Indeed, we can write such an L as f (x) L0 with f (x) ∈ k(x) and L0 ∈ k[X] ∂ . Now we can compute Ξ x,∂ (L0) using Algorithm Xi_x_d and finally recover Ξ x,∂ (L) just by multiplying Ξ x,∂ (L0) by f (x) p . We conclude this section by a final remark concerning 
IMPLEMENTATION AND TIMINGS
We implemented our algorithms in Magma; the source code is available at https://github.com/schost. Very large values of p are now reachable; timings do not quite reflect the predicted behavior with respect to p, for reasons unknown to us (experiments on other machines gave similar results). For the largest examples, the bottleneck is actually memory: the factorial algorithm of Subsection 4.2 requires to store O(p 1/2 ) matrices. Using our implementation, we have computed characteristic polynomials of p-curvatures for some linear differential operators with physical relevance. These operators annihilate multiple parametrized integrals of algebraic functions occurring in the study of the susceptibility of the square lattice Ising model. We considered the operator φ ∂ , has degree 28 in ∂ and 108 in x. We found that the characteristic polynomial of its 27449-curvature is equal to C(x 27449 , V ), where C(U, V ) is a polynomial of degree (108, 28) and valuation (17, 17) in (U, V ). This high valuation is in agreement with the empirical prediction that the (globally nilpotent) minimal-order operator for φ (5) H has order 17. We also considered a right-multiple, of degree 77 in ∂ and 140 in x, of the operator L23 mentioned in [10, §4.3] , and we computed the characteristic polynomial of its p-curvature for p ∈ {32647, 32713}. Note that for all these operators, pcurvatures themselves are impossible to compute using current algorithms.
