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The increasing need for software quality measurements has led to extensive research 
into software metrics and the development of software metric tools. To maintain high 
quality software, developers need to strive for a low-coupled and highly cohesive 
design. One of many properties considered when measuring coupling and cohesion is the 
type of relationships that made up coupling and cohesion. What these specific 
relationships are is widely understood and accepted by researchers and practitioners.  
However, different researchers base their metrics on a different subset of these 
relationships. 
Studies have shown that because of the inclusion of multiple subsets of relationships 
in one measure of coupling and cohesion metrics, the measures tend to correlate among 
each other. Validation of these metrics against maintainability index of a Java program 
suggested that there is high multicollinearity among coupling and cohesion metrics.  
This research introduces an approach of implementing coupling and cohesion 
metrics. Every possible relationship is considered and, for each, addressed the issue of 
whether or not it has significant effect on maintainability index prediction. Validation of 
orthogonality of the selected metrics is assessed by means of principal component 
analysis. The investigation suggested that some of the metrics are independent set of 








Peningkatan keperluan pengukuran kualitas software telah menyebabkan kajian 
menyeluruh metrik software dan pembangunan alat metrik software. Untuk 
mempertahankan kualiti software, pemaju mesti berusaha untuk menggabungkan desain 
dengan kopel rendah dan sangat kohesif. Kopel dan kohesi metrik dihitung dengan 
mempertimbangkan sejumlah hubungan tertentu. Apa hubungan khusus ini secara luas 
difahami dan diterima oleh para penyelidik dan pengamal. Namun, para penyelidik 
berbeza mendasarkan metrik di bahagian yang berbeza daripada hubungan ini. 
Karena beberapa himpunan bahagian daripada hubungan termasuk dalam satu 
metrik, kopel dan kohesi metrik cenderung untuk mengkorelasikan antara satu sama lain. 
Validasi metrik ini terhadap indeks kualiti daripada sebuah program Java menyarankan 
bahawa ada di antara multicollinearity daripada kopel dan kohesi metrik. 
Penyelidikan ini memperkenalkan pendekatan pelaksanaan metrik kopel dan kohesi. 
Setiap hubungan mungkin dianggap dan, untuk masing-masing, membahas masalah 
apakah atau tidak mempunyai kesan signifikan pada indeks Kemampu-rawatan 
jangkakan. Validasi orthogonality metrik yang dipilih dibahas dengan cara analisis 
komponen utama. Penyelidikan menunjukkan bahawa beberapa daripada metrik adalah 
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CHAPTER 1: ITRODUCTIO 
1.1 Software Quality Measurement 
To determine the worthiness of a software, we have to assess the quality it possesses. 
Software quality measurement involves thorough assessments of various factors 
affecting the quality. According to IEEE standard for a software quality metrics 
methodology, software quality is measured from the set of factors that are 
particularly relevant to the respective software [1]. In other words, software quality 
cannot be directly measured; the overall quality depends on some factors that are 
considered important by the stakeholders. As shown in Figure 1.1, software quality is 
affected by several quality factors. Complex quality factors might be determined by 
some affecting factors which are known as subfactors and so on. These factors and 
subfactors are then measured by some standard measurements or metrics. 
 
 
Figure 1.1 Software Quality Schema [1] 
Software Quality 
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Quality Subfactor Quality Subfactor Quality Subfactor 




Software developments require careful and systematic planning due to the 
limited budget and time. This is where software developers could benefit from 
measuring quality. Measuring quality is necessary to control the development as well 
as maintenance of the software [2]. Measurement findings could be used as means 
for decision making and other managerial verdicts e.g. identifying which part of the 
software that requires more resources for development, testing, or maintenance. 
Aside from managerial concerns, the quality of the product itself should be measured 
to ensure customer satisfaction. For instance, if we are building a critical system, the 
safety and the reliability of the system indisputably raise a high concern.    
1.2 Introduction to Software Metrics 
A metric according to language is a standard of measurement. Software quality 
metric, according to [2], is the mapping of a particular characteristic of a measured 
quality to a numerical value. A software quality metric must aim to a specific 
objective. 
Software metrics can be defined quantitatively and qualitatively [3]. Quantitative 
metric is more straightforward. It involves numerical data analysis and the results 
tend to be deterministic. Qualitative metric, e.g. functionality of a method, involves 
manual investigation by experts and often described in words. Many argued its 
validity because it is sometimes subjective and if the influencing factors are 
overlooked, the results could be bias.   
For large scale software, manual measurement is very time-consuming and is 
almost impossible. Researchers have been trying to automate this process by 
introducing more quantitative metrics and building tools to automate the calculation. 
The metric has to represent what qualitative measurement captures and thus it is 
important to clearly define these measurements so they will not deviate from what 
they purport to measure.  
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Software metrics can be defined at any stages of the development life-cycle. 
With respect of what it measures, software quality metrics can be grouped into two 
categories [2] [4].  
1. Project metrics (process metrics) measures software development process. 
Project metrics are often used in managerial level e.g. resource allocation and in 
predictive manners e.g. to predict how much time is needed to complete a cycle 
of development. 
2. Design metrics (product metrics) are used as a measure of quality of the product 
itself. Could only be measured in later stage of the development. Usually used to 
inspect if there is design flaw in the software. 
Earlier in 1960s, software quality was measured by the size of the program [5]. 
Accordingly, Number of Lines of Code (NLOC) was then being used to predict 
several critical decisions e.g. the effort and cost needed for development. The bigger 
the size was predicted to have higher effort, cost and defects.  
 
Figure 1.2 Size as predictors of quality and effort [8] 
The assumption of size to predict quality and effort was soon deemed as 
insufficient due to the rising diversity of newly established programming language. 
Lines of code used to complete a task in different programming languages might 
vary, however that does not make the shorter lines of code any better than the other. 
Thus, later in mid 1970s researchers started to look into other aspects that could be 








1.3 Introduction to Coupling and Cohesion  
High quality software must have a certain level of quality in its implementation [2]. 
Each of its elements should be designed and implemented carefully. There are 
generally three requirements that should be considered. 
1. Every element of a software must do a rationally appropriate number of 
functions and the way it does its functions must be properly designed.  
2. Elements of a software needs to communicate with other elements. Therefore, 
this communications should be designed as affective as possible.  
3. The position of the entity itself should be defined, whether it depends on other 
entities or other entities are depending on it.  
Relevant to the requirements above, coupling and cohesion was introduced as 
means to measure the interrelations and the functionality of elements in a software. 
The notion of coupling and cohesion arose at the time of structured design. To write 
a more comprehensive code, a program source code should be divided into modules. 
A module is a separate chunk of code that does a specific function. It can be called 
from any part of the program. Elements of a module are attributes, called modules 
and their parameters. Coupling, as coined by Stevens et al, is a measure of how 
dependant is modules to each other [6]. Interrelations between modules increase 
program complexity. This complexity should be restrained by reducing coupling 
between modules and enhancing coupling between elements in the module which is 
then called the cohesion [6]. More detailed descriptions of coupling and cohesion 
will be discussed in Chapter 2.  
Major research has been devoted into coupling and cohesion measurement noted 
by the introduction of various coupling and cohesion metrics.  To demonstrate how 
these metrics can predict maintainability, various validation studies were done. 
Validation is commonly done by exploring the relationship of coupling and cohesion 
metrics against other maintainability metrics which are available after maintainability 
has been performed e.g. error rate and maintenance effort. 
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The studies generally suggested significant relationships between coupling and 
cohesion to maintainability and reusability. Formal and detailed definition of 
maintainability and reusability will be discussed in Chapter 2.  
Some validation studies related to coupling metrics [7,8,4,9,10] are shown in 
Figure 1.3. The relationship between coupling metrics to each of the post-
implementation metrics is proportional e.g. classes with higher coupling are likely to 
have more faults or higher error rate. 
 
Figure 1.3 Quality Subfactors Related to Coupling 
In an attempt to reduce coupling, the degree of cohesion is expected to be high. A 
highly cohesive module is predicted to be maintainable. Figure 1.4 shows some 
quality factors that could be predicted from cohesion [11,10,12]. Unlike coupling, 
cohesion is inversely proportional to these post-implementation metrics. Further 
discussion of these studies will be discussed in Chapter 2.  
 
Figure 1.4 Quality Subfactors Related to Cohesion 
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1.4 Problem Statements 
Various metrics for coupling and cohesion have been proposed in the literature. One 
underlying difference of existing metrics is the scope of measurement. There are 
several types of interaction or connection among elements in the software that define 
the degree of coupling and cohesion. Coupling and cohesion metrics usually check if 
such interactions exist and increment the value of metrics by one. These metrics 
might include one or more types of interaction in their calculation.  
Studies have suggested that using a single metric for coupling and cohesion is 
insufficient [7]. We need a combination of several metrics to represent the degree of 
coupling as well as cohesion. Unfortunately, inclusion of several metrics as a 
combination in complementary manner is very difficult [13] because there is no 
empirical validation of which interactions should be included in the metrics. 
Inclusion of insignificant interactions will be inefficient and might end in an 
imprecise decision. As pointed by Norman [14] “common mistakes in software 
measurement include multicollinearity”. Multicollinearity might occur when each of 
the metrics used incorporates more than one interaction. Therefore, a study to assess 
the performance of coupling and cohesion metrics suite will be very useful for 
practical use.      
Another important difference is from the units or quantities of the metrics. Some 
metrics generate values in ratio while others generate values in real numbers. Some 
studies showed inconsistency in cohesion metrics where cohesion metrics appeared 
to be poor predictors of maintainability [15,16,17]. The authors mentioned that one 
of the reasons why this unexpected result occurred might be due to the various 
quantities used in cohesion metrics. Norman [14] also mentioned that “common 
mistakes in software measurement include performing arithmetic operations on non-





1.5 Research Objectives and Hypotheses 
The main objective of this research is to propose a coupling and cohesion metrics 
suite for object-oriented software. The proposed set of metrics should be able to be 
used collectively with commensurate quantity and minimal redundancy.         
At the end of this research, we expect to answer the following hypotheses.  
1. Hypothesis 1: “Existing coupling metrics are correlated to each other.” 
2. Hypothesis 2: “Existing cohesion metrics are correlated to each other.” 
3. Hypothesis 3: “The proposed coupling metrics in the metrics suite is measuring 
different aspect of coupling.” 
4. Hypothesis 4: “The proposed cohesion metrics in the metrics suite is measuring 
different aspect of cohesion.” 
5. Hypothesis 5: “Combination of the proposed metrics in the metrics suite 
contributes as a better quality predictor.” 
1.6 Research Contributions 
Upon completion, this research will contribute to Software Engineering specifically 
in the field of Software Quality Measurement. The contributions are listed as follow. 
1. Filling a gap in coupling and cohesion measurement study by applying several 
metrics in complementary manner as a set of metrics suite for a better practical 
use of software quality measurement. 
2. Assessment on each type of interaction of coupling and cohesion that is 
significant for quality prediction of object-oriented software.    
3. Assessment on the significance in inclusion of essential types of interaction to 
measure coupling and cohesion.  
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4. Development of Coupling and Cohesion Metrics (CCMetrics) tool that 
implements the metrics suite to measure coupling and cohesion of Java programs 
which will be licensed as open source. 
5. As a groundwork towards measurement of coupling and cohesion using a 
composite metric.   
The work in this thesis has resulted in the following publications and exhibition. 
1. Sukainah Husein and Alan Oxley, “Towards an Integrated Coupling and 
Cohesion Metrics Suite for Object-Oriented Software”, in Proceedings of the 1st 
National Postgraduate Conference on Engineering, Science, and Technology 
(NPC ’09), 2009.  
2. Sukainah Husein and Alan Oxley, “A Coupling and Cohesion Metrics Suite for 
Object-Oriented Software”, in Proceedings of the 1st International Conference on 
Computer Technology and Development (ICCTD ’09), 2009, pp. 421-425. 
3. Coupling and Cohesion Metrics (CCMetrics) Tool, exhibited at Engineering 
Design Exhibition (EDX) in March 2009. 
1.7 Scope and Limitations 
The metrics suite proposed in this research includes a combination of existing 
coupling and cohesion metrics. There are no newly introduced metrics in this 
research; however we had to redefine each metric due to lack of documentation and 
unclear definition in the literature. The application of the metrics is focused on 
object-oriented software and therefore the metrics evaluated are those relevant to 
object-oriented design concept. The measurement of coupling and cohesion is 
concentrated on static syntactic measurement. Static measurement refers to 
measurement of source code which is not done at run time, and syntactic 
measurement refers to syntax and structure analysis. The scope of work in this 
research is divided into the following.  
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1. Evaluation and selection of existing coupling and cohesion metrics. 
2. Development of CCMetrics as a tool that implements the proposed metrics suite. 
The specification of CCMetrics which is a revised version of [15] is provided in 
Table 1.1. 
3. Statistical analysis to examine the performance of each metric in the metrics 
suite. 
The limitations of this research are listed as follow.  
1. The proposed metrics suite is effectively applicable for software source code 
written in Java. 
2. The sample data are extracted from free-licensed tools which only implement 
few coupling and cohesion metrics. 
Table 1.1 Metrics Properties 
Metrics Properties Implementation 
Coupling Types of connection Available connections at source codes 
Domain of measure Class level coupling 
Strength of coupling Direct connection only 
Direction of coupling Import coupling  
Stability of server classes Account for both stable and unstable classes 
Inheritance 
Invocation of inherited components are 
accounted as regular coupling 
Cohesion Types of connection Available connections at source codes 
Domain of measure Class level cohesion 
Direct/Indirect connection Direct connection only 
Inheritance 
Only account for inherited elements defined in 
the class 
Access method and 





1.8 Thesis Organization 
This thesis is organized into seven chapters. Chapter 4 up to Chapter 6 discuss the 
results of this research. The description of each chapter is listed as follow. 
1. Chapter 1 discusses the brief introduction to coupling and cohesion, states the 
background of the study, research objectives, scope and limitations of the study. 
2. Chapter 2 discusses the quality factors that are measured with these metrics, 
detailed description of coupling and cohesion, studies of coupling and cohesion 
as quality predictors, coupling and cohesion frameworks, coupling and cohesion 
metrics and high level design measurement. 
3. Chapter 3 discusses the research methodology, metrics derivation methodology, 
software development methodology, and data analysis methodology. 
4. Chapter 4 shows the selected metrics and the formalized version of the metrics 
as used in CCMetrics.  
5. Chapter 5 shows the tool built in this research, CCMetrics, and discusses its 
architecture and system flow.  
6. Chapter 6 shows the result of statistical analysis for the metrics suite 
implemented in CCMetrics. 
7. Chapter 7 concludes the thesis and some suggestions for future works are 
presented. 








CHAPTER 2: LITERATURE REVIEW 
2.1 Quality Factors Measured by Coupling and Cohesion 
There are various quality factors identified by IEEE [1] and ISO 9126 [16] such as 
reliability, maintainability, integrity, etc. In this research, we focus on maintainability 
and reusability of an object-oriented software.  
2.1.1 Maintainability 
Maintainability refers to post implementation modification activities made to the 
software. Maintenance has been claimed as an activity that contributes to almost two-
thirds of project cost [17]. And therefore, maintenance effort should be kept as 
minimum. Modification generally involves understanding the components of the 
software, making changes and testing the modified components [18].  
Maintainability cannot be directly measured given that it is affected by several 
factors. According to Harrison [19], the degree of maintainability depends on several 
factors i.e. understandability, modifiability, and testability. Understandability is 
shown by the time spent to determine the changes required; modifiability is shown 
by the time spent to complete the changes; and testability is shown by the time spent 
to test the software after changes are made. High maintainability software requires 
less time to perform these activities [18].  
Measuring the time spent for maintainability can only be done after the actual 
maintenance has been performed and thus it brings no benefit for the developers. 
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Instead, researchers tried to find a way to predict the maintainability at earlier stage 
of the life-cycle. This can be done by collecting information from the software 
design and source code. Based on Harrison’s model (Figure 2.1), maintainability is 
primarily affected by software complexity which is closely related to modularity, 
information hiding, coupling, and cohesion [19].           
 
Figure 2.1 Maintainability Model by [5] 
2.1.2 Reusability 
Software development is a very rapid and expensive industry. Developers always 
strive to produce software as quick as possible due to the increasing competition in 
the industry. Code reuse has become common in practice, for instance developers 
have been reusing Components of The Shelf (COTS) in their software. Some 
developers even only commercialize components to be used by other software 
developers.  
However, numerous difficulties are associated with code reuse in which usually 
involve understandability of the code. Understanding a chunk of codes is a time-
consuming activity. Many times, programmers reuse only a small fraction of their 
own or their colleagues’ code and choose to re-write the whole code. This could 
happen because of a poor design and high code dependency. It is a nontrivial task to 















2.2 Object Oriented Concept  
Object oriented design is a modular design that composes a program into several 
standardized units. The core concepts of Object-Oriented design revolve around 
class, method, object, encapsulation, message passing, inheritance, abstraction, and 
polymorphism [20].      
The logically appropriate smallest unit in object-oriented design is a class 
because it provides definitions and implementations of objects as actors in object-
oriented design. The class defines data and behaviors of an object. The data defined 
in the class are called the attributes while the behaviors are called methods. A 
method represents the functionalities or what actions can be done by the respective 
class. These methods could be declared public or private which indicate the access 
scope. A publicly declared method acts as an interface of the class and can be 
invoked by other class. Methods also provide the ability to communicate via 
exchange of data or message passing.  
Object-oriented design concept incorporates abstraction, encapsulation, and 
information hiding through classes [20,3]. A class simplifies implementation of 
complex programs because it organizes attributes and methods that are semantically 
and logically related. Therefore, a class provides semantically meaningful abstraction 
of an entity. A class encapsulates or includes attributes and methods, and only 
publishes the interface and hides the unnecessary details. Other classes do not have 
the knowledge of the implementation of the methods and need only to know the 
signature of the methods which include name, parameters, and return type.  
The concept of polymorphism supports multiple implementations behind one 
common method [20]. An object can respond differently to a request depending on 
the message being passed.    
In object-oriented design, an object itself has to communicate with other objects 
to be able to work as a system. And thus in the definitions of objects, classes will 
define the necessary communications to other classes. There are three main 
relationships in object-oriented design i.e. association, dependency, and 
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generalization [21]. These relationships are necessary, however too many 
uncontrolled relationships complicate the system and the quality of the program will 
consequently degrade over time.    
1. Dependency 
Dependency refers to using relationships in which a class is using another class to 
complete its operation [21]. A change in the used class may affect the operation in 
the using class. The completion of the using class is dependent on the used class 
because if the used class is altered (especially at the interface) the using class most 
likely will encounter errors. In practice, it is usually shown by using external class as 
a formal parameter of a method. However, other relationships that do not involve 
instantiation of other class and inheritance are usually categorized as dependencies.  
The figure below illustrates the concept; to make a reservation Customer and 
Flight data are needed. Therefore, Reservation as the using class is dependent on 
Customer as well as Flight as the used classes. 
 
Figure 2.2 Dependency Relationship 
2. Association 
Association is a relationship in which the object of the owning class can navigate 











through objects of other classes associated with it. In practice, association is shown 
by instantiation of associated class as an attribute of a class.  
There are two special kinds of association namely aggregation and composition. 
Aggregation is a whole-part relationship, meaning that a class as a whole also 
consists of other class as a part of the whole class. However, the whole class does not 
control the lifetime of the parts. In association, the hierarchy of the classes is not 
directly shown. Unlike common association, aggregation defines the direction of the 
hierarchy. As seen in Figure 2.3, instantiation of Reservation class will require 
Invoice object. Thus, Invoice is a part of Reservation whereas every Reservation 
issued will cause an Invoice to be created as well.      
 
Figure 2.3 Aggregation Relationship 
Composition is a stronger variant of aggregation noted by the determination of 
lifetime by the owning class. The owning class is responsible for the creation and 
destruction of the owned class. If the owning class is destroyed, the owned class dies 
with it.    
 


















Generalization refers to parent-child relationship where the top class is the more 
general class and it inherited its elements to its child class [21]. A different concept 
but related to generalization is realization relationship where the class with higher 
hierarchy acts as an interface. An interface ensures typical implementation of the 
class that implemented the interface. The class that implements an interface must 
agree to employ all methods specified in the interface. 
2.3 Fundamental Concept of Coupling and Cohesion  
Coupling and cohesion was first introduced by Stevens et al in 1974 when Structured 
Design was the norm. It was originally defined as “the measure of the strength of 
association established by a connection from one module to another” [6]. It was 
raised as a concern that will increase complexity of a program if connections 
between modules are left uncontrolled. According to Stevens et al, coupling can be 
reduced by minimizing connections or dependency to other modules and by 
maximizing connections among elements inside the modules. The measure of 
connections among elements of a module is the degree of cohesiveness. 
2.3.1 Coupling in Object-Oriented Design 
While in Structured design coupling measures strength of connections between 
modules, in Object-Oriented systems there are several levels to where coupling can 
be applied. Eder et al proposed a framework of coupling which is assessed at class 
level [22]. Later on, Hitz & Montazeri proposed a framework that includes coupling 
measurement at class and object level [23]. Other work defined coupling as 
connections between components at any level [24]. In this study we tried to look at 
the degree of coupling in object-oriented software source codes, thus we focused our 
work on coupling at class level.         
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In practice, it is almost impossible to design classes independently to each other. 
Having plenty of smaller classes will encourage interactions between classes in the 
program. Thus, complexity escalates as interactions increase in the program. To 
illustrate the concept, we use a conceptual graph in Figure 2.4 where the vertices 
(C1, C2...Cn) denote classes in the program. The figure shows interactions or 
connections between classes which is denoted by the edges. A connection from C1 to 
C4 implies that C1 is dependent to C4. The threat concerning this dependency is if 
one class is modified, other classes that depend on it might need also to be modified. 
Following the example, if C4 is modified there is a possibility that the changes will 
affect C1 and C3. Hence, effort required to maintain the program is increased as the 
dependent classes have to be fixed. The challenge of this approach is how we can 
develop a program with functional classes and maintain minimal dependencies.      
 
Figure 2.5 Interdependency of classes in an Object-Oriented Program 
2.3.2 Cohesion in Object-Oriented Design 
Cohesion as defined by [25] is the “degree of intra-module interdependence” which 
means how the elements of a module are interrelated. Stevens et al included the scale 
of cohesiveness from lowest to highest where the highest become functional in which 
a module is intended to perform a single task and that there is no redundancy of the 
elements and those elements contribute to completing the task [6]. A highly cohesive 
class is easier to maintain due to clear functions or objectives of the class. It is also 







The approach of cohesion is well-accepted, however in practice it is very 
subjective and qualitative in nature. Researchers have tried to normalize the 
measurement of cohesion although even until now there has not been one that 
answers the entire problem.  
2.4 Measurement Frameworks  
Researchers always tried to introduce a better way to measure coupling and cohesion 
in a program. Not only had they introduced the metrics, but also the essential 
properties that affect coupling and cohesion. In this study, we based our 
measurement selection on the underlying frameworks that are common and widely 
used in literature. Frameworks explain how coupling and cohesion occur not only in 
the program but also in every detailed phase of the development. Frameworks will be 
the guidelines for metrics characterization. 
2.4.1 Framework by Eder et al 
Eder et al [22] extended the original version of coupling and cohesion and adapted 
the framework for use in Object-Oriented environment. This framework selected 
class and method as the primary units. Based on the interaction of components in the 
system, Eder et al deduced 3 types of coupling: interaction, component, and 
inheritance coupling. 
1. Interaction coupling.  
This type of coupling is derived from interaction relationship between methods 
caused by message passing. Recall the conceptual graph in Figure 2.1, let method m1 
belongs to C1 and method m2 belongs to C2. Method m1 is coupled to method m2 if 
m1 invokes m2 or m1 and m2 communicates via sharing of data. The coupling 





2. Component coupling.  
This type of coupling is derived from relationship between classes where one class is 
referring to another. This relationship in an Object-Oriented program is caused by the 
use of abstract data types. An attribute of a class is an abstract data type, if the 
attribute is declared as a non-primitive type which is using other class as the type of 
the attribute. An abstract data type can be declared in one of four ways - as an 
attribute of a class (class field), a method parameter, an attribute of a method, or a 
method parameter within a method.  
3. Inheritance coupling. 
This type of coupling refers to the existence of a relationship caused by inheritance 
or if one class is an ancestor of another class.    
For each of the coupling mentioned above, Eder et al further classified the 
strength of coupling from strongest to weakest. However, we will not elaborate on 
that because semantic measurement is not in the scope of this study.  
Cohesion framework introduced by Eder et al [22], provides a qualitative list that 
defines the degree of cohesion in an object-oriented environment. There are three 
types of cohesion i.e. method cohesion, class cohesion, and inheritance cohesion. 
Method cohesion caters for the cohesiveness of elements in a method i.e. attributes of 
the class, attributes of the method, and statements of the method. Class cohesion and 
inheritance cohesion define cohesion at class level. Class cohesion does not cover 
inherited elements while inheritance cohesion does. For each of these cohesion types, 
Eder et al classified the strength semantically from weakest to strongest.     
2.4.2 Framework by Hitz and Montazeri 
Hitz and Montazeri [23] defined coupling in two levels i.e. class level coupling 
(CLC) and object level coupling (OLC). As the name implied, OLC is a measure of 
coupling from interactions between objects during run-time whereas CLC is a 
measure of coupling from interactions between classes in the program being 
20 
 
developed. The authors defined two types of classes i.e. server and client class. 
Server class is the one providing services while client class is one that uses services 
provided by server class.  
CLC is used for decision making process with respect to prediction of 
maintenance effort and dependency of classes. OLC is applicable for debugging and 
prediction of testing efforts due to faults found at run-time.   
1. Class Level Coupling 
CLC occurs when there is a reference to external classes due to method invocation or 
attribute reference. For this type of coupling, there are 3 properties defined i.e. 
stability of class, type of access, and scope of access.    
Stability of class refers to the stability of a server class which is classified as 
stable and unstable. Stable classes are those that are unlikely to be modified. Those 
classes are usually the ones imported from standard library. Unstable classes are 
those where changes might be done either in the body of the class or the interface. 
These classes are newly declared in the program. 
Type of access defines where the interaction takes place. There are two types of 
access i.e. access to interface and access to implementation. Access to interface 
refers to coupling through method invocation. Access to implementation refers to 
coupling through attribute referencing.   
Scope of access defines the visibility of server class in the client class. It is 
classified into two types i.e. visible to all methods and visible to only a particular 
method. When server class is visible to all methods, it can be declared as the type of 
a class attribute, type of a global variable, or an ancestor class. If server class can 
only be accessed by a particular method, it can be declared as the type of a local 





2. Object Level Coupling 
OLC occurs when there is a reference to external objects at method parameter, 
instantiated as global object, or non-active part of an object. We will not discuss 
OLC in detail due to scope limitation.  
Hitz and Montazeri did not really provide a framework for cohesion. But they 
introduced an extended version of cohesion metric by C&K. They identified a 
problem caused by access methods in the computation of the cohesion metric. Access 
methods are methods that perform a read (get method) and write (set method) 
services for a specific attribute. They suggested the inclusion of method-method 
invocation in the cohesion measurement to remedy the problem.  
2.4.3 Framework by Briand et al 
A coupling framework by Briand et al [13,26] counters for several properties i.e. the 
relationship of the classes, the direction of coupling, and the type of interaction 
(connection) that constitutes to coupling. According to the authors, classes can be 
related via friendship and inheritance or not related at all. Direction of coupling 
refers to the impact when changes are made to the class itself. A class can be affected 
by other classes or affect other classes. When a class is affected by other classes, the 
class is dependent to those other classes. This class is called the client class where it 
needs server classes in completing the task. When a class affects other classes, this 
class act as the server and changes made to this class should be thought carefully due 
to its impact on other classes. 
Type of interaction defined in this framework represents the connections that 
causes coupling to occur. There are three types of interactions defined i.e. Class-
Attributes (CA) interaction, Class-Method (CM) interaction, and Method-Method 
(MM) interaction. CA interaction looks into the existence of abstract data type 
(ADT) in a class. This occurs if an attribute of a class has other class as its type. CM 
interaction exists when ADT occurs as parameter or return type of a method. MM 
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interaction takes place if there is a static external method invocation or a pointer that 
refers to external methods. 
Briand et al [27] introduced a framework which is one of the few that mentions 
relationships relevant to cohesion. They define two types of cohesion, Data-Data 
interaction (DD-interaction) and Data-Method interaction (DM-interaction).  
DD-interaction refers to the existence of a relationship caused by interactions 
between data declaration. Here, data declarations refer to local and global type 
abstract data, the class itself, and global attributes. DM-interaction refers to the 
existence of a relationship caused by interactions between data, one or both of which 
are at the method level. Method level attributes include local attributes, method 
parameters, and method return types. Briand et al’s framework is more applicable for 
a high level design measurement. The framework does not include methods’ 
attributes because the method body is not visible at that stage. 
2.5 Measuring Coupling and Cohesion  
2.5.1 Coupling Metrics 
The first metrics suite for object-oriented program source code was introduced by 
Chidamber & Kemerer (C&K) in 1994 [27]. The metrics are intended to cater for 
overall complexity of object-oriented programs. The metrics suite includes Weighted 
Methods per Class (WMC), Depth of Inheritance Tree (DIT), Number of Children 
(NOC), Coupling between Object (CBO), Response for a Class (RFC), and Lack of 
Cohesion in Methods (LCOM).  Among those, CBO is the one that measures 
coupling between classes. CBO measures the degree of coupling of a class by 
examining the existence of external method invocation and instances variable 
(instantiated attribute of an object). Although the concept is focused on object level, 
but in practice the information is available for class level investigation. This metric 
counts the number of classes that a class is dependent to. Some studies consider RFC 
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as a coupling metric, however RFC does not count the actual connection, instead it 
counts for potential connection.    
Li & Henry [28] evaluated C&K metrics and reused the concept in their work. 
They introduced three types of object coupling i.e. coupling through inheritance, 
coupling through message passing and coupling through data abstraction. Coupling 
through inheritance measures are adopted from C&K’s DIT and NOC metrics. DIT 
counts number of super-classes that a class has while NOC counts number of sub-
classes that a class has. Coupling through inheritance increases the possibility of 
violating the concept of encapsulation and information hiding. Both are due to 
permission of access of a class’ elements by its descendants. 
Coupling through message passing also adopted CBO concept, however it only 
caters for external method invocation. Message Passing Coupling (MPC) measures 
the complexity of a class by counting the number of sent-statements in a class or in 
other words how many external methods are called by the class. MPC differs from 
CBO from the connection and the unit of measurement [28].   
A class might have an attribute whose type is a different class. Such type of 
attribute is called abstract data type. Coupling through data abstraction occur due to 
existence of ADT in a class. Data Abstraction Coupling (DAC) is a measure of 
number of attributes declared as ADT in a class. Existence of ADT in a class also 
shows a part-whole relationship (aggregation) which was mentioned by Bansiya [29] 
and classified as Measure of Aggregation (MOA).   
Briand et al [13,30] in their framework defined three properties that affect 
coupling: the relationship, the direction, and the type of connection. The 
relationships defined are whether classes are related by inheritance, friendship, or 
neither (no relationship). The directions defined are import and export; and the types 
of connection are Class-Attribute, Class-Method, and Method-Method. Briand et al 
formulated coupling metrics that consist of all possible combinations of those 
properties that made the total of eighteen possible metrics. For example, CA 
relationship has three import couplings and three export couplings. The CA import 
couplings are Inverse Friend Class Attribute Import Coupling (IFCAIC), Ancestors 
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Class Attribute Import Coupling (ACAIC), and Other Class Attribute Import 
Coupling (OCAIC). Same goes to CM and MM relationships.  
Another set of coupling metrics are introduced by Offutt et al [31]. The set 
includes parameter coupling, external/file coupling, inheritance coupling, and global 
coupling. Parameter coupling occurs if there is an external method invocation. The 
paper explained clearly by giving examples of methods calling in actual code 
implementation i.e. implicitly by calling constructor, and explicitly by calling 
method through an object reference and by static reference. Inheritance coupling 
differs from Li & Henry [28] because it counts inheritance relationship if the sub-
class redefines or uses any elements from the super-class. Global coupling here refers 
to the use of public attributes of a class in another class through static or object 
reference.  
There are many other coupling metrics introduced but most of them only 
consider external method invocations and instantiated attributes to represent coupling 
[29,32]. 
2.5.2 Cohesion Metrics  
As mentioned earlier, C&K introduced the first object-oriented metrics suite. For 
capturing cohesion, the measurement is done by examining all possible paired 
elements (methods and attributes) of a class and checking if there is a relationship 
between each of the paired elements [27]. Lack of Cohesion in Method (LCOM) 
checks if between two methods in the same class, the attributes of each class are 
related, the paired methods are said to share common attributes. If number of paired 
methods that do not share common attributes are higher than the ones that share 
attributes, it will result in a number other than zero otherwise it is zero. Consider a 
Class C1 with n methods M1, M2..., Mn. Let {Ij} = set of instance variables used by 
method Mi. There are n such sets {I1},... {In}. Let P = { (Ii,Ij) | Ii ∩ Ij = ∅ } and Q = { 




LCOM     = |P| - |Q|, if |P| > |Q| 
  = 0 otherwise 
(2.1) 
LCOM has been criticized and redefined by the authors, Henderson-Sellers [33], 
and Hitz & Montazeri [23]. Henderson-Sellers redefined LCOM as number of paired 
methods in the same class that do not share common attributes. Hitz & Montazeri 
defined LCOM using undirected graph. Their version of LCOM is a count of 
connected components in the graph where methods as the vertices and coupling 
relationship as the edges. Hitz & Montazeri found the problems with access methods 
(set and get methods) where the existence might increase LCOM (and decrease class 
cohesion).  
Shared attributes method is then popular among cohesion measurement and more 
researchers introduced their cohesion metrics based on this method. Bieman & Kang 
[34] introduced Tight Class Cohesion (TCC) and Loose Class Cohesion (LCC) to 
measure class cohesion. Both are looking into shared attributes between methods but 
TCC only caters for direct connection while LCC also caters for indirect (transitive) 
connection. Let NDC be the number of direct connections and NIC be the number of 
indirect connections in class C and NP be the maximum number of possible direct 
and indirect connections that can happen in class C;   
TCC = )DC / )P 
LCC = ()DC + )IC) / )P 
(2.2) 
(2.3) 
Ratio of Cohesive Interaction (RCI) was introduced by Briand et al [35] based on 
DD- and DM- interactions. It is defined as the total of actual interactions divided by 





where CI(c) is the set of cohesion interactions of class c based on actual DD- and 
DM- interactions and MaxI(c) is the set of all possible DD- and DM- interactions of 
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class c. DD- and DM- interactions mentioned in are more applicable for high level 
design measurement. 
2.6 Empirical Validation of Coupling and Cohesion Metrics to Software 
Quality 
Generally speaking the lesser the coupling, the more independent the class will be, 
and the more likely it is to be reused. Furthermore, the lesser is the effort required to 
understand the coupling, and so the easier it is to maintain the class. As for cohesion, 
the more cohesive the class is, the easier it is to understand the code. And therefore, 
the lesser time needed to maintain and reuse the codes. 
More works have been pursued to validate the significance of coupling and 
cohesion metrics as tools for quality prediction. In this section, we discussed some 
works on empirical validation of coupling and cohesion metrics. In general, the 
studies on coupling metrics correspond to the concept. The results of cohesion 
metrics validations seem to be inconsistent. While conceptually existing cohesion 
metrics are associated to quality factors [11,10], others showed different results 
[34,8,7,26]. The inconsistencies occur due to non-commensurate metrics’ quantity 
and non-normalized metrics values.                  
2.6.1 Validation of Object-Oriented Metrics to Fault-Proneness 
Several works have been done to investigate the relationship of object-oriented 
metrics to fault-proneness. As the name implies, fault-proneness refers to the 
likelihood of a class to contain faults. Basili et al [26] did an empirical study on C&K 
metrics and tested these metrics against errors found during testing of an Object-
Oriented program developed by students. They performed two analyses i.e. 
univariate logistic regression and multivariate logistic regression. Univariate logistic 
regression test is used to evaluate the relationship of each metric to fault-proneness. 
From this analysis, the authors found out that WMC, DIT, RFC, NOC, and CBO 
showed high significance. LCOM, however, showed insignificance in the analysis 
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due to lack of variability and large outliers. Only those metrics with high significance 
were selected to enter multivariate logistic regression. Multivariate model computed 
from the later analysis selected DIT, RFC, NOC, and CBO as the best model to 
predict fault-proneness. These metrics can be used in complementary manner and 
relatively independent to each other. 
Another work on validation of Object-Oriented metrics, was done by Briand et al 
[7]. This study extended the former by including more Object-Oriented metrics i.e. 
coupling, cohesion, and inheritance metrics found in literatures. This study was 
performed to investigate three main concerns i.e. what the Object-Oriented metrics 
are capturing, how these metrics affect fault-proneness of a class, and how accurate 
are the prediction of fault-proneness from these metrics. Other than univariate and 
multivariate logistic regression, this study also used principal component analysis 
(PCA) to investigate the structural dimension of the metrics. A detailed description 
on PCA will be discussed in Chapter 3.  
Each component extracted from PCA measures different dimensions and is not 
correlated to each other. Many of the metrics studied appeared to capture similar 
dimensions as the number of components extracted was much lower than the number 
of metrics. This implied that many of the metrics proposed in the literature are 
somewhat redundant.  
Most of the components identified in the analysis consisted of coupling 
measures. This indicated that different coupling measures have multiple orthogonal 
dimensions and thus, one measure to define coupling is insufficient to represent the 
degree of coupling of a class. With respect to cohesion measures, they generally 
contributed to fault prediction. However, ICH was a special case as it behaved 
differently from other cohesion measure for two reasons [7]. ICH only caters for 
message invocation while other cohesion measures consider class attributes as well. 
Other than that, ICH is additive which means that if two uncorrelated classes are 
combined, the degree of cohesion of the newly combined class is the sum of ICH 
value of the two classes. 
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Univariate analysis in this study generated a long list of metrics that showed high 
significance to fault prediction. These metrics were then considered for multivariate 
analysis. The best multivariate model to predict fault-proneness was constructed 
from coupling, cohesion, and inheritance metrics. At the end of the study, the authors 
concluded that coupling and inheritance metrics are highly correlated to actual faults. 
In fact, most multivariate models constructed from these metrics appeared to be good 
predictors of fault-proneness. The best multivariate model consists of coupling, 
sohesion, and inheritance metrics. For coupling, it is specifically mentioned that 
coupling due to method invocation showed a high significance on top of other 
coupling measures. 
Another work to inspect the relationship of C&K metrics to fault prediction was 
carried out by Gyimothy et al [8]. The difference here is that they used both logistic 
and linear regression analysis. They also used a machine learning method to predict 
the number of faults in a class with the use of metrics as predictors. The machine 
learning tool combined decision tree and neural network concepts. The study used an 
open source Web and e-mail suite called Mozilla version 1.6, and collected the bugs 
on the Bugzilla database. The authors found that CBO was very significant and 
appeared to be the best predictor in linear and logistic regression analysis. The 
machine learning models supported the former findings by showing CBO to have the 
highest precision, correctness, and completeness values. They compared their work 
with previous works by Basili at al [36], Subramanyam & Krishnan [37], and Yu et 
al [38]. All of the studies agreed that CBO is a good predictor of fault-proneness. 
Gyimothy et al’s work contradicted with the results obtained by Basili et al where 
LCOM is an insignificant predictor. The authors mentioned that they could not 
explain the difference and thus further investigation is needed.          
A study by Subramanyam & Krishnan [37] tried to evaluate C&K metrics against 
number of defects and size. The results showed that CBO and DIT are associated to 




2.6.2 Validation of Object-Oriented Metrics to Productivity 
Chidamber et al [10] did a study to investigate the relationship of C&K metrics to 
productivity which is defined as size divided by effort. Effort is measured by hours 
which comprises of rework effort and design effort. The experiment was done on 
three Object-Oriented financial applications. The analysis was exploratory in nature 
and therefore they used the stepwise regression to find the best model for prediction. 
To check the correlation between metrics, they performed the correlation analysis. 
They deduced three points of results from the analysis.  
1. At the early analysis, the author mentioned that the values of NOC and DIT are 
quite low compared to other metrics, thus reducing their chance to contribute to 
the overall variability of the data. They mentioned that the reason why is 
probably due to the use of inheritance in Object-Oriented design which is not 
fully utilized in the current development of Object-Oriented programs.  
2. From the correlation test, they found out that CBO, RFC, and WMC are highly 
correlated. As an effect it is possible that only one of these metrics appear in the 
regression model.  
3. From the stepwise regression, CBO and LCOM are very significant factors. 
High levels of coupling and lack of cohesion were highly associated with lower 
productivity which means greater rework and design effort.     
2.6.3 Validation of Coupling Metrics to Change-Proneness 
A study to validate the relationship of coupling to change-proneness was done by 
Wilkie et al [9]. The analysis revolved around the classic CBO metrics introduced by 
C&K and the extension of CBO. The extended version of CBO caters for 
connections that were not considered by CBO and the direction of coupling. The 
direction of coupling shows which class act as server, the core classes that are used 
by other classes, and client. The results showed that forward metrics, which count 
number of dependency of a client class, are good predictors of change-proneness. 
However, the classic CBO metrics performs better than the extended metrics which 
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contradicted the hypothesis. Although these metrics are good predictors of change-
proneness, they do not provide insights of the frequency of the changes or how many 
times the class will engage in change. 
2.6.4 Validation of Cohesion Metrics to Fault-Proneness 
Semantic cohesion metrics, C3, was introduced by Marcus et al [11]. Aside from 
their newly introduced metric; they did an investigation if the metrics is able to 
predict faults in object-oriented programs. The results showed that C3 (if combined 
with other cohesion metrics) can predict faults (by classifying classes with and 
without faults) with precision of 66.20%.  
2.6.5 Validation of Cohesion Metrics to Reusability 
Bieman & Kang [34] introduced their metrics of cohesion, TCC and LCC in their 
paper and tried to analyze the correlation between cohesion measure and object-
oriented reuse. They classified two types of object-oriented reuse i.e. reuse via 
instantiation and reuse via inheritance. Instantiation reuse is the measure of how 
many times a class is instantiated. Inheritance reuse is a measure of classes that 
inherit the class, or in other words number of children both direct and indirect. The 
test showed that cohesion and instantiation reuse has no relationship which means 
the correlation is very low. However there is a strong indication that cohesion and 
inheritance reuse is correlated, but in contradictory way. The classes that are highly 
reused via inheritance were shown to have lower cohesion. 
2.7 Adopting Syntactic Metrics for High Level Design Measurement 
Measuring quality of software source code is important because as an end product, 
the source code provide more information than any design and thus allowing a more 
precise measurement. However, source codes are only available at later stage of the 
development. Software source codes are one of the deliverables produced during 
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software development life-cycle. At earlier stage of the development, software 
requirements are conveyed into design. Before going for implementation, the design 
itself should possess a good quality.  
Not only used as a guideline of implementation, a good design will also raise the 
quality of the end product. Early measurement allows early detection of design flaws. 
Unnecessary design problems in the source codes are eliminated. Thus, testing effort 
is reduced. Design measurement also reveals the size of each class. More resources 
should be given to classes of bigger size. It also shows the classes that are highly 
reused in the program. Those that are, need to be designed taking into account the 
fact that a large number of classes will make use of them. 
Design measurement also provides guidance of the software implementation. 
During implementation or post-implementation, it can be used to check if the source 
codes deviate from the design. For this purpose, measurements from design can be 
compared against measurement from source codes. For comparison, it is suggested to 
use similar metrics. Hence, researchers proposed to lift source codes metrics to be 
applied for design.  
Relationships such as aggregation and inheritance are clearly depicted in UML 
Class Diagram. Therefore, most of source code metrics are refined for use at Class 
Diagram. McQuillan & Power [39] mentioned the application of source code metrics 
to UML Diagrams. They mentioned that any difference of source code and design 
metrics may help in identifying deviations or improper implementation of the design. 










CHAPTER 3: RESEARCH METHODOLOGY 
3.1 Introduction 
IEEE defines a methodology for software quality metrics which is basically for 
practical use in the industry [1]. However, this methodology can be adopted for 
research purpose in defining metrics for a particular software quality. The 
methodology comprises of five steps i.e. establishing the quality requirements, 
identifying software quality metrics, implementing the software quality metrics, 
analyzing the metrics, and validating the metrics.  
The methodology used in this research is adopted from the standards by IEEE 
mentioned above as well as incorporating methodologies from earlier researches 
[18,40]. 
This chapter describes the methodology used in this research which comprises of 
methodology for metrics selection, methodology for software development, and 
methodology for metrics validation. The second section of this chapter explains the 
activities or project phases of the research. The third section discusses the detailed 
description of metrics selection methodology. The fourth section describes the 
methodology used to develop the tool. And the remaining sections justify our 
methodology for conducting empirical studies on the metrics including the 





3.2 Research Activities 
Figure 3.1 summarizes the overall research activities. There are basically five main 
phases involved throughout the research i.e. project initiation, framework evaluation, 
metrics evaluation, tool development, and data analysis.  
This research requires a deep understanding of coupling and cohesion concepts. 
Thus, during the initial stage a pilot study on coupling and cohesion was carried out. 
The analysis involved literature search on the roadmap and the state-of-the-art of 
coupling and cohesion on object-oriented paradigm.  
 
Figure 3.1 Research Activities Flow Chart 
However, we could only examine metrics tools that came with free-license and 
free-trial downloads. According to our observation, these tools showed some 
inconsistencies in the metrics calculation. This observation corresponds with a study 
on some of these tools by Lincke et al [41]. According to the author, the 
inconsistencies happened due to various interpretations of metrics by the developers. 
This has also been mentioned by Briand et al [13], that the metrics are lacking 
detailed definitions. For the purpose of this research, development of a software 






















































3.3 Selecting Coupling and Cohesion Metrics  
3.3.1 Framework Evaluation 
Several frameworks of coupling and cohesion are evaluated and compared to get the 
overall view of coupling and cohesion. These frameworks are compared according to 
the types of relationship that contribute to coupling and cohesion.  
Coupling and cohesion frameworks explain how coupling and cohesion occur not 
only in the program but also in every detailed phase of the development. Some 
frameworks are applicable for design phase but most frameworks work for 
implementation phase where the concept of coupling and cohesion are applied for the 
software source code.  
The properties derived from available frameworks are measurement domain, 
types of relationships, treatment of inheritance elements, treatment of indirect 
relationship, stable library, access methods, and strength of the relationships 
[13,22,23,35].  
3.3.2 Metrics Evaluation 
Coupling and cohesion occur due to the existence of specified relationships among 
elements of the program. Some metrics count a single type of relationship while 
others combine several types of relationship in the calculation. This makes it hard to 
decide which metrics to choose from for the proposed tool.  We are of the opinion 
that a reliable tool should cater for as many kinds of relationships as possible. 
Consequently we consider that, in evaluating an existing metric, it is very important 
to ascertain the range of relationships covered. 
The metrics selection was done according to the steps adopted from [1].  Figure 
3.2 displays the process flow. The properties from coupling and cohesion 
frameworks were used as well as some intrinsic properties found when evaluating the 
metrics. They were compared and we decided that the underlying difference of 
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coupling and cohesion metrics is the type of relationships covered in the 
measurement. 
 
Figure 3.2 Metrics Selection Methodology 
3.4 Software Development 
CCMetrics is a tool that measures coupling and cohesion by implementing the 
metrics suite proposed in this study. It was developed using Agile methodology. This 
method adopts an iterative approach and delivers product faster than structured 
methods e.g. Waterfall [3]. At the outset, requirements are defined and the 
development itself is divided into phases which at some point can be iterated before 
going to the next phase. The life cycle is shown in Figure 3.3. 
As seen in the figure, the implementation, test integration and evaluation can be 
iterated until the final product is released. The first iteration includes most of the key 
requirements of the tool and as it goes additional requirements and functions are 
added to the tool.   
At the initial stage of the development, some metric tools are evaluated to get 
some insights of application of metrics. The evaluation of each software metrics tool 
Derive properties from metrics Derive properties from frameworks 
Match properties from frameworks and metrics 
Define other assumptions 
Define metrics for measurement 
Formalize metric notations 
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took into account the type of application that the tool is able to measure (e.g. stand 
alone, Eclipse-IDE plugin), the type of inputs that it expects (e.g. source code files, 
class files), and the actual coupling and cohesion metrics used. 
The testing was done using white-box testing with combinations of inputs and 
preconditions to check if the tool is free from logic errors. Once additional features 
were integrated into the tool, integration testing was performed. The verification of 
the correctness was done with manual inspections.    
The metrics suite was developed in Java language. To assist on the development 
of the code parser, ANTLR was used [31]. ANTLR is a language tool that provides a 
framework for constructing recognizers, compilers, and translators from grammatical 
descriptions containing Java, C#, or C++ actions [42]. 
 
Figure 3.3 Software Development Methodology 
3.5 Statistical Analysis Methods  
3.5.1 Correlation Analysis 
Correlation measures how two variables associate to each other [43]. Correlation 
coefficient (r), or famously called the Pearson’s correlation coefficient, shows the 
strength of the association between the two variables. r falls within the range of -1 ≤ 
r ≤ 1 where -1 denotes a perfect negative correlation and 1 denotes a perfect positive 







correlation. When perfect negative correlation is achieved, the two variables tend to 
behave in an opposite direction; while for perfect positive correlation, the two 
variables tend to behave in a similar direction.  
3.5.2 Principal Component Analysis 
Principal component analysis (PCA) is a procedure mainly used for data reduction. It 
is useful to find if redundancy exists in the data. PCA will investigate the 
characteristic of the sample data and no control variable is needed in the model. 
Using this method, unnecessary variables with high correlation to those already 
considered are removed. It makes it easier to perform a prediction by considering 
fewer uncorrelated variables.  
PCA will generate components that are independent or uncorrelated to each other 
[44]. The first component includes most of the variances in the variables and so on 
until all variances are accounted for. The measure of the variances accounted by each 
component is called eigenvalue.    
In every component, we can see the variables that represent or influence the 
component. This level of influence is shown as loading of each variable in the 
component. The higher the loading, the higher the influence of the variable to the 
component. In other words, variable loading shows the correlation of the variable 
against the component.  
For easy interpretation, each component is rotated this results in more extreme 
loadings. The most common rotation scheme is Varimax which is used in this 
analysis. Rotated components will have variables with either high or low loading and 
those with low loading are usually near to zero. It helps in selection of highly 





3.5.3 Linear Regression Analysis 
Univariate linear regression analysis attempts to find the relationship of an 
independent variable and a dependent variable. It helps to investigate the degree of 
influence that an independent variable might cause to the dependent variable. It uses 
the principle of least-square fit to fit the variables in a straight line.  
As opposed to the simple linear regression, multivariate linear regression tries to 
fit two or more predictors or independent variables in a linear function [43]. This test 
could be used to find the relationship of several independent variables with a 
dependent variable. Multiple linear regression also uses the principle of least-squares 
to fit the variables in the line. To get the least-squares, residuals which are the 
deviations between dependent variable and its means, have to be computed.  
In this test, all variables can be forcedly entered to the model or several can be 
selected to get the highest variability explained by independent variables using 
stepwise selection method. P-value, which implies the probability that the regression 
happens due to chance, are usually used as the conditions. P-value is set as 
significance levels of 0.05 to enter the model and 0.10 to exit the model. This 
threshold is set because we only accept prediction with no less than 95% confidence. 
It is also necessary to check the existence of multicollinearity among independent 
variables from this test. Multicollinearity is multiple regression analysis where the 
independent variables are highly correlated to each other. To detect multicollinearity, 
we should calculate the Variance Inflation Factor (VIF).  
3.6 Data Collection 
3.6.1 Independent Variables 
For the independent variables, we derived metrics values from free-licensed Object-
Oriented metrics tools and our own CCMetrics. The list of third-party tools we used 
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in this study is provided in Table 3.1. The detailed list of metrics extracted from each 
tool will be given later in Chapter 6. 
Table 3.1 Free-Licensed Metrics Tools 
ame Type Input Metrics 
VizzMaintenance Eclipse-IDE 
plugin 




Java file Chidamber & Kemerer metrics 
Metrics 1.3.6 Eclipse-IDE 
plugin 
Java file Henderson-Sellers metrics 
JHawk Eclipse-IDE 
plugin 
Java file Standard object-oriented metrics 
Ckjm Stand alone Class file Chidamber & Kemerer metrics 
CCCC Stand alone C++/ Java 
file 
Basic and complexity metrics 
 
To allow repetition and verification, this study used open source software in the 
empirical analysis. Open source software promotes rapid evolution of source code 
and the distribution must follow a license that guarantees the use of the software 
freely [45]. Most of the cited works in this study have also used open source software 
in their empirical works.  
The open source software used in the analysis is JAIM, a free-licensed instant 
messaging support library for AIM implementation. The source code of this software 
is retrieved as an input for all metric tools. The software is written in Java and the 
library has a total of 48 classes. We chose a fairly small program for the purpose of 






3.6.2 Dependent Variables 
3.6.2.1 Maintainability Index 
As the dependent variable, we opted to use Maintainability Index (MI) and revision 
counts of the software. MI is a composite metric designed at the University of Idaho 
in 1991 by Oman and Hagemeister [46,47,48]. The project was investigated together 
with Hewlett Packard in some trials involving their very own projects. The metric 
has been validated against industrial software for investigation of maintenance 
changes [47]. The investigation showed a good implication of MI in predicting 
changes made to the software. However, in later study it was mentioned that the 
metric succeeded in identifying restructured codes and added new features while 
failed in identifying removed unused codes removal and compiler warning removal 
[48].  
The authors were trying to find a polynomial metric that could represent 
maintainability. From the regression models constructed from their sample data, 
Halstead’s Volume and Effort metrics are the ones that perform the best in predicting 
maintainability [47]. Other metrics in the model includes cyclomatic complexity 
[49], lines of code, and lines of comments. The authors stated that involvement of 
experts is crucial due and therefore comments are taken into account when 
measuring maintenance. Comments could help ease the maintenance process as 
understandability of the source code improved. The original metric has been going 
through improvements for several times until now. The latest version of MI is shown 
below.   
MI = 171 - 5.2 x ln(aveV) - 0.23 x aveV(g') - 16.2 x ln(aveLOC) + 50 x 
sin(sqrt(2.4 x perCM)) 
(3.1) 
The value of this metric is obtained from Analyst4j tool which provides 
calculations of MI at class level. The tool provides the latest version of MI metric. 
We would like to see how our metrics suite correlates to MI due to their comparable 
nature which is to capture the structure of the codes.  
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McCabe’s cyclomatic complexity metric has been validated and the study 
suggested high correlation to cohesion [12]. Halstead’s volume metric is one of the 
oldest maintainability metrics which also captures the potential complexity of the 
program structure [50]. Higher Halstead’s volume metric value indicates that the 
module does too many functions and therefore might reduce cohesiveness of the 
program.            
Although originally introduced for structured programming software, the authors 
claim that MI is applicable for use for object-oriented systems [48]. The metric is 
able to identify complex object-oriented methods in object-oriented systems.  
3.6.2.2 Software Revision  
As mentioned in Chapter 2, a study on validating metrics to change-proneness was 
carried out by [9]. Data collected for this study was the number of revisions done to 
the classes in the program. More revisions done in a class indicates more effort given 
to the respective class. Such a class is then classified as having a low degree of 
maintainability.  
In this study, we are trying to replicate the methodology by collecting number of 
revisions done in each class of JAIM program. The revision is accessible as read-
only via web-based CVS repository viewer provided by sourceforge.net which hosts 
the program. CVS, which stands for Concurrent Versions System, is used commonly 
as a collaboration tool for a group of software developers [51]. The tool allows 
management of changes or revisions made to the program. It keeps all records of 











COUPLING AND COHESION METRICS SUITE 
 
CHAPTER 4: COUPLIG AD COHESIO METRICS SUITE 
In most cases, we need more than one metric in order to satisfy all types of 
connections. Each metric can represent more than one relationship, however it is 
preferable to have a metric that only represents one type of relationship. Coupling 
metrics, defined here, indicate how dependent a class is on others. The higher the 
metric value, the more dependent the class is. A higher metric value means that the 
class greatly uses, and thus relies on, other classes to complete its tasks. While for 
cohesive metrics, a high metric value indicates high cohesion which indicates good 
software design or programming practice.   
4.1 Coupling Metrics Suite  
4.1.1 Coupling Metrics Suite Properties 
Properties of coupling and cohesion metrics are adopted from the “Unified 
Framework for Coupling Measurement” by Briand et al [13]. In this section, we will 
discuss our implementation of each of the properties.  
1. Types of connections  
In object-oriented design, there are several kinds of relationships that connect classes 
to each other. These relationships are introduced in UML environment and thus are 
visible in UML diagrams. As discussed earlier in chapter 2, three most important 
relationships according to Booch et al [21] are dependencies, generalizations, and 
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associations. Most of the connections that make up coupling are derived from these 
relationships. However, in this study we tried to investigate the implementations of 
these relationships in Java source code.  
In Java code, coupling might occur in several situations. Based on the existing 
frameworks and metrics, coupling can be found in declaration statements, expression 
statements, and message passing. Declaration includes class declaration, attribute 
declaration, and method declaration. At class declaration, we can investigate the 
existence of inheritance relationship. At attribute and method declarations, we can 
spot the existence of abstract data types. Specifically for method declaration, an 
abstract data type can be declared as either a method formal parameter or a return 
type.    
Expression refers to any operation which is not declaration e.g. assignment 
statements, control statements, arithmetic statements, or method invocations. 
Message passing refers to what data being passed by the method. A method can pass 
an attribute value or return value of a method. These statements can only be seen in 
method body, thus are not applicable for high-level design measurement.  
The formalized versions of the coupling connections are summarized in Table 
4.1. Let E(c) be the set of elements of a class c; 
( ) )()( cvcmcE ∪=  (4.1) 
where m(c) is the set of methods of class c and v(c) is the set of attributes of class c. 
( ) { }kmcmcmcmccm ,,,, 321 K=  









Table 4.1 Formalized Types of Connections for Coupling 





mAi is invoked by 
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Coupling 
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Class A is the 




2. Domain of measure 
The smallest domain in our implementation is at class level. Thus coupling is 
measured as coupling between classes. We do not cover coupling to other packages 
or other domain of measurement. The metrics calculate the number of connections 
found as coupling.    
3. Strength of coupling 
Our metrics suite only measure coupling by direct connection due to the 
complication of measuring transitive connections. Thus we do not define weight or 
strengths to any of the metrics.  
4. Direction of coupling 
In this research we only accounted for import coupling as originally defined by most 
of source code metrics. Import coupling refers to “using” relationship to where a 
class depends on other classes. Class with high import coupling has a direct influence 
to identification subfactor which involves understanding the context of the class. To 
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reuse a class with high import coupling, all required services from other classes must 
also be understood and reused together. 
5. Stability of server classes 
Stable classes are classes which are released as error free, most of the time these 
classes are imported from Java library. Unstable classes are those which are defined 
in the program. Coupling to either stable or unstable classes should be treated 
indifferently because either way will contribute to the total effort of understanding 
the class. In the implementation, we cover coupling to stable and unstable classes 
without differentiating the connections to stable or unstable classes.  
6. Inheritance 
We choose non-inheritance based coupling thus invocation of inherited components 
is accounted as regular coupling. We assign attributes and methods to the class where 
the attributes and methods are defined.  
4.1.2 Formalized Coupling Metrics Suite  
1. Data Abstraction Coupling (DAC) 
DAC was introduced by Li & Henry [4]. It was originally defined as “the number 
of abstract data types (ADTs) defined in a class”. This corresponds to part of DA in 
Table 4.1. In our opinion, this definition of the metric does not go far enough as 
attributes of abstract data can be declared as not only class fields but also as local 
method attributes.  
We have redefined the original definition of DAC to include both the number of 
class fields and the number of method attributes. With this new definition, DAC now 
corresponds to DA in Table 4.1. Let:  
DAC(c) = |DAF(c)| + |DAA(c)|  (4.4) 
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The listing above shows how DAC occurs in a Java program. Notification class 
has an attribute id of type IDGenerator which corresponds to DAF. The main 
method has an attribute s of type Scheduler that corresponds to DAA.    
 
2. Message Passing Coupling (MPC) 
MPC was originally defined as the “number of send statements defined in a 
class” [4]. It means that the degree of coupling is affected by the extent to which a 
class engages in message passing [13]. Message passing can be found when a 
method is invoked as an expression (calling an external method in local method) or 
when actual parameters are passed.  This corresponds to MI and AR in Table 4.1. 
In the definition by [13], it only includes static method invocations. However, in 
our implementation we have redefined it to include both static methods and methods 
referenced by objects of the class. Method invocations might occur in numbers of 
ways as defined below. Let:   
MPC(c) = |MIE(c)| + |MIP(c)|  (4.5) 
where MIE(c) is the set of external methods invoked as expression and MIP(c) is the 
set of external methods invoked as actual parameter. 
 
public class Notification { 
private IDGenerator id = new IDGenerator();  
 … 
public static void main(String[] args) {  






As an example, MPC occurrence in Java code can be seen in the listing above. 
Constructor call corresponds to MIE as well as val method invoked by attribute s 
declared in main method. Invocation on res method as an actual parameter of 
method notify corresponds to MIP. 
3. Class-Method Interaction (CM) 
CM was introduced by Briand et al [13] in their coupling measures suite. CM 
interaction occurs when a method in a class has another class as its parameter or 
return type.  These relationships correspond to MP and MR respectively in Table 4.1.  
Once again we have redefined the original metric. The redefined metric involves 
the number of method formal parameters and method return types for abstract data 
types. With this new definition, let:  
CM(c) = |MP(c)| + |MR(c)| (4.6) 
where MP(c) is the set of abstract method formal parameters and MR(c) is the set of 
abstract return types. 
 
 
CM is further divided into method parameter and method return type. We 
separated the calculation as CMMP and CMMR respectively. In the listing above, 
Connection is the return type of a method in Notification class thus it 
corresponds to CMMP. Scheduler as a type of a parameter of getConnection 
method is classified as CMMR.  
public class Notification { 
public Connection getConnection(Scheduler s){  
 … } 
… } 
public class Notification { 
private IDGenerator id = new IDGenerator();  
 … 
public static void main(String[] args) {  








4. Global Coupling (GC) 
GC was introduced by Offut et al [31]. It occurs when a class is accessing public 
attributes belonging to other classes. This is a strong type of coupling because it may 
violate the concepts of encapsulation and information hiding if the identifier of the 
attributes is not carefully designed, thus this type of coupling should be kept to a 
minimum. These relationships correspond to AR in Table 4.1. 
It too should be redefined here. The redefined metric involves the number of 
connections that engage with other classes’ fields. This engagement might occur in 
several ways. This includes static and object referenced attributes. Let:  
GC(c) = |ARE(c)| + |ARP(c)| (4.7) 
where ARE(c) is the set of external attributes used as expressions and ARP(c) is the 
set of external attributes used as actual parameters. 
 
 
In Java code, GC can be found in some roles which are shown in the listing 
above. ARE is when invocation to global data positions the data as an operand in an 
expression which is shown by attribute state invoked by id. The invocation could 
also take place as a method actual parameter which is shown by s.code and 
s.index.   
5. Inheritance coupling (IC) 
IC was introduced by Offut et al [31] as the number of instances in which 
inheritance occurs. In Java, for example, inheritance is identified through the 
public class Notification { 
private IDGenerator id = new IDGenerator();  
private int stt = id.state; 
public static void main(String[] args) {  
Scheduler s = new Scheduler();  
if (success(s.code, s.index) == 0){  
   stt++;    





keywords ‘extends’ and ‘implements’[11].  These relationships correspond to IH in 
Table 4.1.  
IC satisfies IH type of relationship and is defined as the number of parent classes. 
Let:   
IC(c) = |IH(c)| (4.8) 
where IH(c) is the set of parent classes. 
 
 
Our implementation of IH counts inheritance to parent classes represented by 
extends keyword in Java. The example in the listing above shows how inheritance 
concept is implemented in Java code. 
4.2 Cohesion Metrics Suite  
4.2.1 Cohesion Metrics Suite Properties 
1. Types of connections 
We define cohesion by inspecting how the elements of a class are tied together. 
Therefore we need to define how these connections could occur in a class. There are 
basically three types of connections that represent relatedness of elements of a class 
i.e. connection between data, connection between methods, and connection between 
data and methods. The formalized versions of the coupling connections are 
summarized in the table below. The description of the relationships is referring to our 
earlier equations number (4.1), (4.2), and (4.3). 
 
 




Table 4.2 Formalized Types of Connections for Cohesion 
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The consolidated types of connections for cohesion are a combination of 
frameworks by Briand et al [35] and Hitz & Montazeri [23]. Data-data interaction 
occurs only for attributes declared as class fields. The interaction could be inspected 
either in attributes declaration or inside a method’s definition. Data-method 
interaction is further divided into three types i.e. when a class field is used for any 
operations inside a method, when a method has the class as its parameter type, and 
when a method has the class as its method return type.  
Framework by Hitz & Montazeri [23] suggested the inclusion of local method 
invocation to remedy the problem with access methods (set and get methods 
primarily in Java). Thus, we included this mechanism in the consolidated framework 
for cohesion. Method-method interaction is found when a method is invoking a 
locally defined method including itself.  
We do not include attributes sharing between methods because we classified it as 
an indirect interaction between methods. However, we covered the interaction as two 





 In the example, attribute i is shared by methodA and methodB which makes an 
interaction between methodA and methodB due to attributes sharing. However, both 
methods do not interact directly. In our implementation, class C1 has two direct data-
method interactions i.e. attribute i and methodA, and attribute i and methodB.     
2. Domain of measure 
The domain of cohesion measurement in our implementation covers class level 
cohesion. Thus cohesion is only measuring elements defined in the class. The metrics 
calculate the number of connections found as cohesion. 
3. Strength of cohesion 
The connection between elements in the class is only examined by considering direct 
connections only and therefore we do not specify any strength. Higher degree 
connections are treated as different connections. 
4. Access method and constructor 
Access methods, as suggested by [23], if taken into account will reduce cohesiveness 
of a class because set and get method only access one attribute. However, as we do 
not include LCOM in our implementation, access methods are treated as regular 
methods. Inclusion of these methods will not reduce cohesion because connection 




public class C1 {  
 int i; 
public void methodA() {  
i++;  
… } 








Cohesion measurement only accounts for inherited elements defined in the class. 
However these elements are treated indifferently with other elements defined in the 
class. 
4.2.2 Formalized Cohesion Metrics Suite 
Ratio of Cohesive Interaction (RCI) was introduced by Briand et al [35] based on 
DD- and DM- interactions. It is defined as the total of actual interactions divided by 








where CI(c) is the set of cohesion interactions of class c based on actual DD- and 
DM- interactions and MaxI(c) is the set of all possible DD- and DM- interactions of 
class c. Again, DD- and DM- interactions mentioned in [35] are more applicable for 
high level design measurement. Thus, in our implementation we made an adjustment 
so that methods’ local attributes are included as data.     
Based on Table 4.2, method invocation is also regarded as possible cohesion 
relationship. Thus, we adopted RCI and extend the definition to cater for MM-
interaction. As mentioned earlier, RCI is the ratio of the actual number of 
interactions in a class with the total possible interactions.  
|CI(c)| is the sum of the total DD-interactions, DM-interactions, and MM-
interaction.  
|CI(c)|  = |DD(c)| + |DM(c)| + |MM(c)| (4.9) 
where |DD(c)| is the number of connections that occur between variables in class c, 
|DM(c)| is the number of connections that occur between methods and variables in a 
class c and |MM(c)| is the number of connections that occur between methods and 
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methods in class c. Note that |DD(c)|, |DM(c)| and |MM(c)| are not vectors, so we 
ignore the locus or direction of the connections. 
To calculate |DD(c)| and |DM(c)|, we first have to define what are considered as 
attributes of class c. Let us recall that v(c) is the set of attributes. In our 
implementation, these attributes are expected to be found in several roles. Hence, we 
can subdivide this set as follows: 
VAF(c) is the set of variables declared as class fields, VAA(c) is the set of 
variables declared as method attributes, VMP(c) is the set of variables declared as 
method formal parameters. Thus, 
v(c) = VAF(c) ∪ VAA(c) ∪ VMP(c) (4.10) 
To simplify the calculation, we include the class c itself (as an implicit, public 
type [35]) in class field. MaxI(c) can be thought of in terms of combinatorics and 
products. 
MaxI(c) = ))(*(22 zyxCC
xk +++   (4.11) 
where x is the size of VAF(c), y is the size of VAA(c), z is the size of VMP(c), and k is 
the number of methods is class c.   
In Java code, inspection of DD, DM, and MM is shown in the listings as follow. 
Interaction between data can only be classified into DD-interaction if both data are 
declared as class fields, local method attributes are not classified as DD-interaction. 
In the listing below, attribute stt is using id.state as its initial value. 
 
 
  DM-interaction in Java code refers to an interaction between class fields and 
any inclusion of the respective class fields in the local method implementation. There 
are three further classifications of DM-interaction i.e. as attributes reference 
(DMAR), as method parameter (DMMP), and method return type (DMMR). An 
interaction is classified as DMAR if any of the following conditions is met.  
private IDGenerator id = new IDGenerator();  
private int stt = id.state; 
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1. The class field is referenced by a local method by casting its value to the local 
method attributes. In the example below, class field message casts its value to 
local method attribute temp. 
 
2. The class field is referenced by a local method by changing its value. In the 
example below, the value of message is changed in method notify.  
 
 
An interaction is considered as DMMP if any of the following conditions is met. 
1. If a local method has parameters of type the class itself. An example in Java 
code is displayed in the listing below.  
 
2. The class field is referenced by a local method as an actual parameter. In the 
example below, the message is used in method notify as an actual parameter 
of method s.getMessage().  
 
 
public String message;  
public Notification notify(Scheduler s){  
  s.getMessage(message); 
  … 
} 
public class Scheduler { 
public void setMessage(Scheduler s){  
… } 
… } 
public String message;  
public Notification notify(Scheduler s){  
  message = s.getMessage(); 
  … 
} 
public String message;  
public Notification notify(Scheduler s){  
 String temp = message; 





An interaction is considered as DMMR if a local method has return type of type the 
class itself. An example in Java code is displayed below.  
 
 
MM-interaction only includes method invocation of locally declared methods. An 
example in Java code is displayed below. The locally declared method success is 





public class Notification {  
public static void main(String[] args) {  
Scheduler s = new Scheduler(); 
if (success(s.code, s.index) == 0){    
… }                
… } 




public class Notification { 









CCMETRICS MEASUREMENT TOOL 
CHAPTER 5: CCMETRICS MEASUREMET TOOL  
5.1 Tool Architecture 
Coupling and Cohesion Metrics (CCMetrics) tool is a measurement suite software to 
analyze the existence of coupling and cohesion of object-oriented program. This tool 
supports measurement of Java source code and UML class diagram that has been 
converted into XMI format. CCMetrics basically works by collecting the measured 
data, computing the coupling and cohesion metrics, and presenting the metrics 
results. The results are displayed in tabular and bar chart form. The tabular 
information of the tool shows the metric values of each class and provides the 
capabilities to collect the metric values and to use them for later analysis. The bar 
chart representation of the metrics helps in identifying problematic classes. The high-
level system architecture of the CCMetrics is shown in Figure 5.1, in which arrows 
indicate program flow. 
 















The flowchart of the program is displayed in Figure 5.2. The main components of 
the architecture are user interface, code parser, code analyzer, and metrics calculator.  
 
 
Figure 5.2 CCMetrics Flow Chart 
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User should first browse for Java or XMI source codes as input. Retrieved input 
is handled by code parser which has two subcomponents i.e. Java code parser and 
XMI code parser. The parser builds a syntax tree which is sent to the code analyzer. 
The code analyzer traverses through the tree and identifies coupling and cohesion. 
Once coupling and cohesion is identified, calculation of metrics is handled by 
metrics calculator. The metrics results are displayed in a tabular and bar chart 
representation. 
5.1.1 Code Parser 
Our Code Parser has two subcomponents i.e. Java Code Parser and XMI Code 
Parser. The Java code parser is generated from Another Tool for Language 
Recognition (ANTLR) which is a tool used in formal language construction tools e.g. 
translators, compilers, or analyzers. It is used to generate the source code for 
language recognition from a set of specification or grammar. 
Grammar for Java language has to be specified in ANTLRWorks, which is the 
development environment of ANTLR. It then automatically generates a Java source 
code for parser and lexer, which is then integrated in our Java Code Parser, based on 
the grammar. Both Java Code Parser and XMI Code Parser consist of a lexer and a 
parser. A lexer reads the inputs and divides them into tokens as specified in the 
grammar. A parser reads the tokens and applies the rules specified in the grammar 
and generates an abstract syntax tree (AST). AST generated from the input is then 
passed to Measurement Vector Generator for further operation.    
For instance, if the following code is parsed, the component will generate a tree 
that explains the sentence.  
 
private IDGenerator id = new IDGenerator(); 
Figure 5.3 is the tree that is generated from the above code snippet. The tokens of 
the code appear at the bottom while the description of each token appears at the 
higher level. The top most of the tree classified the sentence as a variable declaration 
sentence.    
 Figure 5.
5.1.2 Measurement Vector Generator
Measurement Vector Generator 
Discovery Engine traverses the AST and passes every node in
Engine.  Discovery Engine traverses the tree by backtracking method which starts 
from the lowest node of the highest branch. Rules engine will look for class 
declaration, data declaration, method declaration, data reference, and meth
invocation.  Once any of the specified rules is met, the discovery engine will create a 
vector, insert all nodes in the respective branch of the tree, and pass the vector to 
Measurement Generator.
A vector in Java is an 
objects are added. A vector has an iterator to traverse through the vector without 
having to specify the index of the element in the vector
only hold objects, we could insert the tree object in the vect
5.1.3 Measurement Generator 
Measurement Generator receives the vector created by 
Generator. There are several metrics associated for both coupling and cohesion thus 
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consists of Rules Engine and Discovery Engine. The 
 the tree to the Rules 
 
object array whose size is expandable dynamically 
. Because a vector object can 









Measurement Generator has to identify the associated type of metric before 
calculating the metrics. Measurement Generator has two subcomponents i.e. Metrics 
Analyzer and Metrics Calculator. Metrics Analyzer handles the investigation of the 
type of coupling and cohesion of the vector. Metrics Calculator holds the values of 
the metrics and handles the increments of the identified metric.        
5.1.4 User Interface 
To start the measurement, users have to locate the program source code files. User 
interface has three subcomponents i.e. Main Panel, Option Panel, Display Panel. 
Main Panel is the main window where users can start and end the application. Option 
Panel is an aggregate panel that pops up whenever users start a measurement project. 
Users need to select the mode of measurement and locate the files to be measured. 
The option Panel is displayed in Figure 5.4. 
      
 





The measurements results will be shown in the Display Panel (Figure 5.5 and 
Figure 5.6). Coupling and cohesion metrics are displayed in different tab. In the 
Display Panel, metrics values are displayed in tabular representation and bar chart. 
The coupling metrics chart displays coupling metrics values. However, as mentioned 
in Chapter 4, CM is divided into CMMP (method parameter) and CMMR (method 
return type).   
 
Figure 5.5 CCMetrics Coupling Metrics Display Panel 
As for cohesion, we opted to display different types of connection as separate 
metrics. We feel the need to do this due to the requirements to use similar units or 
granularity for the metrics. As we know, the coupling metrics are counting the 
number of connections and therefore for the purpose of comparison, cohesion 
measurement should also be measured in terms of number of connections rather than 














CHAPTER 6: STATISTICAL AALYSIS  
6.1 Introduction  
As discussed in chapter 3, there are three statistical analyses used in this study, i.e. 
correlation test, linear regression, and principal component analysis. In this chapter, 
the results of the statistical analyses are given and examined. Coupling and cohesion 
metrics are explained separately and for each we applied all three statistical analyses. 
For each of the analysis, we analyzed the metrics derived from existing tools and 
from CCMetrics. The objectives of this empirical study are listed below.  
 
1. Correlation test 
a. Investigation of correlation amongst coupling metrics and cohesion metrics.   
b. Investigation of correlation between MI against coupling and cohesion 
metrics. 
c. Investigation of correlation between revision counts against coupling and 
cohesion metrics. 
2. Linear regression analysis 
a. Investigation of the significance of each metric in predicting MI. 
b. Investigation of multicollinearity in applying coupling metrics altogether 
and cohesion metrics altogether to predict MI. 




d. Investigation of multicollinearity in applying coupling metrics altogether 
and cohesion metrics altogether to predict revision counts. 
3. Principal component analysis 
a. Investigation of orthogonality of each coupling metrics and cohesion 
metrics.   
In chapter 3, we provided a list of third-party tools used in this study and 
explained about the statistical methods. Since the third-party tools do not come with 
proper documentations [41], we treated metrics with dissimilar values as different 
metrics to avoid misjudgments. To minimize confusion, we added the acronym of the 
tool name at the back of the metrics name. Table 6.1 lists all third-party tools and our 
own CCMetrics along with the associated metrics that we examined in this study. 
Table 6.2 lists the description of each results derived from the statistical analysis 
used in the discussion of this chapter. 
 
Table 6.1 Tools and the Associated Metrics 















Analyst4j AN  LCOM_AN MI_AN 
CKJM CK CBO_CK 
RFC_CK 
LCOM_CK  
Metrics 1.3.6 MT  LCOM_MT  
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IH_CC 
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DMMR_CC  
DMMP_CC 


















indicates the strength of the correlation between metrics 








shows the proportion of total variance of the independent 
variable, i.e. maintainability index, that is accounted in 
the model by the metrics. 
Standardized 
coefficient (Beta) 
shows the relative strength of each metric on the model. 
In multivariate analysis, it shows which of the metric that 
contributes the most to the model. 
P-value (Sig.) shows the significance of the contribution of each metric 
in the model. It shows how much each metric will affect 
the model if the metric is dropped from the model. P-
value of more than 0.05 shows insignificance. 
Tolerance 
coefficient 
indicates the percent of variance in the metric values that 
cannot be explained by other metric values. Low 
tolerance value implies that the metric values can be 
explained by other metrics and therefore inclusion of this 





if there is multicollinearity in the model; the highly 
correlated metrics will have high VIF. VIF of more than 




Eigenvalue shows the portion of variance that is correlated with the 
component. Component with highest eigenvalue is the 
one that can best represent the data. Only component with 
eigenvalue of more than 1 is extracted. 
Factor loading shows the correlation of each metric to the component. 
Metric with highest loading is the one that best represent 
the dimension of the component. Metrics with of more 






6.2 Empirical Study on Coupling Metrics 
6.2.1 Identifying Correlation of Coupling Metrics  
This empirical study aims to investigate the behavior of coupling metrics derived 
from the existing third-party tools and CCMetrics. We would like to see whether the 
metrics are correlated particularly from those generated from the same tool. For 
instance, if the coupling metrics supported by VizzMaintenance (refer to Table 6.2) 
are correlated to each other, applying the metrics mutually might be redundant. 
The results are divided into two groups i.e. correlation of metrics generated from 
third-party tools (refer to Table 6.3) and correlation of metrics generated from 
CCMetrics (refer to Table 6.4). The table shows Pearson correlation coefficient for 
every pair of the metrics. The second column shows correlation to MI_AN which is 
the Maintainability Index resulted from Analyst4j and the third column (REV) shows 
correlation to revision counts.   
Table 6.3 Correlation Test for Coupling Metrics from Existing Tools 
  MI_AN REV CBO_CK RFC_CK CE_CK CBO_VM RFC_VM DAC_VM MPC_VM 
MI_AN 1  
       
REV -0.72 1 
       
CBO_CK -0.56 0.82 1 
      
RFC_CK -0.68 0.83 0.96 1 
     
CE_CK 0.16 -0.02 -0.11 -0.10 1 
    
CBO_VM -0.62 0.87 0.98 0.95 -0.15 1 
   
RFC_VM -0.74 0.90 0.89 0.91 -0.09 0.94 1 
  
DAC_VM -0.62 0.87 0.98 0.95 -0.15 1.00 0.94 1 
 
MPC_VM -0.61 0.85 0.93 0.90 -0.10 0.96 0.97 0.96 1 
 
From the correlation coefficient in Table 6.3, we can infer some points of 
discussion:  
1. Some of the metrics are highly correlated. DAC_VM and CBO_VM have a 
perfect correlation which is unexpected knowing that the metrics should be 
measuring different set of connections. DAC_VM is in general highly correlated 
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to other metrics except for CE_CK in which the correlation is negatively low. 
Due to its perfect correlation to DAC_VM, the correlation coefficients of 
CBO_VM to other metrics are similar to DAC_VM. CBO_CK and RFC_CK are 
correlated by 95.9%. And CE_CK has a negatively low correlation to all other 
coupling metrics.  
2. The metrics are negatively correlated to MI_AN in moderate level except for 
CE_CK whose correlation to MI is positive. This negative correlation is 
expected because high coupling contribute to lower quality. 
3. All metrics have higher correlations to revision counts except for CE_CK whose 
correlation is decreased. The correlation is positive which is consistent to the 
notion that classes with higher coupling are prone to changes.  
4. MI_AN is negatively correlated to revision counts by 0.72. This result shows 
that a more complex class tends to be revised more often. A complex class could 
be revised due to code efficiency or as a result of revising called classes.  
Table 6.4 Correlation Test for Coupling Metrics Suite 
  MI_AN REV DAC_CC CMMP_CC CMMR_CC GC_CC MPC_CC IC_CC 
MI_AN 1  
      
REV -0.72 1 
      
DAC_CC -0.82 0.64 1 
     
CMMP_CC -0.67 0.88 0.67 1 
    
CMMR_CC -0.70 0.54 0.66 0.54 1 
   
GC_CC -0.69 0.27 0.58 0.13 0.34 1 
  
MPC_CC -0.52 0.41 0.53 0.24 0.02 0.62 1 
 
IC_CC 0.19 -0.32 -0.16 -0.30 0.04 -0.21 -0.25 1 
 
Table 6.4 shows the correlation coefficient among coupling metrics of the 
metrics suite. The inference of the analysis is listed as follows. 
1. The correlation between coupling metrics should be positive because of the 
nature of the calculation that counts the number of connection. Most of the 
metrics are positively correlated except for IC_CC which behaves quite 
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differently from others. IC_CC has negative low correlation coefficient to 
DAC_CC, CMMP_CC, GC_CC, and MPC_CC.  
2. Coupling metrics generally have negative correlation to MI except for IC_CC 
whose correlation is positive. For IC_CC the case is unexpected because child 
classes are less likely to be maintainable because of its dependency to the parent 
class.  
3. Correlation to revision counts is slightly lowered compared to metrics from 
existing tools. Again, IC_CC behaves differently from other metrics by having 
negative correlation to revision counts.  
If we compare the correlation coefficients from third-party tools and CCMetrics, we 
can see some reductions on the strength of the correlation. In Table 6.3 the metrics 
are highly correlated (except for CE_CK) while in Table 6.4 the metrics are low or 
moderately correlated. This is because the metrics in CCMetrics are covering 
different kinds of relationships which are independent to each other. 
6.2.2 Principal Component Analysis  
Table 6.5 below shows the rotated components and the respective eigenvalues. As 
explained in Chapter 3, each component is independent from the other one. Each 
component here has few factors that significantly contribute the most.  
In PC1, CMMP_CC contributes the highest and in other components CMMP_CC 
value is very small. CMMR_CC is the highest factor for PC2, MPC_CC for PC3, 
GC_CC for PC4 and IC_CC for PC5. Each of these metrics has low loadings in other 
PCs which make it even more significant.   
DAC_CC is the only factor that does not highly contributes to any of the 
components. Recall coupling as the degree of association to other classes and DAC 
metric that counts the number of abstract attributes in the class. This indicates that if 
other type of connection occurs in the class, there is high possibility that data 
abstraction connection also occurs in the class. Other possibility is connections to 
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public static methods and/or attributes. The correlation test also showed that 
DAC_CC has a relatively high correlation to other metrics.     
Table 6.5 Rotated Component Matrix for Coupling Metrics Suite 
 
PC1 PC2 PC3 PC4 PC5 
Eigenvalue 1.300 1.276 1.180 1.081 1.022 
% of Variance 21.661 21.271 19.661 18.024 17.031 
Cumulative % 21.661 42.932 62.593 80.618 97.648 
DAC_CC 0.562 0.532 0.425 0.360 -0.019 
CMMP_CC 0.928 0.284 0.098 -0.014 -0.178 
CMMR_CC 0.294 0.931 -0.057 0.164 0.049 
GC_CC 0.027 0.210 0.345 0.905 -0.109 
MPC_CC 0.132 -0.033 0.926 0.312 -0.118 
IC_CC -0.137 0.036 -0.097 -0.087 0.981 
 
IC_CC in PC5 has a high loading while other metrics are negative except for 
CMMR_CC. This result is consistent with the correlation result where IC_CC only 
has positive correlation to CMMR_CC. The result might be driven by the behavior of 
IC_CC which is more to a binary metric and CMMR_CC has relatively low value. 
Hence, both metrics have smaller values compared to other metrics.    
When the metrics suite is used with other coupling metrics derived from the free-
licensed tools, the suite shows orthogonality to other metrics (refer to Table 6.6). 
PC1 has several contributing factors i.e. CBO_CK, RFC_CK, CBO_VM, RFC_VM, 
DAC_VM, MPC_VM, and CMMP_CC. This component is almost entirely 
determined by method invocations and the abstract data declarations. Other 
components have single significant factor that determined the dimension. PC2 is 
determined by MPC_CC, PC3 is determined by CMMR_CC, PC4 is determined by 
GC_CC, PC5 is determined by IC_CC and PC6 is determined by CE_CK.  
PCA showed that metrics from existing tools are highly correlated and therefore 
they are in the same component. The percent variance is quite high because these 




Table 6.6 Rotated Component Matrix for All Coupling Metrics 
 
PC1 PC2 PC3 PC4 PC5 PC6 
Eigenvalue 6.697 1.321 1.264 1.085 1.012 1.009 
% of Variance 51.518 10.16 9.725 8.347 7.786 7.761 
Cumulative % 51.518 61.678 71.403 79.75 87.536 95.297 
CBO_CK 0.975 0.000 0.107 -0.086 -0.106 -0.034 
RFC_CK 0.939 -0.008 0.262 0.019 -0.045 -0.014 
CE_CK -0.081 -0.031 -0.035 0.010 -0.041 0.995 
CBO_VM 0.976 -0.009 0.139 0.017 -0.102 -0.072 
RFC_VM 0.922 -0.002 0.228 0.141 -0.101 -0.017 
DAC_VM 0.976 -0.009 0.139 0.017 -0.102 -0.072 
MPC_VM 0.967 0.011 0.025 0.074 -0.122 -0.026 
DAC_CC 0.446 0.454 0.438 0.333 0.005 0.014 
CMMP_CC 0.874 0.266 0.227 -0.013 -0.071 0.000 
CMMR_CC 0.381 -0.008 0.897 0.109 0.087 -0.051 
GC_CC -0.011 0.365 0.197 0.901 -0.108 0.015 
MPC_CC -0.030 0.946 -0.018 0.290 -0.123 -0.040 
IC_CC -0.243 -0.119 0.067 -0.091 0.955 -0.047 
6.2.3 Linear Regression and Multicollinearity Diagnostic 
The analysis aims at investigating the relationships of coupling metrics to MI and the 
significance of each metric to MI. For this empirical study, we applied univariate and 
multivariate linear regression test to the sample data. 
6.2.3.1 Univariate Linear Regression  
The univariate analysis is targeted at our coupling metrics suite for investigation of 
their relationship to revision counts as a single metric. In the scattered chart below, 
the metrics are generally showing similar trends. High revision count is shown by 
lower coupling values. In univariate linear regression, CMMP_CC shows the highest 












6.2.3.2 Multivariate Linear Regression to Maintainability Index 
Table 6.7 and Table 6.8 show the summary of the model for coupling metrics from 
existing tools. Form Table 6.7 the value of R (multiple correlation coefficients) is 
0.865 which means there is high relationship between the model and the quality 
value. This result actually highlights the importance of coupling metrics to the 
overall quality of the program. R-Square value of 74.9% implies that the model 
covered more than half of the variation in the quality value.  
Even though the variance explained by the model is high, only few metrics are 
significant. Most of the p-values (Sig. column) are extremely high from the threshold 
used in this study which is 0.05. High significance coefficients indicate that there are 
too many quality predictors in the model. 





Coefficients t Sig. 
Collinearity 
Statistics 
  B Std.Error Beta Tolerance VIF 
(Constant) 150.629 3.893  38.690 0.000   
CBO_CK 3.253 2.594 0.766 1.254 0.217 0.017 57.904 
RFC_CK -0.772 0.426 -0.706 -1.810 0.078 0.042 23.602 
CE_CK 0.777 0.668 0.100 1.164 0.252 0.876 1.141 
RFC_VM -3.788 1.016 -1.782 -3.726 0.001 0.028 35.460 
DAC_VM -0.740 2.849 -0.172 -.260 0.796 0.015 68.132 
MPC_VM 2.600 1.083 1.211 2.402 0.021 0.025 39.439 
 
At the collinearity section, Tolerance shows the portion of a variable variance 
that cannot be explained by other variables. Tolerance ratio in this study shows very 
low values, which means that the variables can almost be used interchangeably. The 
metrics are highly correlated to each other and using them altogether is redundant 
and does not show increase in the prediction performance. Only CE that shows quite 
high value, where 87.6% of the variance cannot be explained by other variables. Low 
tolerance would inflate standard error of the regression coefficients. The inflation is 
shown by VIF (variance inflation factor) and usually considered high if the value is 
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greater than 10. The VIF from Table 6.8 shows extremely high value except for CE 
whose VIF is 1.141.     
The coupling metrics suite show reduced collinearity compared to existing 
metrics implemented in other tool. This result suggests that using our coupling 
metrics suite to predict MI performs better than other tools. 
For 87.7% variance explained in the model, the multivariate regression of the 
metrics suite performs a lot better than other tools. The relationship is generally 
negative except for DAC_CC which is not significant (Table 6.8). The collinearity is 
reduced and VIF values show that there is no significant multicollinearity in the 
model.       






t Sig. Collinearity 
Statistics 
  B Std. Error Beta Tolerance VIF 
(Constant) 160.741 3.756 42.800 0.000 
DAC_CC 0.173 0.894 0.024 0.194 0.847 0.210 4.767 
CMMP_CC -2.909 0.635 -0.425 -4.582 0.000 0.366 2.733 
CMMR_CC -3.436 0.976 -0.327 -3.519 0.001 0.364 2.744 
GC_CC -1.112 0.222 -0.451 -5.013 0.000 0.389 2.573 
MPC_CC -0.44 0.242 -0.163 -1.824 0.076 0.396 2.527 
IC_CC -3.312 3.862 -0.055 -0.858 0.396 0.774 1.292 
6.2.3.3 Multivariate Linear Regression to Software Revisions 
In this study, we examined how well coupling metrics predicts classes which are 
prone to changes. Table 6.9 shows the regression results from metrics of existing 













Coefficients t Sig. 
Collinearity 
Statistics 
  B Std.Error Beta Tolerance VIF 
(Constant) 2.233 0.369 6.047 0.000 
CBO_CK 0.174 0.246 0.320 0.709 0.483 0.017 57.904 
RFC_CK -0.078 0.040 -0.556 -1.932 0.061 0.042 23.602 
CE_CK 0.113 0.063 0.113 1.783 0.082 0.876 1.141 
RFC_VM 0.412 0.096 1.509 4.276 0.000 0.028 35.460 
DAC_VM 0.476 0.270 0.862 1.762 0.086 0.015 68.132 
MPC_VM -0.339 0.103 -1.228 -3.299 0.002 0.025 39.439 
 
The test is significant with R-square value of 86.3% variance accounted in the 
model. However, there are only 2 significant predictors i.e. RFC_VM and 
MPC_VM. The model dropped CBO_VM due to its perfect correlation to DAC_VM. 
Even after dropping CBO_VM, the model shows the existence of multicollinearity. 
Only CE_CK that shows high tolerance value which means that variations in CE_CK 
cannot be replaced by other metrics.      





Coefficients t Sig. 
Collinearity 
Statistics 
  B Std.Error Beta Tolerance VIF 
(Constant) 2.703 0.544 4.968 0.000 
DAC_CC -0.285 0.129 -0.304 -2.202 0.034 0.210 4.767 
CMMP_CC 0.731 0.092 0.831 7.949 0.000 0.366 2.733 
CMMR_CC 0.383 0.141 0.283 2.707 0.010 0.364 2.744 
GC_CC 0.005 0.032 0.014 0.142 0.888 0.389 2.573 
MPC_CC 0.123 0.035 0.352 3.502 0.001 0.396 2.527 
IC_CC -0.310 0.559 -0.040 -0.553 0.583 0.774 1.292 
Our metrics performs better in terms of collinearity since the VIF value is 
dramatically reduced. From 4 significant metrics, CMMP_CC performs as the best 
predictor (Beta=0.831). This result is also consistent with the correlation test in 
which CMMP_CC has the highest correlation to revision counts.  
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6.2.4 Comparison to Previous Works 
For this discussion, we compared our work to previous studies by [40] whose 
dependent variable was faults and [9] whose dependent variable was software 
changes.   
1. In a study by [40], most of coupling metrics show a significant relationship to 
faults. Our study suggests that coupling metrics when used together are not 
good predictors for MI. Although they correlate to MI, their performance in 
regression analysis shows only MPC_VM and RFC_VM with significant 
impact. In the regression analysis for software revision, they perform almost 
similarly to regression for MI.   
2. In the study by [9], CBO and CCF, which is similar to MPC, perform as good 
predictors of change-proneness. Our results show a little difference in 
CBO_CK which has no significant impact to the model. Based on our 
analysis, CBO as a hybrid metric is not recommended to be used with other 
static syntactic coupling metrics. It will perform better when used as a single 
predictor of change-proneness.       
6.3 Empirical Study on Cohesion Metrics 
6.3.1 Identifying Correlation of Cohesion Metrics  
The results are divided into two groups i.e. correlation of metrics generated from 









Table 6.11 Correlation Test for Cohesion Metrics from Existing Tools 
  MI_AN REV LCOM_CK LCOM_VM ILCOM_VM TCC_VM LCOM_AN LCOM_MT 
MI_AN 1  
REV -0.72 1 
LCOM_CK -0.52 0.80 1 
LCOM_VM -0.52 0.79 0.99 1 
ILCOM_VM -0.49 0.17 0.05 0.04 1 
TCC_VM 0.00 -0.12 -0.06 -0.06 0.23 1 
LCOM_AN -0.65 0.31 0.27 0.26 0.78 0.20 1 
LCOM_MT -0.58 0.47 0.46 0.45 0.59 -0.05 0.50 1 
Some points that we can deduce from Table 6.11 are: 
1. The results show high correlation for some of the metrics. The highest 
correlation appears between LCOM_CK and LCOM_VM. LCOM_MT is 
correlated to other metrics except for TCC_VM. TCC_VM shows low negative 
correlations to other measures except for ILCOM_VM. The behavior of 
TCC_VM is expected because TCC_VM is not an inverse metric. High 
TCC_VM values determine high cohesiveness. 
2. The correlation to MI_AN is moderate to high except for TCC_VM whose 
correlation is almost zero.       
3. The metrics with highest correlation to revision counts appear to come from 
cohesion metrics that count for common attributes sharing and do not result in 
ratio.  
Table 6.12 Correlation Test for Cohesion Metrics Suite 
  MI_AN REV DD_CC DMMR_CC DMMP_CC DMAR_CC MM_CC 
MI_AN 1  
REV -0.719 1 
DD_CC 0.329 -0.107 1 
DMMR_CC 0.290 -0.206 0.301 1 
DMMP_CC 0.321 -0.072 0.550 0.283 1 
DMAR_CC 0.237 -0.176 0.456 0.389 0.440 1 




Table 6.12 shows the correlation coefficient of CCMetrics’ cohesion metrics. 
Based on this result we can infer:   
1. Cohesion metrics from CCMetrics have a moderate to low correlation among 
them. High MM-interaction does not guarantee less DMAR-interaction.    
2. Cohesion metrics generally have positive correlation to MI. However, MM_CC 
behaves unexpectedly by having a negative correlation. The correlations 
between cohesion metrics are quite low compared to coupling metrics. 
3. Same phenomenon of MM_CC also happens with revision counts in which the 
correlation is positively low.   
6.3.2 Principal Component Analysis  
Our cohesion metrics suite also shows orthogonality or independency among them. 
Except for PC1 where DD_CC and DMMP_CC contribute evenly shown by the 
loadings in Table 6.13. PC2 is determined by DMMR_CC and PC3 is determined by 
DMAR_CC.  
 
Table 6.13 Rotated Component Matrix for Cohesion Metrics Suite 
 
 
Table 6.14 shows PCA of our cohesion metrics suite and other cohesion metrics. 
The first 3 PCs are entirely determined by other metrics while PC4, PC5, and PC 6 
 PC1 PC2 PC3 
Eigenvalue 1.497 1.150 1.067 
% of Variance 29.934 23.005 21.331 
Cummulative % 29.934 52.939 74.270 
DD_CC 0.105 0.909 0.124 
DMMR_CC 0.109 0.123 0.975 
DMMP_CC 0.244 0.313 0.138 
DMAR_CC 0.775 0.456 0.286 
MM_CC 0.902 -0.043 0.001 
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are determined by our cohesion metrics i.e. DMAR_CC, DMMR_CC, and DD_CC 
which are also independent according to table 6.13.  
Table 6.14 Rotated Component Matrix for All Cohesion Metrics 
PC1 PC2 PC3 PC4 PC5 PC6 
Eigenvalue 2.117 1.829 1.050 1.022 1.022 1.019 
% of Variance 19.249 16.624 9.544 9.292 9.290 9.267 
Cummulative % 19.249 35.873 45.417 54.709 63.999 73.266 
LCOM_CK 0.987 0.069 -0.022 -0.024 -0.033 -0.060 
LCOM_VM 0.988 0.057 -0.007 -0.029 -0.030 -0.056 
ILCOM_VM -0.054 0.840 0.075 0.128 -0.047 -0.133 
TCC_VM -0.047 0.121 -0.085 0.975 -0.135 0.016 
LCOM_AN 0.180 0.925 -0.008 0.077 -0.105 -0.139 
LCOM_MT 0.331 0.373 0.161 -0.041 0.042 -0.111 
DD_CC -0.055 -0.106 0.056 -0.160 0.922 0.127 
DMMR_CC -0.103 -0.187 0.061 0.018 0.119 0.948 
DMMP_CC -0.059 -0.234 0.220 -0.102 0.271 0.095 
DMAR_CC -0.053 -0.060 0.312 0.002 0.215 0.189 
MM_CC -0.023 0.051 0.926 -0.099 0.054 0.061 
6.3.3 Linear Regression and Multicollinearity Diagnostic 
6.3.3.1 Univariate Linear Regression 
Cohesion metrics show different unstable trend in the regression analysis. High 
cohesion values do not necessarily produce low revision count. Figure 6.2 below 
shows the relationship of cohesion metrics values and revision counts. DMMR_CC 










6.3.3.2 Multivariate Linear Regression to Maintainability Index 
For cohesion metrics, the model summary of regression analysis is shown in table 
below. Table 6.15 shows the regression coefficients, correlations, and collinearity 
statistics for cohesion metrics. The model represents 76.3% of the variance which is 
considered acceptable.      
At the collinearity statistic section, the tolerance coefficients for all metrics are 
close to 0 indicating that there is multicollinearity in the model. VIF for LCOM_CK 
and LCOM_VM is exceptionally high which exceeds 500 points. This can be 
explained by the 99.9% correlation between LCOM_CK and LCOM_VM with 0.000 
p-value. Other metrics also have VIF exceeding 2 except for TCC_VM. This can also 
be explained from the behavior of TCC_VM in the correlation test which has low 
negative correlation to other cohesion metrics. 





Coefficients t Sig. 
Collinearity 
Statistics 
  B Std. Error Beta Tolerance VIF 
(Constant) 153.58 4.90 31.32 0.00 
LCOM_CK -0.11 0.56 -0.49 -0.20 0.84 0.00 548.47 
LCOM_VM 0.03 0.36 0.19 0.08 0.94 0.00 540.59 
ILCOM_VM -0.30 6.95 -0.01 -0.04 0.97 0.25 4.01 
TCC_VM 6.28 10.32 0.07 0.61 0.55 0.88 1.14 
LCOM_AN -35.60 13.87 -0.47 -2.57 0.01 0.32 3.12 
LCOM_MT -18.64 14.98 -0.20 -1.24 0.22 0.43 2.33 
 
The multivariate regression for cohesion metrics suite in Table 6.16 has an 
unexpectedly low R-square which is 24.2%. The test is not significant; however we 
can still look at the collinearity statistic. The tolerance ratio is elevated and VIF value 


















    
Tolerance VIF 
(Constant) 116.795 6.748 17.307 0.000 
DD_CC 1.191 1.826 0.115 0.652 0.518 0.614 1.628 
DMMR_CC 4.085 4.092 0.152 0.998 0.324 0.814 1.228 
DMMP_CC 2.168 1.431 0.271 1.515 0.138 0.592 1.688 
DMAR_CC 1.145 1.052 0.212 1.088 0.283 0.500 2.000 
MM_CC -4.257 2.151 -0.353 -1.979 0.055 0.597 1.675 
6.3.3.3 Multivariate Linear Regression to Software Revisions 
Multivariate regression for cohesion metrics against revision counts is provided in 
Table 6.17 and 6.20. For metrics derived from existing tools, the regression is 
significant with R-square value of 66.2%. Because LCOM_CK and LCOM_VM are 
highly correlated, we dropped any one of them. Even so, only LCOM_CK performs 
as a good predictor of change-proneness.  





Coefficients t Sig. 
Collinearity 
Statistics 
  B Std.Error Beta Tolerance VIF 
(Constant) 3.707 0.550 6.743 0.000 
LCOM_CK 0.022 0.003 0.758 6.429 0.000 0.608 1.644 
ILCOM_VM 0.473 0.788 0.110 0.601 0.551 0.253 3.957 
TCC_VM -1.284 1.168 -0.107 -1.099 0.278 0.890 1.123 
LCOM_AN 0.210 1.543 0.022 0.136 0.892 0.336 2.972 
LCOM_MT 0.554 1.700 0.046 0.326 0.746 0.433 2.307 
 
The Collinearity of the metrics from existing tools is reduced once we dropped 
LCOM_VM. However, still TCC_VM is the one with the most unique variance. All 
of these metrics are based on the common attributes sharing method. However, some 
of them provide the calculation in ratios while some counts the connections. This 
difference might affect the results.    
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Coefficients t Sig. 
Collinearity 
Statistics 
  B Std.Error Beta Tolerance VIF 
(Constant) 5.605 0.963 5.822 0.000 
DD_CC -0.001 0.261 -0.001 -0.005 0.996 0.614 1.628 
DMMR_CC -0.516 0.584 -0.150 -0.884 0.382 0.814 1.228 
DMMP_CC -0.002 0.204 -0.001 -0.007 0.994 0.592 1.688 
DMAR_CC -0.139 0.150 -0.200 -0.927 0.359 0.500 2.000 
MM_CC 0.223 0.307 0.144 0.727 0.472 0.597 1.675 
 
The regression test for cohesion metrics from CCMetrics results an insignificant 
model (Table 6.18). The variance explained is only 6.7% and there is no metric that 
could predict change-prone classes. Although the relationship is consistent, except 
for MM_CC which has a positive relationship to the model, the model does not 
indicate that these metrics could be useful for predicting change-prone classes. At 
Collinearity section, VIF value suggests that there is no multicollinearity in the 
model.     
6.3.4 Comparison to Previous Works 
For this discussion, we compared our work to previous studies by Briand et al [40] 
whose dependent variable was faults and Stein et al [12] whose dependent variable 
was complexity.   
1. Cohesion metrics in study by [40] shows significant regression model with 
LCOM_CK as the best predictor of fault-proneness and TCC_CK as 
insignificant predictor. Our work results suggests almost similar result for both 
MI and software revision. For regression analysis against MI, LCOM_AN 
performs as the best predictor; while for regression against software revision, 
LCOM_CK performs as the best predictor. For both of the models, TCC_CK 
suggests insignificant relationships. 
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2. Study by [12] was examining the correlation of cohesion metrics to class 
complexity assessed by experts. The result suggested that cohesion metrics have 
a weak correlation to class complexity. Our result suggested some different 
suggestions. LCOM_AN has a relatively high correlation to MI which consists 









CHAPTER 7: COCLUSIO  
7.1 Coupling and Cohesion Metrics  
In this work, primitive but comprehensive coupling and cohesion metrics for object-
oriented language have been extensively studied and statistically analyzed to show 
internal characteristics from the classes selected from various applications. From the 
correlation test, we observed that existing coupling and cohesion metrics are 
generally correlated. This could happen because most of the existing metrics are 
hybrid metrics which means each of the metrics try to cover multiple types of 
connections.  
Based on the above reasons, we investigated all possible connections that would 
lead to coupling and cohesion, and chose the metrics that best describe these 
connections. Each of the selected metric is formalized according to its application in 
object-oriented software source codes.   
7.1.1 Diagnostic Inference of Existing Metrics  
From our study we could derive a summary that there is multicollinearity in the 
coupling metrics when used together as predictors of quality. From the correlation 
test, most of coupling metrics are correlated while cohesion metrics are not.  
The second statistical test also shows similar indications where multicollinearity 
exists among coupling metrics regardless of the tool. These metrics are not advisable 
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to be used as complementary as only few of them can actually predict the degree of 
maintainability index and changes.  
Unlike coupling metrics, cohesion metrics do not show high multicollinearity 
among them. However, only LCOM that has a significant impact to maintainability 
index and changes.     
According to the discussion above, we can conclude that multicollinearity has a 
significant impact to coupling metrics while it does not have a significant impact of 
cohesion metrics. Hence, this issue is necessary to be addressed when assessing 
coupling metrics.     
7.1.2 Diagnostic Inference of Metrics Suite  
The proposed metrics suite was analyzed using principal component analysis to 
investigate the structural dimension of each metric. The analysis showed that most of 
the metrics are covering different dimensions and including these metrics in software 
maintainability analysis is recommended. 
Performance of our metrics suite in regression analysis can be summarized as 
listed below.  
1. Figure 7.1 shows the difference of linear regression coefficients of coupling 
metrics in univariate and multivariate analysis. Basically the metrics behave as 
expected except for IC_CC in univariate analysis and DAC_CC in multivariate 
analysis. IC_CC has a very high influence in MI but the relationship is positive 
which is odd because high coupling is relevant to low MI. Likewise DAC_CC 





Figure 7.1 Coupling Metrics Linear Regression Coefficients 
2. Figure 7.2 shows the difference of linear regression coefficients of cohesion 
metrics in univariate and multivariate analysis. Cohesion metrics behaves 
relatively consistently in univariate and multivariate analysis except for MM_CC 
which has negative influence to MI in both analyses.   
 
Figure 7.2 Cohesion Metrics Linear Regression Coefficients 
 
Our coupling metrics suite has a consistent collinearity assessment throughout 
the study. Table 7.1 and Table 7.2 summarize coupling and cohesion metrics with 








Coupling Metrics Linear Regression Coefficients








DD_CC DMMR_CC DMMP_CC DMAR_CC MM_CC
Cohesion Metrics Linear Regression Coefficients
Univariate Analysis Multivariate Analysis
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Table 7.1 Coupling Metrics Suite Performance Matrix  
Statistical Test DAC CMMP CMMR MPC GC IC 
PCA for coupling metrics suite - √ √ √ √ √ 
PCA all coupling metrics - √ √ √ √ √ 
MLR for maintainability index - √ √ - √ - 
MLR for software revision - √ √ √ - - 
 
For coupling metrics suite, DAC is the only one that does not perform very well 
in all tests. DAC is highly correlated to other coupling metrics and therefore it does 
not represent a unique value.  However, based on our observation, DAC could be an 
indication of potential coupling that might occur in a class. Other coupling metrics 
could be the detailed version of DAC. In other words, if DAC is high it might be an 
indication that other metrics are high. IC does not perform well as software quality 
indicator. However, we believe that there is a need to revise this metric. 
Some significant coupling metrics are visible in the interface and therefore their 
use in high level design measurement is recommended. A study to assess their 
performance in high level design would be very useful.        
Table 7.2 Cohesion Metrics Suite Performance Matrix 
Statistical Test DD DMMR DMMP DMAR MM 
PCA for coupling metrics suite √ √ - √ √ 
PCA all coupling metrics √ √ - √ - 
MLR for maintainability index - - - - - 
MLR for software revision - - - - - 
 
For cohesion metrics suite, DMMP does not perform well in any of the tests. 
Based on our observation, the insignificance of DMMP is due to its consistent 
moderate correlation to other metrics. We believe that a more extensive study 
facilitating bigger samples would be necessary to validate this conclusion. Most of 
significant metrics in PCA are visible in source code level. Hence, the use of these 
metrics in high level measurement is difficult.   
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Our cohesion metrics do not perform as good predictors of software quality. For 
this, we assume that other quality subfactors as dependent variable should be chosen 
to examine the impact of cohesion, such as a controlled experiment measuring time it 
takes for developers to reuse a piece of software.     
7.2 CCMetrics Automated Measurement Tool 
An automated measurement tool, CCMetrics, for object-oriented software system 
was developed in this work. This research describes how this tool can guide a 
programmer through measuring internal characteristics of a program for coupling 
and cohesion. 
This tool reads Java source code and class diagram which has been converted 
into XMI code. The conversion of class diagram to XMI code is done by a third-
party application. Measurement results are shown in forms of tabular representations 
and bar chart.  
7.3 Hypothesis Validation 
Finally we can conclude our hypotheses by accepting or rejecting them as follow.  
• Hypothesis 1: “Existing coupling metrics are correlated to each other.” 
We accepted this hypothesis based on the preliminary study which showed that 
coupling metrics developed in the existing tools are correlated to each other. 
• Hypothesis 2: “Existing cohesion metrics are correlated to each other.” 
We rejected this hypothesis based on the preliminary study which showed that 
cohesion metrics developed in the existing tools are not correlated to each other. 
• Hypothesis 3: “The proposed coupling metrics in the metrics suite is measuring 
different aspect of coupling.” 
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We accepted this hypothesis based on the principal component analysis which 
showed that coupling metrics in the suite is measuring different dimension.  
• Hypothesis 4: “The proposed cohesion metrics in the metrics suite is measuring 
different aspect of cohesion.” 
We accepted this hypothesis based on the principal component analysis which 
showed that cohesion metrics in the suite is measuring different dimension.  
• Hypothesis 5: “Combination of the proposed metrics in the metrics suite 
contributes as a better quality predictor.” 
We rejected this hypothesis based on the linear regression analysis which 
showed that cohesion metrics implemented in existing tools perform better in 
predicting maintainability index compared to our cohesion metrics.   
7.4 Future Works 
There are several aspects to the work presented in this dissertation that offer potential 
for future research. Some of these areas are listed below. 
1. It is possible and recommended to replicate and extend the work to 
accommodate a more appropriate quality subfactors e.g. maintenance effort. A 
superior approach, but one which needs optimization and careful planning, could 
have been chosen. This involves collecting the source code from a number of 
programs and counting the bugs. We could, perhaps, find programs where the 
incidence of bugs is known. Alternatively, we could debug programs ourselves.   
Similar tests could be undertaken on several programs and investigate the 
performance of the metrics.  
2. Up until now, there are no clear guidelines to examine the quality of a class 
solely based on the metrics mostly because these metrics are not normalized. 
Most of the metrics only counts the number of connections without telling the 
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rank of the number. A research to investigating threshold values for coupling 
and cohesion metrics will be very useful for direct quality examination.  
3. This work could be extended to introduce a composite coupling metric and 
composite cohesion metric. Several metrics could be used with constant weight 
assigned to each of the metrics. Similar tests could be used to explore and 
validate the performance. Some works on introducing a composite metric has 
been done for complexity [52] and maintainability index [46]. The respond was 
good and it was mentioned that it is an important approach to quality 
measurements [12]. 
4. Object-oriented coupling and cohesion metrics can be used to automate the 
recognition of different software architecture and design patterns in existing 
software components. A specific area for future research is to characterize the 
structure of design patterns and use the metrics to recognize pattern structures in 
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Table A.1 Descriptive Statistics for Coupling Metrics 
Mean Std. Error Median Mode 
Std. 
Deviation Minimum Maximum 
DAC_CC 3.02 0.54 1.50 0.00 3.68 0.00 14.00 
CMMP_CC 2.07 0.58 1.00 1.00 3.93 0.00 26.00 
CMMR_CC 2.74 0.38 2.00 2.00 2.56 0.00 12.00 
GC_CC 8.28 1.61 3.00 1.00 10.90 0.00 41.00 
MPC_CC 3.80 1.46 1.00 0.00 9.93 0.00 66.00 
IC_CC 0.74 0.07 1.00 1.00 0.44 0.00 1.00 
CBO_CK 2.52 0.93 1.00 2.00 6.34 0.00 43.00 
RFC_CK 14.37 3.63 10.00 4.00 24.62 1.00 170.00 
CE_CK 2.46 0.51 1.00 1.00 3.46 0.00 16.00 
CBO_VM 2.98 0.92 2.00 1.00 6.26 0.00 41.00 
RFC_VM 6.39 1.87 3.50 2.00 12.66 0.00 75.00 
DAC_VM 2.98 0.92 2.00 1.00 6.26 0.00 41.00 
MPC_VM 3.57 1.85 0.50 0.00 12.53 0.00 74.00 
 
Table A.2 Descriptive Statistics for Cohesion Metrics 
Mean 
Std. 
Error Median Mode 
Std. 
Deviation Minimum Maximum 
DD_CC 2.87 0.38 3.00 0.00 2.59 0.00 13.00 
DMMR_CC 1.20 0.15 1.00 1.00 1.00 0.00 4.00 
DMMP_CC 3.89 0.50 4.00 0.00 3.36 0.00 10.00 
DMAR_CC 4.52 0.73 3.00 3.00 4.98 0.00 23.00 
MM_CC 1.46 0.33 0.50 0.00 2.23 0.00 13.00 
LCOM_CK 23.43 17.24 2.00 1.00 116.92 0.00 795.00 
LCOM_VM 35.46 26.50 2.00 0.00 179.72 0.00 1222.00 
ILCOM_VM 0.98 0.12 1.00 1.00 0.80 0.00 3.00 
TCC_VM 0.17 0.04 0.00 0.00 0.29 0.00 1.00 
LCOM_AN 0.48 0.05 0.54 0.00 0.35 0.00 1.02 
LCOM_MT 0.16 0.04 0.00 0.00 0.28 0.00 0.92 
 
 
  
