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Abstract
Identification of the parameters of stable linear dynamical systems is a well-studied problem in the literature, both in the
low and high-dimensional settings. However, there are hardly any results for the unstable case, especially regarding finite
time bounds. For this setting, classical results on least-squares estimation of the dynamics parameters are not applicable and
therefore new concepts and technical approaches need to be developed to address the issue. Unstable linear systems arise in
key real applications in control theory, econometrics, and finance.
This study establishes finite time bounds for the identification error of the least-squares estimates for a fairly large class of
heavy-tailed noise distributions, and transition matrices of such systems. The results relate the time length (samples) required
for estimation to a function of the problem dimension and key characteristics of the true underlying transition matrix and
the noise distribution. To establish them, appropriate concentration inequalities for random matrices and for sequences of
martingale differences are leveraged.
Key words: Unstable Systems; Linear Dynamics; Finite Time Identification; Stabilization; Autoregressive Process;
Non-Asymptotic Estimation
1 Introduction
Identification of the transition matrix in linear dynami-
cal systems has been extensively studied in the literature
for the stable case [1,2,3]. Further, new work has also
addressed this topic under a high-dimensional scaling,
with additional assumptions on sparsity of the param-
eters imposed on it [4,5,6]. However, in settings where
the underlying dynamics are not stable, this problem has
not been adequately studied. A key issue that arises in
this case is that the magnitude of the state vector ex-
plodes with high probability, exponentially over time [7].
Nevertheless, identification of the dynamics in the non-
stable case is of interest due to a number of applications
that give rise to such dynamics. In addition to adaptive
control [8,9,10,11], these applications include a class of
identification problems involving asset bubbles and high
inflation episodes [12,13,14,15,16,17,18,19,20,21,23,24].
Most existing work on the topic provides asymptotic re-
sults on the convergence [7], as well as the limit dis-
tribution [25,26] of the model parameters. Specifically,
early work investigated the limit distribution of the state
vector under a set of restrictive assumptions on the dy-
namics matrix [27]. Ensuing work dealt with the ac-
curacy of identification in infinite time, for a class of
structured transition matrices [28]. Further extensions to
more general classes were established by Nielsen [29,30].
Finally, additional asymptotic results together with the
important concept of irregularity of the transition ma-
trix which leads to inconsistency, are presented in the lit-
erature [31]. However, finite time (i.e. non-asymptotic)
results are not currently available.
In this work, we consider a linear dynamical system
x(t) ∈ Rp, t = 0, 1, · · · that evolves according to the fol-
lowing Vector Autoregressive (VAR) model
x(t+ 1) = A0x(t) + w(t+ 1), (1)
starting from an arbitrary initial state x(0), which can
be either deterministic or stochastic. Note that systems
of longer but finite memory can also be written in the
above form [8,9]. We examine the general case where the
system is not necessarily stable. The key contributions
are: (i) establishing finite time identification bounds for
the `2 error of the least-squares estimates of the transi-
tion matrix A0, (ii) under a fairly general heavy tailed
noise (disturbance) process {w(t)}∞t=1. In addition, the
results due to the presence of a heavy-tailed noise term
are of independent interest for the stable case as well.
The novel results established provide insights on how the
time length required for identification scales both with
the dimension of the system, as well as with the charac-
teristics of the transition matrix and the noise process.
In order to establish results for accurate finite time iden-
tification of A0, one needs to address the following set of
technical issues. Note that as long as A0 has eigenvalues
outside of the unit circle in the complex plane, the be-
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havior of the Gram matrix of the state vector is governed
by a random matrix. However, when A0 has eigenvalues
both inside and outside of the unit circle, the smallest
eigenvalue of the Gram matrix scales linearly over time,
while its largest eigenvalue grows exponentially, which
in turn leads to the failure of the classical approaches
to establish accurate identification. These issues are ad-
dressed in Subsections 3.2 and 3.3, respectively. In the
proofs, we leverage selected concentration inequalities
for random matrices [32], as well as an anti-concentration
property of martingale difference sequences [33].
The problem of fast accurate identification in unstable
systems has a number of interesting applications. For ex-
ample, in stochastic control, this includes the canonical
problems of both stabilization, as well as design of an ef-
ficient adaptive policy for linear systems. First, since the
dynamics are governed by unknown transition matrices,
the control action can destabilize the system. Moreover,
the user first needs to have an approximation of the dy-
namics, to be able to design a suitable control policy.
Therefore, accurate identification of the dynamics of the
transition matrices is necessary, even if they happen to
lead to instability of the underlying system. More im-
portantly, the identification result needs to be provided
within a relative short time period for the user to be able
to design the adaptive policy accordingly. More details
are discussed in Example 1.
Applications of this setting in econometrics and finance
also create the need to obtain finite time theoretic re-
sults. For example, in macroeconomics, the outstand-
ing performance of the linear models marked them as
a benchmark of forecasting the market [12,18,19]. Their
applications to the analysis of inflationary episodes in a
number of OECD 1 countries [12], as well as US stock
prices [21,22] are available in the literature. The former
study establishes the structural non-stationarity of the
process, where the latter verifies the explosive behav-
ior of speculative bubbles. In particular, if a technology
market is capable of important innovations with uncer-
tain outcomes, it has been argued [13] that a bubble is
very likely to emerge.
Another application involving unstable dynamics deals
with episodes of hyperinflation. For example, Juselius
and Mladenovic [23] consider the case of (former) Yu-
goslavia and use data on various economic indicators to
gain insights into the dynamics of the late 1990s episode.
The analysis identifies wages, price level expectations,
and currency depreciation as the key factors. In follow-
up work, infinite time analysis techniques were used [24],
but as emphasized in the original work [23] “hyperin-
flation episodes almost by definition are short.” There-
fore, the small sample size available can easily lead to
1 Organization for Economic Co-operation and Develop-
ment
incorrect inference, while finite time guarantees are in-
formative about the sample size needed to make precise
statements about the effects of different macroeconomic
factors. Another hyperinflation episode from Germany
in the early 1920’s is studied by Nielsen [20].
Recently, the problem of forecasting non-stationary
mixing [34,35], and non-mixing [36] time series has re-
ceived attention, assuming the loss function employed
is bounded. Unstable VAR models are a special, yet
interesting, case of non-stationary time series. How-
ever, the problem of estimation/identification is not
still addressed in the existing literature. Moreover, the
results on forecasting are not applicable to the identi-
fication problem, since the least-squares loss function
used in that study is not bounded. On the other hand,
the obtained results on identification are applicable to
forecasting.
The remainder of the paper is organized as follows. In
Section 2 we provide a rigorous formulation of the prob-
lem, introduce the identification procedure, and outline
examples that require accurate identification but the
system can not assumed to be stable. The contributions
are discussed in Section 3, where we study different sce-
narios. First, we provide identification results on (non-
stationary) stable linear systems in Subsection 3.1, fol-
lowed by the explosive case (Subsection 3.2). Finally,
we study the accurate identification of the dynamics for
general systems in Subsection 3.3.
1.1 Notations
The following notation is used throughout this paper.
For a matrix A ∈ Cp×q, A′ denotes its transpose. When
p = q, the smallest (respectively largest) eigenvalue of
A (in magnitude) is denoted by λmin(A) (respectively
λmax(A)). For γ ∈ R, γ > 0, x ∈ Cq, define the norm
||x||γ =
(
q∑
i=1
|xi|γ
)1/γ
. For γ = ∞, define the norm
||x||∞ = max1≤i≤q |xi|.
We also use the following notation for the operator norm
of matrices. For β, γ ∈ (0,∞] , A ∈ Cp×q let,
|||A|||γ→β = sup
v∈Cq\{0}
||Av||β
||v||γ
.
Whenever γ = β, we simply write |||A|||β . To show
the dimension of manifold M over the field F , we use
dimF (M). The sigma-field generated by random vec-
tors X1, · · · , Xn is denoted by σ (X1, · · · , Xn). Finally,
the symbol ∨ denotes the maximum of two or more
quantities.
2
2 Problem Formulation and Preliminaries
The system {x(t)}∞t=0 evolves according to (1), while the
unknown transition matrix A0 ∈ Rp×p is not assumed to
be stable, i.e. the eigenvalues of A0 do not necessarily lie
inside the unit circle. Further, {w(t)}∞t=1 is the sequence
of independent mean-zero noise vectors with covariance
matrix C, i.e. E [w(t)] = 0, and E [w(t)w(t)′] = C.
Remark 1 The results established also hold if the noise
vectors are martingale difference sequences. Further, the
generalization to heteroscedastic noise, where the covari-
ance matrix C is time varying, is rather straightforward.
The objective is to identify A0, using the least-squares
estimator. One observes the state vector during a finite
time interval, {x(t)}nt=0, and defines the sum-of-squares
loss function
Ln (A) =
n−1∑
t=0
||x(t+ 1)−Ax(t)||22.
Then, A0 is estimated by Aˆ
(n), which is the minimizer of
the above sum-of-squares; Ln
(
Aˆ(n)
)
= min
A∈Rp×p
Ln (A).
The main contribution of this paper is to establish that
with high probability, accurate identification of the true
transition matrix is achieved, excluding a pathological
case. Formally, for arbitrary accuracy  > 0 and fail-
ure probability δ > 0, Aˆ(n) is with probability at least
1− δ within an -neighborhood of A0, where apart from
a logarithmic factor, the time length n scales quadrat-
ically with −1, and logarithmically with δ−1. In other
words, for a fixed accuracy  > 0, the probability that
the identification error
∣∣∣∣∣∣∣∣∣Aˆ(n) −A0∣∣∣∣∣∣∣∣∣
2
exceeds , decays
exponentially as n grows.
The following example elaborates on the problem of fi-
nite time identification for unstable dynamical systems
in control theory.
Example 1 (Stabilization in adaptive control)
Consider the linear stochastic system [Ax, Au], where the
state evolution is governed by the following dynamics:
x(t+ 1) = Axx(t) +Auu(t) + w(t+ 1).
In the previous equation, the vector x(t) ∈ Rp represents
the state of the system, and u(t) ∈ Rr is the control
action taken by the user. The unknown transition matrix
Ax ∈ Rp×p determines the evolution of the system, and
the unknown input matrix Au ∈ Rp×r shows the effect
of the control policy on the state of the system.
Due to the simplicity of the structure, the main interest
is in linear feedbacks of the form u(t) = Lx(t), where
L ∈ Rr×p is the feedback matrix. Further, in addition to
preserving the linear nature of the system (which pre-
vents the analysis from becoming mathematically in-
tractable), linear feedbacks correspond to important ob-
jectives for a class of optimal control problems [8,10], in-
cluding minimization of quadratic costs [11,37]. So, the
linear dynamics are essentially determined by the closed-
loop transition matrix A0 = Ax +AuL.
The system Θ0 = [Ax, Au] is assumed to be stabilizable,
implying there exists a stabilizer L0 such that the closed-
loop matrix Ax +AuL0 is stable; |λmax (Ax +AuL0)| <
1. Finding such a stabilizer requires precise approxima-
tion of the true dynamics Θ0 [11], as shown in the fol-
lowing example. Consider a system of dimension p =
3, r = 2, which is stabilizable, since exact knowledge of
Θ0 yields |λmax (A0)| = 0.22. Fig. 1 depicts the scatter
plot of the largest eigenvalue of the closed-loop transi-
tion matrix versus the relative magnitude of an Addi-
tive White Gaussian Noise (AWGN). A stabilizing lin-
ear feedback L is applied to the system as if the dynam-
ics parameter is Θ0 + ∆ instead of Θ0, where entries of
∆ are independent Gaussian measurement errors. It can
be seen that a measurement error as small as 5% in the
identification of the system dynamics can lead to insta-
bility.
Fig. 2 graphs the largest eigenvalue of the closed-loop
matrix versus a perturbation in a single entry of Θ0.
In fact, for different entries of Θ0, the linear feedback
L is designed as if the operator approximates a single
entry incorrectly. Formally, for  ≥ 0, only the (i, j)-
th entry of Θ0 is approximated with error , while all
other entries are exactly provided to the operator. Fig.
2 corresponds to the relationship between |λmax (A0)|
and , for different entries (i, j). Therefore, stabilization
is very sensitive to the perturbation, as an error of 3%
in relative magnitude in a single element of the system
will totally destabilize the system. In many applications,
especially if the system under consideration is not man-
made, such precise information is not available. Hence,
the matrix A0 can not be assumed to be a priori stable.
In addition, in order to design a desired policy (either
steering the system to a specific state [38] or minimiz-
ing a cost function [11]), such an approximation is nec-
essary. To obtain it, learning accurately the dynamics of
an unstable system is needed. Importantly, such learn-
ing needs to conclude in finite time, because afterwards,
the user needs to control the system to achieve the cor-
responding objective, determined by the application.
In order to establish high probability guarantees for ac-
curate identification of the closed-loop matrix, we apply
the results from Theorem 1 given in the next Section. A
random linear feedback, denoted by L, suffices to satisfy
the assumptions of Theorem 1 for the closed-loop matrix
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Fig. 1. |λmax (A0)| vs ||∆||2/||Θ0||2.
Fig. 2. |λmax (A0)| vs /||Θ0||2.
Ax +AuL. In fact, it suffices for L to be a continuously
distributed random matrix. This in turn, leads to ac-
curate identification of [Ax, Au], applying multiple ran-
dom linear feedbacks, drawn independently. Note that
direct identification of [Ax, Au] is infeasible, since by ob-
serving the state sequence {x(t)}∞t=0, the best result one
can provide is “closed-loop identification” [8,39]. Specif-
ically, for a given closed-loop transition matrix A0, the
set of parameters guiding the system’s dynamics Ax, Au
which satisfyA0 = Ax+AuL is not unique if one exactly
knows the feedback matrix L. This set is indeed a sub-
space of dimension pr in the space Rp×(p+r) the matrix
[Ax, Au] belongs to.
To analyze the finite time behavior of the aforemen-
tioned identification procedure, the following is assumed
for the tail-behavior of every coordinate of the noise vec-
tor.
Assumption 1 (Sub-Weibull noise distribution)
There exist positive constants b, d, and α, such that for
all t = 1, 2, · · · ; i = 1, · · · , p; y > 0,
P (|wi(t)| > y) ≤ b exp
(
−y
α
d
)
.
In case of random initial state x(0), we assume it also
follows a sub-Weibull distribution. Intuitively, smaller
values of the exponent α correspond to heavier tails
for the noise distribution, and vice versa. Note that as-
suming a sub-Weibull distribution for the noise coordi-
nates is more general than the sub-Gaussian (or sub-
exponential) assumption routinely made in the litera-
ture [40], where α ≥ 2 (α ≥ 1). In fact, when α < 1, the
noise coordinates wi(t) do not need to have a moment
generating function.
Note that for establishing consistency of infinite time
identification procedures, the noise vectors need to sat-
isfy a moment condition, e.g. E
[
||w(t)||2+α2
]
< ∞, for
some α > 0 [7,28]. On the other hand, finite time iden-
tification analysis results are usually obtained under an
assumption of a light-tail (or even uniformly bounded)
noise distribution; e.g. Gaussian process [32,40]. Thus,
the above assumption on sub-Weibull noise, that in-
cludes a family of heavy-tailed noise processes, provides
a fairly general framework to narrow down the theo-
retical gap between asymptotic and non-asymptotic ap-
proaches.
The noise coordinates can be either discrete or contin-
uous random variables, and are not assumed to have
a probability density function. To proceed, we define a
property of the population covariance matrix of the sys-
tem under study. It is easy to see that the following prop-
erty is necessary and sufficient for accurate estimation
of dynamics parameters.
Definition 1 (Reachability) The pair [A0, C] is
called reachable if
rank
([
C1/2, A0C
1/2, · · · , Ap−10 C1/2
])
= p.
Clearly, reachability is equivalent to |λmin (K(C))| > 0,
where K(C) =
p−1∑
i=0
Ai0CA
′
0
i
. Specifically, if C is positive
definite, then [A0, C] is reachable for all A0 ∈ Rp×p.
Reachability is conceptually equivalent to the popu-
lation covariance matrix of the system being positive
definite. More precisely, since the noise vectors are in-
dependent, the covariance matrix of x(t) is given by
t−1∑
i=0
Ai0CA
′
0
i
; i.e. reachability is in fact stating that for
t ≥ p, every coordinate of x(t) has non-degenerate
randomness.
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Further, reachability is particularly helpful if the actual
evolution of the system is guided by VAR(k) dynamics,
for some k > 1. In this case, the next step is determined
by the k previous lags: for t ≥ k, the state sequence
x˜(t) ∈ Rm evolves according to
x˜(t) =
k∑
j=1
Aj x˜(t− j) + w˜(t),
for some initial vectors x˜(0), · · · , x˜(k − 1) ∈ Rm,
and transition matrices A1, · · · , Ak ∈ Rm×m, as-
suming Ak 6= 0. Arranging blocks of x˜(t) accord-
ingly, x(t) = [x˜(t+ k − 1)′, · · · , x˜(t)′]′ ∈ Rkm, the
state evolution can be written in the form of (1), for
A0 =
[
A1 · · ·Ak−1 Ak
I(k−1)m 0
]
∈ Rkm×km. Then, as long as
the covariance matrix of w˜(t) is full rank, reachability
holds.
3 Main results
Next, we establish the key identification results that
characterize the time (samples) required, so that with
high probability the A0 least-squares estimate is accu-
rate within a certain degree. First, we study the iden-
tification for stable systems where all eigenvalues of A0
are inside the unit circle, i.e. |λmax (A0)| < 1. Subse-
quently, the explosive case where all eigenvalues of the
transition matrix A0 lie outside of the unit circle, i.e.
|λmin (A0)| > 1, is examined. Finally, finite time identi-
fication results are presented for the general case which
is the combination of these two regimes.
Some straightforward algebra shows that the least-
squares estimator can be written as
Aˆ(n) =
n−1∑
t=0
x(t+ 1)x(t)′V −1n ,
where Vn =
n−1∑
t=0
x(t)x(t)′ denotes the empirical covari-
ance matrix of the state process (once normalized by n),
which is assumed to be non-singular.
The latter result implies that the behavior of Vn needs
to be carefully studied and this constitutes a major part
of the following two subsections.
3.1 Stable systems
The stable case has been extensively studied before, cus-
tomarily under the stronger assumption of sub-Gaussian
noise [40]. Next, we generalize the results to sub-Weibull
noise vectors defined in Assumption 1. Further, these re-
sults will be used for the general case in Subsection 3.3.
For a stable transition matrix A0 ∈ Rp×p, we define
the constant η (A0), that is critical in specifying various
constants that appear in the main results. Its definition
is based on the Jordan decomposition of square matrices.
First, for λ ∈ C, define the size m Jordan matrix of λ as
follows.
λ 1 0 · · · 0 0
0 λ 1 0 · · · 0
...
...
...
...
...
...
0 0 · · · 0 λ 1
0 0 0 · · · 0 λ

∈ Cm×m.
Then, the Jordan decomposition of A0 is given by
A0 = P
−1ΛP , where Λ is block diagonal, Λ =
diag (Λ1, · · · ,Λk), with Λi ∈ Cmi×mi , i = 1, · · · , k be-
ing a Jordan matrix of λi.
Definition 2 For a stable matrix A0, suppose that A0 =
P−1ΛP is the Jordan decomposition as described above.
For t = 1, 2, · · · , let
ηt (Λi) = inf
ρ≥|λi|
tmi−1ρt
mi−1∑
j=0
ρ−j
j!
,
and ηt (Λ) = max
1≤i≤k
ηt (Λi). Then, letting η0 (Λ) = 1,
define
η (A0) =
∣∣∣∣∣∣P−1∣∣∣∣∣∣∞→2|||P |||∞ ∞∑
t=0
ηt (Λ) .
Clearly, denoting the largest algebraic multiplicity of the
eigenvalues ofA0 (which is the same to the largest block-
size in the Jordan form) by µ (A0) = max
1≤i≤k
mi, we have
ηt (Λ) ≤ tµ(A0)−1 |λmax (A0)|t e|λmax(A0)|−1 . (2)
In the stable regime, the state process has a station-
ary limit distribution. In this case, the empirical co-
variance matrix has an approximately deterministic be-
havior, which is described by its asymptotic distribu-
tion. Specifically, as time grows, Vn appropriately nor-
malized, can be approximated by κ (C), where κ (C) =
∞∑
i=0
Ai0CA
′
0
i
denotes the asymptotic covariance matrix.
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The following lemma provides a finite lower bound for
the time length (number of samples), based on the
identification error , and the failure probability δ. For
this purpose, using the parameters b, d, and α speci-
fied in Assumption 1, we define the following constant.
Henceforth, one can let α → ∞, if the noise vectors
w(1), w(2), · · · are uniformly bounded.
c1 = 288 (||x(0)||∞ ∨ 1)2 η (A0)2 η (A′0)4
(
|||A0|||22 + 1
)
× (|λmax (C)|+ 1) (d log 2bp)4/α p log 8p.
Lemma 1 Assuming |λmax (A0)| < 1, let c1 be as de-
fined above. Then, for arbitrary , δ > 0 if
n
(log n)
4/α
≥ c1
2
(− log δ)1+4/α ,
then
P
(∣∣∣∣λmax( 1nVn+1 − κ (C)
)∣∣∣∣ > ) ≤ δ.
A direct consequence of Lemma 1 is the following corol-
lary, which shows that high probability accurate iden-
tification can be ensured, if reachability, as defined in
Definition 1, is assumed. Note that reachability implies
that κ (C) is positive definite. Using c1 defined above,
we define c2 = 4c1
(
|||A0|||22 ∨ 1
)
|λmin (K(C))|−2 + 2.
Corollary 1 Suppose that |λmax (A0)| < 1, and [A0, C]
is reachable. Then, for c2 above, and for all , δ > 0,
n
(log n)
4/α
≥ c2
2
(− log δ)1+4/α ,
implies
P
(∣∣∣∣∣∣∣∣∣Aˆ(n) −A0∣∣∣∣∣∣∣∣∣
2
> 
)
< δ.
3.2 Explosive systems
In the explosive case, the empirical covariance matrix
Vn grows exponentially with respect to n. In addition,
unlike the stable case, Vn appropriately normalized, can
be approximated by a random matrix. Therefore, the
eigenvalues of the normalized empirical covariance ma-
trix are stochastic as well. In order to find determinis-
tic bounds for the eigenvalues of Vn, new quantities, de-
noted by φ (A0) , ψ (A0, δ), need to be defined.
Subsequently, after providing formal definitions of these
quantities, we present in Lemma 2 bounds for the eigen-
values. Then, a sufficient and necessary property of A0
for accurate identification is introduced, followed by
Propositions 1, 2, which establish the positiveness of
φ (·) , ψ (·, ·). This subsection concludes with Corollary
2 that deals with identification in explosive systems.
First, for explosive A0, we define the nonnega-
tive functions φ (A0) , ψ (A0, δ) as follows. Assuming
|λmin (A0)| > 1, let A0 = P−1ΛP be the Jordan decom-
position. Letting
z(∞) = x(0) +
∞∑
i=1
A−i0 w(i),
P = [P1, · · · , Pp]′ ,
for δ > 0 define
ψ (A0, δ) = sup
{
y ∈ R : P
(
min
1≤i≤p
|P ′iz(∞)| < y
)
≤ δ
}
.
Note that according to this definition, all coordinates of
the vector Pz(∞) are in magnitude at least ψ (A0, δ),
with probability at least 1− δ. Next, define
φ (A0) = |||P |||−12→∞ inf
a∈Rp\{0}
1
||a||1
[
p−1∑
i=0
ai+1Λ
−i
]
min
,
where for an arbitrary matrix M ∈ Cm×k, [M ]min is the
smallest magnitude of the nonzero entries of M :
[M ]min = min{|Mij | : 1 ≤ i ≤ m; 1 ≤ j ≤ k; Mij 6= 0}.
In fact, φ (A0) represents the deterministic portion of
the smallest eigenvalue of the random matrix F∞ which
approximates the normalized Vn. It only depends on A0,
while ψ (A0, δ) represents the stochastic portion which
depends on both A0 and the distribution of the noise
sequence {w(t)}∞t=1. Intuitively, φ (A0) denotes the min-
imum nontrivial distance between the polynomials of
A−10 and the origin, and ψ (A0, δ) denotes the high prob-
ability minimum distance of the vector Pz(∞) from the
origin. These minimum distances show up, because for
v ∈ Rp, v′F∞v is determined by the product of a poly-
nomial of A−10 (with coefficients determined by v), and
Pz(∞). More details are provided in the proof of Lemma
2.
Now, the behavior of the normalized empirical covari-
ance matrix can be controlled as follows:
Lemma 2 Suppose that |λmin (A0)| > 1; then, there is
a constant ξ (A0) <∞ such that for all n, δ,
P
(∣∣∣λmax (A−n0 Vn+1A′0−n)∣∣∣ > ξ (A0) (− log δ)2/α) ≤ δ.
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Further, there is a constant n1 <∞, such that for arbi-
trary , δ > 0 if
n ≥ 3 (α+ 2)
α log |λmin (A0)| log
(− log δ

)
∨ n1, (3)
then with probability at least 1− 4δ it holds that∣∣∣λmin (A−n0 Vn+1A′0−n)∣∣∣ ≥ φ (A0)2 ψ (A0, δ)2 − . (4)
Remark 2 The inequality (3) is of interest for the fol-
lowing two reasons. First, the accuracy  decays exponen-
tially fast when n grows. Second, the failure probability δ
decays doubly exponentially fast with n.
This surprising strong behavior is intuitively caused by
the exponential growth of x(t). Broadly speaking, the
growing signal (i.e. x(t)) to noise (i.e. w(t)) ratio leads to
the super fast decay of  and δ. Note that commonly in
identification problems, the decay rates of , δ are square-
root, and exponential, respectively.
If φ (A0)ψ (A0, δ) = 0, obviously (4) holds. Thus, the
main interest is in the case where φ (A0)ψ (A0, δ) 6= 0,
which we will show that holds under certain conditions,
and is necessary to ensure accurate identification. In fact,
the first case is of no interest, since it can be shown that
Vn will be singular, and thus identification of A0 fails,
even if the time period becomes infinitely large [31]. For
the second case, the transition matrix A0 needs to be
regular, according to the following definition. Regularity
(of course in addition to reachability), leads to accurate
identification as shown in Corollary 2.
Definition 3 (Regularity) A ∈ Rp×p is called regular
if for any explosive eigenvalue of A, denoted by λ, the
geometric multiplicity of λ is one.
Regularity essentially implies that the eigenspace corre-
sponding to λ is one dimensional. There are also equiv-
alent formulations for regularity. Indeed, A is regular,
if and only if for any explosive eigenvalue λ, in the Jor-
dan decomposition of A there is only one block corre-
sponding to λ. In other words, no matter how large the
algebraic multiplicity of λ is, its geometric multiplicity
is one. Another equivalent formulation is the following
one. A is regular if and only if
rank (A − λIp) ≥ p− 1,
for all λ ∈ C such that |λ| > 1. For example, let P1, P2 ∈
C2×2 be arbitrary invertible matrices, and
A1 = P
−1
1
[
ρ 1
0 ρ
]
P1, A2 = P
−1
2
[
ρ 0
0 ρ
]
P2,
where ρ ∈ C, |ρ| > 1. Then, A1 is regular, where A2 is
not.
Proposition 1 Assuming |λmin (A0)| > 1, regularity of
A0 is equivalent to φ (A0) > 0.
The next proposition shows that positiveness ofψ (A0, δ)
is implied by reachability. Proposition 2 also reveals a
linear scaling of ψ (A0, δ) with respect to δ, when the
noise is a continuous random variable.
Proposition 2 Assume |λmin (A0)| > 1, and [A0, C] is
reachable. We then have ψ (A0, δ) > 0. Moreover, if there
is i ≥ p, such that w(i − p + 1), · · · , w(i) have bounded
probability density functions (pdf) over certain subspaces
of Rp, then,
ψ (A0, δ) ≥ ψ (A0) δ,
for some constant ψ (A0) > 0. If the bounded pdfs men-
tioned above correspond to the normal distribution, then
ψ (A0) ≥
 pi |λmin (K(C))|
2
∣∣∣λmax (A0iA′0i)∣∣∣
1/2 p−1( min
1≤i≤p
||Pi||2
)
.
Now, we are ready to state the key result for the time
length required to achieve accurate estimation for an
explosive transition matrix.
Corollary 2 Suppose that |λmin (A0)| > 1, A0 is reg-
ular, and [A0, C] is reachable. There exists a constant
n2 <∞, such that for all , δ > 0,
n ≥ 3 (α+ 4)
α log |λmin (A0)| log
( − log δ
ψ (A0, δ)
)
∨ n2 (5)
implies
P
(∣∣∣∣∣∣∣∣∣Aˆ(n) −A0∣∣∣∣∣∣∣∣∣
2
> 
)
< 4δ.
The time length specified in (5) is similar to that of
Lemma 2 in terms of the accuracy , while the depen-
dence in δ is different. In fact, compared to (3), the decay
rate of δ is of the common exponential order as n grows
(assuming the linear scaling of ψ (A0, δ) with respect to
δ).
Remark 3 Another interesting property of explosive
systems is that n1, n2 scale logarithmically with respect
to the dimension p.
The dependency of n1, n2 on A0, as well as b, d, and α
specified in Assumption 1 are outlined explicitly in the
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corresponding proofs. Moreover, the constants n1, n2 are
in fact universal; for ρ1 > 0, a single n1 depending on ρ1
implies (4) for all matrices A0 satisfying |λmin (A0)| ≥
1 + ρ1.
In addition, let λ1 (A) , · · · , λk(A) (A) be the dis-
tinct eigenvalues of A. Then, there is a single uni-
versal constant n2 depending on ρ1, ρ2, such that
(5) implies the desired estimation result of Corol-
lary 2, for all regular explosive transition matrices
A0 satisfying 1 + ρ1 ≤ |λmin (A0)|, and 0 < ρ2 ≤
min
1≤i<j≤k(A0)
|λi (A0)− λj (A0)|.
3.3 General systems
The previous results enable us to establish the key re-
sult of the paper. Theorem 1 establishes the accuracy of
identification, when the regular matrix A0 has no eigen-
value on the unit circle. As the following well known fact
states, this assumption includes almost all matrices [41].
Fact 1 The set of all p×p real matrices with at least one
eigenvalue on the unit circle has Lebesgue measure zero.
Moreover, almost all matrices are regular.
However, note that transition matrices with unit eigen-
values occur in applications, including resonating me-
chanical systems [42], the study of macroeconomic in-
dicators [21,43] and the timeline of bubbles during the
crisis in the mid-late 2000s [44]. Therefore, addressing
the identification problem for unit root transition ma-
trices, even though they constitute a measure zero set,
is an interesting direction for future work.
Excluding two pathological cases of square matrices with
at least one eigenvalue on the unit circle, and irregular
matrices, the estimation of the transition matrix for a
general unstable system is with high probability arbi-
trarily accurate, as determined in the following theorem.
A well known fact states that there is an invertible ma-
trix M ∈ Rp×p, such that A˜ = MA0M−1 ∈ Rp×p is a
block diagonal matrix,
A˜ =
[
A1 0
0 A2
]
,
where for i = 1, 2, we have Ai ∈ Rpi×pi , p1+p2 = p, and
|λmax (A1)| < 1 < |λmin (A2)| .
Technically, p1 (p2) is sum of the algebraic multiplicities
of the stable (explosive) eigenvalues of the true unknown
matrix A0. Conceptually, it determines the dimension of
a certain subspace of Rp, on which the linear transfor-
mation A0 is stable (explosive). Note that sinceM is not
known in advance, the above split of the true transition
matrix to a stable one and an explosive one cannot be
used in the identification procedure.
Theorem 1 Suppose that A0 is regular, has no unit
eigenvalue, [A0, C] is reachable, andA2 is as above. Then,
there exist constants c3, n3 <∞, such that for all , δ > 0,
n
(log n)
4/α
≥ c3
2
(
(− log δ)1+4/α − logψ (A2, δ)
)
∨ n3, (6)
implies that
P
(∣∣∣∣∣∣∣∣∣Aˆ(n) −A0∣∣∣∣∣∣∣∣∣
2
> 
)
< 6δ.
Regarding the time length above in (6), the exact speci-
fication of the constants c3, n3 requires some additional
definitions, provided in the proof of Theorem 1. Broadly
speaking, the behavior of c3 (respectively n3) is similar
to that of c2 (resp. n2) used in Corollary 1 (resp. 2). Note
that in order to compute c3 (resp. n3), one has to use
the stable (resp. explosive) matrix A1 (resp. A2). Fur-
ther, since A0 is regular, regularity of A2 is automati-
cally guaranteed. Therefore, Corollaries 1 and 2 can be
used. Note that the reachability condition is inherited
from the matrixA0, as formally presented in Proposition
12. Thus, Proposition 2 implies that − logψ (A2, δ) <
∞, and it is up to a constant less than − log δ, if the
noise vectors have bounded probability density func-
tions. Therefore, using Proposition 2, for continuously
distributed noise vectors with bounded pdfs one can sub-
stitute (6) with
n
(log n)
4/α
≥ 2c3
2
(− log δ)1+4/α ∨ (n3 − 2 logψ (A2)) .
4 Concluding Remarks
We studied the problem of providing finite time bounds
for the least-squares estimates of general linear dynami-
cal systems, where the transition matrix does not neces-
sarily need to be stable. The relationships between dif-
ferent parameters involved, including time length, accu-
racy of the identification, failure probability, the tran-
sition and noise matrices, and dimension are investi-
gated. We prove that apart from a pathological case of
zero Lebesgue measure, the identification is with high
probability accurate, if the length of the time period
scales similar to standard results in estimation theory,
i.e. quadratic scaling with the inverse identification er-
ror and logarithmic scaling with the failure probability.
These finite time results for such a widely used model can
be helpful to obtain analogous results for more compli-
cated models exhibiting temporal dependence, such as
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nonlinear systems. Further, the techniques used in this
work to analyze the accuracy when the systems under
study are not necessarily stable, provide insight for set-
tings where additional knowledge on the structure of the
dynamics is available. In particular, potential extensions
to a high-dimensional setting (assuming that the tran-
sition matrix is sparse), or other structured classes such
as low-rank matrices, as well as addressing practically
interesting cases of null measure, are topics of interest
and for future investigation.
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A Proofs of Main Results
A.1 Proof of Lemma 1
In this proof, we use the following propositions.
Proposition 3 For n = 1, 2, · · · , and 0 < δ < 1, define
the following event.
W =
{
max
1≤t≤n
||w(t)||∞ ≤ νn (δ)
}
.
where νn (δ) =
(
d log bnpδ
)1/α
. We have P (W) ≥ 1− δ.
Proposition 4 If A0 is stable, on the eventW we have
||x(t)||2 ≤ η (A0) (||x(0)||∞ + νn (δ)) ,
for all t = 1, 2, · · · , n.
Proposition 5 Define Cn =
1
n
n∑
i=1
w(i)w(i)′, and as-
sume
n
νn (δ)
2 ≥
6 |λmax (C)|+ 2
32
p log
(
2p
δ
)
. (A.1)
On the event W we have
P (|λmax (Cn − C)| > ) ≤ δ.
Proposition 6 For stable A0 define
Un =
1
n
n−1∑
i=0
[A0x(i)w(i+ 1)
′ + w(i+ 1)x(i)′A′0] ,
βn (δ) = |||A0|||2η (A0) νn (δ) (||x(0)||∞ + νn (δ)) .
Assuming
n
βn (δ)
2 ≥
32p
2
log
(
2p
δ
)
,
on the event W we have
P (|λmax (Un)| > ) ≤ δ.
Next, letting βn (δ) be the same as Proposition 6, sup-
pose that N1 (, δ) is large enough, such that (A.2),
(A.3), and (A.4) (next page) hold for all n ≥ N1 (, δ).
We prove that on the event W, for all n ≥ N1 (, δ) we
have
P
(∣∣∣∣λmax( 1nVn+1 − κ (C)
)∣∣∣∣ > ) < δ.
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nνn (δ)
2 ≥
18 |λmax (C)|+ 2
2
pη
(
A′0
)4
log
(
4p
δ
)
, (A.2)
n
βn (δ)
2 ≥
288p
2
η
(
A′0
)4
log
(
4p
δ
)
, (A.3)
n(||x(0)||∞ + νn (δ))2 ≥ 6
(|||A0|||22 + 1) η (A′0)2 η (A0)2 . (A.4)
First, according to (1) we have
Vn+1 = x(0)x(0)
′ +A0
n−1∑
i=0
x(i)x(i)′A′0 +
n∑
i=1
w(i)w(i)′
+
n−1∑
i=0
[A0x(i)w(i+ 1)
′ + w(i+ 1)x(i)′A′0]
=A0Vn+1A
′
0 + nUn + nCn
+A0 (x(0)x(0)
′ − x(n)x(n)′)A′0 + x(0)x(0)′,
where Cn, and Un are defined in Proposition 5, and
Proposition 6, respectively. Letting En = Un + Cn +
1
nA0 (x(0)x(0)
′ − x(n)x(n)′)A′0 + 1nx(0)x(0)′, since|λmax (A0)| < 1, the Lyapunov equation Vn+1 =
A0Vn+1A
′
0 + nEn has the solution
1
n
Vn+1 =
∞∑
i=0
Ai0EnA
′
0
i
= κ (En) .
Henceforth in the proof, we assume the event W holds.
According to Proposition 5, (A.2) implies that
P
(
|λmax (Cn − C)| > 
3η (A′0)
2
)
≤ δ
2
. (A.5)
In addition, by Proposition 6, (A.3) implies that
P
(
|λmax (Un)| > 
3η (A′0)
2
)
≤ δ
2
. (A.6)
Finally, using Proposition 4, by (A.4) we get
1
n
(
|||A0|||22 + 1
)(
||x(0)||22 + ||x(n)||22
)
≤ 
3η (A′0)
2 . (A.7)
Now, similar to the proof of Proposition 4, we have
∞∑
t=0
∣∣∣∣∣∣∣∣∣A′0t∣∣∣∣∣∣∣∣∣∞→2 ≤ η (A′0), which because of ∣∣∣∣∣∣∣∣∣A′0t∣∣∣∣∣∣∣∣∣2 ≤∣∣∣∣∣∣∣∣∣A′0t∣∣∣∣∣∣∣∣∣∞→2 leads to
∞∑
t=0
∣∣∣∣∣∣∣∣∣A′0t∣∣∣∣∣∣∣∣∣2
2
≤
( ∞∑
t=0
∣∣∣∣∣∣∣∣∣A′0t∣∣∣∣∣∣∣∣∣
2
)2
≤ η (A′0)2 . (A.8)
Putting (A.5), (A.6), (A.7), and (A.8) together, on the
event W we have
|λmax (κ (En − C))| ≤
∞∑
t=0
∣∣∣λmax (At0 (En − C)A′0t)∣∣∣
≤ η (A′0)2 |λmax (En − C)| ≤ ,
with probability at least 1−δ. Then, since the definition
of c1 implies (A.9) - (A.11) for δ/2, the desired result
holds.
Q.E.D. 
A.2 Proof of Corollary 1
We prove that if the followings hold, then on the event
W we have
∣∣∣∣∣∣∣∣∣Aˆ(n) −A0∣∣∣∣∣∣∣∣∣
2
≤ , with probability at least
1−δ. LettingN1 (·, ·) be as defined in the proof of Lemma
1, suppose that
n≥N1
( |λmin (K(C))|
2
,
δ
2
)
+ 1, (A.9)
n− 2
βn (δ)
2 ≥
32p
|λmin (K(C))|2 2
log
(
4p
δ
)
, (A.10)
where
βn (δ) = η (A0) νn (δ) (||x(0)||∞ + νn (δ)) .
First, by Lemma 1, (A.9) implies that on the event W,
|λmin (Vn)|
n− 1 ≥
|λmin (K(C))|
2
, (A.11)
with probability at least 1− δ/2. Since [A0, C] is reach-
able, |λmin (K(C))| > 0. Thus,
Aˆ(n) =
n−1∑
t=0
x(t+ 1)x(t)′V −1n = A0 + UnV
−1
n ,
where Un =
n−1∑
t=0
w(t+ 1)x(t)′, which leads to
∣∣∣∣∣∣∣∣∣Aˆ(n) −A0∣∣∣∣∣∣∣∣∣
2
≤ |||Un|||2|λmin (Vn)| . (A.12)
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To proceed, for an arbitrary matrix H ∈ Rk×`, defining
the linear transformation
Φ (H) =
[
0k×k H
H ′ 0`×`
]
∈ R(k+`)×(k+`),
it holds that |||H|||2 = |λmax (Φ (H))| (see [32]). Note that
Φ (H) is always symmetric. Next, letting Xt = w(t +
1)x(t)′, apply Proposition 18 to Φ (Xt) ∈ R2p×2p. Since
Φ (Xt)
2
=
[
||x(t)||22w(t+ 1)w(t+ 1)′ 0p×p
0p×p ||w(t+ 1)||22x(t)x(t)′
]
,
by Proposition 3, and Proposition 4, all matrices
Φ (Mt)
2−Φ (Xt)2 are positive semidefinite on the event
W, where
Mt = p
1/2η (A0) νn (δ) (||x(0)||∞ + νn (δ)) Ip.
By
σ2 =
∣∣∣∣∣λmax
(
n−1∑
t=0
Φ (Mt)
2
)∣∣∣∣∣ = npβn (δ)2 ,
letting y = |λmin(K(C))|2 (n− 1) , according to Proposi-
tion 18, (A.10) implies
P (|||Un|||2 > y) = P (|λmax (Φ (Un))| > y) ≤
δ
2
,
which in addition to (A.11) gives the desired result, once
plugged in (A.12).
Finally, the definition of c2 implies all above statements
for δ/2, which completes the proof.
Q.E.D. 
A.3 Proof of Lemma 2
Proposition 7 Let z(n) = x(0) +
n∑
t=1
A−t0 w(t), where
A0 is an explosive matrix with Jordan decomposition
A0 = P
−1ΛP . Define the event
V =
{
sup
1≤n≤∞
||z(n)||2 ≤ ξ (A0, δ)
}
,
where ξ (A0, δ) is defined in (A.13) (next page). Then,
we have P (V) ≥ 1− δ.
Letting A0 = P
−1ΛP be the Jordan decomposition, and
z(0) = x(0), for n = 1, 2, · · · , define
z(n) = x(0) +
n∑
t=1
A−t0 w(t),
Un =A
−n
0 Vn+1A
′
0
−n
,
Fn =
n∑
t=0
A−t0 z(n)z(n)
′A′0
−t
.
First, using x(t) = At0z(t), since
Un =
n∑
t=0
A−n0 x(t)x(t)
′A′0
−n
=
n∑
t=0
A−n+t0 z(t)z(t)
′A′0
−n+t
,
by Proposition 7, on the event V we have
|λmax (Un)| ≤
∞∑
t=0
∣∣∣∣A−t0 z(n− t)∣∣∣∣22
≤
∞∑
t=0
∣∣∣∣∣∣A−t0 ∣∣∣∣∣∣22||z(n− t)||22 ≤ η (A−10 )2 ξ (A0, δ)2 ,
which is the desired result, because the right hand side
above is at most ξ (A0) (− log δ)2/α, for the constant
ξ (A0) defined by (A.14) (next page). In the sequel, we
prove the desired result about the smallest eigenvalue.
Letting ρ1, ρ2 be as defined in (A.15), (A.16) (next page),
assume the followings hold for all n ≥ N2 (, δ):
νn (δ)n
2µ(A0) |λmin (A0)|−2n/3 ≤ 
ρ1ξ (A0, δ)
, (A.17)
nµ(A0)−1 |λmin (A0)|−n ≤ 
ρ2ξ (A0, δ)
2 , (A.18)
where µ (A0) is defined after Definition 2. Note that tak-
ing
n1 =
3 log
(
ρ1ρ2ξ (A0)
3
(d log bp)
1/α
)
+ 12µ (A0) + 6/α
|λmin (A0)| ,
(3) implies (A.17) and (A.18).
For all n ≥ N2 (, δ), we show that with probability at
least 1− 4δ it holds that∣∣∣λmin (A−n0 Vn+1A′0−n)∣∣∣ < φ (A0)2 ψ (A0, δ)2 − .
The proof is based on the following propositions.
Proposition 8 On the event W ∩ V, we have
|λmax (Un − Fn)| ≤ 
2
. (A.19)
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ξ (A0, δ) = ||x(0)||2 +
∣∣∣∣∣∣P−1∣∣∣∣∣∣∞→2|||P |||∞ ∞∑
t=1
ηt
(
Λ−1
)(
d log
2bpt2
δ
)1/α
<∞, (A.13)
ξ (A0) = η
(
A−10
)2 [||x(0)||2 + ∣∣∣∣∣∣P−1∣∣∣∣∣∣∞→2|||P |||∞ ∞∑
t=1
ηt
(
Λ−1
)
d1/α log
(
2bpt2
)1/α]2
, (A.14)
ρ1 = 2
(∣∣∣∣∣∣P−1∣∣∣∣∣∣∞→2|||P |||∞η (A′−10 )2 + η (A−10 ) ∣∣∣∣∣∣P ′∣∣∣∣∣∣2∞→2∣∣∣∣∣∣∣∣∣P ′−1∣∣∣∣∣∣∣∣∣2∞
)
e2|λmin(A0)|, (A.15)
ρ2 = 2η
(
A′−10
)2 (
2 + η
(
A−10
)) ∣∣∣∣∣∣P−1∣∣∣∣∣∣∞→2|||P |||∞e|λmin(A0)|. (A.16)
Proposition 9 On V, with probability at least 1− δ,
|λmax (F∞ − Fn)| ≤ 
2
. (A.20)
Next, we show that with probability at least 1− δ,
|λmin (F∞)| ≥ (φ (A0)ψ (A0, δ))2 = λ0. (A.21)
For this purpose, we need the following propositions.
Proposition 10 Letting f(x) =
p−1∑
i=0
ai+1x
i be a real
polynomial, we have
P
(∣∣∣∣f (A−10 ) z(∞)∣∣∣∣2 < ||a||1φ (A0)ψ (A0, δ)) ≤ δ.
Proposition 11 If φ (A0)ψ (A0, δ) 6= 0, then,
P
(
rank
([
z(∞), A0z(∞), · · · , A−p+10 z(∞)
])
< p
)
= 0.
If λ0 = 0, (A.21) is trivial. Otherwise, assume
|λmin (F∞)| < λ0, and let v ∈ Rp be such that ||v||2 = 1,
and v′F∞v < λ0. Then,
λ0 >
p−1∑
t=0
v′A−t0 z(∞)z(∞)′A′0−tv
≥
∣∣∣∣∣∣v′ [z(∞), · · · , A−p+10 z(∞)]∣∣∣∣∣∣2∞ = max0≤i≤p−1 ∣∣v′A−i0 z(∞)∣∣2 .
By Proposition 11, almost surely, there is a ∈ Rp, such
that v =
p−1∑
i=0
ai+1A
−i
0 z(∞). So,
||v||2 =
∣∣∣∣∣v′
(
p−1∑
i=0
ai+1A
i
0
)
z(∞)
∣∣∣∣∣ ≤
p−1∑
i=0
|ai+1|
∣∣v′Ai0z(∞)∣∣
<
p−1∑
i=0
|ai+1|λ01/2 = λ01/2||a||1,
which, by Proposition 10, holds with probability at most
δ. Putting (A.19), (A.20), and (A.21) together, on the
event W ∩ V, we get the following, which holds with
probability at least 1− 2δ:
|λmin (Un)| ≥ λ0 − ,
which is the desired result. Q.E.D. 
A.4 Proof of Corollary 2
Indeed, we prove that if the followings hold, then, we
have
∣∣∣∣∣∣∣∣∣Aˆ(n) −A0∣∣∣∣∣∣∣∣∣
2
≤ , with probability at least 1−4δ.
Letting N2 (·, ·) be as defined in the proof of Lemma 2,
suppose that
n≥N2 (λ0, δ) + 1, (A.22)
λ0≥ ρνn (δ)nµ(A0)−1 |λmin (A0)|−n+1 , (A.23)
where
λ0 =
1
2
φ (A0)
2
ψ (A0, δ)
2
,
ρ= p1/2ξ (A0, δ) η
(
A−10
) ∣∣∣∣∣∣P−1∣∣∣∣∣∣∞→2|||P |||∞e|λmin(A0)|.
Note that taking
n2 = n1 +
3
|λmin (A0)| log
(
2pξ (A0) η
(
A−10
)
φ (A0)
)
+
3
|λmin (A0)| log
(∣∣∣∣∣∣P−1∣∣∣∣∣∣∞→2|||P |||∞e|λmin(A0)|) ,
(5) implies (A.22), (A.23).
First, by Lemma 2, (A.22) implies that on the event
W ∩ V,∣∣∣λmin (A−n+10 VnA′0−n+1)∣∣∣ ≥ λ0, (A.24)
with probability at least 1−2δ. According to Proposition
1 and Proposition 2, regularity, in addition to reachabil-
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ity, imply λ0 > 0. Thus,
Aˆ(n) =
n−1∑
t=0
x(t+ 1)x(t)′V −1n = A0 + UnA
′
0
n−1
V −1n ,
where Un =
n−1∑
t=0
w(t+ 1)x(t)′A′0
−n+1
, which leads to
∣∣∣∣∣∣∣∣∣Aˆ(n) −A0∣∣∣∣∣∣∣∣∣
2
≤ |||Un|||2
∣∣∣∣∣∣A0−n+1∣∣∣∣∣∣2∣∣λmin (A0−n+1VnA0−n+1)∣∣ . (A.25)
Since x(t) = At0z(t), Proposition 3 and Proposition 7
imply that on the event W ∩ V,
|||Un|||2 ≤ p1/2νn (δ) ξ (A0, δ) η
(
A−10
)
(A.26)
Plugging (A.24) and (A.26) in (A.25), and using (2), we
get∣∣∣∣∣∣∣∣∣Aˆ(n) −A0∣∣∣∣∣∣∣∣∣
2
≤ ρ
λ0
νn (δ)n
µ(A0)−1 |λmin (A0)|n−1 ,
which by (A.23) is at most , holding with probability
at least 1− 2δ on W ∩ V. Q.E.D. 
A.5 Proof of Theorem 1
We split the original system into two parts, each with
transition matrix Ai. First, let
C˜ = MCM ′ =
[
C11 C12
C21 C22
]
,
where Cij ∈ Rpi×pj for i = 1, 2. Then, for t = 0, 1, · · · ,
defining
x˜(t) =Mx(t),
w˜(t+ 1) =Mw(t+ 1),
we have
x˜(t+ 1) =M (A0x(t) + w(t+ 1))
= A˜Mx(t) +Mw(t+ 1)
= A˜x˜(t) + w˜(t+ 1).
Note that letting
νn+1 (δ) = (|||M |||∞ ∨ 1)
(
d log
bp (n+ 1)
δ
)1/α
,
similar to Proposition 3, we have P (W) ≥ 1− δ, where
W =
{
max
1≤t≤n+1
(||w(t)||∞ ∨ ||w˜(t)||∞) ≤ νn+1 (δ)
}
.
Let
x˜(t) =
[
x(1)(t)′, x(2)(t)′
]′
,
w˜(t+ 1) =
[
w(1)(t+ 1)′, w(2)(t+ 1)′
]′
,
where x(i)(t), w(i)(t + 1) ∈ Rpi , for i = 1, 2. Since A˜
is block diagonal, the processes x(1)(t), x(2)(t) are sepa-
rated:
x(i)(t+ 1) =Aix
(i)(t) + w(i)(t+ 1),
Cii =E
[
w(i)(t+ 1)w(i)(t+ 1)′
]
.
Both new processes inherit reachability from the original
one.
Proposition 12 If [A0, C] is reachable, then for i =
1, 2, [Ai, Cii] is reachable as well.
Now, we define the following parameters, which will be
used in the proof. Letting A2 = P
−1Λ2P be the Jordan
decomposition of the explosive matrix A2, and K1 =∞∑
t=0
At1C11A
′
1
t
, define
ρ0 =
1
2
− 1
2
(
1− |λmin (K1)|
9 |λmax (K1)|
)1/2
,
ρ1 =
2p |λmin (A2)| ξ (A2, δ) |||P ′|||∞→2
∣∣∣∣∣∣∣∣∣P ′−1∣∣∣∣∣∣∣∣∣
∞
e|λmin(A2)|
φ (A2)ψ (A2, δ)
,
ρ2 =
8η
(
A′2
−1)2
ξ (A2, δ)
∣∣∣∣∣∣P−1∣∣∣∣∣∣∞→2|||P |||∞e|λmin(A2)|
φ (A2)
2
ψ (A2, δ)
2 ,
ρ3 =
4
(
4 |λmin (K1)|−1 + 3
)1/2
|||M |||2
|λmin (K1)|1/2 ρ0
,
ρ4 =
2p1/2ξ (A2, δ)
∣∣∣∣∣∣P−1∣∣∣∣∣∣∞→2|||P |||∞e|λmin(A2)|
φ (A2)ψ (A2, δ)
,
ρ5 =
2
∣∣∣∣∣∣P−1∣∣∣∣∣∣∞→2|||P |||∞e|λmin(A2)|
φ (A2)ψ (A2, δ)
,
ρ6 =
|||P ′|||∞→2
∣∣∣∣∣∣P ′−1∣∣∣∣∣∣∞e|λmin(A2)| |λmin (K1)|1/2
φ (A2)ψ (A2, δ)
.
Note that the constants ρ0, ρ3 do not depend on δ, and all
other parameters depend on δ, only through ξ (A0, δ) and
ψ (A0, δ). UsingN1 (·, ·), andN2 (·, ·) defined in Lemma 1
and Lemma 2, respectively, suppose that the conditions
(A.27) - (A.35) (next page) hold.
We show that
∣∣∣∣∣∣∣∣∣Aˆ(n+1) −A0∣∣∣∣∣∣∣∣∣
2
≤ , with probability at
least 1− 6δ.
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n≥N2
(
φ (A2)
2 ψ (A2, δ)
2
2
, δ
)
, (A.27)
n≥ 3N1
( |λmin (K1)|
2
, δ
)
, (A.28)
ρ0
ρ1
≥ nµ(A2)−1/2 |λmin (A2)|−2n/3 , (A.29)
1
ρ2
≥ νn+1 (δ)nµ(A2) |λmin (A2)|−n/3 , (A.30)

3ρ3ρ4
≥ νn+1 (δ)nµ(A2)−1/2 |λmin (A2)|−2n/3 , (A.31)

3ρ3ρ5
≥ νn+1 (δ)2 nµ(A2)+1/2 |λmin (A2)|−n/3 , (A.32)
1
ρ6
≥ nµ(A2)−1/2 |λmin (A2)|−n , (A.33)
n2(n+ 1)−1(||x(1)(0)||∞ + νn+1 (δ))2 νn+1 (δ)2 ≥ 8pρ
2
3η (A1)
2
2
log
(
4 (p+ p1)
δ
)
, (A.34)
n
νn+1 (δ)
2 ≥
72p2ρ23
2
log
(
4 (p+ p2)
δ
)
. (A.35)
Among the conditions (A.27) - (A.35), the main inequal-
ities
for  are (A.34), (A.35),
for ψ (A2, δ) are (A.27), (A.29), (A.30), (A.31), (A.32),
(A.33),
and for δ are (A.28), (A.34), (A.35).
Therefore, taking
c3 = 72p (|||M |||2 ∨ 1)4 ρ23c2 +
18 (α+ 4)
α log |λmin (A2)| , (A.36)
n3 = 12 (n2 + log (ρ3|||M |||∞ ∨ 1)) , (A.37)
(6) implies (A.27) - (A.35). Above c2 is computed for the
pair of matrices [A1, C11], and n2 is computed for the
pair [A2, C22].
First,
MVn+1M
′ =
n∑
t=0
x˜(t)x˜(t)′
=
n∑
t=0
[
x(1)(t)
x(2)(t)
] [
x(1)(t)′, x(2)(t)′
]
=
[
V
(1)
n+1 Y
′
n+1
Yn+1 V
(2)
n+1
]
,
where for i = 1, 2,
V (i)n =
n−1∑
t=0
x(i)(t)x(i)(t)′,
Yn =
n−1∑
t=0
x(2)(t)x(1)(t)′.
Let the event E ⊂ W ∩ V be the following:∣∣∣∣λmin( 1nV (1)n+1
)∣∣∣∣≥ 12 |λmin (K1)| ,∣∣∣λmin (A−n2 V (2)n+1A′2−n)∣∣∣≥ 12φ (A2)2 ψ (A2, δ)2 .
According to Lemma 1, and Lemma 2, (A.27), (A.28)
imply P (E) > 1 − 5δ. Henceforth in the proof, we as-
sume the event E holds. Define the invertible symmetric
matrix
Un =
[
V
(1)
n+1 0p1×p2
0p2×p1 V
(2)
n+1
]−1/2
∈ Rp×p,
and let
En = UnMVn+1M
′Un
=
 Ip1 V (1)n+1−1/2Y ′n+1V (2)n+1−1/2
V
(2)
n+1
−1/2
Yn+1V
(1)
n+1
−1/2
Ip2
 .
Proposition 13 On the event E, we have
|λmin (En)| ≥ ρ0. (A.38)
Then, letting m =
⌈
n
3
⌉
, define
Σn = V
(2)
m+1(m) +
n∑
t=m+1
At−m2 x
(2)(m)x(2)(m)′A′2
t−m
.
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Proposition 14 For U˜n =
[
n−1/2Ip1 0p1×p2
0p2×p1 Σ
−1/2
n
]
, we have
∣∣∣∣∣∣∣∣∣U˜−1n Un∣∣∣∣∣∣∣∣∣2
2
≤ 2|λmin (K1)| +
3
2
. (A.39)
To proceed, define the following matrices:
Gn = n
−1
n∑
t=0
w(t+ 1)x(1)(t)′,
Hn = n
−1/2
n∑
t=0
w(t+ 1)x(2)(t)′Σ−1/2n .
Proposition 15 For matrices Gn, Hn defined above, it
holds that
P
(
|||Gn|||2 >

ρ3
)
≤ δ
2
, (A.40)
P
(
|||Hn|||2 >

ρ3
)
≤ δ
2
. (A.41)
Finally, since the event E holds, (A.33) implies∣∣∣∣∣∣∣∣∣n1/2Un∣∣∣∣∣∣∣∣∣
2
≤ 23/2 |λmin (K1)|−1/2 . (A.42)
This completes the proof as follows. Writing
Aˆ(n+1) −A0 =
n∑
t=0
w(t+ 1)x(t)′V −1n+1
= [Gn, Hn]
(
U˜−1n Un
)
E−1n n
1/2UnM,
according to inequalities (A.38), (A.39), (A.40), (A.41),
and (A.42), on the event E , with probability at least 1−δ,∣∣∣∣∣∣∣∣∣Aˆ(n+1) −A0∣∣∣∣∣∣∣∣∣
2
≤ (|||Gn|||2 + |||Hn|||2)
∣∣∣∣∣∣∣∣∣U˜−1n Un∣∣∣∣∣∣∣∣∣
2
∣∣∣∣∣∣E−1n ∣∣∣∣∣∣2∣∣∣∣∣∣∣∣∣n1/2Un∣∣∣∣∣∣∣∣∣2|||M |||2
≤ 2
ρ3
(
2
|λmin (K1)| +
3
2
)1/2
ρ−10 2
3/2 |λmin (K1)|−1/2 |||M |||2
= ,
which is the desired result. Q.E.D. 
B Proofs of Auxiliary Results
B.1 Proof of Proposition 1
Assume A0 is regular. Clearly, the infimum in the defi-
nition of φ (A0) can be taken over ||a||1 = 1. Further, we
will show that there is no polynomial f of degree at most
p− 1, such that f (A−10 ) = 0. Note that this finishes the
proof as follows. Let
Sp1 = {a ∈ Rp : ||a||1 = 1}.
The function G : Rp → R, defined as G(a) =[
p−1∑
i=0
ai+1Λ
−i
]
min
is continuous. Since Sp1 is a closed
subset of Rp, G (Sp1 ) ⊂ R is closed as well. Therefore, if
for all a ∈ Sp1 , we have G(a) > 0, then inf G (Sp1 ) > 0,
which means φ (A0) > 0.
If there is a polynomial f , such that f
(
A−10
)
= 0, let
A−10 = P
−1ΓP be the Jordan decomposition of A−10 ,
where Γ = diag (Γ1, · · · ,Γk), and Γi is a size mi Jordan
matrix of γi, as defined in Definition 2. Now, f
(
A−10
)
= 0
implies f (Γ) = 0, which in turn yields f (Γi) = 0, for
all i = 1, · · · , k. As shown in the proof of Proposition 4,
diagonal coordinates of f (Γi) are all f (γi), i.e. f (γi) =
0.
Let f(x) = g(x) (x− γ1)n1 · · · (x− γk)nk , where none
of γ1, · · · , γk is a root of g(x). We show that for all i,
ni ≥ mi, so,
deg f ≥
k∑
i=1
ni ≥
k∑
i=1
mi = p,
which is a contradiction. Note that by regularity of A0,
γ1, · · · , γk are distinct, i.e. for i 6= j, Γi−γjImi is invert-
ible (since it is a Jordan matrix of γi − γj 6= 0). Hence,
f (Γi) = 0 implies (Γi − γiImi)ni = 0. But, as shown in
the proof of Proposition 4, an exponent of size m Jordan
matrix of 0 is zero matrix, only if the exponent is not
smaller than m, i.e. ni ≥ mi, which is the desired result.
Conversely, assume A0 is not regular, i.e. there are 1 ≤
i, j ≤ k, such that γi = γj , and mi ≥ mj ≥ 1. Letting
g(x) = det (A0 − xIp), define
f(x) =
1
x− γi g(x),
if γi is real, and
f(x) =
1
(x− γi) (x− γ¯i)g(x),
otherwise, where γ¯i is the complex conjugate of γi.
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Clearly, deg f ≤ p − 1, but we show that f (A−10 ) = 0,
which leads to φ (A0) = 0. Note that the polynomial
f(x) can not be a trivial one. As seen in the first part of
the proof, it suffices to show that f (Γ`) = 0, for all ` =
1, · · · , k. If ` 6= i, j, we have g (Γ`) = 0, so, f (Γ`) = 0.
Since the multiplicity of the root γi in g(x) is mi +mj ,
its multiplicity in f(x) is at least mi + mj − 1 ≥ mi,
which is greater than or equal to the dimension of Γi and
Γj . Therefore, f (Γ`) = 0, for ` = i, j, which completes
the proof. Q.E.D. 
B.2 Proof of Proposition 2
We use the following Proposition [33].
Proposition 16 Let {ζn}∞n=1 be a martingale difference
sequence of random variables with respect to the filtration
{Fn}∞n=1, such that
lim inf
n→∞ E
[
ζ2n|Fn−1
]
> 0.
If the real sequence {an}∞n=1, satisfies
∞∑
n=1
a2n ≤ ∞ and
an 6= 0 infinitely often, then
∞∑
n=1
anζn has a continuous
distribution.
For an arbitrary row P ′i of P , let v be one of the real
vectors < (Pi) or = (Pi). Note that since P is invertible,
Pi 6= 0, and we can assume v 6= 0. Taking
an =
∣∣∣∣∣∣A′0−npv∣∣∣∣∣∣
2
,
ζn =
1
an
np∑
i=np−p+1
v′A−i0 w(i),
an 6= 0 infinitely often, and by |λmin (A0)| > 1 we have∞∑
n=1
a2n <∞. Furthermore, by reachability we have
E
[
ζ2n
]
=
1
a2n
np∑
i=np−p+1
v′A−i0 CA
′
0
−i
v
=
1∣∣∣∣∣∣A′0−npv∣∣∣∣∣∣2
2
v′A−np0
(
p−1∑
i=0
Ai0CA
′
0
i
)
A′0
−np
v
≥ |λmin (K(C))| > 0.
Hence, v′z(∞) = v′x(0) +
∞∑
n=1
anζn has a continuous
distribution. Letting Fi be the Cumulative Distribution
Function (CDF) of |P ′iz(∞)|, Fi is continuous, and be-
cause of |P ′iz(∞)| ≥ |v′z(∞)|, one has F−1i
(
δ
p
)
> 0.
Since,
P
(
|P ′iz(∞)| < F−1i
(
δ
p
))
=
δ
p
, (B.1)
we have
P
(
min
1≤i≤p
|P ′iz(∞)| < min
1≤i≤p
F−1i
(
δ
p
))
≤
p∑
i=1
P
(
|P ′iz(∞)| < F−1i
(
δ
p
))
= δ,
i.e. ψ (A0, δ) ≥ min
1≤i≤p
F−1i
(
δ
p
)
> 0.
To proceed, we use the following fact. For two indepen-
dent random variables X,Y , if X has bounded pdf fX ,
then X+Y has bounded pdf fX+Y , and sup
y∈R
fX+Y (y) ≤
sup
y∈R
fX(y). To see this, note that for all y ∈ R,
fX+Y (y) =
∫
R
fX(y − τ)dPY (τ)
≤
(
sup
τ∈R
fX(τ)
)∫
R
dPY (τ) = sup
τ∈R
fX(τ).
Now, suppose that the supports of w(i−p+1), · · · , w(i)
are certain subspaces of Rp, and they have bounded
pdfs. Then, all of the random variables v′A−i+p−10 w(i−
p+1), · · · , v′A−i0 w(i) cannot be degenerate. Since other-
wise, Var
(
v′A−i+j0 w(i− j)
)
= 0, for all j = 0, · · · , p−1,
i.e.
0 = Var
v′ p−1∑
j=0
A−i+j0 w(i− j)
 = v′A−i0 K(C)A′0−iv
≥ |λmin (K(C))|
∣∣∣∣∣∣A′0−iv∣∣∣∣∣∣2
2
> 0,
which is a contradiction. Therefore, there exists j, such
that A−i+j0 w(i− j) lives in a subspace not orthogonal to
v, i.e. v′A−i+j0 w(i− j) is a continuous random variable,
with a bounded pdf (since pdf of w(i− j) is bounded).
Using the aforementioned fact, pdf of v′z(∞), as well
as pdf of |Piz(∞)| which is denoted by fi, are bounded.
Letting ψ (A0)
−1
= p max
1≤i≤p
sup
y∈R
fi(y) <∞,
Fi (ψ (A0) δ) =
ψ(A0)δ∫
0
fi(y)dy ≤ ψ (A0) δ sup
y∈R
fi(y) ≤ δ
p
,
17
i.e. F−1i
(
δ
p
)
≥ ψ (A0) δ.
For normal case, v′
p−1∑
j=0
D−i+jw(i−j) is normal with pdf
f˜ , and
Var
v′ p−1∑
j=0
A−i+j0 w(i− j)
 = v′A−i0 K(C)A′0−iv
≥ |λmin (K(C))|
∣∣∣∣∣∣A′0−iv∣∣∣∣∣∣2
2
> 0,
i.e.
sup
y∈R
f˜(y) ≤ (2pi |λmin (K(C))|)−1/2
∣∣∣∣∣∣A′0−iv∣∣∣∣∣∣−1
2
≤

∣∣∣λmax (A0iA′0i)∣∣∣
2pi |λmin (K(C))|
1/2 ||v||−12 .
Denote the right hand side of the above by 12bp . By the
fact mentioned before, v′z(∞) has a pdf, denoted by f ,
which is bounded by 12bp . Letting F be CDF of |v′z(∞)|,
we have
F (bδ) =
bδ∫
−bδ
f(y)dy ≤ 2bδ sup
−bδ≤y≤bδ
f(y)
≤ 2bδ sup
y∈R
f1(y) ≤ δ
p
,
which by |P ′iz(∞)| ≥ |v′z(∞)|, implies F−1i
(
δ
p
)
≥ bδ.
Plugging in (B.1), we get the desired result. Q.E.D. 
B.3 Proof of Fact 1
Assume X ∈ Rp×p has an eigenvalue of unit size, de-
noted by λ ∈ C, |λ| = 1. Further, define the space of
eigenvectors in Cp as follows. First, consider the equiv-
alence relation ∼ on Cp, defined as
x ∼ y, if x = cy for some c ∈ C, c 6= 0.
Letting S = C
p
∼ be the direction space in C
p, we have
dimC (S) = p − 1, i.e. dimR (S) = 2p − 2. Note that
for every matrix Y ∈ Cp×p and every vector v ∈ Cp,
Y v = 0 if and only if Y v˜ = 0 for every v˜ ∼ v. Thus,
det (X − λIp) = 0 implies that there is v ∈ S, v 6= 0,
such that
Xv = λv (B.2)
Denote the set of all matrices X satisfying (B.2) by
X (λ, v) ⊂ Rp×p. Separating real and imaginary parts,
we get
X< (v) =< (λv) ,
X= (v) == (λv) .
Then, we partition S to S = S1 ∪S2, S1 ∩S2 = ∅, where
S1 = {v ∈ S : < (v) ,= (v) are in-line },
S2 = {v ∈ S : < (v) ,= (v) are not in-line }.
Whenever v ∈ S2, for j = 1, · · · , p, the j-th row of X
needs to be in the intersection of two nonparallel hyper-
planes P1,P2 ⊂ Rp, where
P1 = {y ∈ Rp : y′<(v) = <(λv)j} ,
P2 = {y ∈ Rp : y′=(v) = =(λv)j} .
Since dimR (P1) ≤ p − 1, dimR (P2) ≤ p − 1, and
v ∈ S2 we have dimR (P1 ∩ P2) ≤ p − 2. Therefore, for
v ∈ S2, we have dimR (X (λ, v)) ≤ p(p − 2). Because of
dimR (|λ| = 1) = 1, and dimR (S2) ≤ 2p− 2, we have
dimR
 ⋃
|λ|=1,v∈S2
X (λ, v)
 ≤ p2 − 1. (B.3)
On the other hand, for v ∈ S1, there is a real number, say
α(v), such that= (v) = α(v)< (v). So, dimR (S1) = p−1,
and for v ∈ S1, we have P1 = P2, i.e. dimR (X (λ, v)) ≤
p(p− 1), and
0 = α(v)X< (v)−X= (v) = α(v)< (λv)−= (λv)
=
(
1 + α(v)2
)= (λ)< (v) ,
i.e. either = (λ) = 0, or < (v) = 0. Note that the latter
case is impossible because it implies v = 0. So, since
{|λ| = 1,= (λ) = 0} = {1,−1} is of dimension zero,
dimR
 ⋃
λ=−1,1
X (λ, v)
 ≤ p2 − 1. (B.4)
Therefore, letting X = ⋃
λ,v
X (λ, v), (B.3) and (B.4) im-
ply dimR (X ) ≤ p2−1, i.e.X is of zero Lebesgue measure
in Rp×p.
To prove that irregular matrices are of zero Lebesgue
measure, for |λ| > 1 define
Y (λ) = {Y ∈ Rp×p : rank (Y − λIp) < p− 1} .
First we show that for a fixed matrix Y = [Y1, · · · , Yp],
there are at most p − 1 values of λ such that Y ∈
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Y (λ). Let e1, · · · , ep be the standard basis of Rp. If
Y ∈ Y (λ0), two of Yi − λ0ei, i = 1, · · · , p, such as
Yp−1−λ0ep−1, Yp−λ0ep, can be written as a linear com-
binations of the others. There are at most p − 1 values
of λ0 for which Yp−1 − λ0ep−1 is a linear combination
of Y1 − λ0e1, · · · , Yp−2 − λ0ep−2, since for every such a
λ0, det
(
Y˜
)
= 0, where Y˜ is the square matrix whose
columns are Y1−λ0e1, · · · , Yp−1−λ0ep−1, removing an
arbitrary row. Note that det
(
Y˜
)
is a polynomial of de-
gree p− 1.
Now, denote those values of λ by λ1 (Y ) , · · · , λm (Y ),
where m ≤ p− 1. For every i = 1, · · · ,m, the dimension
of subspace Pi spanned by Y1 − λi (Y ) e1, · · · , Yp−1 −
λi (Y ) ep−1, ep is at most p− 1, which leads to
dimR
(
m⋃
i=1
Pi
)
≤ p− 1.
Because λi (Y ) is uniquely determined by Y1, · · · , Yp−1,
so is Pi. Therefore,
dimR
(⋃
λ
Y (λ)
)
≤ dimR ([Y1, · · · , Yp−1]) + dimR
(
m⋃
i=1
Pi
)
≤ p(p− 1) + p− 1 = p2 − 1,
which completes the proof. Q.E.D. 
B.4 Proof of Proposition 3
First, note that for all y > 0; i = 1, · · · , p; t = 1, · · · , n,
by Assumption 1 we have
P (|wi(t)| > νn (δ))≤ bexp
(
−νn (δ)
α
d
)
= bexp
(
−d log
bnp
δ
d
)
=
δ
np
.
Using a union bound, we get
P (Wc) ≤
n∑
t=1
p∑
i=1
P (|wi(t)| > νn (δ)) ≤ δ.
Q.E.D. 
B.5 Proof of Proposition 4
First, let A0 = P
−1ΛP be its Jordan decomposition.
The behavior of |||Λ|||∞ is determined by the blocks of Λ.
In fact, letting Λ = diag (Λ1, · · · ,Λk), the definition of
|||·|||∞ implies |||Λ|||∞ ≤ max
1≤i≤k
|||Λi|||∞. Then, to control
the norm of an exponent of an arbitrary block, we show
that |||Λti|||∞ ≤ ηt (Λi). For this purpose, note that for
k = 0, 1, · · · ,
Λki =

λki
(
k
1
)
λk−1i · · ·
(
k
m−1
)
λk−m+1i
0 λki · · ·
(
k
m−2
)
λk−m+2i
...
...
...
...
0 · · · 0 λki
 ,
and let v ∈ Cmi be such that ||v||∞ = 1. For ` =
1, · · · ,mi, the `-th coordinate of Λtiv is
mi−`∑
j=0
(
t
j
)
λt−ji vj+`+1,
which, because of
(
t
j
) ≤ tjj! , is at most ηt (Λi). There-
fore, because of Λt = diag (Λt1, · · · ,Λtk), we have
|||Λt|||∞ ≤ ηt (Λ). Now, by x(t) = At0x(0)+
t∑
i=1
At−i0 w(i),
on the event W we have
||x(t)||2
=
∣∣∣∣∣
∣∣∣∣∣P−1ΛtPx(0) +
t∑
i=1
P−1Λt−iPw(i)
∣∣∣∣∣
∣∣∣∣∣
2
≤ ∣∣∣∣∣∣P−1∣∣∣∣∣∣∞→2
(∣∣∣∣∣∣Λt∣∣∣∣∣∣∞||Px(0)||∞ + t∑
i=1
∣∣∣∣Λt−iPw(i)∣∣∣∣∞
)
≤ η (A0) (||x(0)||∞ + νn (δ)) .
Q.E.D. 
B.6 Proof of Proposition 5
In this proof, we use the following Matrix Bernstein in-
equality [32]:
Proposition 17 Let Xi ∈ Rp×p, i = 1, · · · , n be a se-
quence of independent symmetric random matrices. As-
sume for all i = 1, · · · , n, we have E [Xi] = 0 and
|λmax (Xi)| ≤ c. Then, for all y ≥ 0 we have
P
(∣∣∣∣∣λmax
(
n∑
i=1
Xi
)∣∣∣∣∣ ≥ y
)
≤ 2pexp
(
− 3y
2
6σ2 + 2cy
)
,
where σ2 =
∣∣∣∣λmax( n∑
i=1
E
[
X2i
])∣∣∣∣.
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Letting Xi = w(i)w(i)
′ − C, and c = pνn (δ)2, clearly
E [Xi] = 0, and
σ2 =
∣∣∣∣∣λmax
(
n∑
i=1
E
[
X2i
])∣∣∣∣∣
≤
n∑
i=1
∣∣∣λmax (E [||w(i)||22w(i)w(i)′]− C2)∣∣∣
≤ nc |λmax (C)| .
On W, we have max
1≤i≤n
||w(i)||22 ≤ c. Therefore, (A.1) im-
plies
P (|λmax (Cn − C)| > ) = P
(∣∣∣∣∣λmax
(
n∑
i=1
Xi
)∣∣∣∣∣ > n
)
≤ 2p exp
(
− 3n
2
6c |λmax (C)|+ 2c
)
≤ δ.
Q.E.D. 
B.7 Proof of Proposition 6
In this proof, we use the following Matrix Azuma in-
equality [32]:
Proposition 18 Let Xi ∈ Rp×p, i = 1, · · · , n be a mar-
tingale difference sequence of symmetric matrices, i.e.
for some filtration {Fi}ni=0, Xi is Fi-measurable and
E [Xi+1|Fi] = 0. Assume for fixed symmetric matrices
Mi, i = 1, · · · , n, all matrices M2i − X2i are positive
semidefinite. Then, for all y ≥ 0 we have
P
(∣∣∣∣∣λmax
(
n∑
i=1
Xi
)∣∣∣∣∣ ≥ y
)
≤ 2p exp
(
− y
2
8σ2
)
,
where σ2 =
∣∣∣∣λmax( n∑
i=1
M2i
)∣∣∣∣.
Letting Xi = A0x(i − 1)w(i)′ + w(i)x(i − 1)′A′0,Fi =
σ (w(1), · · · , w(i)) ,Mi = 2p1/2βn (δ) Ip, clearly,E [Xi+1|Fi] =
0, and M2i −X2i is positive semidefinite, since by Propo-
sitions 3, 4, on W we have
max
1≤i≤n
||w(i)||2 ≤ p1/2νn (δ) ,
max
0≤i≤n−1
||x(i)||2 ≤ η (A0) (||x(0)||∞ + νn (δ)) .
Therefore, σ2 = 4npβn (δ)
2
, and
P (|λmax (Un)| > ) = P
(∣∣∣∣∣λmax
(
n∑
i=1
Xi
)∣∣∣∣∣ > n
)
≤ 2pexp
(
− n
2
32pβn (δ)
2
)
≤ δ.
Q.E.D. 
B.8 Proof of Proposition 7
First, according to Proposition 3,
P
(
||w(t)||∞ ≤ ν1
(
δ
2t2
)
,∀t = 1, 2, · · ·
)
= 1− P
(
||w(t)||∞ > ν1
(
δ
2t2
)
,∃t = 1, 2, · · ·
)
≥ 1−
∞∑
t=1
P
(
||w(t)||∞ > ν1
(
δ
2t2
))
≥ 1−
∞∑
t=1
δ
2t2
> 1− δ.
Then, similar to the proof of Proposition 4, we have
|||Λ−t|||∞ ≤ ηt
(
Λ−1
)
, i.e. for all n = 1, 2, · · · ,
||z(n)||2 ≤
∞∑
t=1
∣∣∣∣∣∣A−t0 ∣∣∣∣∣∣∞→2||w(t)||∞ ≤ ||x(0)||2
+
∣∣∣∣∣∣P−1∣∣∣∣∣∣∞→2|||P |||∞ ∞∑
t=1
ηt
(
Λ−1
)
ν1
(
δ
2t2
)
= ξ (A0, δ) ,
with probability at least 1− δ. Q.E.D. 
B.9 Proof of Proposition 8
On the event W, similar to the proof of Proposition 4,
for all t = 1, · · · , n we have
||z(n)− z(n− t)||2 ≤
n∑
i=n−t+1
∣∣∣∣A−i0 w(i)∣∣∣∣2
≤ ∣∣∣∣∣∣P−1∣∣∣∣∣∣∞→2|||P |||∞νn (δ) n∑
i=n−t+1
ηi
(
Λ−1
)
.
Similarly, noting that ηt
(
Λ′−1
)
= ηt
(
Λ−1
)
, for t =
0, 1, 2, · · · , we get
∣∣∣∣∣∣A′−t0 ∣∣∣∣∣∣2 ≤ |||P ′|||∞→2∣∣∣∣∣∣∣∣∣P ′−1∣∣∣∣∣∣∣∣∣∞ηt (Λ−1) , (B.5)
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Thus, using (2),
n∑
t=0
||z(n− t)− z(n)||2
∣∣∣∣∣∣∣∣∣A′0−t∣∣∣∣∣∣∣∣∣2
2
≤
n/3∑
t=0
||z(n− t)− z(n)||2
∣∣∣∣∣∣∣∣∣A′0−t∣∣∣∣∣∣∣∣∣2
2
+
n∑
t=n/3
||z(n− t)− z(n)||2
∣∣∣∣∣∣∣∣∣A′0−t∣∣∣∣∣∣∣∣∣2
2
≤ ∣∣∣∣∣∣P−1∣∣∣∣∣∣∞→2|||P |||∞νn (δ)
 n∑
i=2n/3
ηi
(
Λ−1
) n/3∑
t=0
∣∣∣∣∣∣∣∣∣A′0−t∣∣∣∣∣∣∣∣∣2
2
+
n∑
t=n/3
||z(n− t)− z(n)||2
(
|||P ′|||∞→2
∣∣∣∣∣∣∣∣∣P ′−1∣∣∣∣∣∣∣∣∣
∞
ηt
(
Λ−1
))2
≤ 1
2
ρ1νn (δ)n
2µ(A0) |λmin (A0)|−2n/3 ,
which by (A.17) implies
n∑
t=0
||z(n− t)− z(n)||2
∣∣∣∣∣∣∣∣∣A′0−t∣∣∣∣∣∣∣∣∣2
2
≤ 
2ξ (A0, δ)
. (B.6)
By x(t) = At0z(t), since
Un − Fn
=
n∑
t=0
A−n0 x(t)x(t)
′A′0
−n −A−t0 z(n)z(n)′A′0−t
=
n∑
t=0
A−n+t0 z(t)z(t)
′A′0
−n+t −A−t0 z(n)z(n)′A′0−t
=
n∑
t=0
A−t0 z(n− t)z(n− t)′A′0−t −A−t0 z(n)z(n)′A′0−t
=
n∑
t=0
A−t0 (z(n− t)z(n− t)′ − z(n)z(n)′)A′0−t,
it holds that
|λmax (Un − Fn)|
≤
n∑
t=0
||z(n− t)− z(n)||2||z(n− t) + z(n)||2
∣∣∣∣∣∣∣∣∣A′0−t∣∣∣∣∣∣∣∣∣2
2
≤ 2
(
sup
1≤n≤∞
||z(n)||2
) n∑
t=0
||z(n− t)− z(n)||2
∣∣∣∣∣∣∣∣∣A′0−t∣∣∣∣∣∣∣∣∣2
2
.
Using (B.6), and Proposition 7, on the eventW ∩V, we
get
|λmax (Un − Fn)| ≤ 
2
.
Q.E.D. 
B.10 Proof of Proposition 9
One can use the same argument used in the proof of
Proposition 7, to show that the following holds with
probability at least 1− δ.
||z(∞)− z(n)||2 ≤
∣∣∣∣∣∣A−n0 ∣∣∣∣∣∣2
∣∣∣∣∣
∣∣∣∣∣
∞∑
t=1
A−t0 w(n+ t)
∣∣∣∣∣
∣∣∣∣∣
2
≤ ∣∣∣∣∣∣A−n0 ∣∣∣∣∣∣2ξ (A0, δ) .
Therefore, using (B.5), on the event V, with probability
at least 1− δ we have
|λmax (F∞ − Fn)|
≤
n∑
t=0
||z(∞)− z(n)||2||z(∞) + z(n)||2
∣∣∣∣∣∣∣∣∣A′0−t∣∣∣∣∣∣∣∣∣2
2
+
∞∑
t=n+1
∣∣∣∣A−t0 z(∞)∣∣∣∣22
≤ 2ξ (A0, δ) ||z(∞)− z(n)||2
n∑
t=0
∣∣∣∣∣∣∣∣∣A′0−t∣∣∣∣∣∣∣∣∣2
2
+ ξ (A0, δ)
2 ∣∣∣∣∣∣A−n0 ∣∣∣∣∣∣22 ∞∑
t=1
∣∣∣∣∣∣∣∣∣A′0−t∣∣∣∣∣∣∣∣∣2
2
≤ η (A′−10 )2 ξ (A0, δ)2 (2 + ∣∣∣∣∣∣A−n0 ∣∣∣∣∣∣2) ∣∣∣∣∣∣A−n0 ∣∣∣∣∣∣2
≤ η (A′−10 )2 ξ (A0, δ)2 (2 + η (A−10 ))
× ∣∣∣∣∣∣P−1∣∣∣∣∣∣∞→2|||P |||∞ηn (Λ−1) .
By (2), (A.18) implies that on V, with probability at
least 1− δ,
|λmax (F∞ − Fn)| ≤ 
2
.
Q.E.D. 
B.11 Proof of Proposition 10
If φ (A0) = 0, obviously the statement holds. So, assume
φ (A0) > 0. Letting A0 = P
−1ΛP be its Jordan decom-
position, we have f
(
A−10
)
= P−1f
(
Λ−1
)
P . The matrix
Λ is block diagonal, thus, f
(
Λ−1
)
is block diagonal as
well. Further, every block of Λ−i, as well as every block
of f
(
Λ−1
)
, is upper triangular (see proof of Proposition
4). Therefore, since φ (A0) > 0, there is at least one row
of f
(
Λ−1
)
, which has exactly one nonzero entry.
This nonzero coordinate, by the definition of φ (A0), is
in magnitude at least ||a||1|||P |||2→∞φ (A0). On the other
hand, by the definition of ψ (A0, δ), all coordinates of the
vector Pz(∞) are in magnitude at least ψ (A0, δ), with
probability at least 1− δ.
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So, with probability at least 1 − δ, the vector u =
f
(
Λ−1
)
Pz(∞) has a coordinate, which is in magnitude
at least ||a||1|||P |||2→∞φ (A0)ψ (A0, δ). This implies the
desired inequality, because
||a||1|||P |||2→∞φ (A0)ψ (A0, δ) ≤
∣∣∣∣f (Λ−1)Pz(∞)∣∣∣∣∞
=
∣∣∣∣Pf (A−10 ) z(∞)∣∣∣∣∞ ≤ |||P |||2→∞∣∣∣∣f (A−10 ) z(∞)∣∣∣∣2.
Q.E.D. 
B.12 Proof of Proposition 11
Let A0 = P
−1ΛP be the Jordan decomposition of A0.
Whenever
rank
([
z(∞), · · · , A−p+10 z(∞)
])
< p,
there is a nontrivial real polynomial f of degree at most
p− 1, such that f (A−10 ) z(∞) = P−1f (Λ−1)Pz(∞) =
0. Since φ (A0) > 0, similar to the proof of Proposition
10, there is at least one row of f
(
Λ−1
)
, say the i-th row,
which has exactly one nonzero coordinate, say the ij-th
entry.
Therefore, since the i-th coordinate of the vector
f
(
Λ−1
)
Pz(∞) = 0 is zero, the j-th coordinate of
Pz(∞) = 0 must be zero; i.e. P ′jz(∞) = 0, where
P = [P1, · · · , Pp]′. So, the desired result holds because
P
(
rank
([
z(∞), · · · , D−p+1z(∞)]) < p)
= P
(∃j : P ′jz(∞) = 0) = 0.
To justify the last equality above, note that similar
to the proof of Proposition 2, for all j = 1, · · · , p,∣∣P ′jz(∞)∣∣ has a continuous distribution, which yields
P
(∣∣P ′jz(∞)∣∣ = 0) = 0. Q.E.D. 
B.13 Proof of Proposition 12
Assume v˜ ∈ Rp1 , v˜ 6= 0. We show that [A1, C11] is reach-
able. Defining v = [v˜′, 01×p2 ]
′ ∈ Rp,
0< ||M ′v||22 |λmin (K(C))| ≤ v′MK(C)M ′v
= v′
p−1∑
j=0
A˜jC˜A˜′j
 v = v˜′
p−1∑
j=0
Aj1C11A
′
1
j
 v˜,
so, the matrix
p−1∑
j=0
Aj1C11A
′
1
j
is positive definite, or
equivalently,
rank
([
C
1/2
11 , A1C
1/2
11 , · · · , Ap−11 C1/211
])
= p1. (B.7)
But, by the Cayley-Hamilton theorem, (B.7) is equiva-
lent to
rank
([
C
1/2
11 , · · · , Ap1−11 C1/211
])
= p1,
which is nothing but the reachability of [A1, C11]. The
proof for [A2, C22] is similar. Q.E.D. 
B.14 Proof of Proposition 13
Let m =
⌈
n
3
⌉
, and vi ∈ Rpi for i = 1, 2, v =
[
v1
v2
]
∈ Rp,
||v||2 = 1. Then,
v′Env = 1 + 2v′2V
(2)
n+1
−1/2
Yn+1V
(1)
n+1
−1/2
v1
= 1 + 2T1 + 2T2,
where
T1 =
m∑
t=0
v′2V
(2)
n+1
−1/2
x(2)(t)v′1V
(1)
n+1
−1/2
x(1)(t),
T2 =
n∑
t=m+1
v′2V
(2)
n+1
−1/2
x(2)(t)v′1V
(1)
n+1
−1/2
x(1)(t).
By the Cauchy-Schwarz inequality,
T21 ≤
(
v′1V
(1)
n+1
−1/2
V
(1)
m+1V
(1)
n+1
−1/2
v1
)
×
(
v′2V
(2)
n+1
−1/2
V
(2)
m+1V
(2)
n+1
−1/2
v2
)
≤ ||v1||22||v2||22
×
∣∣∣∣λmax(V (2)n+1−1/2An2A−n2 V (2)m+1A′2−nA′2nV (2)n+1−1/2)∣∣∣∣
≤ ||v1||22||v2||22
∣∣∣λmax (A−n2 V (2)m+1A′2−n)∣∣∣
×
∣∣∣∣λmax(V (2)n+1−1/2An2A′2nV (2)n+1−1/2)∣∣∣∣ .
22
Letting z(t) = A−t2 x
(2)(t), by Proposition 7, we have
∣∣∣λmax (A−n2 V (2)m+1A′2−n)∣∣∣
≤
m∑
t=0
||z(t)||22
∣∣∣∣∣∣∣∣∣A′2−n+t∣∣∣∣∣∣∣∣∣2
2
≤ ξ (A2, δ)2 |||P ′|||2∞→2
∣∣∣∣∣∣∣∣∣P ′−1∣∣∣∣∣∣∣∣∣2
∞
m∑
t=0
ηn−t
(
Λ−12
)2
,∣∣∣∣λmax(V (2)n+1−1/2An2A′2nV (2)n+1−1/2)∣∣∣∣
≤ tr
(
V
(2)
n+1
−1/2
An2A
′
2
n
V
(2)
n+1
−1/2
)
= tr
(
A′2
n
V
(2)
n+1
−1
An2
)
≤ p
∣∣∣λmin (A2−nV (2)n+1A′2−n)∣∣∣−1 ≤ 2pφ (A2)−2 ψ (A2, δ)−2 .
According to (2),
m∑
t=0
ηt
(
Λ−12
)2 ≤ e2|λmin(A2)|n2µ(A2)−1 |λmin (A2)|2m−2n .
So, by (A.29), we have
T1 ≤ ||v1||2||v2||2ρ1nµ(A2)−1/2 |λmin (A2)|−2n/3 (B.8)
≤ ρ0||v1||2||v2||2. (B.9)
Similarly, an application of the Cauchy-Schwarz inequal-
ity implies
T2 ≤ ||v2||2
(
n∑
t=m+1
(
v′1V
(1)
n+1
−1/2
x(1)(t)
)2)1/2
(B.10)
≤ ||v1||2||v2||2 (1− 2ρ0) , (B.11)
because according to Lemma 1, (A.28) implies
n∑
t=m+1
(
v′1V
(1)
n+1
−1/2
x(1)(t)
)2
= v′1V
(1)
n+1
−1/2 (
V
(1)
n+1 − V (1)m+1
)
V
(1)
n+1
−1/2
v1
≤ ||v1||22
(
1−
∣∣∣∣λmin(V (1)n+1−1/2V (1)m+1V (1)n+1−1/2)∣∣∣∣)
≤ ||v1||22
1−
∣∣∣λmin (V (1)m+1)∣∣∣∣∣∣λmax (V (1)n+1)∣∣∣

≤ ||v1||22
(
1− m |λmin (K1)|
3n |λmax (K1)|
)
≤ ||v1||22
(
1− |λmin (K1)|
9 |λmax (K1)|
)
= ||v1||22 (1− 2ρ0)2 .
Thus, by (B.9) and (B.11), for an arbitrary unit vector
v we have
v′Env ≥ ||v1||22 + ||v2||22 − 2||v1||2||v2||2 (ρ0 + 1− 2ρ0)
= ρ0
(
||v1||22 + ||v2||22
)
+ (1− ρ0) (||v1||2 − ||v2||2)2 ,
i.e. (A.38) holds. Q.E.D. 
B.15 Proof of Proposition 14
Since
V
(2)
n+1 − Σn =
n∑
t=m+1
At2 (z(t)z(t)
′ − z(m)z(m)′)A′2t,
and for m+ 1 ≤ t ≤ n, according to (2),
||z(t)− z(m)||2
≤
t∑
i=m+1
∣∣∣∣∣∣A−i2 w(2)(i)∣∣∣∣∣∣
2
≤ ∣∣∣∣∣∣P−1∣∣∣∣∣∣∞→2|||P |||∞νn+1 (δ) t∑
i=m+1
ηi
(
Λ−12
)
≤ ∣∣∣∣∣∣P−1∣∣∣∣∣∣∞→2|||P |||∞νn+1 (δ) e|λmin(A2)|
× tµ(A2) |λmin (A2)|−m−1 ,
using Proposition 7, by (A.30) we have∣∣∣λmax (A−n2 (V (2)n+1 − Σn)A′2−n)∣∣∣
≤ 2ξ (A2, δ)
n∑
t=m+1
||z(t)− z(m)||2
∣∣∣∣∣∣∣∣∣A′2−n+t∣∣∣∣∣∣∣∣∣2
2
≤ 2ξ (A2, δ) η
(
A′2
−1)2
max
m+1≤t≤n
||z(t)− z(m)||2
≤ 1
4
ρ2φ (A2)
2
ψ (A2, δ)
2
νn+1 (δ)n
µ(A2) |λmin (A2)|−n/3
≤ 1
2
∣∣∣λmin (A−n2 V (2)n+1A′2−n)∣∣∣ .
The last inequality above, is implied by (A.30). Hence,∣∣∣λmax (V (2)n+1 − Σn)∣∣∣ ≤ 12 ∣∣∣λmin (V (2)n+1)∣∣∣ ,
which implies∣∣∣∣∣∣∣∣∣∣∣∣Σ1/2n V (2)n+1−1/2∣∣∣∣∣∣∣∣∣∣∣∣2
2
=
∣∣∣∣λmax(Ip2 + V (2)n+1−1/2 (Σn − V (2)n+1)V (2)n+1−1/2)∣∣∣∣
≤ 3
2
.
23
Finally,
∣∣∣∣∣∣∣∣∣U˜−1n Un∣∣∣∣∣∣∣∣∣2
2
≤
∣∣∣∣∣∣∣∣∣∣∣∣n1/2V (1)n+1−1/2∣∣∣∣∣∣∣∣∣∣∣∣2
2
+
∣∣∣∣∣∣∣∣∣∣∣∣Σ1/2n V (2)n+1−1/2∣∣∣∣∣∣∣∣∣∣∣∣2
2
≤ 2|λmin (K1)| +
3
2
.
Q.E.D. 
B.16 Proof of Proposition 15
For t = 0, · · · , n + 1, define the sigma-fields Ft =
σ (w(1), · · · , w(t)). Letting Φ (·) be as defined in the
proof of Lemma 1, and Xt = Φ
(
w(t+ 1)x(1)(t)′
)
be a
martingale difference sequence of symmetric matrices
with respect to {Ft}nt=0, all matrices
p
(
η (A1)
(∣∣∣∣∣∣x(1)(0)∣∣∣∣∣∣
∞
+ νn+1 (δ)
)
νn+1 (δ)
)2
Ip+p1 −X2t
are by Proposition 4 positive semidefinite. Letting
σ2 = pη (A1)
2
(∣∣∣∣∣∣x(1)(0)∣∣∣∣∣∣
∞
+ νn+1 (δ)
)2
νn+1 (δ)
2
(n+ 1) ,
according to Proposition 18, by (A.34) we get (A.40)
since
P
(
|||Gn|||2 >

ρ3
)
= P
(∣∣∣∣∣λmax
(
n∑
t=0
Xt
)∣∣∣∣∣ > n ρ3
)
≤ 2 (p+ p1) exp
(
− n
22
8σ2ρ23
)
≤ δ
2
.
Next, for |||Hn|||2, using (2) and Proposition 7,∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣n−1/2
m−1∑
t=0
w(t+ 1)x(2)(t)′Σ−1/2n
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣
2
≤ n−1/2
m−1∑
t=0
||w(t+ 1)||2||z(t)||2
∣∣∣∣∣∣∣∣∣Σ−1/2n At2∣∣∣∣∣∣∣∣∣
2
≤ p1/2n−1/2νn+1 (δ) ξ (A2, δ)
×
∣∣∣∣∣∣∣∣∣Σ−1/2n An2 ∣∣∣∣∣∣∣∣∣
2
n∑
t=n−m+1
∣∣∣∣∣∣A−t2 ∣∣∣∣∣∣2
≤ ρ4νn+1 (δ)nµ(A2)−1/2 |λmin (A2)|−2n/3 .
Thus, by (A.31) we have∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣n−1/2
m−1∑
t=0
w(t+ 1)x(2)(t)′Σ−1/2n
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣
2
≤ 
3ρ3
. (B.12)
Moreover, for t = m, · · · , n, letting
X˜t = Φ
(
w(t+ 1)x(2)(m)′A′2
t−m
Σ−1/2n
)
be a martingale difference sequence with respect to
{Ft}nt=m (note that both Σn and x(2)(m) are Fm mea-
surable), all matrices
(
p1/2νn+1 (δ)
∣∣∣∣∣∣Σ−1/2n At−m2 x(2)(m)∣∣∣∣∣∣
2
)2
Ip+p2 − X˜2t
are positive semidefinite, so, according to Proposition
18, we have
P
(∣∣∣∣∣λmax
(
n∑
t=m
X˜t
)∣∣∣∣∣ > n1/23ρ3
∣∣∣∣∣Fm
)
≤ 2 (p+ p2) exp
(
− n
2
72σ2ρ23
)
,
where
σ2 =
n∑
t=m
(
p1/2νn+1 (δ)
∣∣∣∣∣∣Σ−1/2n At−m2 x(2)(m)∣∣∣∣∣∣
2
)2
= pνn+1 (δ)
2
n∑
t=m
(
At−m2 x
(2)(m)
)′
Σ−1n A
t−m
2 x
(2)(m)
= pνn+1 (δ)
2
tr
(
Σ−1n
n∑
t=m
At−m2 x
(2)(m)x(2)(m)′A′2
t−m
)
≤ p2νn+1 (δ)2 .
The last inequality above is simply implied by the defi-
nition of Σn. Next, applying (A.35), with probability at
least 1− δ/2 it holds that∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣
n∑
t=m
w(t+ 1)x(2)(m)′A′2
t−m
Σ−1/2n
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣
2
>
n1/2
3ρ3
. (B.13)
Since for t = m, · · · , n,∣∣∣∣∣∣Σ−1/2n x(2)(t)− Σ−1/2n At−m2 x(2)(m)∣∣∣∣∣∣
2
=
∣∣∣∣∣∣Σ−1/2n An2A−n+t2 (z(t)− z(m))∣∣∣∣∣∣
2
≤
∣∣∣λmin (A−n2 ΣnA′2−n)∣∣∣−1/2
∣∣∣∣∣
∣∣∣∣∣
t∑
i=m+1
A−n+t−i2 w
(2)(i)
∣∣∣∣∣
∣∣∣∣∣
2
≤
∣∣∣∣∣∣P−1∣∣∣∣∣∣∞→2|||P |||∞e|λmin(A2)|νn+1 (δ)nµ(A2) |λmin (A2)|−m−1∣∣∣λmin (A−n2 ΣnA′2−n)∣∣∣1/2
≤ ρ5νn+1 (δ)nµ(A2) |λmin (A2)|−n/3 ,
by (A.32),∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣
n∑
t=m
w(t+ 1)
(
x(2)(t)′ − x(2)(m)′A′2t−m
)
Σ−1/2n
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣
2
≤ n
1/2
3ρ3
.
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So, (B.13) implies that the following holds, with proba-
bility at least 1− δ2 .∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣n−1/2
n∑
t=m
w(t+ 1)x(2)(t)′Σ−1/2n
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣
2
≤ 2
3ρ3
,
which, in addition to (B.12), yields (A.41). Q.E.D. 
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