Abstract. Asymptotic bounds for the entropy rate of the output of a binary channel are derived, using certain concentration properties of the conditional source distribution. In the case of symmetric channel, the exact asymptotic formula is obtained.
Introduction
Consider a stationary ergodic sequence of random variables X = (X n ) n≥1 with values in a finite alphabet X = {0, ..., d x − 1} of size d x ≥ 2. Denote by p n (x n ), x n = (x 1 , ..., x n ) ∈ X n the function p n (x n ) = P(X 1 = x 1 , ..., X n = x n ) and let X n be the vector with the entries X 1 , ..., X n . As is well known, the entropy of X n :
is the minimal number of bits on average, needed to encode a realization of X n in a uniquely decodable way (see e.g. [6] ). By the Shannon-McMillan-Breiman theorem the limits H(X) := − lim n→∞ 1 n E log p n (X n ) = − lim n→∞ 1 n log p n (X n ), P − a.s.
coincide and define the entropy rate of the process X. H(X) is an important quantity, characterizing the information content of X, and in particular, it determines the best asymptotic bit rate needed to encode a trajectory of X. If X is an ergodic Markov chain with transition probabilities λ ij = P(X n = j|X n−1 = i), the probabilities p n (x n ) can be factored, leading to the simple formula (hereafter 0 log 0 ≡ 0) H(X) = − i∈X j∈X µ i λ ij log λ ij , (1.1) where µ is the unique invariant distribution of X. Let Y = (Y n ) n≥1 be the sequence with values in the finite alphabet Y = {0, ..., d y − 1} of size d y ≥ 2, generated by
where ξ n = ξ n (0), ..., ξ n (d x −1) , n ≥ 1, is a sequence of i.i.d. vectors, independent of X, and p i (j) := P ξ 1 (i) = j , i ∈ X, j ∈ Y. The process Y is the the output of a noisy memoryless channel, which transmits the input symbol i to the output symbol j with probability p i (j). Both X and Y may consist of any symbols and integers are assumed for the sake of convenience. The pair (X, Y ) is the simplest instance of what is often referred to as hidden Markov process.
In general, the sequence Y is not a Markov process on its own and in spite of its seemingly simple structure, no closed form expression for H(Y ) is known. The problem of calculating the entropy rate of Y was posed by D.Blackwell in [3] in the special case Y n = g(X n ) with a deterministic function g : X → Y. In his short paper, D.Blackwell derives a formula for H(Y ), whose main ingredient is a probability measure Q on the simplex of probability vectors S dx−1 = {x ∈ R dx :
, which solves certain integral equation (more details are given in Section 2). Unfortunately, the measure Q does not seem to admit a simple expression, which would make explicit integration in Blackwell's formula feasible. In fact, as indicated by several examples alerady in [3] , it may have quite an intricate structure. This is not surprising, since H(Y ) is the top Lyapunov exponent of a product of certain random matrices, (see e.g. [13] , [12] ), an object known to be notoriously hard to compute.
On the other hand, H(Y ) can be approximated numerically to any desired level of precision by means of an algorithm due to J.Birch, [2] . Also it turns to be amenable to various asymptotic approximations, when some parameter of the process (X, Y ) is taken to an extremity. This latter research direction has recently attracted a considerable attention: [13] , [18, 19, 20] , [17] , [9, 10, 11] and the results indicate that the precise asymptotic expansion, though possible in principle, is trackable mostly in the low dimension
Most of these works deal with the high signal-to-noise asymptotic regime, when the error probabilities of the channel tend to zero. In the present article we shall derive bounds on the entropy rate in the rare transitions regime, complementing to the results in [17] . In the case of symmetric channel, our method yields the precise asymptotic, conjectured by O.Zuk in a private communication.
Let R be the matrix of transitions rates R = −r 01 r 01 r 10 −r 01 and consider the Markov chain X ε with the transition probabilities matrix Λ ε := I + εR, where ε > 0 is a small parameter. If r 01 and r 10 are positive, the chain X ε is ergodic for all ε ≤ 1/r 10 ∨ 1/r 01 , i.e. its invariant distribution is unique and independent of ε:
Let Y ε be the sequence defined by (1.2) with X n replaced by X ε n . Recall the definition of the Kullback-Liebler relative entropy between two distributions p, q ∈ S dy−1
and of the entropy of p ∈ S dy−1 :
Our main result is the following: and
r 01 r 10 r 01 + r 10 ε log 1
as ε → 0. 
The proof uses Blackwell's formula and the results due to R.Khasminskii and O.Zeitouni [15] on the asymptotic accuracy in the related filtering problem. In Section 2 we elaborate on all but one steps of the proof, without restricting the consideration to the binary sources. This leads us to a conjecture of independent interest, regarding concentration of the conditional source distribution. As shown in Section 3, it holds true in the binary case, verifying the statement of Proposition 1.1.
Blackwell's formula and conditional measure concentration
For the ergodic Markov chain X on X = {0, ..., d x − 1} with transition probabilities matrix Λ and initial distribution ν, and the channel output sequence Y , defined by (1.2), let π n denote the filtering distribution, i.e. the vector of conditional prob-
The sequence π = (π n ) n≥0 satisfies the recursive filtering equation
is the diagonal matrix with the entries
The entropy rate H(Y ) can be expressed in terms of π as follows
, and hence
It is easy to check that π is a Markov process on its own and as it takes values in the compact set S dx−1 , it has at least one invariant measure. The uniqueness of this measure is a more delicate issue. For example, it turns out that in general π may have multiple invariant measures, even when X is an ergodic chain ( [14] , see also [5] ). However, if the chain X is ergodic and e.g. all channel probabilities are positive, i.e. p i (j) > 0 for all i and j, it follows from [1] that the process π has a unique invariant measure Q.
In this case (2.2) yields Blackwell's formula:
An explicit equation can be written for Q, but it doesn't seem to provide any useful insight, relevant to the problem under consideration. Let ε > 0 be a small parameter and let R be the matrix of transition rates r ij ≥ 0, i = j. Consider the Markov chain X ε = (X ε n ) n≥0 with values in X and transition probabilities
The chain X ε is ergodic for all sufficiently small ε > 0, i.e. the limits µ i = lim n→∞ P(X ε n = i) exist, are positive and independent of ν, if all the entries of R communicate, i.e. for any i and j there are indices i 1 , ..., i k such that r ii1 ...r i k j > 0. The invariant distribution µ is independent of ε and is the unique solution of R * µ = 0 in S dx−1 . As before, Y ε is defined by (1.2) with X n replaced by X 
On the other hand, for any
where the equality is attained with ξ :=X ε n . Hence (2.4) tells that
The nonnegative function s → 1 − max i s i vanishes only at the corners of the simplex S dx−1 , i.e. on the vectors e i with 1 at the i-th entry and 0's for all the rest of the indices, and hence (2.5) means that Q ε concentrates on the set {e 1 , ..., e d } as ε → 0, and, in particular, Q ε (ds) converges weakly to n i=1 µ i δ ei (ds). The limit (2.5) provides partial information about the speed of this concentration, namely it reveals the decay rate of the integral of Q ε versus a specific function. From this point of view, for example, the related result of [8] on the convergence of the minimal mean square error (below f is a one-to-one real function on S dx−1 ):
can be interpreted as an additional evidence of this concentration, since the quadratic function s → i,j f (i)f (j) δ ij − 1 s i s j also vanishes only at the simplex corners and the mass of Q ε it doesn't "mask" in the interior of S dx−1 turns to decay at the same rate as in (2.5).
The main point of this observation is that the asymptotic decay in (1.5) is precisely the kind of phenomenon, encountered in (2.5) and (2.6):
Proposition 1.1 basically refines this asymptotic and tells that the o(1) terms are in fact of order ε log(1/ε). Below we shall write C for constants, which do not depend on n or ε and whose values are not important and may vary from line to line. 
Proof. Recall that for a pair of discrete random variables α and β
where e.g. H(α) = − i P(α = i) log P(α = i) and H(α|β) is the conditional entropy
Let X εn and Y εn be the vectors of the first n entries of X ε and Y ε respectively (assumed stationary w.l.o.g.). Then
Further, by the formula (1.1)
Applying (2.8) to α := Y εn and β := X εn , normalizing by n and taking the limit n → ∞ yields the upper bound in (2.7). ε is Markov and satisfies the filtering recursion (2.1) started from π ε 0 and, moreover, the pair (X ε , π ε ) is a stationary Markov process with the invariant measure given by
For any finite d x ≥ 2 we have the following lower bound.
Lemma 2.3. Assume (A1) and (A2), then
Proof. By (2.3),
where we used smoothness of all the involved functions and the fact Eπ
, where the inequality holds, since all the sums w.r.t. y are nonnegative, being a relative entropies. Now, using the elementary inequality − log(a + x) ≥ − log(a) − x/a for a > 0, x > −a, for ℓ = 1, ..., d
i =ℓ
and thus, finally,
The lower bound in (2.9) now follows from (2.5).
The author believes that the last term in (2.9) decays faster than ε log ε −1 and thus the asymptotic similar to (1.3), (1.4) and (1.5) is true for any finite d x ≥ 2: Conjecture 2.4. Under the assumptions (A1) and (A2), for any γ > 1
where C is a constant, independent of ε.
In the next section we complete the proof of Proposition 1.1, by verifying (2.10)
3. Proof of (2.10) in the case d x = 2 Lemma 3.1. Under assumptions (a1) and (a2), for any γ > 1,
Proof. For a fixed time n > 1,
where v n is a random vector with |v n | ≤ C for a constant C, depending only on p i (j)'s and r ij 's. Further, by induction, for n > m
where V m,n is a random vector with |V m,n | ≤ C. 
where we used (3.2) and P(A ε m,n ) ≤ Cεn for all m ≤ n. Introduce
(1). Since ξ m 's and π ε 0 are independent, the Lemma A.1 is applicable to U ε n , and (A.1) implies
where β 01 = y∈Y p 0 (y)p 1 (y) < 1 is the Bhattacharyya divergence. Similarly,
Further, by stationarity of (X ε , π ε ),
and, consequently,
with a constant C, independent of ε and n, where we applied (A.2) of Lemma A.1 and used the estimate P A
and hence also
The statement of the Lemma is obtained by plugging (3.5) and (3.6) into (3.3) and choosing n := log ε −1 /| log β 01 |.
Remark 3.2. For γ = 1, the right hand side of (3.3) is optimized by the same choice of n, but yields only the rate of ε log 1/ε in agreement with the exact asymptotic (2.5).
Remark 3.3. The entropy rate for the symmetric channels coincide with the upper bound. In view of (2.8), this implies that the conditional entropy rate
decays faster than ε log ε −1 in this case.
Remark 3.4. All but one ingredients of the proof translate to the general case d x ≥ 2 without any difficulties. The only fact, whose proof is specific to d x = 2 is the inequality (3.6).
Appendix A. An auxiliary lemma Lemma A.1. Let ξ = (ξ n ) n≥1 and η = (η n ) n≥1 be independent sequences of i.i.d. random variables, taking values in the finite set {x 1 , ..., x N } of size N ≥ 1 with probabilities p i and q i respectively:
For u ∈ (0, 1), define
If p and q are distinct, then
with the a constant C, independent of u.
Proof. Using the elementary inequality ax + b/x ≥ 2 √ ab, for positive a, b and x and an integer ℓ < n,
Thus by the i.i.d. property of ξ, for any F ξ stopping time τ :
which yields (A.1) for τ ≡ 0.
For an arbitrary constant δ ∈ (0, 1), define the stopping time τ = min n > 1 : U n ≥ δ , with the usual convention min{∅} = ∞. Then
and we shall see that both terms on the right hand side are bounded, uniformly in u ∈ (0, 1). By the monotone convergence and (A.3):
Thus it is left to verify that Also,
where D(p||q) > 0 is the Kullback-Liebler entropy and ∆M n := log p q (ξ n ) − D(p||q)
are bounded martingale differences. Hence Since log V n is a random walk with positive drift, Eτ < ∞ and hence the martingale 
