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Abstract

Resolution is an important attribute for evaluating the quality of an image. In
most applications, it is desirable to have high-resolution images rather than lowresolution ones because people can appreciate more detailed information from
high-resolutions. In addition, high-resolution images facilitate image analysis
tasks performed by machines, such as scene recognition and classification. However, in practice high-resolution images are not always readily available for various reasons, such as the deficiency of the recording device or imaging far objects.
Therefore, a super-resolution technique is usually required to enhance the resolution of the image.
The problem of super-resolution has already been extensively researched over
two decades, during which diﬀerent super-resolution algorithms have been developed. In this thesis, a thorough investigation of super-resolution methods is
conducted. In addition to the traditional 2-D intensity image super-resolution
methods, methods that enhance the resolution of 3-D depth images are also reviewed. Although super-resolution methods vary from each other, a category
of methods, namely learning-based super-resolution, generally oﬀers more accurate reconstruction results compared to other methods. In this thesis, three
learning-based super-resolution methods are proposed.
The first super-resolution method solves the intensity image super-resolution
problem.

Traditional learning-based methods train a dictionary with a preXVI

Abstract
defined size for reconstructing diﬀerent kinds of HR patches; accurate HR images
may not be able to recover from this trained dictionary due to the pre-defined
size. To improve the reconstruction accuracy, a multi-dictionary sparse representation method is proposed, where the size of each dictionary is adaptive to
the input patch. Specifically, the input image is first decomposed into patch
level (small blocks). Then, for each input patch, a dictionary is generated from
a image database containing high-resolution images; this dictionary contains selected atoms for recovering the high-frequency information from the input lowresolution patch. Compared to the conventional single-dictionary sparse representation method, the proposed method reconstructs high-resolution images with
higher accuracy.
The second method reconstructs high-resolution depth images from their lowresolution counterparts. Diﬀerent from intensity image super-resolution, depth
image super-resolution has more resources that can be used for reconstructing
more accurate high-resolution images. In this method, the high-resolution intensity image captured along with the low-resolution depth image is utilized for
the depth reconstruction. To be more specific, a joint regularization constraint is
constructed from the high-resolution intensity image first. This constraint is then
incorporated into the proposed multi-dictionary sparse representation method
to regulate the high-resolution reconstruction. In addition, an adaptive method
for estimating the joint regularization parameter is proposed. The experimental
results demonstrate the eﬀectiveness of the proposed regularization constraint as
well as the estimated regularization parameter.
The last method enhances the depth resolution by formulating a joint regularization problem, where the target image and its sparse code are computed simultaneously. Similar to the second proposed method, diﬀerent constraints are built
from diﬀerent high-frequency sources to improve the reconstruction accuracy.
The sparse reconstruction constraint is constructed by exploiting high-frequency
information from the external image database, whereas the local and non-local
XVII

Abstract
constraints are formed by extracting information from the internal low-resolution
input image and the registered high-resolution intensity image. Furthermore, an
adaptive method for estimating the local regularization parameter is proposed.
The proposed method is able to generate sharper high-resolution depth images
with fewer artifacts compared with other state-of-the-art super-resolution approaches.
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quote a verse that I have read the other day: “So stay awake and be prepared,
because you do not know the day or hour of my return”. You will never know
what is coming in future, but what you can always do is to stay awake and be
prepared. God Bless!

XX

Chapter

1

Introduction
Chapter contents
1.1

Super-resolution image enhancement . . . . . . . . . . . . . . . .

2

1.2

Novel research contributions . . . . . . . . . . . . . . . . . . . . .

5

1.3

Thesis organization . . . . . . . . . . . . . . . . . . . . . . . . . .

6

1.4

Publications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

8

Digital image processing, a collection of techniques that analyzes and processes images using computer algorithms, has been studied and applied intensively over the last few decades. One of the most important applications for
image processing is to improve the image visual quality, which is also referred to
as the image enhancement. Examples of traditional image enhancement tasks include image denoising, image deblurring, image calibration, and image resolution
enhancement. The thesis presented here investigates conventional image resolution enhancement methods, also known as image super-resolution, and proposes
three novel super-resolution algorithms to improve the accuracy of reconstructed
high-resolution images. This chapter introduces the concept of and the motivation for super-resolution image enhancement, as well as several representative
super-resolution applications. Then, the novel contributions of the thesis are summarized, followed by the thesis organization and a list of publications resulting
1
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from this work.

1.1

Super-resolution image enhancement

Resolution is one of the most important attributes that aﬀect the visual quality
of an image. An image at higher resolution contains more detailed information,
which is beneficial for further image processing tasks, such as image recognition,
segmentation, and analysis by either humans or machines. Figure 1.1 illustrates
an image of the same scene displayed at diﬀerent resolutions. The resolution
decreases from (a) to (d) successively by a factor of 2. Figure 1.1-(a) is the original
image, which provides details such as the numbers on the calendar. These details
gradually disappear with the reduction of the resolution. When the image resolution is decreased to 35×43 in (d), it becomes diﬃcult to identify the content of the
image. In our daily life, the low-resolution (LR) images are more often collected
due to deficiency of imaging equipment or a limitation in storage. Therefore,
methods that enhance the resolution of images are in great demand.
There are two common approaches to acquire high-resolution (HR) images.
The first approach is based on hardware improvement. It is known that the more
pixels on a CCD (charge-coupled device) camera, the higher the resolution will
be. Therefore, one method to increase the spatial resolution is to enlarge the chip
size so that more CCD sensors can be included on the chip [6]. An alternative is
to reduce the pixel size per unit area so that more pixels are implemented on a
fixed size chip [7]. However, both solutions suﬀer from the limitation of higher
cost and development of sophisticated manufacturing technology.
The second approach is based on software improvement, which requires designing more accurate and faster algorithms to enhance the resolution from low
to high. This solution is feasible as the highly developed ARM (Advanced RISC
Machines) and DSP (Digital Signal Processor) can easily handle computationallyintensive tasks. Therefore, the cost of applying these algorithms is much cheaper
2
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compared to the hardware-based approach. Algorithms that reconstruct a highresolution image from one or several low-resolution images are named superresolution (SR) techniques. Figure 1.2 demonstrates an example of SR image
enhancement. The right HR image is reconstructed from the left LR image by the
SR algorithms proposed in Chapter 3; this enhanced image provides better visual
quality than its LR counterpart.
Super-resolution is a promising research area as more and more tasks require
high-resolution images. Here, four representative SR applications are introduced.
1. Super-resolution in magnetic resonance imaging: magnetic resonance imaging, also known as MRI, constructs 3-D images of the human body by taking
multiple 2-D slices. In practice, it is time consuming to form a 3-D HR MRI
volume by directly capturing every 2-D slice in high resolution. Moreover,
unwanted noises are often exposed by MRI during the capture of HR slices.

(a) Image size: 280 × 344

(b) Image size: 140 × 172

(c) Image size: 70 × 86

(d) Image size: 35 × 43

Figure 1.1: The original image (a) with its downsampled LR images (c)-(d).
3

1.1. Super-resolution image enhancement

(a) Image size: 79 × 79

(b) Image size: 237 × 237

Figure 1.2: An example of image SR. The left image is a low-resolution image at
the size of 79 × 79; the right image is a HR image reconstructed from the proposed
SR method at the size of 237 × 237.
To achieve faster acquisition and reduce noise in 2D slices, LR slices are
usually captured. Then, SR is performed to enhance the resolution of the
LR slices as well as suppress noise [8–12].
2. Super-resolution in satellite imaging: satellite images often suﬀer from a
number of artifacts, such as lack of pixels for depicting the critical information, blurred details and noise contamination. These issues are inevitable
because of the deficiency of the LR sensor itself, the perturbation of the cloud,
and complex motions. To enhance the resolution of satellite imagery and
alleviate the blurring and noisy eﬀects, diﬀerent SR methods are proposed
[13–18].
3. Super-resolution in video surveillance: due to the high cost, conventional
video surveillance systems consist of multiple cameras with limited resolutions. Therefore, when an important target is detected in the image or video,
it is hard to retrieve the critical features of the target for further identification and recognition. For example, a security camera is able to capture LR
images of a suspect, but it is diﬃcult for both human and machine to make a
further confirmation due to the lack of details in the face region. In this case,
4
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SR can be applied for reconstructing the HR image from a set of captured
LR images [19–23].
4. Super-resolution in Internet related applications: The Internet bandwidth
is always below the demand, especially for images and videos targeting
mobile devices. To solve this problem, researchers tend to discard part of
the information at the server side and try to reconstruct it at the client side.
For instance, a web server downsamples HR images before sending them to
a mobile phone, then the mobile phone applies SR to reconstruct HR images
back. Several related SR algorithms have been proposed for this purpose
[24–26].
The SR applications discussed above not only reconstruct HR images for a
better visual quality, but also provide more precise and informative images for
the following machine learning tasks, such as classification and recognition.

1.2 Novel research contributions
This thesis proposes three super-resolution methods for reconstructing highresolution images from low-resolution images. The key contributions are identified from the proposed methods and summarized as follows:
• Super-resolution using multi-dictionary sparse representation. A model using
diﬀerent dictionaries for reconstructing diﬀerent HR patches is proposed.
Compared to SR methods based on single-dictionary sparse representation,
the proposed model reconstructs more accurate HR patches.
• Multiple dictionaries selection techniques. Two new methods for generating
multiple dictionaries from the training image database are proposed. Training samples are directly selected and combined into a dictionary; this dictionary contains information that is relevant to the reconstruction of the target
5
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HR patch. Furthermore, the proposed dictionary selection techniques do
not require a time-consuming dictionary training stage.
• Super-resolution depth image reconstruction using joint regularization. Modern range cameras are able to capture depth images and the corresponding
intensity images simultaneously. The proposed method forms a new regularization constraint by exploiting high-frequency information from the
registered HR intensity image. This regularization constraint helps the proposed SR algorithm achieve higher reconstruction accuracy.
• The adaptive estimation of the regularization parameter. An adaptive technique
for estimating the regularization parameter is proposed. Compared to the
traditional approach of assigning a fixed value to the regularization parameter, the proposed adaptive regularization parameter enhances the accuracy
of the reconstructed HR image.
• Depth image SR using both internal and external high-frequency information. The
depth SR problem is formulated as a joint regularization problem, where
the target HR image and its sparse representation are solved together. Different constraints are constructed by exploiting high-frequency information
from a registered HR intensity image and an external HR image database.
The superiority of the proposed algorithm is confirmed by evaluating the
reconstructed images in terms of subjective and objective measures.

1.3

Thesis organization

This thesis consists of six chapters, with the current chapter presenting the introduction. The general outline and structure of the remainder of the thesis are
summarized below.
• Chapter 2 presents a comprehensive literature survey of super-resolution
techniques for 2-D intensity images. Three categories of SR algorithms are
6
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identified and reviewed, namely interpolation-based, reconstruction-based
and learning-based SR.
• Chapter 3 proposes a novel image SR method using multi-dictionary sparse
representation. A brief review of super-resolution using single-dictionary
sparse representation is first presented. Then a new multi-dictionary sparse
representation model is proposed, followed by two novel dictionary selection methods for generating multiple dictionaries. The experimental results
demonstrate the superiority of the proposed method compared to other
methods.
• Chapter 4 reviews depth image super-resolution methods. Three groups
of SR algorithms are investigated, which are single-frame, multi-frame, and
learning-based depth SR.
• Chapter 5 extends the multi-dictionary sparse representation model to depth
SR. A new joint regularization constraint is formed to regulate the reconstructed images. Furthermore, an adaptive approach is proposed to choose
joint regularization parameters. The experimental results show that our
method provides much higher reconstruction accuracy compared to the
other test methods.
• Chapter 6 proposes a novel joint regularization method for solving depth
image SR problem. The method is able to capture high-frequency information from both internal intensity images and external HR image database.
Moreover, an adaptive method of computing the regularization parameter
is developed. The depth images reconstructed by the proposed method
achieve accurate reconstruction in terms of both objective and subjective
image quality measures.
• Chapter 7 presents a summary of the thesis and highlights the major contributions. This chapter also suggests several future research directions.
7
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1.4

Publications

The research undertaken in this thesis and during my PhD studies has resulted in
the following publications:
1. H. Zheng, A. Bouzerdoum, S. L. Phung, “Wavelet based nonlocal-means
super-resolution for video sequences”, IEEE International Conference on Image
Processing (ICIP 2010), pp. 2817-2820, 2010.
2. H. Zheng, A. Bouzerdoum, S. L. Phung, “Depth image super-resolution
using multi-dictionary sparse representation”, IEEE International Conference
on Image Processing (ICIP 2013), pp. 957-961, 2013.
3. H. Zheng, A. Bouzerdoum, S. L. Phung, “Image super-resolution using
multi-dictionary sparse representation”, journal paper to be submitted in
2014.
4. H. Zheng, A. Bouzerdoum, S. L. Phung, “Depth image super-resolution
using joint multi-dictionary sparse representation”, journal paper to be submitted in 2014.
5. H. Zheng, A. Bouzerdoum, S. L. Phung, “Depth image super-resolution
using internal and external information”, journal paper to be submitted in
2014.
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2.1

Introduction

In the past few decades, the fast development of home entertainment devices
has fueled the demand for high-resolution images. In practice, however, images
with insuﬃcient resolutions are often collected, thus image super-resolution has
attracted a great deal of attention in recent years. In a narrow definition, image
super-resolution (SR) refers to the methods that reconstruct a high-resolution (HR)
image from several low-resolution (LR) images [27–29], whereas in a broader
definition, any method, such as image interpolation [1, 13, 30], that enhances the
image resolution can be regarded as a super-resolution technique. In this chapter,
the broad definition of SR is adopted.
An image can be mathematically expressed as a 2-D matrix, where each entry
represents a pixel; the type of the information stored in the pixel is determined
by the image type. For example, pixels of a 2-D intensity image contain color
or gray scale intensities, whereas pixels of a 3-D depth image represent the distance between the lens and the object. This chapter presents a review of key SR
algorithms for 2-D intensity images, while a survey of classic SR methods for 3-D
depth images is presented later in Chapter 4. For the sake of conciseness, ‘2-D
intensity image’ is abbreviated as ‘image’ or ‘intensity image’, and ‘3-D depth
image’ is referred to as ‘depth image’ in the rest of the thesis.
Intensity images are often captured by a CCD camera in the RGB format. Because an RGB image contains three channels (red, green, and blue), three matrices
are required to depict the RGB image. In practice, the RGB image is often projected
onto other color spaces, such as YCbCr [31], before image processing techniques
are applied. Figure 2.1 shows an example of a 2-D color image in both RGB and
YCbCr formats. Because the human visual system is sensitive to Y rather than
Cb and Cr, most SR algorithms are applied on the Y channel only. The remaining
two channels Cb and Cr are usually upsampled by simple and fast interpolation
methods.
10
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(a) Opera house image

(b) R channel

(c) G channel

(d) B channel

(e) Y channel

(f) Cb channel

(g) Cr channel

Figure 2.1: A color image displayed in diﬀerent color spaces.
In the following sections, three categories of intensity SR methods are reviewed:
1. Interpolation-based SR (I-SR) increases image resolution by estimating the
missing pixels from the nearby pixels to increase the image resolution [1, 32–
53];
2. Reconstruction-based SR (R-SR) casts the SR problem as a statistical image
restoration problem, and then reconstructs the HR image under diﬀerent
regularization constraints [13, 54–83];
3. Learning-based SR (L-SR) synthesizes the HR image from the input LR image
using an external HR image database [3, 84–106].
11
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The three categories of SR methods are reviewed in Sections 2.2, 2.3, and 2.4,
respectively. Section 4.5 presents a summary of the chapter.

2.2

Interpolation-based super-resolution

The basic idea of interpolation-based super-resolution is to estimate the missing
pixels from their surrounding pixels. The most classic I-SR method is the bilinear interpolation derived from 1-D linear interpolation. Bilinear interpolation
suggests that the intensity of the target pixel can be represented by its four neighboring pixels with their corresponding weights. Let X be the vector representing
the lexicographically ordered target HR image. The unkown target pixel Xi can
be estimated from its known neighboring pixels as follows:
Xi =

∑

w jX j,

∑
subject to

j∈N(i)

w j = 1,

(2.1)

j∈N(i)

where N(i) is an index set containing neighboring indices of i, X j is the j-th
neighboring pixel, and w j is the weight of X j . For bilinear interpolation, the
weights are computed according to the geometric distance between the target
pixel and its surroundings ones. Define d ji as the geometric distance between
pixel X j and target pixel Xi , then the weight w j is obtained from
d ji
wj = 1 − ∑

d ji

.

(2.2)

j∈N(i)

A more advanced method is bicubic interpolation [1], which is an extension of
bilinear interpolation. Compared with the bilinear interpolation, bicubic interpolation generates sharper images; it is often adopted as a benchmark for other
SR algorithms due to its fast computation, simple implementation and relatively
accurate reconstruction.
However, HR images generated by the bilinear or bicubic interpolation often
12
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suﬀer from blurring artifacts, especially in the high-frequency areas, such as edges
and textures. There are two common approaches for alleviating the blurring
problem. The first approach is to design an edge-directed algorithm, which
interpolates the missing pixels along edges rather than across edges [37–53, 107].
The second approach is to employ more LR input images because the lost highfrequency in one LR input may exist in other LR inputs [108–114].

2.2.1 Edge-directed interpolation
This subsection introduces three groups of edge-directed interpolation methods.
The first group is based on geometric duality (GD). The second group of methods
is developed from partial diﬀerential equation (PDE). The last group contains
other interpolation techniques that cannot be classified into the first two groups.
The concept of geometric duality [115] was first adopted in NEDI (New EdgeDirected Interpolation) proposed by Li and Orchard [37]. They pointed out that
the GD exists between HR image and its corresponding LR. An example of geometric duality of a diagonal edge is shown in Figure 2.2. Under the GD principle,
the HR image covariance can be estimated by computing the LR image covariance. This covariance is then adopted to regularize the interpolation, leading to
a slow intensity change along the edges. To increase the computational speed,
the NEDI algorithm is only applied in the edge areas, leaving the homogeneous
areas to bicubic interpolation. Images generated by NEDI oﬀer sharp edges using
subjective assessment, but the objective reconstruction results (peak-signal-to-noise
ratio) remain low. Other GD based interpolation methods, including [39–42, 116],
were developed after NEDI.
Although GD principle facilitates the edge-directed interpolation, this principle does not always hold, especially in the texture areas. Figure 2.3 shows an
example of GD mismatch. Based on this observation, Hung et al. proposed a
method that overcomes the GD mismatch [52]. In their method, a weighted least
13
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HR Patch

LR Patch

Downsample by 2

HR Geometric
Structure

LR Geometric
Structure

Geometric Duality

Figure 2.2: An example of geometric duality on diagonal edges. The same geometric structures repeatedly appear in the red box in both HR patch and the
corresponding LR patch.
HR Patch

LR Patch

Downsample by 2

HR Geometric
Structure

LR Geometric
Structure

Geometric Mismatch

Figure 2.3: An example of geometric mismatch. The HR geometric structure in
the red box cannot be found in the corresponding LR patch.
squares estimation is applied, which assigns small weights to the surrounding
areas of the missing pixel where GD principle is violated. In [38], Hwang et al.
presented an improved method of assigning weights to the pixels, where the
14
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weight function is created proportional to the inverse of the magnitude of the
image gradient.
The second group of interpolation methods that preserves the edges is based
on partial diﬀerential equation (PDE) [43, 47, 48, 117, 118]. PDE-based approach
performs isotropic diﬀusion on smooth areas, while conducts anisotropic diﬀusion
on the edges. In other words, the PDE-based approach drives the interpolation
along the tangential direction of the edges. In [118], Belahmidi and Guichard
incorporate a data fidelity term into the PDE-based interpolation to reduce the
discrepancy between the downsampled version of the reconstruction and the input LR image. In [43], Cha et al. proposed a non-convex non-linear PDE-based
approach to reduce artifacts (such as image blur and the checkerboard eﬀect) generated by conventional PDE-based methods. To overcome the deficiency of PDE
methods in reproducing textures, Cha et al. incorporated a texture enhancement
method as a post processing step for other PDE-based interpolation methods [47].
In [48], Kim et al. assumed the linearity between the curvature of the LR image
and the curvature of the associated HR image. The HR curvature is estimated
from the LR image first, and then PDE-based interpolation is applied under the
curvature constraint [48].
Other interpolation methods, which do not belong to the two groups reviewed
above are also able to generate edge-adaptive results. Chang et al. proposed an
interpolation method based on multi-scale wavelet analysis [45]. The algorithm
first classifies edges into diﬀerent types (e.g., corner or step-like edge) using the
sharp variation points in wavelet domain, then interpolates new pixels according
to the type of the edge. Zhang et al. suggested to interpolate a missing pixel
in two orthogonal directions, and then fuse the two interpolation results using
linear minimum mean square-error estimation [44]. Takeda et al. proposed a
data-adaptive kernel regression method to approximate the target pixels using
the existing pixels [107]. Compared with the classic kernel, which has a window
of fixed size and shape, the size and shape of the new kernel are adaptive to the
15
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direction and strength of the edge.
The edge-directed methods mentioned above are all based on single image,
hence there is a lack of high-frequency components in the reconstruction image.
Therefore, the reconstructed HR images may still be blurry. Next, we will introduce multi-frame methods, which aim to reconstruct sharper HR images by
exploiting more information from multiple input images.

2.2.2

Multi-frame interpolation

To access more information for HR reconstruction, the most straightforward approach is to employ more LR observations. For example, a set of LR images can be
captured from slightly displaced viewpoints of the same scene. Subpixel movements among these LR images bring more information for reconstructing the HR
image. In this subsection, the observation model for multi-frame interpolation is
introduced first, followed by several key multi-frame interpolation algorithms.
The classic observation model for multi-frame interpolation/super-resolution
is shown in Fig 2.4. Multiple LR images are generated from an HR image by
shifting, blurring and downsampling. The sensor noise is added after the downsampling. Suppose there are K LR images Yk ∈ RN×1 (k = 1, 2, . . . , K), the model of
the kth LR image generated from an HR image X ∈ RM×1 is given as [112]
Yk = Γk Fk Bk X + Vk ,

(2.3)

where Γk ∈ RN×M is the downsampling matrix, Fk ∈ RM×M is the transformation
matrix including translation and rotation, Bk ∈ RM×M is the blurring matrix, and
Vk ∈ RM×1 is the noise vector. Solving Eq. (2.3) for X is an ill-posed problem
(N < M) where more than one X satisfies this equation. To overcome this illposed problem, some sort of regularization or more LR observations are required
[119].
The conventional multi-frame interpolation approach for solving the afore16
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Sensor
noise

-Translation
-Rotation
-Affine, etc

(a)

-Optical blur
-Motion blur
-Sensor blur, etc

(b)

Downsampling
with aliasing

(c)



(d)

Figure 2.4: Observation model for multi-frame interpolation/super-resolution: (a)
The original HR image. (b) Four HR images obtained from (a) by diﬀerent kinds
of transformations, including translation, rotation and aﬃne. (c) Blurred images.
(d) LR images downsampled from (c) with additive sensor noise.

mentioned model consists of three steps: image registration (motion estimation),
image interpolation, and image deblurring and denoising [108–114]. First, registration is implemented between the reference LR image and the other LR images.
All the pixels are projected onto a unified HR grid according to the motion parameters. Then, the missing HR pixels are interpolated from their surrounding pixels.
Finally, image denoising and deblurring are implemented to achieve a better visual quality. Keren et al. proposed an exact image registration method to find the
motion parameters between the reference frame and the other frames [108]. Then,
the missing pixels are computed by averaging the nearby registered pixels. At last,
an image deblurring stage is implemented to further enhance the image quality.
To handle large shifts between frames, Alam et al. proposed a registration method
[111], which combines the iterative technique [120] and the gradient-based registration [121]. Then an interpolation based on the weighted nearest neighbors
algorithm is proposed to compute the target pixels. Finally, Wiener filtering [122]
17
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is applied for deblurring. In [109], Ur et al. applied a nonuniform interpolation
on a set of shifted LR images based on multichannel sampling theorem proposed
by Yen [123] Elad et al. simplified the motion model to a pure translation model
to achieve fast multi-frame interpolation [112]. Instead of capturing multiple images from one moving camera, Komatsu et al. proposed a new image acquisition
system which captures multiple images simultaneously from multiple cameras
[124]. In their method, the block matching technique is adopted to measure the
shifts between cameras. Landweber algorithm [125] is then applied to iteratively
recover the missing samples. Takeda et al. solved the registration problem by
adopting the hierarchical motion estimation model presented in [126]. A kernel
regression method is then applied to reconstruct the HR image [107].
By introducing multiple LR images into the observation model, multi-frame
interpolation successfully reduces the blurring eﬀects and reproduces more highfrequency information compared to the single image interpolation.

2.3

Reconstruction-based super-resolution

The reconstruction-based approach first casts the SR problem into an optimization
problem, then finds the optimal HR result from the given the LR inputs. The
mathematical model for R-SR is shown in Eq. (2.3). Here, all K input LR images
are stacked together to form the composite observation model:
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This equation can be expressed more concisely as
Y = CKN X + V,

(2.5)
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where Y = [Y1T , Y2T , . . . , YKT ]T and V = [V1T , V2T , . . . , VkT ]T are composite vectors, while
CKN = [(F1 H1 )T , (F2 H2 )T , . . . , (FK Hk )T ]T is a composite matrix. Compared with the
multi-frame interpolation methods, R-SR methods have no explicit ’interpolation’
step. Instead, the best X is iteratively found from Y. This approach is closely
related to image restoration methods [127, 128].
Four classes of R-SR methods are reviewed in the following four subsections.
Subsection 2.3.1 presents methods that uses maximum-likelihood estimator (MLE)
to solve R-SR [54–56]. Subsection 2.3.2 explores the maximum a posteriori (MAP)
technique for solving R-SR [13, 57–69]. Subsection 2.3.3 investigates R-SR methods
based on Projection onto Convex Sets (POCS) approach [70–75]. Subsection 2.3.4
introduces several other methods that cannot be classified as MLE, MAP and
POCS [76–83].

2.3.1 R-SR using the maximum-likelihood estimator
From a probabilistic point of view, finding the HR image X from Eq. (2.5) is
equivalent to finding an X that maximizes p(Y|X). In other words, the recovered
HR image X should have a high probability of reproducing LR input Y. Assume
that the vector V ∈ RKN×1 is additive white Gaussian noise with covariance σ2 I,
where I denotes the identity matrix, the probability density function of V can be
expressed as
p(V) =

{

1
σKN (2π)

KN
2

}
∥V∥22
exp − 2 .
2σ

(2.6)

Then the likelihood function p(Y|X) is obtained by substituting (2.5) into (2.6):
p(Y|X) =

1
σKN (2π)

KN
2

{
}
∥Y − CKN X∥22
exp −
.
2σ2

(2.7)

Therefore, finding X that maximizes the likelihood function p(Y|X) is equiva19
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{
}
∥Y−CKN X∥22
lent to finding X that minimizes the logarithm of exp − 2σ2
:
X∗ = arg min ∥Y − CKN X∥22 .
X

(2.8)

There are two main methods for solving Eq. (2.8). The first method is to
diﬀerentiate ∥Y − CKN X∥22 with respect to X and set the derivative to zero. The
result is given by
X∗ = (CTKN CKN )−1 CTKN Y.

(2.9)

Equation (2.9) is a classical inverse problem and can be interpreted as a least
squares (LS) problem. Although solving (2.8) by LS technique is straightforward,
in practice inverting CTKN CKN is usually prohibitive due to its high dimensionality.
To overcome this computational problem, iterative methods are adopted to
solve Eq. (2.8). Let t be the current iteration number, the HR image X can be
refined by the classical gradient descent technique
Xt+1 = Xt − τCT (CXt − Y),

(2.10)

where τ is the iteration step size. The iteration will stop when the diﬀerence
between Xt+1 and Xt is smaller than a predefined constant.
Early proposed R-SR methods, which were based on the iterative back projection (IBP) technique, can be regarded as solving MLE problem by the gradient
descent method stated above [54–56]. The core idea of IBP based SR methods is to
iteratively reduce the discrepancy between the input Yk and the degraded version
of the reconstructed X. The key equation for iteratively computing the HR image
is expressed as
X

t+1

K [
∑
]
=X −τ
Hk FTk ΓT (ΓFk Xt − Yk ) ,
t

(2.11)

k=1

where Hk is a back-projection matrix usually generated from a high-pass filter
[54]. IBP and MLE share the same idea that the observed input Y should be
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reproduceable from the reconstructed HR image X. To increase the robustness
of MLE-based SR under noisy circumstances, Pham et al. proposed to replace the
two-norm error term in (2.8) with an Gaussian-weighted two-norm in [129].
Because of the fast computational speed, MLE based SR approach has been
adopted as a post-processing stage to refine the reconstructed HR image in many
other methods [3, 91, 102]. However, due to the lack of proper regularization,
MLE is sensitive to noise, registration errors, and point spread function errors. To
address these problems, diﬀerent types of prior terms are incorporated into MLE
to solve R-SR; this approach is referred to as maximum a posterior (MAP). The
formulation of MAP and its application in SR are introduced in the next section.

2.3.2 R-SR using maximum a posteriori
Another approach for solving the HR reconstruction problem using the observation model (2.5) is to maximize the posterior p(X|Y) under a Bayesian framework,
that is
X∗ = arg max p(X|Y) = arg max
X

X

p(Y|X)p(X)
,
p(Y)

(2.12)

The conditional probability term p(Y|X) indicates the likelihood of LR images Y to
be reproduced from X, while term p(Y) is a normalizing constant. The term p(X)
contains certain prior knowledge about the desired HR image X, and is typically
follows a Gibbs distribution:
p(X) =

{
}
1
exp −βE(X) ,
T

(2.13)

where β is a free parameter, T is a constant, and E(X) is the energy function.
Substituting Eqs. (2.7) and (2.13) into Eq. (2.12) yields
{

2}
−
C
X∥
∥Y
{
}
KN
2
X∗ = arg max exp −
exp −βE(X) ,
2
X
2σ

(2.14)
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where

1
TσKN (2π)

KN
2

and p(Y) are omitted in the equation since they are constants.

Equation (2.14) suggests that maximizing p(X|Y) is equivalent to maximizing the
likelihood of p(Y|X) under certain prior term p(X). Similarly to (2.7), the MAP
problem in (2.14) can be reformulated in the following minimization problem:
{
}
X∗ = arg min ∥Y − CKN X∥22 + λE(X) ,
X

(2.15)

where the first term is the likelihood term, the second term is the prior term,
and λ is a scalar absorbing noise variance σ2 and β. Note that Eq. (2.15) can be
regarded as a regularization optimization problem, where the first and second
terms are the data fidelity term and regularization term, respectively. The scalar λ
is the regularization parameter, balancing the fidelity term and the regularization
term. Compared with the MLE-based SR methods, MAP-based methods not only
require maximizing the likelihood function p(Y|X), but also force the reconstructed
X to obey certain prior p(X). In the MAP framework, the ill-posed problem of
finding an HR image X from corresponding LR images Y is further alleviated
by introducing one or several priors; thus, the reconstructed X is more robust to
noise.
Two categories of MAP-based SR methods are introduced in the remainder of
this subsection. The methods of the first category solve the SR problem in two
separate stages: LR image registration and HR reconstruction [13, 57–63]. The
other category methods, on the other hand, solve the image registration and HR
reconstruction problems jointly under the same MAP framework [64–69].
MAP-based SR methods of the first category often adopt existing methods
for image registration, or assume the input images have already been perfectly
aligned. These SR methods mainly focus on designing eﬃcient image priors
to reconstruct more accurate and robust HR images. Here, three classic priors
(regualarizers) for MAP-based SR are introduced, which are the Tikhonov regularizer [130], the total variation norm (TV) [131], and the Huber norm [132].
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• Tikhonov regularizer. Tikhonov regularizer is given by
E(X) = ∥HX∥22 ,

(2.16)

where H is a matrix performing high-pass filtering on X. This regularizer is
often adopted in MAP-based SR methods to ensure the local smoothness of
the reconstructed HR image as well as suppressing the noise [11, 64, 133].
However, the reconstructed HR images tend to be over-smooth in the edge
areas.

• Total variation norm. Rudin et al. developed the TV norm that penalizes the
sum of magnitudes of the image gradients by using the one-“norm” [131].
Let ▽X be the gradient of X, where ▽ is the gradient operator. The total
variation norm is given by
E(X) = ∥▽X∥1 .

(2.17)

The gradient operator ▽ is usually approximated by the Laplacian operator [131]. TV regularization was originally designed for image denoising
[131, 134] and image restoration tasks [135, 136]. It was later applied to SR
problems to preserve the sharpness of the edges in the reconstructed image.
In [61], a bilateral TV regularization was proposed to sharpen the reconstructed HR image. In [63], a super-resolution method based on spatially
weighted TV was proposed to automatically balance the strength of TV in
diﬀerent image regions.

• Huber norm. Huber norm is a hybrid of one-“norm” and two-“norm”. Let
X̃i be the intensity diﬀerence between the target pixel Xi and its neighboring
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pixels. Huber norm is defined as

E(X) =

M
∑

ρ(X̃i )

i=1

 2

X̃i




 2ε
where ρ(X̃i ) = 


ε


 X̃i −
2

if X̃i ≤ ε

(2.18)

if X̃i > ε.

The parameter ε is a threshold, which switches one-“norm” to two-“norm”
when X̃i ≤ ε. Huber norm is diﬀerentiable everywhere, thus it is often
used to approximate the one-“norm” regularization [137]. The MAP-based
SR with Huber prior reconstructs HR images with sharp edges [57–59, 62].

Adopting one prior term for reconstructing diﬀerent regions of the HR image
does not always provide accurate result because diﬀerent regions may contain
diﬀerent frequency information. Therefore, content based SR methods have been
developed to provide more robust reconstruction [79, 138]. Turgay et al. proposed
to use diﬀerent regularization terms and data terms for reconstructing diﬀerent
HR regions in an image [79]. In [138], LR images were divided into blocks after
image registration. A block analysis is conducted to classify the blocks into flat,
mismatched and well registered. Then, diﬀerent regularization terms are applied to
diﬀerent image blocks based on their categories.
For the MAP based SR methods discussed above, the reconstruction accuracy
depends highly on the accuracy of the registration. If the motion parameters are
not accurately estimated, the subsequent reconstruction will generate inaccurate
results [64, 139]. To overcome this problem, the second category of method
⃗ be
proposes to jointly estimate the motion parameters and the HR image. Let m
the motion vector to be determined jointly with the target HR image X. Thus, Eq.
(2.12) is modified as follows:
{

}
∗
⃗ = arg max p(Y|X, m)p(X)p(
⃗
⃗
X∗ , m
m).
⃗
X,m

(2.19)

Based on this model, Hardie et al. proposed a joint MAP framework to simul24
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⃗ by using coordinate descent optimization [64]. Segall
taneously estimate X and m
et al. presented a joint MAP estimation to predict the dense motion vector and the
HR image for compressed video [65, 66]. Woods et al. proposed two SR methods
for jointly finding the HR image and motion parameters. The first method is
based on Bayesian formulation, while the second method is derived from MAP
estimation [67]. They compared the two proposed methods and concluded that
Bayesian method is slightly superior to MAP method in terms of reconstruction
accuracy and algorithm robustness. Shen et al. proposed a MAP method that
solves for motion fields, segmentation fields, and HR images together [69]. He
et al. suggested a blind SR model, where the blurring function is unknown. Blur
identification and HR image reconstruction are jointly performed under their
MAP scheme [68].
The MAP-based SR approach possesses a number of advantages. First, the
flexibility of MAP allows diﬀerent image priors to be incorporated into MAP
to achieve a unique HR solution. Second, to enhance the robustness of the HR
estimation, the SR problem can be jointly solved along with determining other
unknowns, such as the motion vector and the blurring matrix. Third, in terms
of computational speed, MAP-based SR can converge in a few iterations using
iterative methods such as the gradient descent [140] or the EM algorithm [141].

2.3.3 R-SR using projection onto convex sets
The third R-SR approach is the projection onto convex sets. Consider an unknown
HR image X satisfying multiple closed, convex constraint sets C1 , C2 , ..., Cm ; the
m
∩
intersection of these sets is recorded as Cs =
Ci . The desired solution X lies
i=1

in the intersection of these sets, X ∈ Cs . The projection onto convex sets (POCS)
technique finds the point within the intersection set recursively:
Xt+1 = Pm Pm−1 · · · P2 P1 Xt ,

(2.20)
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where t is the iteration index and Pi is the projection operator that projects a point
onto the corresponding set Ci . To solve Eq. (2.20), an initial guess X0 is needed.

The early POCS-based SR method was proposed by Stark et al. , where diﬀerent
constraint sets are introduced to reduce the possible HR solutions from the illposed problem [70]. Specifically, the reconstructed HR image is found from
an intersection of several constraints, including the data fidelity constraint, the
amplitude constraint set, the energy constraint set, the reference image constraint
set, and the bounded support-constraint. Patti et al. extended the method in [70]
to handle severe blur by proposing a dynamic thresholding technique for motion
detection [74]. Later they formed a new video acquisition model with large
motions, and combined it with POCS technique to deal with the time-varying
motion blur [71, 73]. Eren et al. introduced the validity map and the object map
into POCS-based SR to improve the reconstruction when multiple moving objects
exist in a scene [72]. In their method, POCS is only implemented for the pixels
within the object of interest to reduce the computation time. Elad et al. combined
the MAP and POCS into a two-phase iterative method. The HR image is refined
by MAP and then POCS in each iteration till the algorithm converges [76].

The advantages of R-SR using POCS technique are as follows. First, POCS is
compatible with the spatial observation model (2.3), thus it can handle complex
motion and degradation models such as time-varying blur between frames and
local translation within a frame. Second, POCS allows incorporating diﬀerent priors as constraint sets so that more accurate reconstruction results are produced.
However, the disadvantages of POCS technique are also obvious. First, the solution of POCS is not necessarily unique but sometimes depends on the initial
guess. Second, solving a POCS problem is computationally intensive and slow in
convergence. Third, POCS-based SR cannot simultaneously estimate the motion
parameters and HR image as does MAP-based SR.
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2.3.4 R-SR using other techniques
There are some important R-SR methods that cannot be classified into MLE, MAP
or POCS [76–78, 80–82]. These methods often do not have an explicit image
registration stage.
It is known that image registration is crucial for reconstructing an accurate HR
image when multiple LR observations are available. Most R-SR methods assume
that the motion between the reference frame and other frames is global, and the
motion types are limited to translation and rotation only [13, 56–73, 76, 77, 108–
114]. However, motions are much more complicated in practice. For example,
both global and local motions exist in a movie clip. To deal with complex motions,
Protter et al. applied the non-local mean (NLM) filter, which does not require
explicit mostion estimation [80]. The NLM filter estimates an unknown pixel Xi
by computing the weighted average of its known surrounding pixels:
Xi =

∑

w jX j

j∈N(i)

∑
Subject to

wj = 1

(2.21)

j∈N(i)

where N(i) is an index set containing neighboring indices of i and w j is the weight
of pixel X j . The value of the NLM weight w j is determined by the diﬀerence
between the reference patch xi and the neighboring patch x j , which is defined as
w̃ j
wj = ∑

w̃ j

,


 xi − x j
where w̃ j = exp −
h



2
 .


(2.22)

j∈N(i)

The smoothing parameter h controls the denoising strength of the filter. The
key idea of NLM-based SR is that the missing pixel in one patch may be found in
other similar patches because natural images usually contain repetitive structures.
Protter extended the original 2-D NLM filter to a 3-D version so that the filter can
utilize the information from not only the current frame, but also other nearby
frames. Figure 2.5 illustrates an example of the redundant information presented
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Figure 2.5: Repetitive information in three frames of a video clip Foreman. Similar
patches are denoted by the same color.

in a video. The most distinguishing character of NLM-based SR is that no explicit
motion estimation is needed since searching for and weighting similar patches
is essentially performing fuzzy motion estimation [80]. Other SR methods that
adopt the idea of NLM have also been proposed. In [82], a wavelet-based SR
method was proposed, where wavelet coeﬃcients are estimated by NLM filtering.
Danielyan et al. developed an SR method based on 3-D block matching, which
avoids image registration [78]. Instead of using NLM filtering, Takeda et al.
proposed the steering kernel regression method to solve multi-frame SR problem,
which only requires a coarse motion estimation [81].

In conclusion, R-SR approach generally reconstructs more reliable HR images
compared to the interpolation methods in terms of both objective and subjective
image quality. However, the idea of accessing more information from multiple
LR frames is still a compromise solution, as the HR information is not really
exploited in the process of reconstructing the HR image. Therefore, most R-SR
methods cannot reproduce enough high-frequency information in the HR reconstruction when the magnification factor is large. To address this problem, the most
straightforward approach is to introduce existing HR images for reconstructing
an unknown HR image. This approach is the learning-based SR or example-based
SR, which we will introduce it in the next section.
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2.4 Learning-based super-resolution
The learning-based super-resolution approach reconstructs the HR image by utilizing the information from an external HR image database. Most L-SR methods
use only one input LR image Y at a time. The observation model is given by
Eq. (2.5). In this section, two categories of learning-based SR approaches are
reviewed: image synthesis L-SR and prior learning L-SR.

2.4.1 Image synthesis L-SR
Most image synthesis L-SR methods reconstruct HR images at patch level. Specifically, the LR input image is decomposed into overlapping patches. Let y ∈ Rn×1
denote an input LR patch, and x ∈ Rm×1 be the target HR patch. The model of the
patch level HR reconstruction is reformulated from Eq. (2.5) as
y = Cn x + v,

(2.23)

where Cn is the convolution matrix representing the degradation process (blurring
and downsampling), and v ∈ Rn×1 is the additive Gaussian noise. Given a set of
P HR training patches xi , i = 1, ..., P, extracted from an image database, most synthesis L-SR methods represent the input patch y as a weighted linear combination
of several training LR patches, which are obtained from their HR counterparts
by downsampling and blurring, see Eq. (2.23). The weights obtained from the
representation of the input LR patch y are then used to represent the target HR
patch x, using the training HR patches:

x=

K
∑

wi xi ,

(2.24)

i=1

where K (K ≤ P) is the number of training patches used for the HR reconstruction
and wi ’s are the weights. Diﬀerent synthesis L-SR methods employ diﬀerent ways
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to find the weights wi (i = 1, . . . , K) [84–86, 88–90].
The pioneering work of synthesis based SR approach was proposed by Freeman et al. in [84] and [85]. They pointed out that the SR problem can be regarded
as a recognition-reconstruction problem. Specifically, an image database with HR
training images and LR correspondences are constructed first. Then, a nearest
neighbor search is conducted to find the LR training patch that is most similar to
the LR input patch. At last, the HR training patch that corresponds to the selected
LR training patch is adopted as the target HR patch. Improved reconstruction
results are provided in [85] by introducing a one-pass algorithm to enforce the
consistency between the adjacent HR patches. However, in their approach, only
one training HR patch is used to form the target HR patch, leading sometimes to
inaccurate reconstruction results.
An intensive research eﬀort on synthesis-based SR approach has been undertaken after the pioneering work of Freeman and his colleagues. In [86], the
super-resolution through neighbor embedding (SR-NE) algorithm was proposed,
where several training patches are used to reconstruct the target HR patch. SR-NE
approximates the input LR patch y by a weighted sum of K nearest LR training
{
}
K
∑
candidates yi ; i = 1, 2, . . . , K : y = wi yi . The optimum weights {wi ; i = 1, . . . , K}
i=1

are obtained by solving the following constrained least squares problem:

arg min ||y −
wi=1,2,...,K

K
∑
i=1

wi yi ||22 , subject to

K
∑

wi = 1.

(2.25)

i=1

The target HR patch x is reconstructed by substituting the weights obtained (2.25)
into Eq. (2.24). The compatibility between adjacent target patches is achieved by
averaging the overlapping areas. However, the optimum value of K is diﬃcult to
determine; a too small K leads to insuﬃcient information for reconstructing the HR
patch, while a too large K introduces noticeable blur eﬀects. The main drawback
of the SR-NE method originates from a problem called one-to-many mapping. In
particular, similar LR patches in the training database may correspond to very
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Original HR Patch

LR Patch

HR Training Patches

Reconstructed
HR Patches

Figure 2.6: An example of the one-to-many problem. Although the original HR
patch extracted from image Parthenon and the HR training patches share the same
LR patch, the HR patch synthesized from these HR training patches is diﬀerent
from the original HR patch.

diﬀerent HR training patches. Therefore, the reconstructed HR patch may be
very diﬀerent from the original HR patch. Figure 2.6 illustrates the one-to-many
mapping problem.
Several methods were proposed to improve the performance of SR-NE by
alleviating the one-to-many mapping problem. In [88], a Gaussian mixture model
was used to partition the LR training patches into diﬀerent clusters first, then K
nearest neighbors of the target patch are found from each cluster. If the target
LR patch falls into the i-th training cluster, larger weights are assigned to the
K nearest neighbors of the i-th cluster. Smaller weights are assigned to the rest
of the nearest training patches from other clusters. This scheme guarantees the
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nearest patches all come from the same manifold, thereby reducing the one-tomany mapping occurrences. In [89], the HoG (Histogram of Gradient) features
are extracted from both the test and training patches. Then, clustering of the
HoG features is performed on both test and training feature sets to partition them
into diﬀerent groups based on their structures. Several nearest training subsets
are selected according to the Euclidean distance between the training centroids
and the test cluster centroid where the target LR patch is located. Then, a sparse
neighborhood selection is conducted iteratively to choose a few training patches
and their weights. In [90], a joint learning process was proposed to alleviate the
one-to-many problem. Two projection matrices are trained simultaneously for
mapping the original LR and HR feature spaces onto a unified feature subspace.
Then, neighboring search is conducted in this unified subspace to find the LR
training patches that are similar to the input LR patches. Instead of utilizing
patches from an external image database to synthesize the target HR patch, some
other methods exploit internal patches extracted from multi-scale versions of the
input LR image [101, 142–144]. These methods suggest that a natural image
contains massive redundancy, thus the missing information in one scale can be
probably found within the same scale of the image or across diﬀerent scales.
By using only the internal patches for the HR reconstruction, the one-to-many
mapping problem is alleviated to some extent compared to using patches from an
external image database.

With the development of compressive sensing theory and sparse coding technique, a new group of L-SR methods has been developed [3, 91–100]. Yang et
al. proposed a method using sparse representation [91]. They constructed an
(
)
over-complete LR-HR dictionary pair Dl , Dh from the image database, and then
computed the sparse representation α of the LR input y over Dl by solving
{
min
α

y − Dlα

}
α
+
λ
∥α ∥0 ,
2
2

(2.26)
32

2.4. Learning-based super-resolution
where λ is the regularization parameter balancing the data term and the sparsity
α∥0 is
term, and ∥·∥0 computes the number of the non-zero entries. In practice, ∥α
α∥1 if α is sparse enough. The HR patch x is obtained by multiplying
replaced by ∥α
Dh with α . They further improved the algorithm by introducing a dictionary
training process [3] and later a coupled dictionary training method [92]. The merit
of the sparse coding based SR is that the number of active atoms in α changes
according to the input patch y. Therefore, diﬀerent number of atoms in Dh will
be selected to synthesize diﬀerent HR patches. Compared to other L-SR methods
[84–86], which use a fixed number of training HR samples to synthesize all the HR
patches, sparse coding based SR methods alleviate over-fitting problem, thereby
generating sharper HR images.
Instead of constructing only one dictionary pair, some methods build multiple dictionaries to reconstruct diﬀerent HR patches [94, 95, 98–100]. In [94], a
compact dictionary training method is introduced to train multiple dictionaries
from the database. An adaptive method is proposed to select the most suitable
dictionary for the current HR patch reconstruction. Then, a sparsity constraint
and a non-local constraint are combined to compute the sparse representation and
the HR patch approximation. In [95], Wang et al. suggested using semi-coupled
dictionaries rather than strictly coupled dictionaries to achieve more flexibility
in representing diﬀerent structures. A mapping function between the dictionary
pair is also learned along with the semi-coupled dictionary training. The dictionary and the mapping function are used together to reconstruct the target HR
patch. In [98], Purkait et al. partitioned HR training images into diﬀerent documents (portions of images) and words (patches). Then the probabilistic Latent
Semantic Analysis [145] clustering method is adopted to group documents into
clusters with unique topics, followed by a dictionary training process to obtain
HR-LR dictionary pairs. In the reconstruction stage, the input LR patch is first assigned to an existing topic, and then this patch is sparsely represented over the LR
dictionary from the same topic. The obtained sparse code is used to reconstruct
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the HR patch with the corresponding HR dictionary. In [99], the multi-dictionary
scheme is applied to reproduce HR text images. Specifically, the multiple HR-LR
dictionary pairs are learned by applying sparse coding method proposed in [146].
Each input LR patch is sparsely represented by all the trained LR dictionaries first,
then the sparse code that produces minimum error in representing the input patch
is selected for the final HR patch reconstruction. In [100], the multi-dictionary
sparse representation is applied to super-resolution mapping. HR training images are classified into multiple groups first, followed by a K-SVD [147] training
process on each group to obtain multiple dictionaries. Then the super-resolution
mapping process is conducted to produce HR land cover map.
Although synthesis L-SR approach reproduces accurate high-frequency information, several problems still need to be addressed. First, it is still not clear how
large a database is required for providing suﬃcient information for the HR reconstruction. Second, the size of the patch needs to be carefully selected because a too
large patch will generate artifacts whereas a too small patch will produce blurring artifacts. Third, the one-to-many problem needs to be alleviated in order to
reconstruct sharp and accurate HR images. Nevertheless, direct image synthesis
using L-SR approach is a promising research direction.

2.4.2

Prior learning L-SR

Prior learning L-SR approach constructs an image prior from the HR image
database first, and then incorporates this prior into MAP framework to solve
the super-resolution problems. Unlike the synthesis based L-SR approach, the
prior learning counterpart is often conducted at the image level, which is very
similar to the reconstruction-based SR.
Pickup et al. proposed to learn a sample-based image prior, where the intensity
of the target HR pixel is constrained [103]. Specifically, for every input pixel, a
surrounding region is extracted. Then, the nearest training region is found from
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the training database. The prior term penalizes the diﬀerence between the reconstructed pixel and the central pixel located in the nearest training region. The
experimental results showed that the algorithm is robust to noise, and the reconstruction results are better than those of conventional MAP based SR methods. A
similar method that uses the surrounding region of the target pixel was proposed
in [106]. To reproduce more accurate HR texture, the algorithm searches texture
segments from the database that are similar to the target region, and then uses
these segments to build a context-constraint for enhancing the target image. With
texturally-similar segmentation, suitable high-frequency details are used to produce the final HR results. Sun et al. proposed to learn the gradient profile from the
image database [105, 148]. First, the ratio between the HR gradient profile and LR
gradient profile is computed. Then, the expected HR gradient field is obtained by
multiplying the obtained ratio with the input LR gradient field. This additional
prior reduces the diﬀerence between the reconstructed HR gradient field and the
expected HR gradient field, thereby suppressing artifacts. Tai et al. applied the
gradient profile technique to the back-projection process for reconstructing the
HR image [104]. The virtue of this method is that only one HR training image is
required for the reconstruction.
Compared to synthesizing the HR image directly from the image database,
learning image prior from the database does not require a large image database.
Therefore, creating priors according to diﬀerent contexts of the image is potentially
a promising direction for future research.

2.5 Summary
In this chapter, we have reviewed SR methods for the HR intensity image reconstruction. Existing SR approaches were classified into three categories: interpolationbased, reconstruction-based, and learning-based. Among these approaches, learningbased SR is the most promising approach because it is capable of reproducing
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high-frequency information with the help of an HR image database. In addition,
the development of sparse representation and compressive sensing brings new
tools for analyzing and synthesizing the HR image from a training database.
In the following chapters, we focus on learning-based SR for both intensity
and depth images. Sparse representation is adopted to solve the learning-based
SR problem. The next chapter introduces an intensity image super-resolution
method using multi-dictionary sparse representation.
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Recent developments in compressive sensing and sparse representation have
led to new research directions in image super-resolution. Most existing sparse
representation methods for high-resolution image reconstruction employ a single
dictionary to represent all input image patches. This chapter presents a new multidictionary image super-resolution approach based on joint sparse representation
for HR image reconstruction. The proposed SR model incorporates a prediction
error regularizer into the L1 -norm minimizer, which regulates the error between
a predicted and a reconstructed HR image. To avoid time-consuming dictionary
training, two new dictionary selection methods are proposed based on adaptive
K-nearest neighbor and sparse coding. Extensive experimental evaluation shows
that significant improvement is achieved by adding the prediction error regularizer. Furthermore, the proposed approach is robust to changes in dictionary size;
it yields high reconstruction accuracy even with small-sized dictionaries. The
proposed method is also compared with other sparse representation based SR
methods in terms of image reconstruction accuracy and visual fidelity.

3.1

Introduction

Image super-resolution aims to construct a high-resolution image from one or
more low-resolution images. It has been used to enhance the image quality and
resolution in many applications such as video surveillance [149], medical imaging
[12], and image coding [25]. Since the publication on image super-resolution
proposed by Huang and Tsai in 1984 [27], SR has attracted a great deal of interest
from researchers. Existing SR approaches can be classified into three categories:
interpolation-based, reconstruction-based and example-based.
Interpolation-based super-resolution methods estimate the new pixel from its
neighboring pixels. Simple interpolation methods, such as bilinear and bicubic,
generate blurred output images with insuﬃcient high-frequency components. To
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alleviate this problem, sophisticated interpolation methods have been proposed.
Hwang et al. combined bilinear interpolation with inversed gradient weights
as local features to implement an adaptive interpolation scheme [38]. Luong
et al. proposed a non-local interpolation method that estimates an unknown pixel
based on all known pixels [150]. Sun et al. used the gradient profile (representing the image local structures) as the prior information for SR reconstruction
[148]. The aforementioned methods preserve the edges during the interpolation
stage and sharpen the reconstructed high-resolution (HR) image. However, the
reconstructed edges are often contaminated with over-shooting artifacts.
Reconstruction-based super-resolution methods typically require several lowresolution images taken from the same scene [61, 64]. Conventional reconstructionbased SR methods contain three steps. First, image registration is implemented
to calculate the motion parameters between adjacent frames. Then, image fusion
is performed. Finally, post-processing steps are applied to remove noise, blur,
and other artifacts. However, to apply reconstruction-based SR on practical video
sequences, sophisticated registration methods are required because the motion
between neighboring frames is non-global. To handle complex motion, Elad et
al. proposed a SR method based on probabilistic model that can skip the motion estimation stage [80]. In [83], Zhang and his colleagues proposed an R-SR
method in which an HR image is reconstructed from a single LR input image. In
this method, a non-local prior and a local prior are learned from the input image
by using non-local means filter and steering kernel regression. The HR image
is iteratively reconstructed by solving a MAP problem with these two regularization terms. For small magnification factors, R-SR methods can produce HR
images with fewer artifacts compared to the interpolation-based methods. However, for large magnification factors, R-SR methods have diﬃculty reproducing
high-frequency image components.
Learning-based super-resolution methods use machine learning to find a relationship between LR and HR images. Freeman et al. proposed a method that
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learns LR-HR relationship from an image database using Markov random fields
[84]. However, the reconstructed images contain artifacts at the edge areas and
have a low visual quality. To reduce these artifacts, a more advanced method
named super-resolution via neighbor embedding (SR-NE) was proposed in [86].
In this method, the LR input patch is first approximated by assigning diﬀerent
weights to a fixed number of LR training patches from an image database. Then,
these weights are passed to the corresponding HR training patches to reconstruct
the target HR patches. Although SR-NE generates fewer artifacts compared to the
method presented in [84], blurring occurs during LR patch matching. To reduce
the blurring problem, Yang et al. applied sparse representation to learning-based
SR [3, 91, 92]. Their methods, which are based on a single dictionary, were shown
to outperform other L-SR methods. Herein, we refer to these methods as super resolution with single dictionary or SRSD. Inspired by the success of SRSD
techniques, two methods have been proposed for SR image reconstruction based
on multi-dictionary sparse representation [94, 97]. The core idea of using multiple dictionaries is to build dictionaries according to diﬀerent LR inputs so that
the HR estimates are more accurate and robust. In [94], Dong et al. trained a
set of compact dictionaries rather than over-complete dictionaries. In addition,
they introduced the auto regressive model and the non-local mean constraint into
their multi-dictionary framework to enhance the algorithm’s robustness to noise.
The experimental results show a significant improvement over SRSD in terms of
PSNR and visual quality. In [97], He et al. applied a multi-dictionary scheme to
reconstruct HR synthetic aperture radar images. First, a supervised classification technique is applied to classify the training and input patches into labeled
categories. Then, a joint dictionary training method is implemented on each
training category to obtain multiple dictionaries. Finally, the target HR patch is
reconstructed from the dictionary that shares the same label with the input patch.
Their experimental results show a noticeable improvement compared to the SRSD
method proposed in [3].
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In this chapter, we propose a new learning-based method for image superresolution that uses dictionary selection to create multiple dictionaries. In the
proposed method, we focus on selecting useful samples (atoms) from a large
image database to generate diﬀerent dictionaries. The major diﬀerence between
our method and the multi-dictionary methods presented in [94] and [97] is that
our dictionaries are built from a database without recourse to a training process.
The new method will be referred to as super-resolution using multiple dictionaries
or SRMD.
The remainder of the chapter is organized as follows. Section 3.2 presents a
review of SR methods using sparse representation. Section 3.3 introduces the new
multi-dictionary SR scheme, followed by two novel dictionary selection methods.
Section 3.4 presents the experimental procedure, performance evaluation, and
comparison with other SR methods. Section 3.5 provides a summary of this
chapter.

3.2 Image SR using Dictionary Learning and Sparse
Representation
In this section, we first introduce the mathematical model of the learning-based
image super-resolution problem, and then present a review of learning-based SR
based on sparse representation.

3.2.1 Learning-based SR
Learning-based SR aims to reconstruct a high-resolution image from one lowresolution image and an image database. Let vectors X ∈ RM×1 and Y ∈ RN×1
be vectors representing the lexicographically ordered HR and LR images, respec41
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tively. The relationship between the LR and HR images can be expressed by
Y = ΓN HM X + V,

(3.1)

where ΓN is an N × M decimation matrix, HM is an M × M blurring matrix, and V
denotes additive white Gaussian noise.

In the learning-based approach, the HR and LR images are divided into small
patches. Then a relationship is established between the LR and HR patches
using a database or dictionary of corresponding HR and LR patches. Finally, the
learned relationship is applied to the patches of the input LR image in order to
reconstruct the patches of the HR image. Let x ∈ Rm×1 and y ∈ Rn×1 denote column
vectors obtained by stacking the columns of corresponding HR and LR patches,
respectively. In the patch domain, Eq. (3.1) can be rewritten as follows
y = Γ n Hm x + v = Cx + v,

(3.2)

where, for the sake of brevity, the downsampling and blurring operations are
represented with a degradation matrix C ∈ Rn×m . Given an image database containing P LR-HR training patch pairs (xi , yi ), i = 1, . . . , P, the relationship between
LR-HR pairs is also similar as shown in (3.2). The conventional learning-based
approach produces HR patch x by combining K HR training patches as

x=

K
∑

wi xi ,

(3.3)

i=1

where wi is the weight. Diﬀerent learning-based methods have diﬀerent ways
to find xi and wi [3, 84, 86, 91]. Among these methods, SR methods which use
dictionary learning and sparse representation seem to be the most eﬀective in
reproducing high fidelity HR images [3, 91]. More details about this method is
described in the next subsection.
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3.2.2 Learning-based SR using Sparse Representation

In order to apply sparse representation to super-resolution, a dictionary needs
to be constructed first from the database. In [91], training patch samples were
randomly extracted from the database to form a dictionary; a large number of
samples was used to ensure the over-completeness of the dictionary. In [3], a
small information-compacted dictionary was learned from a large number of
samples randomly extracted from the database. Both [91] and [3] are derived
from the following formulation. The HR patch x can be represented as a sparse
linear combination of atoms from an over-complete HR dictionary Dh ,
x = Dhα ,

(3.4)

where α is the sparse representation of x over Dh . Substituting (3.4) into (3.2)
yields
y = CDhα + v = Dlα + v,

(3.5)

where Dl is an LR dictionary, representing a degraded version of the HR dictionary
Dh . Note that the dictionary pair (Dl , Dh ) is constructed from a database that
contains known HR-LR image pairs. To capture the high-frequency information,
the first and second derivatives are applied to the input image and the LR training
images. Furthermore, the mean value is removed from every HR training samples
in the dictionary Dh .
Equation (3.5) can be reformulated as a sparse representation problem:
α||0 subject to ||Dlα − y||22 ≤ ϵ,
min ||α
α

(3.6)

where α is the sparse vector and ϵ is the noise bound. Since solving (3.6) is an NPhard problem, the zero-“norm” can be replaced by the one-norm if the solution
α is suﬃciently sparse [151]. The SRSD methods presented in [91] and [3] use
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LASSO [152] to solve for the vector α from
{
}
α||1 .
min ||Dlα − y||22 + λ||α
α

(3.7)

Then HR patch x is reconstructed from
x = D h α + µy ,

(3.8)

where µy is the mean value of the current input patch y. The final reconstructed
image is produced by concatenating all the reconstructed HR patches.
Experimental results show that SRSD is competitive compared with other SR
techniques [3]. The main reason is that the sparse coding provides more precise
patch approximation by adaptively combining diﬀerent number of LR patches
from the database. In contrast, the conventional methods, such as SR-NE [86],
use a fixed number of training patches to approximate the target patches; these
methods suﬀer from the blurring eﬀect due to over-fitting or under-fitting.
Although SRSD successfully combines super-resolution with sparse representation, it still has a number of problems. In [91], a large number of training
samples were randomly extracted from the database to form an over-complete
dictionary; however, solving problem (3.7) with a large dictionary requires an
extremely long computation time. To address the computation problem, a joint
training method proposed in [146], was adopted in [3] for reducing the number
of the atoms in the dictionary. However, after adding this dictionary training
procedure, the experimental results in [3] do not show a significant improvement
compared to the results presented in [91], in terms of peak signal-to-noise ratio.
Furthermore, how to choose the size of the dictionary also remains unsolved in
[3]. A large dictionary with many irrelevant atoms for the HR reconstruction will
bring instability to the sparse codes, whereas a small dictionary with insuﬃcient
HR information may not yield accurate reconstruction of the HR patch.
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In the next section, we propose a new approach to address the above problems
by introducing two dictionary selection techniques to generate multiple dictionaries, which are then used to reconstruct the HR patches.

3.3 Super-resolution using Multiple Dictionaries
This section describes the proposed multi-dictionary approach for image superresolution. In Section 3.3.1, the SR problem is formulated as a multi-dictionary
sparse representation problem. Then, in Section 3.3.2 we propose two new dictionary selection methods for generating the multiple dictionaries. Experimental
evaluation is deferred to Section IV.

3.3.1 Multi-dictionary Sparse Representation
Given an input LR image, represented by a lexicographically ordered vector
Y ∈ RN×1 , the aim is to reconstruct the corresponding HR image X ∈ RM×1 from
an image database. Here, we adopt a patch-based approach, where the input
LR image Y is partitioned into a set of q equal-sized overlapping patches {yi ∈
Rn×1 ; i = 1, . . . , q}. The objective then becomes reconstructing HR patches xi ∈ Rm×1
(i = 1, . . . , q) from their LR counterparts. We employ a multi-dictionary strategy
where each patch xi is modeled as a sparse representation over a set of patches
extracted from the image database, that is,
xi = Dhiα i + vhi ,

(3.9)

where Dhi is an m × r dictionary (r ≫ m) containing in its columns selected patches
from the image database, α i is a sparse vector, and vhi represents additive noise.
It is worth noting that each HR patch is represented with a separate dictionary
derived from the image database; details of the dictionary selection method are
deferred to the next subsection.
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Now suppose that the relationship between the LR and HR images can be
described by the image degradation model of Eq. (3.1). Then, the sparse representation of the LR patch yi is given by
yi = Dliα i + vi ,

(3.10)

Note that the atoms (i.e., columns) of the dictionary Dli are obtained from the
corresponding atoms in Dhi through decimation (i.e., blurring and downsampling)
by a factor L = m/n. The noise vector vi , on the other hand, consists of two
components: the noise from the degradation model of Eq. (3.1) and the noise
vector obtained by decimation of vhi .

Next, a set of features containing high-frequency information is extracted
from the input LR image. Specifically, the first and second derivative operators
are applied, horizontally and vertically, to the input image to generate four feature
images. Each feature image is partitioned into q patches, and the corresponding
patches from the four feature images are concatenated to form a single feature
vector ỹi (i = 1, . . . , q). (Hereafter, the symbol ˜ refers to feature variables and
the superscripts l and h refer to LR and HR quantities, respectively.) Similarly, a
feature dictionary D̃li is constructed by applying the derivative operators to the
atoms (i.e., columns) of the dictionary Dli . Since the derivative operators are linear,
it follows from (3.10) that the sparse representation of the feature vector ỹi is given
by
ỹi = D̃liα i + ṽi ,

(3.11)

where α i is the same sparse code as in (3.10) and ṽi denotes the feature noise vector.
Now, combining all the feature vectors ỹi by stacking them yields a composite
feature vector Ỹ, which can be represented as
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 .
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 .
.
   

   

 0 0 · · · D̃l α  ṽ 
q
q
q

(3.12)

where α is a sparse vector comprising the q sparse codes α i , ṽ is a noise vector,
l

and D̃ is a block diagonal dictionary, containing the feature dictionaries on the
main diagonal.
Another dictionary is constructed by modeling the prediction error between
LR and HR patches. Let Ω define a linear prediction operator that generates an
HR patch xp ∈ Rm×1 from an LR patch y ∈ Rn×1 : xp = Ω[y]. Applying Ω to the LR
patch yi given in (3.10) yields the predicted patch
p

p

p

xi = Ω[yi ] = Di α i + vi ,

(3.13)

p

where Di is a HR dictionary obtained by applying Ω columnwise to each patch
of the dictionary Dli . It follows from Eqs. (3.9) and (3.13) that the prediction error
is given by
p

ei = xi − xi = Deiα i + vei ,

(3.14)
p

where the prediction error dictionary Dei = Dhi − Di . Figure 3.1 illustrates the
relationship between the atoms of the three dictionaries Dhi , Dli , and Dei . Given the
j-th atom of Dhi , represented by the patch x i, j , the corresponding atom in Dli , y i, j , is
obtained by lowpass filtering and downsampling x i, j by a factor L = m/n. Next,
p

the predicted HR patch x i, j is obtained by applying the prediction operator Ω to
the LR patch y i, j . Finally, the prediction error atom of Dei is obtained by subtracting
p

the predicted atom from the HR atom, ϵ i, j = x i, j − x i, j .
The prediction error in Eq. (3.14) can be expressed in terms of the desired HR
image X and its predicted counterpart Xp ∈ RM×1 . First, we define a linear operator
W ∈ RM×qm that stitches all the reconstructed HR patches together and averages
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Figure 3.1: A block diagram depicting the relationships between the atoms of the
HR, LR and prediction error dictionaries.

the overlapping areas. Applying W to the vector composed of all prediction error
patches ei (∀ i = 1, . . . , q), we can rewrite Eq. (3.14) as follows:
Ep = [X − Xp ] = W[Deα ] + ve ,

(3.15)

where De is a block diagonal dictionary containing the dictionaries Dei on the main
diagonal.
Using the image degradation model of Eq. (3.1), the feature model of Eq. (3.12),
and the prediction error model of Eq. (3.15), the image super-resolution problem
can be formulated as a joint sparse representation and image reconstruction. The
sparse vector α and the HR image X can be determined simultaneously by solving
the following optimization problem:
α||1 + λ||(X − Xp ) − WDeα ||22
min ||α
α ,X

subject to ||Y − ΓM HM X||22 ≤ δ1 ,

(3.16)

l

||Ỹ − D̃ α ||22 ≤ δ2 ,
where δ1 and δ2 are noise bounds. Since the noise bounds are unknown, Problem
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(3.16) is more conveniently recast as
{
∗

∗

(X , α ) = arg min

α||1 + λ||(X − Xp ) − WDeα ||22
||α

α
X,α

(3.17)
}

+ γ1 ||Y −

ΓM HM X||22

+ γ2 ||Ỹ −

l

D̃ α ||22

,

where γ1 and γ2 are the regularization parameters. The third and fourth terms
in Eq. (3.17) are the fidelity terms; they constrain the error between the input
LR image and the reconstructed LR version. The second term suggests that the
prediction error (X − Xp ) can be sparsely represented over the dictionary De using
the sparse vector α .
Since the problem in (3.17) needs to be solved for two variables, X and α , we
can decompose it into two subproblems. In the first stage, we solve a standard
sparse representation problem by fixing X and solving for the sparse vector α .
This subproblem can be stated as
{
}
l
α||1 + λ||(X − Xp ) − WDeα ||22 + γ2 ||Ỹ − D̃ α ||22 .
min ||α
α

(3.18)

Note that X is initially set to X0 = W(Dhα ). In subsequent iterations, X is updated
with the value obtained by solving the second subproblem. In the second stage,
the sparse vector α is fixed, which reduces the problem to the following:
{
}
min λ||(X − Xp ) − WDeα ||22 + γ1 ||Y − ΓM HM X||22 .
X

(3.19)

Equations (3.18) and (3.19) are solved alternately until convergence.
Although the subproblem (3.19) is essentially a least squares problem with well
known solution, the closed form solution involves inverting an M × M matrix. To
avoid directly inverting a large matrix, Eq. (3.19) is solved iteratively:
[
]
T T
Xk+1 = Xk − τ λ(Xk − Xp − WDeα ) + γ1 HM
ΓM (ΓM HM Xk − Y) ,

(3.20)
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where τ is the step size. Furthermore, to reduce computation load in practice,
the solution of (3.18) is implemented at the patch level. For each patch α i (i =
1, 2, · · · , q), the problem is formulated as
{
}
p
αi ||1 + λ||(xi − xi ) − Deiα i ||22 + γ2 ||ỹi − D̃liα i ||22 .
min ||α
αi

(3.21)

The quality of the reconstructed image depends largely on the quality of the
dictionary employed for sparse representation. Therefore, it is crucial to design
a suitable dictionary for each target patch. This problem can be formulated as
constructing a small-sized dictionary Dhi from a large image database. There are
two major approaches for solving this problem: dictionary learning and dictionary
selection. An example of dictionary learning is given in [3], where a training
method is adopted to extract critical information from a large number of training samples. Dictionary learning is also applied to the problem of generating
multiple dictionaries. In [94] and [97], training samples are first classified into
diﬀerent groups, and then a specialized dictionary is learned from each group.
Classic dictionary learning methods, such as KSVD [147], contain an optimization
process, which requires two unknowns to be determined: the dictionary D and
the sparse vector α . This is typically done by alternately fixing one and computing the other. The optimization process is repeated until convergence, which can
be very time-consuming. On the other hand, an example of dictionary selection
is presented in [91], where the dictionary is constructed by randomly extracting
training samples from the database. Although this method is training free, a large
number of samples have to be included in the dictionary to avoid missing critical
information for the reconstruction. Therefore, solving a sparse code from this
dictionary will be time consuming. To improve the performance of dictionary
selection and avoid the high computation cost of dictionary learning methods,
we propose two new techniques for generating multiple dictionaries based on
dictionary selection.
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3.3.2 Dictionary selection
In this subsection we propose two dictionary selection methods based on adaptive
K-Nearest neighbors (AKNN) and sparse coding (SC), respectively, for constructing multiple dictionaries. Both methods are adaptive to the input patch and are
training free.
1) Adaptive K-Nearest Neighbor Dictionary Selection. Given an image database
storing HR-LR image pairs, we extract five sets of corresponding image patches:
• HR raw image patch set X = {xxp ; p = 1, . . . , P},
• LR raw image patch set Y = {yyp ; p = 1, . . . , P},
• HR feature set X̃ = {x̃xp ; p = 1, . . . , P},
• LR feature set Ỹ = {ỹyp ; p = 1, . . . , P}, and
• prediction error set E = {ϵϵp ; p = 1, . . . , P}.
Note that the bold italic forms of y and ỹy refer to patches extracted from the
training database, not the patches extracted from the input LR image Y, described
in the previous subsection. The feature sets X̃ and Ỹ are obtained by applying
the first and second derivative filters to the corresponding patches in X and
Y, respectively. The prediction error set E is obtained by taking the diﬀerence
between the image patches of X and their predicted counterparts. It should be
mentioned that prior to patch set extraction, the HR and LR patches are centered
by subtracting their mean values.
After the patch set extraction, the HR feature set X̃ is clustered into c groups,
G̃hj (j = 1, · · · , c). The corresponding HR and LR raw patch clusters, Ghj and Glj ,
LR feature clusters, G̃lj , and prediction error clusters, Gej , are formed by simply
grouping the respective patches according to the index set of the patches in G̃hj .
For the sake of brevity, let G j ( j = 1, . . . , c) denote a super-cluster comprising the
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clusters Glj , G̃lj and Gej :
{
}
G j = v p : v p = [yyTp , ỹyTp , ϵ Tp ]T ; y p ∈ Glj , ỹyp ∈ G̃lj , ϵ p ∈ Gej .

(3.22)

Multiple dictionaries can now be formed by combining diﬀerent clusters G j . An
intuitive approach is to construct a dictionary from the k nearest neighboring
clusters of the input patch, where k ≪ c. Specifically, let v j denote the centroid of
the j-th cluster G j . For the i-th input patch, we form the vector zi = [yTi , ỹTi , eTi ]T ,
and then compute the Euclidean distance di, j between zi and the cluster centroids
u j:
di, j = ||zi − u j ||2 ; ∀ j = 1, . . . , c.

(3.23)

The centroid is typically calculated by averaging all the samples in a cluster, but
here it is replaced by the closest sample in the cluster. Let the index set of the
{
}
k nearest neighboring clusters be Jk = j1 , j2 , · · · , jk , where jn is the index of the
cluster having the n-th smallest distance. A dictionary Di is formed by combining
all the patches of k nearest neighboring clusters:
[
]
Di = G j1 , G j2 , · · · , G jk .

(3.24)

The dictionary Di is composed of three sub-dictionaries: Dli , D̃li , and Dei .
The value of k can have a significant impact on the performance of the image
reconstruction algorithm. A too small k will induce a small dictionary containing
insuﬃcient high-frequency information for reconstructing the HR patch. On the
other hand, a too large k will lead to a large redundant dictionary, which slows
down the image reconstruction process and generates an unstable sparse solution.
Therefore, k should be adaptively chosen according to the input patch. Intuitively,
an input patch that has only few similar training clusters should have a small k,
whereas an input patch that has many similar training clusters should have a
large k. Inspired by the adaptive-LLC model presented in [153], we propose an
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adaptive method for selecting the value of k, based on the distribution of the
cluster centroids around the input patch. Let {ui,n ; n = 1, . . . , N} denote the set of
N nearest neighboring centroids to the input patch zi ; herein, the value of N is
chosen according to the total number of clusters c, N = min(c, 5 ln c). Using kernel
density estimation, the estimate of the pdf p(z) at zi can be expressed as:

N
∑
 zi − ui,n
1
1

exp −
p(zi ) =
√

N n=1 2π σi
2σ2i

2


 ,



2

(3.25)

where σ is the kernel bandwidth, defined as the average of the distances between
the input patch and the N neighboring centroids:
1 ∑
σi =
zi − ui,n
N n=1
N

2

.

(3.26)

The value of k is determined adaptively as a function of p(zi ):
k=

2km
− km ,
1 + e−β0 p(zi )

(3.27)

where km is the maximum allowable number of selected clusters, km ≤ N, and β0
is a parameter controlling the slope the curve at origin. Figure 3.2 presents k as a
function of p(zi ) for km = 25 and β0 = 5.
2) Sparse coding based dictionary selection. In the following, we propose another
dictionary selection method, based on sparse representation of input patches
over a dictionary formed by the cluster centroids. Let U be a matrix containing
all cluster centroids, U = [u1 , u2 , · · · , uc ]. We seek a sparse representation of an
input patch zi by solving the following problem:
{
}
min ||w||1 + β||Uw − zi ||22 ,
w

(3.28)

where w is a k-sparse vector and β is a regularization parameter. The nonzero
elements of w determine the clusters to be selected to form the dictionary. If
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Figure 3.2: The parameter k for km = 25 and β0 = 5.
jn denotes the index of the n-th non-zero element of w, then the support of w
{
}
is defined by the index set Jk = j1 , j2 , . . . , jk . The dictionary Di is formed by
combining the patches of the k clusters G jn , jn ∈ Jk , according to Eq. (3.24). Like in
AKNN, the value of k varies with the input patch; however, here it is the sparse
solution of (3.28) that defines the value of k. If the support of w is too large, we
can use the coeﬃcient magnitude to control the value of k, e.g., by keeping only
the significant coeﬃcients and discarding the rest.
Unlike existing techniques which employ a single dictionary to represent all
input patches—by either selecting a large dictionary [91] or training a fixed size
dictionary [3]—the proposed techniques construct a diﬀerent dictionary for each
input patch. Both the size and content of the dictionary are controlled adaptively according to the input patch. Thereby, the proposed methods will not
produce a too small dictionary that has insuﬃcient information to reconstruct
the HR patches, nor a too large dictionary that may result in an unstable spare
representation. Furthermore, our dictionary selection approach avoids the time
consuming dictionary training stage, as opposed to existing multi-dictionary SR
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methods [94, 97].

3.4 Experimental Results and Analysis
This section presents experimental analysis and evaluation of the proposed SRMD
approach. The experimental procedure is described in Section 3.4.1. The eﬀect
of the number of clusters on the performance of the proposed SRMD approach is
analyzed in Section 3.4.2. Comparison with other SR techniques is presented in
Section 3.4.3.

3.4.1 Experimental Procedure
All experimental results presented hereafter are obtained using the same image
database as in [91] and [3]. This database contains 91 HR training images captured
from natural scenes; the corresponding LR images are obtained by blurring and
downsampling the HR images. The performance of the proposed method is
evaluated on ten test images, shown in Fig. 3.3, which do not form part of the
training image database. The input LR images are obtained by blurring and
downsampling the test images by a factor of 3. Throughout the experiments, the
LR and HR patch sizes are fixed at 3 × 3 and 9 × 9 pixels, respectively. However,
in order to obtain stable HR reconstruction results, the LR patches are replaced
with upsampled patches of size 6 × 6; simple bicubic interpolation is employed
to upsample the LR patches. The overlap between adjacent patches is set to two
pixels for LR patches, four pixels for the upsampled patches, and six pixels for
HR patches. After discarding some low-frequency patches, we obtained 320,000
HR-LR sample pairs from the training images; these training samples are used to
construct multiple dictionaries as described in the Section 3.3.2.
For dictionary construction using AKNN, the maximum value of k is set to
km = 25, and β0 = 5; see Fig. 3.2. In all experiments, the value of k was found in
the range [10, 20]. The sparse coding regularization parameter β in Eq. (3.28) is
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(a) Raccoon 327 × 297

(d) House 255 × 255

(g) Butterfly 255 × 255

(b) Flower 171 × 330

(e) Bike 255 × 255

(h) Hat 255 × 255

(c) Girl 258 × 255

(f) Parthenon 291 × 459

(i) Parrots 255 × 255

(j) Plants 255 × 255

Figure 3.3: HR versions of the target images used in the experiments.

set to 1.25. Furthermore, the parameters of the reconstruction algorithm in (3.17)
are fixed throughout the experimental evaluation to the following: λ = 10, γ1 = 4,
and γ2 = 10. In the second stage of the proposed reconstruction algorithm, see Eq.
(3.20), the iteration step size τ is set to 0.1. The iterative procedures terminate when
either ||Xτ+1 − Xτ ||2 is smaller than a predefined tolerance etol = 10−3 , or the SSIM
between the input LR image and the downsampled version of the reconstructed
HR image reaches a maximum; see Eq. (3.30) for a definition of SSIM.
Two objective image quality measures are used to assess the quality of the
reconstructed images: the peak-signal-to-noise ratio (PSNR) and the structural similarity index (SSIM). Let X be the reference (ideal) image and X∗ the reconstructed
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image. The PSNR is defined by
2
Imax
PSNR(X, X ) = 10 log
,
MSE(X, X∗ )
∗

(3.29)

where Imax is the maximum pixel value (255 in our case), and MSE(X, X∗ ) is the
means square error between the reference HR image and the reconstructed image.
The higher is the PSNR, the better is the quality of the reconstructed image X∗ .
The SSIM measures the similarity between two images based on their structural
information. It is defined as
SSIM(X, X∗ ) =

(2µx µx∗ + c1 )(2σ2xx∗ + c2 )
(µ2x + µ2x∗ + c1 )(σ2x + σ2x∗ + c2 )

,

(3.30)

where µx , µx∗ , σx and σx∗ are the mean values and standard deviations of X and
X∗ , respectively, σ2xx∗ is the covariance between X and X∗ , and c1 and c2 are small
positive constants. The SSIM has a value between 0 to 1. It increases monotonically
with the similarity between the two images, and reaches 1 when the two images
are identical. For more details on SSIM, the reader is referred to [154]. Color
images are first transformed to the YCbCr space, then the SR reconstruction is
applied to the Y channel only; the color channels are simply interpolated using
bicubic interpolation. Likewise, the image quality is assessed on the Y channel.

3.4.2 Performance Analysis of SRMD
In this section we investigate the eﬀect of the number of clusters on the performance of the proposed SRMD method. The image database is partitioned into c
clusters using K-means, where c is varied from 800 to 16,000. The performance
of SRMD is evaluated with both AKNN and sparse coding dictionary selection
methods. In the following, we refer to SRMD with AKNN dictionary selection
as SRMD-AKNN for short; similarly, SRMD-SC refers to the proposed method
with sparse coding dictionary selection. The two stage reconstruction algorithm
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Figure 3.4: PSNRs for the SRMD-AKNN and SRMD-SC methods as a function of
the total number of clusters, c.

of (3.18) is implemented with two iterations only, as there was little improvement
in the reconstruction accuracy after the second iteration. The performance of the
proposed method is analyzed in terms of reconstruction accuracy (PSNR), average dictionary size (number of atoms), and computational time (in seconds). The
experiments are conducted with all ten test images, and the average performance
is recorded.
Figure 3.4 shows the average PSNR as a function of the number of clusters
c. The PSNR increases noticeably until c reaches 6,400 clusters, then it drops
slightly and tends saturates when c exceeds 9,600 clusters. Moreover, SRMDSC produces consistently higher reconstruction PSNR than does SRMD-AKNN.
Similar behavior is observed with SSIM. Therefore, we can conclude that the
sparse coding dictionary selection method brings more relevant information to
HR patch reconstruction than does the AKNN counterpart.
Figure 3.5 presents the average dictionary size as a function of the number of
clusters c. For both SRMD-SC and SRMD-AKNN, the dictionary size decreases
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Figure 3.5: The number of atoms for the SRMD-AKNN and SRMD-SC methods
as a function of the total number of clusters, c.

sharply as c increases, and reaches a plateau for large c. Although an increase in
the total number of clusters results in a decrease in the average cluster size, this
does not aﬀect the quality of image reconstruction, as is evident from Fig. 3.4.
Figure 3.6 illustrates the average computation time (plotted with error bars
computed by the standard error) of reconstructing an HR patch, which includes
the computation time for dictionary selection. The SMRD-SC method generally spends less time on the patch reconstruction compared to the SRMD-AKNN
method. We should note that we are not considering here the initial clustering
stage, which is performed oﬄine. The computation complexity of reconstructing
an HR patch is a trade-oﬀ between the total number of clusters and the dictionary
size. Suppose the dictionary in Eq. (3.24) is of size Q × R, where R is the number of
atoms and Q is the dimension (i.e., number of rows) of each atom. The computational load of the dictionary selection stage is mainly determined by the number
of clusters c and dimension of the cluster centroids Q. For AKNN dictionary
selection, the computational complexity is about O(Qc), while for SC dictionary
59

3.4. Experimental Results and Analysis

0.12
SRMD−SC
SRMD−AKNN

Time for reconstructing 1 patch (second)

0.11
0.10
0.09
0.08
0.07
0.06
0.05
0.04

0.8 1.6

3.2

6.4

9.6

12.8

16

c

Figure 3.6: The computational time (per patch) for the SRMD-AKNN and SRMDSC methods as a function of the total number of clusters, c.

selection (solved by LASSO), the computational complexity in the worst case is
O(c3 + Qc2 ) [155]. On the other hand, the computational complexity of the sparse
representation of the HR patch (solved by LASSO) is a function of the dictionary
size. Specifically, the computational complexity of HR patch reconstruction is
O(R3 + QR2 ) in the worst case. From Fig. 3.5, we can see that the dictionary size
(in terms of the number of atoms R) tends to decrease as the number of clusters
c increases. Therefore, for large c the computation cost is dominated by the dictionary selection stage; for small c, it is mainly determined by the computation
load of patch reconstruction. To achieve the minimum computation cost, a proper
range of c needs to be found which balances the computation time in both stages.
From Fig. 3.6, we see that when c is in the range [3.2, 6.4] × 103 , the reconstruction
time for both SRMD-SC and SRMD-AKNN approaches to the minimum.
Two conclusions can be drawn from the above analysis. First, the proposed
SRMD method is robust against changes in the dictionary size. More precisely,
the reconstruction accuracy is not aﬀected significantly when the dictionary size
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Figure 3.7: PSNR of SRMD-AKNN and SRMD-SC methods as a function of
average dictionary size.
decreases, so long as the dictionary contains suﬃcient information for reconstructing the HR patches. Figure 3.7 illustrates the PSNR as a function of dictionary
size; both SRMD-SC and SRMD-AKNN maintain a high PSNR even when the
average dictionary size shrinks to less than 300 atoms. Second, the computation
cost reaches a minimum with a dictionary of medium size. Thus, considering
both computation time and reconstruction accuracy, the optimum number of
clusters is around 6,400, which gives an average dictionary size of 756 atoms for
SRMD-AKNN and 620 atoms for SRMD-SC.

3.4.3 Performance Evaluation and Comparison
In this subsection, the proposed SRMD method is evaluated in terms of HR image
reconstruction accuracy, using the ten test images shown in Fig. 3.3, and the
results are compared to those of similar state-of-the-art SR approaches. To this
end, two sets of experiments are conducted: the first set assesses the performance
under noise-free conditions, and the second investigates the eﬀect of input noise
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PSNR
32.57
31.04
37.03
25.80
27.52
28.41
22.74
24.11
30.88
29.12
28.93

SSIM
0.80
0.854
0.915
0.686
0.871
0.724
0.700
0.824
0.865
0.841
0.808

PSNR
33.43
32.67
38.37
26.54
29.03
29.14
23.97
26.19
32.57
30.59
30.25

SSIM
0.827
0.874
0.930
0.723
0.898
0.767
0.768
0.872
0.902
0.871
0.843

PSNR
33.44
33.13
38.28
26.79
29.94
29.25
24.57
27.51
33.39
31.00
30.73

SSIM
0.820
0.878
0.926
0.733
0.907
0.765
0.795
0.907
0.908
0.877
0.852

Table 3.1: PSNR and SSIM performances of diﬀerent image super-resolution methods: BI (Biubic Interpolation), SRSD, ASDS,
SRMD with AKNN dictionary selection (no prediction error term), SRMD with SC dictionary selection (no prediction error term),
SRMD with AKNN dictionary selection, and SRMD with SC dictionary selection.
BI
SRSD
ASDS
SRMD-AKNN
SRMD-SC
SRMD-AKNN
SRMD-SC
(no PET)
(no PET)
PSNR SSIM PSNR SSIM PSNR SSIM PSNR SSIM
33.45 0.827
33.47 0.827 33.47 0.827
33.51 0.828
33.15 0.879
33.25 0.880 33.28 0.881
33.23 0.882
38.45 0.931
38.55 0.932 38.55 0.932
38.68 0.934
26.78 0.731
26.76 0.731 26.81 0.735
26.83 0.735
29.47 0.904
29.38 0.903 29.61 0.906
29.57 0.906
29.14 0.764
29.19 0.765 29.18 0.763
29.25 0.766
24.52 0.789
24.51 0.790 24.64 0.796
24.67 0.798
27.57 0.904
27.54 0.904 27.90 0.914
27.92 0.915
33.31 0.914
33.35 0.914 33.68 0.919
33.63 0.919
31.17 0.881
31.14 0.881 31.22 0.884
31.28 0.886
30.70 0.852
30.72 0.853 30.82 0.856
30.86 0.857
Girl
House
Flower
Parthenon
Parrots
Raccoon
Bike
Butterfly
Plants
Hat
Average
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on image reconstruction accuracy. The proposed SRMD-AKNN and SRMD-SC
techniques are compared with three other SR approaches: (i) bicubic interpolation
[1], (ii) SR based on a single dictionary (SRSD) [3], and (iii) adaptive sparse domain
selection (ASDS) method [94]. Both SRSD and ASDS are selected because they
are patch based approaches, similar to the proposed SRMD method, whereas
bicubic interpolation is chosen for its simplicity. SRMD is also tested without the
prediction error term to show the eﬀect of linear prediction on the performance
of the proposed method. The total number of training clusters c is set to 6,400 for
both SRMD-AKNN and SRMD-SC, which yields an average dictionary size of 756
and 620 atoms, respectively. For the ASDS method, the image database is divided
into 200 clusters using k-means, with an average cluster size of 1,600 patches; in
[94] it was shown that 200 clusters are suﬃcient to produce stable reconstruction
results, and that ASDS is robust against changes in the number of clusters. It
should be noted that in the ASDS method each cluster is reduced to a compact
dictionary using PCA dictionary training before image reconstruction.
1) HR Image Reconstruction. The input LR images are obtained by downsampling the test images by a factor of 3, then the HR images are reconstructed
with the diﬀerent SR methods. Table 3.1 presents the PSNR and SSIM of the
reconstructed HR images, where the bold values indicate the largest PSNR or
SSIM. Except for Parrots image, the highest PSNR and SSIM values are produced
by SRMD-AKNN or SRMD-SC, with the latter yielding the best result in most
cases. Compared to the single dictionary SRSD, both SRMD-AKNN and SRMDSC provide more accurate reconstruction using a smaller dictionary (756 and 620
atoms, respectively). Even without the prediction error term (no PET), SRMD
achieves higher PSNR and SSIM values than SRSD and comparable results to
ASDS. The reason for the superior performance of SRMD over that of SRSD is
that the former employs multiple dictionaries to capture diﬀerent structural features of input patches, whereas the latter employs a single dictionary to represent
all input patches. Thus, SRMD can be considered as an adaptive SR technique,
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providing more accurate HR reconstruction by catering for diﬀerent types of local
image structures. Furthermore, compared to ASDS which is also based on multiple dictionaries, the proposed mult-dictionary methods provide more accurate
HR reconstructions due to the superiority of the proposed dictionary selection
methods (AKNN-DS and SC-DS). Figures 3.9, 3.10 and 3.11 present some of the
HR images reconstructed with the diﬀerent SR methods under consideration.
By visual inspection, we can see that the proposed SRMD-SC produces images
with higher image fidelity than do the other three methods. More HR images
reconstructed by diﬀerent SR methods are presented in Appendix A.

2) Eﬀect of Input Noise. The eﬀect of noise on SR image reconstruction is investigated by adding zero-mean white Gaussian noise to the input LR images. The
noise power is varied by increasing the standard deviation from 2 to 14, with a
step size of 2. The total number of clusters c for SRMD-AKNN and SRMD-SC
is fixed at 6,400. The average PSNR calculated from the ten reconstructed HR
images is used as a performance measure for comparison purposes. It is worth
noting that ASDS has many parameters that need to be chosen properly, which
makes it diﬃcult to find the optimum parameter set for every diﬀerent scenario.
Nevertheless, we have tried our best to improve its performance under noisy conditions by tuning the various parameters. Figure 3.8 illustrates the average PSNR
of the reconstructed images versus the input noise PSNR. All methods experience
a gradual decline in the output PSNR as the input noise power is increased, but the
proposed methods maintain a higher average PSNR at all noise levels. Moreover,
the standard error for diﬀerent test methods under diﬀerent noise inputs is computed. Under diﬀerent noise levels, the proposed SRMD-AKNN and SRMD-SC
methods and the ASDS method have relatively small standard error around 0.2
dB, while the SRSD and Bicubic interpolation methods have larger standard error
under 0.35 dB. Therefore, the proposed two methods are generally more robust to
noise compared to the other test methods under most tested noise levels. Finally,
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Figure 3.8: The average PSNRs (dB) of images reconstructed by the SRMD-AKNN,
SRMD-SC, bicubic interpolation and ASDS under diﬀerent input PSNRs.
Fig. 3.12 illustrates some reconstructed images under diﬀerent noise levels: from
top to bottom row are images reconstructed with bicubic interpolation, SRSD,
ASDS and SRMD-AKNN, respectively. It can be seen clearly that SRMD-AKNN
and SRMD-SC reproduce critical edges more faithfully while suppresses noise.
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(a) Ground Truth

(b) BI

(c) ASDS

(d) SRMD-AKNN

Figure 3.9: Comparison of image super-resolution methods on Flower image.

(e) SRMD-SC
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(a) Ground Truth

(c) ASDS

(d) SRMD-AKNN

Figure 3.10: Comparison of image super-resolution methods on Hat image.

(b) BI

(e) SRMD-SC
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(a) Ground Truth

(b) BI

(c) ASDS

(d) SRMD-AKNN

Figure 3.11: Comparison of image super-resolution methods on Plants image.

(e) SRMD-SC
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(a) σ = 0

(b) σ = 4

(c) σ = 8

Figure 3.12: Image Bike reconstructed under diﬀerent noise levels (σ = 0, 4, 8).
Images from the top row to the bottom row are reconstructed by: BI, SRSD,
ASDS, SRMD-AKNN and SRMD-SC.
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3.5

Summary

This chapter proposes a new image super-resolution approach using multi-dictionary
sparse representation with prediction error regularization. In addition, two dictionary selection methods based on AKNN and sparse coding are introduced. In
contrast to existing learning-based SR methods, no dictionary training is required.
Both AKNN-based and SC-based dictionary selection methods can adaptively
create dictionaries according to the structures of the input LR patches. Empirical
results show that the proposed SRMD technique is robust to variations in dictionary size, and that SRMD-SC slightly outperforms its SRMD-AKNN counterpart.
The proposed method was tested on noise-free and noise-corrupted input images,
and its performance was compared to three other state-of-the-art SR methods. It
was found that the proposed SRMD consistently outperforms other test methods,
in terms of visual image fidelity and objective image quality measures.
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4.1 Introduction
The popularization of 3D visualization in movie and gaming industries motivated
the development of a series of 3D image processing techniques, such as 3D reconstruction, 3D scene analysis and object tracking. These techniques often require
high-resolution depth images as the initial input. However the existing depth acquisition techniques are either too slow for image capture or have low resolution.
For example, the laser beam camera slowly captures high-quality depth images
(in both resolution and accuracy) by scanning the scene point by point with a
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(a) Depth image

(b) Intensity image

Figure 4.1: An example of the depth image and its corresponding intensity image
taken by SwissRan1er SR4000 time-of-flight camera. The resolution for both
images is at 144 × 176.
laser beam. The latest developed time-of-flight (TOF) camera, on the other hand,
obtains a depth image at a much faster speed by sending and receiving a light
pulse from TOF camera to the object. The distance information is generated by
multiplying the travel time with the light velocity. However, the TOF cameras so
far can only capture depth images at very low resolution (under 200 × 200 pixels).
Therefore, in practice, low-resolution depth images are captured first, followed
by applying depth SR techniques to reconstruct the HR depth images.
A depth image can be mathematically represented as a matrix, where each
entry stores the depth information of the pixel. The depth value is normally
quantized into a range between 0 and 255, proportional to the distance between
the lens and the object. For example, the dark objects composed of small values
are close to the lens, while the bright objects composed of large values are far from
the lens. Figure 4.1 shows an example of a depth image and its corresponding
intensity image taken from a TOF camera. The left cone and the right cup (in dark
color) are closer to the camera compared to the two books (in bright color).
Many depth SR algorithms are derived from the intensity image SR, but there
are still some diﬀerences between them. For example, compared to the intensity
image, the depth image is more sensitive to blurry edges; jagged artifacts may
appear due to the blurry discontinuity. Therefore, the conventional interpolation
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techniques for intensity image SR are not suitable for depth images [156]. To
reconstruct HR images with sharper edges, most depth image SR methods exploit
the additional high-frequency information from diﬀerent sources, such as the
registered HR intensity image or the HR depth image database. Three categories
of depth SR methods are reviewed in this chapter:
1. Single-frame depth super-resolution (S-DSR) estimates the HR depth image by
utilizing high-frequency information from the registered HR intensity image
[157–169].
2. Multi-frame depth super-resolution (M-DSR) reconstructs the target HR image
by exploiting additional information from other LR depth images taken from
the same scene with diﬀerent angles and movements [170–174];
3. Learning-based depth super-resolution (L-DSR) synthesizes the HR depth image
from a training database of HR depth images [4, 5, 156].
The remainder of this chapter is organized as follows. Sections 4.2, 4.3, and
4.4 investigate single-frame depth SR, multi-frame depth SR, and learning-based
depth SR, respectively. A summary of this chapter is presented in Section 4.5.

4.2 Single-frame depth super-resolution
Single-frame depth SR estimates missing pixels from the input LR depth image
with the help of a registered HR intensity image. The newly developed range
cameras, such as the TOF cameras, are able to capture both depth and intensity
images simultaneously. Because the intensity image often possesses much higher
resolution than its corresponding depth image, the depth image can be upsampled
by exploiting the rich high-frequency information in the HR intensity image. The
intuition behind this upsampling approach is that depth discontinuities in a scene
often coincide with color or brightness changes in the associated intensity image.
Two approaches using the intensity image to aid the HR depth reconstruction
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are reviewed below. The first approach relates the intensity image to the depth
image by a Markov Random Field (MRF), while the second approach extracts the
high-frequency information from the intensity image using filtering.
Diebel et al. proposed a S-DSR by adopting MRF to link the input depth image
with the HR intensity image [157]. Consider an lexicographically ordered LR
input depth image Y and its corresponding HR intensity image Z, the MRF is
defined through the following constraints:
1. The data fidelity constraint limits the intensity diﬀerence between the input
pixel Yi and the target pixel Xi :
Ψ=λ

∑
(Xi − Yi )2 ,

(4.1)

i∈N

where N is the index set of the input LR depth pixels and λ is a constant
weight.
2. The depth smoothness prior is expressed as
Φ=

∑ ∑
i

w j (Xi − X j )2 ,

(4.2)

j∈N(i)

where N(i) is an index set containing neighboring nodes of Xi , and w j
is the weight measuring the discontinuity between the i-th pixel and its
neighboring j-th pixel in the intensity domain. Let Zi denote the i-th intensity
pixel and Z j be its adjacent pixel. The weight w j is defined as
w j = exp(−c||Zi − Z j ||22 ),

(4.3)

where c is the smoothing parameter. Reducing c will increase the weighting
factor w j , leading to a smoother prior Φ.
The resulting MRF is formed through the constraints Ψ and Φ under a condi74

4.2. Single-frame depth super-resolution
tional distribution over target image X, given by
{
}
1
1
p(X|Y, Z) = exp − (Ψ + Φ) ,
φ
2

(4.4)

where φ is a normalizing constant. Instead of directly solving the full posterior for
this MRF, Diebel et al. computed the mode of log-posterior of (4.4). The problem
was then cast into a least squares optimization problem, and was then solved
by conjugate gradient method. During the iterative process, the initial estimate
of the HR depth image was obtained by performing bicubic interpolation of the
input LR depth image.
Several methods were proposed to enhance the MRF based depth SR. Lu et
al. used the truncated absolute diﬀerence in Φ and Ψ [158]. They also pointed
out that the input depth pixels cannot be always trusted because of the deficiency
of the range camera. Therefore, instead of using the input depth pixel directly
in the data fidelity term, they re-estimate the the input depth pixel according to
its four neighboring pixels. This method is more robust to noise compared to
the MRF-based SR proposed in [157]. In [159], a confidence weight is computed
based on the color similarity, the color gradient, and the region segmentation.
This new weight is used to replace w j in (4.2). The algorithm was eﬀective
in suppressing noise and preserving the sharpness of the edges. In [168], the
confidence weighting strategy is further improved by adding the NLM weight
and an interpolated depth map. In [175], a confidence-based MRF was proposed
for improving the SR performance when the resolution of the input depth image
is significantly lower than that of the corresponding intensity image.
Another branch of S-DSR approach is based on the joint bilateral filtering (JBF).
Kopf et al. extended the conventional bilateral filter [176] to the joint bilateral filter
for depth image upsampling [160]. In their method, the LR depth image is
first interpolated into an HR depth image X0 , which has the same resolution as
the registered HR intensity image Z. Then, the target pixel Xi is estimated by
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computing the weighted average of its neighboring pixels:
Xi =

∑

w j X0j ,

∑
Subject to

j∈N(i)

w j = 1,

(4.5)

j∈N(i)

where N(i) is an index set containing neighboring indices of Xi . The weight w j is
computed from the intensity image Z as follows:
w̃ j
wj = ∑

(
w̃ j

,

where w̃ j = exp −

(
))
f Zi , Z j
hf

(

( ))
1 i, j
exp −
.
h1

(4.6)

j∈N(i)

The function f (·) computes the intensity distance between two pixels, while the
function 1(·) calculates the geometric distance between two pixel locations; the
parameters h f and h1 are the smoothing parameters for f (·)and 1(·), respectively.
This method suggests that high-frequency structures provided by the HR intensity
image can be utilized for HR depth image reconstruction.
Other S-DSR methods were proposed to improve the performance of joint
bilateral upsampling. Yang et al. applied JBF to the cost volume to refine the
reconstructed HR depth image in an iterative process [161]. Specifically, they
formed the cost volume according to the interpolated version of the input LR
depth image first. Then, JBF is performed on each slice of the cost volume to
produce a new cost volume. The refined HR depth image is generated based
on this cost volume by selecting the depth hypothesis with minimal cost of a
predefined cost function. In [162], Chan et al. pointed out that the joint bilateral
upsampling (JBU) method suﬀers from copying texture from the intensity image
into the smooth regions of the depth image, especially when the depth image is
heavily contaminated with random noise. To prevent the ’texture copy’ artifacts,
a blending function is created to switch the algorithm from conventional JBF to BF
when the target smooth region is highly noisy. Inspired by JBU, He et al. proposed
a guided filter, which uses the HR intensity image to guide the reconstruction of
the HR depth image [166, 169]. This method assumes each HR depth pixel can be
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represented as a linear combination of several intensity pixels and their weights
in a small corresponding region. The weights are obtained by minimizing the
diﬀerence between the estimate and the input depth pixel. The HR reconstruction
results generated by the guided filter are very competitive compared to JBU.
Single-frame depth SR reconstructs relatively accurate HR images by incorporating high-frequency intensity information. Both MRF and filtering approaches
are able to relate the HR intensity image with the HR depth image. However,
compared to the MRF-based approach, the filtering approach is much faster in
terms of computation speed, and thus it is more suitable for handling real-time
SR tasks.

4.3 Multi-frame depth super-resolution
The HR depth image can be reconstructed by combining multiple LR images; this
approach is very similar to the conventional R-SR approach introduced in Section
2.3. There are two main ways to capture multiple LR depth images. The first is
to capture the same depth scene with diﬀerent camera positions [163, 168, 170–
172, 174]; the mathematical model is the same as the one for intensity image SR
introduced in Eq. (2.3). The second way is to fix the camera position and use
diﬀerent exposure times for capturing diﬀerent LR frames [173].
Ronsenbush et al. proposed an SR method that aligns LR depth images onto
an HR grid, then interpolates the missing pixels [170]. This method was a direct
descendent of the conventional multi-frame intensity image SR approach; the
reconstructed HR depth images are blurry in edge regions. Inspired by the
robust performance of one-“norm” regularization SR method presented in [177],
Schuon et al. extended the one-“norm” regularization to depth image SR [171].
The experimental results showed that the reconstructed HR depth image contains
clear edges as well as unwanted staircase patterns. In [172], Schuon et al. proposed
a new depth SR method, namely LidarBoost, which combined a two-norm data
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fidelity term and a sum-of-gradients norm to form a new regularization problem.
To increase the robustness of the LidarBoost, Schuon et al. also introduced a
diagonal matrix into the data fidelity term, with entries of 0 representing the
unreliable depth pixels. The reconstruction results under both noisy and noisefree cases showed that LidarBoost outperforms methods presented in [157] and
[171]. In [174], Edeler et al. pointed out that in practice the noise variance changes
within a depth image. They first formulated a signal acquisition model for the
TOF camera, and then found that more noise is present in regions where the
illuminating condition is poor. Therefore, a larger regularization parameter is
given for reconstructing more noisy regions. Based on this discovery, Edeler
et al. proposed another SR method based on the complex compressive sensing
technique [178]. The phase information is taken into consideration to form a total
variation phase constraint for the depth reconstruction.
The depth SR methods introduced above captures multiple inputs from diﬀerent camera ventage points. Recently, a novel multi-frame acquisition method was
proposed by Gevrekci et al. in [173]. They pointed out that the low integration
time (under exposure) is suitable for capturing objects in near field, leaving noise
boosted in far field. By contrast, high integration time (over exposure) captures
the objects in far field, causing saturation in near field. Therefore, instead of
taking multiple depth images from diﬀerent displacements of the camera, they
proposed to alter the integration time for acquiring diﬀerent depth images. Given
K LR depth images Yk (k = 1, 2, . . . , K) generated from HR image X by setting
diﬀerent integration time, the observation model for the k-th LR depth image is
Yk = f (Ek Ck X + Vk ),

(4.7)

where Ek , Ck , and Vk represent the k-th exposure duration, degradation matrix,
and additive noise vector, respectively, and f (·) is the opto-electronic conversion
function that converts the phase correlation into a depth value at every spatial
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location. The technique, introduced in Subsection 2.3.3, is adopted to iteratively
find an X that is consistent with all observations.
The merit of multi-frame depth SR approach is its robustness towards noise
and other artifacts. However, similar to its intensity counterpart, multi-frame
depth SR only has access to the low-frequency information. Therefore, M-DSR
also faces the problem of reproducing high-frequency information, especially
when the magnification factor is large.

4.4 Learning-based depth super-resolution
Due to the fast development of learning-based intensity image SR, researchers
have begun to apply learning-based ideas to depth image SR. The motivation of
L-DSR is that, a range camera that captures high quality HR depth images is too
expensive, whereas HR depth image databases can be found on the Internet for
free. Therefore, after LR depth images are collected by a less-expensive range
camera, L-DSR approach is applied to enhance the depth resolution with the help
of an HR depth database. Not many L-DSR methods have been proposed so far.
Two methods are reviewed here to show how the learning-based idea is adopted
for the depth domain [4, 156].
Li et al. proposed a joint learning-based depth SR method, which utilizes
high-frequency information from both HR depth images and their HR intensity
counterparts to improve the reconstruction accuracy [4]. Specifically, a training
image database is built first, which contains HR depth images, their corresponding
LR depth versions, and the registered HR intensity images. Then an HR depth
dictionary Dh , an LR depth dictionary Dl , and an HR intensity dictionary DI are
trained together from the database by adopting the dictionary training method
presented in [146]. Let yi and zi be the input LR depth patch and the corresponding
HR intensity patch, respectively. A sparse representation is obtained by solving
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the following optimization problem:
{
}
αi ||1 ,
α ∗i = arg min λl ||Dlα i − yi ||22 + λh ||Dhα i − xiJB ||22 + λI ||DIα i − zi ||22 + λ||α
αi

(4.8)

where xiJB is an approximated HR patch obtained by performing joint bilateral
upsampling of yi . The obtained sparse code α∗i is then used to reconstruct the
corresponding target HR patch. The final HR depth image is constructed by
concatenating all the target HR patches and averaging the overlapping areas.
The experimental results showed that this method reconstructs more accurate HR
depth images compared to sparse coding based SR method presented in [91].

Aodha et al. proposed a learning-based depth SR using a synthetic depth image
database [156]. They employed the following strategy to enhance the performance
of the learning-based depth SR. First, the patch matching is performed at a lowresolution level to reduce the computational time. Second, a synthetic database is
used instead of a database with arbitrary depth images. Third, the compatibility
of the overlapping areas is enforced using a proposed prior; the common approach
of averaging the overlapping patches produces jagged artifacts in depth domain.
The experimental results under magnification factors of 2 and 4 showed that the
reconstructed HR images have better visual image quality and root-mean-square
error, compared to images reconstructed by the SC-SR method proposed in [91].
The results also demonstrated that the synthetic depth database produced more
accurate reconstruction results than the real-scene database (Brown Range Image
database), as most existing real-scene databases are limited in resolution and
contaminated with noise and blur.

The learning-based depth SR methods introduced above adopted ideas from
the learning-based intensity image SR methods presented in Section 2.4. However,
with continual development of L-SR methods, more and more L-DSR methods
will emerge.
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4.5 Summary
In this chapter, we have reviewed three categories of super-resolution methods for depth resolution enhancement: single-frame, multi-frame and learningbased depth SR. Among these three categories, the learning-based depth superresolution approach is able to access more high-frequency information to facilitate
HR reconstruction due to the introduction of HR depth database. In addition, the
HR intensity image commonly used in single-frame depth SR is also an excellent
high-frequency information source. Therefore, a depth SR method that utilizes
high-frequency information from both the registered HR intensity image and HR
depth image database should further improve the reconstruction accuracy.
In the next two chapters, we will present two depth SR methods, both of which
exploit the high-frequency information not only from the HR depth database, but
also from the registered HR intensity image.
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The fast development of 3-D acquisition techniques motivates the demand
for high-resolution depth images. Generally, high-resolution depth images are
constructed from a collection of low-resolution versions using super-resolution
methods. This chapter proposes a new learning-based approach for depth SR,
where high-resolution patches are reconstructed using sparse representation with
multiple dictionaries. To this end, a novel dictionary selection method is developed which generates multiple dictionaries to represent diﬀerent input patches.
Furthermore, a joint regularization constraint is formulated from the registered
intensity image to regulate image reconstruction. The parameters of the joint regularization are computed adaptively based on information from the input patches.
Extensive experimental evaluation suggests that the proposed method provides
improved results over existing approaches, in terms of visual appearance and
objective image quality measures.

5.1 Introduction
A depth image provides the distance information between objects and the camera,
which is helpful for analyzing and recognizing scenes. Many 3-D acquisition
techniques exist for capturing depth images. For example, the stereo triangulation
system with multiple cameras oﬀers robust depth estimation that is illumination
invariant. The laser range camera scans objects point by point with a laser beam
to generate accurate depth maps. In lieu of the slow point-by-point scanning, the
time-of-flight camera captures the entire depth map once by calculating the travel
time of the light pulse from the sensor to the objects in the scene. In practice,
acquiring a high-resolution depth image directly using a camera is either too
expensive or time consuming. Therefore, low-resolution depth images are usually
collected first, then a super-resolution technique is applied to generate the HR
depth image. Conventional depth image SR methods can be divided into three
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categories: single-frame, multi-frame and learning-based depth SR.
Single-frame SR approach utilizes a registered HR intensity image to help
reconstruct the HR depth image. In practice, intensity images are often captured with depth images; these intensity images have a much higher resolutions
compared to their depth counterparts. Based on the assumption that the depth
discontinuities often coincide with the color or brightness changes in the intensity
image, many researchers have successfully reconstructed HR depth images by
exploiting detailed information from the associated HR intensity images. Diebel
et al. applied Markov Random Fields to estimate the missing pixels in the depth
image from the registered HR intensity image [157]. Kopf et al. modified the
classic bilateral filter [179] into a joint bilateral filter, which is used to capture the
detail information from the HR intensity image for up-sampling the LR depth
image [2]. In [169], a more generalized guided filter was proposed. This filter captures the information from a registered image, and incorporates this information
to the target image for solving a series of image processing tasks, including image
matting, dehazing, denoising and super-resolution. Super-resolution methods in
this category are fast and can magnify the resolution by a factor of 10 or even
more.
The multi-frame depth SR approach requires diﬀerent LR depth images of
the same scene taken from slightly displaced vantage points. Ronsenbush et al.
proposed an SR method that aligns LR depth images on an HR grid and then
interpolates the missing pixels [170]. This method suggests that the conventional
intensity image SR approach, which fuses multiple LR images to reconstruct an HR
image, can be directly applied to the depth image. Taking advantage of the robust
performance of SR using one-norm regularization [61], Schuon et al. extended
the one-norm regularization to depth image SR [171]. Their experimental results
showed that the reconstructed HR depth image produces clear edges as well as
unwanted staircase patterns. In [172], Schuon et al. proposed a new depth SR
method called LidarBoost, which combines the data fidelity term and a sum-of84
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gradient-norm regularization term to form a new regularization problem. The
reconstruction results showed that LidarBoost outperforms other state-of-the-arts
SR methods under both noisy and noise-free inputs. However, these methods are
based on the same ideas as conventional intensity image SR techniques, and
thus they encounter the same problem of reproducing insuﬃcient detail at large
magnification factors.
Learning-based SR approach utilizes HR information from an HR image
database to reconstruct the target depth image. This approach is derived from
intensity SR methods proposed in [84] and [85]. Although learning-based SR
approach has been studied intensively for intensity images, only a few methods
explore the eﬀectiveness of adopting external database to reconstruct HR depth
images. Li et al. proposed a joint depth SR (J-DSR) method, where diﬀerent HR
patches are reconstructed using a registered HR intensity image and a single dictionary [4]. In contrast, a multiple-dictionary depth super-resolution method was
proposed in [5]. Compared to J-DSR, MD-DSR produces more accurate reconstruction without having access to the HR intensity image.
In this chapter, we extend the MD-DSR method by incorporating high-frequency
information from the HR intensity image. We refer herein to the the proposed
method as joint multi-dictionary depth super-resolution (JMD-DSR) based on sparse
representation. The proposed JMD-DSR method has the following advantages.
First, to further improve the accuracy of the HR reconstruction, a new joint regularization term is formed, which extracts structural information from the HR
intensity image and incorporates it into the patch reconstruction optimization
problem. Second, the joint regularization parameter is computed adaptively according to the sharpness of the current input patch, thus avoiding the need for
arbitrarily defining its value. Third, a dictionary selection method is proposed
that generates a diﬀerent dictionary for each input patch. In addition, the dictionary size (i.e., number of atoms) varies adaptively with the input patch, and
hence no ad hoc decisions are made about the required dictionary size.
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The remainder of the chapter is organized as follows. Section 5.2 presents
a brief review of image super-resolution using sparse representation. Section
5.3 introduces the new joint multi-dictionary sparse representation for depth
image super-resolution. Section 5.4 presents the experimental evaluation of the
proposed approach and a comparison with other SR methods. Section 5.5 provides
a summary of this chapter.

5.2

Super-Resolution using Single-dictionary Sparse
Representation

Learning-based image super-resolution aims to reconstruct a high-resolution image from a low-resolution one using an image database. Let X ∈ RM×1 and
Y ∈ RN×1 be vectors representing the lexicographically ordered HR and LR images,
respectively. The relationship between the HR and LR images can be expressed
as
Y = ΓN HM X + V,

(5.1)

where ΓN is an N × M decimation matrix, HM is an M × M blurring matrix, and V
denotes zero-mean additive white Gaussian noise. Most learning-based methods
solve for the HR image X at the patch level. Specifically, the HR and LR images
are partitioned into overlapping patches first. Then a relationship between the
target HR patch and the input LR patch is built using images in the database.
Let x ∈ Rm×1 and y ∈ Rn×1 denote, respectively, the column vectors obtained
by stacking the columns of the corresponding HR and LR patches. Equation (5.1)
can be expressed in the patch domain as follows:
y = Γn Hm x + v = Cx + v,

(5.2)

where C ∈ Rn×m is a degradation matrix consisting of downsampling and blurring
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operations. The learning-based SR approach assumes that the LR training patches
are obtained from the corresponding HR training patches by the same degradation
model of Eq. (5.2). Therefore, given an input LR patch, a linear relationship is
first established between it and the training LR patches. Then this relationship
is applied to the reconstruction of the output HR patch from the corresponding
training HR patches.
In [3], Yang et al. proposed to reconstruct the HR patch x using a pair of HR-LR
dictionaries (Dh , Dl ) trained on an image database. Assuming the HR patch x can
be sparsely represented over a dictionary Dh , x = Dhα , applying the degradation
model of Eq. (5.2) yields
y = CDhα + v = Dlα + v,

(5.3)

where Dl = CDh is the corresponding low-resolution dictionary. This equation
suggests that y and x should share the same sparse code α . Therefore, the problem
of solving for the HR patch x can be converted to that of finding the sparse code
α . To find α , Eq. (5.3) is reformulated as an optimization problem:
∗

α = arg min
α

{

y−Dα
l

2
2

}

α ∥1 .
+ λ ∥α

(5.4)

Now, the HR patch can be represented as x∗ = Dhα ∗ . Finally, the HR image is
reconstructed by concatenating all the reconstructed HR patches.
Experimental results show that the sparse coding based SR (SC-SR) method
is competitive compared with other SR techniques. Although SC-SR successfully
applies sparse representation to intensity image super-resolution, there are still
some promising directions for improving the visual quality and numerical accuracy of the HR reconstruction, especially for depth image SR. First, intuitively if
the dictionary is built in an adaptive manner by selecting atoms which are most
relevant to the sparse representation of the current input patch, the accuracy of the
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HR reconstruction should improve. Second, we can exploit the high-frequency
information embedded in a registered HR intensity image for the reconstruction
of the HR depth image. To address the first point, we propose a multi-dictionary
sparse representation method for depth image SR in Subsection 5.3.1. To explore
the second direction, we introduce a joint regularization term from the HR intensity image into the multi-dictionary sparse representation in Subsection 5.3.2.

5.3

Depth super-resolution using joint multi-dictionary
sparse representation

In this section, we propose to solve the depth image super-resolution problem
using joint multi-dictionary sparse representation. The multi-dictionary SR model
is introduced first in the next subsection. Then a joint regularization term is
constructed from the registered HR intensity image and incorporated into the
multi-dictionary SR model. A sparse coding based dictionary selection method is
also introduced for generating multiple dictionaries. A summary of the algorithm
is provided at the end of the section.

5.3.1

Multiple dictionary sparse representation

Given an LR depth image and a registered HR intensity image, represented by
lexicographically ordered vectors Y ∈ RN×1 and Z ∈ RM×1 respectively, the aim is
to reconstruct the HR depth image X ∈ RM×1 (M > N), using a database of HR
depth images. Here, we formulate our multi-dictionary method at patch level,
where the input LR depth image is partitioned into q equal-sized overlapping
patches. The extracted patches are lexicographically order into column vectors
{
}
yi ∈ Rn×1 ; i = 1, . . . , q . The task of reconstructing an HR image X from Y becomes
(
)
that of reconstructing HR patches xi ∈ Rm×1 i = 1, . . . , q from their LR counterparts. Furthermore, we employ a multi-dictionary strategy, where each HR patch
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xi is sparsely represented over an HR dictionary Dhi :
xi = Dhiα i + vhi ,

(5.5)

where Dhi is an m×r matrix (m ≪ r) comprising training patches obtained from the
HR depth image database, αi is a sparse vector, and vhi represents the model error
vector. We should point out that a separate dictionary is selected for each target
patch; details of the dictionary selection method are presented in Subsection 5.3.3.
Assuming the relationship between HR and LR patches obeys the degradation
model given in (5.2), an input LR patch can be represented as
yi = Dliα i + vli ,

(5.6)

where Dli = CDhi and vli = Cvhi + vi . Therefore the LR dictionary Dli ∈ Rn×r is
derived by blurring and downsampling (by a factor L = m/n) the atoms of the HR
dictionary Dhi .
Next, a set of features containing high-frequency information is extracted from
the input LR depth image. Specifically, the first and second derivative operators
are applied horizontally and vertically to the input LR image, to generate four feature images. The feature images are then partitioned into q overlapping patches.
The feature patches from the same location across the four feature images are
concatenated to form a composite feature vector ỹi . Similarly, a feature dictionary
D̃li is constructed by applying first and second derivative operators to the atoms
of LR dictionary Dli . Since the derivative operator is linear, the feature vector ỹi
can be represented by the same sparse code α i in Eqs. (5.6) and (5.5):
ỹi = D̃liα i + ṽi .

(5.7)

From Eqs. (5.5) and (5.7), we see that problem of reconstructing an HR patch
x is transformed into solving a sparse representation problem. We adopt basis
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pursuit denoising [180] to solve for the sparse code α i
α i ∥1
minimize ∥α

subject to

D̃liα − ỹi

2
2

≤ δi ,

(5.8)

where δi is a noise bound on ṽi . Since we do not have any prior knowledge of the
noise bound δi , we cast (5.8) into a regularization problem as
}
{
2
αi ∥1 + λ ỹi − D̃liα i 2 ,
min ∥α
αi

(5.9)

where λ is the regularization parameter inversely proportional to the noise bound.
Although λ can be adapted to the input patch, for the sake of simplicity we employ
the same λ value for all patch reconstructions.
Solving the above minimization problem, we obtain a sparse vector α ∗i , which
can be used to estimate the HR patch as x∗i = Dhiα ∗i . However, the multi-dictionary
SR model described above does not exploit any high-frequency information embedded in the intensity image. In the next subsection, a joint regularization term
which brings HR information from the intensity image is incorporated into the HR
depth reconstruction. In addition, the joint regularization parameter is adaptively
estimated according to the input patch.

5.3.2

Joint regularization term

Modern range cameras are able to capture not only the LR depth image, but
also a corresponding HR intensity image. The HR intensity image contains highfrequency information that can help enhance the resolution of the corresponding
LR depth image. In this subsection, we extract information from the HR intensity
image to form a joint regularization term, which is incorporated into the sparse
representation problem of the depth image, see Eq. (5.9).
Natural depth patches are often dominated by sharp edges surrounded by
plain areas. Therefore, we model the target HR depth patch x by its low-frequency
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components plus a modeling error:
x = wx + ϵ ,

(5.10)

where w is an m × m matrix, performing low-pass filtering of the target HR patch
x, and ϵ is the modeling error.
The next task is to find a w that smooths the plain areas while preserving
edges. Similarly to the bilateral filtering approach proposed in [179], we model
the pixels in x by a weighted average of their neighboring pixels. Specifically,
let N(k) be the indices of the neighbors of the target pixel xk . This pixel can be
represented as
xk =

∑

∑

wk,l xl + ϵk subject to

l∈N(k)

wk,l = 1,

(5.11)

l∈N(k)

In conventional bilateral filtering, the weights wk,l are computed from the input
image. Unfortunately, in SR problems, we have no access to the HR depth image.
However, since edges in the depth image often coexist with edges in intensity
image, the weights wk,l are calculated from the input HR intensity image using
joint bilateral upsampling [2]. Let zk be the HR intensity pixel corresponding to
the target depth pixel xk . The weight wk,l is obtained by:
w̃k,l
wk,l = ∑
,
w̃k,l

(5.12)

l∈N(k)

where

(
w̃k,l = exp −

f (zk , zl )
h2s

)

(
exp −

1(k, l)
h21

)
.

(5.13)

The function f (zk , zl ) computes the intensity distance between pixels zk and zl ,
while function 1(k, l) calculates the geometric distance between indices k and l.
Parameters hs and h1 are the smoothing parameters. Note that the Euclidean
distance is adopted to compute the intensity distance between two pixels. If the
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intensity image is an RGB color image, three Euclidean distances for the three
channels are calculated, then the maximum distance is used as final intensity
distance between the two pixels. Equations (5.12) and (5.13) suggest that wk,l is
large if both the intensity and the geometric distances between zk and zl are small.
The weights obtained from Eq. (5.12) are used to form the k-th row of the weight
matrix w in Eq. (5.10). It is important to point out that the size of the index set
N(k) is aﬀected by the search window of the bilateral filter, which may be smaller
than m. In this case, the elements of w whose indices are not in N(k) are set to
zero.
To form the joint regularization term, we first add the index i to x, w and ϵ in
Eq. (5.10), then substitute Eq. (5.5) into Eq. (5.10) to obtain
Dhiα i + vhi = wi (Dhiα i + vhi ) + ϵ i .

(5.14)

This equation can be further re-arranged as follows:
(I − wi )Dhiα i = ϵ i − (I − wi )vhi ,

(5.15)

where I is the identity matrix. The joint regularization term is constructed so as to
2

minimize the error term (I − wi )Dhiαi 2 . This term suggests that a pixel from the
reconstructed HR patch can be represented by a weighted average of neighboring
pixels. In addition, w can be regarded as a matrix performing low-pass filtering
on Dh . Thus, the matrix (I − w) performs high-pass filtering on Dh . Therefore,
the function of the proposed joint regularization term is similar to the Tikhonov
regularizer, which enforces smoothness of the reconstructed patch. Incorporating
the joint regularization term into (5.9), we have a new optimization problem
{
αi ∥1 + λ ỹi − D̃liα i
min ∥α
αi

2

+ γi (I − wi )Dhiα i
2

2
2

}

,

(5.16)

where γi is the regularization parameter of the new joint regularization term.
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Our next task is to determine the joint regularization parameter γ. Intuitively,
γ should be adaptive to the content of the target patch. If the target patch is
smooth, γ should be large to enforce the smoothness of the patch. On the other
hand, if the target patch contains edges, γ should be chosen small to preserve
edges. Therefore, we propose to compute γ according to the standard deviation
of the target patch. Specifically, let σi be the standard deviation of the i-th input
patch. The joint regularization parameter γi is given by
(
γi = γm 1 −

σ2i

)

σ2i + β0 σ2m

,

(5.17)

where γm is a constant representing the maximum value of the regularization
parameter, σm is the maximum value of the standard deviation, and β0 is a tuning
parameter. The value of γi is inversely proportional to the sharpness of the target
patch.
The quality of the reconstructed image depends largely on the quality of
the dictionary employed for sparse representation. In the next subsection, we
propose a new dictionary selection method based on sparse coding technique
which adaptively generates the dictionary according to the input LR patch.

5.3.3 Sparse coding based dictionary selection
In this subsection we propose a sparse coding based dictionary selection method
(SC-DS) for constructing multiple dictionaries. The proposed SC-DS generates q
dictionary pairs that are adaptive to the q input patches by selecting and combining training samples directly, thereby avoiding the time consuming dictionary
training stage. The size of the dictionary (number of atoms) varies with the input
patch, thus no ad hoc decision needs to be made about the dictionary size.
Given an image database storing HR-LR depth image pairs, we extract four
sets of corresponding image patches:
• HR raw image patch set X = {xxp ; p = 1, . . . , P},
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• LR raw image patch set Y = {yyp ; p = 1, . . . , P},
• HR feature set X̃ = {x̃xp ; p = 1, . . . , P}, and
• LR feature set Ỹ = {ỹyp ; p = 1, . . . , P},
The bold italic forms of x and y refer to patches extracted from the training
database. The feature sets X̃ and Ỹ are obtained by applying the first- and
second- derivative filters to the corresponding patches in X and Y, respectively.
Note that the HR and LR patches are centered by subtracting their mean values.
After the patch extraction, the HR feature set X̃ is clustered into c groups, G̃hj ( j =
1, 2, . . . , c). The corresponding HR raw patch clusters Ghj , and LR feature clusters
G̃lj are formed by grouping the respective patches according to the index set of the
patches in G̃hj . Multiple dictionaries can now be formed by combining diﬀerent
clusters, depending on the input patches. Let Ṽ l denote a matrix containing as
its columns the centroids of the LR feature clusters G̃lj ( j = 1, 2, . . . , c). Similarly,
we define V h as a matrix comprising the centroid of Ghj as its columns. Next,
we seek the sparse representation of the input LR patch by solving the following
problems:

{
min
β

β

+ λ ỹi − Ṽ β
l

1

2
2

+ γi (I − wi )V β
h

2
2

}

,

(5.18)

where β is a k-sparse vector. The non-zero elements of β determine the clusters
to be selected to form the dictionary. Let jn denote the index of the n-th non-zero
}
{
element of β , then the support of β is defined by the index set Jk = j1 , j2 , . . . , jk .
The LR feature dictionary D̃li and the HR dictionary Dhi are formed by combining
all the patches of k clusters corresponding to the index set Jk :

and

]
[
D̃li = G̃lj1 , G̃lj2 , . . . , G̃ljk ,

(5.19)

[
]
Dhi = Ghj1 , Ghj2 , . . . , Ghjk .

(5.20)
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Note that if the support of β is too large, we can use the coeﬃcient magnitude
to control the value of k, e.g., by keeping only the significant coeﬃcients and
discarding the rest.

5.3.4 Optimization and post-processing
To facilitate the implementation of the solution of the sparse representation problem (5.16), we define a vector ui and a matrix Φ i as follows:
 
 ỹ 
 i
ui =  
0 

and

m



l


D̃


i
 ,
Φ i = ( γ )1/2

 i
h
(I − wi )Di 
λ

where 0m is a zero column vector of size m×1. We can now express the optimization
problem (5.16) as

{
}
αi ∥1 + λ ∥ui − Φ iα i ∥22 .
min ∥α
αi

(5.21)

The solution α 0i is obtained by solving (5.21) using one of many existing sparse
representation solvers. The obtained solution α 0i is then used to estimate the i-th
HR patch
x0i = Dhiα 0i + µyi ,

(5.22)

where µyi is the mean value of the input patch yi . After generating all q HR patches,
we combine them and average the overlapping areas to form the reconstructed
HR depth image.
While the joint multi-dictionary sparse representation reproduces high-frequency
information for the reconstructed image, it also suﬀers from outliers and overshooting problems. These problems are addressed by adding a post-processing
stage to diminish the discrepancy between a low-resolution version of the reconstructed image and the input LR image. Let X0 be the HR depth image
reconstructed from the proposed patch-based SR method. A refined HR image
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X∗ can be obtained by solving
{
}
X∗ = arg min ∥ΓN HM X − Y∥22 + η X − X0 .
X

(5.23)

where η is the regularization parameter. Although Eq. (5.23) has a closed form
solution, its computation is impractical due to the inversion of a very large matrix.
Instead, we solve it using the gradient descent method:
{
}
T T
Xt+1 = Xt − τ HM
ΓN (ΓN HM Xt − Y) + η(Xt − X0 ) ,

(5.24)

where τ is the step size.

5.4

Experimental Results and Analysis

This section presents experimental analysis and evaluation of the proposed JMDDSR method. First, the experimental procedure is described in Subsection 5.4.1.
Then an investigation of the eﬀectiveness of the joint regularization term is presented in Subsection 5.4.2, followed by a comparison with existing depth SR
techniques.

5.4.1

Experimental Procedures

The proposed JMD-DSR method is evaluated on nine HR depth images: Poster
and Tsukuba from Middlebury database; Ballet and Dancer from MSR3DVideo
database; Tanks, Pyramid and Book from the synthetic image database used of
[181]; and Horse and Rectan captured by a TOF camera (MESA SR4000). These
HR depth images are blurred and downsampled by a factor of 3 to obtain the
LR input images. For each depth image, a registered HR intensity image is
also captured. For the training image database, 33 high-resolution depth images
from Middlebury depth image database are used (excluding test images Poster
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Figure 5.1: Regularization parameter γ as a function of the sharpness σ.

and Tsukuba); these training images provide representative shapes and edges
for reconstructing high-frequency information of the depth image. Since the
implementation of the JMD-DSR algorithm is patch-based, both test and training
images are decomposed into LR and HR patches of size 3 × 3 and 9 × 9 pixels,
respectively. The overlap between adjacent patches is two pixels for LR patches
and six pixels for HR patches.
For dictionary construction, the total number of training clusters c is set to
3,200. To compute the joint bilateral filter weights, the parameters hs and h1 in
Eq. (5.13) are set to 10 and 3, respectively, and the search window is fixed at
7 × 7 pixels. Throughout the experiments, the parameters γm and β0 in Eq. (5.17)
are fixed at 5 and 0.005, respectively. The value of γ as a function of the patch
sharpness σ is shown in Fig. 5.1. In the post-processing stage, the regularization
parameter η and the step size τ are fixed at 0.5 and 0.1, respectively. The bicubic
interpolation version of the input LR image Y is used as the initial guess of Xt .
Finally, the regularization parameter λ is fixed at 10 in all experiments.
The peak-signal-to-noise ratio and the relative error rate (RER) are used to assess
the quality of the reconstructed images. The PSNR evaluates the reconstruction
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quality according to the similarity between the estimated pixel value and the
corresponding true pixel value. For specific definition of PSNR, please refer to
Eq. (3.29). The other objective measure we used to evaluate the accuracy of the
depth reconstruction is the RER. It maps the relative errors of the reconstructed
depth pixels to the range [0, 1], using an exponential function:
N0
(
Xi − Xi∗ )
1 ∑
exp − α0
RER =
× 100%,
N0 i=1
Xi

(5.25)

where N0 is the number of pixels of image X and α0 is a positive parameter that
controls the decay rate of the exponential function; in the following experiments,
α0 is fixed at 500.

5.4.2

Eﬀects of the joint regularization

This subsection investigates the eﬀect of the joint regularization term on the
performance of the proposed JMD-DSR method. Two sets of experiments are
conducted. In the first set of experiments, all image patches are reconstructed
using a fixed value of the joint regularization parameter γ, ranging from 0 to 5
with a step of 0.5. In the second set, the value of γ is determined adaptively
according to the standard deviation of the input patch, using Eq. (5.17). Table 5.1
presents the PSNR and RER as a function of the regularization parameter γ for
the nine test images. A number of observations can be drawn from the results
presented in Table 5.1. First, the introduction of the joint regularization term
clearly enhances the reconstruction accuracy as the highest PSNR and the lowest
RER are achieved for non-zero values of γ. It is worth noting that when γ is equal
to zero, our JMD-DSR method reduces to MD-DSR presented in [5]. Second, the
optimum value of γ at which the PSNR peaks (or the RER reaches a minimum)
is image dependent. Third, the proposed adaptive regularization provides the
highest PSNR and the lowest RER for most test images; it also generates the largest
average PSNR and the smallest average RER.
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Table 5.1: PSNR (dB) and RER (%) performances for the proposed JMD-DSR method under diﬀerent joint regularization parameters
γ. The last column shows reconstruction results under adaptive γ. For each testing image, the top line shows the PSNR results,
while the bottom line shows the RER results.
γ
0
0.5
1
1.5
2
2.5
3
3.5
4
4.5
5
Adaptive γ
Poster
PSNR
51.79 52.00 52.05 51.93 51.74 51.49 51.20 50.97 50.74 50.55 50.37
52.16
RER (%) 1.39
1.26 1.21
1.15 1.14
1.13 1.13 1.13
1.13 1.12
1.11
1.04
Tsuk
PSNR
34.71 34.75 34.79 34.80 34.81 34.81 34.80 34.76 34.73 34.69 34.62
34.81
RER (%) 7.79
7.49 7.40
7.31 7.26
7.25 7.28 7.31
7.35 7.41
7.47
7.19
Ballet
PSNR
31.12 31.15 31.18 31.20 31.21 31.22 31.22 31.22 31.22 31.22 31.22
31.21
RER (%) 5.60
5.37 5.16
5.00 4.88
4.79 4.73 4.71
4.70 4.70
4.70
4.70
Dance
PSNR
35.89 36.04 36.12 36.16 36.19 36.20 36.21 36.21 36.21 36.21 36.20
36.22
RER (%) 2.92
2.86 2.82
2.80 2.79
2.79 2.81 2.83
2.85 2.87
2.90
2.79
Tank
PSNR
42.77 42.81 42.86 42.96 43.03 43.08 43.10 43.13 43.11 43.08 43.06
43.09
5.76 5.69
5.67 5.63
5.62 5.62 5.62
5.65 5.69
5.73
5.61
RER (%) 5.79
Pyramid PSNR
42.67 42.81 42.90 43.00 43.07 43.11 43.16 43.17 43.18 43.20 43.19
43.21
RER (%) 2.78
2.67 2.56
2.47 2.38
2.31 2.25 2.21
2.18 2.15
2.13
2.25
Book
PSNR
50.26 50.33 50.39 50.44 50.41 50.37 50.36 50.32 50.27 50.18 50.10
50.49
0.66 0.65
0.65 0.64
0.63 0.63 0.62
0.62 0.63
0.64
0.60
RER (%) 0.66
Horse
PSNR
41.36 41.44 41.52 41.63 41.40 41.09 40.70 40.27 39.79 39.44 39.07
41.75
9.41
RER (%) 10.20 10.10 10.05 9.91 10.00 9.93 10.15 10.20 10.44 10.58 10.84
Rectan
PSNR
38.17 38.30 38.48 38.53 38.46 38.10 37.78 37.44 37.01 36.63 36.33
38.57
4.63 4.37
4.30 4.31
4.48 4.68 4.89
5.13 5.35
5.57
3.97
RER (%) 4.86
Average PSNR
41.07 41.00 41.14 41.18 41.15 41.05 40.95 40.83 40.70 41.58 40.46
41.28
RER (%) 4.67
4.53 4.43
4.36 4.34
4.32 4.36 4.39
4.45 4.50
4.57
4.17
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5.4.3

Comparison with Other SR Methods

In this subsection, the proposed JMD-DSR method is compared with other depth
SR methods, namely bicubic interpolation (BI) [1], joint bilateral upsampling
(JBU) [160], sparse coding based SR (SC-SR) [3], joint learning-based depth SR (JDSR) [4], and multi-dictionary depth SR (MD-DSR) [5]. For both JBU and J-DSR,
which involve the bilateral filtering, the search window is set to 7 × 7 pixels, and
the parameters hs and h1 are set to 10 and 3, respectively; these setups are the
same as those of the proposed JMD-DSR method. In terms of the dictionary size
(number of atoms), both SC-SR and J-DSR use a fixed dictionary size, whereas the
proposed JMD-DSR method generates multiple dictionaries of diﬀerent sizes. In
our experiments, we used 1,000 atom dictionaries for training SC-SR and J-DSR.
For JMD-DSR, on the other hand, the average dictionary size for reconstructing
the target HR image was generally smaller than 1,000 atoms: 679 (Poster), 872
(Tsukuba), 983 (Ballet), 974 (Dancers), 866 (Tank), 1071 (Pyramid), 772 (Book), 927
(Horse) and 918 (Rectan) atoms.
Table 5.2 presents the PSNR and RER of the reconstructed images, where
the bold values indicate the largest PSNR and the smallest RER values. For
all test images, the proposed JMD-DSR produces the highest PSNRs and the
lowest RERs. Figures 5.2 to 5.5 show HR depth images reconstructed using
diﬀerent SR methods. Visual inspection of these images clearly demonstrate that
the proposed JMD-DSR method produces sharper edges and clearer contours
with fewer artifacts; by contrast, BI blurs the edges, JBU generates artifacts on
the edges, and J-DSR produces artifacts in the flat areas around the edges. More
reconstructed HR images are provided in Appendix B.
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Table 5.2: PSNR (dB) and RER (%) performances for diﬀerent SR methods: BI
[1], JBU [2], SC-SR [3], J-DSR [4], MD-DSR [5], proposed JMD-DSR. For each test
image, the top line shows the PSNR results, while the bottom line shows the
RER results. The runtime numbers (second) for reconstructing each image by
JMD-DSR is also reported at the last column.
BI
JBU SC-SR J-DSR MD-DSR JMD-DSR Time
Poster
41.10 42.23 47.40 47.64
51.79
52.16
701.5
4.01 3.45
2.06
1.94
1.39
1.04
Tsukuba 30.53 31.28 34.32 34.39
34.71
34.81
383.7
13.44 12.65
8.97
8.66
7.79
7.19
Ballet
29.96 30.26 31.02 31.04
31.12
31.20
3385
6.91 6.56
6.19
5.93
5.60
4.70
Dancer
35.60 35.45 36.04 35.94
35.89
36.22
3422
3.82 3.86
3.08
2.99
2.92
2.79
Tanks
40.58 40.85 42.16 42.30
42.77
43.09
506.1
7.88 8.17
6.42
6.11
5.79
5.61
Pyramid 36.80 38.77 41.88 41.96
42.67
43.21
515.9
4.39 3.79
3.45
2.96
2.78
2.25
Book
43.66 44.53 49.24 49.57
50.26
50.49
520.7
1.61 1.38
0.81
0.80
0.66
0.60
Horse
35.46 33.92 39.91 39.75
41.36
41.75
102.4
14.15 13.20 12.35 11.82
10.20
9.41
Rectan
32.41 31.02 38.02 37.69
38.17
38.57
99.5
10.62 9.64
6.06
5.75
4.86
3.97
Average 36.23 36.48 40.00 40.03
41.07
41.28
1070.8
7.43 6.97
5.49
5.22
4.67
4.17
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(a) Ground Truth

(b) BI

(c) JBU

(d) J-DSR

(e) JMD-DSR

Figure 5.2: Image Poster reconstructed by diﬀerent SR methods. Column (a) shows the ground truth HR image. Images from
column (b)-(e) are reconstructed by the bicubic interpolation, JBU, J-DSR, JMD-DSR.
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(b) BI

(c) JBU

(d) J-DSR

(e) JMD-DSR

Figure 5.3: Image Tsukuba reconstructed by diﬀerent SR methods. Column (a) shows the ground truth HR image. Images from
column (b)-(e) are reconstructed by the bicubic interpolation, JBU, J-DSR, JMD-DSR.

(a) Ground Truth
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(a) Ground Truth

(b) BI

(c) JBU

(d) J-DSR

(e) JMD-DSR

Figure 5.4: Image Pyramid reconstructed by diﬀerent SR methods. Column (a) shows the ground truth HR image. Images from
column (b)-(e) are reconstructed by the bicubic interpolation, JBU, J-DSR, JMD-DSR.

104

(b) BI

(c) JBU

(d) J-DSR

(e) JMD-DSR

Figure 5.5: Image Horse reconstructed by diﬀerent SR methods. Column (a) shows the ground truth HR image. Images from
column (b)-(e) are reconstructed by the bicubic interpolation, JBU, J-DSR, JMD-DSR.

(a) Ground Truth
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5.5

Summary

In this chapter, a new learning-based depth super-resolution approach was proposed based on joint multi-dictionary sparse representation of image patches. A
sparse coding based dictionary selection method was proposed, which generates multiple dictionaries using structural information from the input LR patches.
Furthermore, a new joint regularization term was introduced, which utilizes information from the registered HR intensity image to improve the HR depth image
reconstruction accuracy, especially near edges and contours. The regularization
parameter of the new joint regularization term was chosen adaptively, according
to edge sharpness in the input patch. The experimental results demonstrate that
our JMD-DSR method outperforms several state-of-the-art depth super-resolution
algorithms in terms of both visual quality and objective measures, namely PSNR
and relative error rate.
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6.1. Introduction

Conventional depth super-resolution methods reconstruct the high-resolution
image by accessing high-frequency information, either internally from a highresolution intensity image or externally from a high-resolution image database.
In this chapter, a novel depth SR method based on joint regularization is proposed.
Specifically, a joint regularization problem with diﬀerent constraints is formulated
to solve the high-resolution image and the sparse code simultaneously. These constraints are constructed by utilizing information from both internal and external
high-frequency sources. Furthermore, to enhance the robustness of the proposed
method, the local regularization parameter is computed adaptively according to
the input depth image and its HR intensity counterpart. Extensive experimental
evaluation suggests that the proposed method provides improved results over
existing approaches, in terms of visual appearance and objective image quality
measures.

6.1

Introduction

Image super-resolution techniques have been widely used to enhance the resolution of intensity images. Currently, there exists a great demand for high-resolution
depth images since these images are extremely useful for constructing high quality
3D scenes. Furthermore, HR depth images also provide additional depth information for other image processing tasks, such as image segmentation and object
tracking. In practice, high-resolution depth images are obtained by capturing
their LR depth counterparts first followed by applying depth image SR technique
to achieve the designated resolution. Conventional depth image SR methods can
be divided into three categories: single-frame, multi-frame and learning-based
depth SR. For a short review of these super-resolution methods, refer to Section
5.1.
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Both single-frame SR and learning-based SR approaches need additional highfrequency information to reconstruct HR images. The diﬀerence is that singleframe SR approach accesses the high-frequency information from an HR intensity
image, which can be regarded as an internal information source. Learning-based
SR approach, on the other hand, relies on the high-frequency information from an
external HR depth image database to reconstruct the HR image. In this chapter,
we formulate a joint regularization problem to solve the HR image and the sparse
representation together; the constraints in this regularization problem are built
from both internal and external sources. The proposed method is herein referred
to as super-resolution using internal and external information (SRIE). It comprises
several constraints: a local constraint, a non-local constraint, and two sparse reconstruction constraints. The local and non-local constraints are constructed by
extracting information from the input LR depth image and its registered HR intensity counterpart (internal source), respectively. They are combined with the sparse
reconstruction constraints built from an HR image database (external source) to
form the joint regularization problem. Furthermore, to improve the robustness to
the proposed method, an adaptive technique is proposed which determines a local regularization parameter for each input image. The experimental results show
that the proposed SRIE method outperforms other state-of-the-art techniques in
terms of objective measures and visual fidelity.

The remainder of the chapter is organized as follows. Section 6.2 introduces
the joint regularization SR problem, followed by the formulation of local and
non-local constraints. Section 6.3 presents the experimental evaluation of the
proposed approach and comparisons with other SR methods. Section 6.4 provides
a summary of this chapter.
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6.2

Super-Resolution Using Internal and External Information

This section describes the proposed joint regularization based depth super-solution
approach. In Subsection 6.2.1, the joint regularization problem is formulated as
a joint optimization over target HR image and the sparse code. Then, in subsections 6.2.2 and 6.2.3, local and non-local regularization constraints are constructed
from the registered HR intensity image and the depth LR image, respectively. A
summary of the algorithm is presented in Subsection 6.2.4.

6.2.1

Joint sparse coding and image reconstruction

Given an LR depth image, we aim to reconstruct the HR depth image with the help
of an external HR depth database. Let Y ∈ RN×1 and X ∈ RM×1 be lexicographically
ordered vectors representing the input LR depth image and the target HR depth
image. The general mathematical model for the super-resolution problem can be
formulated as
Y = CX + V,

(6.1)

where C is a degradation matrix of size N × M containing blurring and downsampling operations, and V denotes zero-mean additive white Gaussian noise. We
adopt a patch-based approach, where Y and X are partitioned into overlapping
patch sets {yi ∈ Rn×1 ; i = 1, . . . , q} and {xi ∈ Rm×1 ; i = 1, . . . , q}, respectively. Assuming xi can be sparsely represented over an over-complete dictionary, we can
express the HR patches as:
xi = Dhα i + vhi ,

(6.2)

where Dh is a high-resolution dictionary of HR patches extracted from the image
database, α i is a sparse vector, and vhi represents additive noise. Combining all the
HR vectors xi by stacking them together yields a composite HR vector x, which
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can be represented as

   
Dh 0 . . . 0 α  vh 

 1   1 

   

   
 0 Dh · · · 0 α 2  vh 

   2 
h
h
x = D α + v =  .
.. . .
..  ..  +  ..  ,
 .
. .  .   . 
 .
.

   

   
 0 0 · · · Dh α  vh 
q
q

(6.3)

where α is a sparse vector comprising the q sparse codes α i , vh is a noise vector,
and Dh is a block diagonal dictionary, containing the HR dictionaries on the main
diagonal. Note that although the composite vector x and the HR vector X are
of diﬀerent sizes, due to the overlap between the patches, they possess the same
image content. Define a linear operator Γ ∈ RM×qm that stitches all the HR patches
together and averages the overlapping areas. The vectors x and X are related by
X = Γx = ΓDhα + Γvh .

(6.4)

Next, a high-frequency feature constraint is constructed based on the input
LR image Y. First, a set of features containing high-frequency information is
extracted from Y. Specifically, the first and second derivative operators are applied
horizontally and vertically to the input image to generate four feature images.
Each feature image is partitioned into q patches, and the corresponding patches
from the four feature images are concatenated to form a single feature vector
ỹi (i = 1, . . . , q). Similarly, training feature vectors are extracted from the feature
images obtained by applying the same derivative operators to the training images
in the database. Given the feature dictionary D̃l constructed from the training
feature vectors, the sparse representation of the feature vector ỹi is given by
ỹi = D̃lα i + ṽi .

(6.5)

In the image domain, the composite version of the feature vector ỹ is expressed
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as
l

ỹ = D̃ α + ṽ.

(6.6)

l

where D̃ is a block diagonal dictionary containing the feature dictionaries D̃l
on the main diagonal. Here, it is important to point out that the HR dictionary
Dh and the feature dictionary D̃l are trained together in order to guarantee the
same sparse code α in Eqs. (6.2) and (6.5). To generate the two dictionaries, the
HR patches and their corresponding feature vectors are extracted from the image
database to form two training sets; these two sets are concatenated first, then
trained by adopting the dictionary training method presented in [146].

Two constraints can be constructed to minimize the noise terms of Eqs. (6.4)
and (6.6). With these two constraints, a joint optimization SR problem can be
formulated. Specifically, we minimize the noise term of Eq. (6.1) and the sparse
code together, under the two constraints constructed in (6.4) and (6.6). This
optimization problem can be cast into the following joint regularization problem:
{
min ∥Y −
α ,X

CX∥22

α∥1 + γ1 X − ΓD α
+ λ ∥α
h

2
2

l

+ γ2 ỹ − D̃ α

2
2

}
,

(6.7)

where λ, γ1 , and γ2 are the regularization parameters.

In the above regularization problem, we see that the last two regularization
terms are built from the external information source as the information contained
in the dictionaries is extracted from the depth image database. However, more
information can be utilized to improve the reconstruction accuracy. In Subsections
6.2.2 and 6.2.3, two local and non-local constraints are proposed, which exploit
information from the LR depth image and the registered HR intensity image,
respectively.
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6.2.2 Local Regularization Term
Modern range cameras are able to capture the depth image and its corresponding
intensity image simultaneously. The HR intensity image contains high-frequency
information that can help enhance the resolution of the corresponding LR depth
image. In this subsection, we exploit the high-frequency information from the HR
intensity image to construct a local regularization constraint.
Natural depth images are often dominated by sharp edges surrounded by
plain areas. Therefore, the target HR image X may be modeled as
X = UX + ϵ ,

(6.8)

where U is a filter that smooths out the plain areas while preserving edges, and ϵ
is a residual error. Similarly to the bilateral filtering approach proposed in [179],
the pixels in X are represented by a weighted average of their neighboring pixels.
Specifically, let N(k) denote the set of indices of the neighboring pixels Xk . Then
the pixel Xk can be expressed as
Xk =

∑

∑

Uk,l Xl + ϵk subject to

l∈N(k)

Uk,l = 1,

(6.9)

l∈N(k)

In conventional bilateral filtering, the weights Uk,l are computed from the input
image. In SR problems, however, we have no access to the HR depth image.
Instead, we calculate Uk,l from the input HR intensity image since the edges in
both depth and intensity images often co-exist. Let Zk denote the intensity pixels
corresponding to Xk . The weight Uk,l is computed as follows:
Ũk,l
Uk,l = ∑
,
Ũk,l

(6.10)

l∈N(k)

where

(
Ũk,l = exp −

f (Zk , Zl )
h2s

)

(
exp −

1(k, l)
h21

)
.

(6.11)
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The function f (Zk , Zl ) computes the intensity distance between Zk and Zl , while
the function 1(k, l) computes the geometric distance between Zk and Zl . The
parameters hs and h1 are the smoothing parameters. Here the Euclidean distance
is used to compute the distance (intensity and geometric) between two pixels. If
the intensity image is an RGB color image, three Euclidean distances for the three
channels are separately calculated, then the maximum distance is used as the final
intensity distance between the two pixels. The weights obtained from Eq. (6.10)
are used to form the k-th row of the weight matrix U. We should note that the
k-th row of U also comprises many zero elements, corresponding to the pixel of
X whose indices are not in N(k).
The constraint in (6.8) can be incorporated into (6.7) as a regularizer with its
regularization parameter γl balancing the importance of this term. The updated
objective function is given as
{
min J(X, α ) =
α
X,α

α∥1 + γ1 X − ΓDhα
∥Y − CX∥22 + λ ∥α
}
2
+ γl ∥(I − U)X∥2 .

2

l

+ γ2 ỹ − D̃ α
2

2
2

(6.12)

The local regularization term suggests that pixels from the reconstructed HR
image can be represented by the weighted average of their neighboring pixels. In
addition, V can be regarded as a matrix performing low-pass filtering on X. Thus,
the matrix (I − U) performs high-pass filtering on X. Therefore, the function of the
proposed local regularization term is similar to the Tikhonov regularizer, which
enforces smoothness of the reconstructed image.
To achieve more accurate and robust HR depth reconstruction, the local regularization parameter γl should be chosen carefully. There are two main factors
determining the value of γl : edge smoothness and edge co-occurrence. While
the edge smoothness is a function of the edge strength of the depth image, the
edge co-occurrence is determined by the the edge co-occurrence rate between the
depth image and its intensity counterpart. In the following these two factors are
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used to determine an appropriate value for the local regularization parameter γl .
The edge smoothness is computed according to the edge strength of the depth
image. Specifically, if the depth image has low edge strength, the edge smoothness
should be large in order to enforce the smoothness of the image. On the other
hand, if the depth image has strong edges, the edge smoothness should be small
to preserve the edges. Let Ghkl and Gvkl denote the horizontal and vertical gradient
maps of the intensity image corresponding to the target depth image. Let Φ ∈
RM1 ×M2 be a binary mask recording the edge locations in the HR depth image; in
the first instance, Φ can be obtained from an interpolated version of the HR depth
image. The edge strength is defined as
√
M1 M2
1 ∑∑
2
1=
Φkl Ghkl + Gvkl 2 ,
1m N0

(6.13)

k=1 l=1

where N0 is the total number of the edge pixels recorded in Φ, and 1m is the
maximum edge intensity. Note that the value of 1 is distributed over a very
narrow range (0.01 to 0.1). To improve the sensitivity of the edge strength to the
value of 1, the latter is stretched to cover the range [0, 1], given as
1̃ =

12
,
12 + γ0

(6.14)

where γ0 is a positive constant, and value of 1̃ is between 0 and 1. The edge
smoothness γes is computed from
)
(
γes = γm exp −β0 1̃ ,

(6.15)

where γm is the maximum value of the local regularization parameter, and β0 is the
tuning parameter. The value of the edge smoothness γes is inversely proportional
to the edge strength 1̃.
The edge co-occurrence indicates the ratio of the edge co-occurrence between
the depth image and its intensity counterpart. Ideally, edges in HR intensity
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image and the depth image should co-exist; however, in some cases, they do not
co-occur due to the poor lighting condition and reflections. For example, in Fig.
6.1, most edge pixels do not co-exist at the same geometric locations across the
depth and intensity images. In this case, the weight matrix V in Eq. (6.12) may
blur the reconstructed HR depth image X. Therefore, the importance of the local
regularization term should be weighted down in the whole optimization problem,
regardless of the value of the edge smoothness (sharp or blurry). In other words,
the co-occurrence factor is independent of the content factor. Let r be the ratio
of edge co-occurrence, and Ψ be the binary mask recording the locations of edge
pixels of the HR intensity image. The ratio of edge co-occurrence r can be obtained
from
r=

M1 M2
1 ∑∑
Φkl Ψkl .
N0

(6.16)

k=1 l=1

The edge co-occurrence γec is defined as



r < η0 ;

 0.05,
γec = 


 1,
otherwise.

(6.17)

This equation suggests that the co-occurrence factor w is a small value if the edge
co-occurrence ratio r between the depth and intensity images is smaller than a
threshold η0 .
The final regularization parameter γl is obtained by multiplying the edge
smoothness γes with the edge co-occurrence γec :
γl = γes γec .

6.2.3

(6.18)

Non-local Regularization Term

Natural depth images contain redundant information, which can be utilized to
regulate the image reconstruction. The non-local mean filter was initially pro116

6.2. Super-Resolution Using Internal and External Information

(a) Depth image

(b) Intensity image

(c) Edges of the depth image

(d) Edges of the intensity image

Figure 6.1: The depth and intensity images “Rectan” captured by MESA SR4000
TOF camera. Top row: the depth image and its registered intensity image. Bottom
row: edges detected in the depth image and its intensity counterpart.

posed to exploit the redundant information in the image for denoising tasks [182].
It was later applied to image SR by forming diﬀerent regularization terms [94, 183].
In this subsection, the NLM is employed to construct a non-local regularization
term in the depth SR.
Let W denote an M × M matrix representing the NLM filter. The HR depth
image X can be modeled as
X = WX + ν .

(6.19)

In other words, every pixel is represented as a weighted linear combination of
other pixels in the image plus a noise term. According to NLM filtering, the k-th
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pixel Xk can be linearly represented by its neighboring pixels:
Xk =

∑

Wk,l Xl + νk subject to

l∈N(k)

∑

Wk,l = 1,

(6.20)

l∈N(k)

where N(k) is an index set containing the indices of the neighboring pixels of Xk .
The weights Wk,l are computed from the similarity between two patches xk and
xl , where k and l represent the centers of the two patches. Let h be the smoothing
parameter. The weight Wk,l is obtained from
W̃k,l
Wk,l = ∑
,
W̃k,l

(6.21)

l∈Nk

where

(

)
∥xk − xl ∥22
W̃k,l = exp −
.
h2

(6.22)

Compared to Uk,l , which is generated from computing the diﬀerence between the
intensity pixel and its neighboring pixel, Wk,l is a function of the distance between
the target depth patch and its neighboring patch.

The non-local constraint in (6.19) can be incorporated into (6.12) as a regularization term with its regularization parameter γnl . The new objective function,
therefore, becomes
{
min J(X, α ) =
α
X,α

2

l

α∥1 + γ1 X − ΓDhα 2 + γ2 ỹ − D̃ α
∥Y − CX∥22 + λ ∥α
}
2
2
+ γl ∥(I − U)X∥2 + γnl ∥(I − W)X∥2 .

2
2

(6.23)

The next subsection provides a summary of the proposed SRIE algorithm.
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6.2.4 Implementation of the algorithm

This subsection summarizes the proposed algorithm. Combining the local and
non-local terms of Eq. (6.23), we have
α∥1 + γ1 X − ΓDhα
min J(X, α ) = ∥Y − CX∥22 + λ ∥α
X, α

[
]
+ γl (I − U) + γnl (I − W) X

2
2

2

l

+ γ2 ỹ − D̃ α
2

2
2

(6.24)

.

There are two unknowns to be solved for in the above regularization problem:
X and α . These two unknowns can be computed by taking the partial derivative
of Eq. (6.24) with the respect to X and α , and set the derivative to 0:





∇X J(X, α ) = 0






∇α J(X, α ) = 0,

(6.25)

where ∇ denotes the derivative operator. However, α in (6.24) is not diﬀerentiable
at 0 because of the one-“norm” term. To address this problem, Huber norm is
employed to approximate the one-“norm” since it is continuously diﬀerentiable
[137]. Let n0 be the total number of elements in α ; Huber norm of α is defined as
 2

αi


n0

∑
if |αi | ≤ ϵ

 2ϵ
α ∥ϵ =
ρ(αi ), where ρ(αi ) = 
∥α


ϵ


i=1
if |αi | > ϵ.
|αi | −
2

(6.26)

α∥ϵ , Eq. (6.24) becomes diﬀerentiable. The solution, X∗ and α ∗ ,
α∥1 by ∥α
Replacing ∥α
satisfies



h

T
T
T
T


C CX + γ1 X + [γl (I − U) (I − U) + γnl (I − W) (I − W)]X − C Y − γ1ΓD α = 0



lT l
lT


α∥ϵ − γ1 DhTΓ T X − γ2 D̃ ỹ = 0.
γ1 DhTΓ TΓ Dhα + γ2 D̃ D̃ α + λ∇α ∥α
(6.27)
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α∥ϵ in (6.27) is given by
The derivatives of Huber norm ∇α ∥α


 φ(α ) 
1 







αi



 φ(α2 ) 
if |αi | ≤ ϵ




ϵ
α∥ϵ =  .  , where φ(αi ) = 
∇α ∥α

 . 


 . 

sgn(αi ) if |αi | > ϵ.




φ(α )

(6.28)

n0

In practice, to avoid directly inverting large matrices, an iterative method, such
as gradient descent or conjugate gradients, can be used to solve (6.25). Using the
gradient descent, we have






Xt+1 = Xt − τ∇X J(Xt , α t )





α t+1 = α t − τ∇α J(Xt , α t ),

(6.29)

where τ is the step size.

6.3

Experimental Results and Analysis

In this section, the experimental procedure for testing the proposed SRIE algorithm is introduced first, followed by an analysis of the performance and a
comparison with other depth SR methods.

6.3.1

Experimental procedures

The proposed algorithm is evaluated on nine test images: Poster and Tsukuba
from Middlebury database; Ballet and Dancer from MSR3DVideo database; Tanks,
Pyramid, and Book from the synthetic image database of [181]; and Horse and
Rectan captured by a TOF camera (MESA SR4000). These depth images are
blurred and then downsampled by a factor of 3 to obtain the input LR images.
For each depth image, a registered HR intensity image is also captured. The
training image database contains 33 HR depth images from Middlebury database
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(excluding the test images). This database is used to train the LR-HR dictionary
pair (Dl , Dh ).

The parameters for constructing the local regularization term and the nonlocal regularization term are defined as follows. For the local regularization term,
three parameters that related to the joint bilateral filter weights need to be chosen
first. The the geometric smoothing parameter h1 and the intensity smoothing
parameter hs are set to 3 and 10, respectively; the search window is fixed at 7×7.
For the non-local regularization term, the search window of the non-local mean
filtering is set to 13×13 with a patch size of 5×5, and the smoothing parameter h
is set to 10. Furthermore, the regularization parameters for diﬀerent terms are set
as follows. Parameter λ for the sparse term is fixed at 0.1, while both γ1 and γ2
are set to 1. The non-local regularization parameter γnl is fixed at 0.2 throughout
the experiments. The local regularization parameter γl is computed adaptively as
the product of the edge smoothness γes and the edge co-occurrence γec . To obtain
γes , 1̃ is determined first according to Eq. (6.14), where γ0 = 0.001. The maximum
regularization parameter γm and the tuning parameter β0 in Eq. (6.15) are chosen
to be 0.4 and 2.5, respectively. To determine the edge co-occurrence, the threshold
η0 is set to 0.2. Finally, the step size τ in Eq. (6.29) is fixed at 0.1.

We evaluated the performance of the proposed algorithm using two objective measurements: PSNR (peak signal-to-noise ratio) and RER (relative error
rate). PSNR is an approximation to human perception of reconstruction quality.
It measures the pixel-wise diﬀerence between the reconstructed image and the
ground truth. Another objective measure we use is the relative error rate, which
we introduce to evaluate the accuracy of the depth reconstruction. For specific
descriptions of PSNR and RER, please see Eqs. (3.29) and (5.25).
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6.3.2

Eﬀectiveness of the adaptive regularization parameter and
the local and non-local regularizers

This subsection investigates the eﬀect of the proposed adaptive local regularization parameter γl on the performance of the proposed SRIE method, followed by
the evaluation of the validity of the local and non-local regularization terms in
the HR reconstruction.
1) Eﬀect of the regularization parameter γl on the performance of SRIE. Two sets of
experiments are conducted. In the first set, all images are reconstructed using a
fixed value of γl , ranging from 0 to 4 with a step of 0.5. In the second set, the
value of γl is computed adaptively according to the edge smoothness γes and the
edge co-occurrence γec , using Eq. (6.18). Table 6.1 presents the PSNR and RER as
a function of γl for the nine test images. The largest PSNR and the smallest RER
values generated by the fixed γl are highlighted in bold. In addition, two groups of
average reconstruction results are presented in the table. The first group contains
images with high edge co-occurrence rate between the depth and the intensity
images (r >= 0.2), while the second group comprises images with low edge cooccurrence rate (r < 0.2). Although the optimum value of γl , where the PSNR
peaks (or the RER reaches a minimum) is image dependent, the proposed SRIE
method with adaptive γl generates relatively high PSNR and low RER for every
test image. In the second image group, the local regularization term tends to
jeopardize the reconstruction accuracy. This is because the edge co-occurrence
between the depth and its intensity is low. However, the proposed adaptive γl
helps SRIE achieve accurate and consistent reconstruction results in both groups.
2) Eﬀectiveness of local and non-local regularization terms. In this subsection, the
eﬀectiveness of the local and non-local regularization terms is tested by considering each term separately. The performance of four versions of the proposed
algorithm are investigated: SRIE with only the data fidelity term (SRIE-DF), SRIE
with both data fidelity term and non-local regularization term (SRIE-DF-NL),
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Table 6.1: PSNR (dB) and RER (%) performances of the proposed SRIE method under diﬀerent values of local regularization
parameter γl . The highest PSNRs and the lowest ERs for the fixed γl are shown in bold.
γl
0
0.5
1
1.5
2
2.5
3
3.5
4
Adaptive γl
Poster
PSNR
47.73 47.82 47.85 47.84 47.83 47.81 47.78 47.75 47.72
47.85
1.37 1.33 1.31
1.30 1.29
1.28 1.27
1.34
RER (%) 1.55 1.43
Tsuk
PSNR
34.80 35.00 35.03 35.02 34.98 34.93 34.88 34.82 34.77
35.02
RER (%) 7.34 7.16
7.10 7.08 7.07
7.07 7.07
7.08 7.09
7.12
Ballet
PSNR
31.10 31.17 31.19 31.20 31.19 31.19 31.18 31.17 31.17
31.20
RER (%) 5.38 5.12
4.97 4.86 4.78
4.71 4.66
4.62 4.59
4.89
Dance
PSNR
36.12 36.25 36.29 36.31 36.31 36.31 36.30 36.29 36.28
36.31
RER (%) 2.81 2.82
2.85 2.87 2.89
2.91 2.92
2.93 2.94
2.90
Tank
PSNR
42.37 42.50 42.57 42.61 42.64 42.66 42.66 42.66 42.66
42.66
RER (%) 5.78 5.74
5.74 5.74 5.75
5.76 5.78
5.79 5.80
5.77
Pyramid PSNR
42.55 42.74 42.86 42.93 42.98 43.01 43.04 43.05 43.06
43.05
2.19 2.09 2.03
1.98 1.94
1.91 1.88
1.92
RER (%) 2.57 2.33
Book
PSNR
50.10 50.14 50.04 49.93 49.82 49.73 49.64 49.57 49.50
50.11
RER (%) 0.63 0.62
0.63 0.63 0.64
0.65 0.66
0.66 0.67
0.63
Average PSNR
40.69 40.80 40.83 40.83 40.82 40.80 40.78 40.76 40.74
40.89
3.55 3.52 3.50
3.48 3.47
3.47 3.46
3.51
RER (%) 3.72 3.60
Horse
PSNR
41.71 41.02 40.17 39.45 38.87 38.39 37.99 37.64 37.35
41.69
9.69 9.87 10.06 10.20 10.31 10.39 10.45
9.17
RER (%) 9.17 9.42
Rectan
PSNR
39.53 38.89 37.87 37.01 36.33 35.80 35.37 35.01 34.72
39.53
4.64 5.05 5.38
5.64 5.87
6.06 6.22
3.89
RER (%) 3.86 4.20
Average PSNR
40.62 39.96 39.02 38.23 37.60 37.09 36.68 36.33 36.03
40.61
RER (%) 6.52 6.81
7.16 7.46 7.72
7.92 8.09
8.22 8.34
6.53
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Table 6.2: PSNR and RER performances of the proposed SRIE method using
diﬀerent regularization terms: SRIE-DF (SRIE with data fidelity term), SRIE-DFNL (SRIE with data and non-local regularization terms), SRIE-DF-L (SRIE with
data and local regularization term), SRIE (SRIE with all regularization terms).
SRIE-DF SRIE-DF-NL SRIE-DF-L SRIE
Poster
PSNR
47.42
47.73
47.78
47.85
RER (%)
1.99
1.55
1.50
1.34
Tsukuba PSNR
34.41
34.80
34.73
35.02
RER (%)
8.75
7.34
8.06
7.12
Ballet
PSNR
31.05
31.10
31.17
31.20
RER (%)
6.02
5.38
5.11
4.89
Dancer
PSNR
36.07
36.12
36.06
36.31
RER (%)
3.00
2.81
2.95
2.90
Tanks
PSNR
42.21
42.37
42.53
42.66
RER (%)
6.11
5.78
5.83
5.77
Pyramid PSNR
41.93
42.55
42.83
43.05
RER (%)
3.32
2.57
2.29
1.92
Book
PSNR
49.63
50.10
49.70
50.11
RER (%)
0.76
0.63
0.80
0.63
Horse
PSNR
39.99
41.71
40.02
41.69
RER (%)
11.70
9.17
12.07
9.17
Rectan
PSNR
38.10
39.53
38.11
39.53
RER (%)
5.71
3.86
5.94
3.89
Average PSNR
40.09
40.67
40.33
40.82
RER (%)
5.26
4.34
4.95
4.18

SRIE with both data fidelity term and local regularization term (SRIE-DF-L), and
SRIE with all three terms (SRIE).

Table 6.2 shows the reconstruction results generated by diﬀerent versions of
the proposed method. Bold values refer to the highest PSNR and lowest RER
values. Compared with SRIE-DF, other versions generate higher PSNRs and
lower ERs, justifying the eﬀectiveness of the local and non-local regularization
terms. In addition, the SRIE method, which combines both local and non-local
regularizers, generates the most accurate reconstruction results, in terms of both
PSNR and RER.
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6.3.3 Comparison with other depth SR methods
In this subsection, the proposed SRIE method is compared with other depth SR
methods, namely bicubic interpolation (BI) [1], joint bilateral upsampling (JBU)
[2], sparse coding based SR (SC-SR) [3], joint learning-based depth SR (J-DSR) [4]
and JMD-DSR proposed in Chapter 5. For both JBU and J-DSR, which both involve
bilateral filtering, the search window is set to 7 × 7 pixels, and the parameters hs
and h1 are set to 10 and 3, respectively; these setups are the same as those of the
proposed SRIE method.
Table 6.3 shows the PSNRs and RERs of the reconstructed images, where the
bold values indicate the largest PSNR and the smallest RER. For most test images,
the JMD-DSR method proposed in Chapter 5 produces the most accurate HR
images with the highest PSNRs and the lowest RERs, whereas the proposed SRIE
generates the second best results. However, in terms of the computational time
for reconstructing each test image, the SRIE method consumes less time compared
to the JMD-DSR method (see Table 5.2). Figures 6.2 to Fig. 6.5 show some sample
HR depth images reconstructed by diﬀerent SR methods. These figures clearly
demonstrate that the proposed SRIE method produces sharper and clearer edges
with fewer artifacts; by contrast, BI blurs the edges, JBU generates staircasing
artifacts on the edges, and J-DSR produces artifacts in the flat areas around the
edges. Please refer to Appendix C to find more reconstructed HR images.
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Table 6.3: PSNR (dB) and RER (%) performances for diﬀerent SR methods: BI [1],
JBU [2], SC-SR [3], J-DSR [4], the proposed JMD-DSR (Chapter 5) and proposed
SRIE. For each test image, the top line shows the PSNR results, while the bottom
line shows the RER results. The runtime numbers (second) for reconstructing
each image by JMD-DSR is also reported at the last column.
BI
JBU SC-SR J-DSR JMD-DSR SRIE Time
Poster
41.10 42.23 47.40 47.64
52.16
47.85 559.6
4.01 3.45
2.06
1.94
1.04
1.34
Tsukuba 30.53 31.28 34.32 34.39
34.81
35.02 411.4
13.44 12.65
8.97
8.66
7.19
7.12
Ballet
29.96 30.26 31.02 31.04
31.20
31.20 3122
6.91 6.56
6.19
5.93
4.70
4.89
Dancer
35.60 35.45 36.04 35.94
36.22
36.31 3196
3.82 3.86
3.08
2.99
2.79
2.90
Tanks
40.58 40.85 42.16 42.30
43.09
42.66 491.5
7.88 8.17
6.42
6.11
5.61
5.77
Pyramid 36.80 38.77 41.88 41.96
43.21
43.05 483.1
4.39 3.79
3.45
2.96
2.25
1.92
Book
43.66 44.53 49.24 49.57
50.49
50.11 507.5
1.61 1.38
0.81
0.80
0.60
0.63
Horse
35.46 33.92 39.91 39.75
41.75
41.69 69.8
14.15 13.20 12.35 11.82
9.41
9.17
Rectan
32.41 31.02 38.02 37.69
38.57
39.53 78.9
10.62 9.64
6.06
5.75
3.97
3.89
Average 36.23 36.48 40.00 40.03
41.28
40.82 991.1
7.43 6.97
5.49
5.22
4.17
4.18
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(b) BI

(c) JBU

(d) J-DSR

(e) SRIE

Figure 6.2: Image Poster reconstructed by diﬀerent SR methods. Column (a) shows the ground truth HR image. Images from
column (b)-(e) are reconstructed by the bicubic interpolation, JBU, J-DSR, SRIE.

(a) Ground Truth
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(a) Ground Truth

(b) BI

(c) JBU

(d) J-DSR

(e) SRIE

Figure 6.3: Image Tsukuba reconstructed by diﬀerent SR methods. Column (a) shows the ground truth HR image. Images from
column (b)-(e) are reconstructed by the bicubic interpolation, JBU, J-DSR, SRIE.
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(b) BI

(c) JBU

(d) J-DSR

(e) SRIE

Figure 6.4: Image Pyramid reconstructed by diﬀerent SR methods. Column (a) shows the ground truth HR image. Images from
column (b)-(e) are reconstructed by the bicubic interpolation, JBU, J-DSR, SRIE.

(a) Ground Truth
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(a) Ground Truth

(b) BI

(c) JBU

(d) J-DSR

(e) SRIE

Figure 6.5: Image Horse reconstructed by diﬀerent SR methods. Column (a) shows the ground truth HR image. Images from
column (b)-(e) are reconstructed by the bicubic interpolation, JBU, J-DSR, SRIE.
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6.4 Summary
In this chapter, a new depth super-resolution method exploiting internal and
external information from the input depth image, the registered HR intensity
image, and the image database was proposed. Diﬀerent regularization terms
were constructed from diﬀerent information sources. Specifically, the sparse
reconstruction term was formed from a depth image database, which is an external high-frequency information source. Furthermore, the local regularization
term was built from a high-resolution intensity image, while the non-local regularization term was built from the input depth image; these two terms were
constructed from internal high-frequency information source. The local regularization parameter was chosen adaptively according to the edge smoothness and
the edge co-occurrence. In the experimental stage, the eﬀectiveness of the proposed regularization terms is justified. Moreover, the proposed SRIE method was
compared to several state-of-the-art depth super-resolution methods, in terms of
both visual quality and objective measures, namely PSNR and relative error rate;
the experimental results confirm the superiority of the proposed method.
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In this dissertation, three SR methods were proposed to solve image superresolution problems. Although these algorithms are diﬀerent from each other and
are applied to diﬀerent types of images (intensity images or depth images), they
all belong to the category of learning-based super-resolution. Taking advantage of
the development of compressive sensing and sparse coding techniques, the proposed L-SR algorithms are able to produce competitive results compared to other
state-of-the-art L-SR methods. The remainder of this chapter presents a summary
for each chapter of this thesis and proposes directions for future research.

7.1

Research summary

This research is focused on intensity image SR and depth image SR. The content
and contributions can be summarized as follows:
• A comprehensive review of intensity image super-resolution methods was
conducted in Chapter 2. Based on the core techniques used for the HR re132

7.1. Research summary
construction, three categories of SR methods were identified: interpolationbased, reconstruction-based, and learning-based super-resolution. Among
the three categories, the learning-based methods are able to reproduce more
high-frequency information due to the introduction of an external highresolution image database.

• A novel method for intensity image super-resolution was proposed in Chapter 3. The mathematical model for using multi-dictionary sparse representation to reconstruct high-resolution images was formulated. Furthermore,
two novel dictionary selection methods were proposed to build multiple
dictionaries from the image database, namely adaptive k-nearest neighbor
based dictionary selection and sparse-coding based dictionary selection. In
the experimental stage, the eﬀect of the total number of clusters on the performance of the proposed method was analyzed. Compared to existing SR
methods, the proposed SR method achieves higher reconstruction accuracy
and generates visually sharper and more detailed high-resolution images.

• A thorough review of depth image super-resolution techniques was conducted in Chapter 4. This chapter first presented the background knowledge
of depth data collection, followed by a comparison between the depth image
SR and intensity image SR. Three groups of depth SR methods were then
introduced: single-frame, multi-frame, and learning-based depth superresolution. The single-frame approach and the learning-based approach
exploit the high-frequency information from the registered HR intensity
image and the HR depth database, respectively; therefore, the reconstruction results generated by these two approaches are generally more accurate
compared to the multi-frame approach.

• An extension of multi-dictionary sparse representation algorithm was pre133
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sented for depth image super-resolution in Chapter 5. Specifically, a joint
regularization constraint that exploits high-frequency information from the
HR intensity image was constructed; this regularization term was incorporated into the multi-dictionary sparse reconstruction model so as to enhance
the reconstruction accuracy. In addition, a novel method of computing
joint regularization parameter adaptively according to the patch sharpness
was presented. The experimental results confirmed the eﬀectiveness of the
proposed joint regularization constraint and the adaptive regularization parameter. Reconstructed HR images oﬀer much higher PSNR and lower RER
values compared to images generated by other classic depth SR methods. In
addition, the visual quality of the reconstructed HR images is also superior
to the visual quality of images produced by other test methods.

• In Chapter 6, a new depth SR method that uses both internal and external information was proposed. The internal information were extracted from the
LR input image and its registered HR intensity image; a local constraint and
a non-local constraint were constructed using the internal information. The
external information, on the other hand, was imported from an external HR
depth image database; sparse reconstruction regularization terms are built
by extracting the external information. These terms are combined to form a
new joint regularization problem, which is solved for the target HR image
and its sparse code simultaneously. Furthermore, to improve the robustness of the proposed algorithm, an adaptive local regularization parameter
was proposed based on the sharpness of the intensity image. In the experimental stage, the eﬀectiveness of the proposed adaptive local regularization
parameter and the local and non-local constraints were verified. Moreover,
experimental results showed that the HR reconstruction provided by the
proposed algorithm is more accurate compared to other test methods, in
terms of both visual fidelity and objective measures (PSNR and RER).
134

7.2. Future work

7.2 Future work
As a classic image processing problem, super-resolution has been widely researched for almost three decades. However, it is still an active research field
as new tools, such as compressive sensing and sparse coding, endow new directions for super-resolution research. In addition to the traditional needs for highresolution intensity images, many other fields require high-resolution imaging
urgently, such as 3-D imaging, satellite imaging and medical imaging. Therefore,
there are many possibilities and necessities for future research, some of which are
summarized below.
1. Advanced feature extractors and clustering methods: most learning-based
super-resolution methods extract features from both the input image and
training images first. Then sparse coding or other techniques are applied
to these features to reconstruct the HR image. In the proposed methods,
the conventional first and second derivative filters were adopted to extract
features. However, more advanced feature extractors should facilitate the
patch matching between the input and training patches, leading to more
accurate reconstruction. Sophisticated clustering methods, on the other
hand, may also improve the proposed multi-dictionary super-resolution
method by replacing the traditional k-means clustering. Therefore, it would
be interesting to explore the possibilities of applying new feature extractors
and new clustering methods to the proposed methods.
2. The selection of training database: the performance of learning-based
super-resolution is largely aﬀected by the training database. For example, a database with insuﬃcient high-frequency training samples may fail
to reconstruct accurate HR images, whereas a database with redundant HR
information may increase the computational time during the patch matching process. However, till now there is no theoretical basis for selecting the
training database. Whether it is possible to build a generic database for
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reconstructing all kinds of HR images is still an on-going research. Meanwhile, other methods of forming the training database may enlighten future
research. For example, a training database can be formed by extracting samples from the multi-scaled representation of the input low-resolution image
[83]. Another example, one can find a high-resolution image that contains
similar content as the input image on the Internet, and extracts samples from
this high-resolution image to form a training database [148].
3. Advanced mathematical tools for modeling SR algorithm: the development of compressive sensing theory and sparse coding techniques provide
new tools for modeling and solving the super-resolution problem. It is one
of the most important reasons for the fast development of the learning-based
super-resolution approach in recent years. Therefore, creating and applying new mathematical tool is extremely important for further improving
the performance of super-resolution methods. For example, the recent developed low-rank theory [184] has already been applied to diﬀerent kinds
of image processing tasks, such as background subtraction, image repair,
and face alignment. So far, little work has been done to model the superresolution problems using low-rank theory. It may provide a further boost
for developing new multi-frame super-resolution methods in future.
4. Super-resolution for other types of images: early work of super-resolution
is focused on the intensity images. However, with the development of
manufacturing technology for CCD sensors, high-resolution images can be
achieved easily in a reasonable low cost. Thus, the necessity of intensity
image super-resolution is diminishing in real life, though the intensity image is still favored in theoretical super-resolution research. By contrast,
the expensive cost in capturing other types of high-resolution images further motivates the development of SR techniques. For example, with the
popularity of 3-D visualization, high-resolution for depth images becomes
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crucial for accurate 3-D reconstruction. Furthermore, high-resolution images, such as synthetic aperture radar images and medical images, are also
in great demands. Since these images have fundamental diﬀerences compared to intensity images, new super-resolution methods are required for
these types of imaging modalities.
5. Real-world applications: in real-world applications, we need to consider
noise and blur contaminating low-resolution images. Although some proposed super-resolution methods are to some extent robust to noise and blur,
the type and strength of noise and blur are often assumed to be known,
which is not the case in practical applications. Therefore, it is significant to
develop blind super-resolution methods to handle real-world applications.
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A

Super-resolution Results for
SMRD-AKNN and SRMD-SC
Appendix A presents more HR images reconstructed by the proposed SMRDAKNN and SRMD-SC methods; the reconstruction results generated other test
methods are also provided. The names of the test methods and the test images
are listed below:
• The SR methods examined here are the bicubic interpolation, adaptive
sparse domain selection, multi-dictionary super-resolution based on AKNN
dictionary selection, and multi-dictionary super-resolution based on SC dictionary selection.
• The test images are Girl, House, Parthenon, Parrots, Raccoon, Bike, Butterfly.
• The magnification factor is 3.
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(b) BI

(c) ASDS

(d) SRMD-AKNN

(e) SRMD-SC

Figure A.1: Comparison of image super-resolution methods on Image Girl. Column (a) shows the ground truth HR image. Images
from column (b)-(e) are reconstructed by BI, ASDS, SRMD-AKNN, and SRMD-SC.

(a) Ground Truth

(a) Ground Truth

(b) BI

(c) ASDS

(d) SRMD-AKNN

(e) SRMD-SC

Figure A.2: Comparison of image super-resolution methods on Image House. Column (a) shows the ground truth HR image.
Images from column (b)-(e) are reconstructed by BI, ASDS, SRMD-AKNN, and SRMD-SC.
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(b) BI

(c) ASDS

(d) SRMD-AKNN

(e) SRMD-SC

Figure A.3: Comparison of image super-resolution methods on Image Parth. Column (a) shows the ground truth HR image. Images
from column (b)-(e) are reconstructed by BI, ASDS, SRMD-AKNN, and SRMD-SC.

(a) Ground Truth

(a) Ground Truth

(b) BI

(c) ASDS

(d) SRMD-AKNN

(e) SRMD-SC

Figure A.4: Comparison of image super-resolution methods on Image Parrots. Column (a) shows the ground truth HR image.
Images from column (b)-(e) are reconstructed by BI, ASDS, SRMD-AKNN, and SRMD-SC.
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(b) BI

(c) ASDS

(d) SRMD-AKNN

(e) SRMD-SC

Figure A.5: Comparison of image super-resolution methods on Image Raccoon. Column (a) shows the ground truth HR image.
Images from column (b)-(e) are reconstructed by BI, ASDS, SRMD-AKNN, and SRMD-SC.

(a) Ground Truth

(a) Ground Truth

(b) BI

(c) ASDS

(d) SRMD-AKNN

(e) SRMD-SC

Figure A.6: Comparison of image super-resolution methods on Image Bike. Column (a) shows the ground truth HR image. Images
from column (b)-(e) are reconstructed by BI, ASDS, SRMD-AKNN, and SRMD-SC.
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(b) BI

(c) ASDS

(d) SRMD-AKNN

(e) SRMD-SC

Figure A.7: Comparison of image super-resolution methods on Image Butterfly. Column (a) shows the ground truth HR image.
Images from column (b)-(e) are reconstructed by BI, ASDS, SRMD-AKNN, and SRMD-SC.

(a) Ground Truth

Appendix

B

Super-resolution Results for
JMD-DSR
Appendix B presents more HR images reconstructed by the proposed JMD-DSR
method and other test methods. The names of the SR methods and the test images
are listed below:
• The SR methods examined here are the bicubic interpolation, joint bilateral upsampling, sparse coding based super-resolution, and joint multidictionary depth super-resolution.
• The test images are Ballet, Dancer, Tank, Book, Rectan, and Poster.
• The magnification factor is 3.
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(b) BI

(c) JBU

(d) J-DSR

(e) JMD-DSR

Figure B.1: Image Ballet reconstructed by diﬀerent SR methods. Column (a) shows the ground truth HR image. Images from
column (b)-(e) are reconstructed by the bicubic interpolation, JBU, J-DSR, and JMD-DSR.

(a) Ground Truth

(a) Ground Truth

(b) BI

(c) JBU

(d) J-DSR

(e) JMD-DSR

Figure B.2: Image Dancer reconstructed by diﬀerent SR methods. Column (a) shows the ground truth HR image. Images from
column (b)-(e) are reconstructed by the bicubic interpolation, JBU, J-DSR, and JMD-DSR.
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(b) BI

(c) JBU

(d) J-DSR

(e) JMD-DSR

Figure B.3: Image Tank reconstructed by diﬀerent SR methods. Column (a) shows the ground truth HR image. Images from column
(b)-(e) are reconstructed by the bicubic interpolation, JBU, J-DSR, and JMD-DSR.

(a) Ground Truth

(a) Ground Truth

(b) BI

(c) JBU

(d) J-DSR

(e) JMD-DSR

Figure B.4: Image Book reconstructed by diﬀerent SR methods. Column (a) shows the ground truth HR image. Images from column
(b)-(e) are reconstructed by the bicubic interpolation, JBU, J-DSR, and JMD-DSR.
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(b) BI

(c) JBU

(d) J-DSR

(e) JMD-DSR

Figure B.5: Image Rectan reconstructed by diﬀerent SR methods. Column (a) shows the ground truth HR image. Images from
column (b)-(e) are reconstructed by the bicubic interpolation, JBU, J-DSR, and JMD-DSR.

(a) Ground Truth

(a) RGB Ground Truth

(b) Depth Ground Truth

(c) JBU

(d) J-DSR

(e) JMD-DSR

Figure B.6: Image Poster reconstructed by diﬀerent SR methods. Columns (a) and (b) show the ground truth of HR RGB and depth
images. Images from column (c)-(e) are reconstructed by JBU, J-DSR, and JMD-DSR.
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Appendix

C

Super-resolution Results for
SRIE
Appendix C presents more HR images generated by the proposed SRIE method
and other test methods. The names of the SR methods and the test images are
listed below:
• The SR methods examined here are the bicubic interpolation, joint bilateral
upsampling, sparse coding based super-resolution, and super-resolution
using internal and external information.
• The test images are Ballet, Dancer, Tank, Book, Rectan, and Poster.
• The magnification factor is 3.
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(a) Ground Truth

(b) BI

(c) JBU

(d) J-DSR

(e) SRIE

Figure C.1: Image Ballet reconstructed by diﬀerent SR methods. Column (a) shows the ground truth HR image. Images from
column (b)-(e) are reconstructed by the bicubic interpolation, JBU, J-DSR, and SRIE.
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(b) BI

(c) JBU

(d) J-DSR

(e) SRIE

Figure C.2: Image Dancer reconstructed by diﬀerent SR methods. Column (a) shows the ground truth HR image. Images from
column (b)-(e) are reconstructed by the bicubic interpolation, JBU, J-DSR, and SRIE.

(a) Ground Truth

(a) Ground Truth

(b) BI

(c) JBU

(d) J-DSR

(e) SRIE

Figure C.3: Image Tank reconstructed by diﬀerent SR methods. Column (a) shows the ground truth HR image. Images from column
(b)-(e) are reconstructed by the bicubic interpolation, JBU, J-DSR, and SRIE.
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(b) BI

(c) JBU

(d) J-DSR

(e) SRIE

Figure C.4: Image Book reconstructed by diﬀerent SR methods. Column (a) shows the ground truth HR image. Images from
column (b)-(e) are reconstructed by the bicubic interpolation, JBU, J-DSR, and SRIE.

(a) Ground Truth

(a) Ground Truth

(b) BI

(c) JBU

(d) J-DSR

(e) SRIE

Figure C.5: Image Rectan reconstructed by diﬀerent SR methods. Column (a) shows the ground truth HR image. Images from
column (b)-(e) are reconstructed by the bicubic interpolation, JBU, J-DSR, and SRIE.
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(b) Depth Ground Truth

(c) JBU

(d) J-DSR

(e) SRIE

Figure C.6: Image Poster reconstructed by diﬀerent SR methods. Columns (a) and (b) show the ground truth of HR RGB and depth
images. Images from column (c)-(e) are reconstructed by JBU, J-DSR, and SRIE.

(a) RGB Ground Truth
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