We investigate the optimal mass transport problem associated to the following "ballistic" cost functional on phase space M × M * ,
Introduction and main results
Given a cost functional c(y, x) on some product measure space X 0 × X 1 , and two probability measures µ on X 0 and ν on X 1 , we consider the problem of optimizing the total cost of transport plans and its corresponding dual principle as formulated by Kantorovich inf X0×X1 c(y, x)) dπ; π ∈ K(µ, ν) = sup X1 ϕ 1 (x) dν(x) − X0 ϕ 0 (y) dµ(y); ϕ 1 , ϕ 0 ∈ K(c) , where K(µ, ν) is the set of probability measures π on X 0 × X 1 whose marginal on X 0 (resp. on X 1 ) is µ (resp., ν) (the transport plans), and where K(c) is the set of functions ϕ 1 ∈ L 1 (X 1 , ν) and ϕ 0 ∈ L 1 (X 0 , µ) such that ϕ 1 (x) − ϕ 0 (y) c(y, x) for all (y, x) ∈ X 0 × X 1 .
The pairs of functions in K(c) can be assumed to satisfy ϕ 1 (x) = inf y∈X0 c(y, x) + ϕ 0 (y) and ϕ 0 (y) = sup x∈X1 ϕ 1 (x) − c(y, x).
They will be called admissible Kantorovich potentials, and for reasons that will become clear later, we shall say that ϕ 0 (resp., ϕ 1 ) is an initial (resp., final) Kantorovich potential. The original Monge problem dealt with the cost c(y, x) = |x − y| ( [15] , [16] , [9] , [21] , [22] ) and was constrained to those probabilities in K(µ, ν) that are supported by graphs of measurable maps from X to Y pushing µ onto ν. Brenier [6] considered the important quadratic case c(x, y) = |x − y| 2 . This was followed by a large number of results addressing costs of the form f (x − y), where f is either a convex or a concave function [13] . With a purpose of connecting mass transport with Mather theory, Bernard and Buffoni [5] considered dynamic cost functions on a given compact manifold M , that deal with fixed end-points problems of the following type:
c T (y, x) := inf{ T 0 L(t, γ(t),γ(t)) dt; γ ∈ C 1 ([0, T ), M ); γ(0) = y, γ(T ) = x},
where [0, T ] is a fixed time interval, and L : T M → R ∪ {+∞} is a given Lagrangian that is convex in the second variable of the tangent bundle T M . Fathi and Figalli [11] eventually dealt with the case where M is a non-compact Finsler manifold. Note that standard cost functionals of the form f (|x − y|), where f is convex, are particular cases of the dynamic formulation, since they correspond to Lagrangians of the form L(t, x, p) = f (p).
In this paper, we shall consider the "ballistic cost function," which is defined on phase space M * × M by,
where M is a Banach space and M * is its dual. The associated transport problems will be B T (µ 0 , ν T ) := sup{
and B T (µ 0 , ν T ) := inf{
where µ 0 (resp., ν T ) is a given probability measure on M * (resp., M ). Note that when T = 0, we have b 0 (x, v) = v, x , which is exactly the case considered by Brenier [6] , that is W (µ 0 , ν 0 ) := sup{ M * ×M v, x dπ; π ∈ K(µ 0 , ν 0 )},
and W (µ 0 , ν 0 ) := inf{
making (3) a suitable dynamic version of the Wasserstein distance. The assumptions on the Lagrangian that we use are as follows:
(A1) L : M × M → R ∪ {+∞} is convex, proper and lower semi-continuous in both variables.
(A2) The set F (x) := {p; L(x, p) < ∞} is non-empty for all x ∈ M , and for some ρ > 0, we have dist(0, F (x)) ρ(1 + |x|) for all x ∈ M .
(A3) For all (x, p) ∈ M × M , we have L(x, p) θ(max{0, |p| − α|x|}) − β|x|, where α, β are constants, and θ is a coercive, proper, non-decreasing function on [0, ∞).
We shall assume throughout that M = M * = R d , while preserving -for pedagogical reasons-the notational distinction between the state space and its dual. These conditions on the Lagrangian make sure that the Hamiltonian H is finite, concave in x and convex in q, hence locally Lipschitz. Moreover, we have
where α, β, γ, δ are constants, ϕ is finite and convex and ψ is finite and concave (see [19] . We note that under these conditions, the cost (x, y) → c(t, x, y) is convex proper and lower semi-continuous on M × M . But the cost b T is nicer in many ways. For one, it is everywhere finite and locally Lipschitz continuous on [0, ∞) × M × M * . Moreover, we shall consider suitable solutions of the Hamilton-Jacobi equation,
which are formally given by the formula
as well as the following dual Hamilton-Jacobi equation:
whose variational solution is given by
where the LagrangianL is defined on
While the above formula for the "solutions" V (resp., W ) of (8) (resp., (10) ) is natural, it doesn't often generate solutions with suitable regularity properties, unless more conditions are imposed on the Lagrangian. Bernard and Buffoni [5] imposed conditions that allowed for the consideration of so-called continuous viscosity solutions. There are however instances where our convex setting is completely satisfactory under the above assumptions on L. Indeed, if V 0 (resp., W T ) is convex (resp., concave), then the solution V (t, ·) (resp., W (t, ·)) is convex (resp., concave) for each t, and convex subdifferentiability then provides a good alternative to regularity. This is the case for b(t, v, x), which remarkably satisfies both equations (in the sense of convex analysis), that is
Unfortunately, as we shall see below, the mass transport problems that we consider lead to an opposite situation, where the initial function V 0 is concave, a property that is not propagated forward by L, and the terminal function W T is convex, which is not propagated backward byL. We shall therefore only consider variational solutions for (8) (resp., 10) meaning those that has the form (9) and (11) respectively. The following duality will be proved in Section 5.
and (25) is nothing but the Hopf-Lax formula used to generate solutions for corresponding Hamilton-Jacobi equations. Moreover, when g is the linear functional g(x) = v, x , then b(t, v, x) is itself a solution to two Hamilton-Jacobi equations, since
Note that formulas (23) and (24) can now be seen as extensions of (27) to the space of probability measures, where the Wasserstein distance fill the role of the scalar product. Surprisingly, the extension of the dual formula
is not always possible. Indeed, we shall see that the key to proving (23) and (24) is that the initial Kantorovich potential for B T (µ 0 , ν T ) can be taken to be convex, while for B T (µ 0 , ν T ), the final Kantorovich potential can be assumed to be concave. This contrasts the case of the fixed enpoints cost c T , which even though it is jointly convex in both variables, one cannot deduce much in terms of the convexity or concavity of the Kantorovich potentials corresponding to Note however, that the optimal transport C T (ν 0 , ν T ) corresponding to the initial measure ν 0 obtained via the factorization of ballistic optimal transport problems, has a concave initial Kantorovich potential. This turned out to be a necessary and sufficient condition. In the case where L(x, v) = 1 2 |v| 2 , it says that for such a measure the initial Kantorovich potential ϕ 0 can still be concave, that is 0 D 2 g I.
and that L satisfies hypothesis (A1), (A2) and (A3). Assume ν 0 and ν T are probability measures on M such that ν 0 is absolutely continuous with respect to Lebesgue measure. Then, the following are equivalent:
The following formula holds
Here is an application.
Corollary 1 Consider the cost c(y, x) = c 0 (x − y), where c 0 is a convex function on M and let ν 0 , ν 1 be probability measures on M such that the initial Kantorovich potential associated to C T (ν 0 , ν T ) is concave. Then, there exist concave functions ϕ : M → R and ψ : M * → R such that
where K is a constant andψ is the concave Legendre transform of ψ.
The interpolation formula can be seen as a Hopf-Lax formula on Wasserstein space, since for a fixed µ 0 on M * (resp., fixed ν T on M ), then as a function of the terminal (resp., initial) measure, we have
where
The following Eulerian formulation illustrates best how B µ0 (t, ν) and B ν T (t, µ) can be represented as value functionals on Wasserstein space. Indeed, lift the Lagrangian L to the tangent bundle of Wasserstein space via the formula
where ρ is any probability density on M (resp., M * ) and w is a vector field on M (resp., M * ).
Theorem 5 Assume L satisfies hypothesis (A1), (A2) and (A3), and let µ 0 (resp. ν T ) be a probability measure on M * (resp., M ).
1. If µ 0 is absolutely continuous with respect to Lebesgue measure, then
2. If ν T is absolutely continuous with respect to Lebesgue measure, then
The set of pairs ( , w) considered above are such that t → t ∈ P(M ), and t → w t (x) ∈ Lip(R n ) are paths of Borel vector fields.
One can then ask whether these value functionals also satisfy a Hamilton-Jacobi equation on Wasserstein space such as
Here the Hamiltonian is defined as
We note that Ambrosio-Feng [3] have shown recently that -at least in the case where the Hamiltonian is the square-value functionals on Wasserstein space yield a unique metric viscosity solution for (34). As importantly, Gangbo-Sweich [14] have shown recently that under certain conditions, value functionals yield solutions to the so-called Master equations of mean field games.
, and consider the value functional,
and U satisfies the Master equation below (35).
Applied to the value functional B µ0 (t, ν) := B t (µ 0 , ν), this should then yields the existence for any proba-
where β 0 (x, ρ) = ϕ ρ (x), where ϕ ρ is the convex function such that ∇ϕ ρ pushes µ 0 into ρ. Needless to say, one would like to consider value functionals on Wasserstein space that are more general than those starting with the Wasserstein distance. One can still obtain such functionals via mass transport by considering more general ballistic costs of the form
where g : M * × M → R is a suitable function. This, as well as the stochastic counterpart of the ballistic problem and the corresponding "diffusive" master equation, will be considered in a subsequent paper.
I am very grateful to Yann Brenier and Wilfrid Gangbo for several fruitful discussions, and in particular for pointing me towards the connection between value functionals on Wasserstein space and mean field games. I am also indebted to the Schrödinger Institute in Vienna, where most of this work was done during my visit there in June 2016.
The Bolza duality and its consequences
We first review properties of the various cost functions that will be needed in the sequel. They are standard and had been studied in detail in various articles by T. Rockafellar [17] and his co-authors [18, 19] . 
For each
3. The costs b, c andc are dual to each other in the following sense:
• For any (y,
The above statements follow readily from properties of value functions that are consequences of the duality in Bolza's problem, which is a particular case of the following set up. Consider the path space
One way to represent the space A 
We have the following duality formula.
Proposition 3 Let L be a time-dependent convex Lagrangian on M × M and let be a proper convex lower semi-continuous function on M × M . Consider the Lagrangian on
* with q of the form (q 0 (t), 0), we have
* with q represented by (q 0 (t), 0) write:
We finally obtain
Now consider the minimization problems,
and
It is clear that inf(P) − inf(P), and that we have equality under very mild conditions (see [17] ). In this case, there exists two paths
which can also be written in a dual form
or in a Hamiltonian form asẋ
coupled with the boundary conditions
Note that c T ,c T , b T and all value functions V g for g convex, can be written as in (40), and therefore inherit whatever the duality inf(P) = − inf(P) provides.
Proposition 4
The value function V g is expressed in terms of the costs c and b by the following formulae:
2. If g is convex and lower semi-continuous, then
3. For each t ∈ [0, +∞), the Legendre transform of the convex function x → V g (t, x) on M is the convex function w →Ṽ g * (t, w) given by
4. For each t, the graph of the subgradient ∂V g (t, ·), i..e.,
is a globally Lipchitzian manifold of dimension n in M × M * , which depends continuously on t.
Note that b(t, v, x) = V g (t, x), when g v (y) = v, y . In this case, g * v (u) = 0 if u = v and +∞ if u = v, which yields that the Legendre dual of x → V g (t, x) = b(t, v, x) is w →c(t, v, w). One can also deduce the following.
Proposition 5 Let g be a proper convex lower semi-continuous function on M .
If a Hamiltonian trajectory
2. Moreover, a pair of arcs x(t) and v(t) gives a Hamiltonian trajectory over [0, T ] that starts in the graph of ∂g and ends at a point x, w in the graph of ∂V g (T, ·) if and only if x(t) is optimal in the minimization problem that defines V g (t, x) and v(t) is optimal in the minimization problem that definesṼ g (t, w).
3. In particular, the following properties are equivalent:
(c) There is a Hamiltonian trajectory (γ(t), η(t)) over [0, T ] starting at (y, v) and ending at (x, w).
We finally recall the twist condition.
Definition 6 A cost function c satisfies the twist condition if for each y ∈ M , we have x = x whenever the differentials ∂ y c(y, x) and ∂ y c(y, x ) exist and are equal.
In view of the above proposition, c T satisfies the twist condition if there is at most one Hamiltonian trajectory starting at a given initial state (v, y), while the cost b T satisfies the twist condition if for any given states (v, w), there is at most one Hamiltonian trajectory starting at v and ending at w.
The Hopf-Lax formulas on Wasserstein space
We shall frequently use the following results of Brenier [6] that we summarize in the following proposition.
Proposition 7 (Brenier) If ν 0 (resp., µ 0 ) is a probability measure on M (resp., M * ) such that ν 0 is absolutely continuous measure with respect to Lebesgue measure, then there exists a unique (up to a constant) convex function h (resp., concave function g) on M such that (∇h) # ν 0 = µ 0 (resp., (∇g) # ν 0 = µ 0 ) and
Note that if the convex function h solves W (ν 0 , µ 0 ), then the concave function g(x) = −h(−x) solves W (ν 0 , µ 0 ) and vice-versa.
We shall need the following simple lemma regarding Kantorovich potentials.
Lemma 8
Let g be a function on M * , and let h, k be functions on M .
If h(x)
It follows that for any y ∈ M ,
2) Since for any (y, x) ∈ M × M , we have c(t, y, x) = sup{b(t, v, x) − v, y ; v ∈ M * }, it follows that for any y ∈ M , we have −g(v) + h(x) − v, y c(x, y), that is
3) Since b(t, v, x) = inf{ v, y + c(t, y, x); y ∈ M }, it follows that for any (v, x) ∈ M * × M , and any > 0, there exists y ∈ M such that c T (
Proof of Theorem 3: First, we prove (23), that is if µ 0 is absolutely continuous with respect to Lebesgue measure, then
We note that for any probability measure ν on M , we have
Indeed, since µ 0 is assumed to be absolutely continuous with respect to Lebesgue measure, Brenier's theorem yields a concave function k on M * that is differentiable µ 0 -almost everywhere such that (∇k) # µ 0 = ν, and
Also let π 0 be an optimal transport plan for
Letπ 0 := S # π 0 , where S(y, x) = (∇k(y), x), wherek is the concave Legendre transform of k. It is a transport plan in
To prove the reverse inequality, use standard Monge-Kantorovich theory to write
Since the supremum can be taken over all admissible Kantorovich pairs (g, h) of functions, i.e. those satisfying the relations
we can assume that the initial Kantorovic potential g is convex. Since the cost function b T is continuous, the infimum B T (µ 0 , ν T ) is attained at some probability measure π 0 ∈ K(µ 0 , ν T ). Moreover, the supremum in the dual problem is attained at some pair (g, h) of admissible Kantorovich functions. It follows that π 0 is supported on the set
We now exploit the convexity of g, and use the fact that for each (v, x) ∈ O, the function w → −g(w) + h(x) − b T (w, x) attains its maximum at v, which means that
where for a concave function f , we write∂f := −∂(−f ), the latter being negative the subdifferential of the convex function −f . But since y → −c T (y, x) is the concave Legendre transform of v → b T (v, x) with respect to the v-variable, we then have It follows that
and the infimum is attained by the measure ν 0 . Note that the final optimal Kantorovich potential for C T (ν 0 , ν T ) is y → −g * (−y), hence is concave. Similarly, we can show (24). First, for any probability measure µ on M * , we have
Indeed, since ν T is assumed to be absolutely continuous with respect to Lebesgue measure, Brenier's theorem yields a convex function h that is differentiable µ T -almost everywhere on M such that (∇h) # ν T = µ, and
. Let π 0 be an optimal transport plan forC T (µ 0 , µ), that is π 0 ∈ K(µ 0 , µ) such thatC
To prove the reverse inequality, we use standard Monge-Kantorovich theory to write
where the infimum is taken over all admissible Kantorovich pairs (g, h) of functions, i.e. those satisfying the relations
Note that h is convex. Since the cost function b T is continuous, the supremum B T (µ 0 , ν T ) is attained at some probability measure π 0 ∈ K(µ 0 , ν T ). Moreover, the infimum in the dual problem is attained at some pair (g, h) of admissible Kantorovich functions. It follows that π 0 is supported on the set
We now exploit the convexity of h, and use the fact that for each (v, x) ∈ O, the function y → h(y) − g(v) − b T (v, y) attains its minimum at x, which means that
But sincec T is the Legendre transform of b T with respect to the x-variable, we then have
Letting µ T = ∇h # ν T , we obtain that
Note that we have used here that h is convex to deduce that W (ν T , µ T ) = M x, ∇h(x) dµ T by the uniqueness in Brenier's decomposition. We now prove that
The reverse interpolation
While the cost c T is itself jointly convex in both variables, one cannot deduce much in terms of the convexity or concavity of the corresponding Kantorovich potentials. We investigate here what happens in such situations. Note that we get a concave initial Kantorovich potential for C T (ν 0 , ν T ), when ν 0 is obtained via the factorization of a ballistic optimal transport problem. Actually, the following somewhat converse statement holds true.
Theorem 7 Assume M = R d and that L satisfies hypothesis (A1), (A2) and (A3). Assume ν 0 and ν T are probability measures on M such that ν 0 is absolutely continuous with respect to Lebesgue measure. Then, the initial Kantorovich potential of C T (ν 0 , ν T ) is concave if and only if
Proof: Again, we show first that
Indeed, if ν is any probability measure on M , use again Brenier's theorem to find a concave function h on M such that (∇h) # ν 0 = µ and W (ν 0 , µ) = M x, ∇h(x) dν 0 (x). Also let π 0 be an optimal transport plan for C T (ν 0 , ν T ). Since c(t, y, x) b(t, ∇h(y), x) − ∇h(y), y for every x, y ∈ M , and sinceπ 0 := S # π 0 where
To prove Theorem 7, we start by proving the reverse inequality and attainment in the case where the initial Kantorovich potential is concave. Indeed, write
Since the cost function c T is continuous, the infimum C T (ν 0 , ν T ) is attained at some probability measure π 0 ∈ K(ν 0 , ν T ). Moreover, the infimum in the dual problem is attained at some pair (g, h) of admissible Kantorovich functions. It follows that π 0 is supported on the set
Assuming g concave, use the fact that for each (y, x) ∈ O, the function z → h(x) − g(z) − c T (z, x) attains its maxmum at y, to deduce that −∇g(y) ∈ ∂ y c T (y, x).
Assuming g concave and since b(t, v, x) = inf{ v, z + c(t, z, x); z ∈ M }, this means that for (y, x) ∈ O,
for some probability measure µ 0 on M * . Let g be the concave function on M such that (∇g) # ν 0 = µ 0 and
Since b T satisfies the twist condition, there exists a map
Note that the infimum C T (ν 0 , ν T ) is attained at some probability measure π 0 ∈ K(ν 0 , ν T ) and that π 0 is supported on a subset O of M × M such that for (y, x) ∈ O,
Since b T satisfies the twist condition, it follows that for any (y, x) ∈ O, we have that
Proof of Corollary 1: The cost c(x − y) corresponds to c 1 (y, x), where the Lagrangian is
It follows from (60) that there is a probability measure µ 0 on M * such that
In other words,
where K is the constant M * c * (v) dµ 0 (v). Apply Brenier's theorem [6] twice to find concave functions ϕ 0 : M → R and ϕ 1 :
It follows from the preceeding corollary that
Note also that
whereφ 1 is the concave Legendre transform of ϕ 1 .
Duality for Ballistic Transports
We now use the Hopf-Lax formulae established in the previous section to prove Theorem 1. The other main ingredient is the duality formula exhibited by Bernard and Buffoni [5] for the optimal mass transport C T (ν 0 , ν T ), where ν 0 and ν T are two given probability measures on M .
Proof of Theorem 1: To prove the duality formula (12) , first note that if V 0 is any initial Kantorovich potential for C T (ν 0 , ν T ), then the final one can be taken to be
In other words, V (T, x) is the final state (at time T ) of a variational solution of (8) starting at V 0 . Now use the Hopf-Lax formula to write B T (µ 0 , ν T ) = C T (ν 0 , ν T ) + W (µ 0 , ν 0 ), for some probability measure ν 0 on M . The proof of Theorem 3 also yields that
where g (resp h) is a convex initial (resp., final) Kantorovich potential for B T (µ 0 , ν T ) if and only if
whereg(y) = −g * (−y) (resp h) is a concave initial (resp., final) Kantorovich potential for C T (ν 0 , ν T ). Note thatg is the concave Legendre transform of −g. In other words, the duality formula (12) can then be obtained by taking as initial Kantorovich potential for C T (ν 0 , ν T ) any concave functional V 0 . The corresponding final Kantorovich potential for C T (ν 0 , ν T ) is then the final state V T of a variational solution of (8) starting at V 0 . As for B T (µ 0 , ν T ), we then have
The proof is similar for the duality formula (13), provided one uses the Hopf-Lax formula (24), replace L bỹ L and note that the corresponding Hamiltonian is now HL(q, x) = −H L (x, q).
Optimal maps for the ballistic cost
We have seen in Section 4, that since the cost function b T is continuous, the infimum B T (µ 0 , ν T ) is attained at some probability measure π 0 ∈ K(µ 0 , ν T ), and that the supremum in the dual problem is attained at some pair (g, h) of admissible Kantorovich functions, where g is convex. In other words, the optimal transport plan π 0 is supported on the set
. By Proposition 5, there exists a Hamiltonian trajectory (γ(t), η(t)) over [0, T ] starting at (−∇g(v), v) and ending at x. The rest of the proof of Theorem 2 is clear. It is however instructive to make the connection with the known results regarding c T . Indeed, if c T satisfies the twist condition, that is if there is at most one Hamiltonian trajectory starting at a given initial state (y, v), then x will be determined by v, and O will be supported by a graph. This is indeed the case for Tonelli Lagrangians, which were considered in the compact case by Bernard-Buffoni [5] , and by in the case of a Finsler manifold. We also recall the following [2, Definition 5.5.1, page 129]:
Definition 11 Say that f : M → R has an approximate differential at x ∈ M if there exists a function h : M → R differentiable at x such that the set {f = h} has density 1 at x with respect to the Lebesgue measure. In this case, the approximate value of f at x is defined asf (x) = h(x), and the approximate differential of f at x is defined asd x f = d x h. It is not difficult to show that this definition makes sense. In fact, both h(x), and d x h do not depend on the choice of h, provided x is a density point of the set {f = h}.
If L is a Tonelli Lagrangian, the Hamiltonian H : M × M * → R is then C 1 , and the Hamiltonian vector field X H on M × M * is then
and the associated system of ODEs is given by
The connection between minimizers γ : [a, b] → M of I L and solutions of (73) is as follows. If we write x(t) = γ(t) and v(t) = ∂L ∂p (γ(t),γ(t)), then x(t) = γ(t) and v(t) are C 1 withẋ(t) =γ(t), and the Euler-Lagrange equation yieldsv(t) = ∂L ∂x (γ(t),γ(t)), from which follows that t → (x(t), v(t)) satisfies (73). Note also that since L is a Tonelli Lagrangian, the Hamiltonian H is actually C 2 , and the vector field X H is C ∂p (x, p)). Note that L is a homeomorphism on its image whenever L is a Tonelli Lagrangian. We now recall the following result.
Theorem 8 ) Let L be a Tonelli Lagrangian on M . Fix T > 0, ν 0 , ν T a pair of probability measure on M , with ν 0 absolutely continuous with respect to Lebesgue measure. Then there exists a uniquely ν 0 -almost everywhere defined transport map S : M → M from ν 0 to ν T which is optimal for the cost c T . Moreover, any plan γ ∈ K(ν 0 , ν T ), which is optimal for the cost c T , verifies γ(Graph(S)) = 1.
If (h, k) is an optimal Kantorovich pair, that is if
h(x) − k(y) = c T (y, x) for γ-a.e. (y, x) in M × M , then there is a Borel set B of full ν 0 -measure, such that the approximate differentiald y k of k at y is defined for y ∈ B, the map y →d y k is Borel measurable on B, and the transport map S is defined on B (hence µ-almost everywhere) by S(y) = π We now give the following corresponding result for b T .
Theorem 9 In addition to (A 1 ), assume that L is a Tonelli Lagrangian, then where P ter (0, T ; ν T ) is the set of pairs ( , w) such that
The same reasoning holds for B T (µ 0 , ν T ).
