ABSTRACT This paper addresses the problem of estimating frequency hopping (FH) signals parameters with the single array. The existing optimization algorithms are with unrealistic computational burden. In order to reduce the computation burden, a novel method, based on orthogonal matching pursuit and sparse linear regression (OSLR), is proposed in this paper. The OSLR method consists of two steps. First, by segmenting the received signals into several measurements, orthogonal matching pursuit is used to detect whether the segments include hop timings or not. Second, sparse linear regression is used to estimate the spectrogram of FH signals for the segmentations with hop timings. Numerical simulations demonstrate that the OSLR method can achieve superior performance, and the OSLR method can be exploited to deal with underdetermined blind source separation problem of FH signals.
I. INTRODUCTION
Frequency hopping (FH) is one of the spread spectrum technologies in communications due to its low probability of detection and interception [2] , [15] , [21] . Estimating the parameters of FH signals is a vital task in both civilian and military domains, such as non-cooperative communication and frequency radar [6] , [10] . Since the parameters of FH signals, including hop timings, hop rates, and hop frequencies, carry information, some researchers have done lots of work to obtain these parameters estimation.
Time-frequency (TF) representations have been investigated to exhibit FH signals contents [2] , [5] . It is simple for the linear time-frequency representation, such as Short Time Fourier Transform (STFT), to achieve FH spectrogram. However, STFT cannot obtain satisfactory frequency resolution. Wigner-Ville Distribution (WVD) achieves better resolution, but it causes bad cross terms inference [2] . Smoothed Pseudo Wigner-Ville Distribution (SPWVD) can figure out the cross terms problem [5] . Due to the limited ability to resist noise, TF representations can only assist in estimating FH signals parameters.
With only one FH signal presented, Maximum Likelihood (ML) estimation is effective to estimate hop timings with a two-hop signal model [7] . Since the method suffers from the limitation of the two-hop signal model and the heavy computation burden, it is not to be widely used. The method in [17] tries to estimate the posterior density of the FH sequence based on particle filtering. The limitation of the particle filtering method is that the number of necessary particles increases with the increasing number of FH signals. Therefore, it is impractical to conduct this method.
For multiple FH signals estimation problem, an Expectation-Maximization (EM) algorithm has been introduced in [8] . In this method, hop timings are roughly estimated by spectrogram, and the FH signals are segmented into several hop-free data subsets. Although the EM algorithm provides an alternative to deal with FH parameter estimation, sometimes it only obtains suboptimal solutions. FH signals parameters estimation has been considered as a harmonic retrieval problem in [10] and [9] with multiple receiving antennas. These methods also suffer from complexity computation burden. In [11] , an online method is developed for hop timings estimation, which is based on Auto-Regressive Moving Average (ARMA) model. Despite its success in detecting hop timings, it cannot handle asynchronous FH signals under unknown direction-of-arrival (DOA) prior condition. Another approach has been introduced in [13] which utilizes the particle filtering method and ARMA model to estimate frequency and DOA in order to process synchronous FH signals. However, these methods in [11] and [13] require that the number of receiving antennas must be larger than the number of FH signals. In [1] and [24] , the compressive sampling method has been advocated to estimate FH parameters. FH signals are sparse in TF domain which can be represented by the Fourier basis [20] and the idea of segmenting FH signals is widely used in recent researches, such as [18] and [19] . In [24] , FH signals are firstly segmented into several overlapped measurements with the assumption that each discrete point in the same segmentation shares the same recovery sparse vector. In this framework, Sparse Bayesian learning (SBL) method is exploited to iteratively update relevant parameters. However, the method in [24] can only confirm which segmentations contain hop timings. The approach in [1] estimates hop timings and frequencies with Sparse Linear Regression (SLR) framework by means of Alternating Direction Method of Multipliers (ADMoM). The FH parameters problem is rewritten as a convex optimization problem and it needs to calculate a large-size matrix inversion, which is related with the length of FH signals and the number of frequency grids. Therefore, the complexity of the SLR method is not satisfactory for the long data case.
To reduce the complexity and ensure the accurate estimation, in this paper we firstly segment FH signals into several measurements to detect if the segmentations contain hop timings. A detection method based on Orthogonal Matching Pursuit (OMP) [4] is utilized to observe hop timing segments, and SLR is exploited to process the segmentations which include hop timings. The proposed method includes two contributions. The proposed method is less demanding both in terms of memory requirement and computation time while ensuring the accuracy of the estimation. Also, the proposed method is effective to deal with Underdetermined Blind Source Separation (UBSS) problem of FH signals.
The rest of the paper is organized as follows. In Section II, the related work is introduced. The proposed method is introduced in Section III. Section IV carries out numerical simulations to demonstrate the superiority of the proposed method. Conclusions are given in Section V.
Notation: (·) T represents transposition. (·) H stands for conjugate transposition. (·) −1 stands for inverse. 0 P is the P-dimensional row vector with all zeros. I P is P-dimensional identity matrix. · is inner product. Re {·} is real part. 
where a n,k and f n,k are the amplitude and frequency of the nth FH signals in the kth hop instant, and N is the number of FH signals. The kth hop timing is defined as t k ∈ [0, T ], and T is the observation time. The discrete form of y c (t) is written as
where
, and L = T f s is the length of the data.
B. THE SPARSITY OF FH SIGNALS
Assume that the true frequencies f n,k in (2) belong to a known uniform frequency set G = {f 1 : f : f P } where f is the frequency interval. Let P denote the length of G which is much larger than N . The frequency set can be a uniformly dense grid, and the frequency interval of G is less than the required resolution. With f n,k ∈ G, the received signals can be presented as
and L is the length of samples. According to (3), x l,p is the amplitude of the pth frequency bin at the lth time sampling point. If the pth frequency is active at the lth time sampling point, the amplitude coefficient x l,p is nonzero. x (l) consists of at most N nonzero entries. Since P N , most coefficients of the vector x (l) are equal to zero. Setting
T T ∈ C PL , the model in (3) can be rewritten as
where (1) X is sparse because only a few coefficients x l.p are nonzero.
(2) The adjacent row differences of X * are sparse. FH signals are stationary in each hop instant, hence most of the time x l+1,p = x l,p . Consider a supplementary matrix
, and (·) (q) represents the right cyclic shift of q positions. Utilize DX to VOLUME 6, 2018 express differences x l+1,p − x l,p . Hence, as the mentioned above, DX is a sparse vector.
The objective of this paper is to estimate the hop timing l k and the frequency f n,k , which are mentioned in (2) . Since the SLR method suffers from heavy computation burden when the samples are large, a novel method named OSLR is proposed. OSLR utilizes OMP to determine whether the segmentation contains hop timings, and SLR is exploited to process the segmentation with hop timings. This can reduce the length of data processed by SLR. The main steps of the proposed method are clearly introduced in Section III.
III. THE PROPOSED METHOD
In this section, the proposed method named OSLR is developed. The proposed method can not only reduce the computation time, but also ensure the accuracy of estimation. First, based on OMP, the hop timing segmentation detection method is introduced. Second, the FH signals parameters are estimated on the basis of SLR.
A. HOP TIMING SEGMENTATION DETECTION
The received signal can be segmented into M measurments which is written as
where y m ∈ C W 0 , and W 0 is the window length of the segmentation. According to (2) and (3), the gth time index in the mth segmentation can be written as
and
The X m is a coefficient vector. The window length W 0 is an empirical value, and it is discussed in Simulations.
In this subsection, a method based on OMP is proposed to detect whether the segmentations contain hop timings or not. According to the uniform frequency set G = {f 1 : f : f P }, the dictionary matrix is written as
The crux of the hop timing detection method is comparing the main principal component between adjacent segmentations. In other words, OMP is utilized to search main frequencies of segmentations. As an iterative greedy algorithm, OMP can select the column of which is most correlated with the current residual [4] , [16] . The column corresponds to the frequency index. If the frequencies of the two adjacent segmentations are the same, then the previous segmentation includes no hop timings. Otherwise, the two adjacent segmentations may contain hop timings, and the proposed method judges that the two segmentations all include hop timings to ensure that the false dismissal probability is zero. Therefore, all segmentations with hop timings can be detected.
The main steps of the detection method are stated in Algorithm 1. for n = 1 : N do 7: λ n = arg max p r, p , where p is the pth column of measurement matrix 8: n,m = λ n , where n,m is the frequency index in the mth segmentation of the nth signal 9: Update the residual r = r − λ n † λ n r , where
end for 11: end for 12: Step3: Compare the mth and the (m − 1) th columns of . If the elements of the columns are the same, it means that y m−1 contains no hop timings, and¯ (:, m − 1) = (:, m − 1). Otherwise, the segmentation y m or y m−1 contains hop timings. In order to avoid the case of missed detection, the proposed method judges both y m and y m−1 contain hop timings. 13: Step4: If the mth segmentation includes hop timings, the mth element of H is set to 1. Otherwise, the mth element of H is set to 0. 14: Output: The matrix H and the frequency index matrix¯ .
The matrix H is utilized to judge whether the segmentations contain hop timings or not.¯ contains the frequency indies of the segmentations without hop timings.
B. FH PARAMETERS ESTIMATION
Since the received signal has been segmented, the mth segmentation can be written as
T T ∈ C PW 0 . The time-localized frequency content of FH signals in the mth segmentation is represented as
The supplementary matrix of the segment is
mth segmentation is without hop timings, the time-localized frequency content of the mth segmentation is only relative with the estimated frequency indices which are in the mth column of the matrix¯ . The matrix X * m is the spectrogram of the mth segmentation, and the corresponding rows of the matrix X * m are nonzero. If the mth segmentation contains hop timings, the problem can be formulated as
where σ 1 and σ 2 are positive scalars. The first constraint affects sparsity and the second affects smoothness. This is a fused lasso problem [14] . The sparse matrix X m in (13) can be solved by the following optimization problem [1] X m = arg min
Large λ 1 encourages sparsity and large λ 2 encourages smoothness. In order to solve this optimization problem in a low-complexity method, the Alternated Direction Method of Multipliers (ADMoM) [3] is utilized. Two auxiliary variables p and q are introduced, then (15) is rewritten as
Utilizing augmented Lagrangian method, the problem in (16) is
where (η, µ) are Lagrange multipliers and c is a positive scalar number. The updating rules of (X m , p, q, η, µ) are given as follows.
(1) Updating rule of sparse matrix X m : Other parameters are considered as constants and according to (17) ,
This convex minimization problem can be solved upon equating the gradient of the convex differentiable cost to zero. Therefore, according to Appendix A, the approximated solution is obtained as follow:
(2) Updating rules of auxiliary variables p and q: In these two parameters convex minimization problem, (17) is equivalent to (20) which is shown as follow:
It is clear that p and q can be minimized separately. Since
the minimizations in (20) are solved bŷ
Then the solutions are given bŷ
where soft (a, b) = sign (a) max (0, |a| − b) [22] . The details are shown in Appendix B. Update sparse matrix X m by (19) 8:
Update p and q by (25) and (26) 9:
Update Lagrangian multipliers (η, µ) by (27) and (28) 
where s denotes the FH signal vector, and σ 2 is the noise variance, and N is the number of FH sources. The correct hop timing ratio can be calculated by
where M c is the number of Mote Carlo trails and N c (i) is the number of correct detections in the ith Monte Carlo trail. The number of true hop timings is K . A correct hop timing detection corresponds to having each of the K estimates of the hop timings less than 3 samples away from the associated true hop timings, which is defined in the same way as in [1] . The false alarm ratio of OMP detection can be calculated by
where N F (i) is the number of false alarm segmentations in the ith Monte Carlo trail and N W is the number of segmentations. The correct frequency ratio of OMP can be calculated by
where N f (i) is the number of correct frequency estimation in the ith Monte Carlo trail. The Root Mean Square Error (RMSE) can be calculated by:
whereη k is the kth hop timing estimation and η k is the kth original hop timing. In the following experiments, the grid of carriers is generated to be G = {0.5 : 0.5 : 16} kHz with the number of grids P = 32, and the length of samples is L = 480. Our simulations are performed in MATLAB R2016b using an Intel(R) Xeon(R) CPU E5-1620+3.50GHz processor. The operating system is Microsoft Windows 10 and the memory is 32GB.
A. FREQUENCY AND HOP TIMING ESTIMATION
In this subsection, the FH signals are generated as follows: the first FH signal is active on the 3th carrier in the interval Firstly, Fig. 1 shows the RMSE, the correct hop timing ratio and the CPU cost time of the proposed method with different SNRs and different window lengths. In Fig. 1(a) and (b) , when the window length is greater than 24 and SNR is larger than 10 dB, the RMSE is close to 0 and the correct hop timing ratio is almost 1. Selecting the small window length can reduce the computation, which is shown in Fig. 1(c) , but it is not meaning that the smaller window length can lead to better performance because the RMSE and the correct hop timing ratio are not satisfactory when the window length is smaller than 24.
Secondly, the false alarm ratio of OMP detection is shown in Fig. 2 . For the mth segmentation and the (m − 1) th segmentation, if the frequencies of the segmentations are the same, it can be judged that the (m − 1) th segmentation is without hop timings. If the frequencies are not the same, it can be judged that the mth segmentation or the (m − 1) th segmentation may be with hop timings, but the proposed method judges that these segmentations are all with hop timings. It is the reason why the false dismissal probability is zero, and the false alarm probability is high. For the proposed method, it is more important to detect all the segmentations with hop timings. So the high false alarm probability is acceptable. Fig. 2 shows that the false alarm ratio is stable when window length is greater than 52.
Thirdly, the correct frequency ratio of OMP is shown in Fig. 3 . The correct frequency ratio increases as the window length increases. Also, when the SNR is higher, the correct frequency ratio is higher. It can be seen that when SNR is higher than 0dB, the OMP method can successfully estimate the frequencies with the suitable window. When the SNR is lower than 0dB, the performance of the OMP method is not satisfactory. So the OMP method can exactly estimate frequencies when SNR is larger than 0 dB and the window length is larger than 60.
Through the above analysis, the window length of the proposed method is selected as 60. The performance of the proposed method is compared with that of SBL and SLR in the following simulations.
With the selected window, the spectrum comparison is shown in Fig. 4 and hop timing statistics comparison is shown in Fig. 5 with SNR=15 dB. The true time-frequency representation is shown in Fig. 4(a) . Fig. 4(b) shows the estimated resultX * = x (0) , . . . ,x (L − 1) ∈ C P×L of the proposed method. Fig. 4(c) represents the spectrum of the FH signals calculated by STFT. The estimation of SLR is shown in Fig. 4(d) , and Fig. 4(e) shows the performance of SBL. The OSLR and SLR obtain the similar performance and the SBL method is impacted by the residual power when the hop timing happens. STFT is limited by the frequency resolution. It can be concluded that the OSLR and SLR methods can obtain better spectrum. In Fig. 5 , the statistic of hop timing
The hop timing estimators of the OSLR, STFT, SLR and SBL methods are shown in Fig. 5(a) , Fig. 5(b) , Fig. 5 (c) VOLUME 6, 2018 and Fig. 5(d) , respectively. It is easily seen that the OSLR and SLR method can exactly estimate hop timings, and the performance of the SBL method is affected by the false hop timing. STFT is failed to calculate hop timings. The correct hop timing ratio comparison and the RMSE comparison are shown in Fig. 6 and Fig. 7 , respectively. The CPU time comparison is shown in Fig.8 . It can be concluded that the correct hop timing ratio of OSLR is larger than 0.8 when SNR is larger than 5 dB. The SBL method achieves a worse performance in Fig. 6 , because the SBL method can only confirm those segmentations containing hop timings, and the overlapped samples affect the correct hop timing ratio. This leads to the RMSE of SBL is greater than 3, which is shown in Fig. 7 . So the correct hop timing ratio of SBL is smaller when SNR is larger than 10dB. The RMESs of OSLR and SLR are almost zero when SNR is larger than 10 dB. The estimation accuracy of OSLR and SLR is almost the same, but the CPU time of OSLR is much less than that of the other two methods which is shown in Fig.8 . The proposed method can reduce the computation burden. According to the results in Fig. 5, Fig.6, Fig. 7 and Fig.8 , it can be concluded that the OSLR method saves a lot of time while ensuring the accuracy of the estimation. Therefore, the performance of OSLR is more satisfactory.
B. THE EFFECTIVENESS TO SOLVE UBSS PROBLEM
The main task of Underdetermined Blind Source Separation (UBSS) is to estimate the mixing matrix. If the hop timings of FH signals are exactly estimated, the UBSS problem of FH signals is simple. In order to demonstrate that OSLR is effective to solve the FH signals UBSS problem [22] , [23] , the RMSE and the impact of hop timing error on the mixing matrix estimation are discussed. The numbers of signals are 3, 4 and 5, respectively. The length of data is 480. The RMSEs of hop timing are shown in Fig.9 . It can be seen that the RMSE decreases with the decrease number of FH signals. The RMSE of SLR is larger than that of OSLR with N = 3, N = 4 and N = 5 in the low SNR cases, and the RMSEs of the two methods are similar in the high SNR cases. It can be conclude that the OSLR method achieves better performance with multiple FH signals. According to the results of [23] , the RMSE is smaller than the accuracy of the signalsource-points detection method for the estimated hop timing requirements. For more persuasive, Fig.10 shows the impact of hop timing errors on the Mean Square Error (MSE) of the mixing matrix with different signal numbers. As the number of signals increases, the impact of hop timing error on MSE is greater. It can be seen that when the hop timing error is smaller than 50, the MSE of the mixing matrix is lower than -20dB. Therefore, the OSLR method is helpful to solve the FH signals UBSS problem.
V. CONCLUSION
This paper proposes a novel method named OSLR to estimate hop timings and frequencies of FH signals. In this paper, OMP is utilized to detect segmentations with hop timings, and SLR is used to estimate the spectrum for the segmentations. The correct hop timing ratio of the proposed method is close to 1 when SNR is larger than 5 dB. The RMSE of the proposed method is almost zero when SNR is larger than 10 dB. Meanwhile, The CPU cost time is obviously reduced. The RMSE of the proposed method satisfies the requirement of signal-source-points detection UBSS method. The novel approach not only provides low complexity and commendable performance, but also can be applied to solve the UBSS problem of FH signals. FULONG JING was born in 1990. He received the B.S. degree in electronics and information engineering from Harbin Engineering University in 2013, where he is currently pursuing the Ph.D. degree with . His research interests include radar signal processing and array signal processing. VOLUME 6, 2018 
