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ABSTRACT 
Some necessary and some sufficient conditions are found for n real numbers to be 
eigenvalues of an n x n nonnegative (or alternatively, positive) symmetric matrix and 
for 2n real numbers to be eigenvalues and diagonal entries of an n X n nonnegative 
symmetric matrix. 
1. INTRODUCTION 
In recent years, many papers about eigenvalues of nonnegative or positive 
matrices have appeared. The geometric method of Sulejmanova [9] was 
essentially applied by H. Perfect [6], Ciarlet [l], and B. Kellogg [4] to obtain 
sufficient conditions for IZ real numbers hi,.. .,A,, to be eigenvalues of a 
nonnegative (or positive) n X n matrix. H. Perfect [7] and F. Salzmann [8] 
used theorems by A. Brauer and E. V. Haynsworth to obtain other sufficient 
conditions. 
None of the mentioned methods was used for the case of symmetric 
matrices, though the assumption that A,,.. .,A, are real could be considered 
more natural for this case than for the case of general matrices. 
In Section 2, we shall present a simple but powerful lemma and show in 
Theorem (2,5) that practically all known sufficient conditions for real 
numbers X i,. . . ,A, to be eigenvalues of a nonnegative n x n matrix are also 
sufficient for the existence of a nonnegative (or positive) symmetric matrix 
with these eigenvalues. 
Moreover, our proof seems to be simpler and the theorems are valid not 
only for the field of reals but for any ordered field which is Euclidean, i.e., 
has the property that it contains square roots of all its positive elements. 
0 American Elsevier Publishing Company, Inc., 1974 
120 MIROSLAV FIEDLER 
In Section 3, results similar to those in Section 2 for positive matrices are 
proved. 
In Section 4, we shall investigate relations between the eigenvalues and 
the diagonal entries of a nonnegative symmetric matrix. 
2. SUFFICIENT CONDITIONS FOR EIGENVALUES OF 
NON NEGATIVE MATRICES 
We shall introduce the following notation. We denote by P, the set of all 
n-tuples (A,;&, . . . ,A,,), where h,, . . . ,A,, are considered unordered, such that 
there exists a nonnegative n x n matrix with the Perron root h, and the 
remaining eigenvalues X,, . . . , A,. Similarly, we denote by S, the set of those 
n-tuples in P, for which there exists a symmetric nonnegative n X n matrix 
with these eigenvalues. 
Let us recall now that in [9] Sulejmanova announced, and H. Perfect [6] 
proved, that if Xi > h, > . * * > A,, are real numbers such that 
h,+ 2 h,>O, (I) 
i,&<O 
then (A,; X,, . . . ,A,,) E I’,,. 
Salzmann [B] improved this by showing that if A, > . . . > A,, and 
then (A,; h,, . . . ,A,J E I’,. 
i=l 
If we modify the conditions in the paper [4] by R. B. Kellogg for the case 
of nonnegative matrices, we can state them (in a somewhat different, but 
equivalent formulation) as follows: 
If&>&> *** >Xv, if K={iE{l,..., [N/21}I~)OandA,+X,+,_i<0}, 
and if M is the greatest index i (0 < i < N) for which + > 0 then 
xO+ 2 (h++N+l-i )+TY~+~_~>O for all kEK, 
iEK 
i<k 
N-M 
&I+ x (hiAN+l-i)+ x +a’ 
iEK i=M+l 
(9 
implies (X,; Xi,. . . ‘AN) E PN+ 1. 
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We shall show first: 
THEOREM 2.1. Zf Salzmun’s conditions (S) are satisfied for (A,; A,, . . . &) 
then the following inequality 
(where &,>A,> ... > AN) is satisfied as well. 
If (2) is satisfied then the conditions (K) are satisfied as well. The 
converse is not true in either case. 
Proof. Assume that A, > A, > . . * > AN. Then (S) has the form 
&(hi+AN_i) < Th i$Aip i=l,...,[iN], 
Denote 
M,={l,...,N-l}, 
M,={iEM,IAi+AN_i<O}, 
M,= M,,\M,. 
then the second inequality in (S’) can be written as 
s,+s,+s,>o, 
while (2) can be written, as 
6’) 
(3) 
s,+(s,+ s,+s,) > s,- s,, 
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which is equivalent to 
s,+s,>o. (4) 
Let (S’) be satisfied. If M, is void, S,=O and (3) is identical with (4). If M, 
has ma > 1 elements, then summing the first inequalities over i E M,, we 
obtain 
s, < 
which is equivalent to 
so++-+l)S,. 
Since m2 < N - 1 and S, > 0, (4) follows and the proof of the first part is 
complete. 
Now let (4) (which is equivalent to (2)) be satisfied. We shall show that 
(K) is then satisfied as well. We shall denote 
K:={iEK,~hi~O}, 
and use the abbreviation 
(QN) - in the following sense: 
&N)- =A~,v, if N is even and h;,<O, 
(AiN)- = 0, otherwise. 
It is clear that (4) can then be written in the form 
A,+&+ x (&+AN_i)+(h+N)- >o. 
iEK, 
Assume that (K) is not fulfilled. Let first 
A,+ 2 (Ai+A,+,_i)+A,+,_k<O for some kEK. 
iEK 
i<k 
(4’) 
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Then 
which is equivalent to 
x (h+hN-i)+ x (&+I-i-AA’-i)+‘h’+I-k 
iEK iEK 
i<k i<k 
< x (Ai+AN-i)+ 2 (hi+‘N-i) 
ifK: iEK: 
i<k i>k 
+ x (hi+AN_i)+h,+(X~,)-a 
iEK,\K: 
Since K1+ C K and 
k-l 
x (hN+1_i-XN-i)>/ ,Fl (XN+1-i-‘N-i)=~~-‘)\N+1-k, 
iEK 
i<k 
it follows that 
2 (Ai+AN_i)+AN< x (xi+xN-i)+ i~:(~i+X,_*)+x,+jxiN)- 
iEK\K: iEKI\KI+ 
i<k i>k 
However, k < N/2, 
x (A,+&_,) > 0, 
iEK\KI+ 
i<k 
while the similar sums over K,\K: as well as over K:,i Z k are nonpositive. 
Consequently, 
O<(A;N)-, 
which is a contradiction. 
Assume now that 
N-M 
x0+ 2 (h++XN+1-*)+ 2 <o. 
iEK j=A4+1 
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Let us distinguish two cases: 
A. M<N-M; we have then 
N-M 
b+ 2Z (4+%-i)+ 22 CAN+l-iyhN-i)+ i_Z+ll\l 
iEK iEK 
which implies, by 
iEK i=l 
that 
N-M 
i=M+l 
<xN+ i,gK (hi+AN-i)+(x~N)-' 
I : 
However, 
N-M-l 
z (Ai+AN-i)+(X~N)-= i=z+1 4~ 
iEK1\K1+ 
if M + 1 < N - M - 1 and zero otherwise. It follows that 
2 (‘$“.W_i)<o, 
iEK\KI 
which is a contradiction. 
B. M > N-M. Then (hi,)-=0 and K,=K:. We have 
&I+ 2 (hiAN+l-i )<&+A,+ x (&+xN-_I)' 
iEK iEKl 
This is easily seen to be equivalent to 
iEK iEK 
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so that 
X (A*+AN-i)+ 2 (AN+I-i-hN-i)<ANN. (5) 
iEK\Kl+ 1EK 
Let m=maxiEK i. Thus m<[iN] and X,>O,&,,+X,+,_,<O. Assume 
m~K,,i.e.,m<[~(N-l)]andh,+~~_,<O.IfNisoddandm=~(N-l), 
we have N - m = #(N + 1) < M, &,_m > 0, h, > 0, a contradiction. In all 
othercases,m<~(N-l)andm+l<[~N]~Msothat&,+l>Oand 
Thus m + 1 E K, a contradiction. Consequently, m E K \K, and we obtain 
that the left-hand side of (5) is not less than 
iE;,K 
1 
(&+hN-i)+L+hN-m+ ,~l(AiV+l-i-AiV-i) 
i#m 
= i,F,K (hi+&-i)+‘N+L* 
1 
i#m 
This is a contradiction to (5) since the first and third summands are 
nonnegative. 
The example (for N = 3) (5; 4, - 2, - 4) shows that (S) can be fulfilled 
even if (2) is not, the example (for N=4) {3;2, - 1, - 1, -3) shows the same 
about (K) and (S). The proof is complete. 
We shall now present the announced lemma. This was already used in [2] 
to supply a simple and more general proof of the well-known Horn’s theorem 
[3] on eigenvalues and diagonal entries of symmetric matrices. In this lemma 
as well as in the sequel, we shall assume that all numbers belong to an 
ordered field which is Euclidean, i.e., that it contains square roots of all its 
positive elements. 
LEMMA 2.2. Let A be a symmetric mX m matrix with eigenvalues 
ai, * * * ,cu,, let u, llull= 1, b e a unit eigenvector corresponding to aI; let B be a 
symmetric n x n matrix with eigenvalues pi,. . . ,&,, let v, 11 v II= 1, be a unit 
eigenvector corresponding to PI. 
Then fbr any p, the matrix 
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has eigenvalues a2, . . . , a,,,, p2, .. . , &, Y 1, ~2, where yl,yz are eigenvalues of the 
matrix 
Proof. Let u, u2,. . . , u,,, form an orthonormal system of eigenvectors of A, 
AUK = qui, i=2 ,...,m. 
A direct verification shows that the vectors 
with m + n rows, are eigenvectors of C with corresponding eigenvalues 
q,i=2 ,..., m. 
Similarly, let v, v2,. . . , v, form an orthonormal system of eigenvectors of B, 
Bq=&q, ,..., 12. i=2 
Then 
0 
i I9 i=2 n ,**a, ‘i 
are eigenvectors of C corresponding to eigqrvalues P2,. . . ,&, of C. 
Let yJ, y2 be eigenvalues of the matrix C, let (ri,sJT,i = 1,2, be eigenvec- 
tors of C corresponding to y1,y2 and forming an orthonormal system. 
Then 
is easily seen to be an eigenvector of C corresponding to yi, i = 1,2. Since all 
the mentioned eigenvectors of C form an orthonormal set of m + n vectors, 
the set of eigenvalues described above is the complete set of eigenvalues for 
C. The proof is complete. 
THEOREM 2.3. Zf ((Y~;(Y~,...,~,-~)~S,,,, (&;fi~,+**~&-r)~~n and 
(Y,, > & then for any (I 2 0, 
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Proof. Since (‘~~;ai,...,a~_JE S,, there exists a nonnegative symmetric 
m x m matrix A with eigenvalues (~a,. . , ,a,,_ 1, with the Perron root aa and 
the corresponding unit nonnegative eigenvector U. Similarly, there exists a 
nonnegative symmetric n x n matrix B with eigenvalues &,&, . . . ,&_ 1, with 
the Perron root PO and the corresponding unit nonnegative eigenvector 0. If 
~20, choose ~=(a(a,-&+a)) ‘j2 It follows from Lemma (2,2) that the . 
nonnegative symmetric matrix (,tr py’) has eigenvalues aa+a,&- 
a,a i,...,‘ym-1, P i, . . . ,& _ 1 and the Perron root a,, + u. The proof is complete. 
Let us apply this Theorem to prove essentially Sulejmanova’s result for 
the case of symmetric matrices. 
THEOREM 2.4. Let A, > 0 > h, > * * . > AN, 2yco Ai > 0. Then 
(A,; x 1, * * * AN) E s,, 1’ 
Proof. We shall proceed by induction with respect to N. If N= 0, the 
theorem is clear. If N = 1, the matrix 
( 0 ( - v1Y2 (- v1Y2 h+h 1 
is easily seen to satisfy the conditions. 
Now let N > 2 and assume the result is true for all smaller systems. The 
system 
&)=X,+X,, A;=X,,...&_,=A, 
clearly satisfies the assumptions. By the induction hypothesis, (X&; hi,. . . , 
&_ i) E S,. Since (0) E S,, we can apply Theorem (2,3) with u = IX,1 and 
obtain that 
(h); A,, A,, *. * &) E s,, 1’ 
The proof is complete. 
We are now able to prove the main theorem of this Section: 
THEOREM 2.5. Let &,>A,> ... > A, satisfy the system (K). Thhcn there 
exists a symmetric nonnegative (N+ 1) X (N + 1) matrix with eigenvalues 
A h a,..., N’ 
128 MIROSLAV FIEDLER 
Proof. We shall proceed by induction with respect to N. If N = 0, K is 
void, M = 0 and the theorem is true. If N = 1, K is void as well and for M = 0 
the assertion follows from Theorem (2,4). 
Thus, let N > 2 and suppose the theorem true for all smaller systems of 
numbers A. Let A, > A, > - * - > A, satisfy (K). 
If M > [ $ N] then A, does not occur in (K ) at all since M Q! K and 
AN+ r _ M > AM implies N + 1 - M $ K. Thus, the system of numbers obtained 
from A a, A r, . . . ,AN by omitting A, satisfies (K) as well and, by the induction 
hypothesis, belongs to S,. Since (A,) E S,, we have (A,; A,, . . . ,hN) E S,, 1 by 
Theorem (2,3). 
Suppose now that M < [&N]. If M = 0, the theorem is true by Theorem 
(2,4). Thus, let M > 1. If K #{ l,..., M}, there exists an integer 1, 1 < I< M, 
such that i#K. Thus 420, ++hN+l_i>O. Since neither 3 nor &+r_, 
occur in (K), the system obtained from A,, . . . ,A, by omitting both 4 and 
x N+ r_! also satisfies (K) and a similar reasoning yields, since (4; A,, r_/) 
E Ss, that (A,; A,, . . . ,A,) E S,, 1. 
It remains to prove the theorem for the case that 1 G M < [&N] and 
K={l,..., M }, The system (K) has then the form 
i A,+i$+i,O, k-0 ,..., M-l, (6) 
i-0 
5 A, > 0. 
i=O 
(7) 
The fact that K={l,...,M} means that 
x,>O, 
Aj+&+r-I<O, i=l,...,M. 
Define 
el=Ao+Av, 
es= -(X,+&J. 
By (6) and (9), er > 0, es > 0. 
Define 
e=min(e,,es )Y 
X0=X,-e,h;=A,+e,X;=& i=2 ,a.., N. 
Since 
ho-h,=E1+C2>2E, 
(6) 
(9) 
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we have 
A0 > hi. PO) 
If c = cl, the system (X1; hk, .. . , A&_,) E S,_, by the induction hypothesis 
since A;>&> .a* >A&_, and 
by (6) for s=l,...,M--1, 
by (7). 
Since 
and 
(Xb; A&) E S,. According to (10) and Theorem (2,3), applied to (I = E, 
(A,; Al, 4 * * ,&) E &,T+ 1’ Now let e = c2. Then (Xb; hk, . . . &_ 1) E S,_ 1 since A0 
> Ai and 
s=l ,...,M-1, 
j=2 j=l j=O j=O 
as well as 
i=2 i=O 
Since also 
and 
x;+xIy=o, 
we have (Xi;&) E S, and, as before, Theorem (2,3) yields 
The proof is complete. 
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3. SUFFICIENT CONDITIONS FOR EIGENVALUES OF 
POSITIVE SYMMETRIC MATRICES 
In this section, we shall formulate sufficient conditions similar to those in 
Section 2 for the case of positive matrices. Analogously to S,, we define S,. 
Thus an n-typle of elements of our ordered Euclidean field (A,; X,, . . . ,A,_ 1) 
belongs to S,, if and only if there exists a positive symmetric n X n matrix 
with the Perron root A, and the remaining (unordered) eigenvalues A,, . . . , 
h n-l’ 
We shall prove first a lemma and a useful theorem. 
LEMMA 3.1. Let a > j3 > 0, a > 0. Then there exists a number c > 0 such 
that the matrix 
has eigenvalues Q + 0, j3 - o. 
Proof. It suffices to choose c = (a(a - p + a))l/‘. 
THEOREM 3.2. Zf @,,;A l,...,A,_,)~Sn and ife>O then 
(Xo+E;hl,...,a_,)~~“. 
Proof. Let A > 0 realize (ha; Xi,. . . ,A,_ 1) E S,,, let 
A= , 
. . * . . * . . 
where A,, i = 1,. . . , k, are irreducible and X, is an eigenvalue of A,. We shall 
proceed by induction with respect to k. 
If k= 1, if 
the matrix 
A,u, = Q,, u,>O, ll~111= 1, 
A”=A+~u,u,T 
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is clearly positive and realizes 
Now let k > 2 and assume the assertion true if A has less than k 
irreducible diagonal blocks. 
We can choose the notation in such a way that 
. . . . . . . . 
realizes (X,;X, ,..., &_JE S, while A, realizes (h;&+r ,..., h,_r)ES,_,, 1 < t 
<n. 
There exist numbers E’ and E” such that 
d>E”>O, 
By the induction hpothesis, there *exists a matrix A” > 0 which realizes 
(X, + e’; $r, . . . ) Xt_l)~ S,and a matrix B>O which realizes &+E”; X,+r,..., 
4-,)ES,-,. 
Since 
there exists, by Lemma 3.1, a number c >0 such that 
i 
A,+E’ c 
C ht+E” 1 
has eigenvalues A, + E’ + e” = A,+ e and X,. By Lemma 2.2, the matrix 
(,;r c;T) 
LI 
where u > 0 is a unit*eigenvector of A corresponding to h, + E’ and v > 0 is a 
unit eigenvector of B corresponding to h, + E”, realizes 
a 
(h,+r; Xr,...,A,_JES,. 
The proof is complete. 
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This theorem enables us to prove a theorem analogous to Theorem 2.5. 
THEOREM 3.3. Let &,>A, 2 * . * 2 &, satisfy the following system 
h+ 2 @i+4V+l-i )+XN+1_k>Ofo7aZZkEK, 
iEK 
i<k 
N-M 
where 
'o+ 2 (hi+AN+l-i)+ C +>Ov 
iEK j=M+l 
(i) 
and M is the greatest index j (0 < j < N) for which 4 2 0. Then there exists a 
positive symmetric (N + 1) X (N + 1) matrix with the eigenvalues &,,, A,, . . . ,AN. 
Proof. Let (i) be satisfied for &>A, > * - . > AN,. Then there is an e > 0 
such that Ah>h,> .a* z A, where Ah= A, - z satisfies (K) in Section 2. By 
Theorem 2.5, 
By Theorem 3.2, 
(h&h,, * * * ,A.&/) E &TN+ 1’
The proof is complete. 
For sake of completeness, we include two theorems. 
THEOREM 3.4. Let (A,; A,, . . . , X n_l ) E-$. Then there exists an e > 0 such 
that for all u < C, (X, - (I; X,, . . . ,A,,_ J E S,. 
Proof. Let (A,; AI,..., A,_ J E $ be realized by a positive symmetric 
n x n matrix A. Let Au =A,u with u >O, [lull = 1. It follows that there exists 
a positive number e such that 
A-euu=>O. 
Consequently, whenever u < f, 
A-auu=>O 
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and this matrix is easily seen to realize 
(A,- u; A l,...,x,_l)& 
The proof is complete. 
THEOREM 3.5. Zf (a,,; c~~,...,o,_r)ES~, (Pa; PI,...,P,-~)ES,,~ aa>&, 
then for any u > 0 
Zf (%;q, * ’ * > (Y,-~)E$,,, (q,; /31,...,&_1)E$, a>0 then 
A 
(&,+a; Po-u,cu,,...,LY,_IrPII..‘,Pn-l)ES,+”. 
REMARK. The example m = n = 1, aa= 1, u = 0 shows that the condition 
u > 0 cannot be weakened to u > 0. 
Proof. Let the assumptions of the first part be fulfilled. Theq there 
exists, by Theorem 3.4, an e > 0 such that ((~a- E; or,. . . ,01,_ r) E S, and 
cq,-e>>,,+e. By (3.1), th ere exists a number c > 0 such that 
has eigenvalues CX~+ a,&- u. If A” realizes (CQ-e; (~~,...,$~_r) E&,B 
(existing by Theorem 3.2) -realizes (Pa+ r; PI,. . . ,P,_J E S,, and if Au 
=((llo-~)u,~>O,IIu(l=l, Bu=(p,+~)u,~>O,)Iu(I=l then the positive 
symmetric matrix 
realizes, by Lemma 2.2, 
The last assertion follows in the same manner from Lemma 3.1 and 
Lemma 2.2. 
The proof is complete. 
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4. EIGENVALUES AND DIAGONAL ENTRIES OF 
NONNEGATIVE SYMMETRIC MATRICES 
We shall introduce another notation. We denote by Sz the set of all 
2n-tuples (hi; X,, . . .,&[~~,a,, . . . , u,) of numbers from our ordered Euclidean 
field such that there exists a nonnegative symmetric n X n matrix with the 
Perron root Xi, the remaining eigenvalues X2,. . , , A,, and the diagonal entries 
a,, * *. , aa. The numbers h,, . . . ,A,,, as well as the numbers a,, . . . ,a,, are 
considered as unordered. 
LEMMA 4.1. Let hl,h2,al,a2 satisfy 
A, 2 m=(a,, a2) 
and 
X,+X,=a,+a,. 
Then (A,; h,la,,a,) E S,*. 
Proof. The matrix 
a1 t 
i 1 t a2 
where t = (A, - n,)i(h, - +J’ 2 is easily seen to realize (hi; X,la,, a,) E S,*. 
THEOREM 4.2. Let h,,X,, . . . ,&,,~,,a,, . . . ,a, satisfy the conditions 
ai > 0, i=l n, ,...I 
a, = maxa,, 
i 
hi<ai, i=2 ,..., n, 
Then, 
i: Ai= i: a,. 
i=l i=2 
(A,; A,, . . . ,AJapa,, . . * 4”) E q. 
Proof, We shall use induction with respect to n. The assertion is trivial 
for n = 1 and follows from Lemma 4.1 for n = 2. Thus, let n > 2 and assume 
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the assertion true for all 2k-tuples with k < n. Let &, a,, i = 1,. . . ,n satisfy the 
conditions. Define 
X;=X,+X,-a,, 
hi=&, i=2 , . . . ,n - 1. 
The numbers hi,&, . . . &_,,a,,a,, . . . ,a,_ 1 satisfy the conditions. _By the 
induction hypothesis, there exists a nonnegative symmetric matrix A realiz- 
ing (Xi; A; ,..., x_Ja, ,..., a,_ J E S,*_,. According to Lemma 4.1, there exists 
a nonnegative symmetric matrix 
realizing (A,; A,,lh;,a,,,) E S,* since A, > X;,A, > a,. By Lemma 2.2, the matrix 
ii uu ( 1 UU T a ’ n 
where u is the nonnegative unit eigenvector of A corresponding to the 
Perron root hi, realizes (A,; ha,. . . ,&,h(a,, . . . ,a,,) E S,*. The proof is complete. 
REMARK 4.3. Theorem 2.4 follows clearly from Theorem 4.2 if we choose 
al= 2 +,ai=0,j=2 , . . , ,n. It can also be strengthened if we choose the a,‘s 
i=l 
in a more suitable way. However, the resulting theorem would be weaker 
than Theorem 2.5. 
THEOREM 4.4. Let A, > A, > . . . > h,,a, > as > . . . > a,, satisfy 
2 Xi> i a,, s=l,...,n-1 
i=l i=l 
i=l i=l 
Ak < ak_l, k=2,...,n-1. 
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Then (h,; X,, . . .,&Jq,. . . ,a,) E Sz. 
Proof. We shall use induction with respect to n. The assertion is trivial 
for n = 1 and follows from Lemma 4.1 for n = 2. Let n > 3 and suppose the 
assertion true for 2k-tuples with k < n. Let &,a,, i = 1,. . . ,n satisfy the above 
conditions. Define 
A;=h,+h,-a,. 
The system XL,&,. . . ,&,a,, . . . , a, is easily seen to satisfy the analogous 
system. By the inductio_n hypothesis, there exists a nonnegative symmetric 
(n - 1) X (n - 1) matrix A with the Perron root hi, the remaining eigenvalues 
x a,. . . ,A,, and diagonal entries a2,. . . ,a,,. Since 
A, z h; and A, > a,, h,+A,=X;+a,, 
there exists by Lemma 4.1 a nonnegative 2 x 2 matrix 
with eigenvalues X,, h,. By Lemma 2.2, if Au=X&,u>O, ((u((=l, the 
nonnegative matrix 
A au 
i 1 au* a, 
realizes 
The proof is complete. 
We shall turn now to necessary conditions for (X,; A,, . . . ,A,la,, . . . ,a,) to 
belong to S,*. 
First of all, let us recall the well-known Horn’s conditions [3] for eigenva- 
lues X, > . . . > A,, and diagonal entries a, > . . . > a, of any (not necessarily 
nonnegative) symmetric n X n matrix: 
(11) 
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These conditions are not only necessary but also sufficient for the 
existence of a symmetric n x n matrix with eigenvalues TI, and diagonal 
entries a,. This is even true [2] for any ordered Euclidean field. 
The conditions (11) may be also written in the form 
kh< $a,, s=2 ,..., n, 
i-s i=s 
(12) 
For A nonnegative, the following theorem yields other independent 
conditions. 
THEOREM 4.5. If (A,; X,, . . .,&,]a,,.. .,a,) belongs to S,* then a, > 0, 
i = 1. ,...,n, 
and 
i hk> 5 a;“, k=2,3 ,.... 
i-l i-l 
Proof. Let (A,; h,, . . . ,AJal,. . . , a,) E S,*. Then there exists a nonnegative 
symmetric matrix A with diagonal entries a,, . . . ,a,, and eigenvalues A,, . . . ,A,,. 
Thus, of course a, > 0 and for the trace 
$r&=trA= 2 a,. 
i=l 
Similarly, 
However, since A > 0, 
and the proof is complete. 
n 
trAk > x a: 
i-1 
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To obtain other necessary conditions, let us prove first two lemmas. 
LEMMA 4.6. Let P= ( pik) be an m x m nonnegative matrix, u, v non- 
negative column vectors with m coordinates each. Then 
vTpu “Ci=F mP*i)vTuu > , 
Proof. Follows immediately from P > (m/n pJI, where I is the m X m 
identity matrix. 
LEMMA 4.7. Let A, > A, > . . . > A,,, a, > a2 Z . . . > a,,, n > 2. Zf (A,; A,, . . . , 
&la r,. . . ,a,) E S,* then 
A,+A,>a,_,+a,. 
REMARK. This follows also from a theorem proved by Lidskij [5] and 
Wielandt [lo] on eigenvalues of the sum of two Hermitian matrices A and B 
if we choose as A the diagonal submatrix of our matrix. We include a 
straightforward simple proof here since it seems to be of independent 
interest. 
Proof. Let A = (aik) be a symmetric matrix .with eigenvalues h,, . . . ,A,, 
and diagonal entries a, (in some order). Assume first that A is irreducible. 
Then A, corresponds to a positive eigenvector u of A, A,, corresponds to an 
eigenvector v which is not nonnegative. Without loss of generality, we can 
assume that the first m (1 < m Q n - 1) coordinates of v are positive, the 
remaining n - m nonpositive. The corresponding partitioning of A, U, v be 
where Ark, ~r,vr have m rows. 
We have 
Au =A+, 
Av=&,v. 
(13) 
(14 
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Clearly A, #a, since otherwise A would be 
reducible. It follows that u and o are orthogonal: 
a multiple of Z and thus 
BY (I3), 
A,,u, + A,+, = hi+, 
by (14) 
A&, + A,v, = &,v,. 
Multiplying the first of these equalities by vir, _. - 
adding, we obtain 
According to (15), 
v Tu = 0, i.e. 
v:ui = - v&s. (15) 
the second by - uz and 
v~Allul - u;A,vs = A&%, - &u,Tv,. 
this can be written in the form 
(hi + X,,)virul = vi?Allul + u;A,,( - us). 
By Lemma 4.6, we can estimate the right-hand side from below by 
e1WJ + %(G( - 02)) = (a,+ es)(ol%) 
where ui, us, respectively are the minimal diagonal entries of A,,,A,,, re- 
spectively. Thus, 
h,+A,> u,+u,> u,_,+u,. 
Now let A be reducible, say 
AEON ‘, 
i 1 6 A2 
where A, is that irreducible diagonal submatrix which has the eigenvalue A,,. 
If A, has dimension greater than one, we obtain the assertion from the 
already proved assertion for A,. If A, has dimension one, we have 
X, = a, > a, 
for some i. By (12) for s = n, 
so that X, = an and the assertion follows from (11) for s = 1. 
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The proof is complete. 
We are able now to prove the main theorem of this Section: 
THEOREM 4.8. Zf A, > - - * > A,, are eigenvalues and a, > * * * > a,, dia- 
gonal entries of a nonnegative symmetric matrix then 
* .s- 1 
2 i++Ak>-~ea,+ak_l+ak (16) 
i=l f-1 
for all s and k, 1< s < k < n. 
Zf: n = 1,2, or 3, these conditions, together with a,, > 0, are also sufficient 
for the existence of a nonnegative symmetric n x n matrix with eigenvalues 
X, and diagonal entries a,. For n > 4 these conditions are not sufficient. 
Proof. The first two conditions as well as the conditions (16) for k = s + 1 
being fulfilled by (11) and the condition (16) for s = 1 and k = n being 
fulfilled by Lemma 4.7, we shall prove the remaining conditions in (16) by 
induction with respect to n. For n = 1,2, there is nothing left. Let n > 3 and 
assume all conditions (16) are fulfilled for matrices with n - 1 rows and 
columns. 
We shall need the well known separation theorem: 
If A,> ‘,’ * 
i,> *** 
>h, are eigenvalues of a symmetric n X n matrix A and 
> &,_ r (possibly in an ordered extension of the given ordered field) 
eigenvalues of a principal (n - 1) x (n - 1) submatrix A of A then 
xi2&)&+l, i = 1,. . . ,n - 1. (17) 
,Y 
Let first (s, k) b e a p air such that k < n. Let A be the principal submatrix 
of A obtained by deleting the rowAand column of A containing the diagonal 
entry a,,. The eigenvalues hi of A satisfy by the induction hypothesis the 
inequality 
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By (17), we obtain really 
~~~~+~~~s~l~~+~~-~+a~. 
i-l 
Now let k = n but s > 1. Let A^ be this time the principal submatrix of 4 
ob$ined by deleting the row and column containing aI. The eigenvalues h, 
of A satisfy then by the induction hypothesis the inequality 
n-l, 
Since 2 h, = 5 a,, this is equivalent to 
i-1 i-2 
n-2, n-2 
Ix xi< c 9. 
By (17), this implies 
i=s i=s 
which is equivalent to 
n-l n-2 
Ix 4 ( c ai 
i==s+l i-s 
The proof of the inequalities is complete. 
Sufficiency is clear for n = 1 and follows from Lemma 4.1 for n = 2. For 
n = 3, it is easily seen that the assumptions of Theorem 4.4 are identical with 
the assertion of this Theorem. For n = 4, the Salzmann-type example h, =X, 
= 4, A, = - 1, A, = - 3, a, = u2 = 2, u3 = a4 = 0 satisfies the conditions, but it is 
easily seen that no nonnegative matrix has these eigenvalues and diagonal 
entries. The proof is complete. 
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