Abstract-The prospect of emulating the impressive computational capabilities of biological systems has led to considerable interest in the design of analog circuits that are potentially implementable in very large scale integration CMOS technology and are guided by biologically motivated models. For example, simple image processing tasks, such as the detection of edges in binary and grayscale images, have been performed by networks of FitzHugh-Nagumo-type neurons using the reaction-diffusion models. However, in these studies, the one-to-one mapping of image pixels to component neurons makes the size of the network a critical factor in any such implementation. In this paper, we develop a simplified version of the employed reaction-diffusion model in three steps. In the first step, we perform a detailed study to locate this threshold using continuous Lyapunov exponents from dynamical system theory. Furthermore, we render the diffusion in the system to be anisotropic, with the degree of anisotropy being set by the gradients of grayscale values in each image. The final step involves a simplification of the model that is achieved by eliminating the terms that couple the membrane potentials of adjacent neurons. We apply our technique to detect edges in data sets of artificially generated and real images, and we demonstrate that the performance is as good if not better than that of the previous methods without increasing the size of the network.
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I. INTRODUCTION

B
IOLOGICAL neural networks perform massively parallel, robust computations while dissipating low amounts of energy, which are properties that have captured the attention of many neuroscientists and neuromorphic system designers. The neuroscientists Hodgkin and Huxley [1] modeled the generation and propagation of spikes in the giant axon of a squid using nonlinear partial differential equations; these seminal neurophysiological models were analyzed, simplified and further developed using dynamical system theory (DST) [2] , [3] . From an engineering perspective, Mahowald and Douglas [4] proposed the concept of a "silicon neuron" -a silicon device whose physics resembles that of a neural membrane and that could thus replicate neural behavior in real time in analog electronic circuitry. Subsequently, the techniques that transform the neural models described by dynamical systems into corresponding integrated circuits have been thoroughly studied, and a large number of silicon neurons and neuromorphic silicon chips have been constructed [5] - [7] . However, all of these designs face a fundamental trade-off between the level of abstraction at which the neurons are modeled and circuits are designed, often using DST [8] , and the size of the silicon area on which they are fabricated. Consequently, even though many successful neuromorphic and neurophysiological neuron chips that emulate visual sensory networks, such as artificial silicon retinas [9] , have been designed, such chips perform image processing tasks at a lower resolution (typically 50 × 50 pixels) compared with digital processors. Hence, system size is a very important issue when designing a neurally inspired circuit for the purpose of image processing. Nomura et al. [10] - [13] and Kurata et al. [14] used a discrete reaction-diffusion system (a type of neural network) to detect edges in real grayscale images. Such reaction-diffusion networks are often constructed using CMOS technology [15] . Within the rectangular grid network, each node is a simplified version of a Hodgkin-Huxley neuron [1] , described by the FitzHugh [2] and Nagumo [3] model, and each neuron is connected to all four nodes in its neighborhood with only diffusive coupling. Their algorithm used a constant threshold to detect edges (white-dark transitions) in binary images. In contrast, the threshold was chosen to vary with the gradients in grayscale images to detect edges in the images [12] . However, they encountered certain problems when implementing this approach. For example, they observed incorrect edges (as shown in Figs. 5 (b,c) ) and had to increase the size of the system to eliminate these edges and to improve the system performance [12] . In this paper, in the high-level design procedure, we attempt to fix the size of the system and search for an alternative solution to the problem using DST. First, we define the image threshold for a monostable FitzHugh-Nagumo model (the model with parameters chosen such that only one stable fixed point exists) by evaluating the maximum Lyapunov characteristic exponent; this approach enables us to correctly formulate the problem that arises when extending the algorithm to grayscale images. Next, upon analyzing the dynamics of the smallest network, i.e., that of two coupled FitzHugh-Nagumo models, we are led to a simplification of the network system through the elimination of the coupling term in the membrane potential. Finally, we solve the problem of spurious edges using a novel method for obtaining the threshold by anisotropic diffusion. Consequently, the performance of our system in terms of detecting edges is improved when applied to artificial images and remains comparable to that of Nomura's method [13] while halving the network size.
The remainder of this paper is organized as follows. In Section II, we perform a detailed analysis of a single FitzHugh-Nagumo-type neuron using DST to determine the basic mechanism of edge detection, drawing upon the excitability of a single neuron. Then, we provide a stability analysis of the entire network model based on the theory of weakly connected neural networks [16] . We also present a brief review of the edge detection algorithm proposed by Nomura et al. In Section III, we describe the ensuing problem using an example of detecting edges in one dimension. In Section IV, we present our novel method, which sets the anisotropic diffusion of the processed image as a threshold. In the final section, we compare our work to the previous algorithm by presenting the edge detection results for both artificial and real images.
II. NOMURA'S ALGORITHM FOR EDGE DETECTION
This section provides a brief review of the edge detection algorithm developed by Nomura et al. [10] - [14] and Ebihara et al. [17] . We discuss the mechanism underlying the detection of edges using a dynamical system in two steps. First, we introduce the concept of a threshold that determines the excitable response of a single uncoupled neuron, which is a concept that underlies the edge detection method. Second, we examine the stability of the state that corresponds to the detected edges and explain the ability of the model to detect edges using Izhikevich's theory of weakly coupled neural networks (WCNN) [16] .
Throughout this paper, the processed digital image is defined as a matrix of pixels. We use U to denote an image of size M × N and U (m,n) to denote the intensity of the pixel with coordinates (m, n). In addition, the edge detection task attempts to find a binary edge map denoted by
where S M is the set of the coordinates of pixels along all edges in the image. We also use the symbol M to denote the putative edge maps obtained by edge detection algorithms that are evaluated with respect to the ground truth M. As shown in Fig. 1 , the neural system for the purpose of edge detection is an M × N rectangular grid, with one node per pixel in the image. The neural network model can be described by the following set of ordinary differential equations: where i and j are the indices that label each element in the network; v i and w i are the state variables for the membrane potential and the channel gating variable of a neuron, respectively; f i and g i describe the dynamics of a single element; a i serves as an estimated threshold of two different dynamical behaviors of a single element; the constants k v and k w denote the coupling strength; and P i is the set consisting of the 4 neighbors of the i -th element in the network.
For notation convenience, we use both the index i and the coordinates (m, n) to label the network element and the corresponding pixel in the processed image. We have the following mapping F : (m, n) → i :
where r is the smallest integer that is greater than or equal to a real number r . Hence, for i → (m, n), P i is the set of coordinates
For the pixels located at the boundaries or corners, the zero boundary condition is imposed: The initial condition of each neuron in the network equation (2) is given by the following expressions:
where U r (m,n) indicates the rescaled light intensity of pixel (m, n) and ξ is the rescaling coefficient. Following [13] , the image intensities are rescaled to lie in the interval [0, 1/4]. Thus, ξ is equal to 1 1024 for 8-bit grayscale images. Note that each membrane potential v i takes a rescaled pixel intensity U r (m,n) as the initial condition according to equation (5) . However, w i , which is initially set to zero, does not have a specific meaning in terms of the image description. By establishing the initial condition, the system (2) will automatically evolve to steady state after a certain period of time τ s , and the final edge map M will be determined by v(τ s ).
A. Binary Edge Detection Algorithm
In this section, we will primarily focus on analyzing a single element of the network without coupling. Each element of the network is described by a FitzHugh-Nagumo model
where ε, a and b are all positive parameters. ε is the ratio of the time scales at which the two variables evolve, and b controls the slope of the nullclineẇ = 0. We show below that a is a threshold that separates the choices of initial conditions, which induces two qualitatively different system trajectories for a single neuron when ε 1. Fig. 2b , one curve immediately decreases to zero, whereas the other curve increases to nearly 1 and then rapidly decreases to a negative value followed by a gradual return to the t-axis. This trajectory describes a pulse in time and is referred to as an action potential or spike in the neural context. Therefore, the parameter a for each neuron functions as a threshold that separates the solution trajectories into two different states, even though both return to the origin: one directly returns to the origin with a small amplitude signal (resting state), and the other generates a single spike (excited state). This property is referred to as excitability.
For a simple case of an edge in a processed image, where two areas of different intensities are adjacent and the threshold a is set to an intermediate value between these two intensity values, one can imagine that these two areas will be divided into two different states, as shown in Fig. 2a . Therefore, within either of the two areas, there are no large differences among the pixels. Specifically, if v i (t) ≈ v j (t) and w i (t) ≈ w j (t) for t > 0, then the coupling terms v j − v i and w j − w i will be very small, and the coupled system will behave identically to the uncoupled one, resulting in a state with v(t 1) ∼ 0. However, for the pixels at the boundary between two areas, the differences among the intensities of adjacent pixels are large, and the coupling can no longer be neglected. Therefore, as the final result, only the neurons located at the boundary connecting the higher or lower image intensity levels have the potential to maintain a stable high membrane voltage level over time.
Note that in contrast to Fig. 2a , Figs. 2d and 2g present a case in which both of the solutions starting at (v(0) < a, w(0) = 0) and (v(0) > a, w(0) = 0) return to zero along the same direction and along similar trajectories. To make a single neuron distinguish between different input membrane potentials, a sufficiently small value of ε in equation (2) is required. We take this condition as an important prerequisite. Therefore, in the remainder of this paper, we restrict our single model to an excitable FitzHugh-Nagumo-type neuron (6) with global mono-stability. In addition, the constant ε is assigned a small value to ensure a separation of the time scales over which the dynamics of the two variables v, w occur. Fig. 3 presents two examples of the use of Nomura's algorithm on 1D step functions. A 1D step function is the simplest case of an edge profile and is widely used to facilitate analyses of edge detection algorithms (such as in [18] ). This function can be considered a 2D edge that locally has a cross-section in a certain direction. The two step functions used in (7) and (8) These two functions are set as the initial condition of system (2).
B. Stability of Edge Detection Result
In this section, we discuss the ability of the system to detect edges using DST. According to the classification of neural networks presented in [16] , there is a group of neural networks that address static input patterns that is referred to as Multiple Attractor Neural Networks. These neural networks evolve by themselves with the initial state set as the input pattern, with the state of the network converging to one of many attractors. We show that the neural network model in equation (2) belongs to the Multiple Attractor type and that the edge detection result is obtained from one of its stable equilibria (attractors).
To examine the stability of a fixed point, we linearize the system dynamics around a fixed point and evaluate the Jacobian. By denoting all of the state variables of the network by x = (v 1 , w 1 , v 2 , w 2 , . . . ) T ∈ R 2M N , the dynamics of the entire network can be rewritten aṡ
where
Each f i and g i is given in equation (6) . Let the final edge map M be mapped to the stable equilibrium
The Jacobian of the system (9) at the equilibrium x is defined as
the eigenvalues of J(x).
The proper method for determining whether x is stable is to determine whether max
We focus here on an example network that contains four elements (M = 1, N = 4); therefore, x ∈ R 8 . The parameter setting is a = 0.2, b = 3 and ε = 0.001 to ensure that the uncoupled network (k v = 0, k w = 0) has only one equilibrium at the origin. We evaluate the Jacobian at the origin and find its largest eigenvalues.
Hence, the equilibrium at the origin is stable. When the coupling (k v = 1, k w = 5) is included, we evaluate all of the fixed points of equation (9) by seeking real solutions to
We solve these equations using a MATLAB interface to the PHC package [19] to obtain real solutions. We find that the coupled system has 9 equilibria, and the 3 stable equilibria are as follows: 
Note that the system has two other fixed points apart from the origin. Hence, under the appropriate parameter settings, the uncoupled network system is monostable but in the vicinity of a bifurcation. When the coupling is included, the original mono-stable system becomes multi-stable. By taking the rescaled input image U r as an initial state, the entire network will converge to one of the possible high-dimensional stable equilibria corresponding to the potential edge map M.
C. Grayscale Image Edge Detection Algorithm
The network system (2) that uses a constant value of a as the threshold can only separate regions of different (0/1) intensities in binary images. To extend the application of edge detection to grayscale images, the threshold needs to be adjusted according to the gradients of grayscale values in the processed image. Therefore, Nomura et al. [11] , [12] proposed a method that chooses a blurred rescaled image intensity distribution as the threshold. Specifically, it is obtained via the diffusion equation
whose solution is
The discrete version of the diffusion equation can be expressed aṡ
where θ denotes the diffused image intensity distribution of the continuous variables x and y, θ i is the corresponding discrete distribution for the index i or the coordinates (m, n), D is the continuous diffusion coefficient, and d = D/(δh) 2 is the discrete diffusion coefficient, in which δh is the uniform finite difference (grid spacing) for the discretization x = mδh and y = nδh. The diffusion adopted here is isotropic, as reflected in the constant diffusion coefficient D. In addition, blurring the original image U r by diffusion is equivalent to applying a Gaussian filter to U r [20] , which is the solution (16) to (15) . Solution (16) shows that the extent of diffusion, i.e., how blurred the image is, is determined by the variance 2Dt of the
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Gaussian distribution. Therefore, by selecting an appropriate time constant τ and diffusion coefficient D, the parameter a i can be set as θ (m,n) (τ ), which is a multilevel threshold and is more suitable for grayscale images. However, the result of simply setting a variable threshold is not ideal for the edge detection of grayscale images. For an image with a single edge, such a threshold picks up not only its corresponding pulse at the correct spatial location but also a nearby second edge. To eliminate these false pulses, Nomura et al. [12] modified the original system by doubling the number of dynamical variables to
H(x) is the Heaviside step function, which is equal to 1 when x ≥ 0 and is equal to 0 when x < 0. The superscripts 0 and 1 for each variable identify the subsystem associated with each pixel location i . Nomura et al. [12] , [13] claimed that the termv 1 i H(−v 1 i ) in equation (18) works for the elimination of the incorrect spatial pulses if the intensity distribution of a 1 i has a larger variance than that of a 0 i . A more detailed description of this problem of spurious edges is presented in the next section.
Although the algorithm introduced above for edge detection on grayscale images works in most cases, it still fails in certain cases where darker intensity areas are surrounded by brighter backgrounds. An improved approach in which the image space is doubled was proposed in [12] :
for 8-bit images. The intersections of the edge maps M(U m,n ) ∩ M(Ū m,n ) obtained by the algorithm introduced above are taken to be the final edge map [12] . The most comprehensive edge detection algorithm proposed by [12] and [13] for 8-bit grayscale images is summarized in Algorithm 1.
III. PROBLEM CAUSED BY VARIABLE THRESHOLD
This section presents the problem that occurs when the threshold is set by diffusing the grayscale values of U r . We primarily focus on an example of a 2-step image that sets the initial condition
For such a 2-step function, a constant a is no longer sufficient for detecting both edges. Therefore, according to Nomura's algorithm, we evaluate the parameter a i = θ(τ ) using the diffusion equation (17), where we choose the constant d = 10.
With this example, we attempt to extensively describe the problem of the "wrong pulses" discovered in [12] . With increasing diffusion time τ , we obtain θ with increasing degrees of blurring; the results are presents in Fig. 5 . Fig. 4 provides a magnified view of the local area around both of the edge positions in the original step function (21) . Because the isotropic diffusion coefficient d is constant for all of the neurons and because the magnitudes of the two step differences in equation (21) Note that both of the diffused steps are center symmetric. Considering the right half of the steps in Figs. 4a and 4b , the intensity level closer to the edge position becomes more distant from the original step level after diffusion, i.e., with decreasing θ i (τ ). Because a i is directly set as θ i , the neuron closer to the edge position is more likely to be excited when the step is diffused. Hence, we estimate that for large τ , there will be more than one neuron in an excited state located not just at but near the edge. Therefore, a wrong pulse will be produced, as shown in Fig. 5c . The mechanism and outcome are similar to those in the second example in Fig. 3b , where there were two edges to be detected. Furthermore, the more diffused θ(τ ) is, the greater the distance between the two pulses around either step is, as shown in Fig. 5d .
Hence, we conclude that the "wrong pulse" [12] is introduced through the method of setting a as a variable threshold as a result of the following. For a relatively small value of τ , the threshold is not sufficiently diffused, and thus, no edge is detected. In addition, for a larger value of τ , the threshold is excessively spread out, and a second stable edge is obtained at the wrong position.
IV. NOVEL EDGE DETECTION METHOD
To address the appearance of the wrong pulse, we introduce a novel algorithm that does not increase the size of the system based on the model in equation (2) . We first provide a more accurate definition of the image threshold for a monostable FitzHugh-Nagumo model (6) by evaluating the Lyapunov characteristic exponents, which enables us to correctly address the problem when extending the algorithm to grayscale images. Next, we further simplify the system (2) by eliminating the coupling of the membrane potential v by exploiting the intrinsic separation of the time scales of the dynamics of the (v i , w i ) variables. Finally, to enhance the edge detection performance, we introduce anisotropic diffusion in equation (17), where d is also determined by the rescaled image U r .
A. Image Threshold
In Section II-B, we concluded that the coupled network model in equation (2) has multiple stable equilibria in the high-dimensional space R 2M N , where one such equilibria corresponds to the putative edge map M. We use x M to denote such an expected equilibrium. We denote the attraction domain of a stable equilibrium x by B(x) and by ∂B(x), i.e., its boundary. The problem of detecting the correct edges in an image using the DST approach, as in the class of models addressed in this paper, is equivalent to the following. First, we determine whether a stable equilibrium x M exists; then, we determine whether its attraction domain contains the initial condition given by the rescaled image, U r ∈ B(x M ). Thus, we need to evaluate the boundaries of the attraction domains ∂B(x) of all stable equilibria in the model and track their changes when the system parameters change.
However, it is very difficult to find the exact boundaries ∂B(x) for such a high-dimensional system in equation (9) . Note that Nomura et al. [10] - [12] treated the system parameter a as an estimate of the exact boundary. However, we find that the parameter a is not an accurate threshold of excitability for a single FitzHugh-Nagumo model in equation (6) and is even less likely to be a reasonable estimate of ∂B(x) for the coupled network.
In Section II-A, we observed that a single neuron has two categories of initial conditions, one of which leads to the rest state and the other to the excited state. However, there is no explicit boundary between these two states for the individual monostable system (6) used here regardless of how small ε, the ratio of timescales of the fast and slow variables, is. Such a monostable system has a property such that its trajectories have a continuous dependence on its initial conditions [21] . Namely, for a system that has only one globally stable equilibrium x, if x(t; x 0 ) denotes the solution with the initial condition x 0 , the two solutions x(t; x 0 ) and x(t; x 0 + δx 0 ) can be arbitrarily close as long as their initial conditions are sufficiently close δx 0 → 0.
The Lyapunov exponent λ measures the rate of divergence of solutions x(t; x 0 ) and x(t; x 0 + δx 0 ) for initial conditions differing by an infinitesimal δx 0 . Define t (x 0 ) as the derivative of the trajectory x(t; x 0 ) with respective to the initial condition x 0 ,
and let μ 1 (t), μ 2 (t), . . . , μ 2M N (t) be the eigenvalues of t (x 0 ). The Lyapunov exponents of x 0 can be defined as
Here, we focus on the single (uncoupled) FitzHugh-Nagumo model in equation (6) and evaluate the Lyapunov exponents to investigate how the trajectories starting in an infinitesimal neighborhood of the initial condition x 0 diverge from each other. For simplicity, we denote its initial condition by (v 0 , w 0 ) rather than (v(0), w(0)). For ε = 0.001, we vary the value of the parameter a from 0.1 to 0.7 using a step size of a = 0.1 to obtain different 2D FitzHugh-Nagumo systems. For each system, we evaluate the Lyapunov exponents λ = (λ 1 , λ 2 ) for the initial condition w 0 = 0, and v 0 ∈ [0, 1] with a step size of 0.001. The results are presented in Fig. 6 . Detailed numerical methods for computing the Lyapunov exponents λ can be found in [22] and [23] , and a brief introduction is provided in Appendix.
Due to the globally stable node at the origin, all of the solutions starting from x 0 will finally converge with the others starting from x 0 + δx 0 . Thus, it can be observed that all of the Lyapunov exponents λ(v 0 ) are negative. However, there is a distinct cusp in each curve of λ 1 (v 0 ) in Fig. 6a and a steep decrease in each curve of λ 2 (v 0 ), indicating that in the vicinity of specific initial values, the solution trajectories maximally diverge before they finally approach the stable node, as shown in Fig. 2a . To clearly show the position of the initial conditions where the dynamical system changes its behavior to the greatest extent, we plot the other two curves, λ 1 and
, together for each system for different a in Fig. 6c , whereλ
The decrease in each curve of λ 2 (v 0 ) corresponds to the cusp in
, and their locations coincide with those of the cusps inλ 1 , as shown in Fig. 6c . This identifies the specific initial conditions for which the trajectories are most widely separated for a single neuron, as shown in Fig. 2a . Therefore, for each system with different settings of the parameter a, we define the image threshold θ to be the value of v 0 at which the Lyapunov exponent λ 1 is maximized. Fig. 7a shows the detailed relationship between a and θ . The curve of the function a(θ ) is almost a straight line. We choose the interval θ ∈ (0.1, 0.3) , where the function a(θ ) is relatively flat. In addition, we perform a linear fitting to obtain a continuous linear function a : θ → a using the least squares method provided in MATLAB. The interpolated linear function is
Correspondingly, we rescale the original image intensity U to the interval U r ∈ (0.1 0.3); thus, we obtain
where L is the range of image intensities (L = 255 for an 8-bit image). Fig. 7b shows that the real image threshold θ is larger than the parameter a. In Nomura's algorithm, θ is the diffused version of the processed image. Therefore, if we simply assume that a i = θ i in the entire network, the input image U r is required to be sufficiently diffused to detect the maximum number of edges. Naturally, incorrect edges will be more likely to emerge, as shown in Section III.
B. Model Simplification
Consider the network in equation (9) consisting of only two coupled neurons, namely,
Due to symmetry, we rewrite the model as
with similar equations for v 2 and w 2 . Because we treat the ratio ε of timescales for v, w as being very small, ε 1, the v coupling k v (v 2 − v 1 ) may contribute little to the entire system compared with the w coupling k w (w 2 − w 1 ) and may therefore be omitted from the model. To support this assumption, we illustrate the influence of the coupling strength k v by simulating the dynamics of such a network consisting of two coupled neurons. We focus on the specific parameter settings (a = 0.25 b = 4) and investigate both the uncoupled (k v = 0 k w = 0) and coupled (k v = 0 k w = 0) cases for two different values of ε: ε = 0.001 and ε = 0.0005. The initial condition adopted is v 1 = 0.26, v 2 = 0.24 and w 1 = w 2 = 0. Therefore, in this case, the expected edge detection result will be v 1 (t → ∞) ≈ 1 and v 2 (t → ∞) ≈ 0.
The four figures in the first row of Fig. 8 show the simulation results for ε = 0.001. Figs. 8b and 8d show that a clear edge detection result is obtained when k v = 0. However, when k v increases, the edge is no longer detected, and both the v curves and w curves will be increasingly similar to the uncoupled cases. When ε further decreases to 0.0005, as shown in the second row of Fig. 8 , the effect of changing the v coupling on the obtained edge is minimal, as shown in Figs. 8f and 8h ; therefore, it is reasonable to neglect it.
The simulation results demonstrate that, first, the increase in k v is not conducive to obtaining the edge result, and second, the effect of the v coupling is limited for sufficiently small ε. These two conclusions justify removing the coupling term through v in (2) to obtain a simplified model ⎧ ⎨
where the neurons are coupled only via k w . Again, ,n) ) is the set of nearest neighbors of the i -th element. The edge detection results provided later will demonstrate that the elimination of the v coupling does not adversely affect the performance of the algorithm for the entire network system.
C. Anisotropic Diffusion
In Section III, the problem of generating incorrect pulses with the variable image threshold [12] , [13] was discussed. We recall the two causes of the problem. First, the parameter a i is inaccurately treated as the image threshold θ . Second, the extent of the diffusion is isotropically controlled for all of the edges by the same constant d and stopping time τ . Due to the inaccurate settings of the parameter a i , Nomura et al. [10] - [12] adopted a sufficiently diffuse image threshold θ(τ ) to detect the maximum number of edges. However, if the sufficiently diffuse θ(τ ) is indiscriminately applied to all of the edges in an image, there may be more neurons in the excited state in addition to the ones corresponding to the correct edge locations. Therefore, the wrong pulses will emerge, as shown in Fig. 5 . To overcome this problem, a new model [11] , [12] (18) that contains two sub-systems per pixel in equation (2) , where the extra copy (v 1 i , w 1 i ) is given slightly different dynamics to inhibit the generation of incorrect pulses in the original system (v 0 i , w 0 i ), was introduced. Instead, we attempt to maintain the size of the system as fixed and search for an alternative solution. Specifically, we first use Lyapunov exponents λ to measure the separation between two solutions for nearby initial values and thereby obtain a more accurate relation between the parameter a and the image threshold θ , as in equation (25) . Second, because it is the sufficiently diffuse image threshold θ(τ ) that leads to the emergence of a second wrong pulse, as discussed previously, the most direct method for inhibiting the generation of incorrect pulses is to use a less blurred image (smaller diffusion constant d if the stopping time τ is fixed) as the threshold such that it is more likely to only excite the neuron at the correct edge position while inhibiting the ones around it. In addition, inspired by the work of Perona and Malik [24] , in which diffusion was anisotropically controlled by the magnitude of the gradient, we propose a model of anisotropic diffusion by modifying the diffusion constant in the original discrete equation (17) as follows:
where d is a small constant, H(·) is the Heaviside step function, and η is a constant threshold. ||∇U r i || is Algorithm 2 Edge Detection Algorithm With the Coupled FitzHugh-Nagumo Model Using an Anisotropically Diffusive Image Threshold the magnitude of the gradient for U r i , which can be discretized as
with the same boundary condition as in equation (4). Consequently, d i is no longer constant; it takes 2 values: {0, d}. If the length of the normalized gradient
is greater than the threshold η, d i is chosen as d. Otherwise, for smaller gradients, it is set to 0. In this way, we can inhibit the diffusion of the state of neurons that do not correspond to regions of large gradients, such as edges. By setting an appropriate value of η, the anisotropic diffusion will also help solve the problem of noise sensitivity introduced by adopting an accurate threshold. For noise-free real images, η is taken to be in the range [0.01, 0.1]; here, η = 0 for artificial images and 0.05 for real photographs.
Finally, the novel edge detection algorithm proposed in this paper for 8-bit grayscale images can be summarized as in Algorithm 2 to facilitate comparison with the algorithm of Nomura et al. 
V. RESULTS
In this section, we compare the performance of our novel algorithm to that of Nomura et al. [12] on artificial and natural images.
A. Results on Artificial Images
The 303 × 404 artificial images used in the edge detection tasks to compare the performance of our novel method to that in [12] are shown in Fig. 9a . These images are composed of twelve small images divided into two groups: circles and squares. Each image has only three intensity levels, namely, 0, 127 and 255; both of the groups of circles or squares have all permutations of these three colors. To test the applicability of the two algorithms on different ranges of original image intensities, we also apply them on a lighter and darker version of, but of the same size as, the artificial images of Fig. 9a , as shown in Fig. 9c and Fig. 9d .
To evaluate the edge detection performance, the edge images obtained with the two algorithms are compared with the ground-truth data of edges, as shown in Fig. 9b . Both the artificial image and its ground-truth data are graphed by the programs in MATLAB. Specifically, to quantify the edge detection performance of the algorithms with artificial images, we adopt the following four measures: the number of true positives t p, the percentage of true positives t p r , the number of false negatives f n and the percentage of false negatives f n r .
We present the accuracy of the edges detected using Nomura et al.'s algorithm in Figs. 10a, 10b and 10c , which are to be compared with those obtained by our method in Figs. 10d, 10e and 10f. Table I shows the comparison to the ground-truth edge information in Fig. 9b . Because the algorithm using the network 2 chooses the higher of the two intensity levels, which change appreciably across an edge as the location of the edge, that is what we identify. Moreover, following Nomura et al. [12] , we also allow for an error of one pixel shift when calculating the true positives and the false negatives. It is clear that the results for edges detected using our algorithm improve compared with those obtained using [12] . Specifically, the rate of true positives t p r is increased by nearly 17%, and the rate of false negatives decreases by nearly 44%. Note that the Nomura algorithm produces nearly twice as many true positives as does our algorithm. This is because the Nomura algorithm merges the two edge maps obtained from the original and inverted images; we allowed an error of one pixel when calculating these measures so that most of the true positive pixels in one edge map would be the neighbors of those from the map from the inverted image. Consequently, the edges obtained using the Nomura method will typically be twice as thick as the ones obtained using our algorithm. Because it is generally accepted [18] that thinner edges are better than thicker edges, this is another indication of how our method improves upon [12] .
We would also like to comment on the apparent lack of symmetry in Figs. 10a, 10b and 10c. Although each square of the artificial image is symmetrical, we test the algorithms by applying the entire image [303×404] consisting of 12 squares. This tableau of 12 squares is no longer symmetric with respect to spatial reflections and rotations, which explains the asymmetry of the erroneous edge patterns in Figs. 10a, 10b and 10c . 
B. Robustness Test
To demonstrate the usefulness of our novel algorithm, we conduct a noise robustness test based on the same set of artificial images. Then, we perform a model comparison to the Canny algorithm [18] , which is an algorithm commonly accepted as a benchmark in the image processing community, in terms of the true positive rate and false negative rate as the standard deviation of the noise in the images is increased.
The intensity levels of the artificial image are 63, 127 and 191, to which we add white noise with a standard deviation σ in the range 10 to 60. For each noisy image, the value of the threshold η in equation (29) is set at three different values -0.05, 0.15 and 0.25. All of the measures are obtained by averaging over 100 simulations, and the results are presented in Fig. 11 . Fig. 11 shows that for the Canny detector, t p r decreases with increasing σ , whereas f n r remains constant at 0.03. For our method, the average value of each t p r increases when η increases. However, although the f n r curves start at lower values compared with those of the Canny detector when σ = 10, they rapidly increase with increasing σ . Specifically, at σ = 60, the larger η is chosen with increased f n r . According to these results, we can state that the performance of the proposed algorithm is better than that of the original method and comparable to that of the Canny algorithm.
C. Results on Real Images
Furthermore, we test the proposed algorithms on real grayscale images and compare the results with those obtained using Nomura's method and the Canny detector. In Fig. 12 , we present the results obtained using [13] , our method, and the Canny detector along a row of the table, with the original image as the left-most entry. All four real images are available on the website [25] by Heath et al. and were also used in previous work [12] , [13] .
We find that our algorithm is able to pick up more details than the original method, as shown in Fig. 12o , compared with 12n, and these details can also be clearly observed in the result obtained using the Canny detector, as shown in Fig. 12p . We attribute this success to the application of a more accurate relation between the threshold θ and the system parameter a, as in equation (25) . However, this increased accuracy makes the algorithm somewhat vulnerable to background noise in real images, as particularly illustrated by the detection results for the ground in Figs. 12a and 12e . Here, we choose the threshold η for anisotropic diffusion uniformly as 0.05 for real images, and its value should be appropriately chosen for each real image. The Canny algorithm exhibits the best balance between accuracy and noise immunity among the three methods. In this paper, we attempt to present the basic edge detection network (2) , which has a edge detection ability (the balance between noise immunity and accuracy) comparable to that of Nomura's method [13] without doubling the network size. Because the primary motivation of this paper is to explore how DST may be used to tailor the design phase of a silicon circuit, whose task is chosen to be edge detection as an example, this halving of the network size compared with that of [13] would greatly help achieve this objective.
VI. DISCUSSION
In this paper, we attempted to improve the performance and reduce the size of a reaction-diffusion system that models a physical process for edge detection [13] that can be fabricated in silicon. Consequently, the aspects of the computational complexity of edge detection algorithms implemented in digital circuits are not relevant to the types of algorithms that we have been studying in this paper. In particular, we have chosen to focus on edge detection to illustrate the usefulness of fixed-point states of dynamical systems in addressing a computational need, and the prior work of Nomura et al.
provided a convenient reference for comparison purposes. In addition, although many neural network algorithms have been proposed to address the task of edge detection (such as [26] - [28] ), they are typically used to abstract data structures and enable sophisticated, biologically inspired algorithms to be run on digital processors. We would like to emphasize this difference from many existing algorithms, even though we do not completely eschew digital software processing.
Moreover, we share the computational burden between software components that rely on digital processing and hardware analog computations. The core of both the original edge detection algorithm [13] and our improved algorithm is the dynamical system described in equation (2), of which the structure is clearly shown in Fig. 1 . Constructing such a network using integrated circuit technology is a component of the hardware design procedure. The design of the single element in equation (6) is addressed by the extensively researched topic of "silicon neurons" [4] , [29] , and the coupling structure has also been thoroughly studied by the "Cellular Neural Network" [15] , [30] community. We provide a simplified version of the circuit in equation (28) by eliminating the couplings of the membrane potentials from the adjacent neurons. We take the rescaled image intensities as the input such that the system hardware can rapidly generate self-evolving edge results of binary images and grayscale images with a constant image threshold [10] or a variable one [11] - [13] embedded as the system parameters.
To evaluate the image threshold θ , the previous work [12] , [13] does not require much digital computation after the hardware design phase because they adopt the equation a = θ (which we find to be inadequate) and subject a to isotropic diffusion. This diffusion equation needs to be solved, and the rescaling of the intensities of the original and inverted image needs to be evaluated -these are the computational tasks. In addition to the rescaling of the original image, our method requires another four steps to obtain θ from the original image U r as well as a linear mapping from θ to a. In particular, we need to set the constant threshold η within the correct range, evaluate the magnitude of the gradient ∇U r and the diffusion coefficient d, and finally solve for the anisotropic diffusion (29) . All of these computations are performed in the off-circuit design, which is completed by the software program prior to being applied to the circuit system.
APPENDIX COMPUTATION OF LYAPUNOV EXPONENTS
Consider the single FitzHugh-Nagumo system as follows:
The direct method of computing all of the Lyapunov exponents λ i (x 0 ) of this system is to follow the definition in equation (23) . To evaluate the derivative of the trajectory t (x 0 ) with respect to the initial condition x 0 , we need to integrate the Jacobian matrix DF(x) along the solution x(t; x 0 ) to the system (34) with the initial condition x 0 . In other words, to calculate t (x 0 ), we need to solve the combined system as follows:
where the first row is the original system (34) and the second row is the linearized equation, which is called the variational equation. The variational equation can be obtained by differentiating both of the sides of equation (34) with respect to x 0 [22] . However, this direct approach is problematic.
For large values of t [22] , [23] , the columns of t (x) will asymptotically align with the eigenvector corresponding to the largest eigenvalue of DF(x). Therefore, both the matrix t (x) and its eigenvalues μ i (t) will be ill-conditioned, particularly when ε in equation (6) is very small. Indeed, when applying the direct approach here, one of the eigenvalues μ 1 of t (x 0 ) will quickly decrease to zero. Thus, rather than the definition in equation (23), we are observing the definition of Lyapunov exponents of order n [23] ,
where Vol n denotes the n-dimensional volume, and [31] shows that
Therefore, an alternative approach for computing all of the λ i can be introduced. Assume that u 1 , · · · , u n are n column vectors of the matrix t (x 0 ). Integrate the combined system (35) for a relatively small period T from 
n ). Obtain the orthonormalˆ T = (û (1) 1 , · · · ,û (1) n ) using the Gram-Schmidt method as follows:
Again, we continue to integrate the combined system from T of the orthonormalized column vectors for the next time interval T to obtain 2 T . When repeating this integration and orthonormalization procedure K times, during the k-th step, the increase factor for the volume is
Therefore, the n-order Lyapunov exponents λ n can be obtained as follows:
In addition, according to the relation provided in equation (37), we can obtain each Lyapunov exponent λ i as
As mentioned in [22] , excessively large and excessively small values of T will lead to numerical inaccuracies when computing λ i , and it is suggested to be ten or twenty times the natural period the system. In this paper, equation (35) is solved using a constant time step of dt = 0.001. Therefore, we choose T to be 0.01. Moreover, for the system with a globally stable equilibrium x such as (6), if μ 1 , · · · , μ n are the eigenvalues of the Jacobian at x, we can obtain
The Lyapunov exponent λ i is defined as the average rate of the diversion or contraction of the nearby trajectories as t → ∞. Therefore, theoretically, because nearly all x 0 [22] lie in the basin ∂B(x) of x, λ i (x 0 ) = λ i (x). In other words, any transient can be ignored if K is a large integer. To present a distinct cusp in λ(x 0 ), we choose K = 200 in this paper.
