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1. INTRODUCTION 
Graphs whose adjacency matrix has least eigenvalue -2 have gained much 
attention in these last 15 years. Among them are the line graphs (obtained 
from graphs by taking their edges as vertices, two edges being adjacent 
whenever they meet). Several classes of such graphs have been characterized 
by their spectrum. This work was initiated by A. J. Hoffman, and carried 
out by him, his friends and his students. The proofs of the many results are 
ingenious but complicated, a.o. due to the existence of certain exceptions. In 
the present paper we propose a new method of proof by use of root systems; 
the exceptions turn out to be related to the exceptional root systems. 
A star is a planar set of three lines which mutually are at 60”. A set of lines 
in Euclidean n-space, which mutually have the angles 60” or 90”, is called 
star-closed if with any two it contains the third line of a star. The main 
theorem, 3.5, determines all such indecomposable sets of lines to be the root 
systems A, , D, , E8, E, , E6. They are maximal, apart from A, C E8, 
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D, C E, , A, C E, Now the key remark is the following. Any graph with 
least eigenvalue -2 may be viewed as a set of lines at 60” and 90”. As a 
consequence of the main theorem, this set is contained in one of the root 
systems. Therefore, the search for such graphs is simplified substantially. 
This explains two thirds of the title of the present paper. The final part is 
involved since sets of lines at 60” and 90” are special 2-distance sets in elliptic 
geometry [16]. However, we do not use elliptic terminology. 
The paper is self-contained. Section 2 investigates star-closed sets of 
lines at 60” and 90”, leading to Theorem 2.13 which leaves only a restricted 
number of possibilities, of a specific structure. These possibilities are realized 
by the root systems A, , D, , E, , E, , E, which in Section 3 are defined in 
terms of lines. The relations to the official Root Systems, as they occur in 
geometry [4] and algebra [l], are discussed. In Section 4 the graphs repre- 
sented by subsets of the root systems are investigated: line graphs of complete 
bipartite graphs for A,, Hoffman’s generalized line graphs [lo, I I] for 
D, , and various exceptional graphs for E, (of order < 36; regular graphs of 
order 28). This leads to new proofs for theorems by Hoffman [II], Hoffman 
and Ray Chaudhuri [ 131, and Seidel [ 191. Section 5 culminates in Theorem 5.8 
on the spectral characterization of the flag graph of a 2-design, which implies 
results by Hoffman and Ray Chaudhuri [14], and sharpens results by Doob 
[6, 71. Finally, Section 6 contains an application to Hadamard matrices in 
connection to work by Norman [17]. 
2. LINES AT 60” AND 90 
We are interested in the sets of lines in BP having angles 60” and 90”. 
Without loss of generality the lines are taken to pass through the origin of lFP 
and to span IV. Such a set of lines is called &decomposable if it is not the union 
of two sets contained in proper orthogonal subspaces of IP. Three lines are 
said to form a star whenever they are mutually at 60” and lie in a plane. Three 
lines are said to form a triangle whenever they are mutually at 90”. On a set 
of lines at 60” and 90” a graph is defined by calling any two lines adjacent 
whenever they are at 90”. 
DEFINITION 2.1. A set of lines at 60” and 90” is star-closed if with any 
two it also contains the third line of a star. 
DEFINITION 2.2. A set of lines at 60” and 90” in EP is maximal if any line 
of llP belongs to the set whenever it has angles 60” or 90” with all lines of the 
set. 
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LEMMA 2.3. Any maximal set of lines at 60” and 90” in Rn is star-closed. 
Proof. Let Z, m, n form a star, and let x be any further line. For the angles 01 
between pairs of lines it follows that cr(x, I) = a(x, m) = &r implies (Y(x, n) = 
$7~) that 01(x, 1) = ol(x, m) = &r implies ol(x, n) = &r, and that a(x, I) = +, 
cu(x, m) = &r imply cr(x, n) == +. This proves the lemma. 
In Theorem 3.6 we shall see that, for indecomposable sets, the converse 
fails only in the cases n = 7 and 71 = 8. 
To each set of lines at 60” and 90” there is attached a switching class of sets 
of vectors as follows. Along each line we select a vector of length 1/z. The set 
of vectors thus obtained has mutual inner products E (1, - 1, 0}, and deter- 
mines the set of the lines. If we switch the vectors of any subset into their 
opposites, then the same set of lines is determined. Thus, there is a one-to-one 
correspondence between the sets of lines at 60” and 90”, and the switching 
classes of sets of vectors at 60”, 90”, 120” in R”. 
HYPOTHESIS 2.4. Let S be an indecomposable star-closed set of lines at 60” 
and 90” in IF!“. 
The set S is represented by a special set 2 of vectors as follows. Without loss 
of generality we assume that S contains lines (a) and (b) whose spanning 
vectors a and 6 have the inner product (a, b) = - 1. Now we define as follows: 
c=-a-b 
I’, = {x E W i(x) E S, (x, a) = 0, (x, 6) = -(x, c) = l}, 
rb ={r~W(y)~S,(y,b) =O,(Y,C) = -(y,a) = I>, 
I’, ={xER~~((z)ES,(Z,C) =O,(z,a) = -(z,b) = l}, 
A = {t E 172” 1(t) E S, (t, a) = (t, b) = (t, c) = 0}, 
z = (a, b, C> v r, u I’, u r, u A. 
LEMMA 2.5. S consists of the lines spanned by the vectors of Z. 
Proof. (c) E S, since S is star-closed. For any u E UP satisfying 
(u, 4 = 2, (u, a) = (u, b) = E, E E{l, -l} 
we have (a + b - EU, a + b - l U) = 0, whence u = --EC. Hence for each 
(v> E S\{(a), (b), (c)l either 
(v, a) = &I, (v, 4 = 0, 
or 
(v, a) = 0, (v, b) = iI, 
or 
(v,a) = -(v,b)E{l, -l,O} 
holds. Now adequate switching leads to the assertion. 
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LEMMA 2.6. I’, , r,, r, are isomorphic with respect to inner products; none 
of these sets has negative inner products. 
Proof. The map qC defined by 
maps r, into r, . Indeed, (x, c) = -1 implies (X + c) E S, and (a, x + c) = 
-1, (b, x + c) = 0 imply x + c E r, . Analogously P)= maps I’, into r, , and 
va maps PC into r, . It follows that the maps are onto. Since 
v dEra(M4 9d4) = (x + c, v-4’ + c) = (% 4, 
the inner products are preserved. Now (x, x’) = -1 would imply 
Xc, dfCdb, (x, x’ + c) = -2 
which provides a contradiction. Hence the inner products in I’, are 0 and 1. 
LEMMA 2.7. Z is determined by r, v {a, b, c}. 
Proof. Let r, v {a, b, c} be given. Then r, = c + r, and r, = -b + r, 
by Lemma 2.6. If (x, x’) = 1 for x, x’ E r, then x - x’ EA. We claim that 
all elements of d are the difference of 2 elements of r, . Indeed, consider 
anytEd.If(t,x) =-lforsomex~r,then(x+t)~S,~+t~T’,,and 
t = (X + t) - X. If (t, X) = 1 then take -t for t. No t E d can be perpendic- 
ular to all vectors of I’, . Indeed, let d’ be the set of all such vectors. Any 
u E A\A’ can be written as x - x’ for some x, x’ E r, , hence any t E A’ is 
perpendicular to all elements of Z\A’. Since S is indecomposable it follows 
that A’ = 0. This proves our claim, and the lemma. 
LEMMA 2.8. If (x, y) = 0 for some x, y E r, then x = b - c - x - y 
is in r, , and each w E ra\{x, y, z} is orthogonal to exactly one of {x, y, z}. 
Proof. x+cErb,y-bbEC,(x+C,y-b) = -limpZy~~r,.Now 
(w,x)+(w,Y)+(w,~ =(wb-cc) =2 
for w E r,\{x, y, zz} implies the assertion. In terms of graphs the lemma says 
that each edge in r, is in a triangle in r, such that each further vertex in r, 
is adjacent to exactly one vertex of the triangle. Henceforth we adopt graph- 
terminology. 
LEMMA 2.9. If there exists x E r, adjacent to all other vertices in r, , then 
r, consists of a number of triangles having only x in common, and without 
further edges. 
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Proof. Each edge through x is in a triangle, hence the edges through x 
are paired in triangles. Further edges do not exist by Lemma 2.8. 
LEMMA 2.10. Let the graph on r, be nonvoid, noncomplete, and not of the 
type of Lemma 2.9. Then r, has 9 OY 15 or 27 vertices, and its graph is unique. 
Proof. Lemma2.8 implies that for each adjacent x,y~r’~, there exists a uni- 
que vertex, f(x, y) say, adjacent to x and to y. Let u, v f r’, be nonadjacent. 
Let K, L, M, N denote the subsets of I’, consisting of the vertices which are 
adjacent to u and to D, adjacent to u and not to U, adjacent to v and not to u, 
nonadjacent to u and to v, respectively. Any x E K has unique x’ = f (x, u) EL 
and X” = f (x, v) E M, which are adjacent to x, but mutually nonadjacent. 
Any TZ EN is adjacent to x’ and to x” and nonadjacent to x, or vice versa. By 
Lemma 2.8 the subgraphs on K, on L, on M are void subgraphs of equal 
cardinality, k say. By hypothesis we have k > 2. Indeed, K # @ since I’, 
is nonvoid, and 1 K 1 # 1 since I’, is not of the type of Lemma 2.9. 
The graph on I’, is regular. Indeed, the valencies of the nonadjacent u and v 
both are 2k, and so is the valency of every further vertex, since no x E K is 
adjacent to all of L, M, N. 
Now consider the matrix of size 2 + 3k of the inner products of u, v, K, 
L, M, and the matrix of size 5 consisting of the sums of the elements of the 
blocks of the first matrix: 
Both matrices are positive semidefinite. The determinant of the second 
matrix with deleted first row and column equals 2k5(5 - k), whence k = 
2, 3,4 or 5. There are 
k(2k - 4) + k(k - 1) + k(k - 1) = 4k2 - 6k 
edges from K u L u M to N. The triangle on any edge in N has third vertex 
in K. Hence N has k(k - 2) edges and 
2k / N 1 = 2k(k - 2) + 4k2 - 6k, / N j = 3k - 5, ] r, 1 = 6k - 3. 
For k = 4 each vertex of K is in 2 triangles with third edge in N. However, 
since 1 N I = 7 there must be a vertex in K whose triangles have an edge in 
common. This is impossible. For k = 2,3, 5 we have j N I = 1,4, 10 and N 
consists of one vertex, a 3-claw, and a Petersen graph, respectively. In each 
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case r, , which has 9, 15, 27 vertices, respectively, is a uniquely determined 
graph. 
Remark 2.11. Similar methods may be used to prove the characterization 
of symplectic and orthogonal graphs over GF(2) by the triangle property, 
cf. [24, 211. 
LEMMA 2.12. Any indecomposable star-closed set of lines at 60” and 90” is 
uniquely determined by one of the following graphs on F,: the void graph on n 
vertices, the graph consisting of n triangles meeting at one vertex, the unique 
strongly regular graphs on 9, 15, 27 vertices. 
Proof. By Lemma 2.5 the set is determined by .Z, which by Lemma 2.7 
in turn is determined by the graph on r, . This graph may be void, or as in 
Lemma 2.9, or as in Lemma 2.10. Indeed, by Lemma 2.8 every edge is in 
a triangle, and the case of a single triangle is covered by Lemma 2.9. As a 
consequence of Lemma 2.12 we have the following theorem. 
THEOREM 2.13. For indecomposable star-closed sets of lines at 60” and 90” 
in [wfi the only possibilities are: 
a set of ln(n + 1) lines with void graph F, , 
a set of n(n - 1) lines with F, as in Lemma 2.9, 
a set of 120 lines in W with / P, 1 = 27, / A 1 = 36 
asetof631inesin[W7withjF,j =15,jdj =15, 
a set of 36 lines in W with 1 F, 1 = 9, / A 1 = 6. 
Each set, if it exists, is unique up to orthogonal transformations in W. 
In the next section it will be shown that the possibilities mentioned in 
Theorem 2.13 are realized by root systems. 
3. ROOT SYSTEMS 
In this section we shall give explicit realizations of the sets of lines dis- 
cussed in Section 2 and determine the inclusions among them. They are 
called root systems, and we justify this name. The following notations are 
used. T(n, m) denotes the set of all m-subsets of an n-set. S(3,4, 8) is the set 
of the blocks of the 3-design (v, k, b, r, h) = (8,4, 14, 7, 3). Finally, Bn = 
le, , e2 ,.-, e,} denotes any orthonormal basis for W. 
LINE GRAPHS AND ROOT SYSTEMS 311 
DEFINITION 3.1. The root system A, , n > 1, is the set of lines spanned 
by the vectors 
ei - ej , {i,j> E qfl + 1,2), e, E Bfl+l. 
The root system D, , n > 4, is the set of lines spanned by the vectors 
hi * ej , {i,j) E % 21, ej E Bn. 
The lines of A, lie in a subspace of dimension n since all vectors are 
orthogonal to e, + ea + ... + e,+l . Note that A, C Dnfl , and that A, is 
represented by the 6 diagonals of the cubeoctahedron [4]. We now give 3 
definitions for ES , which will turn out to be equivalent. 
DEFINITION 3.2. The root system ES is the set of lines in R? given by any 
of the following: 
(i) A, and the lines spanned by 
S i ez - (eh + ei + 4 {k i, j> s T(9, 3), 
I=1 
(i) D, and the lines spanned by 
F~l~iei, 9 = fl, fici = 1, ei E BB, 
(iii) the lines spanned by 2ei and those spanned by 
I!Eeh I& ei I% % do ek , V, i, j, 4 E S(3,4,8), 
ei E Be; 
Ei = fl; 
ei E Ba. 
DEFINITION 3.3. The root system E, is the subsystem of E, consisting of 
the lines orthogonal to any one of its lines. The root system ES is the subsystem 
of EB consisting of the lines orthogonal to any one of its stars. 
LEMMA 3.4. 1 A 1 = @z(n + l), / D, j = n(n - I), 1 E, 1 = 120, I E, I = 
63, 1 ES ] = 36. 
Proof. I A, I and j D, 1 are clear. Simple counting arguments yield 
1 ER I = 36 + 84 = 56 + 64 = 8 + 8 x 14 = 120 
for the various definitions of EB . The number of vectors (iii) which are 
perpendicular to es , and to es and er, + es + e7 + es , are 
1 E, 1 = 7 + 8 x 7 = 63, 1 E6 j = 4 + 8 + 4 x 6 = 36. 
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THEOREM 3.5. The only indecomposable star-closed sets of lines at 60” and 
90” are the root systems A, , D, , EB , E, , E6 . 
Proof. From their representations as sets of vectors it follows that the 
root systems defined above actually are indecomposable star-closed sets of 
lines at 60” and 90”. Therefore, they realize the possibilities left by Theorem 
2.13. This theorem also implies the equivalence of the various definitions 
for E, . 
THEOREM 3.6. The only indecomposable maximal sets of lines at 60” and 
90” are the root systems A, for n # 7, 8, D, for n # 8, E, , E, , E, . 
Proof. Apart from the obvious A, C E, , D, C E, the only further 
inclusion (up to isometry) between sets of the same dimension is A, C E, . 
Indeed, by Lemma 2.7 the sets of lines are completely determined by their 
subgraph on r, . Using Lemma 2.12 we observe: A, C E, since a 5-coclique is 
imbeddable in the triangular graph on 6 symbols; A, Q EB since the lattice 
graph on 9 vertices does not contain a 4-coclique; D, Q E, and D, Q E, since 
the valencies of the corresponding graphs on r, do not fit. 
As in Section 2 we represent any root system by a set of vectors of length 
d/2, one along each of its lines. Let 21+ C denote the Gram matrix of the 
inner products of such a set of vectors. C has zero diagonal and elements 0, 
1, - 1 elsewhere, and is determined by the root system up to switching. 
THEOREM 3.7. The root systems have matrix C satisfying: 
A,: (C + U)(C - (n - 1)I) = 0; 
D,: (C + 21)(C - 2(n - 2)I) = 0; 
E,: (C + 21)(C - 181) = 0; 
E,: (C + 21)(C - 161) = 0; 
E6: (C + 21)(C - 101) = 0. 
Proof. D, is represented by n(n - 1) vectors in BP, hence its matrix C 
has smallest eigenvalue -2 of the multiplicity n(n - 2). Any vector of D, 
has nonzero inner product with 4(n - 2) others. Denoting the remaining 
eigenvalues by yr , ya ,..., yn we have 
trace C = 0 = yr + ... + yn - 2n(n - 2), 
trace C2 = (n2 - n)4(n - 2) = y12 + ... + yn2 + n(n - 2)4. 
These equations only admit yr = ... = yn = 2(n - 2). The other formulas 
are proved analogously; for EB , E, , E6, also cf. [5]. 
We next consider sets of vectors of length 1/2 having the property that 
each pair is at angle 90” or 120”. The Gram matrix of such a set has the form 
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21- B, where B is a symmetric (0, I)-matrix. We interpret B as the adja- 
cency matrix of a graph (with 1 for adjacency, so opposite to the convention 
used in Section 2). Since 21- B is positive semidefinite, the largest eigenvalue 
of B is at most 2, with equality if the number of vectors exceeds the dimen- 
sion. Conversely, if B with largest eigenvalue 2 is the adjacency matrix of 
a graph, then 21- B is positive semidefinite and symmetric, whence is the 
Gram matrix of a set of vectors at 90” and 120”. Suppose the graph is connected 
then the corresponding set of lines is indecomposable. Extending this set 
to a star-closed set in the same space, we arrive at one of the root systems of 
Theorem 3.5. From the realizations of Definitions 3.1, 3.2, 3.3 we easily 
write down the possible sets of vectors, thus obtaining the list of the graphs 
with largest eigenvalue 2 given in [15]. 
THEOREM 3.8. A connected graph whose adjacency matrix has largest 
eigenvalue 2 is one of the graphs shown in Fig. 1. 
6 
FIGURE 1 
Note that if a suitable vector (such as the indicated one) is deleted, we obtain 
a basis for Iw* in each case. 
The supplementary question, concerning sets of vectors at angles 90” and 
60” (or graphs with least eigenvalue -2), is considered in the next section. 
We now turn to the official definition of Root Systems, as they occur in 
geometry [4], in the classification of finite dimensional simple Lie algebras 
over C (cf., for instance, [I]), and in other applications. 
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DEFINITION 3.9. A Root System in UP is a finite set 2 of vectors spanning 
[w” and having the following properties: 
(4 ~r.s&(r, W-, r> E 0 
(b) vrcr: ~m4(~~ E 9 * (A E (1, --1H), 
(4 V,,,,,((~,(s) : = s - 2+, S)/(Y, r)) E 2). 
Note that (c) is equivalent to requiring that for each Y E ,Z the reflection 7r 
in the hyperplane perpendicular to r maps Z into itself. 
THEOREM 3.10. For a spanning set of lines through the origin of Euclidean 
space the following are equivalent: 
(i) the vectors of jixed length along the lines form a Root System; 
(ii) the angles between pairs of lines are 90” and 60”, and the set is 
star-closed; 
t 
E (iii) h 
e set is an orthogonal direct sum of root systems A, , II, , E, , E, , 
6’ 
Proof. Without loss of generality we take vectors of length 2/z along the 
lines. Then condition (a) reads (Y, s) E (-2, - I, 0, 1, 2) for all Y, s E 2, that 
is, all angles between lines are 90” or 60”. Condition (b) is automatic. Since 
TJS) = -s, s + Y, s, s - Y, -s as (r, s) = -2, - 1, 0, I, 2, condition (c) is 
equivalent to closure under forming stars. This proves (i) c> (ii). The 
considerations of Section 2 and Theorem 3.5 imply (ii) t> (iii). 
Remark 3.11. Our results can be used to complete the classification of 
the Root Systems. Let r, s E Z be not perpendicular. Since 4(r, ~)~/(r, Y)(s, s) is 
a positive integer < 4, the ratio of the lengths of r and s is 1, dz or d3, and 
the angle between (r) and (s) is 60”, 45” or 30”, respectively. Also, the subset 
of a Root System consisting of vectors of any fixed length is itself a Root 
System, necessarily one of those described by Theorem 3.10. This readily leads 
to the remaining indecomposable Root Systems, cf. [4, I], which in terms of 
lines may be represented as follows. 
B, and C,: a set of n2 lines in FP with angles 90”, 60”, 45”, and equation 
(C + 21)(C - 2(n - 1)I) = 0. 
F4: a set of 24 lines in [w4 with angles 90”, 60”, 45”, and equation 
(C + 21)(C - 101) = 0. 
G,: a set of 6 lines in Iw2 with angles 90”, 60”, 30”, and equation 
(C + 21)(C - 41) = 0. 
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The problem of determining the maximal sets of lines in aB” with angles 90”, 
60”, 45” goes beyond the Root System theory. For example, a set of 3 lines 
in [wa, each pair at 45”, is not imbeddable in a Root System. More generally 
we can prove the following theorem. 
THEOREM 3.12. A set of lines in W with angles 90”, 60”, 45” is contained in 
the set of lines spanned by a Root System if and only if it can bepartitionedinto 
two subsets with the properties that two lines in the same subset are at angles 90” 
or 60”, while two lines in d#erent subsets are at angles 90” and 45”. 
4. GRAPHS WITH LEAST EIGENVALUES -2 
Let Z be a set of vectors in ll?? with (x, X) = 2 and (x, y) E (0, l} for all 
x # y E Z. The Gram matrix of Z has the form 21+ A, where A is a sym- 
metric (0, 1) matrix with zero diagonal. We interpret A as the adjacency 
matrix of a graph, with 1 for adjacency. The minimum eigenvalue of A is at 
least -2, equality holding if the number of vertices exceeds n. Conversely, 
if the adjacency matrix A of a graph has least eigenvalue -2, then 21+ A 
is the Gram matrix of a set of vectors with angles 90” and 60”. We shall say 
that the set of vectors, and also the corresponding set of lines, represents the 
graph, and we often identify these notions. Such a set of lines is contained in 
a root system. If the graph is connected, then the root system is indecompo- 
sable, hence is one of the type discussed in Theorem 3.5. We consider the 
possibilities in turn. 
Let G be a graph with edge set E. Its line graph L(G) has as its vertices 
the edges of G, any two such edges being adjacent in L(G) whenever they 
have a common vertex in G. If G has the vertices 1,2 ,..., n, and e, ,..., e, is 
and orthonormal basis of lFP, then L(G) is represented by the set (es + ej / 
{i, j} E E}. We shall denote the complete graph on n vertices by K, , and the 
complete bipartite graph on m + n vertices by K,,n. Note that K, = 
JWGJ 
THEOREM 4.1. A graph represented by a subset of the root system A, is 
the line graph of a bipartite graph; any such graph can be represented by a subset 
ofAn. 
Proof. Let Z be a set of vectors with nonnegative inner products, whose 
lines form a subset of A, . Let G be the graph with vertex set {I,..., n + I}, 
and edges {i,j} whenever ei - ej E Z or ei - ei E 2: Then ,ZY represents L(G). 
Any basis vector e, occurs with the same sign in all elements of ,Z containing 
it. The “positive” and the “negative” basis vectors form a bipartition of G, 
The converse is clear. 
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The maximal subsets of A, with nonnegative inner products represent the 
graphs JWL,~+~-,), and h ave maximum cardinality lt(n + 1)2], attained for 
m = l+(n + l)]. (Here lx] is the largest integer not exceeding x.) 
The cocktail party graph P(a) is the graph on 2a vertices in which each 
vertex is adjacent to every other vertex except one, that is, the graph obtained 
from Ks, by delecting a one-factor. It is represented by the set {es + ej , 
e. - e, 1 i = l,..., u}. For a = 0 it is the graph with no vertices. 
Let G be a graph on the vertex set (1, 2 ,..., m}, and let (a, ,..., a,) be an 
m-tuple of nonnegative integers. Following Hoffman [IO], we define the 
generalized line graph L(G; a, ,..., a,) to be the graph obtained from L(G) by 
adjoining m disjoint cocktailparty graphs CP(aJ, i = I,..., m, where every 
vertex of the ith cocktail party graph is adjacent to every vertex of L(G) 
containing the vertex i of G. From [l l] we take the following example of a 







The generalized line graph L( G; a, ,. . . , a,) can be represented in W, where 
n = CL, (1 + a,), as follows. Let {ei,j 1 1 < i < m, 0 < j < ai} be an 
orthonormal basis for R”, and take the vectors 
eiso + ejsol for all edges {i, j} of G; 
q. + ei,ar and ej.o - ej., , for 1 < OL < 01~) 1 < i < m. 
Clearly, the least eigenvalue of L( G; a, ,. . . , a,) is -2 if the number of vertices 
exceeds n. 
THEOREM 4.2. A graph represented by a subset of the root system D, is a 
generalized line graph; any such graph can be represented by a subset of D, . 
Proof. Let Z be a set of vectors with nonnegative inner products, whose 
lines from a subset of D, . If 2 contains e, + e2 , e, - e2 , and e, + es, then 
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it cannot contain any of &(ez 5 ea), &(e, & e4). Hence any two vectors of 2 
such as e, + ea and e, - ea are contained in a unique maximal set of pairs 
el + ep , which we denote by 
{q. + qa, q. - %,ol I 1 < 01 < 4, for 1 < i < m’. 
No other vector of 2: contains any e,,, with 01 2 1. We label the remaining 
basis vectors ei,o , for m’ < i < m, with ai = 0. If tile signs of the basis 
vectors are chosen correctly, all remaining vectors in Z are of the form 
ei,o + ej,o . Hence Z represents a generalized line graph. The converse is clear. 
A maximal subset of D, with nonnegative inner products represents 
L(K,; a) for some m and a; the maximum cardinality is &z(n - l), attained 
by WGJ. 
THEOREM 4.3. A graph represented by a subset of the root system E, has at 
most 36 vertices, and its maximum valency is at most 28. There exists a graph for 
which both bounds are achieved. 
Proof. Let I + 3A be the Gram matrix of any set of n unit vectors 
p, , pa ,...,p, in Rs having the angles 60” or 90”. The projection Pi of lQs 
onto the line spanned by pi is a symmetric linear map of Rs into itself, and 
trace PiPi = (pi , pj)“. In the space of all symmetric linear maps of Rs into 
itself, provided with the trace inner product, the projections have the Gram 
matrix I + $A. Since this matrix is nonsingular, n cannot exceed the dimen- 
sion 36 of this space. The maximum valency cannot exceed 28 because of 
Lemma 3.7. Both bounds are achieved for the following set of 8 + 28 vectors 
in E8 , cf. Definition 3.2(i): 
-e9 f eh, (h) E T(8, 1); -e, - ei - ej f Q 5: e, , {id E T(& 2). 
Z=l 
THEOREM 4.4. A regular graph represented by a subset of ES has at most 28 
vertices, and has valency at most 16. 
Proof. Let I + $A, with A J = dJ, be the Gram matrix of any set of unit 
vectors in R* having angles 60” or 90”. Since I + $A has rank < 8, the matrix 
I + +A - ((d + 2)/2n)J 
has rank < 7 and represents n vectors in R’ ‘. The projections onto the lines 
spanned by these vectors are elements of R2* and have Gram matrix 
! i-*)21+(t-*)2A+(~~)2(~-I-~). 
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Since this matrix is positive semidefinite we have, for each eigenvalue 
a # dofA, 
t 
1-d+22+1-d+22 
2n 1 i 2 7) at(TJ2(-l -a) 30, 
a(n - 2d - 4) > -2(2n - 2d - 4). 
If n > 2d + 4, then (Y 3 -2 implies strict inequality, the n vectors in IFP 
are independent, whence n < 28 and d < 12. Now suppose n < 2d + 4. 
Then 
a < 2(2n - 2d - 4)/(2d + 4 - n). 
0 = tr(A) = d + (n - 8)(-2) + 2 ai 
i=l 
< (d - 2n + 16) + 14(2n - 2d - 4) 
2d+4-n * 
This gives a quadratic inequality, in which n = 28 implies d < 17, and 
n < 27 implies d ,( 16. 
The matrix I + $A - &(J - I) has the simple eigenvalue 1 + sd - 
&(n - 1) > 0, the eigenvalue 0 of multiplicity >, n - 8, and all other 
eigenvalues positive. Since the elements of this matrix are 1 on the diagonal 
and -J& elsewhere, it represents n equiangular lines in UP at the angle 
arccos &. It is well known [15] that this implies n < 28. By the above remark, 
the theorem is true except possibly when n = 28. But any set of 28 equi- 
angular lines lies in R7, hence the multiplicity of 0 as an eigenvalue actually is 
> n - 7. This implies that 1+ QA has rank < 7, hence the set of vectors 
we started with is contained in E, or D, . Now Lemma 3.7 implies d -< 16, 
and the theorem is proved. It is interesting to observe that n = 28, d = 12 
is achieved byL(Ks) and by the Chang graphs 4.5, whereas d = 16, n = 27 
is achieved by the Schlafli graph 4.6. There is no regular graph with n = 28, 
d = 16 contained in E, . 
The following strongly regular graphs, which are not line graphs, are 
represented by subsets of Es , cf. [19,20]. We use Definition 3.2(ii) for E8, 
EXAMPLE 4.5. Chung gruphs [2], [22]. In L(Ks), represented by (ei + e,; 
{i, j) E T(8, 2)}, th e o f 11 owing vectors ei + e, are switched into 
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Chang I: switching set {ei + e,+i; i = I, 2, 3,4}; 
Chang 11: switching set {ei + ei+i; i = 1, 2,..., 8 mod 8); 
Chang III: switching set 
leI + e2 , e2 + e, , e3 + e,> U {e4 + e5 , e5 + e6 , e6 + e7 , e7 + e8 , e, + eil. 
EXAMPLE 4.6. Schl@i graph: 
(ei + ej; {i,j} E T(6, 2)) u ($Ze, - e, - e,; i E T(6, 1)) 
U {iZek - ei - e,; i E T(6, 1)). 
EXAMPLE 4.7. Shrihhande graph [23]. In L(K& represented by 
{ei + ej; i =- 1,2, 3,4; j = 5, 6, 7, S}, we switch with respect to (ei + e,,i; 
i =m= I, 2, 3,4}. This graph is a subgraph of Chang I. 
EXAMPLE 4.8. Clebsch graph [ 191. 
{ej + e,; i E T(4, I)} U (ei + e,; i 6 T(4, I)} 
U {&Yel, - e, - e,; i E T(4, 1)) U {$Zeld - ei - e,; i E T(4, 1)). 
This graph is a subgraph of the Schlzfli graph (the vertices adjacent to 
ej A- e,), and is switching equivalent to L(&) and to the Shrikhande graph. 
EXAMPLE 4.9. Petersen graph. In L(Ka,a) plus isolated vertex 
{e., + e,} U {ei + ej; i = I, 2, 3;j = 5, 6, 7}, 
we switch with respect to {ei + e,,,; i = I, 2, 3). 
Because of Theorems 4.3 and 4.4 the conclusion “G is represented by a 
subset of Es” in any subsequent theorem may be deleted if we add the hypo- 
thesis that the order of G exceeds 36(28), or that the maximum valency 
exceeds 28(16). In the literature this is the way in which these theorems are 
stated and proved. 
THEOREM 4.10. (Hoffman [lo, 111). If G is a graph with least eigemalue 
-2, then either 
(i) G is a generalized line graph; or 
(ii) G is represented by a subset of E, . 
Proof. This follows from the Theorems 3.6 and 4.2, and the inclusion 
A, C D 12--I .
481/43/I-21 
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THEOREM 4.11. (Hoffman and Ray-Chaudhuri [13]). If G is a regular 
connectedgraph with least eigenvalue -2, then either 
(i) G is a line graph; 
(ii) G is a cocktail party graph; or 
(iii) G is represented by a subset of E, . 
Proof. A regular connected generalized line graph is either a line graph 
or a cocktail party graph. Indeed, this is proved as follows. Let G == 
L(H; a, , a, ,..., a,) and suppose the vertex i of H has valency vi . If (i, j} 
is an edge of H, the corresponding vertex of G has the valency 2(ai + aj) $- 
zli + zlj - 2. A vertex of the cocktail party graph corresponding to the vertex i 
has the valency 2(ai - I) $ u’i Since these numbers are equal we have 2aj + 
vj =~ 0, a contradiction since vj > 0. Hence H, which is connected, either 
has no edges and one vertex whence G = CP(a), or has a, = ... = arrr = 0 
and G = L(H). 
Remark 4.12. A result similar to Theorem 4.11 was first proved by 
Ray-Chaudhuri [ 181 under an additional assumption concerning 3-claws. 
This assumption is unnecessary; neither line graphs nor cocktail party graphs 
contain 3-claws. In fact, it is easy to see that a connected generalized line 
graph contains no 3-claws if and only if it is either a line graph or J?,(K,,,~; 
a, O,..., 0) for some integers n and a (this is the graph obtained by deleting a 
disjoint edges from Kn+an). Hence any “sufficiently large” connected graph 
with least eigenvalue -2 containing no 3-claws is one of these. Similarly, 
L(G; a, ,..., a,,) contains no 4-claws if and only if, for all edges {i,j} of G, one 
of ai and aj is zero. 
THEOREM 4.13. (Seidel [19]). If G . 1s a connected strongly regular graph 
with least eigenvalue -2, then either 
(i) G = L(K,), L(K,,,), or CP(n); or 
(ii) G is represented by a subset of E, . 
Proof. Let H be a connected graph for which L(H) is strongly regular. 
Then H is regular or bipartite, cf. Lemma 5.4. First, let H be regular of 
valency v, say. For v < 2 we have H = Kz, Ka , C, or C5; otherwise v > 2. 
If {i,j> and {i, k} are edges of H, then the number of vertices of L(H) adjacent 
to both is v - 2 or u - I according as {j, k} is an edge or not. Hence H = K, 
or H contains no triangles. In the latter case any disjoint edges (i,j} and 
{k, Z} of H have at most 2 vertices inL(H) adjacent to both. Since this number 
is a constant, it must be 2 and H is complete bipartite. Secondly, let H be 
bipartite. By similar reasoning it follows that H must be K,,, or K,,, . This 
proves the theorem, since K, = L(Ki,,) and C, = L(C,) do not have -2 as 
an eigenvalue, while C, = K,,, 
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Remark 4.14. Seidel [19] determined the graphs under (ii), not (i), to be 
thesevengraphsdefinedin4.5,4.6,4.7,4.8,4.9. 
5. SPECTRAL CHARACTERIZATION OF CERTAIN GRAPHS 
The spectrum spec(G) of a graph G is the set of the distinct eigenvalues of 
the adjacency matrix of G, together with their multiplicities. In some cases 
the eigenvalues determine the multiplicities. The following Lemmas 5.1 
through 5.4 about graphs G and line graphs L(G) are well known, cf. [3, 91. 
LEMMA 5. I. If G is regular, then the largest etgenvalue of G is its valency v, 
and the multiplicity of the largest eigenvalue is the number of connected components 
of G. 
LEMMA 5.2. G is regular if and only if xr=, Ai2 = nh, , where A1 ,..., A, 
are the eigenvalues of G in decreasing order. 
LEMMA 5.3. If G is regular with valency v and connected, then -v is an 
eigenvalue (with multiplicity 1) if and only if G is bipartite. 
LEMMA 5.4. If L(G) is regular and connected, then either G is regular, or G 
is bipartite and the vertices in the same bipartite block have the same valency. 
LEMMA 5.5. The spectrum of a regular graph is determined by the spectrum of 
its line graph. 
Proof. Let M be the vertex-edge incidence matrix of G, then 
MMT = al t d(G), MTM = 2I+ A(L(G)), 
hence the largest eigenvalues v of G and m ofL(G) are related by o -:: i(m $2). 
Since the number of edges of G is the number of vertices of L(G), the number 
of vertices of G is determined by Spec(L(G)). The assertion then follows from 
the fact that MMT and MT&’ have the same spectrum apart from the multi- 
plicity of 0 as an eigenvalue. 
LEMMA 5.6. Let G, be connected bipartite such that L(G,) is regular. Let 
G2 be such that spec(L(G,)) = spec(L(G,)). Then either 
0) A(G) = [,9T “b]> 4%) = r,“,- ;], 
spec B,B,= == spec B,B,T; or 
(ii) G, is not regular; G, is regular, not bipartite; 1 G, / = 1 G, 1 + 1. 
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Proof. Let Mi be the vertex-edge incidence matrix of Gi , i = 1,2. Let p 
and q be the sizes of the bipartite blocks of Gi , p < 4, and let v and w be the 
valencies of the vertices in these blocks, so pzl = qw. Now spec(L(G,)) deter- 
mines P + w and pv. By 
c :- M&y- = [;; f;], M,=i& = 21+ 45(G)), 
spec C is determined by spec(L(G,)) apart from the multiplicity of 0 as an 
eigenvalue. We claim that this multiplicity is 1. Indeed, the equations 
are equivalent, and C has the eigenvalues v + w of multiplicity 1 since L(G,) 
is connected with valency z! $ w - 2. Therefore, 
p + q = 1 + rank C, 
and spec(L(G,)) determines p + q, whence p, q, v, w, and spec B,B,r. We 
now turn to G, . By Lemma 5.4 either G, is bipartite and we have (i), or G, 
is not bipartite and regular of valency 4(z) + w). In the latter case we have 
MzMzT = +(v + w)l + A(G,). 
Now M$i’aT cannot be singular, since then A(G,) would have the eigenvalue 
-+(v + w) and by 5.3 would be bipartite. Hence the number of the vertices 
ofG,equalsrankC -p+q- 1. 
Remark 5.7. Case (ii) can be made more precise as follows. To each 
eigenvalue oc # 0 of B,B,= there correspond two eigenvalues 1/G and - z/a 
of A(G,), two eigenvalues y and y’ of C, two eigenvalues y - 2 and y’ - 2 
of A(L(G,)), and two eigenvalues 6 : = y - &(v + w) and 6 : = y’ - JJv + w) 
of A(G,). Here y and y’ are the roots of the equation 
(y - v)(y - w) = a. 
Indeed, this follows from 
[;;’ :;][;I =y[;]’ [$ ,“;][$?&j =f[$y:v$y]. 
B,B,=x = (y - v)(~ - w)x, B,=B,y == (y - v)(~ - w)y. 
In addition, 8 and 6’ are the roots of the equation 
62 = a + i(v - wy. 
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They are eigenvalues of A(G,) of equal multiplicity. For an eigenvalue 0 of 
A(G,) the corresponding eigenvalues of A(G,) are -J--(v - w). Their multi- 
plicities need not be equal, add up to 4 - p, and may be calculated from 
trace A(G,) = 0. 
Let D be a 2-design with parameters z’, k, b, r, X satisfying v > 1, k > 1, 
b > 0. The incidence graph I(D) of D is the graph whose vertices are the 
points and the blocks of D, two vertices being adjacent if they correspond to an 
incident pair of a point and a block. The fEag graph F(D) is the line graph of 
the incidence graph, that is, it consists of the flags (= incident point-block 
pairs), two flags being adjacent if they have a common point or block. 
THEOREM 5.8. Let D, be a 2-design with parameters v, k, b, r, X and jag 
graph G, = F(D,). Let G, be a graph with the same spectrum as G, . Then one 
of the following holds. 
(i) v + b < 9, and G, is represented by a subset of E,; 
(ii) G, = F(D,), where D, is a 2-design having the same parameters as D 
1' 
(iii) v = &(s + l), k = st, b = &(s + l)(s + 2), r = (s + 2)t, X = 
2t(st - I)/(s - l), where s and t are integers with t(s + 1) even, s > 2t - 1, 
(s - 1) 1 2t(t - l), and G, = L(H) w h ere H is a regular graph on s(s + 2) 
vertices with spectrum (s + l)t, -t, &(t(s + l)(s - t)/(s - 1))lj2 and multi- 
plicities I, s + 1, &(s - l)(s + 2), $(s - l)(s + 2), respectively. 
Proof. In the notation of Theorem 5.6 the rank of MrTM, equals b + v - 1. 
Hence G, is not represented by a subset of ES for v + b > 9. In addition G, 
is regular, by Lemma 5.2, and G, is connected. Hence G, is a line graph. 
If G, is the line graph of a bipartite graph, then BzB2T has the same spectrum 
as B&r, namely rk and r - X of multiplicities 1 and v - 1. Since B, has 
constant row sums r and columns sums k, it is the incidence matrix of a 
2-design with the same parameters as D, . 
Otherwise, let G, = L(H), where H is a regular graph on b + v - 1 
vertices, with valency $(r + k), and vr = bk edges, hence 
2vr = &(r + k)(b + v - I), el = k(r + k)/(r - k)2. 
Since Y + k is even, also r - k is even, say r == k + 2t. Then 
v = k(k + t)/2t2, b = (12 + 2t)(k + t)/2t2, X = 2(k - l)t2/(k - t). 
From b - v = (k + t)/t we infer that t divides k. Putting k = st, the param- 
eters follow. k < v implies s .< 2t - I, and s - 1 divides 2t(t - 1) since X 
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is an integer. The spectrum of H is calculated by use of remark 5.7. For the 
adjacency matrix it follows that 
(A + tI)(A‘J - (t(s + l)(s - t)/(s - 1))I) = (P(s + l)(st - l)/(s - l))J, 
AJ = (s + 1) tJ. 
The diagonal entry of A3 is t3(s + I), and this is twice the number of triangles 
containing a vertex, whence even. 
Remark. If X < r (so that Fisher’s inequality b > ZJ holds), the integers s 
and t in (iii) are positive; otherwise, every point is incident with every block 
and we may replace the design by its dual if necessary to achieve the same 
conclusion. By the same argument we can assume that (i) holds only if v < 4. 
COROLLARY 5.9. (Doob [6]). i’f m + n > 9, the graph L(K,,,,,) is 
characterized by its spectrum, unless m := 2t2 + t, n = 2t2 - t, and there 
exists a symmetric Hadamard matrix with constant diagonal of order 4t2. 
Proof. L(K,,,,) is the flag graph of the trivial design with ZI = k = n, 
b = r = X = m. If(i) holds then m + n ,( 9. If (iii) holds then s = 2t - I, 
the eigenvalues of Hare 2t2 and ft, and its adjacency matrix satisfies A2 = 
P(.Z + J). Replacing the zeros of A by (-1) ‘s, and bordering the matrix with 
(-l)‘s, we obtain a symmetric Hadamard matrix with diagonal -1. (This 
result was first proved by Doob [6] under the assumption m + n > 18.) 
COROLLARY 5.10. (Hoffman and Ray-Chaudhuri [14]). The jag graph 
of a symmetric (v, k, A) design with k < v is characterized by its spectrum, 
unless (v, k, X) = (4, 3,2). 
Proof. (iii) cannot occur. (i) occurs only if v = 3 or 4. For (v, k, h) = 
(3,2, 1) the flag graph is a hexagon. Hoffman and Ray Chaudhuri [14] show 
that there is a unique exception for (v, k, A) = (4, 3,2). The flag graph and 
the exception are represented in EB by the vectors 
2el , el + e2 + e5 - e6 , el + e2 - e5 + e6 , for F(D), 
% , el + e2 + e5 - e, , el + e2 + e7 - e, , for the exception, 
and the vectors obtained by applying the permutation (1 2 3 4)(8 7 6 5) 
to the subscripts. Since all vectors are orthogonal to e5 + e, + e, + es , we 
have representations as 12 lines in E, . Both (0, 1) matrices A have the eigen- 
values 4l, 23, 03, ( -2)5. The (*l) a ‘acency matrices 2A - J + I both have dj 
the eigenvalues 53, 13, (-3)6. The graphs ar switching equivalent and 
represent the same set of 12 equiangular lines in W. 
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COROLLARY 5.11. (Doob [7]). The jag graph of a 2-design with h = 1 is 
characterized by its spectrum. 
Proof. (iii) does not occur since h = 1. Since (i) only occurs for (u, K, X) = 
(3, 2, I), the theorem holds without exceptions (Doob [7] proved it under the 
assumption r + k > 18). 
Remark 5.12. In Theorem 5.8, case (iii), for t = 1 we have h = 2 and s 
odd. However, for any t > 1 there are finitely many possible values for s. 
Thus, t 2: 2 implies s = 3 or 5. For s = 3 we have the parameters of the 
trivial design with (u, k, b, r) = (6, 6, 10, lo), and L@(Q) provides an 
exception, as in Corollary 5.9. For s = 5 we obtain (ZJ, k, b, r, A) = (15, 10, 
21, 14, 9), whose complement (v, k, b, r, A) = (15, 5, 21, 7, 2) does not exist, 
cf [8, p. 2911. Furthermore, t > 3 implies h 3 19, hence the flag graphs of 
nontrivial 2-designs with 2 < X < 19 are characterized by their spectra. 
EXAMPLE 5.13. Suppose there exists a resolvable 2-design D’ with 
parameters 
(v, k, b, Y, A) = (k(2k - l), k, 4k2 - 1, 2k + 1, 1). 
Let H be the graph whose vertices are the blocks of D’, two vertices being 
adjacent whenever they are disjoint but not parallel. Then the spectrum of H 
is as in Theorem 5.8, case (iii), with s = 2k - 1, t = k - 1. Examples are 
known with k = 2d for all d 3 1 (th e “dual” of a hyperoval in a projective 
plane of order 2d+1), and with k == 3 (the solution to Kirkman’s school girl 
problem). Hence the flag graphs of designs D, with parameters 
(k(2k - I), (k - 1)(2k - l), k(2k + l), (k - 1)(2k + I), k(2k - 3)) 
for k = 2d, and in particular of the known designs with parameters (6, 3, 10, 
5,2) and (28,21, 36,27,20), are not characterized by their spectra. In the case 
k = 2, we can describe H as the graph whose vertices are the pairs of points 
of D,, two vertices being adjacent whenever their union is a block; alternatively, 
it is the line graph of the Petersen graph. For k = 3 the design D, does not 
exist, cf. Remark 5.12. 
6. AN APPLICATION TO HADAMARD MATRICES 
A Hadamard matrix of order n is an n x n matrix H, with entries fl 
satisfying H,HnT = nI. The Hadamard product of any 2 rows is the row 
whose entries are the products of the corresponding entries. Let P be the 
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(g) x n matrix formed by the Hadamard products of the rows of a Hadamard 
H,, , then 
PTP = &“I - &nJ. 
This matrix has the eigenvalues 0 (simple) and $n”. Hence PPT, of order 
$z(n - I), has the eigenvalues 0 and ins, of multiplicity $(n - l)(n - 2) and 
n - 1, respectively. We write 
PPr = nI + xA. 
The matrix A is an (0, 1, -1) matrix if the following hypothesis holds. 
HYPOTHESIS 6.1. Any 4 rows of H,, agree in $n or &(n & x) places, for some 
x E z. 
Norman [ 171 showed that 6.1 holds if H, admits a 3-transitive automorphism 
group. The only known examples are the Hadamard matrices of Sylvester 
type with n = 2” and x = n, and the unique H,, with n = 12 and x = 4. 
The class of the Hadamard matrices satisfying Hypothesis 6.1 seems to be 
worth investigating in its own right. The (0, I, - 1) matrix A, defined above, 
then satisfies 
(xA + nI)(xA - $z(fz - 2)I) = 0, xAJ = -nJ, 
hence x divides n. We call d : = n/x, so d2 is the number of fourth rows agree- 
ing with the first 3 in exactly (n * x)/8 places. It follows that 
(A + dI)(A - $d(n - 2)1) = 0, A] = -dJ, 
that is, we have &n(n - 1) lines in [w” with angles 90” and arccos l/d, which 
lie in a subspace of dimension n - 1. Moreover, the lines corresponding to 
pairs of rows of H, containing a fixed row of H, are mutually orthogonal. The 
Sylvester case corresponds to d = 1 and yields n - 1 mutually orthogonal 
lines, each line occurring $n times. H,, provides 66 lines in UP1 with angles 
90” and arccos +. 
THEOREM 6.2. There is no Hadamard matrix of order n > 2 for which any 
4 rows agree in n/l 6, n/8, or 3~~116 places. 
Proof. We are in the case x = 4n, d = 2, hence of $z(n - 1) lines in 
R-1 at angles 90” and 60”. The set is indecomposable, and n > 9, hence the 
set is contained in the root system A,-, or Dnml . However, subsets of n - 1 
mutually orthogonal lines do not occur in A,-, , and only occur in D,-, if 
n - I is even. This proves the theorem. 
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