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Abstract. We review recent progress on a microscopic theoretical ap-
proach to describe the nonlinear response of glass-forming colloidal
dispersions under strong external forcing leading to homogeneous and
inhomogeneous ﬂow. Using mode-coupling theory (MCT), constitu-
tive equations for the rheology of viscoelastic shear-thinning ﬂuids are
obtained. These are, in suitably simpliﬁed form, employed in contin-
uum ﬂuid dynamics, solved by a hybrid-Lattice Boltzmann (LB) algo-
rithm that was developed to deal with long-lasting memory eﬀects. The
combined microscopic theoretical and mesoscopic numerical approach
captures a number of phenomena far from equilibrium, including the
yielding of metastable states, process-dependent mechanical properties,
and inhomogeneous pressure-driven channel ﬂow.
1 Introduction
Precisely 150 years ago, Maxwell laid the foundations for the understanding of vis-
coelasticity in quiescent liquids [1]. A viscoelastic liquid exhibits a slow structural
process characterized by the (ﬁnal) relaxation time τ and behaves like a solid with
(shear) elastic modulus G∞ for rapid deformations, which correspond to frequen-
cies ω larger than the inverse relaxation time, viz. ωτ  1. A glass state is probed
when τ exceeds the experimental time window. It took more than a century until
1984, that the ﬁrst microscopic theory was presented which derives Maxwell’s phe-
nomenology starting from the Newtonian dynamics of the liquid’s molecules [2,3].
The mode-coupling theory of the glass transition (MCT) identiﬁes the hindering of
particles in neighbor-cages as the dominant feedback mechanism that slows down the
motion upon lowering the temperature or increasing the density [4]. In (low) molec-
ular liquids, activated dynamics, which is neglected in the (idealized) MCT, enables
a e-mail: thomas.voigtmann@dlr.de
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particles to escape their cages close to the MCT glass transition, which causes the
ﬁnal relaxation to diﬀer from MCT predictions. In dense colloidal dispersions and
possibly other soft amorphous materials, however, activated processes presumably
are negligible compared to motion induced by external mechanical ﬁelds. Thus the
competition between the internal structural dynamics and external driving can be
studied in detail [5].
A description of macroscopic ﬂow behavior usually employs phenomenological ma-
terial laws that provide a closure relation for the Navier-Stokes equations by relating
the material’s stress tensor to the ﬂow ﬁelds. The Maxwell model for the macroscopic
stress response close to equilibrium has been the basis for phenomenological exten-
sions to ﬂowing complex ﬂuids [6]. The postulated “constitutive equations” satisfy
conditions dictated by symmetry, conservation laws and other general concepts, yet
are arbitrary otherwise. Deriving constitutive equations for the nonlinear mechan-
ical response of glass-forming colloidal dispersions is the aim of the generalization
of MCT to driven states. It starts from nonlinear-response theory and applies de-
coupling approximations to force-correlation functions, which are familiar from the
theory of slow dynamics in ﬂuids since the work by Kawasaki (e.g., [7]). In its most
general form valid for time-dependent but homogeneous ﬂow-driven colloidal states,
the approach was worked out in reference [8]. The central assumption, valid close to
the glass transition, is that structural relaxation of density ﬂuctuations dominates
the slow dynamics. The MCT approach to nonlinear response theory is not restricted
to colloidal suspensions: related developments deal with thermostatted non-colloidal
systems [9,10].
The mode-coupling theory is to date the only fully microscopic approach to
describe the nonlinear response of mechanically driven glass-forming liquids; other
approaches, in particular for the deformation of amorphous solids, start from a more
mesoscopic point of view [11]. Generalizations of density functional theory to driven
states [12,13] capture rapid spatial variations, but miss the slow structural relaxation
crucial to glassy arrest [14] or require the development of novel closures [15]. Gener-
alizations of MCT to capture inhomogeneities (“iMCT”) have led to scaling-laws for
the leading nonlinearities in various response functions, thought to be connected to
the size of dynamically correlated regions in supercooled liquids [16,17]. Still, detailed
quantitative results are lacking. (We will compare the scaling laws under oscillatory
shear with those from iMCT in Sect. 2.4.) Predictions from replica theory exist on
linear response quantities like the shear modulus [18,19], but the diﬀerent closure
approximations that are required do not yet provide a consistent picture. The limit
of inﬁnite dimensions has recently been discussed as a simpliﬁed venue to understand
glassy behavior, and ﬁrst results for sheared states have been derived [20]. Yet, this
approach applies to states deep in the glass domain far removed from the viscoelastic
regime of interest here.
In this mini-review, we will summarize recent progress regarding the generalization
of MCT to the nonlinear response of force-driven and inhomogeneous ﬂows. On the
microscopic scale, the extension of the theory to include spatial inhomogeneity and
the role of spatial correlations within the theory are discussed. On the macroscopic
scale, the development of numerical tools to couple spatially and temporally non-local
constitutive equations (such as those arising from MCT) to a continuum-mechanics
description is discussed. Pressure-driven ﬂow through a rough channel provides a
simple test case where the microscopic theory and MCT-based equations can be
compared to particle-based simulations and macroscopic ﬂuid dynamics.
The paper is organized as follows: Section 2 summarizes MCT including its re-
cent extension to inhomogeneous ﬂow. The force-driven yielding due to a macro-
scopic applied stress and due to a localized force will be discussed in Sections 2.1
and 2.2. The latter case reveals the emergence of a growing length when approaching
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the threshold force for yielding. The solidity length scale over which solid-like long-
ranged elastic stress and strain correlations persist in the ﬂuid, will be discussed in
Section 2.3. In Section 2.4, we discuss the break-down of linear response and the
leading nonlinear response at the third harmonic under oscillatory driving, contrast-
ing our results to the iMCT scaling laws. Section 3 summarizes our approach to a
combined microscopic-theory and macroscopic-ﬂuid-dynamics description of the ﬂow
of glass-forming systems. The extension of the Lattice Boltzmann (LB) method to
solve the low-Mach-number Navier-Stokes equations including MCT-type long-lasting
memory eﬀects in the stress-strain relations is summarized in Section 3.1. A simple
test case is provided by pressure-driven channel ﬂow, where the competition between
friction at the rough walls and the driving force leads to inhomogeneous ﬂow. Results
from hybrid MCT-LB calculations and from Brownian dynamics (BD) simulations
are compared in Section 3.2. The predictive power of a fully microscopic approach to
derive constitutive equations is highlighted in non-stationary ﬂow, as it arises, e.g.,
after the cessation of the driving (force). The structure of the MCT equations ad-
mits ﬂow-history dependent residual stresses that persist in the quiescent glass after
cessation. The dynamics after cessation of simple shear and in channel ﬂow will be
discussed in Section 3.3.
2 Microscopic approach and mode-coupling theory
The starting point for a microscopic description of colloidal dispersions is the
Smoluchowski equation for the N -particle distribution function P (r1, . . . rN ), which
reads ∂tP = ΩP , with the Smoluchowski operator
Ω(t) =
∑ ∂
∂ri
Di(ri) ·
(
∂
∂ri
− 1
kBT
[
Fi + F
ext
i
])
. (1)
Here, Fi are the potential forces describing the interaction among the particles, while
Fexti is a (possibly time-dependent) external driving force acting on particle i. If
particles are moved individually, as in microrheology (see Sect. 2.2), this external
force only acts on certain particles (probes), Fexti = F
ext
i (t), while in macroscopic
rheology it is a particle-independent (but possibly space-dependent) driving due to
the solvent ﬂow around the colloid, Fexti = F
ext(ri, t).
The ﬁelds of generalized hydrodynamics are obtained from coarse-graining vari-
ables that depend on the particles’ local contributions [21]. Examples of such variables
include the number density (r) =
∑N
j=1 δ(r− rj) or the stress tensor given by the
Irving-Kirkwood formula [22]. The external driving in equation (1) induces a hydro-
dynamic ﬂow ﬁeld v(r, t), which transports material elements at point r(t) according
to d
ds
r(s) = v(r(s), s), with r(s = t) = r. In a system moving with the material ele-
ment, the dynamical structural processes can be described more easily as advection
with the ﬂow ﬁeld is separated oﬀ. Denoting variables in this auxiliary system by a
caret, the Smoluchowski equation (1) leads to the nonlinear stress response [23]:
σˆ(r, t) = e
− ∫ t
0
dsv(r(s),s)·∇
− σ(r, t), (2a)
where e− denotes the negatively time-ordered matrix exponential and the explicit
temporal factor contains the ﬂow advection since ﬂow initiation at t = 0. In equa-
tion (2a), σ(r, t) is the macroscopic response to the ﬂow. The temporal evolution
of ﬂuctuations in the auxiliary system is given by Ωˆ†(t) which diﬀers from the
Smoluchowski operator in equation (1) by the advection with the ﬂow:
Ωˆ†(t) = Ω†eq +
∑[
ΔDi(ri) +
1
ζ0
F exti (ri, t)− v(r(t), t)
]
· ∂
∂ri
, (2b)
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where Ω†eq describes the particles’ motion in thermal equilibrium, ζ0 is the friction
coeﬃcient connected to the diﬀusivity D0 = kBT/ζ0, and ΔDi(ri) contains the de-
viations from D0. In general, Ωˆ
†(t) thus is a complicated non-local operator which
describes the dynamics in response to the inhomogeneous external force ﬁeld bal-
anced by the motion with the induced ﬂow. Yet, assuming that the inhomogeneities
vary smoothly on the scale of the coarse-graining function, a Taylor expansion in
ri − r(t) can be performed in equation (2b) and the leading term can be canceled by
the yet unspeciﬁed advective ﬂow ﬁeld v(r(t), t). In linear order in the displacement
of the particle positions around the point r, one obtains the following simpliﬁed time
evolution operator [23]:
Ωˆ†(t) ≈ Ω†eq +
∑
[(ri − r(t)) · κ(r, t)] · ∂
∂ri
. (2c)
A shift of the origin of the particle coordinates by r(t) renders the auxiliary sys-
tem homogeneous. It is driven by a velocity gradient ﬁeld κ(r, t) = (∇v)T which
is homogeneous on the scale of particle correlations and enters the Smoluchowski
operator as a constant tensor. Equation (2) thus leads to a local stress-ﬂow relation,
where the coarse grained stress at r and t is determined by the ﬂow rate within the
same coarse-graining volume but at all earlier times. The result is a nonlinear response
function, which is obtained from a generalization of Kawasaki and Gunton’s nonlinear
time-dependent perturbation theory, which they developed to describe hydrodynamic
back-ﬂow eﬀects in the viscosity [7]. Equilibrium averaging can be performed. Dif-
ferent from the Newtonian case [24], relaxation in a unique stationary state can be
argued for cases described by equation (1) owing to the H-theorem for Fokker-Planck
equations [25].
In the homogeneous auxiliary system, the (suitably coarse-grained) stress re-
sponse σˆ(r, t) in equation (2a) can be related to the Fourier-transformed microscopic
potential-stress tensor σˆ(q) ≡∑ij rij · Fij e
iq·ri−eiq·rj
iq·rij . It depends on the position of
two particles rij = ri − rj and on the force Fij exerted by particle j on particle i.
Thus, the stress ﬁeld couples to pair density ﬂuctuations. MCT expresses the response
function appearing in equation (2) through transient density correlation functions, as-
suming that the relaxation of local stresses is dominated by structural relaxation. This
results in an approximate constitutive equation applicable close to the glass transition
of the form [8,23]
σˆ(q = 0, t) =
∫ t
0
dt′
∫
d3k
(2π)3
Vk[−∂t′B(t, t′)]× Φ2k(t,t′)(t, t′, [B]) , (3)
assuming the system to be in equilibrium at t = 0. Here, V is a linear functional
given by the equilibrium static structure and the ﬂow history. There appears the
Finger tensor B(t, t′), a measure of the deformation between two times t′ and t that
obeys the frame invariance principles of continuum mechanics and is determined by
the history of the velocity ﬁeld and the velocity-gradient tensor κ. (We drop its
parametric dependence on the coarse-grained position r.) The Φk(t,t′)(t, t
′) are the
transient density correlation functions to a wave vector k(t, t′) that is advected under
ﬂow to the wave vector k [8]. (In the case of simple shear, we denote by σ(t) the only
non-vanishing element of the deviatoric stress tensor in the following text.)
The evolution equation for the density correlation functions is derived by a
projection-operator formalism, and the resulting memory kernel m(t, t′, t′′) is eval-
uated by a mode-coupling approximation [8]
[Γ−1k (t, t
′)∂t + 1]Φk(t, t′) +
∫ t
t′
dt′′mk(t, t′′, t′)∂t′Φk(t′′, t′) = 0 (4a)
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Fig. 1. Stress evolution under start-up shear at constant rate γ˙: transient shear stress σxy as
a function of the accumulated strain γ˙t. Solid lines are solutions of full 3D-MCT for a hard-
sphere (diameter d = 2R) glassy state; symbols are for experimental data obtained using
PNiPAM colloidal hard-sphere-like particles. The applied shear rate is varied, as labeled
in terms of the bare Pe´clet number Pe0 = γ˙d
2/D0. In experiment the measured short time
self diﬀusion coeﬃcient provides Peeﬀ . MCT-ITT strains are rescaled by γres = 3.4 and
experimental stresses divided by 1.22; from reference [28].
mq(t, t
′, t′′) =
∫
d3k
(2π)3
Vqkp(t, t′′, t′)Φk(t′′,t′)(t, t′′)Φp(t′′,t′)(t, t′′) , (4b)
where translational invariance forces the wavevector p to be equal to q− k. The initial
decay rate Γk(t, t
′) = D0k(t, t′)2/Sk(t,t′) describes local collective diﬀusion relative to
the ﬂow.
Equations (3) and (4a) can be solved numerically in principle, if the equilibrium
static structure functions of the liquid under study are known. These encode the
interparticle interactions and allow, for example, to study the role of repulsive and
attractive interactions in the yielding behavior of amorphous solids [26,27]. However,
most studies of MCT have been forced to employ further ad-hoc assumptions re-
garding the isotropy of density ﬂuctuations or were restricted to the two-dimensional
case, because the numerical eﬀort to solve equations (4a) in 3D even in simple station-
ary ﬂow is enormous. It requires to integrate through the transients, which is called
ITT-MCT approach.
Recent progress allowed to solve the ITT-MCT equations of hard-sphere ﬂuids,
fully accounting for three-dimensional spatial anisotropy of density ﬂuctuations, in
the case of homogeneous startup of simple shear (i.e., a constant shear rate γ˙ = (κ)xy
assumed to apply instantaneously at all t > 0, providing a linearly increasing strain
γ = γ˙t) [27–29]. The theory provides a quantitative description of the stationary state
of glass-forming dispersions under strong constant shearing [28]. The theory captures
the ﬂuidization of frozen states and shear-thinning of viscous states observed generi-
cally in complex ﬂuids. The microscopic mechanism identiﬁed in glass-forming systems
is the cage-breaking familiar from the structural relaxation. It is accelerated by the
contraction of the cage (structural length) to shorter scales, where irreversible motion
is more active. In the case of startup ﬂow, shown in Figure 1, the relaxation of elastic
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energy that is transiently stored in the cages causes a non-monotonic approach to the
stationary state: the stress–strain relation σ(γ) exhibits a characteristic maximum,
termed stress overshoot, after the initial regime of elastic deformation (σ ∼ γ for small
γ). Stress–strain curves obtained from 3D-MCT can be quantitatively compared to
experiment, as shown in Figure 1. The major quantitative error of MCT-ITT concerns
the overestimate (by a factor around 3) of the strain value where the stress overshoot
appears.
From the fully anisotropic MCT, detailed predictions could be obtained for the
ﬂow-distorted structure, which is accessible in scattering experiments [29]. While the
initial linear increase of σ(γ) arises from a quadrupolar (l = 2) distortion of the local
structure [30,31], MCT-ITT identiﬁes hexadecupolar (l = 4) distortions as character-
istic for plastic decay. They appear around the stress-release signaled by the overshoot,
and aﬀect the packing on all neighbour-shells. They thus leave a trace in the hexade-
cupolar projection of the distorted static structure factor, δSl=4,m=4q , in phase with
the principal peak of the quiescent static structure factor Sq.
2.1 Yielding under static load
A major aim of the new development in MCT applied to driven states is to char-
acterize the diﬀerences between force-driven and ﬂow-driven dispersions. The steady
state attained under time-independent ﬂow has been extensively discussed within
MCT, and has been compared to experiments in model dispersions. For glassy states,
MCT predicts a dynamical yield stress: the ﬂow curve σ(γ˙) approaches a non-
vanishing constant if the ﬂow rate approaches zero under steady-state conditions,
i.e., limγ˙→0 σ(γ˙) = σdyny > 0.
The inverse relations, i.e., the time-dependent strain in response to a constant
stress that is instantaneously applied at t = 0, have been obtained only recently within
MCT [33]. The calculation requires the numerically demanding inversion of the func-
tional relation in equations (3) and (4a); it could only be done for a schematic model,
where the wavevector-dependence of the density correlation functions is neglected. In
this model, equation (3) is replaced by
σ(t) =
∫ t
0
[−∂t′B(t, t′)] G(t, t′, [B]) dt′ (5a)
and the generalized shear modulus G(t, t′) is evaluated in terms of a single density-
correlation function Φ(t, t′) weighted with a strain-dependent coupling vertex, vσ(γ) =
v∗σ(1− (γ/γ∗)2) exp {−(γ/γ∗∗)2} [34]:
G(t, t′) = vσ(γ(t, t′)) Φ2(t, t′) ,with γ(t, t′) =
∫ t
t′
dt′′γ˙(t′′). (5b)
The transient density correlator Φ(t, t′) depends on the accumulated strain according
to an equation of motion which is obtained from simplifying equation (4a) corre-
spondingly. The inversion proceeds by forward-stepping in time and adjusting γ˙(t)
iteratively to achieve constant stress; this closely parallels a method to simulate ﬂu-
ids at constant stress [35]. Figure 2 shows typical strain curves for loads around
the yield stress which separates states whose asymptotic behavior is either ﬁnitely
deformed or ﬂowing. Steady-state ﬂow is possible as a long-time asymptote only if
σ ≥ σdyny , and once homogeneous ﬂow is achieved, the shear rate attained under con-
stant stress corresponds to the inversion of the ﬂow curve [32]. The existence of a
maximum in the stress–strain curve, σstaty > σ
dyn
y , allows for a window of applied
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Fig. 2. Schematic-MCT results for the yielding of a glass under applied macroscopic load.
Left panel: Red symbols show the asymptotic strain γ(t→∞) (left abscissa) and the asymp-
totic strain rate γ˙(t→∞) (right abscissa) under applied stress σ, obtained from numerical
inversion of the constitutive equation. The strain values for σ < σstaty coincide with the
stress–strain curve σ(γ) obtained for inﬁnitely slow startup ﬂow (dashed purple line). For
σ > σstaty , the shear rates match the ﬂow curve σ(γ˙) of the dynamically yielded ﬂow-driven
glass (blue line). (The parameters of the schematic model were adjusted using mesured glass
data from Fig. 1, but a larger  = 0.1 was chosen.) Right panel: Fits of time-dependent strain
γ(t) from the schematic model (lines) to experimental data for a glassy PNiPAM microgel
dispersion [32] (symbols). Curves correspond to applied stresses σ/(kT/R3) = 0.1, 0.5, and
0.9 (bottom to top, with particle radius R) and cover a range around the dynamical yield
stress σy/(kT/R
3) ≈ 0.4. From reference [33].
stresses σ ∈ [σdyny , σstaty ] where the initial glass state is deformed but does not yield,
while the dynamically yielded state ﬂows. This is conﬁrmed by numerical results for
the schematic model (5) [33], shown in the left panel of Figure 2: the asymptotic strain
γ(t→∞) reached for σ ≤ σstaty matches the values corresponding to the stress–strain
curve obtained under startup ﬂow in the limit γ˙ → 0. The schematic model can be
ﬁtted to experimental data obtained on model glass-forming dispersions of polydis-
perse microgels covering the glass transition at φc ≈ 0.64, as shown in the right panel
of Figure 2. (For a discussion of the oscillatory short-time and anomalous long-time
transients, see Refs. [32,33].) The comparison is aﬀected by aging phenomena, which
are involved in deviations at long times at the lowest stress. The initial glassy state
in experiment depends on the preparation history, and hence the strain curves γ(t)
show aging as a function of the waiting time between preparation and start of the
measurement. While Figure 2 shows measurements after a waiting time of 6000 s,
additional measurements (not shown) provide the trends when waiting for diﬀerent
periods. With increasing waiting time the data at the lowest stress approach the
theoretical line more closely [32,33]. Yet, the limit of inﬁnite waiting-time, which is
assumed in MCT, is still not achieved for the lowest curve in Figure 2. The sensitive
dependence on preparation protocol and the age of the sample indicates diﬀerences to
the homogeneously ﬂowing states described by MCT, which could point to transient
shear banding eﬀects. These eﬀects are observed with similar characteristics around
and above the glass transition density [36–38]. Microscopic theory explaining shear
banding focuses on the shear-gradient to density coupling, viz. the feed-back mecha-
nism causing a region with lower shear rate to densify, thereby increasing its viscosity
and lowering its ﬂow-rate even more [39]. The sensitive dependence on sample prepa-
ration may explain why detailed simulations of equilibrated samples, like considered
by MCT, could not observe the coupling [40].
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Fig. 3. Force-driven probe particle motion (active microrheology) in glass-forming suspen-
sions. Upper panel: contour plot of the probe-particle density distribution Gs(x, z) under
applied force (along the z-direction) at t→∞ for a glassy state of MCT (left), and for a
ﬁxed (long) time after application of the force in simulation (right); d is the diameter of
the hard spheres. Left panel: MCT state diagram separating delocalized and idealized local-
ized regimes; MCT calculations are done at φ = 0.537. Right panel: Long-time limit of the
van Hove function Gs(z) (integrated over all x) along the direction of the force for diﬀerent
values of the applied force Fex. Black dashed lines represent exponential decays with a cor-
relation length ﬁtted to the tails of the distributions at long distances. The inset shows the
growth of the ﬁtted correlation length (red diamonds) relative to the local cage size (blue
circles). From reference [50].
2.2 Depinning under static force
The yielding of a glass under applied stress has a microscopic counterpart in the
response of a selectively forced probe particle embedded in the glassy host matrix.
This response is probed by a technique termed active microrheology that can be
a versatile tool to investigate the local rheological properties of complex ﬂuids and
glass-forming suspensions [41]. Microrheology also opens the way to the study of
the spatial distribution of mechanical parameters in melts on coarser scales [42].
Nonlinear-response eﬀects in microrheology are also discussed in other contributions
in this volume [43–45]. Applying a small force to the probe in a glass, a solid-like
localized distortion ensues, while above a certain force threshold, the probe undergoes
long-ranged delocalized motion with an asymptotically constant velocity [46,47]. The
response thus bears certain analogies with depinning (cf. [48]). It is qualitatively
diﬀerent from macroscopic behavior in certain respect: there are characteristic non-
analytic eﬀects even for dilute systems [49].
The extension of MCT to microrheology proceeds along similar lines as the one
for shear-driven states. Recently, an improved version of the theory has been derived
[50], that accounts for the inherent anisotropy of density ﬂuctuations along and per-
pendicular to the applied force by introducing parallel relaxation channels for the
MCT memory kernel, not unlike previously considered in molecular liquids [51] and
in conﬁned geometry [52]. This also cures a ﬁnite-q anomaly hidden in the quiescent
MCT of the (Lorentz-gas) delocalization transition [53] at ﬁnite forces.
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As long as the forced probe remains localized, it explores a deformed cage of
neighboring particles. This is reﬂected in the anisotropic van Hove functions shown
in the upper panel of Figure 3. As the force approaches the threshold force from be-
low, this anisotropy becomes more pronounced, and the van Hove functions develop
a pronounced tail in the direction of the applied force (lower right panel of Fig. 3).
The comparison with Langevin-dynamics simulations testiﬁes that MCT can provide
qualitative insight into intermittent dynamics arising from broad probability distri-
butions. The tail of the calculated van Hove function can be well described by an
exponential decay, implying a correlation length that grows with increasing force, in
broad agreement with the simulation [50]. This correlation length exceeds the cage
size (representing the typical length scale responsible for collective glassy arrest) by
more than a factor of 10 in the simulations, while theory predicts its divergence at
the critical force.
2.3 Solidity length scale
Equilibrium correlations in ﬂuids are short-ranged. Elastic strain and stress correla-
tions in solids, on the other hand, are long-ranged according to classical continuum
mechanics. While at the familiar ﬁrst order freezing transition, the creation of long-
ranged static correlations is explained by spontaneous symmetry breaking, at the
(kinetic) glass transition only ergodicity is lost, without a clearcut change of symme-
try. The emergence of shear rigidity in glass is still a topic of active research (even
in linear response [18,54–57]). Assuming that correlations at ﬁnite frequencies cross
over smoothly at a glass transition, the emergence of elasticity requires the build-
up of long-lived and long-ranged spatial correlations in supercooled states [58]. While
Maxwell anticipated that upon cooling elastic correlations become observable at lower
and lower frequencies, it can also be expected that the range of elastic correlations
extends further and further. Like the ﬁnal or Maxwell-relaxation time τ , a solidity
length L should exist which diverges at the (idealized) glass transition. For the ob-
servation of transverse sound modes in transverse momentum ﬂuctuations, such a
length was found in mode-coupling theory calculations [59] and observed in forced
Rayleigh scattering [60]. Yet it had been overlooked that it also determines the spatial
pattern of strain ﬂuctuations. The development of long-ranged and long-lived strain
ﬁelds in supercooled liquids has recently attracted interest [61] in the discussion of
elastic models for supercooled liquids [62], and the connection to microscopic theory
was unclear.
We have investigated far-ﬁeld strain correlations in liquids within MCT and in
video-microscopy experiments on a model two-dimensional glass-forming suspension
[63]. Results are shown in Figure 4. The far-ﬁeld decay of strain correlations follows
Eshelby’s pattern derived in elasticity theory even though the correlation times far
exceed the ﬁnal relaxation time τ . MCT identiﬁes momentum conservation as the mi-
croscopic transport mechanism responsible for the long-ranged strain ﬁelds observable
inside a region of size L in a liquid. It explains this intriguing observation made in
molecular dynamics simulations [61] and in measurements on a colloidal system [63].
The possible consequences of the spatial variations on the viscosity, which has been
seen to depend on wavevector q in simulations [64–66], remain to be investigated.
While elastoplastic models and simulations [55,67] have established a close link be-
tween stress and strain correlations in glass states at low temperatures, the spatial
structure of stress correlations in supercooled liquids and their relation to the strain
correlations has not been resolved, either. Classical mode-coupling theory [4] and
its extensions to ﬂowing states [8] have focused on the global stress and on stress-
kernels which remain short ranged. Recent extensions of MCT, however, which include
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Fig. 4. Strain pattern in supercooled states as measured by video microscopy on layers
of colloidal particles and described by MCT; from [63]. Left panel: experimental rescaled
strain correlation data for a ﬂuid state (inverse rescaled temperature Γ = 103 far below the
glass transition Γc ≈ 200) at diﬀerent times (see legend); the average particle separation
a satisﬁes na2 = 1. The radial functions are rescaled to overlap in the far-ﬁeld power law
decay. Main panels show the 1/rk-power law decay (dashed black), with exponent k = 2
varying little with time (upper inset). The contourplots (lower inset) of the long-time limit
of Cxy(r, t)/Cxy(r = 0, t) illustrate the corresponding cos (4θ)-symmetry at nD0t = 3.1 >
nD0τ . Right panel: transversal collective mean-squared displacements C
⊥(q, t) from MCT
for various wavevectors q as labeled and for two ﬂuid states and one glass one. The inset shows
that for wavevectors qa 1 the 1/q2-behavior (grey solid line) predicted by generalized
hydrodynamics is approached at long times; in real space it leads to the far-ﬁeld power law
decay.
coupling of stresses to momentum ﬂuctuations, ﬁnd that L also determines the stress
decay [68]. It remains an important open question to connect these ﬂuid correlations to
the elastoplastic modeling developed for glasses at lower temperatures [55,61,69,70].
2.4 Breakdown of linear response
The breakdown of linear response in supercooled liquids has recently been connected
to the growth of dynamically correlated regions. Bouchaud and Biroli, alluding to
the well-understood case of continuous phase transitions among equilibrium phases,
argued that nonlinear susceptibility spectra detect the long sought-after domains
of cooperative motion in supercooled liquids and record their growth at the glass
transition [16]. The response at the third harmonic of the applied sinusoidal pertur-
bation records this signal, which is predicted to diverge as captured in detailed α- and
β-scaling laws at the glass transition [17]. Lacking direct experimental access to them,
these predictions were crucial for establishing a route to access the growth of dynam-
ically correlated regions in supercooled liquids experimentally. It enabled nonlinear
dielectric spectroscopy to measure the number of dynamically correlated molecules in
a number of glass-forming molecular liquids, and to experimentally test the underlying
theories going back to ﬁfty year old concepts by Adam and Gibbs [71–73].
In reference [74], we studied the leading nonlinear corrections arising in the stress
response of a glass-forming colloidal dispersion driven by sinusoidal shear strain of
amplitude γ0.
σ(t) = γ0
3∑
n=1
G′n(ω, γ0) sin(nωt) + γ0
3∑
n=1
G′′n(ω, γ0) cos(nωt) +O(γ50) . (6)
Compared to the linear response result, which exhibits the same frequency ω as
the external driving, nonlinear corrections in cubic order in strain appear at the
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Fig. 5. Leading nonlinear response at higher harmonics under oscillatory shear; from [74].
Left panel: nonlinear response of the third harmonic relative to the linear response (Q0(ω) =
|G3|/|γ20G1|) versus rescaled frequency (RH is the hydrodynamic radius). Measured data are
given as symbols, schematic model calculations within MCT as solid lines with matching
colors; the linear response spectra were used to determine the model parameters. Right
panel: schematic plot of the scaling of the magnitude of the third-harmonic modulus G3
found under shear (black solid line) in comparison to the scaling of the third-harmonic
susceptibility χ3 in dielectric systems [17] (dashed gray line); ε denotes the relative distance
to the glass transition.
fundamental mode (viz. n = 1) and at the third harmonic (viz. n = 3). The nonlin-
ear signal at 3ω is not aﬀected by the linear response and thus can be determined
more easily experimentally. Combining high-sensitivity rheological measurements on
a well-characterized model glass-former with numerical and theoretical calculations
in mode-coupling theory (MCT), we established that the nonlinear response function
measured at the third harmonic (n = 3 in Eq. (6)) diverges when approaching the
glass transition. Figure 5 shows that the results at high frequencies are rather similar
to the ones predicted previously for dielectric spectroscopy; however, we ﬁnd that the
divergence is cut oﬀ at lower frequencies (viz. in the α-relaxation window). The con-
nection of the nonlinear susceptibility to dynamically correlated regions thus diﬀers
in the shear-driven case from the cases discussed previously [16]. At present, the sen-
sitivity of the nonlinear response to the kind of perturbing external ﬁeld is not fully
understood. Tarzia et al. [17] considered the nonlinear response to an oscillatory ﬁeld
which, when applied statically, shifts the glass transition locus [75]. Also, they used
a generalized ﬂuctuation dissipation relation. In the present case considering shear-
ﬂow, detailed balance does not hold. Steady shearing melts the glass state of MCT
for any shear rate [27]. How these diﬀerences result from the microscopic mechanisms
tested by the external driving remains to be understood better. While the shearing
studies can be rationalized using the cage picture of MCT, the dielectric studies are
explained using extended statically and dynamically correlated regions. Further work
to relate both approaches would be useful.
3 Continuum fluid dynamics
On the continuum scale, the Navier-Stokes equations provide a classical-ﬁeld-theory
approach to the mechanical response of ﬂuids. The relevant ﬁelds include the coarse-
grained mass density ρ(r, t) and velocity ﬁeld v(r, t), where r labels positions in a
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ﬁxed (Eulerian) reference frame. The balance equations of mass and momentum are
D
Dt
ρ+ ρ∇ · v = 0 ρ D
Dt
v = f ex −∇p+∇ · σ (7)
where we have introduced the material derivative D/Dt ≡ ∂t + v · ∇. Here, f ex is an
external body-force density, p the (thermodynamic) pressure, and σ the Cauchy stress
tensor. Constitutive equations such as the one derived from MCT express this latter
quantity in terms of the microscopic structural properties of the ﬂuid, and relate it
back to the ﬁeld-theory variables ρ and v, and in particular the velocity gradients
κ = (∇v)T .
The schematic-MCT constitutive equation, equation (5a), connects to, and gen-
eralizes, a class of well known empirical models for nonlinear rheology. It suggests
that (D/Dt)G(t, t′, [B]) ≈ −f(t)G(t, t′, [B]) for the long-time dynamics, where f(t)
is assumed to depend on the ﬂow ﬁelds only instantaneously. This leads to
D
Dt
σ − κ · σ − σ · κT = σ = G∞D − fσ (8)
withD = κ+ κT . The left-hand side of this equation is known as the upper-convected
derivative of the stress tensor [76]; it ensures material objectivity on the continuum
scale. It arises in the MCT-approach from going to the auxiliary system in equa-
tion (2), where the frame invariant ﬁnger tensor encodes the deformation. The (space-
and time-dependent) quantity f deﬁnes a “ﬂuidity” ﬁeld. Various recent mesoscopic
approaches to glassy rheology aim at modeling an evolution equation for the ﬂuidity
[77–82]. For the linear response of a viscoelastic ﬂuid, f ≡ 1/τ , and equation (8) de-
ﬁnes the so-called upper-convected Maxwell model [6]. A class of phenomenological
models includes shear-thinning eﬀects by assuming f to be a local functional of the
velocity gradients; these are known as White-Metzner models [6]. If one sets
f(r, t) = 1/τ + |γ˙(r, t)|/γc , (9)
one obtains a White-Metzner model that reduces in steady ﬂow to a generalized
Maxwell model. The latter was introduced earlier as a simple model to capture the
qualitative phenomena of the MCT phenomenology of steady-state shear-thinning
ﬂow close to the glass transition [83,84]. In this model, the local ﬂow rate |γ˙| is
taken to be a suitable scalar invariant of the velocity-gradient tensor κ, while γc is a
parameter that sets the typical strain at which neigbor-cages break (closely related
to the position of the stress overshoot as discussed above).
We are concerned here with the limit of low Mach number, i.e., all relevant
velocities shall be much smaller than the speed of sound. In this limit, the use of
the constitutive equation derived from MCT for colloidal suspensions can be justi-
ﬁed. Also, the hydrodynamic ﬂow shall be assumed nearly incompressible, ∇ · v ≈ 0.
We are also interested in the limit of low Reynolds number, Re 1.
In the case of Newtonian ﬂuids, ﬂows at large-Re are prone to instabilities driven
by inertial eﬀects, generally leading to turbulence. Low-Re ﬂows of non-Newtonian
ﬂuids with curved ﬂow-lines can exhibit phenomenologically similar non-inertial ﬂow
instabilities. So-called elastic turbulence has been observed in a number of complex
ﬂuids such as worm-like micelles or polymer solutions [85]. Material elasticity in this
case drives a linear instability of the ﬂow: in a cylindrical Couette ﬂow, the normal
component of the stress σθθ couples to the radial velocity component, and thus a
radial velocity perturbation can be ampliﬁed. The description of this instability is a
challenge for developing extensions of MCT to inhomogeneous ﬂows [23].
Interestingly, shear thinning strongly suppresses the elastic instability. In sta-
tionary Taylor-Couette ﬂow of the White-Metzner model given by equation (9), all
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perturbations of the velocity ﬁeld are linearly stable for physically plausible values
of the strain γc required to break nearest-neighbor cages [23]. The predicted stabi-
lizing eﬀect was recently veriﬁed in serpentine microﬂows of well characterized dilute
polymer solutions [86]. (But see Ref. [81] for eﬀects of another type of visco-elastic
instability in ﬂow through straight channels of ﬂuids with diﬀerent shear-thinning
characteristics.)
3.1 Hybrid lattice-Boltzmann algorithm
To solve the Navier-Stokes equations for a Newtonian ﬂuid in the low Mach number
limit, the Lattice Boltzmann (LB) method is a versatile and eﬃcient method [87,88].
On a suitably chosen spatial lattice, one introduces local densities ni(r, t) correspond-
ing to discrete velocity vectors ci (i = 0, . . . 8 for the most common 2D lattice with
velocities pointing to nearest and next-to-nearest lattice sites). The physical ﬁelds are
determined by the moments of the local densities formed with the lattice velocities.
The LB simulation evolves the lattice populations by a sequence of streaming and
collision steps:
ni(r+ ciδt, t+ δt) = ni(r, t) + Δ[n(r, t)] + Fi . (10)
During the streaming step, the lattice densities are advected according to the corre-
sponding lattice velocity; during the collision step, the densities are relaxed locally
(by a linear operator Δ acting on each lattice node) towards an equilibrium form neqi
that depends (only) on the ﬁelds ρ and v. The latter is chosen such as to ensure that
in the continuum limit, the physical ﬁelds obtained from LB approach the solutions of
the Navier-Stokes equation (up to higher-order corrections in the lattice velocities).
Non-Newtonian eﬀects can be incorporated by including an extra forcing term Fi
during the LB collision step. A Chapman-Enskog analysis ﬁxes the form of this forcing
term, given an arbitrary constitutive equation for the non-Newtonian stresses [89]:
there enters the contraction of the traceless stress tensor with the lattice velocities,
Fi ∝ cici : σ¯. (Throughout, we implicitly assume a background Newtonian viscosity,
as is appropriate for colloidal suspensions.)
In order to couple to the Navier-Stokes equations history-dependent nonlinear
response entering the constitutive equation, the LB simulation needs to be coupled
to an integral-equation solver capable of solving equation (3) (or equations of similar
type). Such a hybrid-LB algorithm extends each spatial LB lattice node by a time
axis in order to store the history of local ﬂow [90]; for the inclusion of MCT, further
memory is needed to store the local correlation functions and memory kernels needed
to integrate equation (3) [91]. In order to limit the computational demand, it is
assumed that the nonlinear response function becomes slowly varying in time once
the time interval t− t′ becomes large; this assumption is inherent to all numerical
approaches to MCT and potentially limits the evaluation of the response to external
drive that varies slowly over arbitrarily large time intervals. For a description of the
adaptive time-domain grids, see references [90,91].
A central aspect of the hybrid-LB algorithm is the capability to store the deforma-
tion history in such a way as to enable the calculation of material-objective stresses.
One common approach is to store the values of the Finger tensor B(t, t′) on a grid
of past times t′ < t; it can be obtained by solving the deﬁning diﬀerential equation

B(t, t′) = 0 for all desired ﬁxed t′. In the context of ﬁnite-element or ﬁnite-volume
methods, this approach is known as the deformation-ﬁeld method [92–94] (where it
is, however, so far restricted to constitutive equations where the response function is
time-translational invariant). Formally, the Finger tensor can be expressed in terms
3052 The European Physical Journal Special Topics
Fig. 6. Stress distribution after cessation of Taylor-Green vortex ﬂow, in the upper-convected
Maxwell model (top panels) and a glassy White-Metzner model (bottom panels) with relax-
ation time τ/τ0 = 100. The stress magnitude ‖σ‖ is shown (blue: low; red: high values), for
a time t/τ0 = 5.6 after cessation. Left panels show the full solution, right panels the solution
without stress advection (see text) [82]. Arrows indicate the initial velocity ﬁeld at t = 0.
of a deformation tensor, B(t, t′) = E(t, t′) ·E(t, t′)T . The deformation tensor is the
solution of (D/Dt)E(t, t′) = κ(t) ·E(t, t′), written as the time-ordered exponential
E(t, t′) = exp+[
∫ t
t′(κ(s)− v(s) · ∇) ds]1. In the simulation, it can be constructed by
approximately evaluating E(t, t′) ≈ exp[δt(κ(t)− v(t) · ∇)] ·E(t− δt, t′). In the case
of advection-free ﬂow where v(t) · ∇ ≡ 0, these expressions simplify considerably and
allow for an eﬃcient integration of the ﬂow history [91].
A simple test case for the eﬀects of stress advection is Taylor-Green vortex ﬂow: by
a suitable body-force density one initializes a velocity ﬁeld of the form vx(x, y, 0) =
v0 sinx cos y and vy(x, y, 0) = −v0 cosx sin y at t = 0. After that, the decay of the
velocity and stress ﬁelds are observed. Figure 6 shows the stress magnitude ‖σ(x, y, t)‖
at a ﬁxed time after cessation for a linear-response and a shear-thinning model of
glassy rheology according to equation (9) with relaxation time τ/τ0 = 100, denoting
the Brownian time as τ0 = d
2/D0. Results including and excluding stress advection
in the constitutive equation are compared. The ﬂow obeys Pe  1, and the velocity
ﬁelds are similar in both cases. Even so, noticeable diﬀerences appear in the stresses.
Shear thinning reduces the eﬀect of stress advection (unless the velocity ﬁeld has
a constant oﬀset): in Figure 6, the results for the White-Metzner model with and
without stress advection term are much more similar than for the upper convected
Maxwell model. Typically, advection is stronger in regions that also have stronger
local shear rate, and there, ﬂow-induced stress relaxation becomes more eﬀective.
3.2 Channel flow
Pressure-driven ﬂow through micro-channels provides a test for spatial correlations in
driven complex ﬂuids as the shear rate and thus the induced local structural relaxation
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naturally varies across the channel [95]. Already in the quiescent state, a rich variation
of the dynamics arises along and perpendicular to the rough walls [96–98]. Preparing
rough walls by freezing in layers of particles in equilibrated samples connects to
the topic of the glass transition in the presence of pinned particles [99,100]. Under
ﬂow quite universally a central plug develops where the soft glassy material moves
uniformly while the shear is localized to narrow regions close to the walls [101,102].
At lower colloid concentrations, particle migration [103] and marked diﬀerences of the
particle motilities can be observed by microscopy in hard sphere suspensions [104].
The generalized nonlinear Maxwell model, equations (7) to (9), allows an ana-
lytical solution for the steady-state channel ﬂow, once the ﬂow is assumed to be
translational-invariant along the channel [90]. The model assumes a local relation
between stress and ﬂow-rate. From the Navier-Stokes equation, the shear stress σxy
vanishes in the center of the channel, and a central region emerges where σxy remains
below the critical yield stress that emerges at the glass transition. In this region,
the local shear rate vanishes as 1/τ for τ →∞. There appears a normal-stress dif-
ference σxx − σyy with a parabolic minimum in the center of the channel, indicating
an anisotropic contribution to the pressure that acts inwards from the sheared re-
gions close to the channel walls. This phenomenology is consistent with the more
involved schematic-MCT model given in equation (5). The latter has been solved
using our hybrid-LB-MCT algorithm (setting vσ = const.); the resulting steady-state
quantities are shown in Figure 7 (leftmost panel). In comparison to the generalized
nonlinear Maxwell model (solid lines in the ﬁgure), the schematic-MCT constitutive
equation predicts the normal-stress diﬀerence to vary over a wider cross-section of
the channel. Note that the LB algorithm solves weakly incompressible ﬂow. There-
fore, an isotropic stress contribution arising from the non-Newtonian ﬂow causes a
corresponding density change δρ that is calculated from the linearized equation of
state, p ∼ c2sδρ (where an overall constant is irrelevant in incompressible ﬂow). The
LB-MCT calculation thus suggests a (weak) increase of the local density in the plug
region.
Event-driven Brownian-dynamics (ED-BD) simulations [106] of a binary glass-
forming 2D hard-disk mixture have been performed to test the model [105]. The
system is a well-known model glass former that undergoes a MCT transition at pack-
ing fraction φc ≈ 0.795 [107,108] whose homogeneous nonlinear rheology has been
studied in detail (see, e.g., Refs. [28,109]). To mimic the no-slip boundary conditions
used in the continuum-mechanics description, rough walls were implemented by freez-
ing layers of particles in a previously equilibrated conﬁguration. A pressure gradient
was implemented through a body force acting on the particles [105]. The simulations
conﬁrm the explanation of regions with (asymptotically) negligible ﬂow rate based on
the criterion involving the dynamic yield stress [90,102]. As shown in Figure 7 (left
and center panels), LB-MCT and the BD simulations agree qualitatively for the ve-
locity, shear-rate and stress tensor proﬁles. In the BD simulations, the small increase
of the local density is observed in the center of the channel, which was anticipated
from the increased pressure in the LB-MCT model, as explained above. The nonlinear
Maxwell model can be mapped onto the BD simulations at not too large forces where
the observed shear rates correspond to externally imposed relaxation times which are
larger than the intrinsic short time dynamics [105]. The validity of the theoretical
description in the limit of a separation of long-time structural or driven dynamics
from (diﬀusive) short time dynamics supports MCT’s prediction of dynamical scaling
laws (called α- and β- process). Apparently, MCT provides the basis for the rational
prediction of macroscopic constitutive equations (viz. the nonlinear Maxwell model
suggested by White and Metzner which agrees with an α-scaling law by MCT for
driven ﬂuids), which rationalize particle based simulations of viscoelastic ﬂuids. For
the channel ﬂow, this veriﬁes that a local theory, connecting stress and strain at the
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Fig. 7. Pressure-driven ﬂow of glassy ﬂuids through a rough microchannel. Left panel:
velocity proﬁle vx(y), shear rate γ˙ = κxy, shear stress σxy, normal-stress diﬀerence σxx −
σyy and pressure p (top to bottom) from a hybrid-LB-MCT calculation using a schematic-
model state close to the glass transition (crosses). Solid lines are analytical solutions of
the generalized nonlinear Maxwell model for reference. Horizontal dashed lines mark the
yield stress of the model at the glass transition. Data from reference [91]. Right panel:
corresponding results from BD simulations using a 2D glass-forming hard-sphere mixture in
channels of diﬀerent widths as given in the legend; see there also for packing fraction and
force. Data from reference [105].
same points in space (but incorporating memory) explains plug ﬂow in viscoelas-
tic states qualitatively. The hybrid-LB-MCT calculations in particular give a much
improved description of the normal-stress diﬀerences, compared to the generalized
nonlinear Maxwell model. Non-local eﬀects arise in the BD simulations at higher
packing fractions [105], which have previously been discussed in channel-ﬂow geome-
try [80,81,95,110,111]. Ongoing work aims to establish this link within microscopic
MCT, and to connect the eﬀect to the far-ﬁeld strain correlations discussed above.
3.3 Cessation dynamics
To explore the qualitative eﬀects predicted by the MCT constitutive equation, we
turn to non-stationary ﬂow. While the symmetry principles behind continuum me-
chanics are powerful principles to restrict the tensorial structure of the equations,
they give little indication towards their time-dependence. MCT is based on an ex-
act evolution equation for density correlation functions, equation (4a), derived from
nonlinear-response theory. The time-dependence of the memory kernel appearing in
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Fig. 8. Upper panels: stress relaxation after cessation of shear ﬂow from the nonequilibrium
stationary state at a shear-rate γ˙ switched oﬀ at t = 0 (adapted from Ref. [112]). The lower
panels show the evolution of mean squared displacement with time after switch-oﬀ. The
right panels show the same data as functions of rescaled time γ˙t.
this equation is rather subtle and qualitatively goes beyond the constitutive equa-
tions that are typically employed in applied rheology. This aﬀects in particular the
transient ﬂow behavior after cessation.
Within MCT, the stress relaxation after cessation of homogeneous simple-shear
ﬂow with prescribed shear rate γ˙ has been studied [113]; it considers the stress at t > 0
with the shearing protocol γ˙(t < 0) = γ˙ and γ˙(t > 0) = 0. In the glass, MCT describes
temporal memory that can stretch back arbitrarily far in time, and as a result, stresses
do not relax to zero, but to a ﬁnite residual-stress value that depends on the initial
ﬂow rate. These residual stresses have been conﬁrmed in molecular-dynamics and
BD simulations and diﬀerent experiments on various colloidal hard-sphere-like sys-
tems [112,113]. Phenomenologically, residual stresses are known to exist in quenched
glasses; they are exploited technologically to tune the macroscopic mechanical perfor-
mance of materials produced from the melt, e.g., in safety glasses. The extension of
MCT to nonlinear rheology provides a ﬁrst avenue to study the microscopic origins
of residual stresses.
The local particle dynamics that is responsible for residual stresses has been ad-
dressed in simulations in terms of the mean-squared displacement (MSD). Results
from BD simulations are shown in Figure 8. The lower panels show the MSD during
the relaxation of the system from the nonequilibrium steady state (NESS). The MSD
ﬁrst follows the curve describing the steady state dynamics up to a time γ˙t 1 re-
taining the memory of the previous shear ﬂow at rate γ˙. After that, it increases and
crosses over to a broad window of sub-diﬀusive growth. The data suggests that in the
ideal glass, the MSD will approach a second plateau. Note that the length scale asso-
ciated with the ﬁrst, or quiescent plateau, δr2 ≈ 0.02d2, is linked to the Lindemann
lengthscale of localized in-cage dynamics, rloc/d =
√
δr2/4d2 ≈ 7% in our case. The
second plateau, δr2 ≈ d2, corresponds to particle movements of about 50% of the di-
ameter, much larger than Lindemann’s criterion for melting. Similar MSD have been
found in aging after thermodynamic quenches for colloidal suspensions [114] and for
computer simulations [115,116]. A second plateau has been noted in reference [113]
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Fig. 9. Relaxation of density correlation functions Φ(t, t′) during cessation of pressure-driven
planar channel ﬂow, obtained from hybrid-LB-MCT simulations for a ﬂuid state close to
the glass transition. Left: steady-state correlation functions ΦNESS(t− t′) as a function of
time diﬀerence and transversal position across the channel. A thick blue line indicates the
quiescent equilibrium correlation function. Center: transient correlation functions Φ(t, t′) at
ﬁxed t = 140τ0 after removal of the driving pressure gradient at t = 0. Right: waiting-time
dependent correlation functions Φ(t− tw, tw) at ﬁxed tw > 0 up to t− tw = 500τ0 and ﬁxed
transversal position y/L = 0.1. A dashed line shows the steady-state correlation function,
the solid line is the quiescent equilibrium correlator. Data from reference [91].
in the waiting-time dependent MSD from molecular dynamics simulations and mea-
sured for colloidal suspensions through confocal microscopy. It has been interpreted
as signalling the size of ﬂuidized regions. The present BD simulations extend this
ﬁnding from ﬂuid to states above the MCT glass transition.
If ﬂow cessation is studied from a NESS that is driven by an applied external force,
the assumption that the local shear rate goes to zero instantaneously, γ˙(t) = 0 for
t > 0, may not be justiﬁed. In this case, the combined MCT-LB approach allows to
study the interplay of microscopic stress relaxation and macroscopic ﬂow cessation.
After cessation of pressure-driven planar channel ﬂow, LB-MCT predicts an oscilla-
tory decay of both the velocity proﬁle and the stresses towards zero [91].
The oscillatory macroscopic stress relaxation can be linked to the microscopic dy-
namics in terms of the transient density correlation functions [91]; LB-MCT results
are shown in Figure 9. In the stationary state prior to cessation (left panel), the
decay of the correlation functions reﬂects the local shear rate: in the center of the
channel, the correlation functions approach the quiescent equilibrium one, while close
to the channel walls, the relaxation is much faster owing to the increase in the local
Pe´clet number. During cessation, the system is in a non-stationary state, and hence
the correlation functions depend on both time arguments separately. A study of the
stresses at time t after cessation suggests to consider the correlation functions Φ(t, t′)
at ﬁxed ﬁrst time argument; the corresponding data is shown in the center panel of
Figure 9. Around t′ = 0 (ﬂow cessation), a pronounced oscillation is seen in the decay
of Φ(t, t′) close to the channel walls. This indicates that locally, density correlations
can be reinstated much like in large-amplitude oscillatory shear. A more common
way to discuss non-stationary correlation functions is for ﬁxed second time argument,
i.e., for ﬁxed waiting time tw = t
′. These quantities are shown in the right panel of
Figure 9 for a ﬁxed transversal position close to the channel wall. Since the numer-
ical eﬀort for the LB-MCT calculations is considerate, these functions could only
be obtained for t− tw < 500τ0. For small tw, the correlation functions indicate a
decay with a second plateau less than the typical cageing plateau known from the
quiescent glassy dynamics. Qualitatively, this is reminiscent of the second plateau
discussed above for the MSD after cessation of steady shear. For the channel ﬂow,
this second plateau vanishes with increasing tw.
Note that the case shown in Figure 9 corresponds to a liquid-like quiescent state;
hence, no residual stresses exist after cessation. However, LB-MCT can be used to
study how residual stresses can arise in situations where after cessation of the driving
force, the velocity gradients do not instantaneously decay to zero but evolve on the
same scale as the stresses.
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4 Conclusions
We have reviewed recent progress in understanding inhomogeneous ﬂow of force-
driven colloidal suspensions close to the glass transition on the basis of ITT and
MCT. In linear response, it does not matter whether a system is driven by a force
or by its conjugate generalized displacement. This is no longer true in nonlinear re-
sponse. In glasses, the existence of a yield stress causes the response under applied
force to be much more intricate, compared to the case of ﬂuidized states. In par-
ticular, applied forces close to the yield stress for thermodynamic parameters close
to the glass transition tend to amplify spatial inhomogeneities. Understanding the
interplay between temporal and spatial non-localities remains an ongoing endeavor
when extending MCT to inhomogeneous driving building on the reviewed progress.
Yielding of glassy states and shear-thinning of homogeneous viscoelastic states
appears well captured by MCT-ITT with the force-induced breaking of cooperative
local cages as the dominant eﬀect. A unique NESS is approached independently of the
external driving, except, possibly, in solid states at loads around the yield stress. The
NESS is characterized by divergent nonlinear susceptibilities, e.g., at higher harmonics
of the periodic driving. Yet ﬂow does not couple to cooperatively-rearranging domains
and the nonlinear spectra are suppressed at low frequencies. Elastic correlations in
the solid state are long-ranged and the depinning of forced particles suggests that
important spatial correlations build up in the deformed but not yet yielded soft solid.
This strongly points to a link of MCT’s cage-breaking in supercooled states to elasto-
plastic low-temperature phenomena which are understood as arising from localized
plastic excitations coupled by long-ranged elastic interactions [69,70].
Planar channel ﬂow was investigated as a simple test case for a situation where
the ﬂow rate is inhomogeneous. Combining MCT with a continuum-ﬂuid dynam-
ics lattice Boltzmann (LB) algorithm, it was demonstrated that MCT captures the
known phenomenology of the stationary ﬂow of yield-stress ﬂuids (at not too low
temperatures and below a jamming transition). In the transient dynamics after the
cessation of ﬂow, the intricate time-dependence encoded in the MCT-based material
law becomes important. It allows to describe genuine nonlinear-response phenomena
such as residual stresses and material properties that depend on the past ﬂow history.
The recent development, both of MCT as a microscopic theory for the nonlinear
response of glass-forming suspensions as well as of LB as a tool to investigate the
eﬀects of non-Newtonian rheology on the macroscopic continuum scale, provides a
promising new starting point for a systematic development of material laws that
capture both temporally and spatially non-local eﬀects, in a way that is consistent
with the fundamental principles of nonequilibrium statistical physics.
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