This paper focuses on the development of a model for the probability of financial distress that is intended to be stable across periods and countries. Our approach consists in firstly testing the specification of the proposed model by using panel data methodology to eliminate the unobservable heterogeneity. The model is then estimated cross-sectionally to obtain an indicator of the probability of financial distress that incorporates the specificity of each company. Our results confirm the stability of our model, in terms of significance and sign of the coefficients, as well as its classification power for the different periods and countries analyzed.
Introduction
The static theory of capital structure postulates that the optimum debt level arises from the trade-off between tax advantages of borrowed money and financial distress costs. This theory has led many scholars (see, for instance, Mackie-Mason, 1990; Graham, 1996; and, more recently, Leary and Roberts, 2005) to incorporate a measure of the probability of financial distress (hereafter PFD) based on Altman's (1968) Z-score model when studying capital structure. Miguel and Pindado (2001) go a step forward when arguing that financial distress costs should include two components; not only a measure of the probability of a firm filing for bankruptcy, but also the consequences for the firm if bankruptcy occurs. The latter would be closely linked to asset specificity in that some assets, such as intangible assets for instance, would lose their value whenever the firm files for bankruptcy. However, the measure of the PFD provided by Miguel and Pindado (2001) could be improved, since its values do not range from 0 to 1. A similar criticism applies to the studies that rely on a PFD based on Altman's (1968) paper.
The potential contribution to financial research of a measure of financial distress probability goes beyond capital structure literature. For instance, Nash et al. (2003) use Altman's Z-score when evaluating the costs and benefits of restrictive covenants in bonds in that the probability of financial distress could drive to the use of some specific covenants. Another example is Denis and Mihov (2003) , who study the choice among bank debt, non-bank private debt and public debt. They argue that a firm facing a high PFD (computed by means of Altman's Z-score) is likely to borrow non-bank private debt owing to the role of private lenders in renegotiations. Finally, a more recent example is provided by Bhagat et al. (2005) . They analyze the relationship between the investment and internal funds of distressed firms, which are identified by using Altman's Z-score as well as Ohlson's (1980) bankruptcy probabilities. The study by Bhagat et al. (2005) , as well as the ones by Dichev (1998) and Grice and Dugan (2001) , suggest the use of other methods and models than the one proposed by Altman (1968) when computing bankruptcy probabilities.
Let us then consider these different models and methodologies. Initially, Altman These authors have raised a number of interesting issues that have been widely discussed in the literature. First, Zmijewsky's (1984) model is quite parsimonious in the sense that it only includes three explanatory variables while it maintains identical accuracy compared to Altman's and Ohlson's models 2 . Second, Ohlson (1980) poses "a basic and possibly embarrassing question: why forecast bankruptcy?" in that, he argues, bankruptcy is only one among a richer set of possible outcomes. Moreover, while firms which experience financial distress are more likely to declare bankruptcy than other firms, most financially distressed firms are not likely to declare bankruptcy.
Accordingly, a wider definition of financial distress, such as the one proposed by 1 A comparison of the mentioned models concerning methodologies, number of companies, period of estimation, and type of variables can be found in Appendix 1. 2 We must take into account that Ohlson (1980) explicitly recognizes that the nine explanatory variables of his model are derived from only four basic factors affecting the PFD; namely, the size of the company, its performance, liquidity and financial structure. Beaver (1966) as "the point where the firm will be unable to pay its obligations as they mature", would be more appropriate.
More recent studies (see for instance, Begley et al., 1996; Grice and Dugan, 2001) have focused on re-estimating the above models in order to learn whether these models remain useful for predicting bankruptcy in more recent and longer periods and, more importantly, for predicting other financial distress conditions besides bankruptcy.
Empirical evidence provided by the these papers suggests that these models are still useful for predicting financial distress, but indicates that the models' accuracy is significantly lower in recent periods. These results are improved when the models are re-estimated, but the magnitude and significance of the re-estimated coefficients differ from those reported by their original application. In short, these studies reveal that there is not a stable pattern in the coefficients of the seminal models when applied to more recent and longer periods and when used to predict financial distress conditions besides bankruptcy.
These extensions of the seminal models for predicting financial distress have encouraged renewed research on the topic. However, there are three important issues that, as far as we know, have not been addressed yet. First, empirical evidence is largely US-based, so it would be very interesting to learn whether the models developed for US firms also apply to foreign firms and what the differences are. In fact, nowadays there is a growing interest in conducting research using data from several countries at the same time. A pioneering example is the study by Rajan and Zingales (1995) , who investigate the determinants of capital structure in the G-7 countries. Within this context, the following question arises: are the probabilities of financial distress based on seminal models valid for other-than-US countries? Second, the evidence in Begley et al. (1996) and Grice and Dugan (2001) points to the need for a more stable model for the PFD that offers a consistent pattern in terms of significance and sign of the coefficients and a consistent classification power across different periods and countries, as well. Finally, the most important issue refers to the methodology. There have been several methodological advances since the publication of the seminal models summarized in Appendix 1. Specifically, Arellano and Honoré (2001) highlight some recent developments that could be applied to improving the logit methodology, which is currently the most widely applied methodology. They specifically focus on the estimation of panel data models for discrete dependent variables in order to control for unobservable heterogeneity. This advance is especially important in that seminal models are developed using data from heterogeneous firms. Consequently, there are always characteristics influencing financial distress which are difficult to measure or hard to obtain and as a result are not entered into the model. Therefore, seminal models could be improved by using the panel data methodology, which allows us to check the correct specification of the model once the bias arising from the unobservable heterogeneity has been eliminated.
Thus, the aim of this paper is to extend the seminal models by developing a new approach for estimating the PFD that can be applied to more recent and longer periods as well as to different countries. To achieve this aim, we begin by specifying a PFD model according to financial theory which is intended to be stable when applied to different periods and countries. We then test for the specification of the model by using the panel data methodology. This methodology allows us to eliminate the unobservable heterogeneity, and to solve the problem of choosing the estimation year before the crisis by using the maximum annual data for each firm and thus improving the accuracy of the model. Finally, and once the correct specification of our model has been tested, it is used to perform a cross-sectional analysis to predict the PFD which incorporates the 6 specificity of each company.
Our US-based empirical evidence validates the econometric specification of the proposed model. The estimated coefficients in panel data models yield the expected sign using both fixed and random effects panel data methodologies. Specifically, we find that the PFD is significantly explained by a number of theoretically underpinned factors which is smaller than has generally been assumed, namely the company's returns on assets, and the trade-off between this way of generating funds and the company's need to comply with its financial expenses during the financial year. The results of the crosssectional analysis strongly confirm the accuracy of our model, and show high percentages of correct classification for all the years. In short, these US-based results show that our model for the PFD is useful for predicting financial distress in more recent and longer periods compared with the results provided by Altman (1968 ), Ohlson (1980 and Zmijewsky (1984) .
Moreover, the stability of our model, in terms of significance and sign of the coefficients, and its classification power is corroborated by two robustness checks that are intended to validate our approach. The first robustness check consists in replicating our approach for estimating the PFD by using data on other-than-US G7 countries. The results obtained reveal that our model for the PFD also applies to countries other than US. The second robustness check consists in re-estimating the most representative benchmark models to check whether they report consistent results for periods, sectors and countries other than those in their original application, and whether they remain useful to predict financial distress conditions other than bankruptcy. The results show that these models remain useful for predicting financial distress in more recent and longer periods. However, the stability of the models' coefficients across countries and periods is significantly lower than ours. Particularly, the coefficient on leverage does not show a consistent pattern of significance and sign supporting our idea of replacing leverage by the burden of interest.
The remainder of the paper is organized as follows. Section 2 describes the data set used in our study. In Section 3, a model for estimating the PFD is specified, for which we then propose an innovative estimation strategy that incorporates panel data methodologies as well as cross-sectional analyses in Section 4. Throughout Section 5
we present and discuss the US-based estimation results of our PFD model, as well as the results of two robustness checks that validate our approach. Section 6 presents conclusions which can be drawn from this study.
Data
According to our approach, data from several countries are needed in order to make sure that our model for the PFD works regardless of the data used to estimate it.
We have thus used an international database, the Compustat Global Vantage, as our source of information.
For each country we constructed a panel of firms with information for at least six consecutive years from 1990 to 2002. There are only a few countries for which samples with this structure can be selected, which is the case of the G-7 countries. Note that we have a 13-year sample period and that the selected countries represent a great variety of institutional environments, which allows us to check the stability of our model over recent and longer periods, and also across different institutional and legal contexts. The distribution by number of companies and number of annual observations per country is provided in observations) for the rest of the G-7 countries.
We follow Ohlson (1980) and Zmijewsky (1984) who, unlike the original Altman's Z-score, do not use a paired sample for estimating the PFD. In fact, Ohlson (1980) indicates that sample selection procedures such as the matched-pairs design give rise to biases. Particularly, Zmijewsky (1984) provides evidence of biased parameters when the probability of a firm entering the sample depends on dependent variable attributes, and that this bias decreases as the probability of bankruptcy in the sample approaches that of the population. Consequently, we use samples in which the percentage of distressed firms is representative of the population. This percentage is subsequently used as the cut-off point to classify the firms, according to the obtained PFD. Table 2 provides the classification of the annual observations 4 as normal and 3 Firms that filed for bankruptcy are an example. However, companies in such a situation only represent a small percentage of the available data and, even in these cases, the available information is of poor quality as a natural consequence of the degradation of information flow characterizing severe crises. 4 Since our approach requires a long time period, a company may be financially distressed in some of the thirteen years which comprise our sample but not in the remainder. For this reason we report the number of observations instead of the number of companies.
financially distressed. The US sample comprises 7.6% of financially distressed observations, whereas this percentage is smaller, 4.1%, in the sample for other-than-US G-7 countries. Note that the percentage of US distressed companies is similar to the ones reported in the pioneering studies by Ohlson (1980) and Zmijewsky (1984) (see Appendix 1).
A model for the probability of financial distress
In this section we develop a model that, in accordance with our aim, provides an indicator of the PFD. Our approach is characterized by three features that clearly differentiate it from others outlined in this strand of literature. First, the binary dependent variable of our model is based on a financial definition of distress. Second, the selection of the explanatory variables relies on financial theory. Third, like in most of the recent papers, our model is a logistic regression. However, our strategy and method of estimation take advantage of the panel data methodology to control for unobservable heterogeneity, as well as of the cross-sectional estimation to obtain a PFD that incorporates the specificity of each company. In what follows we offer a more detailed discussion of the features characterizing our model, and Section 4 describes our strategy and method of estimation.
A financial-based definition of financial distress
According to the aim of our study, we focus on financial distress regardless of the legal consequences of this situation. This choice is based on the fact that our primary objective is to obtain a measure of the PFD, and not to predict the event of bankruptcy. Note the relevance of this point in our approach because, as Barnes (1987 Barnes ( , 1990 indicates, the failure to meet financial obligations does not necessarily lead to bankruptcy. Moreover, Ward and Foster (1997) classified as financially distressed not only when it files for bankruptcy, but also whenever both of the following conditions are met: i) its EBITDA is lower than its financial expenses for two consecutive years 5 , leading the firm into a situation in which it cannot generate enough funds from its operational activities to comply with its financial obligations; and ii) a fall in its market value takes place between these two periods 6 . This criterion allows us to divide the samples into two groups and to construct a binary dependent variable which takes value one for financially distressed companies, and zero otherwise. According to Wood and Piece (1987) , who questioned the accuracy of ex-post models when predicting financial distress ex-ante, we follow an ex-ante approach and, consequently, our definition of the dependent variable mainly based on the condition of the EBITDA being lower than financial expenses is the most appropriate.
A theoretically-based selection of explanatory variables
A noteworthy feature of our study refers to the selection of the explanatory variables in the model. According to Scott (1981) Altman, 1968; Ohlson, 1980; Zmijewski, 1984) . Our ratio, in particular, is a measure of the productivity of the firm's assets, independent of any tax or leverage factors, and it is also the main driver of liquidity. In fact, creditors habitually rely on measures of profitability when extending credit or renegotiating repayments in order to estimate the return generated by the firm on borrowed capital (Claessens et al., 2003) . Note that our profitability ratio appears to be particularly appropriate for studies dealing with financial insolvency because its value has persistently been shown to be fundamentally determined by the earning power of a firm's assets, thus outperforming other profitability measures, including cash flow (see Altman, 2000) . Taking all this into account, we expect this variable to negatively influence the PFD.
Second, Financial Expenses (FE it /RTA it-1 ) has been chosen instead of debt stock ratios because the latter seem to lose explanatory power as compared to the chosen flow variable. Indeed, the research on PFD reveals the advantages of using a variable that considers the flow of financial expenses instead of the stock of debt. In fact, since the revision of the Z-score carried out by Altman et al. (1977) , many other subsequent 7 A detailed description of all the variables used in this analysis can be found in Appendix 2. All these variables are scaled by the replacement value of total assets at the beginning of the period (RTAit-1). Note that this scaling factor is less biased than the book value of total assets, which is particularly dependent on the accounting principles. (1996) point out that since the 1980s, firms have been continuously increasing their debt levels without necessarily increasing their probability of distress. Actually, Altman et al.
(1977) replace the leverage variable by a debt service variable in their model, which allows them to take into account the potential benefits of leverage (see Jensen, 1986 Jensen, , 1989 . In fact, Begley et al. (1996) justify a better performance of the re-estimated Zscore, relative to the classification made by using the coefficients of the original model, owing to the correction of this leverage bias, which is in turn translated into a reduced contribution of the leverage variable to the total discriminating power of the model 8 .
This trend would explain the declining performance of the models proposed by Altman (1968) and Ohlson (1980) . In short, recent literature shows that the flow of financial expense imposes stricter limits on the company's policies than the stock of debt.
Therefore, we include the variable of financial expense scaled by the replacement value of total assets (FE it /RTA it-1 ) in our model, expecting a positive relation with the PFD.
Third, retained earnings (RE it /RTA it-1 ) are the total reinvested earnings and/or losses of a firm over its entire life. This is a measure of cumulative profitability over time that remains one of the most crucial predictors of financial crisis. Particularly, Routledge and Gadenne (2000) highlight the usefulness of past profitability in predicting future results and capacity for self-financing. Moreover, Mayer (1990) concludes that retained earnings constitute a privileged source of funds for companies in eight countries (namely, the G7 countries and Finland). We have thus introduced this ratio of cumulative profitability to replacement value of total assets into our model. The pecking order theory, proposed by Myers and Majluf (1984) , highlights the company's preference for internal funds suggesting a negative relation between cumulative profitability and the PFD.
Econometric specification
This study proposes a model to obtain a PFD that includes the variables described above. We use explanatory stock variables evaluated at the beginning of the period and flow variables of the period, as suggested by Cleary (1999).
Given an objectively obtained binary dependent variable, the logistic regression technique determines the extent to which a set of variables containing useful information are able to classify every firm in our sample in one category or the other (financially distressed or non-financially distressed). Let us consider that y * is a linear function of x i (i=1,...,n) explanatory variables 9 , and µ i is a random term capturing individual characteristics other than the explanatory variables. That is,
Then there is a critical level of y * such that if this level is exceeded the firm is financially distressed. Consequently, our binary dependent variable is
We must take into consideration that whereas the predicted probabilities of bankruptcy can be evaluated empirically, the event of insolvency is not observable.
where F( ) is the cumulative distribution function for µ, that is assumed to be logistically distributed. Finally, the logistic regression is expressed in terms of the odds ratio, which concerns the probability of being financially distressed according to the criterion described in Section 3.1. The explanatory variables in our logistic regression, whose effect on the probability of the firm being financially distressed was theoretically justified in Section 3.2, are:
Earnings Before Interest and Taxes (EBIT), Financial Expenses (FE) and Retained
Earnings (RE).
Accordingly, the logistic model we used to estimate the PFD is as follows:
where all variables are indexed by an i for the individual cross-sectional unit (i= 1,…,N) and a t for the time period (t= 1,…, T). Additionally, d t is the time effect, η i denotes the individual effect, and the random disturbance is u it~I ID(0,σ 2 ).
The coefficients β 1 , β 2 and β 3 10 can be interpreted as follows. The first one (β 1 ) is associated with the capability of assets to generate returns, and is thus expected to be negative. The second one (β 2 ) is predicted to be positive, since we expect the PFD to increase as the company's risk of not being able to comply with its financial obligations rises. Finally, the third coefficient (β 3 ) is expected to be negative in that the economic agents' expectations are based on past profitability and self-financing.
Strategy and methods of estimation
In this section, we describe the strategy implemented in order to obtain an indicator of the PFD. Figure 1 portrays the several stages followed in our new approach.
The estimation methods of our models are also discussed in this section.
Strategy of estimation
Our strategy consists firstly in developing the econometric specification of the model according to financial theory, as has already been described in the previous section.
In a second stage, our study presents the innovation of estimating this model by using panel data methodology. There are several advantages in using this methodology.
First, although the traditional maximum likelihood estimator of the βs is consistent, it will be inefficient, generating biased standard errors of βs and, consequently, leading to an incorrect specification of the model. Second, the definition of financial distress adopted in this study can only be appropriately addressed by the use of panel data methodology, and not by merely pooling data across years, thus diminishing the problem of financial distress as a rare event.
Specifically, we estimate panel data models with a discrete dependent variable, since this methodology allows us to verify the significance of the model coefficients through estimating fixed and random effects panel data models that are robust to unobservable heterogeneity. Note that the implementation of this second stage requires the selection of a sample that allows us to work with data panels in which companies are chosen according to their financial distress situation in each period. Additionally, our concept of financial distress is compatible with large data panels, allowing us to use panel data methodology in order to consistently estimate the models of financial distress probability.
However, our measure of the PFD does not stem from these panel data models, since they eliminate unobservable heterogeneity. In other words, the panel data estimation removes the individual effects from the error term and, consequently, it does not account for the firm-specific contribution to the prediction of the PFD. The third stage in our approach addresses this issue. Specifically, once the robustness and the correct specification of the model have been tested for, we estimate a cross-sectional regression for each year, thus obtaining an appropriate indicator of the PFD for each company and year.
Estimation Methods
Logit analysis is an appropriate explanatory technique for our study since our dependent variable is a binary variable. The research carried out in the 1980s consolidated logit analysis as a better estimation methodology than discriminant analysis, since the hypotheses on which the latter relies do not generally hold 11 .
Consequently, we prefer to use logit analysis instead of discriminant analysis for several reasons 12 . First, as discussed by Karels and Prakash (1987) , discriminant analysis requires strict multivariate normality and homoskedasticity across groups, whereas the logit analysis does not strictly require these assumptions. Second, logit analysis is often preferred even when these assumptions hold, mainly because of its ability to incorporate 11 These hypotheses refer to the homoskedasticity of variances and covariances matrices and to the multinormality of the variables. See Einsenbeis (1977) and Joy and Tollefson (1975) for an extensive discussion of the problems related to the use of discriminant analysis. 12 Note that some authors that began using the discriminant analysis recognize the advantages of logistic regression in their more recent work (see, for instance, Altman and Sabato, 2005).
non-linear effects, and because of other technical features (see Hair et al., 1995) .
Finally, discriminant analysis is not suitable for dealing with unobservable heterogeneity and other characteristics common to panel data samples.
Panel data models for discrete dependent variables allow us to correct the specification of the model by eliminating the bias of omitted variables that arises when the unobserved individual-specific effects (η i ) are correlated with the explanatory variables. In this respect, it is necessary to distinguish between fixed effects modelsthose in which a relationship between the individual effects and the remaining righthand side variables is not assumed -and random effects models -those in which this relation is functionally specified.
In fixed effects models, the conditional likelihood estimator proposed by Chamberlain (1980) , when feasible, allows us to obtain consistent estimates of the parameters that are no longer dependent on the individual effects. On the other hand, Chamberlain (1984) proposes a random effects estimator that specifies the conditional distribution of η i on explanatory variables. Specifically, this procedure is based on a parameterization of the correlation between the individual effects and the regressors, in such a way that the latter are considered time-variant explanatory variables of the former and of a random time-invariant term. This functional assumption made on the individual effects makes the model less general than the fixed effects model. However, although a fixed effects framework seems appropriate, the random effects estimator may still be preferred. The reason is that η i and x it may be correlated, in which case the fixed effects approach, ignoring this correlation, would lead to inconsistent estimators due to omitted variables bias.
To sum up, the choice between fixed and random effects models depends on the characteristics of the explanatory variables. On the one hand, when all the explanatory variables are expected to be strictly exogenous, the fixed effects model would yield good results if the estimation sample (observations for which there is a change in the regime between sample periods) is large enough and there is temporal variation in the explanatory variables in order to identify the individual effects. On the other hand, Arellano and Honoré (2001) highlight that the random effects model works better if explanatory variables are not strictly exogenous, samples show insufficient changes, or the contribution to the maximum likelihood function of the variation in explanatory variables is not enough.
Therefore, the preference for one of these models basically depends on the assumptions about the dependence of the error distribution on the explanatory variables.
Given the difficulty in establishing this relation, we follow Arellano and Honoré (2001) in suggesting the convenience of estimating both models.
However, as Arellano and Honoré (2001) point out, the knowledge of the parameters of interest does not allow us to infer all the "quantities of interest" and, unfortunately, this consistent estimator of the βs does not allow us to obtain the probability distribution of the dependent variable either. Actually, although these models provide robust estimates of the parameters, they do not allow us directly to obtain a PFD because they do not take into account the individual effects. Overcoming this limitation can only be indirectly obtained by cross-sectionally estimating the PFD for each year.
Results
In this section, we first present our US-based results. We discuss the estimation results of the random and fixed effects logistic regression models, as well as the results of the cross-sectional estimation of our model for the PFD for all the years 13 . We next tabulate the main statistics of the estimated probabilities and the percentages of correct classification produced by the cross-section models. We then test the accuracy of our approach by means of two robustness checks. The first one verifies whether our model for the PFD is stable, in terms of sign and significance of the coefficients, when applied to other-than-US G7 countries. The second test consists in re-estimating other benchmark models and finding whether these models also provide stable results when applied to recent and longer periods, as well as to different countries. Table 4 presents the results for the fixed and random effects models, respectively.
US-based results
The goodness of fit tests point to the high explanatory power of all the variables in both the fixed effects models (see likelihood ratios, LR) and in the random effects models (see Wald tests). Additionally, Wald tests of the joint significance of the time dummies are presented, which validate the use of such variables in both models and for all countries, thus confirming, as was expected, that there have been fluctuations in the financial distress processes over time. These results show that the consideration of these dummy variables is important, since they allow us to accommodate the impact of changes in the macroeconomic environment.
The estimation of random effects models includes additional tests that verify the existence of unobservable heterogeneity. As shown in Table 4 , the additional panellevel variance component is parameterized as ln(σ 2 η ). The standard deviation, σ η , is also reported in Table 4 , and it is used to obtain a third indicator, ρ = σ 2 η / (σ 2 η +1), which is the proportion of the total variance contributed by the panel-level variance component.
When ρ is approximately zero, the panel-level variance component is unimportant and the panel estimator is not different from the pooled estimator. In our study, the null hypothesis of equality of both estimators is rejected, and the existence of unobservable heterogeneity is thus confirmed. According to these results, we conclude that the proposed model needs to be validated by using a panel data methodology in order to control for unobservable heterogeneity.
We now turn our attention to the estimated coefficients in our panel data models.
Since they are statistically significant and of the theoretically-expected sign using both methodologies, we shall describe the results jointly.
First, the variable that captures profitability (EBIT it /RTA it-1 ) negatively affects the PFD. This evidence is consistent with all the studies referred to in Appendix 1. Second, the positive effect of financial expenses (FE it /RTA it-1 ) confirms our expectations about the capacity of this variable to capture the firm's financial vulnerability, particularly in periods of low inflation and low interest rates, such as the one we study here, where the leverage constraints are lower. Note that this result is consistent with Begley et al.
( 1996) , and that the variable of financial expense was already significant in prior studies (see, for instance, Altman et al., 1977) . Finally, the coefficient on cumulative profitability (RE it /RTA it-1 ) is negative, which confirms the consequences of past profitability in determining the firm's financial structure.
Once we have checked that our panel data model is correctly specified and that the variables used to explain the PFD are validated and supported by financial theory, the next step is to cross-sectionally estimate this correctly specified model for each year.
The results are presented in Table 5 . The stability of the model, in terms of sign and significance of the coefficients, is supported by the cross-sectional estimation. We find a negative and significant effect of profitability and retained earnings on the PFD for all the years, and the effect of financial expenses remains positive and significant except for the two last years, where this effect becomes non-significant.
Overall, these results reveal that the PFD is explained in essence by the company's efficiency in extracting returns from its assets, and by the trade-off between this way of generating funds and the need to comply with its financial expenses during the financial year. We also find that higher historical profitability tends to reduce the company's PFD, which can serve as a cushion to provide wider financial solutions to the crisis.
As we have already explained, the cross-sectional estimation of our model of the PFD is particularly useful in that it allows us to obtain an indicator of such a probability that takes the individual effects into account. In other words, the relevant output from our cross-section models is the PFD obtained for each company and year. Table 6 provides the basic statistics (Mean and Standard Deviation) of the estimated probabilities of financial distress. As can be seen in the table, the mean of this probability is quite low (around .075), which is reasonable since we are computing the ex-ante probability of financial distress. Another indicator of the accuracy of our approach is the standard deviation shown by the PFD, which is very small. Moreover, these basic statistics are found to be quite stable along the sample period. In short, these results strongly support the accuracy of our approach for estimating the PFD.
As shown in Table 6 , the high percentage of correct classification also supports our approach. Additionally, this percentage is quite stable across years with a mean value of 87%. Note that the percentages of Type I error go beyond a naive classification, thus showing that our model is quite accurate in terms of classification, especially if we take into account that the same cut-off point is used for all the years. In fact, we consider the percentage of financially distressed firms in our sample as representative of the population which in turn define the cut-off point for the classification of firms into normal and financially distressed according to the estimated PFD. That is, we do not try to find an optimal cut-point for the different years, mainly because our discussion is not focused on the percentage of correct classification, and because our main concern is not to predict financial distress but to offer a model of its probability (Palepu, 1986) 14 .
Overall, our US-based results strongly support the accuracy of our ex-ante approach for estimating the PFD. Note that these ex-ante estimations of the PFD are crucial in financial models that need to incorporate a measure of ex-ante financial distress costs. Therefore, works by Opler and Titman (1994) , Andrade and Kaplan (1998) or Dichev (1998) can be extended by making use of a concept of ex-ante financial distress costs as the product of the PFD and the ex-post financial distress cost perceived by investors. In this way, our approach is a step forward, since it allows researchers to obtain a good measure of the PFD with a parsimonious stable model.
Next we provide two tests of the accuracy of our approach. First, we check whether our model for the PFD also applies to countries other than US. Second, we verify whether the most representative benchmark model (Altman's 1968 model) also provides consistent estimations of the PFD when applied to recent and longer periods, and to different countries.
14 In fact, this percentage depends on the cutoff point, and the most common criticism relies on the fact that this point is usually determined ex-post, by a process of trial and error, without taking into account the fact that the probability of failure for the sample is not the same as that of the population. This process of classification can be particularly misleading when the loss functions of the errors are quite asymmetrical (see Hsieh, 1993) and, consequently, maximizing the percentage of correct classification can be quite different from minimizing the total error costs.
First robustness check: Different Institutional contexts
In this section we replicate our approach for estimating the PFD by using data on other-than-US G7 countries in order to find whether our model for the PFD remains stable when applied to different institutional and legal contexts 15 . The estimation results of the fixed and random effects models are provided in Table 7 . It is worth noting that the estimated coefficients remain significant and have the expected sign in both models; that is, the PFD is negatively affected by a firm's profitability and retained earnings, and positively affected by its financial expenses. Moreover, the stability of these relations along the sample period is supported by the results of the cross-sectional estimation of the model, provided in Table 8 . The consistency of our evidence strongly validates our idea of selecting the explanatory variables relying on a theoretical justification in order to specify a stable model that reduces the problems concerning the choice of periods and countries to consider.
The basic statistics of the estimated probabilities of financial distress are reported in Table 9 . Consistent with the US-based evidence, the mean of the PFD for the other G7 countries is quite low (around .0397), as well as the standard deviation (around .0949). The percentage of correct classification, also shown in Table 9 , has a mean value of 83%, and it is quite stable across years in spite of using the same cut-off point for all the years. Additionally, the percentages of Type I error confirm the high classification power of our model.
We can thus conclude that the evidence provided by this robustness check validates our approach, and confirms that it is possible to build a more parsimonious 15 We provide the results of estimating our model for the PFD by using the whole non-US sample. However, we have also replicated our approach by using the individual samples for each of the otherthan-US G7 countries, except for France and Italy, since their samples are very small. Individual results are consistent with the ones we report here, and are available on request from the authors. model leading to a general and stable indicator of the PFD that can be used in different institutional and legal contexts.
Second robustness check: Re-estimating Altman's model
There are already several studies (see, for example, Begley et al., 1996; Grice and Dugan, 2001 ) that re-estimate the benchmark models described in Appendix 1 (mainly Altman's model) in order to assess whether these models remain useful for predicting bankruptcy in recent periods (Begley et al., 1996) , as well as their capacity to predict financial distress situations other than bankruptcy (Grice and Dugan, 2001; Grice and Ingram, 2001 ). The empirical evidence provided in these studies suggests that the models' accuracy is significantly lower in recent periods. Moreover, the coefficients of the re-estimated models differ from those reported in the original studies. This instability, in terms of magnitude, significance and sign of the coefficients raises important questions regarding the appropriateness of applying this kind of model for predicting bankruptcy over different periods.
In this section, we extend the analysis performed by the above studies, and we reestimate Altman's Z-score model 16 to check whether it reports consistent results for other periods, sectors and countries than in their original application, and whether it remains useful to predict financial distress conditions other than bankruptcy. Table 10 presents the estimation results of the panel data models (fixed and random effects logistic regressions), and the results of the cross-sectional estimation of the model for the PFD are provided in Tables 11 and 12 for the US and the rest of the 16 Our re-estimation of Altman's Z-score is performed by means of a logistic regression, instead of a discriminant analysis. This choice is based on reasons related to consistency with our approach. It is also justified by Altman and Sabato (2005), who explicitly recognize the potential advantage of re-estimating the original model within a logistic regression structure.
G7 countries, respectively. Taken as a whole, the estimated coefficients reveal that only profitability and retained earnings maintain their significance in the re-estimated Z-score model across countries and years. In other words, these variables are the only ones which present a consistent pattern of significance and sign of their effect on the PFD across the different countries and years.
The basic statistics of the estimated probabilities and the percentages of correct classification, presented in Tables 13 and 14 , are similar to those obtained for our model for the PFD. These results indicate that the re-estimated Z-score model remains useful for predicting financial distress conditions other than bankruptcy when applied to periods, sectors and institutional and legal contexts other than their original application.
However, similarly to the findings of Begley et al. (1996) and Grice and Dugan (2001), we find that the leverage coefficient does not show a consistent pattern of significance and sign (see Tables 11 and 12 ). This lack of consistency supports our idea of replacing leverage by the burden of interest in that the latter is shown to be more crucial in predicting financial distress processes than the former.
Overall, a global comparison between the results for re-estimated Z-score and our approach reveals that our model for the PFD is more stable, in terms of sign and significance of the coefficients, and provides more consistent coefficients on the variables determining the PFD, regardless of the period, sector, and institutional context considered 17 . 17 We have also re-estimated Ohlson's and Zmijewski's models, obtaining evidence consistent with that of the re-estimated Altman's Z-score. Additionally, our evidence is consistent with Grice and Dugan (2001) suggesting that these models are sensitive to financial distress situations other than those used to develop the models. Although they are not provided in this paper, the results of the re-estimation of these alternative models are available on request from the authors.
Conclusions
This paper offers a new approach for estimating the probability of financial distress which can be applied to different periods and countries. To achieve this aim, we have first developed a theoretically supported model relying on a financial criterion of financial distress that is independent of legal institutions. This model is intended to be more stable than the re-estimated seminal models, in terms of significance and sign of the variables, when applied to more recent and longer periods as well as to countries other than US. We have then tested the specification of the resulting logistic model by using panel data methodology in order to eliminate the unobservable heterogeneity. The results obtained confirm the proposed specification of the model, and reveal that all the coefficients are statistically significant and of the expected sign for both the US and other G7 countries, and using both fixed and random effects methodologies.
Specifically, we find that the probability of financial distress is accurately explained by the company's returns on assets, and the consequent trade-off between this way of generating funds and the company's need to comply with its financial expenses during the financial year.
The need to incorporate the specificity of each company into the final estimates of the probability of financial distress has motivated a cross-sectional estimation of this correctly specified model. The results definitely confirm the accuracy of our model, and show a very high percentage of correct classification for all years and for both the US and other G-7 countries.
In short, these results corroborate the stability of our model, in terms of significance and sign of the coefficients, and its classification power across different periods and countries. Additionally, a comparison between our model and the re-estimated benchmark models reveal that, although these models remain useful for predicting financial distress in more recent and longer periods, the stability of the coefficients across countries and periods is significantly lower than ours. Particularly, the coefficient on leverage does not show a consistent pattern of significance and sign supporting our idea of replacing leverage by the burden of interest.
Finally, it is worth remarking that our approach goes a step forward in the literature, since it provides an appropriate measure of the probability of financial distress that facilitates the calculation of ex-ante financial distress costs as the product of such a probability and the ex-post financial distress costs. In this way, we contribute to the research that requires a measure of the probability of financial distress, such as the one summarized in the introduction and which motivated this paper.
Appendix 1: Benchmark models
This appendix provides a comparison of the seminal models that are usually considered benchmark models in bankruptcy prediction.
In the first model, Altman (1968) uses the discriminant analysis to obtain a firm's Z-score, which is higher the lower its probability of bankruptcy and which includes five categories of ratios: liquidity, profitability, leverage, solvency, and activity.
Consequently, Z= 1.2X 1 + 1.4X 2 + 3.3X 3 + 0.6X 4 + 0.999X 5 where X 1 is the working capital over total assets, X 2 stands for the retained earnings over total assets, X 3 is earnings before interest and taxes over total assets, X 4 denotes market value of equity over book value of total debt, and X 5 is sales over total assets. where X 1 is calculated as the log(total assets/GNP price-level index), X 2 stands for total liabilities over total assets, X 3 is the working capital over total assets, X 4 denotes current liabilities over current assets, X 5 takes value one if total liabilities exceed total assets, and zero otherwise, X 6 is the net income over total assets, X 7 stands for funds provided by operations over total liabilities, X 8 takes value one if net income was negative for the last two years, and zero otherwise, and X 9 is a measure of the change in net income.
Finally, Zmijewski (1984) proposes a probit model that incorporates three financial ratios measuring a firm's performance, leverage, and liquidity.
where X 1 is the net income over total assets, X 2 stands for total debt over total assets, and X 3 denotes current assets over current liabilities.
We next summarize the main features of these three studies. 1946-1965 1970-1976 1972-1978 Overall prediction accuracy (estimation sample) is the total revenue, and XOPR it denotes operating expenses.
-Return ratio: EBIT it /RTA it-1 , where EBIT it is earnings before interest and taxes.
-Financial Expenses ratio: FE it /RTA it-1 , where FE it stands for financial expenses.
-Cumulative Profitability ratio: RE it-1 /RTA it-1 , where RE it denotes retained earnings. Data of companies for which the information is available for at least six consecutive years between 1990 and 1999 were extracted. The resultant unbalanced panels comprise 1,583 companies (15,702 observations) for the US, 252 companies (2,450 observations) for Canada, 211 companies (2,078 observations) for Germany, 202 companies (1,346 observations) for France, 513 companies (4,989 observations) for the UK, 58 companies (408 observations) for Italy and 1,014 companies (6,889 observations) for Japan. 5.9 N and FD stand for normal and financially distressed, respectively. Total is the number of observations available for each sample year. % FD is the percentage of financially distressed observations for each year. The regressions are performed by using the US panel described in Table 1 . The dependent variable is PFD, a dummy variable that takes value one for financially distressed firms, and zero otherwise. The explanatory variables are described in Table 3 . The rest of the information needed to read this table is: i) Heteroskedasticity consistent asymptotic standard error in parentheses; ii) *, **, *** indicate significance at 1, 5 and 10%, respectively; iii) Time is a Wald test of the joint significance of the time dummy variables, asymptotically distributed as χ2 under the null of no relationship; degrees of freedom in parentheses; iv) LR is the Maximum likelihood ratio test of goodness of fit, asymptotically distributed as χ2 under the null of no joint significance of the coefficients; degrees of freedom in parentheses; v) ρ = 0 is a test of the joint significance of individual effects, asymptotically distributed as χ2 under the null of no joint significance; degrees of freedom in parentheses; vi) Wald is a test of goodness of fit, asymptotically distributed as χ2 under the null of no joint significance of the coefficients; degrees of freedom in parentheses. The regressions are performed by using the US panel described in Table 1 . The dependent variable is PFD, a dummy variable that takes value one for financially distressed firms, and zero otherwise. The explanatory variables are described in Table 3 . The rest of the information needed to read this table is: i) Heteroskedasticity consistent asymptotic standard error in parentheses; ii) *, **, *** indicate significance at 1, 5 and 10%, respectively; iii) pseudo-R 2 is a measure of the goodness of fit of the model that is equivalent to the R 2 . , where -2LL is the likelihood value and where the null model is the one including only the constant; iv) LR is the Likelihood Ratio statistic that tests the joint significance of the independent variables in the model, which is asymptotically distributed as a χ 2 with degrees of freedom in parentheses under the null of the lack of joint significance; v) Observations stands for the number of observation included each year to run the cross-sectional logit model. .1509 The information needed to read this table is: i) N and FD denote normal and financially distressed companies, respectively (number of observations in parenthesis); ii) Type I error stands for the number and percentage (in parenthesis) of normal observations classified as financially distressed; iii) Type II error stands for the number and percentage (in parenthesis) of financially distressed observations classified as normal; iv) Correct classification is the number and percentage (in parenthesis) of observations correctly classified into normal and financially distressed; v) Mean is the mean value of the estimated probabilities of financial distress; vi) Standard deviation is the standard deviation of the estimated probabilities of financial distress. The regressions are performed by using the panel for other-than-US G7 countries described in Table 1 . The dependent variable is PFD, a dummy variable that takes value one for financially distressed firms, and zero otherwise. The explanatory variables are described in Table 3 . The rest of the information needed to read this table is i) Heteroskedasticity consistent asymptotic standard error in parentheses; ii) *, **, *** indicate significance at 1, 5 and 10%, respectively; iii) Time is a Wald test of the joint significance of the time dummy variables, asymptotically distributed as χ2 under the null of no relationship; degrees of freedom in parentheses; iv) LR is Maximum likelihood ratio test of goodness of fit, asymptotically distributed as χ2 under the null of no joint significance of the coefficients; degrees of freedom in parentheses; v) ρ = 0 is a test of the joint significance of individual effects, asymptotically distributed as χ2 under the null of no joint significance; degrees of freedom in parentheses; vi) Wald is a test of goodness of fit, asymptotically distributed as χ2 under the null of no joint significance of the coefficients; degrees of freedom in parentheses.
41 The regressions are performed by using the panel for other G7 countries described in Table 1 . The dependent variable is PFD, a dummy variable that takes value one for financially distressed firms, and zero otherwise. The explanatory variables are described in Table 3 . The rest of the information needed to read this table is: i) Heteroskedasticity consistent asymptotic standard error in parentheses; ii) *, **, *** indicate significance at 1, 5 and 10%, respectively; iii) pseudo-R 2 is a measure of the goodness of fit of the model that is equivalent to the R 2 . , where -2LL is the likelihood value and where the null model is the one including only the constant; iv) LR is the Likelihood Ratio statistic that tests the joint significance of the independent variables in the model, which is asymptotically distributed as a χ 2 with degrees of freedom in parentheses under the null of the lack of joint significance; v) Observations stands for the number of observation included each year to run the cross-sectional logit model. .0949 The information needed to read this table is: i) N and FD denote normal and financially distressed companies, respectively (number of observations in parenthesis); ii) Type I error stands for the number and percentage (in parenthesis) of normal observations classified as financially distressed; iii) Type II error stands for the number and percentage (in parenthesis) of financially distressed observations classified as normal; iv) Correct classification is the number and percentage (in parenthesis) of observations correctly classified into normal and financially distressed; v) Mean is the mean value of the estimated probabilities of financial distress; vi) Standard deviation is the standard deviation of the estimated probabilities of financial distress. The regressions are performed by using the panels described in Table 1 . The dependent variable is PFD, a dummy variable that takes value one for financially distressed firms, and zero otherwise. The explanatory variables are described in Table 3 . The rest of the information needed to read this table is i) Heteroskedasticity consistent asymptotic standard error in parentheses; ii) *, **, *** indicate significance at 1, 5 and 10%, respectively; iii) Time is a Wald test of the joint significance of the time dummy variables, asymptotically distributed as χ2 under the null of no relationship; degrees of freedom in parentheses; iv) LR is Maximum likelihood ratio test of goodness of fit, asymptotically distributed as χ2 under the null of no joint significance of the coefficients; degrees of freedom in parentheses; v) ρ = 0 is a test of the joint significance of individual effects, asymptotically distributed as χ2 under the null of no joint significance; degrees of freedom in parentheses; vi) Wald is a test of goodness of fit, asymptotically distributed as χ2 under the null of no joint significance of the coefficients; degrees of freedom in parentheses.
. The regressions are performed by using the panels described in Table 1 .The dependent variable is PFD, a dummy variable that takes value one for financially distressed firms, and zero otherwise. The explanatory variables are described in Table 3 . The rest of the information needed to read this table is: i) Heteroskedasticity consistent asymptotic standard error in parentheses; ii) *, **, *** indicate significance at 1, 5 and 10%, respectively; iii) pseudo-R 2 is a measure of the goodness of fit of the model that is equivalent to the R 2 .
where -2LL is the likelihood value and where the null model is the one including only the constant; iv) LR is the Likelihood Ratio statistic that tests the joint significance of the independent variables in the model, which is asymptotically distributed as a χ 2 with degrees of freedom in parentheses under the null of the lack of joint significance; v) Observations stands for the number of observation included each year to run the cross-sectional logit model. The regressions are performed by using the panels described in Table 1 .The dependent variable is PFD, a dummy variable that takes value one for financially distressed firms, and zero otherwise. The explanatory variables are described in Table 3 . The rest of the information needed to read this table is: i) Heteroskedasticity consistent asymptotic standard error in parentheses; ii) *, **, *** indicate significance at 1, 5 and 10%, respectively; iii) pseudo-R 2 is a measure of the goodness of fit of the model that is equivalent to the R 2 . , where -2LL is the likelihood value and where the null model is the one including only the constant; iv) LR is the Likelihood Ratio statistic that tests the joint significance of the independent variables in the model, which is asymptotically distributed as a χ 2 with degrees of freedom in parentheses under the null of the lack of joint significance; v) Observations stands for the number of observation included each year to run the cross-sectional logit model. Table 13 Results for the estimation of the probabilities of financial distress: US-based evidence from the reestimated Z-score model
The information needed to read this table is: i) N and FD denote normal and financially distressed companies, respectively (number of observations in parenthesis); ii) Type I error stands for the number and percentage (in parenthesis) of normal observations classified as financially distressed; iii) Type II error stands for the number and percentage (in parenthesis) of financially distressed observations classified as normal; iv) Correct classification is the number and percentage (in parenthesis) of observations correctly classified into normal and financially distressed; v) Mean is the mean value of the estimated probabilities of financial distress; vi) Standard deviation is the standard deviation of the estimated probabilities of financial distress. .0845 The information needed to read this table is: i) N and FD denote normal and financially distressed companies, respectively (number of observations in parenthesis); ii) Type I error stands for the number and percentage (in parenthesis) of normal observations classified as financially distressed; iii) Type II error stands for the number and percentage (in parenthesis) of financially distressed observations classified as normal; iv) Correct classification is the number and percentage (in parenthesis) of observations correctly classified into normal and financially distressed; v) Mean is the mean value of the estimated probabilities of financial distress; vi) Standard deviation is the standard deviation of the estimated probabilities of financial distress.
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